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Abstract
We develop an algorithm for the asymptotically fast evaluation of layer potentials close to and on
the source geometry, combining Geometric Global Accelerated QBX (‘GIGAQBX’) and target-specific
expansions. GIGAQBX is a fast high-order scheme for evaluation of layer potentials based on Quadrature
by Expansion (‘QBX’) using local expansions formed via the Fast Multipole Method (FMM). Target-
specific expansions serve to lower the cost of local expansion evaluation, reducing the computational effort
from O((p+ 1)2) to O(p+ 1) in three dimensions, without any accuracy loss compared with conventional
expansions, but with the loss of source/target separation in the expansion coefficients. GIGAQBX is a
‘global’ QBX scheme, meaning that the potential is mediated entirely through expansions for points close
to or on the boundary. In our scheme, this single global expansion is decomposed into two parts that
are evaluated separately: one part incorporating near-field contributions using target-specific expansions,
and one part using conventional spherical harmonic expansions of far-field contributions, noting that
convergence guarantees only exist for the sum of the two sub-expansions. By contrast, target-specific
expansions were originally introduced as an acceleration mechanism for ‘local’ QBX schemes, in which
the far-field does not contribute to the QBX expansion. Compared with the unmodified GIGAQBX
algorithm, we show through a reproducible, time-calibrated cost model that the combined scheme yields
a considerable cost reduction for the near-field evaluation part of the computation. We support the
effectiveness of our scheme through numerical results demonstrating performance improvements for
Laplace and Helmholtz kernels.
1 Introduction
The numerical realization of integral equation methods for the solution of boundary value problems of elliptic
partial differential equations presents a number of technical challenges. Chief among them is the accurate
and rapid evaluation of layer potentials, which are integral operators such as the single-layer potential
(Sµ)(x) :=
∫
Γ
K(x, y)µ(y) dS(y) (1)
defined over a surface Γ, with a free-space Green’s function K for the underlying PDE, and a density function
µ : Γ → C. What makes this task challenging is a combination of requirements for a quadrature scheme,
including the ability to handle singularities and near-singularities, complex geometries Γ, on-surface and
near-surface evaluation, and support for simultaneous evaluation at a large number of target points with low
algorithmic complexity.
The potential that results from discretizing (1) with a smooth high-order quadrature rule is a point
potential of the form
Π(xi) =
N∑
j=1
wjK(xi, yj) (i = 1, . . . ,M), (2)
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Figure 1: Depiction of QBX center placement for a discretization over a triangular element. The QBX centers
for on-surface evaluation are spawned in the normal direction at the discretization nodes termed ‘stage-1’
nodes in [32], which serve as targets for on-surface evaluation. See also Section 2.5.
where {xi}Mi=1 ⊆ R3 is a set of targets, {yi}Ni=1 ⊆ Γ a set of sources, and {wi}Ni=1 ⊆ R is a set of source
weights. While Π is a generally accurate approximation of Sµ for target points away from the source geometry
Γ, accuracy substantially decreases in the region close to Γ or on Γ itself. A recent approach to resolving this
problem is based on Quadrature by Expansion (QBX, [20]). By using the broadly applicable assumption that
the underlying kernel is a (locally) analytic function of the target point x, and leveraging the strengths of
smooth high-order quadrature rules for one- and two-dimensional functions, QBX achieves high-order accuracy
without sacrificing generality. The key idea behind QBX is that, to extend the applicability of smooth
high-order quadrature to all points x ∈ R3, the potential (2) can be expanded in a local expansion about a
center c ∈ R3 \Γ, and this expansion may recover the value of the potential by analytic continuation in regions
where smooth quadrature is not adequate. A potential of the form (2) can be evaluated in O(N +M) time by
way of the Fast Multipole Method (FMM, [5]). Furthermore, as a by-product of evaluation, the FMM forms
local expansions of the point potential covering the entire computational domain. Since QBX expansions
are precisely local expansions of (2) at appropriately chosen centers, the FMM therefore provides a suitable
path towards an ‘acceleration’ strategy for reducing the algorithmic complexity of QBX, by translating a
suitably-chosen local expansion to the QBX center. Care must be taken to ensure accurate combination of
this far-field potential with a suitable QBX-mediated near-field contribution.
The recent contribution [32] combines a version QBX, termed ‘global’ QBX, with the FMM for the
evaluation of layer potentials in three dimensions. This scheme, termed ‘Geometric Global Accelerated QBX’,
or ‘GIGAQBX’, in [33, 32], carefully controls the error introduced by the FMM acceleration by enforcing strict
geometric separation criteria between intermediate FMM expansions and QBX expansions. As a consequence
of these separation criteria, the size of the near-field of a QBX center increases if compared with a scenario
where the QBX center is a particle in a ‘point’-based FMM. Empirically, the dominant cost of the scheme
typically appears to come from computing the spherical harmonic coefficients of QBX expansions from source
points in the near-field. A second important cost is the conversion of near-field multipole expansions to QBX
expansions. The primary purpose of this paper is to reduce these two costs.
Siegel and Tornberg [29] recently proposed using target-specific expansions to reduce the cost of forming
QBX expansions. Target-specific expansions are based on leveraging information about both the source and
the target to reduce the number of terms in the expansion. Specifically, for expansions in spherical harmonics,
they are based on rewriting the expression for a local expansion using the addition theorem for Legendre
polynomials, an analytical tool previously applied to QBX in the context of quadrature estimates [18].
The number of terms in the expansion is reduced in the polynomial order from (p + 1)2 to p + 1, with a
corresponding reduction in computational effort, where p is the expansion order. Furthermore, the use of these
expansions incurs no additional error because they are based on a mathematical identity. The expansions are
termed ‘target-specific’ because they do not separate the influence of the source and target in the way that
spherical harmonic expansions do, which means that a different set of expansion ‘coefficients’ is needed for
each source-target pair. Because of the need to recompute the coefficients for each target, target-specific
expansions cannot generally be used as a replacement for spherical harmonic expansions in an FMM. (An
exception to this is Anderson’s FMM [2], in which the expansion of potentials is based on the Poisson integral
formula, which is evaluated as a target-specific expansion.)
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Siegel and Tornberg introduce the numerical use of target-specific expansions in the context of a scheme
termed ‘local’ QBX. The primary difference between ‘global’ QBX (such as the scheme in this paper) and
‘local’ QBX is that, in global QBX, the entire field is conveyed to a target by a QBX expansion (hence ‘global’
QBX), whereas in local QBX only the potential due to sources in a neighborhood of the target comes through
the QBX expansion, which is more akin to conventional FMM-accelerated quadrature schemes employing local
correction. Compared with global QBX, local QBX features relatively straightforward integration with the
FMM due to relying only on ‘point’ evaluations for the acceleration component. A second advantage of local
QBX is that the placement of expansion centers is subject to less stringent geometric requirements, leading to
higher efficiency in areas where the geometry is close to touching or highly irregular. Despite these advantages,
for achieving the same level of accuracy as global QBX, local QBX requires higher quadrature order and
oversampling in the local neighborhood of a target. This is due to a form of truncation error not present in
global QBX—specifically, error introduced when matching the transition between the QBX-mediated local
neighborhood and the ‘point’ field from far-away sources.
The main observation in this paper is that target-specific expansions, originally developed for local QBX
and used a post-processing step in combination with a ‘point’ FMM, can also be used within the context of
global QBX, and, more specifically, within the GIGAQBX FMM. An approximation to the QBX expansion
Lqbxc (t) in the GIGAQBX FMM at a target t ∈ R3 associated with an expansion center c ∈ R3 is formed from
three parts (see Section 3.3 for notation)
Lqbxc (t) = Lqbx,farc (t) + Lqbx,Wc (t) + Lqbx,nearc (t), (3)
where the portion Lqbx,nearc is mediated by direct formation of the expansion due to the sources in the near-field
of the box ‘owning’ the center c, and the quantities Lqbx,farc and Lqbx,Wc are obtained through the various
expansion translations present in the Fast Multipole Method. Unlike local QBX, analytical truncation error
estimates for global QBX only apply to the combined expansion Lqbxc and not the sub-expansions. Thus,
while no truncation bounds are known for the individual terms in (3), truncation bounds do hold on the
overall sum, and the partitioning of the potential into sub-expansions has no effect on truncation error. In the
context of the present work (and in keeping with the cost argument above) we use target-specific expansions
to evaluate the component Lqbx,nearc .
The observation that a component of the FMM field can be mediated with target-specific expansions
applies conceptually to not only the GIGAQBX variant of global QBX but to others as well such as the ones
in [26, 27], or three-dimensional versions thereof. It is however likely that target-specific expansions will have
greater cost impact on GIGAQBX due to the larger proportion of direct interactions.
An especially important use case, and one for which target-specific expansions can excel in cost compared
with (‘target-independent’) spherical harmonic expansions, is on-surface evaluation. In our current treatment
of on-surface evaluation, each on-surface target uses a different QBX center (Figure 1), meaning that no QBX
expansion is typically evaluated at more than one target. As such, there is no advantage to be had from the
source-target separation of variables in spherical harmonic expansions, and when there is only one target
per center, forming and evaluating spherical harmonic expansions is more expensive than target-specific
expansions.
A second observation we make in this paper is that, while replacing near-field evaluations with target-
specific expansions results in cost improvements, adjusting parameters to the algorithm expectedly leads
to further opportunities for cost reduction. By design, the FMM is tasked with making choices between
whether to mediate an interaction directly or via intermediate expansions through its various algorithmic
stages. Assuming one is presented with a set of evaluation strategies which meet required accuracy tolerances,
a standard method for minimizing computational cost is to use thresholds based on particle counts to decide
which strategy to use. Because target-specific expansions make direct evaluations less expensive, adjusting
the thresholds in such a way as to shift a larger fraction of the work onto direct interactions reduces the
overall cost of the FMM. To aid in this rebalancing of the FMM, in this paper we develop a cost model that
models the number of floating point operations in the GIGAQBX FMM. With appropriate fitting of empirical
per-stage calibration factors, this model is able to approximate the total computational time used by the
algorithm with high accuracy. This in turn provides a reproducible cost measure, used here for wall-time
independent balancing and the reporting of cost and scalability results.
Much analytical modeling work for optimizing for FMM cost is restricted to the case of uniform distributions
(e.g. [7, 15, 30, 35]), which makes it inapplicable to layer potential evaluation, since the particle distributions
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arising from surface discretizations for layer potentials are not uniform in the volume. Our work differs from
the approaches for uniform distributions by making use of more information from the geometry in order
to give a precise prediction of cost. A similar approach to FMM cost modeling based on approximating
the number of floating point operations through direct inspection of the geometry is used in [2, 16], though
the details of the modeled algorithms differ substantially from GIGAQBX. Other work on cost models for
nonuniform particle distributions includes the contributions [25, 1, 23]. In [25], a model is developed to
optimize for FMM parameters when the particle distribution is a fractal set. In [1], an empirical model
is developed for predicting the cost of a particular task-based FMM implementation on arbitrary particle
distributions. The contribution [23] discusses general conditions on the distribution under which linear scaling
may be expected. In addition to optimization for cost, models have been applied to aid in solving the problem
of of distributing work among heterogeneous systems [8] or predicting execution characteristics taking into
account both computation and memory accesses [6].
In summary, we present the following contributions in this paper.
• We describe how to use target-specific expansions (TSQBX) inside the global QBX (GIGAQBX) FMM,
a technique previously only used in ‘local’ QBX, to reduce the cost of the near-neighborhood interactions.
• We present a cost model for the GIGAQBX algorithm on a shared memory system, which predicts the
running time of the GIGAQBX FMM with very high accuracy.
• We demonstrate a 1.7–3.3× reduction in modeled cost using TSQBX on test cases with complex
unstructured geometries for the Laplace and Helmholtz equations.
The organization of this paper is as follows. Section 2 describes background material pertaining to QBX
and the GIGAQBX FMM. In Section 3, we present for completeness a full statement of the GIGAQBX
algorithm using target-specific expansions. In Section 4, we present a study pertaining to the cost impact of
target-specific expansions within the GIGAQBX FMM, making concluding remarks in Section 5. Appendix A
presents a derivation of target-specific expansions for various kernels. Appendix B describes how to obtain
the software used in this paper.
2 Background
2.1 Layer Potentials
For the sake of exposition, we consider the solution of the exterior Neumann problem in three dimensions, for
a smooth, bounded, simply or multiply-connected domain Ω with boundary Γ. For continuous Neumann
data g, the boundary value problem is to find a function u : R3 \ Ω→ R such that
4u(x) = 0 x ∈ R3 \ Ω,
lim
h→0+
νˆ(x) · ∇u(x+ hνˆ(x)) = g(x) x ∈ Γ,
lim
|x|→∞
u(x) = 0. (4)
The notation νˆ(x) refers to the outward-facing unit normal vector at x. The method under consideration
here lends itself to the solution of a considerably broader family of boundary value problems.
We represent the solution of the problem by means of layer potentials. In the remainder of this paper, we
will use | · | to denote the Euclidean (`2) norm unless otherwise specified. Recalling the Green’s function for
the Laplace equation,
G(x, y) = (4pi)−1|x− y|−1, (5)
we consider in this section the single-layer potential (1) Sµ with kernel K = G and we introduce the following
layer potential S ′σ with density function σ : Γ→ R:
(S ′σ)(x) :=
∫
Γ
∂G(x, y)
∂νˆ(x) σ(y) dS(y).
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With the aid of these operators, we represent the solution u as
u := Sµ
using an unknown density µ : Γ→ R. By differentiation under the integral sign, any function of the form Sµ
satisfies the Laplace PDE in the exterior of Ω, and by considering the asymptotic behavior of the Green’s
function G, it also automatically satisfies the far-field decay conditions.
We enforce the Neumann boundary conditions on this representation as follows. The classical jump
relations [22, Thm. 6.19] imply that the normal derivative of Sµ is discontinuous across the boundary, in the
sense that
lim
h→0±
νˆ(x) · ∇u(x+ hνˆ(x)) = S ′µ(x)∓ 12µ(x) (x ∈ Γ).
Thus, to satisfy the boundary condition, µ needs to solve the following second kind integral equation:
g =
(
S ′ − 12
)
µ. (6)
With the help of the Fredholm theory for second kind integral equations one obtains that the solution to this
equation is unique and continuously dependent on g [22, Thm. 6.28, 6.30]. Under a suitable discretization,
this equation provides the basis for numerical methods for solution of the exterior Neumann problem.
2.2 High-Order Quadrature for Smooth Functions
The primary concern of this paper is the numerical evaluation of layer potentials such as the single layer
potential (1) anywhere in R3, including near or on the surface Γ. A natural but ultimately deficient approach
to this problem uses smooth composite quadrature. In this approach, the surface is assumed to be tessellated
into K disjoint surface elements
Γ =
K⋃
k=1
Γk.
Each element Γk is parametrized by a smooth mapping function Ψk : E → R3 from a reference element E in
the plane. Then, with the use of an M -point quadrature rule defined over the reference element with weights
{wi}Mi=1 and nodes {yi}Mi=1, the single layer potential admits the approximation
(Sµ)(x) =
K∑
k=1
∫∫
E
µ(Ψk(y)) · G(x,Ψk(y)) · |(∂e1Ψk × ∂e2Ψk)(y)| dS(y)
≈
K∑
k=1
M∑
i=1
wi · µ(Ψk(yi)) · G(x,Ψk(yi)) · |(∂e1Ψk × ∂e2Ψk)(yi)| .
For points x far from the surface Γ, the integrand is a smooth function favorable to numerical treatment
with conventional quadrature rules for smooth functions on plane regions. However, for x near to the
surface, the quadrature error is at worst unbounded due to near-singularity of the Green’s function under the
integrand, which necessitates a massive increase in quadrature order to resolve. This effectively prevents the
practical use of traditional high-order composite quadrature for these integrands as an evaluation strategy in
a neighborhood of the surface, where the size of the neighborhood depends on the size of the element, the
quadrature order, and the desired accuracy [20].
The key insight in QBX as a quadrature scheme is that Sµ is an analytic function on R3 \ Γ. This fact
can be exploited to recover quadrature accuracy for x near the surface via analytic continuation, at a lower
cost than smooth quadrature.
2.3 Expansion of Potentials in Spherical Harmonics
We recall the addition theorem for the Laplace potential in three dimensions. Let a, b ∈ R3 with 0 < |a| < |b|,
and let γab be the angle (about the origin) between a and b. By expanding G in a binomial series [17], the
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potential can be represented as
G(a, b) = 14pi
∞∑
n=0
|a|n
|b|n+1Pn(cos γab). (7)
The function Pn is the Legendre polynomial of degree n. The term Pn(cos γab) may be further expanded in a
series of spherical harmonics. Let a and b be written in polar and azimuthal spherical coordinates (θa, φa) and
(θb, φb) respectively, i.e. with θ = cos−1(z/r), φ = atan2(y, x). The identity known as the spherical harmonic
addition theorem, or the addition theorem for Legendre polynomials, says that [29]
Pn(cos γab) =
4pi
2n+ 1
n∑
m=−n
Y mn (θa, φa)Y −mn (θb, φb). (8)
The spherical harmonics Y mn , m,n ∈ N0, |m| ≤ n, are defined (following [29]) as
Y mn (θ, φ) :=
√
2n+ 1
4pi
(n− |m|)!
(n+ |m|)! · P
|m|
n (cos θ)eimφ, (9)
where Pmn is the associated Legendre function of order m and degree n. Substituting (8) into (7), we obtain
that for 0 ≤ |a| < |b|,
G(a, b) =
∞∑
n=0
1
2n+ 1
|a|n
|b|n+1
n∑
m=−n
Y mn (θa, φa)Y −mn (θb, φb). (10)
This series allows us to expand the Green’s function as follows. For a given choice of source point b and
expansion center c, one can define local expansion coefficients as a doubly-indexed sequence
Lmn :=
1
2n+ 1
Y −mn (θb−c, φb−c)
|b− c|n+1 (11)
for integer |m| ≤ n and n ∈ N0. Then the Green’s function evaluated at a target a, with |a− c| < |b− c|, can
be written as
G(a, b) =
∞∑
n=0
n∑
m=−n
Lmn |a− c|nY mn (θa−c, φa−c). (12)
A p-th order expansion is one in which the series (12) is truncated to the first p+ 1 terms.
2.4 Quadrature by Expansion
Using the local expansion of the potential as an analytical tool, we are ready to discuss the fundamentals of
QBX. Among the current work on QBX, two major variants of the scheme have been considered by various
authors: ‘global’ and ‘local.’ The variant that is the subject of this paper is a global scheme that borrows
some ideas from recent work on local QBX. Hence, we review both of these variants in this section. QBX may
be understood as a discretization involving two inter-related stages: formation of a truncated local expansion
and smooth quadrature.
First Stage: Formation of a Truncated Local Expansion. With reference to the source surface Γ,
for each target point t close to or on the surface, this stage chooses a point c to act as an expansion center.
The distance r > 0 from c to Γ is called the expansion radius. Using the selected center, this stage forms a
local expansion about c to mediate the potential Sµ.
In global QBX, the potential Sµ due to the entire source geometry is expanded about c. A sufficient
condition for the convergence of the expansion is that r ≤ dist(c,Γ). By applying (11), one defines QBX
coefficients via the integrals
(Lglobal)mn (c) :=
1
2n+ 1
∫
Γ
Y −mn (θy−c, φy−c)
|y − c|n+1 µ(y) dS(y). (13)
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Then, fixing an expansion order p ∈ N0, the coefficients (Lglobal)mn (c), for |m| ≤ n for all n ≤ p, are used to
approximate the single layer potential in a series centered at c
(S(p)global)µ(t) :=
p∑
n=0
n∑
m=−n
(Lglobal)mn (c)|t− c|nY mn (θt−c, φt−c). (14)
In contrast, local QBX mediates only a part of Sµ due to source geometry in a neighborhood of the target
via a local expansion. In local QBX, formation of the expansion starts with the splitting
(Sµ)(t) =
(
S µ|Γlocal,t
)
(t) +
(
S µ|Γ\Γlocal,t
)
(t),
where the region Γlocal,t ⊆ Γ is chosen in such a way as to include the nearly singular/singular portion of the
integrand. We therefore have (
S µ|Γlocal,t
)
(t) =
∫
Γlocal,t
G(t, s)µ(s) dS(s),(
S µ|Γ\Γlocal,t
)
(t) =
∫
Γ\Γlocal,t
G(t, s)µ(s) dS(s).
One then should ensure that r ≤ dist(c,Γlocal,t). The QBX coefficients are defined via integrals
(Llocal,t)mn (c) :=
1
2n+ 1
∫
Γlocal,t
Y −mn (θy−c, φy−c)
|y − c|n+1 µ(y) dS(y), (15)
and the approximation to the potential is given by
(S(p)local,t)µ(t) :=
p∑
n=0
n∑
m=−n
(Llocal,t)mn (c)|t− c|nY mn (θt−c, φt−c) +
(
S µ|Γ\Γlocal,t
)
(t). (16)
The difference between the expansions (14) or (16) and the value of the layer potential is termed the
truncation error. The following result gives an accuracy estimate for the expansion (14) used by global QBX,
for the case that t is an on-surface target. Bounds are available for the off-surface case through the same
analysis.
Lemma 1 (QBX truncation error, based on [10, Thm 3.1]). Suppose that Γ is smooth, non-self-intersecting
and let r > 0. Suppose that {x : |x − c| ≤ r} ∩ Γ = {t}. Then for each p > 0 and δ > 0, a constant Mp,δ
exists such that ∣∣∣(Sµ)(t)− (S(p)global)µ(t)∣∣∣ ≤Mp,δrp+1‖µ‖W 3+p+δ,2(Γ). (17)
Error estimates for local QBX evaluation (16) can be found in [29]. The primary difference between the
truncation error in global QBX and local QBX is that for local QBX, there is a dependence on the ratio
r/R, where r is the expansion radius and R is the distance between the expansion center c and the nearest
boundary point of the surface region Γlocal,t. This error can be interpreted as the error associated with the
non-smooth transition between the expansion-mediated contribution from the local neighborhood Γlocal,t and
the non-expansion-mediated ‘far-field.’
Second Stage: Smooth High-Order Quadrature. In the second stage, the QBX coefficients (Lglobal)mn (c)
or (Llocal,t)mn (c), and, in the local case, the ‘far-field’ integral are approximated with a quadrature rule,
commonly with smooth high-order ‘panel’-based quadrature discussed in Section 2.2. When the source
points are close to the expansion center, accuracy of the quadrature approximation depends strongly on
the expansion radius. Specifically, to maintain high-order quadrature accuracy, the expansion center must
be placed sufficiently far from the surface element spawning the center as well as nearby elements, where
the critical distance depends on the ‘size’ of the element. As an example providing quantitative detail, the
following result, due to af Klinteberg and Tornberg [18], gives the asymptotic error for the case of a smooth
tensor product rule over a flat 2h× 2h panel.
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Figure 2: Depiction of a stage-1 discretization, stage-2 discretization, and a stage-2 quadrature discretization
on a triangular element. In this example the stage-1 and stage-2 discretizations coincide; in general they may
be different. The stage-2 quadrature discretization provides the quadrature nodes for the local expansion of
the potential formed at the QBX centers. See also Figure 1.
Lemma 2 (QBX quadrature error, flat 2h× 2h panel [18, eqn. (157)]). Let Γ = [−h, h]× [−h, h]× {0}, and
let t = (x, y, 0) ∈ Γ be a target point and c = (x, y, r) be the corresponding expansion center. Let µ : Γ→ R be
a density function defined on Γ. Assume that µ is smooth (see [18, Sec. 3.3] for more discussion concerning
smoothness of µ). Suppose that the coefficients (Lglobal)mn (c) to the series (14) up to order p are computed
using a q-point Gauss-Legendre tensor product rule. Then a constant C > 0 exists, independent of h, µ, x, y,
r, p, and q, such that the quadrature-based approximation (S˜(p)global)µ(t) to the QBX expansion (S(p)global)µ(t)
satisfies the following error bound asymptotically as q →∞:∣∣∣(S(p)global)µ(t)− (S˜(p)global)µ(t)∣∣∣ . Chq
p∑
l=1
1√
l
(
4qre
hl
)l
e−4qr/h‖µ‖∞.
When combined, Lemmas 1 and 2 suggest that, with careful control over the expansion radius, quadrature
order, and element size, QBX may be used to obtain high-order quadrature accuracy for on-surface targets t
(and, completely analogously, for off-surface targets as well). The two stages of QBX described in this section
are interrelated, in that the choice of quadrature discretization influences the choice of expansion radius. For
local QBX, an additional degree of freedom is the size of the local neighborhood Γlocal,t, which has non-trivial
implications on truncation error and quadrature error.
The remainder of this paper focuses on the global scheme. The next section discusses how to achieve the
type of error control described in the previous paragraph for global QBX, on user-supplied meshes of smooth
geometries.
2.5 Surface Discretization
In the remainder of this paper, we will assume that the surface discretization is an unstructured triangular
surface mesh given as the union of images of a triangular reference element under a polynomial mapping.
Our specific choice of basis for reference nodes/degrees of freedom follows [31], and for quadrature nodes is
taken from [34]. A density on the discretization is represented by its values at the mapped counterparts of
quadrature or interpolation nodes given on a reference element.
As part of contribution describing the GIGAQBX algorithm in three dimensions, the work in [32] describes
an algorithm for preparing an arbitrary smooth geometry to serve as a surface source/target discretization
for applying QBX. We briefly review its main steps for the benefit of the reader. More details, including
considerations for efficient implementation, may be found there.
The mesh processing algorithm for GIGAQBX involves four versions of the surface discretization, connected
via interpolation operators that bring density values from one version to a subsequent refined version. First,
the unmodified mesh is received from an external mesh generator. Second, the mesh is refined by iterative
bisection of the elements to avoid conflicts of the QBX expansion balls with other source geometry, to
obtain the version called the ‘stage-1 discretization’. Expansion centers are placed in the normal directions at
the stage-1 interpolation nodes (which become on-surface targets) at a distance proportional to the element
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Figure 3: Components of a target-specific QBX expansion.
size (Figure 1), and remain fixed in the subsequent discretizations. Third, the mesh is refined with iterative
bisection to assure sufficient quadrature resolution for all interactions (called the ‘stage-2 discretization’).
Lastly, the quadrature nodes in the mesh are oversampled (by increasing the quadrature order) to ensure
accurate evaluation of the QBX coefficient integrals (13), producing the ‘stage-2 quadrature discretization’
(Figure 2), providing the source points for the ‘point potential’ approximation to the layer potential. The
latter discretization is suitable as input to an algorithm for the evaluation of point potentials such as the
FMM.
2.6 FMM Acceleration
The focus of the contributions [33, 32] is the accelerated evaluation of the quadrature for layer potentials.
This is done using an appropriately modified version of the Fast Multipole Method (FMM). Algebraically,
QBX may be regarded as the evaluation of the local expansion of the point potential (2) due to the quadrature
nodes. Because such local expansions may be viewed as the output of the FMM, a natural approach to
modifying the FMM for QBX is to use the FMM to form local expansions of the potential at the QBX
expansion centers. The first practical implementation of this approach, as described in [26], is not backed
by error estimates and does not achieve the same level of accuracy for a given FMM expansion order as
the ‘point’ FMM, though an empirically determined increase in FMM order can recover accuracy, at some
expense. As explored in detail in [33], the geometrical root cause of this loss of accuracy is that the FMM
separation constraints for accurate evaluation of ‘point’ potentials are not strong enough to prevent inaccurate
contributions from entering the QBX expansion.
The main modification to the QBX FMM in [33, 32] permits targets, such as QBX expansion balls, to be
‘sized’. Similar to point targets, sized targets have a near-field that disallows certain nearby sources from
using expansion mediation, permitting for analytical accuracy bounds to be established. This is accounted for
by only allowing sized targets to protrude beyond their containing boxes by at most a given factor relative to
the box size, called the target confinement factor. If a sized target cannot fit in a child box, it remains in
the parent box. These changes require a careful reworking of the definitions of a number of aspects of the
classical Fast Multipole algorithm for accuracy and scalability of the resulting method. The resulting method
was termed GIGAQBX—for ‘Geometric Global Accelerated QBX’—in [33, 32].
The redefinition of the near-field of a sized target entails a larger number of ‘direct’ FMM interactions
at the QBX centers. Assuming the size of the QBX near-field remains bounded, this does not threaten the
theoretical scaling of the algorithm. However, a practical implication of this is that, in three dimensions,
direct interactions may take a large portion of time due to the high cost of expansion formation. The main
contribution of this paper consists of an approach for reducing this cost, discussed next.
2.7 Target-Specific Expansions
Siegel and Tornberg [29] observe that the series expansion of the Green’s function (7) provides a way to
accelerate the formation of QBX expansions in certain circumstances. Consider the computational problem
of evaluating the local expansion due to ns sources at nt targets. Assume for simplicity that we use a single
expansion center mediating the expansion of the entire potential. We describe two approaches to this problem.
In the first approach, using the formula (10), for each source point s we create (p+ 1)2 intermediate local
coefficients, which takes O((p + 1)2) time per source with well-known recurrences. After combining local
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coefficients additively to obtain (p+ 1)2 final coefficients, we evaluate the local expansion at each target point,
which costs O((p+ 1)2) at each target, using well-known recurrences. It follows that this approach requires
O((ns + nt)(p+ 1)2) work.
In the second approach, we use formula (7). Recall that this formula implies that the p-th order local
expansion of the potential due to s about the center c ∈ R3, with coefficients Lmn , satisfies
p∑
n=0
n∑
m=−n
Lmn |t− c|nY mn (θt−c, φt−c) =
1
4pi
p∑
n=0
|t− c|n
|s− c|n+1Pn(cos γ), (18)
where γ is the angle between s− c and t− c. A depiction of the geometrical situation is given in Figure 3.
The quantity (18) requires p+ 1 summation terms and, using recurrences for the Legendre polynomials Pn,
can be evaluated in O(p+ 1) time. It must be evaluated once per each source/target pair. It follows that the
total cost of the second approach is O(nsnt(p+ 1)).
The first approach is the one used internally within the FMM. It has the advantage of scaling linearly in
the number of sources and targets. The disadvantage is the high cost of O((p+ 1)2) operations per particle.
The second approach, while not scaling linearly in the number of particles, is computationally advantageous
over the first approach if the number of sources or targets is small. Such a situation arises in on-surface
evaluation for QBX when there is one target per center (Figure 1), a common evaluation pattern.
The second approach is termed target-specific because, unlike the first approach, the ‘local coefficient’
Pn(cos γ)/|s− c|n+1 depends on the target through the angle γ. Because of this, it is generally unsuitable for
use within a point FMM, which is premised on using expansions that separate the influence of the source and
the targets. However, target-specific expansions are suitable for use within the GIGAQBX FMM whenever a
QBX local expansion is formed directly from sources. Furthermore, analogous formulas for target-specific
QBX are available for different kernels derived from the Laplace and Helmholtz kernels, making this approach
general. We give some of these in Appendix A.
In the next section, we discuss the incorporation of target-specific QBX into the GIGAQBX algorithm.
3 Algorithm
The algorithm in this section is based on the GIGAQBX algorithm in three dimensions [32]. For the benefit of
the reader familiar with the version in [32], we briefly point out the main modifications. The primary change
in the algorithm presented in this paper is the use of target-specific expansions (Section 2.7) to mediate
the contributions of the ‘directly evaluated’ portion of the field—i.e, List 1, List 3 close, and List 4 close.
This replaces the formation of spherical harmonic expansions at the QBX centers due to this portion of the
field. However, QBX local expansions in spherical harmonics, formed at the QBX centers, remain part of the
algorithm as computational entities since they mediate the potential due to the ‘far-field’ as well as the field
due to boxes in List 3 far.
There are two other less significant differences from the statement of the algorithm in [32]. First, we give
a more precise statement of the construction of the octree in this paper than that was given in [32], when it
comes to distinguishing what type of particles may be ‘owned’ by boxes. Second, we introduce the notion of
a ‘List 3 far candidate box,’ and we modify the criteria for placement of boxes in List 3 far by introducing a
source count threshold.
3.1 Notation
In this section, we introduce the same notation as [32] in support of the precise statement of the modified
algorithm. Let b be a box in an octree with center c. We use the notation B∞(r, c) to denote the set
{x ∈ R3 : |x− c|∞ ≤ r} and B2(r, c) to denote the set {x ∈ R3 : |x− c| ≤ r}.
We use |b| to refer to the `∞ radius of the box, i.e. half the box width.
The target confinement region (TCR) of b, or TCR(b), is the set B2(
√
3|b|(1 + tf ), c), where tf ≥ 0 is the
target confinement factor.
The k-near neighborhood of b is the region B∞(|b|(1 + 2k), c). The k-colleagues of b are same-level boxes
contained inside the k-near neighborhood of b. In particular, Tb denotes the set of 2-colleagues of a box b.
Two same-level boxes that are not k-colleagues are termed k-well-separated.
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Parent(b) denotes the parent of b.
The sets Ancestors(b) and Descendants(b) denote the sets of ancestors and descendants of b. These are
also defined for a set of boxes, as the union of the boxes’ sets of ancestors or descendants, respectively.
A box owning a point or QBX center target is called a target box. A box owning a source quadrature
node is called a source box. Ancestors of target boxes are called target-ancestor boxes.
Two boxes are adjacent if the intersection of their boundaries is non-empty, i.e. they share a common face,
edge, or corner.
We define a relation ≺ over the set of boxes and target confinement regions within the tree, with a ≺ b to
be read as ‘a is adequately separated from b, relative to the size of a’. We write a ≺ TCR(b) for boxes a and
b if the `2 distance from the center of a to the boundary of TCR(b) is at least 3|a|. We write TCR(a) ≺ b
for boxes a and b if the `2 distance from the center of a to the boundary of b is at least 3|a|(1 + tf ). (As `2
distance is bounded from below by `∞ distance, a computationally convenient approximation for checking
whether TCR(a) ≺ b is to check if the `∞ distance from the center of a to the boundary of b is at least
3|a|(1 + tf ). This check is sufficient (but not necessary) for TCR(a) ≺ b. We use this approximation in our
implementation.) We write a 6≺ b to denote the negation of a ≺ b.
3.2 Interaction Lists
The computational domain of the algorithm is a box with equal-length sides (such as the closed cube [−1, 1]3).
This ‘root box’ is recursively partitioned into equal-sized octants, together forming an octree. The root box
contains all source quadrature nodes, QBX centers, and target points, which we refer to generically as particles,
and also the entirety of each QBX ball. We assume target points have been partitioned into conventional
targets and QBX targets, the latter of which require potential evaluation through a QBX expansion. The
class of thresholded particles includes every particle type except QBX targets. These are the particles to
which the box particle count threshold applies, as described below. Boxes, regardless of having children, may
‘own’ a subset of thresholded particles. QBX targets are not owned by boxes but are instead ‘associated’ with
a QBX ball, which in turn is ‘owned’ by a box.
To construct the octree, boxes of the tree owning more than nmax > 0 (a user-set parameter) thresholded
particles are iteratively subdivided, transferring the ownership of particles into the child boxes, until the
number of thresholded particles per leaf (childless) box is below nmax, or if all potentially split boxes are
empty due to constraints on QBX center placement. A QBX center whose expansion ball cannot be contained
in the TCR of the child box is not transferred to the child and remains owned by the parent.
Information on the parts of the potential travels between boxes through translation operators, from sets
of boxes indicated by interaction lists, which are lists of boxes attached to target or target-ancestor boxes in
the tree. These lists are based around a near-field Tb consisting of the 2-colleagues of a given box; i.e. the
same-level nearest-neighbors and second nearest-neighbors. For a more detailed description of the interaction
lists in GIGAQBX, see [33, 32].
For a given box b, List 1 consists of interactions with adjacent boxes.
Definition 1 (List 1, Ub [32, Def. 2]). For a target box b, Ub consists of all leaf boxes from among
Descendants(b) ∪ {b} and the set of boxes adjacent to b.
List 2 consists of interactions with non-adjacent same-level boxes that are descendants of the near-field of
the parent.
Definition 2 (List 2, Vb [32, Def. 3]). For a target or target-ancestor box b, Vb consists of the children of the
2-colleagues of b’s parent that are 2-well-separated from b.
List 3 consists of interactions between non-adjacent boxes where the source box is in the near-field of the
target.
Definition 3 (List 3, Wb [32, Def. 4]). For a target box b, a box d ∈ Descendants(Tb) is in Wb if d is not
adjacent to b and, for all w ∈ Ancestors(d) ∩ Descendants(Tb), w is adjacent to b.
List 4 consists of interactions between non-adjacent boxes where the target box is in the near-field of the
source.
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Definition 4 (List 4, Xb, [32, Def. 5]). For a target or target-ancestor box b, a source box d is in List 4 of
b if d is a 2-colleague of some ancestor of b and d is adjacent to Parent(b) but not b itself. Additionally, a
source box d is in Xb if d is a 2-colleague of b and d is not adjacent to b.
Lists 1–4 (cf. [5]) are generalizations of the interaction lists present in most variants of the FMM, modified
for a ‘2-away’ near-field and the presence of targets in non-leaves. To these definitions, we adjoin a set of
‘close’ and ‘far’ lists. The purpose of these lists is to ensure that interactions directed at QBX centers maintain
sufficient separation so that intermediate translations involving QBX centers have controlled accuracy. The
field due to a ‘close’ list is evaluated directly (without the use of intermediate expansions), while the field due
to a ‘far’ list is sufficiently separated to allow for the use of intermediate expansions.
List 3 close and List 3 far consist of boxes from List 3 and their descendants. A box is placed into one of
these lists depending on whether it is adequately separated from the TCR of the target box, and whether it
exceeds a certain ‘source count’ threshold.
In order to define the close and far lists associated with Wb, we introduce the notion of a ‘List 3 far
candidate’ box.
Definition 5 (List 3 far candidate box). For a target box b, a box d is a List 3 far candidate of b if
(a) d ∈Wb ∪ Descendants(Wb), (b) d ≺ TCR(b), and, (c) for all w ∈ Ancestors(d) ∩ (Descendants(Wb) ∪Wb),
w 6≺ TCR(b).
In other words, a List 3 far candidate box is a box in the near-field which is the largest box which is
adequately separated from the TCR of the target among itself and its chain of ancestors. It follows that each
ancestor chain of boxes contains at most a single List 3 far candidate. The ‘multipole threshold’, nmpole ≥ 0,
a user-set threshold related to the cumulative number of sources in the descendants of a List 3 far candidate,
contributes to the placement of candidates into List 3 far or List 3 close.
Definition 6 (List 3 far, W farb , modified from [32, Def. 7]). For a target box b, a List 3 far candidate d of b
is said to be in W farb if the cumulative number of sources owned by d and its descendants is at least nmpole.
Definition 7 (List 3 close, W closeb , modified from [32, Def. 6]). For a target box b, a leaf box d is said
to be in W closeb if d ∈ Descendants(Wb) ∪Wb and one of the following is true: (a) d 6≺ TCR(b), (b) a box
w ∈ {d} ∪ Ancestors(d) exists such that w is a List 3 far candidate box of b and the cumulative number of
sources owned by w and its descendants is less than nmpole.
List 4 close and List 4 far consist of boxes that are in the List 4 of a target/target ancestor box or its
chain of ancestors. A box is placed into List 4 close if the TCR of the target/target ancestor box is not
adequately separated from it; otherwise it is placed in List 4 far.
Definition 8 (List 4 close, Xcloseb , [32, Def. 8]). Let b be a target or target-ancestor box. A box d is in Xcloseb
if for some w ∈ Ancestors(b) ∪ {b} we have d ∈ Xw and furthermore TCR(b) 6≺ d.
Definition 9 (List 4 far, X farb , [32, Def. 9]). Let b be a target or target-ancestor box. A box d ∈ Xb is in List
4 far if TCR(b) ≺ d. Furthermore, if b has a parent, a box d ∈ XcloseParent(b) is in List 4 far if TCR(b) ≺ d.
3.3 Formal Statement
For completeness, we give a full statement of the GIGAQBX algorithm using target-specific expansions in
Algorithm 1. We use the following notation for ‘point’ potentials (those formed without QBX mediation):
(a) Pnearb (t) denotes the potential at a target point t due to all sources in Ub ∪W closeb ∪Xcloseb , and (b) PWb (t)
denotes the potential at a target t due to all sources in W farb . For QBX-mediated potentials, we use the
following notation, where c is a QBX center owned by a box b: (a) Lqbx,nearc (t) denotes the (QBX) local
expansion at a target t due to all sources in Ub ∪W closeb ∪ Xcloseb , (b) Lqbx,Wc (t) denotes the (QBX) local
expansion at a target t due to all sources in W farb , and (c) Lqbx,farc (t) denotes the local expansion at a target t
due to sources not in Ub ∪Wb ∪Xcloseb .
In Algorithm 1, the stages changed to use target-specific expansions are indicated with a star (F).
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Algorithm 1: GIGAQBX FMM with Target-Specific Expansions
Require: The maximum number of thresholded FMM targets/sources nmax per box for octree refinement, a
multipole threshold nmpole, and a target confinement factor tf are chosen.
Require: The input geometry and targets are preprocessed according to [32, Sec. 3].
Require: Based on the precision ε to be achieved, a QBX order pqbx, an FMM order pfmm, and an oversampled
quadrature node count pquad are chosen.
Ensure: An accurate approximation to the potential at all target points is computed.
{F indicates that a stage uses target-specific expansions.}
Stage 1: Build tree
Create a octree on the computational domain containing all sources, targets, and QBX centers, as well as
the entirety of each expansion ball.
repeat
Subdivide each box owning more than nmax thresholded particles into eight children, pruning any empty
child boxes. If a QBX center cannot be owned by the child box with target confinement factor tf due
to its radius, it remains in the parent box.
until no box needs subdivision
Stage 2: Form multipoles
for all boxes b do
Form a pfmm-th order multipole expansion Mb centered at b due to sources owned by b.
end for
for all boxes b in postorder do
For each child of b, shift the center of the multipole expansion at the child to the center of b. Add the
resulting expansions to Mb.
end for
FStage 3: Evaluate direct interactions
for all boxes b do
For each non-QBX target t owned by b, add to Pnearb (t) the contribution due to the interactions from
sources owned by boxes in Ub to t.
end for
for all boxes b do
For each QBX target t associated to a QBX center c owned by b, use target-specific expansions to add
to Lqbx,nearc (t) the contribution due to the interaction from all sources in Ub.
end for
Stage 4: Translate multipoles to local expansions
for all boxes b do
For each box d ∈ Vb, translate the multipole expansion Md to a local expansion centered at b. Add the
resulting expansions to obtain Lfarb .
end for
FStage 5(a): Evaluate direct interactions due to W closeb
Repeat Stage 3 with W closeb instead of Ub.
Stage 5(b): Evaluate multipoles due to W farb
for all boxes b do
For each conventional target t owned by b, evaluate the multipole expansion Md of each box d ∈W farb
to obtain PWb (t).
end for
for all boxes b do
For each QBX center c owned by b, compute the expansion Lqbx,Wc , due to the multipole expansion Md
of each box d ∈W farb .
end for
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FStage 6(a): Evaluate direct interactions due to Xcloseb
Repeat Stage 3 with Xcloseb instead of Ub.
Stage 6(b): Form locals due to X farb
for all boxes b do
Convert the field of every source particle owned by boxes in X farb to a local expansion about b. Add to
Lfarb .
end for
Stage 7: Propagate local expansions downward
for all boxes b in preorder do
For each child d of b, shift the center of the local expansions Lfarb to the child. Add the resulting
expansion to Lfard .
end for
Stage 8: Form local expansions at QBX centers
for all boxes b do
For each QBX center c owned by b, translate Lfarb to t, obtaining Lqbx,farc .
end for
Stage 9: Evaluate final potential at targets
for all boxes b do
For each non-QBX target t owned by b, evaluate Lfarb (t). Add Pnearb (t), PWb (t), and Lfarb (t) to obtain the
potential at t.
end for
for all boxes b do
For each QBX target t associated to a QBX center c owned by b, add Lqbx,nearc (t), Lqbx,Wc (t), and
Lqbx,farc (t) to obtain the potential at t.
end for
3.4 Accuracy and Scaling
The accuracy bound for the error introduced in acceleration in Algorithm 1 is unchanged compared with the
original algorithm [32, Thm. 6], due to the fact that target-specific expansions are mathematically identical
to their target-independent counterparts. In essence, assuming the validity of a number of hypotheses with
strong numerical evidence [32, Hyp. 1–3], the asymptotic acceleration error is O
(
(3/4)pfmm+1
)
(the same as
the ‘one-away’ point FMM in three dimensions [24]) when tf ≤ 0.84.
One can analyze the scaling of Algorithm 1 in a way that closely parallels that of [32]. The main difference
in the analysis is connected with the change in the asymptotic complexity due to the use of target-specific
expansions. In Table 1, we provide a summary of the asymptotic complexity of the stages of the algorithm.
The complexity is measured in terms of asymptotic floating point operations (see Section 4.1).
We make a number of simplifying assumptions in the complexity model. The first is that pqbx ≤ pfmm,
which is true in all practical situations as the error introduced by FMM acceleration decreases more slowly with
increasing order compared with the error due to truncation of the QBX expansion (cf. Lemma 1). Secondly,
we assume the use of spherical harmonic expansions with ‘point-and-shoot’ translations (see Section 4.1).
Finally, we assume that the algorithm is performing on-surface evaluation, in which the potential at every
target is mediated through a QBX center and there is at most one target per QBX center. The presence
of off-surface targets causes no significant changes to the complexity analysis. We omit it for the sake of
simplicity.
The following parameters are used as inputs to the complexity model. N , NT , NC , NS refer respectively
to the number of particles, targets, sources, and centers. NB refers to the number of boxes and L refers to
the number of levels in the tree. The quantity MC , as found in [32, Lem. 8], is a measure of the average
number of sources in a neighborhood of a QBX center, where the size of the neighborhood is proportional to
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Table 1: Complexity of each stage of Algorithm 1.
Stage Asymptotic Operation Count Note
Stage 1 O(NL) cf. [32, Tab. 1]
Stage 2 O(NSnfmm +NBn3/2fmm) — " —
Stage 3 O((27(NC +NS)nmax +NCMC)n1/2qbx) Using TSQBX; cf. [32, Lem. 11]
Stage 4 O(875NBn3/2fmm) cf. [32, Lem. 12]
Stage 5 O(NCMCn1/2qbx + 124LNSnmaxn
1/2
qbx) Using TSQBX; cf. [32, Lem. 13]
Stage 6(a) O(250NCnmaxn1/2qbx) Using TSQBX; cf. [32, Lem. 15]
Stage 6(b) O(375NBnmaxnfmm) cf. [32, Lem. 15]
Stage 7 O(8NBn3/2fmm) cf. [32, Tab. 1]
Stage 8 O(NCn3/2fmm) — " —
Stage 9 O(NTnqbx) — " —
the ball size, defined specifically as:
MC :=
1
NC
∑
c∈C
∣∣∣∣S ∩B∞(c, 4√3rctf
)∣∣∣∣ ,
where C is the set of QBX centers, S is the set of sources, and rc is the expansion radius associated with
the center c. nfmm and nqbx refer to the number of coefficients in an FMM and QBX expansion in spherical
harmonics.
3.5 Cost Considerations
While Table 1 presents an understanding of the cost dependence of the GIGAQBX FMM’s various stages
on the algorithmic parameters, the cost analysis is asymptotic rather than a predictor of the time duration
from start to finish of the FMM, also known as the ‘wall time.’ In this section, we present a more qualitative
understanding of the effect of algorithmic parameters on cost. The observations in this section motivate an
empirical study of the cost of the GIGAQBX FMM with target-specific expansions in the next section.
When considering parameters that affect the cost of Algorithm 1, a complication arises in that some
algorithmic parameters simultaneously have a large effect on both accuracy and cost, so that modifying
these parameters could result in output that is vastly different in accuracy. A number of these parameters
primarily affect the size of the QBX near-field (which is covered by List 1, List 3 close, and List 3 far): tf ,
pquad, and, to some extent, the input geometry itself. Additionally, the parameters pqbx and pfmm do not
affect the size of QBX near-field but nevertheless have a major effect on accuracy. To ensure comparable
levels of accuracy in the output of the algorithm before and after optimization, we take the point of view
that parameters primarily affecting the accuracy of the layer potential evaluation are fixed.
This leaves two parameters to be considered that primarily affect the cost of the various stages of the
algorithm, while leaving accuracy nearly unchanged. The first of these parameters is nmax, the maximum
number of thresholded particles per box. The main consideration in choosing a value of nmax is that as nmax
increases, the number of boxes decreases, while simultaneously each box holds more particles. The cost of
those stages where the amount of total computational effort increases with the number of boxes, such as
Stage 4 (List 2), benefits from a reduction in the number of boxes. On the other hand, stages involving direct
interactions require more work as nmax increases.
The second of these parameters is nmpole, was mentioned in [33] as a degree of freedom for optimization
but not examined in detail. It is based on the observation that we can avoid translating a multipole expansion
into a QBX local expansion by replacing it with direct interactions with the source particles whose field
makes up the multipole expansion. This is a less expensive evaluation strategy for multipole expansions
whose source count is below a ‘smallness’ threshold.
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4 Experimental Results
4.1 Cost Model
In this section, we present a cost model for Algorithm 1 which estimates the amount of computational time
used by the algorithm in a way that is reproducible while remaining predictive of actual machine computation
time. To aid the construction of a realistic and reproducible cost metric, the model makes use of direct
examination of the FMM tree and data structures—a strategy we have found to yield data useful for a variety
of purposes. The model produces an estimate of the total number of floating point operations required for
the algorithm on a particular input geometry. Through the introduction of additional weight constants, we
use these counts to approximate the total amount of computational time used by the algorithm, a quantity
we refer to as the modeled process time. (The phrase ‘process time’ in UNIX-type operating systems is used
to describe the total time spent executing process code, excluding the time executing operating system code,
summed across all cores of a multi-core processor if relevant.)
The first step in obtaining an asymptotic estimate of the number of floating point operations is to count
the number of expansions/translations/evaluations of each category—e.g, source-to-local, source-to-multipole,
multipole-to-local, etc.—performed by the FMM by analyzing the interaction lists and tree. The model
multiplies each of these counts by a category-dependent symbolic expression, parametrized by the number of
coefficients in the FMM and QBX expansions, to obtain an asymptotic number of floating point operations
(e.g., for forming a multipole/local expansion with (p+ 1)2 coefficients, the asymptotic amount of work is
modeled as (p+ 1)2). Lastly, the asymptotic number of floating point operations is multiplied by a category-
dependent ‘calibration constant’, an empirically determined parameter representing a ratio of running time in
seconds to modeled floating point operations.
The modeled process time per expansion/translation/evaluation category is shown in Table 2. To count
the number of floating point operations, the cost model assumes the use of spherical harmonic expansions (see
Section 2.3). For each category of translation, the modeled number of floating point operations is designed to
be asymptotically correct to leading order. We assume that translations between two expansions occur using a
‘point-and-shoot’ strategy — this reduces the cost of the relevant translations from O((p+ 1)4) to O((p+ 1)3)
(see for instance [14]) for homogeneous source and target order p. The procedure for a ‘point-and-shoot’
translation between source order p and target order q is as follows:
1. At a cost of O((p+ 1)3), rotate the source expansion so that the translation direction is z-axis aligned.
2. At a cost of O((p+ 1)(q + 1)2), translate the source expansion along the z-axis to the target expansion.
3. At a cost of O((q + 1)3), rotate the target expansion back.
Our model includes a term for each of these three stages. In the case of a homogeneous source and target
order, this entails using a leading factor of 3. Lastly, we model the cost of evaluation of a target-specific
expansion as O(pqbx + 1) floating-point operations, corresponding to the evaluation of formula (18) using
recurrences for the Legendre polynomials.
The model is fitted to the results obtained from timing our implementation of Algorithm 1 on geometries
of fixed QBX and FMM order. Timing data is obtained by timing each stage of our implementation on a
20-core 2.30 GHz Intel Xeon E5-2650 v3 machine. We use a least-squares fit to obtain calibration coefficients
from the timing data. Our implementation, which uses double-precision floating point arithmetic throughout,
is based on FMMLIB [13] compiled by GCC 7.2.0 with -Ofast and -march=native flags, and making
use of shared memory parallelism via OpenMP. The calibration coefficients obtained for the order pair
(pqbx, pfmm) = (5, 15) are displayed in Table 3. These were obtained by fitting to the process times for the
‘urchin’ geometries γ3, γ5 (see Section 4.2.1).
A natural interpretation of these coefficients is that they represent the time of a single ‘asymptotic flop’ in
their respective translation category. It is therefore not unreasonable to expect each flop to have an execution
time roughly corresponding to the inverse of the clock frequency of the processor. Since the processor we
used for our experiments has a clock frequency of 2.30 GHz, we expect and observe asymptotic flop times of
a magnitude around 10−9. Further, any major discrepancies in their comparative magnitude may indicate a
difference in implementation quality. While most of the calibration coefficients are of roughly the expected
magnitude, the coefficient associated with QBX-local-to-target evaluation is much larger due to inefficiencies
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our implementation. (Despite the high overhead of this evaluation, it does not play a significant role in the
overall cost of the scheme.)
Empirically, we have observed the model to give accurate cost estimates (within a few percent of the
true execution time) for the same QBX and FMM order pair it is fitted to. As an example, Table 4 gives
actual versus predicted process times for a sequence of ‘urchin’ test geometries introduction in Section 4.2.1,
using the calibration constants from Table 3. This accuracy does not necessarily carry over when differing
values of pqbx and pfmm are used from those that the model was fitted to, likely to the overhead of unmodeled
lower-order costs in certain expansions/translations/evaluations in our implementation. While this issue may
be addressed either extending the model to include more terms or by further optimization work to reduce the
lower-order costs in the implementation, in this paper we handle this issue by re-fitting the model to each
example that we use, ensuring its fidelity as a predictor of modeled process time.
4.2 Scaling and Balancing Study
This section presents a numerical study of the impact of optimizations to the GIGAQBX algorithm. It is
possible to use target-specific QBX as a direct replacement for the version of the algorithm in [32], leaving all
other parameters in the algorithm unchanged, but the simple adaptation of a few algorithmic parameters has
the potential to drastically affect performance characteristics by making better use of the capabilities of the
different translation in the FMM. Applying this procedure to Algorithm 1, in a process known as ‘balancing’,
is the primary goal of the experiments in this section.
In the experiments of this section, we report on (a) the total modeled process time as well as (b) the
times of the algorithmic stages that involve the interaction lists (see Section 3.2). In the remainder of this
section, we freely use the name of an interaction list to refer to the stage it is associated with.
4.2.1 Test Geometry
As a first test of the scaling behavior and cost of our algorithm, we use a family of test geometries γk that we
call ‘urchins’, parametrized by k ∈ N. These surfaces are given in spherical coordinates as (rk, θ, φ), using the
definition of spherical harmonics in (9), letting rk vary with θ and φ as follows:
rk(θ, φ) = 0.2 +
ReY bk/2ck (θ, φ)−mk
Mk −mk ,
Mk = max
θ∈[0,pi],φ∈[0,2pi]
ReY bk/2ck (θ, φ),
mk = min
θ∈[0,pi],φ∈[0,2pi]
ReY bk/2ck (θ, φ).
Figure 4 gives a visual impression of the geometry γ8. The mesh of the geometry consists of triangular
elements whose parameter mapping function is an 8th order polynomial. The construction starts with the
image of an icosahedral mesh under the mapping function rk. To ensure that the piecewise polynomial
elements accurately represent the geometry, an iterative refinement procedure is applied to the mapped
elements, and at each iteration any refined elements are nodally reevaluated. The details of this procedure
can be found in [32, Sec. 6].
In our numerical experiments, we use the family of geometries γ2, γ4, . . . , γ10, which range in size from
4,116,770–178,529,030 particles, where a ‘particle’ is a source, target, or QBX center. We use (pqbx, pfmm) =
(5, 15). As reported in [32], this corresponds to about five digits of accuracy for evaluating Green’s identity [22,
Thm. 6.5], which we use as a proxy test for accuracy in layer potential evaluation. The upsampled quadrature
rule has 295 nodes per element, and we use tf = 0.9.
4.2.2 Cost Evaluation
In this section, we consider the cost of evaluation of the on-surface value of the Laplace single-layer potential
on the ‘urchin’ geometry family. We establish a ‘baseline’ cost by modeling version of the GIGAQBX algorithm
as described in [32] using the same framework from Section 4.1. The results are shown in Figure 6 (cf. [32,
Fig. 12], which reports modeled floating point operations for the same geometries). The total reported time
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Table 2: Cost model used in this paper for evaluation of the scaling of Algorithm 1, where nqbx = (1 + pqbx)2
and nfmm = (1 + pfmm)2.
Interaction Modeled Process Time (s)
Source → Local cp2l · nfmm
Source → Multipole cp2m · nfmm
Source → QBX Local cp2qbxl · nqbx
Target-Specific QBX cts · n1/2qbx
Local → Local 3 · cl2l · n3/2fmm
Local → QBX Local cl2qbxl ·
(
n
3/2
fmm + n
1/2
fmm · nqbx + n3/2qbx
)
Multipole → Local 3 · cm2l · n3/2fmm
Multipole → Multipole 3 · cm2m · n3/2fmm
Multipole → QBX Local cm2qbxl ·
(
n
3/2
fmm + n
1/2
fmm · nqbx + n3/2qbx
)
QBX Local → Target cqbxl2p · nqbx
Table 3: Calibration constants for the model in Table 2, obtained for the order pair (pqbx, pfmm) = (5, 15) on
a particular machine using an implementation based on FMMLIB.
Constant Value
cp2l 1.10 · 10−8
cp2m 1.24 · 10−8
cp2qbxl 1.42 · 10−8
cts 9.45 · 10−9
cl2l 5.94 · 10−9
Constant Value
cl2qbxl 4.72 · 10−9
cm2l 3.24 · 10−9
cm2m 5.35 · 10−9
cm2qbxl 3.37 · 10−9
cqbxl2p 6.74 · 10−6
Table 4: Actual versus predicted process times using the model calibration constants in Table 3 for the
‘urchin’ geometries in Section 4.2.1, with fits obtained on the geometries γ3, γ5.
Process Time (s)
Kind γ2 γ4 γ6 γ8 γ10
Actual 1457.07 5741.86 20705.79 46238.00 98943.60
Model 1447.81 5731.83 20715.11 46261.86 98618.80
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Figure 4: A mesh of the ‘urchin’ test geometry γ8.
Figure 5: A mesh of the ‘torus grid’ test geometry τ10.
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Figure 6: Scaling of the unmodified GIGAQBX algorithm (with spherical harmonic expansions instead of
target-specific expansions) for evaluation of the Laplace single-layer potential on the sequence of ‘urchin’
geometries γ2, γ4, . . . , γ10.
(under ‘all’) includes the time contribution from all stages of the algorithm. These results are obtained using
the model in Section 4.1. To obtain this set of results, we chose a set of balancing parameters that minimized
modeled process time as described in Section 4.1, which are nmax = 96 and nmpole = 40.
To assess the impact of each of the optimizations in this paper, we present results of three stages of
cumulative optimizations. These are summarized in Figure 7.
Using TSQBXWithout Rebalancing. The first optimization we consider is making use of target-specific
QBX expansions, leaving all other algorithmic parameters constant. According to Section 4.1, assuming an
average of one target per center, this should give a speedup of
cp2qbxl (1 + pqbx)2 / (cts(1 + pqbx))
in the evaluation of List 3 close, List 4 close, and List 1, while leaving the cost of the other stages of the
algorithm unchanged. This turns out to be the case. The data in Table 3 predict a cost reduction by a factor
of about 9 according to this formula. In Figure 7, a cost reduction of this magnitude is evident in Ub, W closeb ,
and Xcloseb under the label ‘ts’. On average, the overall time is 50% of the baseline.
Rebalancing nmax. Next, we consider the effect of varying nmax. Using γ6 as a reference geometry, we
conduct a study measuring total modeled process time against nmax. The results are presented in Figure 8.
Based on these results we choose nmax = 992, which appears to be empirically near-optimal. The effect on
the running time of the various stages is given under ‘nmax’ in Figure 7. On average, the running time is 38%
of the baseline.
As we can see, the increase in nmax has a complex effect on the time for the different stages of the
algorithm. Perhaps most easily explained, the time associated with List 2 decreases. This is consistent with a
decrease in the overall number of boxes in the tree that may be expected with an increase in nmax.
We also observe an increase in the amount of work for List 4 far. The amount of work for List 4 far is
proportional to both nmax and the number of boxes (cf. [32, Lem. 15], Table 1). While the number of boxes
decreases as nmax increases, the increase in nmax appears to have the dominant effect on the cost of this stage.
The proportion of time associated with target-specific expansions appears to increase roughly proportionally
with nmax. This is plausible as the cost estimates from previous work (cf. [32, Lem. 11,13,15], Table 1) show
that at least a portion of the time in these stages is proportional to nmax.
It is more difficult to explain why the time associated List 3 far decreases. However, as the decrease in
the time associated with List 3 far closely mirrors that of List 2 (see Figure 8), it is likely to be related to the
decrease in the number of boxes.
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Figure 7: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Laplace
single-layer potential for the ‘urchin’ family of geometries, on modeled process time as well as time for
individual stages. ‘base’ denotes the baseline time; ‘ts’ denotes the result of using target-specific expansions;
‘nmax’ denotes the result of rebalancing nmax; and ‘nmpole’ denotes the result of rebalancing nmpole.
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Figure 8: Modeled process time of the GIGAQBX algorithm and its various stages, versus nmax, for the
geometry γ6, using target-specific QBX.
Rebalancing nmpole. The last optimization we consider is the balancing of the constant nmpole. Using an
experiment similar to that of the one done to rebalance nmax, we obtain a threshold value of nmpole = 280.
The cost model can also be used to obtain this threshold. From the cost model, we expect approximately
minimal cost when
nmpole ≈ cm2qbxl
cts
(1 + pfmm)3 + (1 + pqbx)2(1 + pfmm) + (1 + pqbx)3
(1 + pqbx)
.
Based on the data from Table 3, this value is about 291, so that the theoretical value and the empirically
obtained value from the cost model are nearly in agreement.
The impact of increasing nmpole to reduce the amount of work done in W farb , shifting the corresponding
work to W closeb , for a reduction in the total modeled process time. This can be seen in Figure 7 under the
label ‘nmpole’.
Remarks. Overall, the cumulative impact of these optimizations is to reduce the overall running time to
an average of 37% of the original. As the percentage reduction in cost is nearly uniform across geometries,
the scaling characteristics in geometry size are essentially unchanged from the baseline version in Figure 6, in
that we observe an approximately linear scaling of the algorithm cost with the particle count.
From the relative costs in Figure 7, it is evident that this version of the algorithm is more evenly ‘balanced’
than the baseline, in that the proportion of time spent in individual stages is distributed more uniformly.
Specifically, the cost contribution of List 3 close is now significantly closer to the other interaction lists. The
dominant costs appear to be List 3 close and List 4 far.
4.2.3 An Example with Higher Accuracy and Simpler Geometry
To demonstrate the generality of the optimizations mentioned in this paper, we repeat the cost evaluation
in Section 4.2.2 on a different, simpler geometry while choosing parameters to attain higher accuracy. The
geometry τ1 is a torus parametrized as the image of the set (u, v) ∈ [0, 2pi)× [0, 2pi) under the mapping
x = cosu (1 + 2 cos v)
y = cosu (1 + 2 cos v)
z = 2 sin v.
The ‘torus grid’ geometries τ2k, k ∈ N, are obtained by spacing 2k copies of τ1 on a 2 × k grid, with a
uniform spacing of 0.6. See Figure 5 for a visual impression of τ10. To obtain the initial mesh of the torus,
we tile the parameter domain into 40× 20 contiguous rectangles, and then subdivide each rectangle into two
triangles. We represent each triangle as an 8th order polynomial with 295 quadrature nodes per element and
use tf = 0.9.
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Figure 9: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Laplace
single-layer potential for the ‘torus grid’ geometry τ10, on modeled process time as well as time for individual
stages.
We focus on the evaluation of the Laplace single-layer potential on the geometry τ10. We use (pqbx, pfmm) =
(9, 20). From the initial mesh for τ10, refinement produces a mesh with 16,000 stage-1 elements and 64,000
stage-2 elements, for a total number of about 19 million source particles. Since the effects of closeness to
touching would reflect in the count of stage-1 elements, the number of stage-1 elements (40 ·20 ·2 ·10) indicates
that refinement due to closeness to touching of the different components is not necessary. A test of Green’s
identity with the QBX and FMM order parameters yields about nine digits of accuracy.
We optimize for evaluation on τ10. The modeled process time for the baseline GIGAQBX FMM, without
using target-specific expansions, is minimized with a choice of nmax = 96 and nmpole = 40. The baseline
modeled process time is 18,968 seconds. We apply the sequence of optimizations mentioned in Section 4.2.2.
The results are shown in Figure 9. The use of target-specific expansions reduces the modeled process time to
52% of the baseline, which is shown under the label ‘ts’. Using an empirically determined value of nmax = 928
reduces the time to 32% of the baseline, which is shown under the label ‘nmax’. Finally, using an empirically
determined value of nmpole = 380 reduces the time to 30% of the baseline, which is shown under the label
‘nmpole’.
In many ways, the cost characteristics of this example are similar to that of the examples in the previous
section, although, due to the effects of higher order FMM and QBX expansions, the cost reduction is more
significant. Like for the urchin, the dominant cost for the baseline example is in the near-field evaluations.
After rebalancing, the dominant costs are List 3 close and List 4 far.
4.3 A Large-Scale BVP for the Helmholtz Equation
As a final demonstration of the broad applicability of the optimizations in this paper, we present a numerical
example involving a large-scale boundary value problem with complex geometry. Thus far, we have only
discussed the use of target-specific expansions for the Laplace equation, but everything we have stated in this
paper has an analogue involving the Helmholtz kernel (see Appendix A). To demonstrate this, we solve the
exterior Dirichlet problem for the Helmholtz equation(4+ k2)u(x) = 0 x ∈ R3 \ Ω,
u(x) = f(x) x ∈ Γ,
lim
|x|→∞
|x|
(
∂
∂|x| − ik
)
u(x) = 0,
where Ω ⊂ R3 is a closed, bounded region with smooth boundary Γ = ∂Ω. The solution u to the boundary
value problem uses a Brakhage-Werner representation [3]
u := iαSµ−Dµ,
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Figure 10: Visualization of the solution to an exterior Dirichlet problem for the Helmholtz equation solved on
the ‘plane’ geometry. The surface geometry is shaded according to the real part of the solved-for density µ.
The slice positioned below the geometry in the visualization is taken from the level of the ‘wing’ of the plane
and is shaded according to the logarithm of the observed relative error in the exterior of the volume. The
maximum observed relative error anywhere in the exterior is about 2.5 · 10−3.
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Figure 11: Cumulative impact of a sequence of optimizations, applied to the evaluation of the Helmholtz
double-layer potential, k = 20, for the ‘plane’ geometry, on modeled process time as well as time for individual
stages.
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where α ∈ R and the double-layer operator D for a Green’s function K is defined as
(Dµ)(x) :=
∫
Γ
∂K(x, y)
∂ν(y) µ(y) dS(y).
Our choice of geometry Ω is derived from surface-3d/betterplane.brep from [19]; this is the same
source geometry as the example in [32, Sec. 6.2]. The surface mesh of the geometry consists of triangles with
second-order polynomial mapping functions obtained with Gmsh [11]. The stage-1 discretization consists of
60,638 elements and the stage-2 discretization consists of 91,526 elements. We use 150 quadrature nodes per
element, for a total of about 14 million source points, and tf = 0.9.
The geometry, visualized in Figure 10, has a bounding box of size approximately 19 × 20 × 6.5 units.
We choose a Helmholtz parameter of k = 20. The reference solution is obtained using a point potential of
sources places near the ‘tail’ of the geometry. We modify the quadrature scheme to use L2-weighted degrees
of freedom as a way to improve conditioning of the discrete problem [4].
Using the GIGAQBX FMM with target-specific expansions and near-optimal parameter values to drive
the matrix-vector products in GMRES [28], our method attains a decrease in the residual norm by a factor
of 10−6 in 120 iterations. We use pqbx = 4 and we choose the FMM order to ensure a relative FMM error
below 10−5. This entails a minimum FMM order of pfmm = 13, but, as typical in an implementation of the
Helmholtz FMM [15], also requires increasing pfmm with the box size to maintain accuracy tolerances. We
use Helmholtz translation operators from FMMLIB3D [13, 12]. According to comparison with the reference
solution using point evaluations in the exterior of the volume, the scheme obtains a relative `∞ error of about
2.5 · 10−3.
We apply the optimization sequence described Section 4.2.2 to obtain algorithmic parameters to minimize
the modeled process time for the double-layer evaluation with target-specific expansions. The latter operator
is the dominant cost of a GMRES iteration.
The parameter values that obtain near-optimal modeled cost for the ‘baseline’ version without target-
specific expansions are nmax = 100 and nmpole = 40. The baseline modeled process time of the double-layer
operator is 28,900 seconds. Figure 11 shows the effect of the various optimizations on the modeled process
time for the double-layer operator. Using target-specific expansions reduces the modeled process time to 73%
of the baseline, shown under the label ‘ts’. An empirically determined value of nmax = 300 reduces the time
to 60% of the baseline, shown under the label ‘nmax’. Lastly, an empirically determined value of nmpole = 150
reduces the time to 59% of the baseline, shown under the label ‘nmpole’. The cost decreases in this example
are smaller compared with the examples of Sections 4.2.2 and 4.2.3, since the QBX expansion order is lower
and the cost of direct evaluations is not as significant in the baseline.
We also measured the ‘wall time’, or the actual duration from start to finish of the operator, using the
baseline and optimized versions. The baseline wall time of the double-layer operator is about 2300 seconds,
and the wall time for the single layer is about 1500 seconds. The sequence of optimizations above reduces the
two times to about 1600 seconds and 900 seconds respectively. Hence, the use of target-specific expansions
reduces the solve time for this problem to 66% of the baseline. Compared with process time, the wall time is
not reduced as much because not every stage of our implementation is efficiently parallelized. This remains
for future work.
5 Conclusion
This papers examines optimizations to reduce the cost of the GIGAQBX FMM in three dimensions. The
main cost, as reported in [32] and verified in this paper, is typically due to the increased number of near-field
interactions as compared with the ‘point’ version of the FMM. To reduce the impact of the cost of the
near-field interactions, target-specific expansions are considered as an acceleration strategy. We develop
a version of the GIGAQBX FMM that uses target-specific expansions for near-field evaluation. We also
demonstrate a cost model for the GIGAQBX FMM that accurately estimates the total process time used
on a shared-memory system. This model aids in an efficient assessment of the impact of various choices
of algorithmic parameters affecting computational cost. We find that, in order to make the best use of
target-specific expansions, algorithmic parameters should be modified to effectively shift more of the work
onto target-specific near-field interactions. We demonstrate that this strategy produces speedups of 1.7–3.3×
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in practice on examples involving the Laplace and Helmholtz kernels using a variety of QBX and FMM
orders.
A key strength of target-specific expansions is their general applicability. However, the requisite mod-
ification to the algorithm, including the mathematical derivation of target-specific expansions for specific
kernels and the optimization of algorithmic parameters as done in this paper, requires manual intervention.
A technical question remains as to what extent these tasks can be automated. One current subject of our
investigation is the use of techniques from symbolic computing and/or numerical linear algebra to develop
automated ways to generate optimal complexity target-specific expansions for various kernels. A second
subject is a better combination of automation with the cost model in this paper in order to enable efficient
selection of parameters, such as the maximum number of particles per box, for arbitrary input geometries.
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A Target-Specific Expansions
For completeness, we describe how to obtain target-specific expansions for the kernels of the single-layer
potential Sµ, its normal derivative S ′µ, and the double-layer potential Dµ for a Green’s function K, where K
is the Laplace or Helmholtz kernel:
(Sµ)(x) =
∫
Γ
K(x, y)µ(y) dS(y),
(S ′µ)(x) =
∫
Γ
∂K(x, y)
∂ν(x) µ(y) dS(y),
(Dµ)(x) =
∫
Γ
∂K(x, y)
∂ν(y) µ(y) dS(y).
Consider a source s ∈ R3, center c ∈ R3, and target t ∈ R3 satisfying |t − c| ≤ |s − c|. Let γ be the angle
between s− c and t− c (Figure 3).
In the case of the Laplace kernel G (5), the p-th order target-specific expansion G(p) takes the form
G(p)(t, s) = 14pi
p∑
n=0
|t− c|n
|s− c|n+1Pn(cos γ). (19)
To obtain the target-specific expansion of the normal derivative of the single-layer kernel, we require the
gradient with respect to the target t. For the double-layer kernel, the gradient should be taken with respect
to the source s. Recalling that cos γ = (t− c)>(s− c)/(|t− c||s− c|), we use the chain rule to obtain
∇tG(p)(t, s) = 14pi
p∑
n=1
|t− c|n−1
|s− c|n+1
(
n
t− c
|t− c|Pn(cos γ)
+
[
s− c
|s− c| −
t− c
|t− c| cos γ
]
P ′n(cos γ)
)
,
(20)
∇sG(p)(t, s) = 14pi
p∑
n=0
|t− c|n
|s− c|n+2
(
−(n+ 1) s− c|s− c|Pn(cos γ)
+
[
t− c
|t− c| −
s− c
|s− c| cos γ
]
P ′n(cos γ)
)
.
(21)
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In the Helmholtz case, the kernel is
Gk(t, s) = e
ik|t−s|
4pi|t− s| .
For |t| < |s|, the addition for the Helmholtz kernel takes the form (see for instance [9, eq. (10.60.1,10.60.2)]):
Gk(t, s) = ik4pi
∞∑
n=0
(2n+ 1)jn(k|t|)hn(k|s|)Pn(cos θ),
where the functions jn and hn are spherical Bessel and Hankel functions of the first kind (see [9, eq. (10.47.3)]
and [9, eq. (10.47.5)]). This implies that the p-th order target-specific expansion of the Helmholtz kernel
takes the form
G(p)k (t, s) =
ik
4pi
p∑
n=0
(2n+ 1)jn(k|t− c|)hn(k|s− c|)Pn(cos γ). (22)
The gradients with respect to the target t and the source s are
∇tG(p)k (t, s) =
ik
4pi
p∑
n=0
(2n+ 1)hn(k|s− c|)|t− c|
(
k(t− c)j′n(k|t− c|)Pn(cos γ)
+
[
s− c
|s− c| −
t− c
|t− c| cos γ
]
jn(k|t− c|)P ′n(cos γ)
)
,
(23)
∇sG(p)k (t, s) =
ik
4pi
p∑
n=0
(2n+ 1)jn(k|t− c|)|s− c|
(
k(s− c)h′n(k|s− c|)Pn(cos γ)
+
[
t− c
|t− c| −
s− c
|s− c| cos γ
]
hn(k|s− c|)P ′n(cos γ)
)
.
(24)
Recurrences are available for computing the functions Pn, jn, hn, and their derivatives rapidly [9,
Sec. 10.51, 14.10].
B Software and Reproducibility
The results in this paper were obtained using Pytential [21], a Python package for the evaluation of layer
potentials in two and three dimensions and the solution of related integral equations. We used revision
54360f5 of the tsqbx branch available at https://github.com/inducer/pytential.
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