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Abstract 
As modern wireless networks grow in size operators are more interested in self-organizing features that ease management of their 
infrastructure. Modern networks have a higher number of possible failure points compared to legacy ones thus the operators 
increasing interest in self-organizing, self-healing mechanisms. This paper proposes incorporating public online social network 
updates to enhance the ability of an autonomous management system to determine the best course of action in case of cell site 
failures. This approach has not been considered in the past in any fault detection or self-healing mechanism. The proposal 
discussed in this article employs distributed probabilistic graphical models 
(PGMs) to successfully learn and predict which network resources are better suited to recover from a fault. The PGMs take into 
consideration observable processes like cell handovers or data traffic along with external information coming from online 
vehicular traffic monitoring systems available through social networks. Then the PGMs are used to determine which operating 
resources are needed to restore operation over an area for which no up to date information is observable. This new approach was 
successfully studied and tested in a simulation framework. 
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1. Introduction 
The pervasiveness and accessibility of advanced mobile devices has resulted in a continuous growth of 
bandwidth demand and network infrastructure. As the complexity of the networks we use today increases so does 
the need for effective, low cost management solutions. This paper proposes a novel approach for autonomously 
organizing and healing modern wireless networks. The approach looks at restoring wireless coverage in the case of 
cell site failures. While research in the area has traditionally looked at network statistics (e.g. system load, response 
times, etc.) to carry out autonomous healing actions, this paper presents a novel approach. It uses both network 
performance metrics and live online information to determine the best course of action in case a cell site fails. This 
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novel use of distinct types of information sources in a self-organized network has not been explored in the past. 
Self-organizing features are an essential component for handling the management overhead of larger systems 
while maintaining or lowering operational expenses. Standardization efforts for future wireless networks have 
proposed the implementation of numerous self-organizing capabilities at their core. The proposed features will allow 
networks to self-configure, self-optimize and self-heal. These features are expected to be implemented with 
elements leveraging knowledge from artificial intelligence and control theory. This paper makes use of one of such 
rk on the application of probabilistic graphical models (PGMs). 
PGMs are Bayesian networks that allow a compact, representation of variables as nodes and their relationships as 
edges in a graph. 
In this work, PGMs are proposed for both fault detection of sleeping cells and self-healing actions. A sleeping 
cell is a faulty cell that is not carrying traffic as expected. Fault detection and self-healing are implemented as 
characteristics of a failed site that are unobservable by its neighboring sites. While a PGM based approach can be 
-
knowledge. In particular, this paper proposes incorporating live online information, such as that available from 
public departments of transportation, into the model. This live information can aid in determining if a cell site 
outage has occurred or not and if necessary carry out self-healing actions. 
The topic in this paper finds direct applicability in modern wireless networks that incorporate self-organizing 
 based on the LTE standard [1]. Small cells are typically expected to have a coverage radius 
ranging between 200 and 500 meters. This contrasts with legacy cell sites that have radiuses in the order of several 
kilometers. Due to its limited coverage, multiple small cells are usually required to cover a particular area. Thus it is 
feasible to self-heal from failed sites by using neighboring cell sites transmission facilities to restore coverage.  
A healing mechanism that relies on neighboring cells to restore coverage is well suited for today  small cell 
networks. These networks have footprints that allow dense reuse of frequencies. Higher reuse is attractive to 
operators as it increases the overall bandwidth for serving users with applications that demand considerable data 
rates such as streaming or live video. However, due to the significant increase in the number of cell sites needed to 
cover an area, operators demand self-management capabilities.  
In the next sections this article will visit relevant work in the area of autonomous fault detection and self-healing. 
Then it provides a brief overview of PGMs and the details of the proposed system. Thereafter, it presents a 
simulation based performance analysis followed by concluding remarks and a discussion of future research 
possibilities. 
2. Previous work in autonomous fault detection and self-healing in wireless networks 
2.1. Autonomous fault detection 
Cell site failures occur due to hardware or software errors. Distinct approaches have been used to detect different 
types of failures. For instance, Bayesian models have been successfully used in the past as a failure detection 
mechanism along with key performance indicators (KPI) to determine possible causes for dropped calls. Bayesian 
classifiers have been 
paired with results from an analysis performed by a human expert [2].  
Other approaches have used Bayesian classifiers to diagnose symptoms as well, but have based their decision 
methodology on comparisons between normal and known faulty conditions. Usually dropped, blocked and sleeping 
cells (e.g. cells that carry less traffic than normally expected) are faults for which detection methods have been 
looked at in the literature. For instance, using experimental baselines it is possible to construct and train a fault 
detection system to detect dropped and blocked calls using a Bayesian approach [3]. Similarly, sleeping cells can be 
detected by computing the probability of a cell site being faulty given the cumulative differences between the 
suspected faulty and a baseline carried traffic [4].  
Recently, the author also employed Bayesian approaches to detect faults and implement self-healing mechanisms. 
PGMs were shown effective for tracking a system
probabilistic model can then compare the observed and expected traffic carried by a cell site and based on the time 
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of day and day of the week compute the probability of having a sleeping cell [5]. The dynamic component of the 
solution enabled the system to take into account differences between observed and expected traffic over long periods 
of time. A limitation of this method is that the proposed PGMs can provide false positives if external events that 
alter cell traffic dynamics, such as vehicular congestion, occur. 
2.2. Self-healing 
The goal of a self-healing mechanism is to guarantee availability of some pre-determined level of service after a 
fault is detected with a process also referred to as cell compensation. In general, a wireless network is designed to 
guarantee total or partial coverage restoration after a cell site fails. On the other hand, providing additional 
guarantees such as the amount of bandwidth available to the users is a complex challenge. Such guarantees require 
approaches that take into consideration the sometimes unpredictable dynamics of the system over time (e.g. user 
mobility, evolution of traffic demands, cell handovers, etc).  
Previous research has focused on the dynamics of the compensation cost influenced by the impact of 
compensating factors [6].  Studies have shown how cell compensation can be achieved by varying factors such as 
the transmission power or the electrical tilt of the transmitting antenna at a cell site (to expand its coverage area). 
Other research has suggested commanding mobile devices in the failed site to use a higher transmission power in 
order for their signals to reach neighboring healthy sites [7].  
Unfortunately due to the nature of the wireless channel any change in transmission power or antenna tilt affects 
the interference characteristics of the network. Changes in interference could lead to poor coverage in areas that 
previously had strong signal reception. Although these changes can be estimated by using mathematical 
approximations of a signal s attenuation through space these approximations result in models that assume perfectly 
circular shaped cells [7]. Such cell shapes do not exist in real life networks. 
Diverging from the traditional methods  author has also proposed using PGMs for cell compensation 
in small cell  networks that are usually designed to cover high traffic areas such as shopping venues or access 
streets to high-density commercial zones [5]. The proposed model took into consideration interference by taking into 
account the traffic load coming from users that are close to and far from the failed cell. This is necessary because 
users at cell edges generally require more resources (e.g. received power time/frequency allocations) to maintain 
service in comparison with inner cell users. 
3. Combining PGMs and live information to detect and self-heal sleeping cell sites 
While all the algorithms mentioned in the previous section yield positive results for determining cell 
- that can be used to enhance both 
fault detection and self-healing mechanisms. Previous approaches do not have the flexibility for incorporating other 
types of information. This is the main contribution of this paper which is based on previous work by the author in 
the area of fault detection and self-healing using probabilistic graphical models. 
To illustrate the mechanisms proposed in this paper first consider the wireless network shown in Fig. 1(a). 
Coverage in the area is provided by small cell base stat .  The 
configuration is typical of an urban deployment in areas where high traffic is expected such as close to shopping 
venues or sports arenas. In the figure, each cell has a theoretical coverage illustrated as a circle around the base 
station. Access to external networks, such as the backend voice network or the Internet, is provided by connecting 
each base station to backhaul link. Nowadays these backhaul points of presence are implemented using high 
capacity links (e.g. with capacities of tens or hundreds of Megabits per second) to support the growing traffic 
demands of modern mobile devices and their applications. 
3.1. Detection of sleeping cells 
Now consider one of the central cell sites in Fig. 1(a) is sleeping and thus not carrying the expected amount of 
traffic. It is possible to detect such a sleeping cell using the basic PGM illustrated in Fig. 1(b). In the proposed PGM, 
different random variables (shown in capital letters) hold different influence relationships (shown as arrows) that 
determine the probability of detecting a fault. The model considers multiple variables that take into account 
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observable time metrics (T, D), network metrics (O, E) and external events variables (A, N, C). Faults are detected 
using the influence of these variables on the fault variable F which 
certain probability. The possible levels for all variables are detailed in the bottom right legend of Fig. 1. 
For a PGM, such as the one from the figure, it is possible to express the joint probability distribution of all 
variables using the chain rule for Bayesian networks. For this particular case the joint distribution can be written as: 
P(T, D, N, A, O, E, C, F) = P(T) P(D) P(N) P(A) P(O) P(E | T, D, C) P(C | N, A) P(F | O, E)  
Having the joint distribution, marginal distributions such as the probability of fault P(F), can be obtained via 
simple factorization and reduction operations. These operations involve just additions and multiplications of array 
data structures [8] and can be computed at a fault management entity. The model from Fig. 1(b) allows the detection 
of a fault by comparing the observed (O) and expected (E) loads. When the magnitude of these two measureable 
variables unexpectedly diverges from each other, the probability of having a fault increases. A particular advantage 
of the proposed model is that there is no need for the system to store baseline information about the evolution over 
time of the expected traffic load under normal operation but only a conditional probability table. This way the 
expected load can be probabilistically described over periods of time rather than for each and every time of day.  
The proposed model can yield false positive if external conditions such as traffic events or accidents vary the 
observed load and make it significantly different from the expected load. Thus in this paper we enhance the 
functionality of the model by using live online information such as that available from transportation departments 
regarding vehicular traffic properties. In this paper, such information is extracted from the Ohio Department of 
Transportation Twitter feed for a high traffic road in a commercial area in Columbus, Ohio. This information 
includes details about construction, accidents and road congestion. These events are matched into the levels of the N, 
A, and C random variables respectively.  
A simple mechanism based on keywords matching was employed for matching the Twitter feed text with the 
model. As an e
on. This information is then used in the model to 
influence how the expected offered load varies. The model assumes that as traffic slows down the probability of 
higher traffic increases due to a larger number of vehicles in the coverage area running data applications (e.g. 
automatic updates, automatic email downloads, browsing, etc). Thereafter, the differences between the expected and 
observed influence the probability of a failure, P(F). 
The model in Fig. 1(b) can also provide false positives if for short periods of time, P(F), oscillates between high 
and low values which is likely an indicative of a transient condition. To alleviate this limitation, it is necessary to 
expand the model and use a dynamic Bayesian model like the one shown in Fig. 1(c). With this model it is possible 
to track failures over time and report failures once a fault has been consistently detected over some period of time. 
3.2. Self-healing 
If a cell site failure occurs it is necessary to initiate compensation procedures to reestablish coverage and service 
in the area. This research considers that all conditions of the failed site prior to the failure (e.g. traffic load, number 
of users, etc.) are hidden to the adjacent cells. This simplifies network management, as neighboring cells need to 
monitor local variables only. This paper evious proposal in the area [5]; it also assumes that 
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Fig. 1. (a) Typical small cell deployment; (b) PGM for sleeping cell detection (c) Dynamic Bayesian Network 
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neighboring cell sites have similar conditions to the failed one. 
Figure 2 illustrates the proposed compensation model to be employed at each site adjacent to the failed one. This 
model takes into account setting and temporal variables. The setting variables correspond to the same live online 
information used in the cell failure detection PGM detailed in the previous section (e.g. N, A, C). The congestion 
variable C, influences how similar a failed site is to a healthy one running the model. The model assumes congestion 
around a failed site makes the site less likely to be similar in terms of user distribution around the coverage area. On 
the other hand, the temporal variables help to estimate the hidden dynamic evolution of the failed site. The goal of 
the model is to compute the probability of having a low compensation cost. Therefore, each cell site computes the 
marginal distribution of its own compensation cost and exchanges this information through the backhaul with the 
other candidate sites. The site with the lowest compensation cost then expands its coverage by increasing power thus 
restoring service at the failed site. The model can also be extended to consider interference mitigation [5]. 
Eight temporal variables are considered for computing the resulting cost as shown in Fig. 2. As the distribution of 
the users in the failed site is unknown the HOF variable takes into account the mobiles handover dynamics between 
sites. If the number of mobile users that has left the cell towards the failed site is similar (within 10%) to that of 
those coming into the cell the system is considered symmetric. A symmetric condition results in a higher probability 
of the two sites have similar characteristics; this is captured via the SIM (similarity) variable. The SIM variable is 
also influenced by the setting information regarding vehicular congestion. None or medium congestion is also 
considered as positively influencing similarity as users can move freely; while high congestion is assumed to lower 
the probability of similarity as users are assumed to have a higher density than usual close to the failed site. The user 
distribution around a cell is captured via the OUD variable, which in turn influences the expected user distribution, 
EUD, along with the SIM variable. As the compensating cell will need to carry additional traffic from the users in 
the failed site, the model takes into account the expected incoming additional load, EIL. This load is assumed to be 
similar to that of the operating cell. Finally, the backhaul utilization, BHU, of the operating cell is taken into 
consideration. Cells with higher backhaul link utilization will result in higher costs making them less likely to be 
chosen as compensating cells. We direct the reader to t explanation of the 
relationships [5]. 
4. System evaluation and results 
4.1. Methodology 
The fault detection model was evaluated with simulated traffic from 100 mobile users. The applications 
employed characterized emulated web traffic and standard resolution streaming video. The model was trained with 
the simulated traffic for a simulation time of 24 hours. Random faults were introduced by eliminating a random 
number of users and thus producing lower traffic than that expected by the model.  
The self-healing model was also evaluated via simulation. In the analysis mobile users traversed a 1 Km  1 Km 
area where small cell sites were located in a square grid pattern every 200 meters. The mobile users were assumed to 
follow a simplified mobility model where all users are given the same direction but with different vehicular speeds. 
The effects of the setting variables were studied by assigning all mobile users different levels of low speeds (e.g. for 
SIM
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Fig. 2. Cell site failure compensation PGM ran at each site (based on model previously proposed [5]). 
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representing congestion situations). The maximum downlink power was set to 23 dBm, the antenna height at the cell 
site was set to 1 m and the ECC-33 propagation model was used. Further details of the simulation can be found in a 
similar model constructed in  
4.2. Results 
The fault detection PGM was evaluated by comparing its results with those from [4] for the same baseline traffic. 
It was found that the model can successfully distinguish faults in all simulated cases. However, using a PGM does 
not require storage of the baseline traffic at a management entity as in [4], just the probability tables that describe it 
in the model. This constitutes a significant implementation advantage of PGMs over traditional methods.  
The self-healing mechanism was evaluated by introducing random fault at cell sites in the inner part of the grid in 
the study area. Then the estimated differences between expected and actual user distributions and incoming loads 
were measured. In a 10 run experiment the PGM resulted in successful prediction in 81.1% of the cases ( 3.9% at 
95% confidence). This is higher than what the author reported in [5] where mobile users could move in different 
random directions. Better prediction is possible due to the deterministic direction users have in vehicular settings. 
The processing system that retrieves live congestion information was evaluated by analyzing three months of data 
for a road in Columbus, OH and co
was found that the simple keyword matching algorithm successfully detected the congestion related events 59% of 
the time. While this percentage is relatively low it relies on a very simple mechanism, which eases implementation.  
5. Conclusions and future work 
Effective mechanisms based on PGMs for fault detection and cell compensation can be easily characterized and 
built. Furthermore, the models can be extended with variables coming from other domains like live online traffic 
updates. This is an advantage over legacy methods as they usually depend on rigid mathematical frameworks. One 
of the limitations of the evaluated system is the difficulty to compare its results with traces that combine both real 
vehicular traffic conditions and real data traffic. There are no publicly available data sets that are suitable for this 
task. For this reason while the results indicate PGMs can effectively provide successful mechanisms to design 
resilient networks, the actual magnitude of the benefits compared to other methods requires further study. The 
proposed system can be also further extended by incorporating a natural language processing engine to process the 
live information and increase its ability to successfully detect vehicular traffic related incidents.  
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