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1. INTRODUCCIO´N
Inicialmente una serie temporal se puede definir como una sucesio´n de valores observados a
intervalos regulares en el tiempo. Esta sucesio´n de valores conocidos permite su ana´lisis, y en se-
gunda instancia, la utilizacio´n de te´cnicas de previsio´n cuyo objetivo es reducir la incertidumbre
del mercado y poder aplicar decisiones de negocio acertadas (el famoso Business Intelligence).
Estas te´cnicas de previsio´n se pueden agrupar en dos bloques: me´todos cualitativos (empleados
en los casos en los cuales el pasado no proporciona informacio´n u´til para la previsio´n), y me´to-
dos cuantitativos (donde se tienen registradas informaciones del pasado que se utilizara´n para
previsiones futuras). Es en estos u´ltimos donde entran en juego las series temporales.
Este TFM pretende poner en pra´ctica algunos de los modelos ma´s empleados en el ana´lisis
y prediccio´n de las series en un tema de continua actualidad: los precios en la vivienda. Madrid
es una de las Comunidades Auto´nomas que mayor aumento de precios ha sufrido en los u´ltimos
an˜os, por lo que se va a tratar de hacer un estudio de distintas series temporales que tienen
una incidencia directa en este auge, y que en u´ltima instancia, influyen en la decisio´n de los
particulares a la hora de poner precio a sus propiedades. Los distintos conjuntos que se van a
estudiar son los siguientes:
· Nu´mero de hipotecas constituidas en la Comunidad de Madrid: son los datos
publicados por el INE para las hipotecas que se han constituido en la Comunidad, entre 2003 y
2017. Se trata de una serie mensual.
· Capital constituido de hipoteca en la Comunidad de Madrid: son datos publicados
por el INE del capital hipotecado por los ciudadanos de la Comunidad, entre 2003 y 2017. Son
datos son mensuales.
· Viviendas libres construidas terminadas en la Comunidad de Madrid: datos
publicados por el Ministerio de Fomento. Son datos mensuales entre enero de 2003 y diciembre
de 2017.
· Nu´mero de transmisiones de propiedad por medio de compraventa en la Comu-
nidad de Madrid: se trata de datos mensuales con el nu´mero de compraventas de propiedades,
entre 2007 y 2017, publicados por el INE.
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· Valor tasado medio por metro cuadrado de la vivienda libre en la Comunidad
de Madrid. Se trata de datos trimestrales , entre 2000 y 2017, proporcionados por el Ministerio
de Fomento(cuya fuente de informacio´n son los datos de los informes de tasacio´n procedentes
de las empresas tasadoras de inmueble en Espan˜a, y que pertenecen a la Asociacio´n Espan˜ola
de Ana´lisis del Valor). Esta serie es la que se va a tomar como serie principal sobre la que se
realizara´n los modelos avanzados, ya que se considera la serie que ma´s preponderancia tiene a
la hora de determinar el precio que los particulares ponen a sus pisos.
Se analizara´ y se realizara´n me´todos de prediccio´n univariante sobre cada una de las se-
ries de manera individual, para conocerlas a fondo, y posteriormente, se realizara´ un ana´lisis
multivariante de regresio´n dina´mica sobre e´sta u´ltima serie, que se analizara´ en funcio´n de las
anteriores. Este estudio se realizara´ con SAS. Asimismo, esta u´ltima serie sera´ sobre la que se
realizara´ un estudio ma´s avanzado con redes neuronales, con los paquetes que proporciona R
para ello. La bondad de los resultados se analizara´ mediante la comparacio´n entre la prediccio´n
de cada uno de los modelos que se obtengan, y los datos publicados para 2018, es decir, se
comparara´ con la realidad.
1.1. Justificacio´n del proyecto
El mercado inmobiliario en Espan˜a tiene un peso fundamental en la situacio´n del pa´ıs. La
mayor´ıa de los economistas coinciden en sen˜alar como uno de los principales causantes de la crisis
econo´mica del an˜o 2008 el desplome de la construccio´n, motor de la economı´a nacional desde
an˜os atra´s. En dicho an˜o, la economı´a espan˜ola sufrio´ de manera imprevista las consecuencias
del desplome, agravadas por la crisis financiera que se viv´ıa en el resto del mundo, y que situo´ al
pa´ıs en una tasa de paro de hasta un 26 % y una economı´a moribunda. Es por ello que resulta
de especial intere´s su seguimiento, habida cuenta de los problemas que ya se vivieron y que
deber´ıan ser suficientes para prevenirnos.
Una de´cada despue´s de aquella crisis, la situacio´n ha vivido un nuevo cambio en la tendencia
de los precios con respecto a aquellos an˜os negros, lo cual se explica por varios factores1, entre
los que destacan una mejora en la economı´a espan˜ola, con el crecimiento del empleo como punto
1Garijo, M., 2018: 5 gra´ficos que explican la situacio´n del mercado inmobilario tras diez an˜os de crisis, Business
Insider Espan˜a https://www.businessinsider.es
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fundamental, el descenso de los tipos de intere´s, y una vuelta en las financiaciones que dan los
bancos. Tambie´n la construccio´n se ha visto reactivada, aunque au´n se situ´a lejos de los an˜os
del boom inmobiliario.
Sin embargo, este cambio en la tendencia esta´ trayendo consigo una incipiente preocupacio´n
por volver a caer en los mismos errores: la tendencia alcista en los precios tanto de compra
como de arrendamiento que se esta´ viviendo en las principales Comunidades Auto´nomas, esta´
volviendo a ser alarmante. Segu´n publica El Pa´ıs, en Espan˜a el precio del alquiler se ha incre-
mentado un 18,6 % en los u´ltimos cinco an˜os. El alza ha sido de hasta un 47,5 % en Barcelona
y de un 38 % en la ciudad de Madrid, segu´n indica el portal de viviendas de Fotocasa. Y cinco
provincias —Baleares, Las Palmas, Salamanca, Barcelona y Madrid—, han alcanzado ya este
an˜o su ma´ximo histo´rico, registrado entre 2007 y 20082.
Este aumento desproporcionado en los alquileres (sin reflejo en un aumento de los salarios),en
ciudades como Madrid o Barcelona llega a suponer que se destine ma´s del 40 % de los ingresos
mensuales en afrontar las rentas, gesta´ndose una situacio´n en la que que cabr´ıa poner medidas.
Afortunadamente, este aumento de precios en el alquiler au´n no se ha contagiado del todo al
precio de venta, que aunque esta´ creciendo, au´n no ha llegado a acercarse a ma´ximos histo´ricos.
Segu´n informe trimestral de Tinsa Research, el precio medio de la vivienda en Espan˜a registro´
un incremento interanual del 3,8 % en el primer trimestre de 2018, au´n un 37,2 % menos que
en los ma´ximos de 2007, destacando Madrid, Navarra e Islas Baleares como las provincias con
mayor recorrido al alza de estos precios3. Sin embargo, es lo´gico suponer que la situacio´n de 2008
puede repetirse, especialmente en Madrid, cuyo aumento de precios esta´ por encima de la media.
Es e´ste mercado, y este contexto geogra´fico -Madrid-, en el que centraremos el estudio. Como
se ha mencionado, una de las principales causas de mejora que ha propiciado esta tendencia
positiva actual en el aumento de precios es la reactivacio´n en las financiaciones, traducidas en
un aumento en la obtencio´n de hipotecas, cuyos datos analizaremos. Adema´s, dado el auge
en el precio del alquiler, conlleva en muchos casos que las rentas mensuales de arrendamiento
sean superiores a la cuota de amortizacio´n de una hipoteca, lo que genera que muchos jo´venes
y familias opten por la compra en detrimento del alquiler. Este aumento en la demanda de
2Lo´pez, S., 2018:Espan˜a vuelve a especular con la vivienda, El Pa´ıs, https://elpais.com/economia
3Tinsa Research, Mercados Locales 1er trimestre de 2018 CCAA, Provincias y Capitales
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vivienda para adquirir, se analizara´ a trave´s de los datos de transmisiones de compraventa, pues
es obvio su efecto en el precio de la venta.
1.2. Objetivos del proyecto y materiales a emplear
El objetivo fundamental de este TFM consiste en tratar de anticipar los datos de las distintas
series que influyen en el precio de venta de la vivienda, para ser conscientes del contexto actual,
del contexto en el futuro pro´ximo (por medio de las predicciones que se empleara´n), y de lo
cerca o lejos que estamos con respecto a los nu´meros que se obtuvieron en los momentos previos
al estallido de la crisis.
Para ello, se tratara´n de ajustar modelos de series temporales a las series con las que se
partira´ de inicio, ya mencionadas y con un peso importante en la determinacio´n del precio. Con
dichos modelos, se realizara´n predicciones, comparando con los valores de la realidad, para ver
que´ me´todos funcionan mejor en segu´n que´ series.
Los me´todos que se empleara´n a tal efecto son me´todos univariantes, aplicados en orden
segu´n la cronolog´ıa de su aparicio´n. En primer lugar, se realizara´n modelos de suavizado, para
continuar con los modelos ARIMA, ampliamente conocidos desde su popularizacio´n treinta an˜os
atra´s, y hoy por hoy, los mayormente empleados en la prediccio´n de series. Para la teor´ıa de estos
modelos, se emplea la notacio´n de los libros [3] y [6]. Por u´ltimo, sobre una de las series(tomada
como serie de referencia por ser la serie ma´s ı´ntimamente relacionada con los precios de venta
que los particulares de manera subjetiva ponen a sus viviendas) se aplicara´n redes neuronales,
me´todos relativamente novedosos que au´n no han desbancado a los modelos ARIMA en su uso,
pero que se proponen como una alternativa a tener en cuenta, para lo cual se ha tomado como
bibliograf´ıa la expuesta al final de este trabajo en los puntos [9], [10], [11] y [14].
Por u´ltimo, se aplicara´ regresio´n dina´mica multivariante sobre la serie de referencia (valor de
tasacio´n medio), tratada en funcio´n del resto de las series analizadas segu´n el pa´rrafo anterior.
En la comparacio´n final se podra´ visualizar que´ me´todo da mejores resultados, y podremos
comprobar, segu´n dicho modelo, cua´les son las predicciones que a priori nos esperan para la
serie principal.
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2. MODELOS TEO´RICOS EMPLEADOS EN EL
ANA´LISIS
2.1. Conocimientos previos
Un proceso estoca´stico es una sucesio´n de variables aleatorias ordenadas y equidistantes
cronolo´gicamente {zt}, donde t determina el tiempo de observacio´n.
Se considera que un proceso queda caracterizado mediante los momentos de primer y segundo
orden:
• El momento de primer orden o media se define como µt = E(zt), ∀t
• Como momentos de segundo orden respecto a la media se suelen considerar no so´lo la
varianza, sino tambie´n las covarianzas para variables en distintos momentos de tiempo, que
vienen dadas por: γt,s = Cov(zt, zs) = E(zt − µt)(zs − µs). En particular, si t = s: γt,t =
E(zt − µt)2 = V ar(zt) = σ2t
Tambie´n es comu´n utilizar los coeficientes de autocorrelacio´n para dos instantes distintos:
ρt,t+k =
Cov(zt, zt+k)√
V ar(zt)V ar(zt+k)
, siento t el instante inicial, y k el intervalo entre las observaciones
(tambie´n llamado retardo).
Por otra parte, se dice que un proceso es estacionario en sentido amplio o de´bil cuando se
verifica que :
1)E(zt) = µ,∀t es decir, la media es constante.
2) E(zt − µ)2 = σ2 <∞, ∀t, es decir, la varianza es finita y constante a lo largo del tiempo.
3)E(zt+k − µ)(zt − µ) = Cov(zt+k, zt) = γk, ∀t esto es, la autocovarianza entre dos periodos de
tiempo diferentes so´lo depende del lapso de tiempo transcurrido.
E´sta sera´ la definicio´n que se usara´ al hablar de estacionariedad.
Por otro lado, una serie temporal se puede definir como una sucesio´n de valores en el
tiempo. Generalmente tiene un cara´cter aleatorio y se la suele considerar como una de las
posibles realizaciones de un proceso estoca´stico.
La teor´ıa cla´sica considera que una serie de tiempo esta´ formada por 4 componentes teo´ricas:
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-La tendencia: viene a ser el movimiento general a largo plazo de la serie.
-Las variaciones estacionales: son oscilaciones que se producen con un per´ıodo igual o inferior
a un an˜o, y que se reproducen de manera reconocible en los diferentes an˜os.
-Las variaciones c´ıclicas: son oscilaciones que se producen con un per´ıodo superior a un an˜o
y que se deben, principalmente, a la alternancia de etapas largas (ciclos) en las que se repite el
comportamiento de la serie. Es la ma´s dif´ıcil de detectar, pues sus variaciones tienen un per´ıodo
no fa´cilmente identificable y en muchos casos variable.
-La aleatoriedad: son comportamientos irregulares compuestos por fluctuaciones causadas
por sucesos impredecibles o no perio´dicos.
Estos componentes son la base principal en los que se sustenta el ana´lisis de las series
temporales. En general, una serie de tiempo puede ser considerada como un modelo aditivo de
esas componentes: Xt = Tt + St + Ct + Zt.
O como un modelo multiplicativo, si se considera que las componentes contribuyen al com-
portamiento de la variable de intere´s en forma multiplicativa: Xt = Tt ∗ St ∗ Ct ∗ Zt
Pues bien, en el estudio de las series temporales son los procesos estacionarios los ma´s
comu´nmente empleados, pues aunque en el mundo real predominan las series no estacionarias,
e´stas pueden transformarse en series estacionarias, como se vera´ ma´s adelante. La herramienta
ba´sica con la que se cuenta para un proceso estacionario es la funcio´n de autocorrelacio´n, que
se define como: ρk =
γk
γ0
, k ≥ 0, donde ρk = ρ−k, pues γk = γ−k por tratarse de un proceso
estacionario (es decir, la correlacio´n y la covarianza de dos variables so´lo dependen del retardo).
Se denomina funcio´n de autocorrelacio´n simple (fas o ACF en ingle´s)a la repre-
sentacio´n de los coeficientes de autocorrelacio´n en funcio´n del retardo. La fas proporciona la
estructura de dependencia lineal de la serie, y su objetivo es estudiar co´mo influye una observa-
cio´n en las siguientes. Pero con la fas surge una cadena de influencias entre unas observaciones
y las posteriores que no aclara en que´ medida influyen individualmente; es decir, con la fas, si
ρ1 es significativa, ρ2 tambie´n lo sera´.
Para subsanar este problema, surge la funcio´n de autocorrelacio´n parcial(fap o PACF
en ingle´s), que se define como una funcio´n que para cada instante t y cada retardo k, toma
un valor igual a la correlacio´n entre zt y zt+k ajustada por el efecto de los retardos intermedios.
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Dicho de otro modo, la fap mide la ‘aportacio´n’ que a las variaciones de zt tiene por ejemplo
zt−2, aislados los efectos de zt−1.
Por u´ltimo, se dice que un proceso es ergo´dico si l´ım
k→∞
ρk = 0, es decir, si para un k
suficientemente grande la dependencia entre las observaciones tiende a 0.
2.2. Modelos Univariantes
2.2.1. Modelos basados en me´todos de suavizado o alisado
Estos modelos ajustan la evolucio´n de la serie dando una mayor importancia a los valores
ma´s recientes mediante un suavizado exponencial, donde se dan diferentes pesos a las variables,
siendo mayor el que se asigna a los u´ltimos datos, y disminuyendo la importancia segu´n vamos
hacia atra´s en el tiempo. De esta manera se sustituye cada dato de la serie por una media
ponderada de las observaciones anteriores, considerando que los pesos de las mismas se reducen
exponencialmente. Como principal ventaja se incluye el hecho de que son modelos no excesiva-
mente complejos, cuyo objetivo es eliminar las fluctuaciones aleatorias, para quedarse so´lo con
la tendencia y la estacionalidad (si la hubiera). Algunos de estos modelos son:
De alisado simple Cuando la serie no tiene tendencia, se puede modelizar como: Xt =
Lt + Zt
El ca´lculo de Lt se realizara´ en funcio´n de un para´metro, α, cuyo valor se situ´a entre 0
y 1, que modula la importancia que tienen las observaciones pasadas sobre el presente.
Si este para´metro tiene un valor pro´ximo a 0, entonces las predicciones a lo largo de la
serie son muy similares entre s´ı, y se modifican poco con la nueva informacio´n. Cuando
α = 0, entonces la prediccio´n es una constante a lo largo del tiempo. Si por el contrario,
es un valor pro´ximo a 1 la prediccio´n se va adaptando al u´ltimo valor observado, por lo
que se puede decir que los valores alejados en el tiempo no tienen gran influencia en la
prediccio´n.
De alisado doble de Holt Cuando la serie presenta tendencia, entonces el me´todo
anterior no proporcionara´ buenos resultados. En ese caso, este me´todo se representa como:
Xt = Lt + bt + Zt
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donde se considera que la pendiente de la tendencia var´ıa con el tiempo de manera lineal.
Este modelo depende de dos para´metros, el para´metro α ya visto antes, y el para´metro
β. Este para´metro β modula la importancia que tienen las observaciones pasadas sobre la
pendiente estimada en tiempo t. E´ste tambie´n oscila entre 0 y 1, de tal manera que para
un valor pro´ximo a 0, la pendiente es constante o casi constante. Si tiene un valor pro´ximo
a 1, entonces la prediccio´n de la pendiente se va adaptando al u´ltimo valor observado y
por tanto, las observaciones de las pendientes ma´s alejadas de la serie, no tienen apenas
influencia sobre la prediccio´n.
Modelo de Holt-Winters Este modelo se puede aplicar en series temporales con ten-
dencia lineal y estacionalidad. Se puede aplicar un modelo aditivo si la estacionalidad no
aumenta con el tiempo: Xt = Lt + bt + St + Zt
O multiplicativo, si las variaciones estacionales aumentan con el tiempo: Xt = (Lt + bt) ∗
St ∗ Zt
Este modelo se trata de una extensio´n del modelo de Holt, donde ahora se aplican 3
para´metros, α, β y γ. Este nuevo para´metro modula la importancia que tienen las obser-
vaciones hechas para el mismo periodo de tiempos pasados sobre la prediccio´n en tiempo
t. Tambie´n su valor se situ´a entre 0 y 1, de tal forma que si γ es 0 la prediccio´n en tiempo
t va a tomar un valor constante que va a depender de todas las observaciones pasadas
dentro de ese mismo periodo. Si por el contrario, es 1, la prediccio´n en tiempo t depende
so´lo de la observacio´n hecha en tiempo t-p, siendo p la frecuencia .
2.2.2. Modelos estacionarios
Los modelos anteriores parten de un enfoque que no tiene en cuenta co´mo se genera la serie.
Sin embargo, los estad´ısticos Box y Jenkins popularizaron una serie de modelos que consideraban
que la serie temporal viene determinada por un proceso estoca´stico, siendo e´sta una realizacio´n
particular del mismo. No obstante, para poder efectuar inferencias sobre un proceso es necesario
imponer una serie de restricciones a e´ste: que sea estacionario y ergo´dico. El proceso estacionario
y ergo´dico ma´s simple de todos es el proceso de ruido blanco, que cuenta con las siguientes
propiedades:
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1. E[zt] = 0,t = 1, 2...
2. V ar(zt) = σ
2,t = 1, 2...
3. Cov(zt, zt−k) = 0, k = ±1,±2, ...
donde se ve que la esperanza siempre toma el valor constante cero, la varianza es constante,
y las variables del proceso esta´n incorreladas para todos los retardos.
A continuacio´n se analizara´n los principales modelos con los que se cuenta para ajustar los
procesos estoca´sticos (de hecho, el te´rmino modelo sera´ equivalente a proceso)y donde se hara´
uso de las funciones de autocorrelacio´n definidas anteriormente.
Modelos autorregresivos Son modelos llamados as´ı por la obtencio´n de zt mediante
regresio´n sobre los valores desfasados; en estos modelos se impone una dependencia tem-
poral entre las variables del proceso. Un proceso autorregresivo de orden p, o un proceso
AR(p) se expresa como sigue:
zt = φ1zt−1 + φ2zt−2 + ...+ φpzt−p + εt (2.1)
donde εt es un ‘ruido blanco’ referido al momento actual que se conoce como innovacio´n,
φj son para´metros a estimar, y adema´s aparece la variable desfasada con p de retardo
ma´ximo.
Es conveniente mencionar el operador polinomial de retardos L, que aplicado a la variable
zt se define de la siguiente manera: Lzt = zt−1, y Lkzt = zt−k.
Aplicado a la expresio´n 2.1:
zt = φ1zt−1 + φ2zt−2 + ...+ φpzt−p + εt =
= (φ1L+ . . .+ φpL
p)zt + εt =⇒ (1− φ1L− . . .− φpLp)zt = εt
Definiendo como φ(L) a la expresio´n u´ltima entre pare´ntesis, se obtiene la expresio´n:
φ(L)zt = εt
La fas de este modelo se caracteriza por contar con muchos coeficientes no nulos que
decrecen hacia cero ra´pidamente. Por su parte, la fap tendra´ so´lo p valores significativos.
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Modelos de media mo´vil Un proceso de media mo´vil de orden q, o proceso MA(q) se
define como:
zt = εt − θ1εt−1 − θ2εt−2 − . . .− θqεt−q
En esta expresio´n zt se obtiene como un promedio de variables de ruido blanco, con los
θi de coeficientes de ponderacio´n. Por tanto, son modelos cuyo valor no so´lo depende del
u´ltimo valor del proceso de ruido blanco, sino de los q u´ltimos valores. Utilizando como
antes el operador polinomial de retardos, θ(L) = 1 − θ1L − θ2L2 − . . . − θqLq, se puede
expresar este modelo como zt = θ(L)εt
En estos modelos, la fas se caracteriza por tener los q primeros coeficientes distintos de
cero. La fap contara´ con muchos coeficientes no nulos decreciendo ra´pidamente hacia cero.
Modelos mixtos autorregresivos-medias mo´viles (ARMA)
Combinan parte AR(p) y MA(q). Su ecuacio´n se define como:
zt − φ1zt−1 − . . .− φpzt−p = εt − θ1εt−1 − . . .− θqεt−q
Mediante los ya mencionados operadores de retardo, se tendra´: φp(L)zt = θq(L)εt
En estos modelos, en la fas los q primeros valores significativos vienen dados por la parte
MA, para a continuacio´n, producirse un decrecimiento provocado por la parte AR. En
cuanto a la fap, los p primeros valores significativos vienen dados por la parte AR y a
continuacio´n se produce un decrecimiento provocado por la parte MA.
2.2.3. Modelos no estacionarios
Dado que no todas las series econo´micas son estacionarias, cabe mencionar algunos procesos
no estacionarios; interesara´n aque´llos que se puedan transformar fa´cilmente en procesos esta-
cionarios, como son los procesos integrados, que mediante la toma de diferencias se convierten
en los procesos buscados.
Se dice que un proceso es integrado de orden h ≥ 0, y se representa por I(h), cuando al
diferenciarlo h veces se obtiene un proceso estacionario.
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Se define el operador diferencia regular, ∇, como ∇ = 1 − L, de tal manera que un
proceso con una diferencia en la serie zt sera´ la serie ωt, donde ωt = ∇zt = (1−L)zt = zt− zt−1;
de ide´ntica forma, un proceso de dos diferencias en zt sera´ yt, donde yt = ∇ωt = ∇2zt =
(1− L)2zt = zt − 2zt−1 + zt−2.
A continuacio´n se exponen algunos de los modelos ma´s importantes para procesos integrados.
Paseo aleatorio Se representa como zt = zt−1 + εt. Se trata de un modelo AR(1) con
φ = 1. Como se puede ver, es un proceso estoca´stico muy ba´sico cuya primera diferencia
es un ruido blanco.
Modelos ARIMA(p,d,q) Se dice que un proceso zt es ARIMA(p,d,q) si al tomar di-
ferencias de orden d se llega a un proceso estacionario ARMA(p,q). En un proceso ARI-
MA(p,d,q), la p es el orden de la parte autorregresiva estacionaria, d el orden de integracio´n
y q el orden de la parte de media mo´vil.
Su ecuacio´n se define como:
(1− φ1L− . . .− φpLp)(1− L)dzt = (1− θ1L− . . .− θqLq)εt
o de forma ma´s compacta: φp(L)∇dzt = θ(L)qεt
Este tipo de modelos se caracterizan por su fas, que tiene coeficientes positivos que de-
crecen de forma lineal, y que pueden ser distintos de cero incluso para valores altos del
retardo.
Modelos estacionales Cuando los datos tienen oscilaciones perio´dicas, repitie´ndose una
cierta pauta cada s periodos, se dice que se trata de un modelo estacional.
Un modelo estacional se dice que es multiplicativo, cuando combina componente estacional
con componente no estacional. En concreto se estudian los modelos ARIMA estaciona-
les, o modelos ARIMA(P,D,Q)sx(p,d,q), introducidos por Box y Jenkins para representar
muchas de las series temporales que se observan en la pra´ctica.
Estos modelos tratan de forma separada la dependencia regular (asociada a los intervalos
de medida de la serie), y la dependencia estacional (asociada a observaciones separadas
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por s periodos), para luego incorporar ambas de manera multiplicativa en la construccio´n
del modelo.
Se define el operador diferencia estacional como ∇s = 1−Ls (no´tese que ∇s 6= ∇s =
(1− L)s).
Un modelo ARIMA(P,D,Q)sx(p,d,q) se formula tal que:
ΦP (L
s)φp(L)∇Ds ∇dzt = ΘQ(Ls)θq(L)εt , donde:
ΦP (L
s) = (1− Φ1Ls − . . .− ΦPLsP ) es el operador AR estacional de orden P
φp(L) = (1− φ1L− . . .− φpLp) es el operador AR regular de orden p,
∇Ds = (1− Ls)D son las diferencias estacionales,
∇d = (1− L)d son las diferencias regulares,
ΘQ(L
s) = (1−Θ1Ls − . . .−ΘQLsQ) es el operador MA estacional de orden Q,
θq(L) = (1− θ1L− . . .− θqLq) es el operador MA regular de orden q, y
εt es un proceso de ruido blanco.
2.3. Metodolog´ıa Box-Jenkins
La metodolog´ıa Box y Jenkins, nombrada as´ı en honor a los estad´ısticos George Box y
Gwilym Jenkins, se aplica a los modelos ARMA o ARIMA ya estudiados, a fin de encontrar
el mejor ajuste de una serie de tiempo y as´ı poder obtener ma´s acertadas previsiones. Dichos
estad´ısticos propusieron realizar este ajuste en cuatro etapas:
Identificacio´n del modelo: Este paso requiere decidir las transformaciones a aplicar, con
el fin de obtener una serie estacionaria si e´sta no lo fuera, y determinar un modelo ARMA
regular (y estacional si fuese necesario). Para ello, en primer lugar, si la serie siguiera una
estructura no estacionaria habr´ıa que transformar la serie hasta obtener varianza y media
constantes. Una vez hecho esto, se procede a determinar el modelo ARMA.
• Varianza constante: Los instrumentos principales que se tienen para detectar si la
serie es o no estacionaria en varianza son el gra´fico temporal, y el gra´fico dispersio´n-
media. Esto es debido a que generalmente, en la mayor´ıa de las series, la variabilidad
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tiende a ser mayor conforme mayor es el nivel de la serie, de tal manera que a la
desviacio´n t´ıpica se la puede considerar como funcio´n de la media del tipo σt = kµ
α
t .
De esta forma, transformando la variable zt en una nueva variable yt y empleando la
transformacio´n de Box-Cox: yt =
z1−αt − 1
1− α se llegara´ a varianzas constantes.
Si α es pro´xima a 1, la transformacio´n consistira´ en tomar logaritmos de zt(como
queda comprobado al tomar l´ımite en la transformacio´n de Box-Cox), si α = 0 , la
varianza es constante y no se requiere modificar la serie, y para valores diferentes, se
hace la modificacio´n que establece la transformacio´n Box-Cox.
• Media constante: Para obtener una serie estacionaria en media, se debera´n aplicar
diferencias regulares y estacionales. Los instrumentos de los que se dispondra´ para
decidir la diferencia regular sera´n el gra´fico de la serie y las funciones de autocorrela-
cio´n; es decir, se debera´ comprobar si la serie tiene tendencia o deambula de arriba a
abajo sin afinidad a ningu´n nivel, o si la fas muestra un decrecimiento lento y lineal;
si hay alguna pauta as´ı, es claro indicio de que hay que diferenciar. Se debe partir de
la idea de que en caso de duda, se prefiere sobrediferenciar a infradiferenciar, pues los
errores son menores. No obstante, en la pra´ctica, el nu´mero de diferencias no suele
ser mayor que dos.
En cuanto a las diferencias estacionales, se procedera´ similarmente, comprobando en
el gra´fico si la serie presenta una pauta repetida cada s observaciones, y si la fas
presenta coeficientes positivos con decrecimiento lento en los retardos s, 2s, 3s,...
• Identificacio´n modelo ARMA: Consiste en identificar los o´rdenes p y q de la estructura
ARMA regular, y si hubiera estructura estacional, los o´rdenes P y Q, segu´n las
caracter´ısticas de los modelos explicados.
Como instrumentos ba´sicos para ello, en los modelos estacionarios se emplean la fun-
cio´n de autocorrelacio´n estimada y la funcio´n de autocorrelacio´n estimada parcial,
por medio de la comparacio´n con las funciones de autocorrelacio´n teo´ricas, corres-
pondientes a modelos teo´ricos con los que puedan guardar cierta similitud.
Por tanto, en esta fase se propondra´n posibles modelos que ajustan los datos de las
series, en funcio´n de los valores que han resultado significativos en la fas y fap.
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Estimacio´n y seleccio´n del modelo ARIMA: Una vez transformada la serie e iden-
tificados los posibles modelos ARMA(p,q) que ajustan los datos a estudiar, el objeti-
vo consistira´ en la obtencio´n de estimadores de los para´metros del modelo, esto es,
φ1, φ2, . . . , θ1, θ2, . . ., y la seleccio´n de un modelo ARMA entre los modelos estimados.
Los principales me´todos con los que se cuenta para la estimacio´n de los para´metros son
me´todos de mı´nimos cuadrados y de ma´xima verosimilitud, siendo e´sta u´ltima la te´cnica
preferida.
En cuanto a la seleccio´n de modelos, se debe seleccionar cua´l de todos ellos explica mejor
la serie observada, para lo que se describen el criterio de Akaike o AIC(Akaike Infor-
mation Criterium) y el criterio Schwartz o BIC(Bayesian Criterium). Sea k el nu´mero
de para´metros del modelo Mm; Segu´n estos criterios, se elige k tal que sea mı´nimo :
IC = lnσ̂2MV + k
C(T )
T
donde σ̂2MV es el estimador de ma´xima verosimilitud de la varianza,
T el taman˜o muestral, y C(T) es un te´rmino de penalizacio´n que var´ıa segu´n el criterio
seleccionado: en AIC, C(T ) = 2 y en BIC, C(T ) = lnT .
Diagnosis del modelo En esta etapa se trata de detectar posibles discrepancias entre
el modelo y la serie observada. Si las hubiera, se debera´ repetir el proceso a partir de la
etapa de identificacio´n.
Este ana´lisis se debera´ hacer a partir de los residuos ε̂t, de tal manera que si el compor-
tamiento de estos se asemeja al de una serie ruido blanco, con coeficientes incorrelados y
distribucio´n normal, existira´ adecuacio´n entre modelo y serie. Para verificar esta incorre-
lacio´n se tiene como procedimiento habitual dibujar dos l´ıneas paralelas a distancia 2/
√
T
(siendo T el taman˜o de la muestra), del origen en las fas y fap estimadas, y comprobar
que los coeficientes r̂k esta´n dentro de dichas bandas. Si hubiera algu´n valor pro´ximo a los
l´ımites ±2/√T en los retardos iniciales, cabe esperar que el modelo es inadecuado.
Prediccio´n: Las fases anteriores constituyen un proceso iterativo cuyo resultado final es
la obtencio´n de un modelo estimado que sea compatible con la estructura de los datos.
Una vez conseguido, la fase siguiente consiste en su utilizacio´n en la prediccio´n de valores
futuros de la variable estudiada.
Sea zT = (z1, z2, . . . zT ) la realizacio´n observada de una serie temporal de longitud T, y se
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desea prever un valor futuro k > 0 periodos adelante, es decir, zT+k. Para ello, se necesitar´ıa
determinar un predictor o´ptimo, que sera aque´l que minimice el error cuadra´tico medio
de prediccio´n de zT+k. Este predictor o´ptimo ẑT (k) es la esperanza de la distribucio´n de
la variable zT+k condicionada a los valores observados zT , es decir, ẑT (k) = E[zT+k|zT ].
Para hacer prediccio´n se debe tener en cuenta que los para´metros de las funciones y todos
los ruidos presentes y pasados ε1, ε2, . . . son conocidos.
2.4. Datos at´ıpicos
Una limitacio´n de la modelizacio´n ARIMA univariante esta´ en que, provocados por distintos
motivos, aparecen con frecuencia puntos at´ıpicos (outliers), que dan lugar a errores de prediccio´n,
en algunos casos elevados: son circunstancias excepcionales que perturban la dina´mica de la serie
a modelizar. Existen cuatro casos ba´sicos de at´ıpicos:
• At´ıpico aditivo (tambie´n llamado additive outlier o AO): Se dice que ocurre un
AO sobre una serie temporal en el instante h si el valor de la serie se genera en ese instante de
manera distinta al resto. Sea yt = Ψ(L)εt; el modelo que seguira´ la serie observada zt afectada
por un AO en t=h sera´:
zt =
 ytyt + ωA
si t 6= h
si t = h
Es decir: zt = ωAI
(h)
t + Ψ(L)εt, donde I
(h)
t = 0 para t 6= h, e
I
(h)
h = 1.
• At´ıpico innovativo(tambie´n llamado innovational outlier o IO): Se dice que
ocurre un IO en una serie temporal en t=h cuando en ese punto, la innovacio´n (componente
aleatorio que representa el efecto agregado de todas las variables que influyen sobre la serie)
esta´ directamente afectada por una cantidad desconocida debida a un suceso imprevisto.
Se considera que un IO es un incremento del error de previsio´n de la serie en un punto debido
a un cambio de las condiciones externas, pues la innovacio´n viene a ser ε, que representa dicho
error de previsio´n. El modelo para una serie con este at´ıpico viene dado por zt = Ψ(L)(ωII
(h)
t +εt)
donde ωI es la magnitud del IO.
• Cambio de nivel(tambie´n llamado level shift o LS): Una serie sufre un cambio
de nivel LS en el instante h si sigue el modelo zt = ωLS
(h)
t + Ψ(L)εt, donde S
(h)
t es la variable
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escalo´n, con S
(h)
t = 1 si t ≥ h y 0 en otro caso, de tal manera que los valores de la serie observada
estara´n relacionados con la serie sin el LS mediante: zt =
 ytyt + ωL
si t < h
si t ≥ h
• Cambio transitorio (tambie´n llamado Temporary change o TC): El TC se define
por: zt =
ωTC
1−δLI
(h)
t + Ψ(L)εt, donde si δ = 1 se trata de un cambio de nivel, pues ∇−1I(h)t = S(h)t ,
y si δ = 0, se trata de un at´ıpico aditivo. En la pra´ctica normalmente se fija el valor de δ en 0,7.
2.5. Me´todos de prediccio´n avanzados
Los modelos ARIMA han sido uno de los modelos ma´s empleados para la prediccio´n de series
de tiempo en las de´cadas recientes, desde que Box y Jenkins las popularizaron hace ma´s de tres
de´cadas. Sin embargo, estudios ma´s recientes proponen otros me´todos alternativos: Las redes
neuronales artificiales ([10]) . Esto ha motivado que haya controversia y debate acerca de que´
me´todo es superior como te´cnica predictiva, pero aunque los modelos ARIMA son aceptados
como modelos de resultados satisfactorios en lo que a prediccio´n se refiere, requieren que las
series sean lineales, ya que no son capaces de capturar las relaciones no lineales de los datos.
Es ah´ı donde las redes neuronales se convierten en una opcio´n que consigue capturar tanto
las relaciones lineales como las no lineales. Estas redes neuronales esta´n basadas en modelos
matema´ticos del cerebro. Se organizan en capas, donde las entradas o inputs son la capa ma´s
baja, y los outputs o salidas, la capa ma´s alta. Entre ambas capas se situ´an las llamadas capas
ocultas que permiten las relaciones no lineales entre los inputs y los outputs. Sin esa capa oculta,
se estar´ıa hablando de un modelo ma´s simple: regresio´n lineal.
Figura 1: Red Neuronal con 4 inputs y una capa oculta con 3 nodos
Fuente: https://otexts.org/fpp2/nnetar.html
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El funcionamiento de una red neuronal artificial ba´sica se compone de los siguientes elemen-
tos: Entradas o inputs, un conjunto de pesos (o coeficientes correspondiente a cada entrada),
una funcio´n de agregacio´n Σ (consistente en una combinacio´n lineal de los inputs y los pesos),
una funcio´n de activacio´n f y un conjunto de salidas o outputs.
Figura 2: Elementos de Red Neuronal. Elaboracio´n propia.
Es decir, cada neurona recibe una serie de inputs ponderados, y una vez realizado el su-
matorio
∑n
i=1Xiwi, se aplica una funcio´n de activacio´n, resultando una salida. En un primer
momento, los pesos son inicializados aleatoriamente pero se actualizan mediante algoritmos de
aprendizaje que minimizan una funcio´n de coste, representando el conocimiento de la red.
La funcio´n de activacio´n en su forma ma´s simplificada es binaria: la neurona se activa, o no.
Sin embargo, una vez an˜adimos capas ocultas, la red se convierte en no lineal. Un ejemplo de
ello es el de la figura 1. A esta red se la llama Red neuronal multicapa feed-forward. Es un tipo
de red donde los outputs de cada capa de nodos, son los inputs de la capa siguiente. De esta
manera, los inputs en la capa oculta vendra´n dados por la combinacio´n lineal ([9]):
zj = bj +
n∑
i=1
Xiwi,j
A continuacio´n, en la capa oculta se aplica la funcio´n f de activacio´n, que puede ser la sigmoide:
sz =
1
1 + e−z
, para obtener el input de la siguiente capa.
Como ya se ha comentado, los pesos toman valores aleatorios al inicio, y estos se actualizan
utilizando los datos observados. Por tanto, hay un elemento de aleatoriedad en las prediccio-
nes producidas por una red neuronal, por lo que generalmente se entrena varias veces usando
diferentes puntos de partida aleatorios, haciendo media a los resultados.
Existen otros tipos de redes tales como las redes recurrentes ([14]), donde existe la retroali-
17
mentacio´n, es decir, no so´lo las salidas de cada capa son las entradas de la capa siguiente sino
que adema´s se puede formas ciclos entre ellas, conecta´ndose un nodo consigo mismo, o con otro
nodo de la misma capa o con nodos de la capa anterior.
2.5.1. Redes Neuronales Autorregresivas
La red de feed-forward con capa oculta u´nica es el modelo ma´s utilizado en la prediccio´n de
series mediante redes. En este caso, los valores rezagados del conjunto de datos se usan como
inputs en la red neuronal. Este tipo de red aplicado a las series temporales, se conoce como
NNAR (de las siglas neural network autorregresive model, o red neuronal autorregresiva). Por
tanto, la notacio´n que se emplea es NNAR(p,k), donde p indica el nu´mero de retardos (que sera´n
los inputs), y k el nu´mero de nodos de la capa oculta u´nica. De esta manera, un NNAR(p,0)
sera´ equivalente a un ARIMA(p,0,0), pero sin las restricciones aplicadas para la condicio´n de
estacionariedad. La representacio´n matema´tica ser´ıa:
yt = α0 +
k∑
j=1
αjg
(
β0j +
p∑
i=1
βijyt−i
)
+ t
donde yt es el output de la red, αj y βij son los pesos, p, los inputs, k el nu´mero de nodos de la
capa oculta y g es la funcio´n de activacio´n. Es decir, yt es una funcio´n tal como:
yt = f(yt−1, yt−2 + ...+ yt−i, w) + t
donde w es un vector formado por todos los para´metros y f una funcio´n segu´n la estructura de
la red neuronal y los pesos.
En el caso de series estacionales, se tendr´ıa NNAR(p, P, k)s, donde como inputs estar´ıan los
retardos (yt−1, yt−2 + ...+ yt−p, yt−s, yt−2s + ...+ yt−Ps).
2.5.2. Extreme Learning Machine
De la misma manera que las redes neuronales autorregresivas, la idea del modelo conocido
como ELM es la de crear un nuevo algoritmo de aprendizaje para las redes neuronales feed-
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forward de una u´nica capa oculta en su aplicacio´n a las series de tiempo (([8])). La formulacio´n
ELM consiste en dar solucio´n a un sistema de ecuaciones lineales planteado en te´rminos de los
pesos desconocidos que conectan la capa oculta con la capa de salida. Matema´ticamente, este
algoritmo se plantea de la siguiente manera:
Sea un conjunto de datos (xi1, xi2, ..., xim) como vector input de la red. Y sea (yi1, yi2, ..., yik)
el vector output. wi = (wi1, wi2, ...wis) sera´ el vector de pesos que conecta el nodo i-e´simo de la
capa oculta con el nodo s-e´simo de los inputs, bi el sesgo, βi = (βi1, βi2, ..., βik el vector de pesos
que conecta la capa oculta y los outputs, y L, el nu´mero de nodos de la capa oculta. Entonces,
para M muestras distintas arbitrarias como datos de entrada y ∀j = 1, 2...M :
yj =
L∑
i=1
βiG(wi, bi, xj)
siendo G(wi, bi, xj) = g(w
′
ix + bi) con g como funcio´n de activacio´n. Esta expresio´n se puede
poner en forma matricial como: Hβ = Y , siendo:
HMxL =

G(w1, b1, x1) ... G(wL, bL, x1)
...
G(w1, b1, xM) ... G(wL, bL, xL)
 βLxk =

β′1
...
β′L
 YMxk =

y′1
...
y′M

donde H, llamada matriz de salida de la capa oculta, no tiene por que´ ser cuadrada. La columna
i-e´sima de H es el output del i-e´simo nodo oculto para los inputs x1, x2, ..., xM .
Este algoritmo resuelve el modelo anterior planteado mediante 3 pasos, para un conjunto de
datos de entrenamiento (M muestras distintas de los datos) y una funcio´n g de activacio´n:
1)Se asignan aleatoriamente los vectores de peso que conectan los inputs y la capa oculta
wi, y el sesgo bi.
2) Se calcula H.
3)Se calculan los pesos βi, a partir de : β = H
+Y , donde H+ es la pseudoinversa o inversa
generalizada de Moore-Penrose ([8]).
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De esta manera, este modelo mejora a otros algoritmos por el hecho de que es ma´s flexi-
ble en la funcio´n de activacio´n, dado que no impone diferenciabilidad, tiene un aprendizaje y
entrenamiento ra´pido y da un paso ma´s en el modelado avanzado de series temporales.
2.6. Modelos Multivariantes: Regresio´n Dina´mica
Un modelo de regresio´n dina´mica es una representacio´n de la relacio´n existente entre dos
o ma´s series temporales, donde se supone conocida la direccio´n de causalidad, es decir, existe
una cierta variable yt dependiente o endo´gena y una (o unas) variable xt explicativa o exo´ge-
na. Este tipo de modelos se conocen como modelos de funcio´n de transferencia o modelos
econome´tricos dina´micos, y su utilidad es describir co´mo se transmiten los efectos desde una
variable a otra.
2.6.1. Modelo Dina´mico entre dos series
Se parte de la suposicio´n de que so´lo existe relacio´n unidireccional de la serie x a la serie y,
siendo ambas estacionarias. Esta relacio´n se puede expresar mediante:
yt = v0xt + v1xt−1 + v2xt−2 + . . .+ nt (2.2)
donde los coeficientes vi describen la relacio´n dina´mica entre las series, y nt es un proceso
estacionario que recoge el efecto de todas las otras variables que pueden tener efecto sobre yt, y
se denomina perturbacio´n de la relacio´n. De forma simplificada con el operador de retardos
sera´:
yt = v(L)xt + nt
con v(L) = v0 + v1L+ v2L
2 + . . . que se denomina funcio´n de transferencia. Los coeficientes
vi determinan la funcio´n de respuesta a impulsos.
Se denomina ganancia de la funcio´n de transferencia a g = v(1) =
∞∑
i=0
vi, representando
el efecto a largo plazo que experimenta yt cuando xt aumenta en una unidad y permanece
constante a continuacio´n.
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Por su parte, la perturbacio´n nt sigue un proceso ARMA estacionario tal que φ(L)nt =
θ(L)εt, siendo εt un proceso de ruido blanco.
El modelo formado por la ecuacio´n (2.2) y la ecuacio´n de la perturbacio´n se conoce como
modelo de regresio´n dina´mica.
No obstante, se puede plantear una forma alternativa de escribir la funcio´n de transferencia,
u´til en aquellos casos donde el proceso xt tiene alta autocorrelacio´n y ser´ıa muy complicado
separar los efectos de xt, xt−1, xt−2, . . ., adema´s de contener infinitos para´metros a estimar. Este
me´todo alternativo se representa por v(L) =
ωm(L)
δa(L)
Lb, donde:
· ωm(L) = ω0 + ω1(L) + . . .+ ωmLm es el numerador de la funcio´n de transferencia y se puede
considerar la parte MA de un modelo ARMA, con orden m;
· δa = 1 − δ1L − . . . − δaLa es el denominador, considera´ndose la parte AR de orden a. Para
que el sistema aporte una respuesta finita a una modificacio´n finita de xt se tiene que cumplir
que expresando δa(L) = (1−α1L) . . . (1−αaL), los coeficientes αi sean menores que la unidad;
· Lb indica que la relacio´n puede establecerse con un retardo inicial b.
El modelo se puede generalizar para p variables explicativas, mediante:
yt =
ω1(L)L
b1
δ1(L)
x1t + . . .+
ωp(L)L
bp
δp(L)
xpt + nt
3. EL MERCADO INMOBILIARIO EN MADRID
Como se indico´, en este TFM se va a tratar de hacer un estudio de distintas series temporales
que tienen importancia en el mercado inmobiliario, a las que se aplicara´n me´todos de prediccio´n
sobre ellas, mediante SAS fundamentalmente. La prediccio´n se comparara´ finalmente con los
valores reales para decidir el mejor modelo.
3.1. Ana´lisis Univariante de las series
3.1.1. Hipotecas Constituidas en la Comunidad de Madrid
En primer lugar, se representa la serie:
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Figura 3: Representacio´n gra´fica del nu´mero de hipotecas constituidas en la Comunidad Madrid
Esta representacio´n de la figura 3 aporta informacio´n de la tendencia de la serie, viendo un
crecimiento en el nu´mero de hipotecas constituidas que vio su punto ma´s a´lgido alrededor del
an˜o 2006; sin embargo, a partir de 2008 toma un descenso impactante que alcanza su punto ma´s
bajo en 2014; desde ah´ı, y de manera lenta, se vuelve a observar una tendencia positiva.
Si se fija un periodo menor, es posible observar el comportamiento anual, en la figura 4.
Figura 4: Representacio´n gra´fica del nu´mero de hipotecas en Madrid entre 2003 y 2005
En esta figura 4, se ve que en agosto y diciembre se sucede un descenso en el nu´mero de
hipotecas y un aumento en septiembre y enero, por lo que podr´ıa tener componente estacional.
Haciendo la descomposicio´n estacional de la serie, mediante las figuras 5, 6, 7 se puede ver
por un lado los estad´ısticos calculados para cada elemento del periodo (siendo la longitud del
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periodo 12 meses), as´ı como la descomposicio´n estacional. Se puede observar que segu´n la media,
el mes en el que ma´s hipotecas se constituyen es septiembre, y el mes que menos es diciembre.
Tambie´n es posible ver los coeficientes estacionales en 6, donde por ejemplo en septiembre de
2004 fue de 1.1662, indicando que las hipotecas realizadas en este mes fueron un 16.62 por ciento
superior a la media global anual.
En la figura 7 se ve la serie y tendencia (TREND-CYCLE), la serie sin tendencia (SEASO-
NALLY IRREGULAR), la componente irregular (IRREGULAR), y la serie desestacionalizada
(SEASONALLY ADJUSTED). Se observa muy claramente la situacio´n vivida en todo el pa´ıs,
donde antes de 2008 se llegaron a nu´meros alt´ısimos en el nu´mero de hipotecas que los Ban-
cos conced´ıan a la gente, y el incre´ıble descenso cuando la crisis econo´mica se empezo´ a hacer
patente.
Figura 5: Principales estad´ısticos sobre la serie
Figura 6: Tabla de la descomposicio´n estacional
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Figura 7: Gra´fico de la Descomposicio´n estacional
Una vez vista la serie y analizado su comportamiento de tendencia y estacionalidad, se va a
tratar de emplear algunos de los modelos vistos en la teor´ıa para ajustar la serie y predecirla.
En primer lugar, se va a realizar un modelo de suavizado. Dado que tiene tendencia, y
presumiblemente, hay estacionalidad, se procede a hacer un suavizado de Winters Multiplicativo
en la figura 8
Figura 8: Suavizado de Winters Multiplicativo
Fija´ndonos en el p-valor, el para´metro de estacionalidad no es significativamente distinto
de cero, por lo que se rechaza que la serie sea estacional, y por tanto, se rechaza este modelo.
Haciendo un suavizado lineal con tendencia (alisado doble de Holt), se observa en la figura 9
que esta vez s´ı hay unos para´metros significativamente distintos de cero, pues su p-valores son
menores de 0,05. En este caso, los para´metros α y β toman unos valores de 0,24 y 0,058.
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Figura 9: Alisado doble de Holt
Mediante este modelo, se tienen las predicciones de la figura 10
Figura 10: Predicciones de Alisado doble de Holt
Se va a tratar de ajustar ahora otro de los modelos vistos en la teor´ıa, y uno de los principales
me´todos de prediccio´n aplicados a las series temporales: los ARIMA y la metodolog´ıa de Box
Jenkins. En primer lugar, se van a representar las funciones de autocorrelacio´n que tiene la serie
sin hacer ajustes, mediante la figura 11. En esta figura, se observa un decrecimiento muy lento
en la ACF, a la par que se observa que la serie no es estacionaria, pues no es estable en media.
Por tanto, se debe realizar al menos una diferenciacio´n a fin de obtener una serie estacionaria.
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Figura 11: Funciones de autocorrelacio´n simple parcial: fas (ACF) y fap (PACF)
Se comienza por hacer una diferenciacio´n normal, en la figura 12, donde observando la ACF,
vemos que algunas barras son significativas, especialmente la del retardo 12, por lo que se realiza
una diferencia estacional, cuyos resultados se ven en la figura 13. A partir de esta figura 13 se
puede estimar un modelo ARIMA. Para empezar, se observa una barra significativa en la ACF
y otra en el retardo 12, lo que hace suponer que hay componente MA tanto en el retardo 1 como
en el 12 estacional. Tambie´n se observan dos barras significativas en la PACF que sugieren
componente AR, tambie´n en su parte estacional.
Figura 12: Funciones de autocorrelacio´n simple y parcial en serie con una diferencia normal
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Figura 13: Funciones de autocorrelacio´n simple y parcial en serie con diferencia normal y esta-
cional
Dado que el sobreajuste es evitable, por el principio de parsimonia se prefiere comenzar por
modelos simples. Tras probar varios modelos y sus resultados de AIC y p-valores, se obtiene el
ARIMA (1, 1, 1), (1, 1, 0)12, cuyos resultados se ven en la figura 14.
Figura 14: Resultados del modelo ARIMA ajustado
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Se observa que el p-valor de los para´metros son menores que 0,05, por lo que se rechaza la
hipo´tesis nula, y por tanto, se acepta que son significativamente distintos de 0. Adema´s, se ve
que los retardos 6, 12 y 18 esta´n incorrelados, pues sus p-valores son mayores a 0,05. Por tanto,
se acepta este modelo ARIMA.
Este modelo, siguiendo lo explicado en la teor´ıa, quedar´ıa como sigue:
(1 + 0, 3376L12)(1 + 0, 26018L)(1− L12)(1− L)zt = (1− 0, 51862L)εt
⇒ zt = 0, 73982zt−1 + 0, 26018zt−2 + 0, 6624zt−12 − 0, 4901zt−13−
0, 172324zt−14 + 0, 3376zt−24 − 0, 2498zt−25 − 0, 08784zt−26 − 0, 51862εt−1 + εt
Las predicciones de este modelo y el gra´fico, son las de la figura 15 y 16
Figura 15: Predicciones del modelo ARIMA ajustado
Figura 16: Gra´fico de las predicciones del modelo ARIMA ajustado
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A la entrega de este trabajo, se han conocido los valores que ha tenido la serie entre enero
y mayo de 2018. Haciendo una comparativa de las predicciones con Suavizado y ARIMA, se
obtiene el siguiente gra´fico de la figura 17. Se observa que en abril ha habido un valor que ha
distorsionado la prediccio´n, pero en enero, marzo y mayo se ha ajustado bastante con ARIMA.
Figura 17: Comparativa con los datos reales
3.1.2. Capital Hipotecado en la Comunidad de Madrid
Al igual que antes, se comienza representando la serie completa, y un periodo menor (figuras
18 y 19), para presentar una idea previa acerca del comportamiento de la serie.
Figura 18: Representacio´n gra´fica de la serie del total de capital hipotecado en la Comunidad
de Madrid, en miles de euros.
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Figura 19: Representacio´n gra´fica de la serie entre enero de 2003 y enero de 2005
Se puede observar en la figura 18 que la tendencia fue positiva hasta 2006-2008, que paso´ a
ser negativa. Adema´s, se observan picos que habr´ıa que tener en cuenta en el ana´lisis, pues son
outliers que pueden influir en las predicciones. Se observa tambie´n, en la figura 19, que
suele haber un descenso en el capital hipotecado en los meses de agosto y diciembre, y repuntes
en septiembre y enero.
Analizando los estad´ısticos mediante la figura 20 se observa que no hay un fuerte componente
estacional, pues los valores en la tabla no presentan grandes diferencias. Se ve tambie´n que los
meses ma´s fuertes en cuanto a capital hipotecado son febrero y septiembre.
Figura 20: Principales estad´ısticos sobre la serie
Se realizara´ en primer lugar la aplicacio´n de los modelos de suavizado. Presuponiendo ten-
dencia y estacionalidad, se realiza en primer lugar el me´todo de Winters, lo que da los resultados
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de la figura 21, donde se observa nuevamente que el para´metro de la estacionalidad presenta un
p-valor que sugiere aceptar la hipo´tesis nula, es decir, no es significativo.
Figura 21: Suavizado de Winters Multiplicativo
Por tanto, habr´ıa que hacer un suavizado lineal de Holt para series con tendencia sin esta-
cionalidad, lo cual da los resultados de la figura 22. En este caso los p-valores indican que los
para´metros s´ı son significativos. α toma un valor de 0,16, y β un valor de 0,14.
Figura 22: Alisado doble de Holt
Las predicciones de este modelo son los de la figura 23
Figura 23: Predicciones de Alisado doble de Holt
Se va ahora a ajustar el modelo ARIMA. Para ello, se representan los correlogramas en
primer lugar (figura 24).
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Figura 24: Funciones de autocorrelacio´n simple parcial: fas (ACF) y fap (PACF)
En este caso, se ve gra´ficamente que la serie no es estacionaria, ya que no es estable ni en
media, ni en varianza, por lo que se va a proceder a hacer una transformacio´n logar´ıtmica para
estabilizar la varianza antes de proceder a tomar diferencias en la figura 25, en la cual se ve
que hay que proceder a hacer una diferencia regular y otra estacional, ya que parece que en la
PACF hay barras significativas en el retardo 12. Haciendo esto, obtenemos los correlogramas de
la figura 26
Figura 25: Funciones de autocorrelacio´n simple parcial para la serie transformada logar´ıtmica-
mente
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Figura 26: Funciones de autocorrelacio´n simple parcial en serie con diferencia normal y estacional
Se observa al menos una barra significativa en el retardo 1 y una barra en el retardo 12
de la ACF, y una barra en la PACF. Sin embargo, en las representaciones gra´ficas se hab´ıan
visto posibles outliers, por lo que antes de ajustar el modelo, con la serie transformada, se
comprueban los datos at´ıpicos que detecta SAS en la modelizacio´n ARIMA, mediante la figura
27. Hay que tener en cuenta estos datos pues pueden afectar a la prediccio´n.
Figura 27: Outliers detectados en la serie
Segu´n se detecta, los 3 outliers ma´s significativos, esta´n en la observacio´n de octubre de 2008,
abril de 2011, y abril de 2014, siendo uno de salto y 2 aditivos. Por tanto, antes de modelizar,
se deben incorporar en el fichero de datos estos 3 puntos, para que se tengan en cuenta como
variables regresoras y poder proceder a continuacio´n a ajustar el modelo. Se realiza un ARIMA
(0, 1, 1), (0, 1, 1)12 segu´n las barras que se ve´ıan anteriormente. Los resultados se ven en la figura
28.
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Figura 28: Resultados del ARIMA ajustado
Se comprueba que los residuos esta´n incorrelados pra´cticamente en todos los retardos y que
los p-valores de los para´metros del ARIMA y los datos at´ıpicos incorporados, son menores que
0,05, por lo que son significativamente distintos de cero. El modelo ser´ıa:
(1− L12)(1− L)zt = (1− 0, 78963L12)(1− 0, 55039L)εt
⇒ zt = zt−1 + zt−12 − zt−13 + εt − 0, 78963εt−12 − 0, 55039εt−1 + 0, 43460εt−13 (3.1)
Hay que tener en cuenta an˜adir los para´metros de los datos at´ıpicos, siendo entonces:
z′t = 0, 72169I
(h)
t + 0, 52827I
(h2)
t − 0, 49969S(h3)t + zt
donde :
zt es la expresio´n 3.1,
I
(h)
t = 0 para t 6= h, e I(h)h = 1 siendo h el instante temporal de octubre 2008,
I
(h2)
t = 0 para t 6= h2, e I2(h2)h2 = 1 cuando h2 es abril de 2014
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y S
(h3)
t es la variable escalo´n, con S
(h3)
t = 1 si t ≥ h3 y 0 en otro caso, siendo h3 abril de
2011.
Las predicciones se obtienen para la serie transformada en logaritmo. Por ello, hay que
realizar una conversio´n por medio del exponente. La prediccio´n de este modelo se observa en la
figura 29, y en la figura siguiente, el gra´fico.
Figura 29: Predicciones del ARIMA ajustado incluyendo outliers
Figura 30: Gra´fico de las predicciones del ARIMA ajustado incluyendo outliers
A la entrega de este trabajo, se conocen los valores que ha tenido la serie entre enero y mayo
de 2018. Haciendo una comparativa de las predicciones con Suavizado y ARIMA, se obtiene el
siguiente gra´fico de la figura 31.
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Figura 31: Comparativa de las predicciones y la realidad
Se observa que en febrero el dato del ARIMA ha sido muy poco acertado. sin embargo, el
resto de meses se ha acercado bastante a la realidad. El dato de febrero llama la atencio´n, pues
tal y como se ve´ıa en la figura 20, es el mes con la media ma´s alta de capital hipotecado. Por
tanto, en futuros estudios habr´ıa que valorar si este dato se considera outlier.
3.1.3. Viviendas Libres Terminadas en la Comunidad de Madrid
En primer lugar, se representa la serie para hacer una valoracio´n visual de la tendencia y
posible estacionalidad, mediante la figura 32. Se puede observar una alta variabilidad en los
Figura 32: Representacio´n gra´fica de la serie del total de viviendas libres construidas en C.Madrid
datos, una varianza que habra´ que tener en cuenta a la hora de ajustar modelos ARIMA.
La tendencia, sigue el patro´n visto hasta el momento: positiva hasta 2008, es decir, hasta el
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inicio de la crisis que desemboco´ en el descenso del hasta entonces, motor de la economı´a: la
construccio´n. Se observa tambie´n que en agosto los nu´meros suelen decaer, y en julio, aumentar.
Fije´monos en los estad´ısticos para valorar este hecho, mediante las figuras 33 y 34, donde se
observa una mayor estacionalidad que en el resto de las series pues el componente estacional
presenta mayores desviaciones que en casos anteriores.
Figura 33: Principales estad´ısticos sobre la serie
Figura 34: Tabla de la descomposicio´n estacional
Se procede a realizar un modelado de Winters, pero aditivo, ya que en las figuras se ve´ıa que
pod´ıa haber estacionalidad, y de haberla, no aumenta con el tiempo.
Figura 35: Suavizado de Winters Aditivo
Se observa que esta vez los p-valores son menores de 0,05 en todos los para´metros, por lo
que se acepta que son significativamente distintos de cero. En este caso, el valor de α es 0,031,
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β es 0,42 y γ tiene un valor de 0,21. Las predicciones de este modelo vienen dadas por la figura
36.
Figura 36: Predicciones de Winters Aditivo
A continuacio´n, y como se ha hecho antes, se va a ajustar el ARIMA. En primer lugar se
observa que la varianza es muy poco constante, por lo que convendr´ıa transformarla logar´ıtmi-
camente. Asimismo, se observa que no es estable en media, y como se vio antes, se puede
suponer estacional. Por tanto, se realizan paso por paso las transformaciones, siguiendo la me-
todolog´ıa de Box-Jenkins y se grafican los correlogramas para esta serie una vez realizadas las
tres transformaciones dichas (figura 37).
Figura 37: Funciones de autocorrelacio´n simple parcial en la serie transformada
En ella, se observan barras significativas en la ACF y al menos una en PACF. Probando
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varios modelos, se comprueba que el que mejor resultados aporta en cuanto a los contrastes es
el ARIMA (0, 1, 1), (0, 1, 1)12, que se observa sus resultados en la figura 38. Todos los residuos
esta´n incorrelados. El modelo ser´ıa: (1 − L12)(1 − L)zt = (1 − 0, 84481L12)(1 − 0, 66004L)εt
⇒ zt = zt−1 + zt−12 − zt−13 + εt − 0, 66004εt−1 − 0, 84481εt−12 + 0, 55761εt−13
Figura 38: Resultados de ARIMA ajustado
Sus predicciones, transformando el logaritmo, y el gra´fico, se ven en las siguientes figuras
Figura 39: Gra´fico de las predicciones ARIMA ajustado
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Figura 40: Predicciones ARIMA ajustado
Comparando con los datos reales, que tenemos de enero a marzo de 2018, se comprueba que
funciona mejor el suavizado que el ARIMA, en la figura 41.
Figura 41: Comparativa de modelos con la realidad
3.1.4. Transmisiones de Compraventa de Inmuebles en la Comunidad de Madrid
Siguiendo la metodolog´ıa empleada en los ana´lisis anteriores, se empieza por representar la
serie para hacer un primer ana´lisis visual de la misma, tanto de manera completa, como en un
intervalo menor para valorar la estacionalidad.
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Figura 42: Representacio´n gra´fica de la serie de transmisiones de compraventa de inmuebles en
C.Madrid
Figura 43: Representacio´n gra´fica de la serie entre enero de 2009 y enero de 2011
En las figuras 42 y 43 se observa que no hay una tendencia clara. A diferencia de las series
anteriores, e´sta presenta datos desde 2007, y se puede ver que ya al principio de la serie hay
cierto descenso, para a mitad de la serie, pasar a tener un nivel mayor. Tampoco en el intervalo
tomado en la representacio´n de 2 an˜os hay una pauta clara de descenso o auge en un mes
concreto. Fija´ndonos en la descomposicio´n estacional, en la tabla de la figura 44 s´ı parece que
hay una mayor media de compraventas en enero, y los nu´meros de estacionalidad s´ı presentan
variaciones a principios de an˜o.
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Figura 44: Principales estad´ısticos sobre la serie
Figura 45: Tabla de la descomposicio´n estacional
Haciendo el modelado de suavizados, mediante el modelo de Winters, arroja unos resultados
que indican que no hay tendencia, pero s´ı estacionalidad. Ninguno de los me´todos de suavizado
estudiados dar´ıa resultados satisfactorios, por lo que no se modelara´ de esta forma.
Figura 46: Suavizado de Winters Multiplicativo
Se procede con ARIMA. Dado que la varianza en este caso no es tan dispar como en anteriores
ocasiones, no se hara´n logaritmos. Sin embargo, para estabilizar la media, se tomara´n diferencias.
Tras probar varios modelos, se obtiene como modelo que mejores resultados da el ARIMA
(0, 1, 1, (0, 1, 1)12 tomando una diferencia normal y otra estacional.
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Figura 47: Resultados de ARIMA ajustado
Para este caso, el modelo resultante es: (1−L12)(1−L)zt = (1−0, 56355L12)(1−0, 53589L)εt
⇒ zt = zt−1 + zt−12 − zt−13 + εt − 0, 53589εt−1 − 0, 56355εt−12 + 0, 30200εt−13
Sus predicciones:
Figura 48: Predicciones de ARIMA ajustado
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Figura 49: Gra´fico de las predicciones de ARIMA ajustado
Haciendo la comparativa con los datos reales, que los tenemos hasta junio de 2018, se obtiene
la figura 50. Son datos que pueden tomarse por adecuados.
Figura 50: Comparativa Realidad - ARIMA
3.1.5. Valor Tasado Medio por M2 en la Comunidad de Madrid
Esta serie es la que se va a considerar la serie principal en este Trabajo. Se trata de datos
trimestrales que tienen la representacio´n que se ve en la figura 51.
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Figura 51: Representacio´n gra´fica de la serie de valor tasado medio del metro cuadrado en los
inmuebles de la Comunidad de Madrid.
Al tratarse de datos trimestrales, se observa que la serie presenta un trazo ma´s suave, sin las
variaciones que presentaban las series anteriores. Una vez ma´s, se puede comprobar la tendencia
alcista hasta 2008, y la ca´ıda abrupta hasta 2014, que comienza a subir de manera lenta. En
esta representacio´n, cabe pensar que no hay estacionalidad. Se procede a modelar por medio de
suavizados. Comenzando con el modelo de Winters, se confirma que la estacionalidad no parece
presente en la serie, ya que da un p-valor menor de 0,05 en la figura 52.
Figura 52: Suavizado de Winters Multiplicativo
Haciendo un suavizado doble de Holt, se comprueba en la figura 53 que esta vez los p-valores
son menores de 0,05. Los para´metros α y β que se estudiaban en la teor´ıa, toman unos valores
de 0,999 y 0,41 respectivamente. No´tese el valor de α, que es pra´cticamente de 1 su valor, lo
que indica que segu´n este me´todo, los valores alejados en el tiempo pra´cticamente no tienen
influencia en la prediccio´n.
Figura 53: Alisado doble de Holt
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Las predicciones con este modelo de alisado doble de Holt, son las de la figura 54
Figura 54: Predicciones de Alisado doble de Holt
A continuacio´n se realiza el modelo ARIMA. Se representan los correlogramas sin hacer
ningu´n ajuste, mediante la figura 55.
Figura 55: Representacio´n de los correlogramas
No parece necesario aplicar diferencias estacionales ni hacer transformacio´n logar´ıtmica, por
lo que se comienza haciendo una sola diferencia regular, para estabilizar la media.
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Figura 56: Representacio´n de los correlogramas con una diferencia regular
Parece que el modelo au´n no es estable del todo en media, pero como por el principio de
parsimonia se requiere empezar por modelos sencillos para no caer en el sobreajuste, y viendo
que en PACF hay una barra significativa que hace suponer que haya que ajustar de manera
autorregresiva, se ajusta el modelo ARIMA(1,1,0), cuyos resultados se ven en la figura 57.
Figura 57: Resultados del ARIMA ajustado
Se ve que los residuos esta´n incorrelados, pues el p-valor es mayor a 0,05 y el para´metro AR
toma un valor de 0,75573.El modelo resultante ser´ıa entonces:
(1− 0, 75573L)(1− L)zt = εt ⇒ zt = 1, 75573zt−1 − 0, 75573zt−2 + εt
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Las predicciones vendr´ıan dadas por:
Figura 58: Predicciones del ARIMA ajustado
Figura 59: Gra´fico de las predicciones del ARIMA ajustado
Estas predicciones se comparara´n despue´s con el dato real, y con el resto de me´todos.
ARIMA con R
Esta serie se va a modelizar tambie´n mediante ARIMA con los paquetes que proporciona el
software R.
En primer lugar, y tras importar los datos con clase ts, se puede utilizar la funcio´n ndiffs del
paquete forecast que propone las diferencias necesarias para transformar la serie en estacionaria.
De esta manera, R sugiere que se tomen 2 diferencias regulares y ninguna estacional:
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Figura 60: Diferencias propuestas por R
De hecho, si se diferencia la serie una sola vez y se realiza el Test de Dickey Fuller Aumentado,
el cual tiene como hipo´tesis nula que la serie no es estacionaria, para un p-valor de 0,05 el
resultado es de 0.9396736, es decir, no se puede rechazar la hipo´tesis. Sin embargo, diferenciando
dos veces, el valor del test es de 0.01, por lo que ahora s´ı se rechaza la hipo´tesis nula: la serie
es estacionaria. Ya se hab´ıa visto cuando se ajustaba en SAS que la representacio´n de los
correlogramas admit´ıan una segunda diferenciacio´n, por lo que se va a tener en cuenta en esta
modelizacio´n con R. Los correlogramas asociados a esta serie diferenciada esta´n en las figuras
61a y 61b.
(a) ACF (b) PACF
Figura 61: ACF y PACF de la serie diferenciada dos veces
Se observa que en ACF hay una barra significativa, y en PACF, tambie´n. Empleando la
funcio´n autoarima de R, del paquete forecast, aparece el modelo ARIMA que sugiere R. Este
modelo se obtiene segu´n el criterio AIC:
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Figura 62: ARIMA propuesto con la funcion autoarima
El modelo que propone es el ARIMA (0,2,1), es decir, es coherente con el resultado de
diferenciar dos veces, y ajusta la parte de medias mo´viles con un para´metro de -0,5840. Este
modelo tiene un AIC de 701,84. No obstante se van a probar varios modelos, entre ellos el que
se puso mediante SAS, para comparar los AIC:
arima1<− arima ( v iv . ts , c ( 1 , 1 , 0 ) ) #s e r i e o r i g i n a l , una d i f e r e n c i a y ar1
arima2<− arima ( v i v d i f , c ( 1 , 0 , 1 ) ) #s e r i e d i f e r e n c i a d a y ar1 ma1
arima3<− arima ( v i v d i f , c ( 1 , 0 , 0 ) ) #s e r i e d i f e r e n c i a d a y ar1 (SAS)
arima4<− arima ( v i v d i f , c ( 0 , 0 , 1 ) ) #s e r i e d i f e r e n c i a d a y ma1
arima5<− arima ( v ivd i f 2 , c ( 0 , 0 , 1 ) ) #s e r i e d i f e r e n c i a d a 2 veces y ma1
arima6<− arima ( v ivd i f 2 , c ( 1 , 0 , 1 ) ) #s e r i e d i f e r e n c i a d a 2 veces , ar1 , ma1
autoarima<− auto . arima ( v iv . t s ) #modelo propuesto de autoarima
El AIC de cada uno de estos modelos es el siguiente:
arima1: 722.7514; arima2: 713.9971; arima3: 723.4929;
arima4: 748.7482; arima5: 703.8360; arima6: 705.7769;
autoarima: 701.8360
Por lo tanto, efectivamente el modelo autoarima da un AIC menor. Se representan los co-
rrelogramas de los residuos de este modelo en la figura 63 .
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(a) ACF (b) PACF
Figura 63: Funcio´n ACF y PACF de los residuos
Se observa que esta´n incorrelados. Haciendo el Test de contraste de Ljung-Box con R me-
diante la funcio´n Box.test, cuya hipo´tesis nula es que los residuos son ruido blanco (y por
tanto, incorrelados), se acepta este hecho ya que da un valor de 0.888834. El modelo ser´ıa:
(1− L)2zt = (1 + 0, 584L)εt ⇒ zt = zt−2 + εt + 0, 584εt−1.
Por u´ltimo, como se ve en las siguientes ima´genes, se realizan predicciones con este modelo,
que para 2018 tomar´ıa los valores:
Q1: 2395,168; Q2: 2435,436; Q3: 2475,703; Q4:2515,971
Esta sera´ una de las predicciones que se tendra´ en cuenta en la comparacio´n con los valores
reales.
Figura 64: Gra´fico de la prediccio´n del ARIMA modelado
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Figura 65: Predicciones del ARIMA modelado
3.2. Prediccio´n avanzada: Redes Neuronales
Para modelizar mediante redes neuronales la serie Valor de tasacio´n medio por metro cua-
drado en la Comunidad de Madrid, se empleara´ el software RStudio.
3.2.1. Red Neuronal Autorregresiva
En primer lugar se tratara´ de modelizar una red neuronal autorregresiva mediante la funcio´n
nnetar del paquete forecast. Este paquete usa redes neuronales feed-forward con una capa oculta
y los retardos de la serie univariante como inputs de la misma. Dado que en esta serie no se
consideraba la existencia de estacionalidad, se programa la red sin este hecho, y se realizan
100 repeticiones como nu´mero de redes a ajustar, con los diferentes pesos iniciales aleatorios.
Cuando se realizan las predicciones, estos pesos se promedian. La funcio´n de activacio´n empleada
es la que usa R por defecto, esto es, la log´ıstica, y el nu´mero de nodos de la capa oculta viene
determinado por el para´metro size, que por defecto toma el valor redondeado de k = (p+P+1)/2,
donde p es el nu´mero de retardos no estacionales utilizados como inputs, que en el caso de series
temporales no estacionales sera´ el nu´mero o´ptimo de retardos (segu´n el AIC) para un modelo
lineal AR (p). Por tanto, el valor de size sera´ por defecto (p+ 1)/2. El modelo que resulta es:
52
Figura 66: Modelo Red Neuronal Autorregresiva
Una red NNAR(1, 1) tendra´ un nodo en la capa oculta, y un retardo como input, ya que se ha
considerado que 1 era lo o´ptimo. Es decir, tendra´ 4 para´metros, pues el nu´mero de para´metros
viene determinado por: h(k+ 1) + h+ 1, donde h es 1, pues hay un nodo en la capa oculta, y k
es 1, pues se trata del nu´mero de nodos inputs.
La prediccio´n que da esta red viene dada por la figura 67 y 68
Figura 67: Gra´fico de la prediccio´n de la red NNAR(1,1)
Figura 68: Prediccio´n de la red NNAR(1,1)
Se construyen ahora otras redes donde no se utilicen los para´metros por defecto; en concreto,
53
se modificara´n los nodos ocultos y el valor de p.
Red 2: 5 nodos ocultos y 2 nodos inputs:
Figura 69: Red construida nu´mero 2
Figura 70: Prediccio´n de la red NNAR(2,5)
Red 3: 4 nodos ocultos y 1 nodo inputs:
Figura 71: Red construida nu´mero 3
Figura 72: Prediccio´n de la red NNAR(1,4)
Red 4: 6 nodos ocultos y 6 nodos inputs:
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Figura 73: Red construida nu´mero 4
Figura 74: Prediccio´n de la red NNAR(6,6)
Estos resultados se tendra´n en cuenta en la comparacio´n con los valores reales y el resto de
me´todos empleados.
3.2.2. Red Neuronal ELM
Para este tipo de redes, R proporciona la funcio´n elmdel paquete del nnfor, que pretende
ajustar una red ELM (Extreme Learning Machine) a una serie temporal. En primer lugar,
se especifica el me´todo stepwise como me´todo de estimacio´n de los pesos de la salida, y 100
repeticiones a entrenar, cuyo resultado sera´ un ensamblado de las 100 repeticiones. El resto de
para´metros se dejara´n por defecto, entre ellos, la funcio´n de activacio´n (log´ıstica) y el nu´mero
de retardos que se toman como inputs, cuyo valor por defecto es de 1 a la frecuencia de la serie,
en este caso, 4. El nu´mero de nodos en la capa oculta, se deja por defecto, de manera que se
ajusta automa´ticamente. El resultado que arroja esta funcio´n es:
Figura 75: Resultado de la red ELM de la funcio´n nnfor
Indica que utiliza 3 retardos como inputs, el 1, 2 y 4, y que toma 40 nodos en la capa oculta.
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Figura 76: Red ELM propuesta
Las predicciones que da este modelo se ven en las siguientes ima´genes 77 y 78.
Figura 77: Gra´fico de la prediccio´n
Figura 78: Prediccio´n del modelo ELM propuesto
Cambiando el me´todo por ”LASSO”, quedar´ıa el siguiente modelo:
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Figura 79: Red ELM 2
Es decir, este modelo se propone con ma´s nodos, en concreto 65. Se observa un mayor Mean
Squared Error con este me´todo. Las predicciones en la figura 80
Figura 80: Prediccio´n del modelo 2 de red ELM propuesto
3.3. Ana´lisis multivariante: Regresio´n Dina´mica
A continuacio´n, se tratara´ de hacer prediccio´n con regresio´n dina´mica, utilizando el resto
de series como series independientes, y e´sta, como serie dependiente. En primer lugar, se deben
homogeneizar las series, ya que no todas comenzaban en el mismo an˜o. Dado que la serie ma´s
restrictiva es la que comenzaba en 2007, se toman todas desde este momento.
Adema´s, la serie del valor de tasacio´n ten´ıa una frecuencia trimestral, mientras que el resto es
mensual. Por ello, se debe emplear el procedimiento expand de SAS, que mediante interpolacio´n,
convierte los intervalos de frecuencia en lo que se indique. En este caso, se requieren los datos
mensuales.
Asimismo, y dado que la prediccio´n del 2018 se tiene que basar en las series que actuara´n
como independientes, se utilizara´n los modelos de ARIMA que se han realizado sobre las series
en las secciones anteriores. Por lo tanto, las series incorporara´n los valores predichos con dichos
modelos.
De esta manera, se tendra´ una tabla tal que:
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Figura 81: Construccio´n de tabla donde las series se utilizara´n como variables
Esta tabla, donde las variables consisten en series observadas en el tiempo, implica que una
de las principales hipo´tesis en los modelos de regresio´n, sea incumplido: los errores dif´ıcilmente
estara´n incorrelados en un modelo de regresio´n con estas variables. Por lo tanto, los para´metros
de los modelos podr´ıan no ser lo suficientemente eficientes, al no tener en cuenta la posible
correlacio´n de los residuos.
Por ello, se propone un modelo de regresio´n que tenga en cuenta esta posible autocorrelacio´n.
Aplicando la teor´ıa, este modelo se puede expresar como ([13]):
yt = β1x1t + . . .+ βpxpt + nt
donde nt sera´ un proceso estacionario que recoge el efecto de todas las otras variables que
pueden tener efecto sobre yt y que sigue un proceso ARMA tal que φ(L)nt = θ(L)εt, siendo εt
un proceso de ruido blanco.
Para ello, SAS proporciona el procedimiento autoreg, que estima y pronostica modelos de
regresio´n lineal para datos de series temporales cuando los errores esta´n autocorrelacionados.
Para evaluar esta autocorrelacio´n de los residuos se utiliza el estad´ıstico de Durbin Watson, por
el cual es deseable un valor entre 1,5 y 2,5 para suponer la incorrelacio´n. Utiliza un me´todo
de stepwise para decidir el nu´mero de retardos del modelo. Utilizando este procedimiento, se
obtienen los datos de la figura 82; como se ve, el valor de DW se obtiene de 1,96, por lo que
se asumen los residuos incorrelados. Adema´s, se observan los retardos que hay que incluir en el
modelo como autorregresio´n para conseguir esta incorrelacio´n, donde los p-valores indican que
son significativos. Se observan unos p-valores altos en algunas de las variables, especialmente el
capital, por lo que esta variable aportara´ muy poco en el modelo. Teniendo en cuenta los valores
que tomaba esta serie, es normal asumir que el para´metro sea tan bajo.
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Figura 82: Resultados Regresio´n Dina´mica
El modelo resultante sera´:
Yt = 2479 + 0, 000232Xt − 0, 001158X2t + 0, 000252X3t − 0, 0000000587X4t + nt ⇒
donde nt = 1, 4688nt−1 − 0, 5256nt−3 + 0, 4481nt−7 − 0, 8502nt−8 + 0, 4794nt−9 + 0, 011nt−11 −
0, 1461nt−17 + 0, 3767nt−19 − 0, 2674nt−20 + εt
Las predicciones de este modelo son los de la figura 83:
Figura 83: Predicciones Regresio´n Dina´mica
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3.4. Comparacio´n de modelos
Vistos todos los modelos aplicados sobre la serie Valor de tasacio´n medio por metro cuadrado
en la Comunidad de Madrid, se va a comprobar con los valores reales cua´l es el modelo ma´s
acertado. Dado que el u´ltimo valor real que ha publicado el Ministerio de Fomento es el del
primer trimestre de 2018, con un valor de 2413,20 euros, se va a hacer la comparativa con e´ste
y con los valores de 2017 que se han utilizado en la propia serie. Por lo tanto, la prediccio´n real
es la de enero de 2018.
Figura 84: Comparacio´n de la prediccio´n
Figura 85: Error cuadrado medio de la prediccio´n y los valores reales
Como se puede observar, la mejor prediccio´n la otorga la regresio´n dina´mica con un valor
muy cercano a la realidad.
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4. CONCLUSIONES
Recordando el objetivo principal de este trabajo, consistente en tratar de prever los valores
que tomara´n las distintas series que influyen en el precio de venta de la vivienda, y en base a las
figuras de la seccio´n anterior donde se establec´ıan los gra´ficos comparativos y los errores medios
cuadrados (figuras 84 y 85) para la serie del Valor tasado medio en la Comunidad de Madrid,
se observa lo siguiente:
- La serie Valor Tasado medio por metro cuadrado en Madrid esta´ creciendo a un ritmo muy
alto. Teniendo en cuenta que el estudio se ha realizado partiendo de los datos desde el an˜o 2000,
es curioso que de los 10 me´todos empleados, so´lo uno de ellos (NNAR (6,6)) haya dado una
prediccio´n sobrepasada. El resto de modelos,(con la salvedad de la regresio´n, que ha acertado
completamente) se han quedado cortas. La principal conclusio´n que se puede extraer de ello es
el ritmo vertiginoso al que esta´ creciendo el nivel de la serie, inexplicable desde un punto de
vista objetivo basado en los propios datos.
-Considerar la serie como un modelo de regresio´n dina´mica dependiente de otras variables
que influyen en el mercado inmobiliario, como las financiaciones que dan los bancos, las viviendas
construidas, etc., hace mejorar el modelo. La principal conclusio´n que se extrae de ello es que
es ma´s acertado considerar las series relacionadas con la vivienda, como series con influencias
entre ellas, y no como series independientes, pues el mercado de la construccio´n y la vivienda
son precisamente temas que pueden provocar crisis potentes en el panorama nacional si no se
les da relevancia suficiente y no se toman medidas para evitar situaciones vividas y sufridas.
-El resto de series analizadas mantienen tambie´n una tendencia positiva, lo que refleja el fin
de la crisis.
El trabajo a futuro que cabr´ıa continuar, ser´ıa establecer modelos de regresio´n donde se
incorporara la relacio´n con los precios de alquiler, pues creemos que las subidas de los arren-
damientos esta´ provocando tambie´n que la gente opte por comprar en lugar de alquilar, y por
tanto, se produzcan subidas en las transmisiones de compraventas, y en las hipotecas solicitadas
y concedidas. Tambie´n ser´ıa u´til hacer el mismo estudio con dichos precios de alquiler, para ana-
lizar a fondo co´mo se esta´ desarrollando el mercado inmobiliario de los alquileres, y establecer
paralelismos con el de la venta.
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Parte I
Anexo
A. Co´digo SAS
/∗ Total h ipo t e ca s c o n s t i t u i d a s en Comunidad de Madrid ∗/
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
proc import d a t a f i l e =
”C:\ Users \Tere\Desktop\ tfm\TFM datos SAS\ t o t a l h ipo t e ca s c o n s t i t u i d a s Madrid . x l s ”
out=l i b t fm . h ipotecasConst dbms=x l s r e p l a c e ;
run ;
data l i b t fm . h ipoteca s2 ;
s e t l i b t fm . h ipotecasConst ;
format Fecha mmyyd . ;
run ;
proc s g p l o t data =l ib t fm . h ipoteca s2 ;
s e r i e s x=fecha y=numero ;
RUN;
proc s g p l o t data =l ib t fm . h ipoteca s2 ;
where f echa between ’ 01 jan2003 ’d and ’ 01 jan2005 ’d ;
s e r i e s x=fecha y=numero ;
RUN;
ods g raph i c s on ; /∗n e c e s a r i o para l o s p l o t s s i g u i e n t e s ∗/
proc t i m e s e r i e s data=l ib t fm . h ipoteca s2 PLOT=(DECOMP)
PRINT=(SEASONS DECOMP) ;
id f echa i n t e r v a l=month ;
var numero ;
run ;
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proc esm data=l ib t fm . h ipoteca s2 out=s a l i d a l ead=12 pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=Addwinters ;
run ;
/∗MULTIPLICATIVO∗/
proc esm data=l ib t fm . h ipoteca s2 out=s a l i d a l ead=12 pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=multwinters ;
run ;
/∗LINEAL∗/
proc esm data=l ib t fm . h ipoteca s2 out=s a l i d a l ead=12 pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=l i n e a l ;
run ;
/∗proc arima data=l ib t fm . h ipoteca s2 ; ∗/
/∗ i d e n t i f y var= numero nlag =24;∗/
/∗run ; ∗/
/∗∗/
/∗proc arima data=l ib t fm . h ipoteca s2 ; ∗/
/∗ i d e n t i f y var= numero (1 12) nlag =24;∗/
/∗run ; ∗/
proc arima data=l ib t fm . h ipoteca s2 ;
i d e n t i f y var= numero (1 12) nlag =24;
e s t imate p=(1)(12) q=1 noconstant ;
run ;
proc arima data=l ib t fm . h ipoteca s2 ;
i d e n t i f y var= numero (1 12) nlag =24;
e s t imate p=(1)(12) q=1 noconstant ;
f o r e c a s t l ead=12 id=fecha i n t e r v a l=month out=Pred i c c i one s ;
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run ;
/∗data l i b t fm . t r a n s a c c i o n e s 3 ; ∗/
/∗ s e t l i b t fm . t r a n s a c c i o n e s 2 ; ∗/
/∗ l e u r o s=log ( euros ) ; ∗/
/∗run ; ∗/
/∗proc arima data = l ib t fm . t r a n s a c c i o n e s 3 ; ∗/
/∗ i d e n t i f y var=Leuros ( 1 ) ; ∗/
/∗ es t imate p=1 noconstant ; ∗/
/∗run ; ∗/
/∗∗/
/∗ Capita l t o t a l h ipotecado en Comunidad de Madrid ∗/
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
proc import d a t a f i l e
=”C:\ Users \Tere\Desktop\ tfm\TFM datos SAS\
Capita l t o t a l h ipotecado en Madrid . x l s ”
out=l i b t fm . c a p i t a l h i p dbms=x l s r e p l a c e ;
run ;
data l i b t fm . c a p i t a l 2 ;
s e t l i b t fm . c a p i t a l h i p ;
format Fecha mmyyd . ;
run ;
proc s g p l o t data =l ib t fm . c a p i t a l 2 ;
s e r i e s x=fecha y=Capita l mi lesEuros ;
RUN;
proc s g p l o t data =l ib t fm . c a p i t a l 2 ;
where f echa between ’ 01 jan2003 ’d and ’ 01 jan2005 ’d ;
s e r i e s x=fecha y=Capita l mi lesEuros ;
RUN;
ods g raph i c s on ; /∗n e c e s a r i o para l o s p l o t s s i g u i e n t e s ∗/
proc t i m e s e r i e s data=l ib t fm . c a p i t a l 2 PLOT=(DECOMP)
67
PRINT=(SEASONS DECOMP) ;
id f echa i n t e r v a l=month ;
var Capi ta l mi lesEuros ;
run ;
proc esm data=l ib t fm . c a p i t a l 2 out=s a l i d a l ead=12
pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t Capi ta l mi lesEuros / model=addwinters ;
run ;
proc esm data=l ib t fm . c a p i t a l 2 out=s a l i d a l ead=12
pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t Capi ta l mi lesEuros / model=multwinters ;
run ;
proc esm data=l ib t fm . c a p i t a l 2 out=s a l i d a l ead=12
pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t Capi ta l mi lesEuros / model=l i n e a l ;
run ;
proc arima data=l ib t fm . c a p i t a l 2 ;
i d e n t i f y var= Capi ta l mi lesEuros nlag =24;
run ;
data l i b t fm . c a p i t a l 3 ;
s e t l i b t fm . c a p i t a l 2 ;
LCapital mi lesEuros=log ( Capi ta l mi lesEuros ) ;
run ;
proc arima data=l ib t fm . c a p i t a l 3 ;
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i d e n t i f y var= l C a p i t a l mi lesEuros nlag =24;
run ;
proc arima data=l ib t fm . c a p i t a l 3 ;
i d e n t i f y var= l C a p i t a l mi lesEuros (1 12) nlag =24;
run ;
proc arima data=l ib t fm . c a p i t a l 3 ;
i d e n t i f y var= l C a p i t a l mi lesEuros (1 12) nlag =24;
e s t imate q =(1)(12) noconstant ;
run ;
/∗data l i b t fm . t r a n s a c c i o n e s 3 ; ∗/
/∗ s e t l i b t fm . t r a n s a c c i o n e s 2 ; ∗/
/∗ l e u r o s=log ( euros ) ; ∗/
/∗run ; ∗/
/∗proc arima data = l ib t fm . t r a n s a c c i o n e s 3 ; ∗/
/∗ i d e n t i f y var=Leuros ( 1 ) ; ∗/
/∗ es t imate p=1 noconstant ; ∗/
/∗run ; ∗/
/∗∗/
/∗OUTLIERS∗/
proc arima data=l ib t fm . c a p i t a l 3 ;
i d e n t i f y var= l C a p i t a l mi lesEuros (1 12) nlag =24;
e s t imate q =(1)(12) noconstant ;
o u t l i e r maxnum=3 id=fecha ;
run ;
/∗data l i b t fm . c a p i t a l 4 ; ∗/
/∗ s e t l i b t fm . c a p i t a l 3 ; ∗/
/∗AO102008=( fecha=’ 1 oct2008 ’d ) ; ∗/
/∗LS042011=( fecha>=’ 1 apr2011 ’d ) ; ∗/
/∗AO042014=( fecha=’ 1 apr2014 ’d ) ; ∗/
/∗AO032014=( fecha=’ 1mar2014 ’d ) ; ∗/
/∗AO122008=( fecha=’ 1 dec2008 ’d ) ; ∗/
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/∗run ; ∗/
/∗∗/
/∗proc arima data=l ib t fm . c a p i t a l 4 ; ∗/
/∗ i d e n t i f y var= l C a p i t a l mi lesEuros (1 12)
c r o s s c o r r =(AO102008 LS042011 AO042014 AO032014 AO122008 ) nlag =24;∗/
/∗ es t imate q =(1)(12)
input= (AO102008 LS042011 AO042014 AO032014 AO122008 ) noconstant ; ∗/
/∗ o u t l i e r maxnum=5 alpha =0.01 id=fecha ; ∗/
/∗run ; ∗/
/∗∗/
/∗proc arima data=l ib t fm . c a p i t a l 4 ; ∗/
/∗ i d e n t i f y var= l C a p i t a l mi lesEuros
c r o s s c o r r =(AO102008 LS042011 AO042014 AO032014 AO122008 ) ; ∗/
/∗ es t imate q =(1)(12)
input= AO102008 LS042011 AO042014 AO032014 AO122008
method=ml noconstant ; ∗/
/∗ o u t l i e r maxnum=5 alpha =0.01 id=fecha ; ∗/
/∗ f o r e c a s t p r i n t a l l l ead=20 id=fecha i n t e r v a l=month out=Pred i c c i one s ; ∗/
/∗run ; ∗/
data l i b t fm . c a p i t a l 5 ;
s e t l i b t fm . c a p i t a l 3 ;
AO102008=( fecha=’ 1 oct2008 ’d ) ;
LS042011=( fecha>=’ 1 apr2011 ’d ) ;
AO042014=( fecha=’ 1 apr2014 ’d ) ;
/∗AO032014=( fecha=’ 1mar2014 ’d ) ; ∗/
/∗AO122008=( fecha=’ 1 dec2008 ’d ) ; ∗/
run ;
/∗AO032014 (1 12) AO122008 (1 12)∗/
proc arima data=l ib t fm . c a p i t a l 5 ;
i d e n t i f y var= l C a p i t a l mi lesEuros (1 12)
c r o s s c o r r =(AO102008 (1 12) LS042011 (1 12) AO042014 (1 12) )
nlag =24;
e s t imate q =(1)(12) input= (AO102008 LS042011 AO042014 ) noconstant ;
/∗ o u t l i e r maxnum=5 alpha =0.01 id=fecha ; ∗/
run ;
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data an ( drop=i ) ;
do i=1 to 12 ;
LS042011=1;AO102008=0;AO042014=0;
f echa=intnx ( ’month ’ , ’ 01 jan2018 ’d , i −1); output ;
end ;
run ;
proc append base=l i b t fm . c a p i t a l 5 data=an f o r c e ; run ;
proc arima data=l ib t fm . c a p i t a l 5 ;
i d e n t i f y var= l C a p i t a l mi lesEuros (1 12)
c r o s s c o r r =(AO102008 (1 12) LS042011 (1 12) AO042014 (1 12) )
nlag =24;
e s t imate q =(1)(12) input= (AO102008 LS042011 AO042014 ) noconstant ;
/∗ o u t l i e r maxnum=5 alpha =0.01 id=fecha ; ∗/
f o r e c a s t p r i n t a l l l ead=12 id=fecha i n t e r v a l=month out=Pred i c c i one s ;
run ;
data pr ;
s e t p r e d i c c i o n e s ;
FORECAST T=exp ( f o r e c a s t ) ;
i f n >180 ;
run ;
/∗ Viviendas l i b r e s terminadas en Comunidad de Madrid ∗/
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
proc import d a t a f i l e =
”C:\ Users \Tere\Desktop\ tfm\TFM datos SAS\Viviendas l i b r e s terminadas en Madrid . x l s ”
out=l i b t fm . v iv i endas dbms=x l s r e p l a c e ;
run ;
data l i b t fm . v iv i endas2 ;
s e t l i b t fm . v iv i endas ;
format Fecha mmyyd . ;
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run ;
proc s g p l o t data =l ib t fm . v iv i endas2 ;
s e r i e s x=fecha y=Numero ;
RUN;
proc s g p l o t data =l ib t fm . v iv i endas2 ;
where f echa between ’ 01 jan2003 ’d and ’ 01 jan2005 ’d ;
s e r i e s x=fecha y=numero ;
RUN;
ods g raph i c s on ; /∗n e c e s a r i o para l o s p l o t s s i g u i e n t e s ∗/
proc t i m e s e r i e s data=l ib t fm . v iv i endas2 PLOT=(DECOMP)
PRINT=(SEASONS DECOMP) ;
id f echa i n t e r v a l=month ;
var numero ;
run ;
proc esm data=l ib t fm . v iv i endas2 out=s a l i d a l ead=12 pr i n t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=Addwinters ;
run ;
proc esm data=l ib t fm . v iv i endas2 out=s a l i d a l ead=12 pr i n t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=multwinters ;
run ;
proc esm data=l ib t fm . v iv i endas2 out=s a l i d a l ead=12 pr i n t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=l i n e a l ;
run ;
proc arima data=l ib t fm . v iv i endas2 ;
i d e n t i f y var= numero nlag =24;
run ;
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data l i b t fm . v iv i endas3 ;
s e t l i b t fm . v iv i endas2 ;
lnumero=log ( numero ) ;
run ;
proc arima data=l ib t fm . v iv i endas3 ;
i d e n t i f y var= lnumero (1 12) nlag =24;
run ;
proc arima data=l ib t fm . v iv i endas3 ;
i d e n t i f y var= lnumero (1 12) nlag =24;
e s t imate q =(1)(12) noconstant ;
f o r e c a s t p r i n t a l l l ead=12 id=fecha i n t e r v a l=month out=Pred i c c i one s ;
run ;
/∗ Transmis iones de propiedad de v iv i endas con
compraventa en Comunidad de Madrid . ∗/
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
proc import d a t a f i l e =
”C:\ Users \Tere\Desktop\ tfm\
TFM datos SAS\Transmis iones propiedad compraventa en Madrid . x l s ”
out=l i b t fm . compraventa dbms=x l s r e p l a c e ;
run ;
data l i b t fm . comprav2 ;
s e t l i b t fm . compraventa ;
format Fecha mmyyd . ;
run ;
proc s g p l o t data =l ib t fm . comprav2 ;
s e r i e s x=Fecha y=Numero ;
RUN;
proc s g p l o t data =l ib t fm . comprav2 ;
73
s e r i e s x=Fecha y=Numero ;
where Fecha > ’ 01 jan2009 ’d and fecha< ’ 01 jan2011 ’d ;
RUN;
/∗
ods g raph i c s on ; /∗n e c e s a r i o para l o s p l o t s s i g u i e n t e s ∗/
proc t i m e s e r i e s data=l ib t fm . comprav2 PLOT=(DECOMP)
PRINT=(SEASONS DECOMP) ;
id f echa i n t e r v a l=month ;
var numero ;
run ;
proc esm data=l ib t fm . comprav2 out=s a l i d a l ead=12 pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=addwinters ;
run ;
proc esm data=l ib t fm . comprav2 out=s a l i d a l ead=12 pr in t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=month ;
f o r e c a s t numero / model=multwinters ;
run ;
proc arima data=l ib t fm . comprav2 ;
i d e n t i f y var= numero nlag =24;
run ;
/∗data l i b t fm . v iv i endas3 ; ∗/
/∗/∗ s e t l i b t fm . v iv i endas2 ; ∗/∗/
/∗/∗ lnumero=log ( numero ) ; ∗/∗/
/∗/∗run ; ∗/ ;
proc arima data=l ib t fm . comprav2 ;
i d e n t i f y var= numero (1 12) nlag =24;
run ;
proc arima data=l ib t fm . comprav2 ;
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i d e n t i f y var= numero (1 12) nlag =24;
e s t imate q =(1)(12) noconstant ;
f o r e c a s t p r i n t a l l l ead=12 id=fecha i n t e r v a l=month
out=Pred i c c i one s ;
run ;
/∗ Valor tasado medio de l a v iv i enda l i b r e en Comunidad de Madrid ∗/
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
data l i b t fm . ta sac i on2 ;
s e t l i b t fm . t a sa c i on ;
format fecha ddmmyy10 . ;
in format fecha ddmmyy10 . ;
f echa2=put ( fecha , ddmmyy10 . ) ;
run ;
DATA l i b t fm . t a sa c i on ;
LENGTH
Fecha 8
Euros m2 8 ;
FORMAT
Fecha YYQ9.
Euros m2 COMMA8. 2 ;
INFORMAT
Fecha DATE9.
Euros m2 BEST7 . ;
INFILE
’C:\ Users \Tere\AppData\Local \Temp\SEG260\valortasadomedioComunidadMadrid . txt ’
LRECL=14
ENCODING=”WLATIN1”
TERMSTR=CRLF
DLM=’ 7F ’ x
MISSOVER
DSD ;
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INPUT
Fecha : ?? ANYDTDTE6.
Euros m2 : ?? COMMAX7. ;
RUN;
proc s g p l o t data =l ib t fm . ta sa c i on ;
s e r i e s x=fecha y=Euros m2;
RUN;
proc s g p l o t data =l ib t fm . ta sa c i on ;
where f echa between ’ 01 jan2004 ’d and ’ 01 jan2008 ’d ;
s e r i e s x=fecha y=Euros m2;
RUN;
ods g raph i c s on ; /∗n e c e s a r i o para l o s p l o t s s i g u i e n t e s ∗/
proc t i m e s e r i e s data=l ib t fm . t a sa c i on PLOT=(DECOMP)
PRINT=(SEASONS DECOMP) ;
id f echa i n t e r v a l=qtr ;
var Euros m2;
run ;
/∗∗/
/∗proc esm data=l ib t fm . t r a n s a c c i o n e s 2
out=s a l i d a l ead=4 p r in t =(FORECASTS ESTIMATES)∗/
/∗PLOTS =(FORECASTS MODELS SEASONS) ; ∗/
/∗ id f echa i n t e r v a l=qtr ; ∗/
/∗ f o r e c a s t euros / model=Addwinters ; ∗/
/∗run ; ∗/
proc esm data=l ib t fm . t a sa c i on out=s a l i d a l ead=4 pr i n t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=qtr ;
f o r e c a s t Euros m2 / model=multwinters ;
run ;
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proc esm data=l ib t fm . t a sa c i on out=s a l i d a l ead=4 pr i n t =(FORECASTS ESTIMATES)
PLOTS =(FORECASTS MODELS SEASONS) ;
id f echa i n t e r v a l=qtr ;
f o r e c a s t Euros m2 / model=l i n e a l ;
run ;
proc arima data=l ib t fm . ta sa c i on ;
i d e n t i f y var= Euros m2 nlag =12;
run ;
proc arima data=l ib t fm . ta sa c i on ;
i d e n t i f y var= Euros m2(1) nlag =12;
run ;
/∗proc arima data=l ib t fm . ta sa c i on ; ∗/
/∗ i d e n t i f y var= Euros m2 (1) nlag =12;∗/
/∗ es t imate p=1 q=1 noconstant ; ∗/
/∗run ; ∗/
/∗proc arima data=l ib t fm . ta sa c i on ; ∗/
/∗ i d e n t i f y var= Euros m2 (1) nlag =12;∗/
/∗ es t imate p=1 noconstant ; ∗/
/∗run ; ∗/
/∗proc arima data=l ib t fm . ta sa c i on ; ∗/
/∗ i d e n t i f y var= Euros m2 (1) nlag =12;∗/
/∗ es t imate p=1 q=1 noconstant ; ∗/
/∗ f o r e c a s t l ead=12 id=fecha i n t e r v a l=qtr
out=Pred i c c i one s ; ∗/
/∗run ; ∗/
proc arima data=l ib t fm . ta sa c i on ;
i d e n t i f y var= Euros m2 (1) nlag =12;
e s t imate p=1 noconstant ;
f o r e c a s t l ead=8 id=fecha i n t e r v a l=qtr
out=Pred i c c i one s ;
run ;
data pr ;
s e t p r e d i c c i o n e s ;
/∗FORECAST T=exp ( f o r e c a s t ) ; ∗/
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i f n >72 ;
run ;
l ibname l i b t fm ’C:\ Users \Tere\Desktop\ tfm\ l i b t fm ’ ;
proc expand data=l ib t fm . t a sa c i on out=l ib t fm . tasacionRG from=qtr to=month
p lo t= a l l ;
id f echa ;
run ;
data l i b t fm . tasacionRG ;
s e t l i b t fm . tasacionRG ;
i f f e cha< ’ 01 jan2007 ’d then d e l e t e ;
run ;
data l i b t fm . capitalRG ;
s e t l i b t fm . c a p i t a l 2 ;
i f f e cha< ’ 01 jan2007 ’d /∗or f echa> ’ 01 oct2017 ’d ∗/then d e l e t e ;
format fecha monyy7 . ;
run ;
proc s q l ;
c r e a t e t a b l e capitalpredRG as
s e l e c t fecha , exp ( f o r e c a s t ) as Capi ta l mi lesEuros
from p r e d i c c i o n e s where f echa> ’ 31 dec2017 ’d ;
qu i t ;
proc append base=l i b t fm . capitalRG data=capitalpredRG f o r c e ; run ;
data l i b t fm . hipotecasRG ;
s e t l i b t fm . h ipoteca s2 ;
i f f e cha< ’ 01 jan2007 ’d
/∗or f echa> ’ 01 oct2017 ’d∗/
then d e l e t e ;
format fecha monyy7 . ;
rename numero=numeroHip ;
run ;
proc s q l ;
c r e a t e t a b l e hippredRG as
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s e l e c t fecha , f o r e c a s t as numeroHip
from p r e d i c c i o n e s where f echa> ’ 31 dec2017 ’d ;
qu i t ;
proc append base=l i b t fm . hipotecasRG data=hippredRG f o r c e ; run ;
data l i b t fm . viviendasRG ;
s e t l i b t fm . v iv i endas2 ;
i f f e cha< ’ 01 jan2007 ’d
/∗or f echa> ’ 01 oct2017 ’d ∗/
then d e l e t e ;
format fecha monyy7 . ;
rename numero=numeroViv ;
run ;
proc s q l ;
c r e a t e t a b l e vivipredRG as
s e l e c t fecha , exp ( f o r e c a s t ) as numeroViv
from p r e d i c c i o n e s where f echa> ’ 31 dec2017 ’d ;
qu i t ;
proc append base=l i b t fm . viviendasRG data=vivipredRG f o r c e ; run ;
data l i b t fm . compravRG ;
s e t l i b t fm . comprav2 ;
i f f e cha< ’ 01 jan2007 ’d
/∗or f echa> ’ 01 oct2017 ’d ∗/
then d e l e t e ;
format fecha monyy7 . ;
rename numero=numeroCom ;
run ;
proc s q l ;
c r e a t e t a b l e CVpredRG as
s e l e c t fecha , f o r e c a s t as numeroCom
from p r e d i c c i o n e s where f echa> ’ 31 dec2017 ’d ;
qu i t ;
proc append base=l i b t fm . compravRG data=CVpredRG f o r c e ; run ;
/∗JUNTAMOS TODAS∗/
data l i b t fm . todas ;
merge l i b t fm . tasacionRG
l ib t fm . hipotecasRG l ib t fm . capitalRG l ib t fm . viviendasRG l ib t fm . compravRG ;
79
by fecha ;
run ;
proc autoreg data=l ib t fm . todas ;
model euros m2=numeroViv numeroCom numeroHip c a p i t a l m i l e s eu ro s /
nlag=20 backstep method=ml ;
output out=p p=hat pm=ptrend l c l=l c l uc l=uc l ;
run ;
/∗data rg2 ; ∗/
/∗ s e t l i b t fm . todas ; ∗/
/∗ f echa2=intnx ( ’month ’ , fecha , n −1 ) ; ∗/
/∗EurosD=d i f ( Euros m2) ; ∗/
/∗numeroHipD=d i f ( numeroHip ) ; ∗/
/∗capiD=d i f ( Capi ta l mi lesEuros ) ; ∗/
/∗numeroVivD=d i f ( numeroViv ) ; ∗/
/∗numeroComD=d i f (numeroCom ) ; ∗/
/∗run ; ∗/
/∗∗/
/∗∗/
/∗proc autoreg data=rg2 ; ∗/
/∗model EurosD=numeroHipD capiD numeroComD numeroVivD / nlag=5 backstep method=ml ; ∗/
/∗output out=p p=hat pm=ptrend l c l=l c l uc l=uc l ; ∗/
/∗run ; ∗/
/∗∗/
/∗data pred ; ∗/
/∗euros m2=. ;∗/
/∗do fecha=’ 01 nov2017 ’d to ’ 01 dec2018 ’d ; ∗/
/∗output ; ∗/
/∗ f e cha=intnx ( ’month ’ , fecha , 1 ) ;∗/
/∗end ; ∗/
/∗ format fecha monyy7 . ; ∗/
/∗run ; ∗/
/∗data b ; ∗/
/∗merge l i b t fm . todas pred ; ∗/
/∗by fecha ; ∗/
/∗run ; ∗/
/∗∗/
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/∗proc autoreg data=b ; ∗/
/∗model euros m2=numeroViv numeroCom numeroHip c a p i t a l m i l e s eu ro s /nlag =2;∗/
/∗output out=p p=hat pm=ptrend l c l=l c l uc l=uc l ; ∗/
/∗run ; ∗/
B. Co´digo R
#Carga l i b r e r i a s
l ibrary ( boot )
l ibrary ( sas7bdat )
l ibrary ( x l sx )
l ibrary ( r eadx l )
l ibrary ( l u b r i d a t e )
l ibrary (TSA)
l ibrary ( t s e r i e s )
l ibrary ( f o r e c a s t )
l ibrary ( nnfor )
#Lectura de datos
#v i v <− read e x c e l ( ’C:/Users/Tere/Desktop/tfm/R/ t a sac ion . x l s x ’ )
viv2 <− read e x c e l ( ’C: /Users/Tere/Desktop/tfm/R/ t a s a c i on s t . x l sx ’ )
#v i v$Fecha=as . Date ( v i v$Fecha , ”%Y−%m−%d”)
class ( v iv$Fecha )
class ( v iv$Euros m2)
plot ( v iv )
v iv . ts <− ts (data = viv2 , start = c (2000 ,1 ) , frequency = 4)
frequency ( v iv . ts )
plot ( v iv . ts )
print ( v iv . ts )
end( v iv . ts )
cycle ( v iv . ts )
boxplot ( v iv . ts ˜ cycle ( v iv . ts ) )
v iv . des <− decompose ( v iv . ts )
plot ( v iv . des , x lab=’Anyo ’ )
v i v d i f <− d i f f ( v iv . ts )
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v i v d i f 2 <− d i f f ( v i v d i f )
f <− n d i f f s ( v iv . ts )
s <− n s d i f f s ( v iv . ts )
plot ( v i v d i f 2 )
adf <− adf . t e s t ( v i v d i f )
adf$p . va lue
adf <− adf . t e s t ( v i v d i f 2 )
adf$p . va lue
autop lo t ( a c f ( v i vd i f 2 , plot = FALSE) )
autop lo t ( pac f ( v i vd i f 2 , plot = FALSE) )
#vemos que arima nos c a l c u l a R
autoarima <− auto . arima ( viv . ts )
autoarima
#se ob t i enen va r i o s modelos para ver cua l t i e n e menor AIC, y se comparan con l o s
#modelos de autoarima
arima1<− arima ( v iv . ts , c ( 1 , 1 , 0 ) ) #modelo o r i g i n a l con una d i f y ar1
arima2<− arima ( v i v d i f , c ( 1 , 0 , 1 ) ) #modelo d i f e r 1 vez y ar1 ma1
arima3<− arima ( v i v d i f , c ( 1 , 0 , 0 ) ) #modelo d i f e r 1 vez y ar1 (modelo SAS)
arima4<− arima ( v i v d i f , c ( 0 , 0 , 1 ) ) #modelo d i f e r 1 vez y ma1
arima5<− arima ( v ivd i f 2 , c ( 0 , 0 , 1 ) ) #modelo d i f e r 2 veces y ma1 (modelo R)
arima6<− arima ( v ivd i f 2 , c ( 1 , 0 , 1 ) ) #modelo d i f e r 2 veces y ar 1 ma1
AIC( arima1 , arima2 , arima3 , arima4 , arima5 , arima6 , autoarima )
autop lot ( a c f ( autoarima$residuals , plot = FALSE) )
autop lo t ( pac f ( autoarima$residuals , plot = FALSE) )
bp <− Box . t e s t ( autoarima$residuals )
bp$p . va lue
lb <− Box . t e s t ( autoarima$residuals , type=”Ljung−Box” )
lb$p . va lue
f o r e c<−f o r e c a s t ( autoarima , h=10)
f o r e c$f itted
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viv . ts
plot ( f o r e c )
#View( f o r e c )
accuracy ( f o r e c )
matr iz . f o r e c <−data . frame ( f o r e c$mean, f o r e c$lower , f o r e c$upper )
#REDES NEURONALES
#nnetar
set . seed (123)
rn <− nnetar ( v iv . ts , P=0, r epea t s =100 , act . f c t=’ l o g i s t i c ’ )
rn
rn2 <− nnetar ( v iv . ts , P=0, s i z e =5,p=2 , r epea t s =100 , act . f c t=’ l o g i s t i c ’ )
rn2
rn3 <− nnetar ( v iv . ts , P=0, s i z e =4,p=1 , r epea t s =100 , act . f c t=’ tanh ’ )
rn3
rn4 <− nnetar ( v iv . ts , P=0, s i z e =6,p=6, r epea t s =100 , act . f c t=’ l o g i s t i c ’ )
rn4
f <− f o r e c a s t ( rn , PI=TRUE, h=10)
f2 <− f o r e c a s t ( rn2 , PI=TRUE, h=10)
f3 <− f o r e c a s t ( rn3 , PI=TRUE, h=10)
f4 <− f o r e c a s t ( rn4 , PI=TRUE, h=10)
autop lo t ( f , h=10)
f
f 2
f 3
f 4
f$f itted
f 2$f itted
summary( rn3 )
plot ( rn )
#nnfor
set . seed (123)
rnelm <− elm ( viv . ts , rep=100 , type=” step ” )
rnelm2 <− elm ( viv . ts , rep=100 , type=” l a s s o ” )
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rnelm
rnelm2
summary( rnelm )
plot ( rnelm )
fe lm <− f o r e c a s t ( rnelm , h=10)
fe lm2 <− f o r e c a s t ( rnelm2 , h=10)
fe lm2<− f o r e c a s t ( rnelm )
fe lm$f itted
fe lm
felm2
autop lo t ( felm , ,h=10)
rnelm
plot ( rnelm , fe lm )
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