Abstract': Consider two sets of points X I A and their nfold Cartesian products {A}", {X},. A non-negative cost is associated with each element of A. A measure of distance is defined between an element of A and an element of X . It is assumed that the cost and also the distance in the n-fold space has an additive property. The shaped set is composed of a subset of elements of {A}" of the least cost. Decoding of an element x E {X}, is the process of finding the element of the shaped set which has the minimum distance to x. Using the additivity property of cost and distance measures, the decoding problem is formulated as a linear program. Using the generalized upper bounding technique of linear programming in conjunction with some special features of the problem, we present methods to substantially reduce the complexity of the corresponding simplex search. The proposed method is used for the fixed-rate entropy-coded vector quantization of a Gaussian source. For n = 128 (space dimensionality) using 8 points per dimension and for a rate of 2.5 bitsldimension, we need about 52 additions, 87 comparisons, 0.2 divisions, and 0.4 multiplications per dimension to achieve SNR = 13.31 dB (the bound obtained from the Rate-distortion curve is 13.52 dB). This is substantially less complex than the traditional methods based on the dynamic programming.
Introduction
Consider a discrete set of points A composed of K = /AI elements. A non-negative cost .(a) is associated with each element a E A . Consider the n-fold Cartesian product of A dented as {A}". It is assumed that the cost of an n-fold element a = (ao, . . . , a n -l ) E {A}" is equal to: c(a) = xi .(ai). Shaping is achieved by selecting a subset of the n-fold elements, S, E { A } " , with a cost less than or equal to a given value cmax. We refer to,A as the constituent subset and to S, as the shaped set.
Two major applications of this problem are in: (i) quantizer shaping (fixed-rate entropy-coded vector quantization) of an independent source [l], [2] where A is the set of reconstruction vectors of an e-D vector quantizer (for a given e) and cost is equivalent to self-information, and,
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(ii) constellation shaping [3], [4] where A is the set of points of an C-D subconstellation and cost is equivalent to energy.
Consider another set of n-tuples X , denoted as the input set. A non-negative distance is defined between each x = (ZO, . . . , zn-l) E X , and each s = (so, . . . , sn-l) E S , .
The distance between zi and si is denoted as d ( s i , s i ) .
It is assumed that the distance between x and s is equal to:
d ( x , s) = E, d ( z ; , si). Decoding of an element x E X , is to find the element S E & which has the minimum distance to x. Selecting a point with a larger distance than the minimum possible value results in some degradation in performance.
The immediate approach to decoding is to perform an exhaustive search. This is achieved by computing the distance of x to all the elements of S, and finding the smallest value. In most cases S, has a huge cardinality and, consequently, the exhaustive search is impractical. In this case, one needs an algorithmic approach for decoding. The basic frameworks to develop such an algorithm are: (i) additivity property of cost, and, (ii) additivity property of distance.
A class of decoding schemes are based on replacing the shaping region by the Voronoi region of a lattice [5] . These schemes do not rely on the two additivity properties mentioned earlier. Another known approach for decoding is based on dynamic programming [6] , [7] , [8] . In this case, the states of the system correspond to the accumulative cost. One major problem associated with this approach is that the number of states can be a huge value. An effective rule for the quantization of the state space (merging of states) is presented in [8] . This results in a suboptimum shaping region with low decoding complexity and small performance degradation. Although for moderate values of n (say n = 32) this approach is quite effective, for larger values of n the decoding complexity to keep the performance degradation small still remains quite high.
In this paper, we introduce a method based on a linear programming approach which makes use of the additivity properties mentioned earlier in a more useful way. Decoding is achieved in a number of steps where each step finds a point of the shaped set with a smaller distance. This property enables us to provide a tradeoff between the search complexity and the performance. This is the first time that the problem of decoding of a shaped set, and in specific the problem of fixed-rate entropy-coded vector quantization, is formulated in terms of a linear program. This formulation enables us to apply the rich ideas developed in various contexts of linear programming to this new application.
In most parts of the paper, it is assumed that the reader The cost associated with the j t h element of A is denoted as c ( j ) . For an n-tuple input x, the distance of the ith component of x to the j t h element of A is denoted as di(j). The overall distance and cost are equal to: xi C j b;(j)di(j) and xi ci & ( j ) c ( j ) , respectively. The optimization problem is formulated as: The immediate problem in applying the simplex method to solve (1) is that the varia,bles & ( j ) are restricted to be integer numbers, or more specifically 0 and 1. In the context of linear programming, this is called a zero-one program. Fortunately, in the present case, one can avoid this complexity using the following simple theorem:
Theorem: There are at least one and at most two basic variables corresponding to each indicator constraint. Proof: To satisfy the equality, there should be at least one basic variable corresponding to each indicator constraint. Considering that: (i) each indicator constraint is composed of a disjoint set of variables, and, (ii) the number of basic variables is, equal to the number of indicator constraints plus one (because we haxe just one extra constraint namely the cost constraint), we conclude that there can not be more than two basic variables corresponding to each of them. An inclicator constraint with two basic variables is called an essential constraint. The theorem says that the number of essential constraints is either zero or one.
The standard form for the resulting problem is given in (4). The constituent subsets are indexed by 0 , . . . , n -1 (set-indez). 'The set-indices are shown in the upper row of (4). The subset indexed by n will be defined later. The rows in (4), which are indexed by 0, . . . , n + 1 (row-indez),
are generally denoted as the equality constraints. The rowindices are shlown in the first column of (4). Each of the basic variables (in a given iteration of the simplex search) corresponds to one of the equality constraints. The indicator constraints are a subset of the equality constraints indexed by 2 , . . . , n + 1.
To solve the problem in (4), we just relax the zero-one constraint and then apply the simplex search. Using the previous theorem, we conclude that in the iinal solution a t most two basic variables are different from unity. One of the following two cases may happen in the final answer:
Case I: If there is only one non-unity basic variable, it corresponds to the slack variable of the cost constraint and indicates that the cost constraint is satisfied with inequality. In this case, the vector obtained by concatenating the nearest points of different constituent subsets satisfy the cost constrainit and is the optimum answer. By performing a simple test before starting the search procedure, one can avoid the computation associated with such cases.
Case 11: If there are two non-unity basic variables, it means that the cost constraint is satisfied with equality. In this case, we set one of the non-unity basic variables to zero and the other one to unity. The selection is achieved such that the cost constraint is not violated. Obviously, such a selection is always possible and it can be shown that the resulting solution in indeed the optimum answer subject to the zero-one constraint [ 111.
Using the revised simplex method to solve the linear program given in (4) results in a basis of size (n + 2) x ( n + 2).
The problem has a special structure which can be used to substantially reduce the effective size of the basis. This is due to the fact that the set of the indicator constraints are non-overlapping. To use this structure, one basic variable in each indicator constraint is denoted as the key variable.
If there are two basic variables (corresponding to an essential constraint), one of them is selected arbitrarily. The basic variable of an essential constraint which is not key is called the non-key basic variable. In the following, we see how one can perform the steps of the revised simplex search without considering the effect of the key variables in an explicit way. Consider the system obtained by subtracting the column corfesponding to each key variable from every other column in their respective set. This operation is equivalent to a linear change of variable and results in the so-called derived system. It can be easily shown that in this new system, the values of the key variables corresponding to any feasible solution is equal to one. These variables are treated as the variables at upper-bound in an upper bounded variable algorithm for the revised simplex method. In this way, one can assume that the key variables are absent from the derived system. This results in a reduced system. It can be shown that the basis for the reduced system, denoted as B, is composed of the basic variables which are not key. The main idea is that the steps of the revised simplex search can be carry out using just the inverse B-' o f B and the corresponding basic solution of the reduced system. This property is due to the fact that one can easily reach from the basis of B to the corresponding basis in the unreduced system (denoted as the unreduced basis of B). We just explain the operation of switching the basic variables.
First of all, it is easy to show that the variables to be switched can not belong to two different non-essential indicator constraints. If the variables belong to the same non-essential indicator constraint, we just change the corresponding key variable and do some necessary updating (no pivoting is required). A more complicated case occurs when the switching involves an essential constraint. In this case, if the switching is to be done with the corresponding non-key basic variable, we just perform the ordinary pivoting operation. But, if the switching is to be done with the key variable, we first change the key variable with the non-key basic variable, do some necessary updating, and then perform the pivoting operation.
In the following, we have some definitions which facilitate formulation and also implementation of the algorithm. Our problem has two special features with respect to the general case discussed in [9] which are used to reduce the computational complexity. These are explained in the following:
e The costs of points for all the constituent subsets are the same.
e There is only one constraint involving all the variables (cost constraint). As already mentioned, the immediate consequence of this feature is that one can relax the zero-one constraint. In addition, this results in a matrix B of size 2 x 2 which is upper triangular (with a unity element at the upper left corner).
The corresponding algorithm is explained in the next
section. The (i, j ) t h element of B-' is denoted as B-'(Z, j ) .
Algorithm
1. Start from the basic feasible solution where the selected component for all the constituent subsets is the point of the least cost. 
Compute 4 ( j )
= B-'(Q, l)c(j), p(j) = B-'(l, l)c(j) for j = O , . . . , K -1.
Compute p i ( j ) = d i ( j ) + $ ( j )
for i = O~. . . , n -l , j = 0, . . . , K -1. This is the inner product of the first row of B-' with the vector composed of the first two elements in each column of the system given in (4).
5. For each value of the set-index i = 0, . . . , n -1, find the
Compute A i = p i (~i ) -p i [ I C ( i ) ]
for i = Q ,..., n-1. 14. Compute the index T of the variable to leave the basis using,
Compute the 2-D vector d with the components
Assume that this variable belongs to the constituent subset indexed by p.
15.
If p = a and the corresponding constraint is not essential, change the key variable ,,of the constraint and perform the necessary updating.
16.
If the variable to leave the basis is the key variable of an essential constraint, make the corresponding nonkey basic variable to be the key and perform the necessary updating.
Perform the pivoting operation by replacing B-' by
PB-l where, and perform the necessary updating.
The algorithm can be easily modified to provide a tradeoff between the search complexity and performance. One way to do this is to impose a constraint on the total execution time.
A more detailed explanation of this algorithm is available As another example, for n = 512, using 8 points per dimension and for a rate of 2.5 bits/dimension, we need about 166 additions, 342 comparisons 0.2 divisions, and 0.4 multiplications per dimension to achieve SNR = 13.41 dB (the bound obtained from the Rate-distortion curve is
dB).
Extensive numerical results concerning the performance and the complexity of the proposed quantization scheme are available in [ll] . Some examples of such numerical results are given in Fig. (1) which show the performance and the complexity of the proposed coding scheme as a function of dimension.
vector quantization (in the transform domain) of a correlated source [lo] . The algorithm given here can be easily modified to apply to that more general problem. 
