Abstract. We introduce the concept of weakly Markov dynamical systems. We prove for them the asymptotic convergence, along the radii of relative Lebesgue measure converging very fast to one, to the exponential law of the distribution of the the first return times to almost every shrinking ball. We prove that weakly Markov dynamical systems include such large classes of smooth dynamical systems as expanding repellers, holomorphic endomorphisms of complex projective spaces, and Axiom A diffeomorphisms (none of them are assumed to be conformal) and conformal ones such as conformal iterated function systems, conformal graph directed Markov systems, conformal expanding repellers, rational functions of the Riemann sphere, and transcendental meromorphic functions. For the conformal systems we in fact prove much more, namely that the convergence to the exponential law is along all radii. This is achieved by proving the thin annuli property.
In this paper we deal with asymptotic statistics of return times to shrinking objects that are formed by ordinary open balls with radii converging to zero. We introduce the concept of weakly Markov dynamical systems and prove for them the asymptotic convergence to the exponential law of the distribution of the first return times to almost every shrinking ball. The concept of weakly Markov systems captures and extends that of loosely Markov systems of [Urb] and of earlies works on the subject such as [STV] . The advantage of this approach is that now no transfer operators are involved, and merely the exponential decay of correlations is assumed along with two other standard hypotheses. This permits us to prove the exponential law if the balls shrink along the radii of relative Lebesgue measure converging very fast to one, see Theorem 8. This theorem applies to all systems considered in Section 6 entirely devoted to examples. It in particular applies to systems which are not necessarily conformal such as expanding repellers, holomorphic endomorphisms of complex projective spaces, and Axiom A diffeomorphisms. This last class of systems, Axiom A diffeomorphisms, is of particular significance, since these systems are invertible and consequently, the method of transfer operators does not automatically apply; these are not loosely Markov systems. Our method allows us to obtain a simple and transparent proof of exponential one law for this class of systems. See [Hir] for the existing recurrence results for Axiom A diffeomorphisms.
In order to get convergence to the exponential law along all radii, so far in the field of return times, when doing this it was customary to just assume that the limit of the ratio of the measure of an appropriately thin annulus to the measure of the ball enclosing it converges to zero when the radii of the balls do so; we call this property the thin annuli property. Up to our best knowledge no serious attempt has been as yet made to verify this hypothesis in some reasonable generality. We do it for large classes of conformal systems which in particular include iterated function systems, graph directed Markov systems, conformal expanding repellers, rational functions of the Riemann sphere, and transcendental meromorphic functions. We underline that we do not impose any separation condition on the iterated function system (graph directed Markov system). All these classes for which our proof applies are described in detail in Section 6 which, we repeat, is entirely devoted to examples.
Exponential distribution
We will denote the open ball of radius r centred at x by both B(x, r) and B r (x) depending on the appropriate context. Recall the following standard definition: ln µ(B r (z)) ln r .
Definition 6. A system is said to satisfy Weak Partition Existence Condition if there exists a countable partition α with h µ (f, α) > 0, such that for µ-a.e. x ∈ X there exists χ = χ(x) > 0 such that (2.5) B(x, exp(−nχ)) ⊂ α n (x) for all n sufficiently large.
Remark. The aforementioned stronger version of (i) says that the iterates of the appropriate Perron-Frobenius operator, applied to a Hölder continuous function, converge exponentially fast. In our approach we avoid working with the Perron-Frobenius operator, and use directly our condition (i). This allows us to use the Theorem for the system for which the exponential decay of correlation has been proved, but the speed of convergence of the iterates of Perron-Frobenius operator is not clear, or not known. This also allows us to formulate the results for classical invertible systems with exponential decay of correlation.
Recall that given a finite measure µ and a measurable set A we denote by µ A the conditional measure on A, i. e.
for every measurable subset F of A.
Theorem 7. For (T, X, µ, B, ρ), a weakly Markov system with thin annuli, the distribution of the entry time tends to the exponential one law (2.6) sup t≥0 µ z ∈ X : τ Br(x) (z) > t µ(B r (x)) − e −t r→0 −→ 0 for µ-a.e. x ∈ X, and also the distribution of normalized return time tends to the exponential one law (2.7) sup t≥0 µ Br(x) z ∈ B r (x) : τ Br(x) (z) > t µ(B r (x)) − e −t r→0 −→ 0 for µ-a.e. x ∈ X.
Relaxing the thin annuli hypothesis, we still get a quite strong version of the exponential one law for general weakly Markov systems. Indeed, we may apply the results from section 5, namely Corollary 26, which states that the thin annuli property is satisfied for most radii. Precise statement follows.
Theorem 8. Given a weakly Markov system (T, X, µ, B, ρ), for µ-a.e. x ∈ X, the entry time tends to the exponential distribution (2.8) lim n→∞ sup t≥0 µ z ∈ X : τ Br n (x) (z) > t µ(B rn (x)) − e −t = 0 for most choices of the sequence r n , where "most choices" means that the subset of radii within an interval [0, s] omits no more than a set of Lebesgue measure of order O −s − ln(s) ln(s) . The same is true for the normalized return time.
Note. For example, this gives that even without assuming the thin annuli the lower limits in (2.6) and (2.7) are equal to 0.
In order to prove Theorem 7 and Theorem 8, we shall apply the results obtained in [HSV] . More precisely, we will need to use two theorems from there. First, that the distribution of the first return time into a fixed set is close to the exponential law if and only if the distributions of the first return time and first entry are close. Second, that we can bound this, mentioned in the previous sentence, closeness by quite easy to control expressions. We will finish the proof by estimating those expressions.
Proof of Theorem 7. The proof is divided into three separate steps, first employing Theorems 9 and 10, then proving Theorem 11, and the conclusion of the proof follows immediately by combining these three theorems.
Theorem 9 gives the limiting exponential distribution, if we prove that a certain function d(B r ) goes to 0.
Theorem 10 bounds d(B r ) from above by 3 quantities a N (B r ), b N (B r ) and N µ(B r ). Finally, Theorem 11 shows that for a certain number N = N (r) those three quantities all tend to 0 simultaneously, ending the proof of Theorem 7.
Proof of Theorem 8. The proof of Theorem 8 goes in exactly the same way, but we use Theorem 11 only for those radii for which we have the thin annuli property. In Section 5 we prove that most radii have the thin annuli property, see Corollary 26.
Let us start with some notation; it has been introduced in the aforementioned paper. For a fixed set U let us define
The first result from [HSV] is this:
Theorem 9. For a measure preserving transformation the distributions of both the first return time and first entry time differ from the exponential law by an expression which tends to 0 if both µ(U ) and c(U ) go to 0. More precisely, for entry time
and also for return time
The second theorem (also from [HSV] ) gives an estimate on the value of c(U ).
Theorem 10. With the transformation as above:
and B is the σ-algebra of Borel sets.
Remark. Note that for a fixed set U the number a N (U ) grows to 1 as N → +∞, whereas b N (U ) tends to 0 (provided that the system has some mixing properties). The tricky part is to find a number N such that b N has become small, but a N and N · µ(U ) have not grown too big.
The proof of Theorem 7 follows easily from those two theorems and from the next result.
Theorem 11. If a system (T, X, µ, B, ρ) is weakly Markov with thin annuli, then there exists n r (x) such that all three values a nr (B r (x)) and b nr (B r (x)) and n r · µ(B r (x)) tend to 0 as r → 0 for µ-almost all x ∈ X.
Proof. We will write B r instead of B r (x), when dependence on x is not important. Put n r = µ(B r ) −θ . Obviously if θ < 1 we get n r · µ(B r ) → 0 instantly. So it remains to find θ such that both a nr and b nr will tend to 0.
Firstly, let us rewrite the no small returns assumption: there exists a Borel set V ⊂ X of full µ measure and measurable functions χ(x), ρ 1 (x) positive µ-a.e. such that
for all x ∈ V , all r < ρ 1 (x) and all integers k ≤ χ(x) ln(1/r). Secondly, the assumptions imposed on pointwise dimension give that there exists a set W ⊂ V ⊂ X, again of full measure, such that for all x ∈ W (2.12)
for all r < ρ 2 (x) with a certain measurable, positive µ-a.e. function ρ 2 (x). Now let us define a family of Lipschitz continuous functions approximating a characteristic function on a ball; depending on a parameter radius r > 0, κ > 0, and x ∈ X. First -auxiliary:
The functions we are looking for are
). We will denote them simply by g r . The Lipschitz constant of g r equals r −κ as metric ρ is 1-Lipschitz. In particular their Hölder norm (needed in the definition of exponential decay of correlations) is bounded above by ||g r || ξ ≤ 1 + r −κ ≈ r −κ (for small r). Fix x ∈ W ⊂ V and sufficiently small r > 0. Set f r := 1 1 Br . Note that f r ≤ g r . Recall that
.
As x ∈ V we know that some first intersections are empty. Putting χ := χ(x), this yields:
The assumption (2.4) on decay of correlations gives
This allows us to rewrite the estimate on a N and later to bound the sum's elements as simply as possible in the following way (2.13)
If κ ≤ 1 we get an estimate, using (2.12):
Take θ > 0 as small as needed in the course of the proof and fix N = n r = µ(B r ) −θ . Inserting (2.14) into (2.13), and using (2.12) again, we get
with some positive constants D and E. If we take κ < −χ ln(γ) and then any θ so small that 2θd µ (x) < κd µ (x)/2, we arrive at the conclusion that
It is worth noting that in this calculation κ is taken small, and we do not use here any estimate of the measure of annuli from above. In particular, the above estimate of a n does not require the thin annuli property. Now we turn to the task of estimating b nr (B r (x)). The point x ∈ W is as above. Fix a Borel set H, and take κ = κ x > 0 satisfying the thin annuli assumption (2.1). Then
So µ(B r )b nr (B r ) is bounded by the supremum (over all Borel sets H ⊂ X) of the above three terms. The third expression bounding b nr is estimated easily:
This tends to 0 because of the thin annuli assumption. The first term is bounded in the same way:
Dealing with the second we may use the exponential decay of correlations:
Using the pointwise dimensions formula (2.12) we get n r = µ(B r ) −θ ≥ r −θd µ (x)/2 and using it again we arrive at
and the last estimate converges to zero as r → 0 if
which holds for any finite κ (see also note after the proof κ(r)r ε = 0 for every ε > 0.
Note. A standard example of subpoly function is κ(r) = − ln(r).
Conformal Graph Directed Markov Systems and Iterated Function Systems -Preliminaries
Let us define a graph directed Markov system (abbr. GDMS) relative to a directed multigraph (V, E, i, t) and an incidence matrix A. Such systems are studied at length in [MauU3] . A directed multigraph consists of
• A finite set V of vertices, • A countable (either finite or infinite) set E of directed edges,
Now suppose that in addition, we have a collection of nonempty compact metric spaces {X v } v∈V and a number λ ∈ (0, 1), and that for every e ∈ E, we have a one-to-one contraction φ e : X t(e) → X i(e) with Lipschitz constant ≤ λ. Then the collection
is called a graph directed Markov system (or GDMS ). We now describe the limit set of the system S. For every n ∈ N let
and let E 0 A be the set consisting of the empty word. Then let
and E ∞ A := {ω ∈ E ∞ : every finite subword of ω is in E * A }. The above union defining E * A is disjoint and for every ω ∈ E * A we denote by |ω| the unique integer n such that ω ∈ E n A ; we call |ω| the length of ω. For each ω ∈ E ∞ A and n ∈ N, we write ω| n := ω 1 ω 2 . . . ω n ∈ E n A . For each n ≥ 1 and ω ∈ E n A , we let i(ω) = i(ω 1 ) and t(ω) = t(ω n ), and we let
For ω ∈ E ∞ A , the sets {φ ω|n X t(ωn) } n≥1 form a descending sequence of nonempty compact sets and therefore n≥1 φ ω|n X t(ωn) = ∅. Since for every n ≥ 1,
we conclude that the intersection
is a singleton and we denote its only element by π(ω). In this way we have defined a map
where v∈V X v is the disjoint union of the compact sets X v (v ∈ V ). The map π is called the coding map, and the set J = J S = π(E ∞ A ) is called the limit set of the GDMS S. The sets
We call the GDMS S finite if the alphabet E is finite. Furthermore, we call S maximal if for all a, b ∈ E, we have A ab = 1 if and only if t(b) = i(a). In [MauU3] , a maximal GDMS was called a graph directed system (abbr. GDS). Finally, we call a maximal GDMS S an iterated function system (or IFS ) if V , the set of vertices of S, is a singleton. Equivalently, a GDMS is an IFS if and only if the set of vertices of S is a singleton and all entries of the incidence matrix A are equal to 1. Definition 14. We call the GDMS S and its incidence matrix A finitely (symbolically) irreducible if there exists a finite set Λ ⊂ E * A such that for all a, b ∈ E there exists a word ω ∈ Λ such that the concatenation aωb is in E * A . S and A are called finitely primitive if the set Λ may be chosen to consist of words all having the same length. Note that all IFSs are finitely primitive.
Intending to pass to geometry and following [MauU3] , we call a GDMS conformal if for some d ∈ N, the following conditions are satisfied:
(a) For every vertex v ∈ V , X v is a compact connected subset of R d , and
e ∈ E, the map φ e extends to a C 1 conformal diffeomorphism from W t(e) into W i(e) with Lipschitz constant ≤ λ. (c) There are two constants L ≥ 1 and α > 0 such that for every e ∈ E and every pair of points x, y ∈ X t(e) ,
where |φ ′ ω (x)| denotes the scaling of the derivative (which is a similarity).
Remark 15. If d ≥ 2 and a family S = {φ e } e∈E satisfies the conditions (a) and (b), then it also satisfies condition (c) with α = 1. When d = 2 this is due to the well-known Koebe's distortion theorem (see for example, [Co, Theorem 7.16] , [Co, Theorem 7.9] , or [Hi, Theorem 7.4.6] ). When d ≥ 3 it is due to [MauU3] depending heavily on Liouville's representation theorem for conformal mappings (see [IM] for a detailed development leading up to the strongest current version including references to the historical background).
Remark 16. We do emphasize that in the above definition we do not need and we do not require any separation condition whatsoever. In particular even its weakest form
for all a, b ∈ E such that a = b, known as the Open Set Condition, is not assumed to hold. We also do emphasize that we do not impose any form of boundary regularity, in particular no Cone Condition of [MauU3] .
Handling thin annuli with IFSs
In this section we deal with issue of thin annuli for conformal IFSs
where
For the sake of brevity we denote
for all ω ∈ E * . The Bounded Distortion Property tells us that
for all ω, τ ∈ E * and some constant Q ≥ 1. In this section we consider a (really large) class, called M E , of Borel probability measures µ on the symbol space E ∞ , determined by the following three requirements: (A) Weak Independence:
for some constant P ≥ 1 and all ω, τ ∈ E * .
(B) There exists β > 0 such that
analytic sub-manifold (precisely: is not contained in a conformal image of a hyperplane/sphere).
Remark 17. All Gibbs measures, on the symbol space E ∞ , introduced and considered in [MauU2] are weakly independent, i.e. enjoy the property (A). It is easy to have abundance of such measures satisfying the property (B); among them are the Gibbs states of all (geometrically most significant) potentials
Let us denote an annulus centred at x with radii r and r + r 3 as R(x, r, r 3 ), i.e.
R(x, r, r
Theorem 18. If S = {φ e : X → X} e∈E is a conformal IFS, then for every µ ∈ M E the measure µ • π −1 on J S has the thin annuli property with κ = 3 (in fact this is true for any κ > 1). In other words:
It should be noted that the proofs in this section have been strongly influenced by the techniques of [DFSU] .
It should be also underlined that we do not assume in this theorem any separation condition for the IFS.
The proof of this theorem consists of several steps listed below. We shall prove all of them. For the sake of brevity we denotê
Lemma 19. There exist constants ρ > 0, H < ∞ and a finite set F ⊂ E * such that for any x ∈ J S , any radius 0 < r < ρ, and any finite word ω ∈ E * , with diameter D(ω) ≥ Hr 3 , there exists a word τ ∈ F such that π([ωτ ]) does not intersect the annulus R(x, r, r 3 ). In symbols:
Lemma 20. There exist α > 0, C < ∞ and ρ > 0 such that for all 0 < r < ρ and any finite word ω ∈ E * , with diameter D(ω) ≥ r 2 , we have
Lemma 21. For any numbers 0 < A < B define the set
Then there exists C < ∞ for which µ(T
, where β is the constant from condition (B).
Lemma 22. Let ν be an arbitrary Borel probability measure defined on some bounded Borel set X ⊂ R d . Let F be a measurable subset of X. Define
Then for any numbers c, ρ > 0 we have ν(S(F, c, ρ)) ≤ M/c, where M is some constant depending only on the space X.
Proof of Lemma 19. Assume without loss of generality that E = N. Seeking a contradiction suppose that there exist a sequence (r n ) ∞ n=1 ց 0, sequence x n ∈ J S , n ∈ N, and for all n ∈ N finite words ω (n) ∈ E * with diameters satisfying
Take then any sequence of similarities T n , n ≥ 1, for which 0
is a bounded equicontinuous sequence of conformal maps with derivatives uniformly bounded from above and uniformly separated from zero. Therefore, applying Ascoli-Arzela Theorem and passing to an appropriate subsequence we will have that the sequence (T n • φ ω (n) ) ∞ n=1 converges uniformly on X to a conformal map U : X → R d . Now, working with the one-point (Alexandrov) compactificationR d of R d , with ∞ as the compactifying point, endowingR d with spherical metric, and then the collection K d of non-empty compact subsets ofR d with the corresponding Hausdorff metric d H , we see that the collection Γ of all geometric spheres ofR d (including the spheres containing infinity (hyperplanes) and singletons) forms a compact subset of K d . Since T n (S n ) ∈ Γ, passing to a subsequence, we can therefore assume without loss of generality that T n (S n ) converges in the Hausdorff metric d H to some element Q ∈ Γ. Observe that, by (4.5), the quotient of the outer and inter radii of the annulus T n (R n ) converges to one as n → ∞ and therefore also (4.6) lim
Observe also that by condition (C) for every M ∈ Γ there exists a point
We therefore conclude that there exists k ≥ 1 such that
Consider now only integers n ≥ k so large that all letters forming ξ| k belong to {1, 2, . . . , n}. By our contrary hypothesis
Fix an arbitrary z n ∈ J S such that φ ω (n) ξ| k (z n ) ∈ R n . Passing to a subsequence we may assume without loss of generality that lim n→∞ z n = z ∈ X for some point z ∈ J S . Then, invoking also (4.6), we get that
Hence φ ξ| k (z) ∈ U −1 (Q), and as
, this contradicts (4.7) and finishes the proof of our lemma.
We will also need in this section the following fact that has been proved in [BS] .
Proposition 23. Any Borel probability measure on R n is weakly diametrically regular, i.e. for µ-almost every x ∈ R n and every ε > 0 there exists δ > 0 such that for all 0 < r < δ
In the next section we will prove its strengthening which will be needed and used therein.
Proof of Lemma 20. Take ρ, H and the set F given by Lemma 19. First of all observe that, because the lengths of all words in F are uniformly bounded above, by taking an iterate of the system S we may assume that F ⊂ E (instead of E * ). Fix x ∈ J S , 0 < r < ρ, and denote R := R(x, r, r 3 ). We will in fact prove a stronger fact; namely that
for all ω ∈ E * . This will trivially prove the lemma as its hypotheses require that D(ω) ≥ r 2 . So, we now focus on the proof of (4.9). First note that if D(ω) ≤ Hr 3 , then inequality (4.9) is trivial. Also for all n ≥ 1 big enough and all ω ∈ E n we have D(ω) ≤ Hr 3 . Now let us work from the bottom upwards. Take a cylinder [ω] such that (4.9) is already proven for all subcylinders [ωe], e ∈ E. We have
and, applying Lemma 19, we may drop at least one element of this sum, say b ∈ E, to get
where we used the estimate (4.9) for every cylinder [ωa] . In order to prove the required inequality we need to have
where the equality sign trivially holds. Simplifying this gives
Applying Bounded Distortion Property (4.1) and Weak Independence of µ, i.e. condition (A), we see that it is thus enough to prove that
Recall that b was chosen from a finite set so P −2 µ([b]) is bounded away from zero, say
Therefore, it is enough to have
But since, by Assumption (B), the series on the left-hand side of this formula converges for all α > 0 small enough, this formula will hold for all α > 0 small enough. Thus the proof is complete.
Recall that s = sup e∈E {|φ
where the sum is taken over those e ∈ E for which D(ω| k e) ≤ A. Applying the Weak Independence of µ, i.e. condition (A) and Bounded Distortion (4.1), we further get
and using the fact that D(ω| k ) ≥ B, this gives
By Assumption (B) we may write:
Combining this estimate with (4.11) gives
and summing over all cylinders [ω| k ], this gives µ(T B A (k)) ≤ C(A/B) β with some constant C. Finally applying (4.10), we get
which finishes the proof.
Proof of Lemma 22. Set
By Besicovitch's Covering Theorem there exists a covering of S with balls B(x i , ρ), i ∈ I, all centred at S, with finite multiplicity M d depending only on the dimension d. The following estimate uses first, the definition of S and then the bounded by M d multiplicity of covering.
Proof of Theorem 18. We will show that forμ almost every x ∈ J S and all sufficiently small radii r > 0 we have thatμ (R(x, r, r 3 )) ≤ Cμ(B(x, r))r γ for some γ > 0. First, using notation from Lemmas 21 and 22 define
4 −n , n ≥ 1, and then
Lemma 22 gives thatμ(S n ) ≤ M/n 2 and so nμ (S n ) < ∞. Thus the Borel-Cantelli Lemma applies to tell us that forμ almost every x ∈ J S there exists an integer
. Fix x ∈ J S with such property, i. e. an arbitrary x produced by the Borel-Cantelli Lemma. For any n ≥ 1 define the set (4.12)
Now, take any 0 < r ≤ 2 −(K(x)+1) . Define n ≥ 1 so as to satisfy the inequalities 2
Denote the annulus R(x, r, r 3 ) by R and cover π −1 (R) by cylinders from C n . We estimate the measureμ
where the * indicates that the corresponding sum above is taken over all cylinders [ω] ∈ C n intersecting π −1 (B(x, r +r 3 )). Recall that for such cylinders D(ω) < 2r, and as r +r 3 ≤ 2r, the cylinder [ω] is contained in the set π −1 (B(x, 4r) ). So
Now, first straightforward from the definition of S n , and from fact that, because of (4.13), x / ∈ S n , then by applying Lemma 21, we get that
with appropriate constants C and C. Finally we apply the estimate of Proposition 23 with ε = β/4 to get
which completes the estimate of the first sum, i.e. the one labelled by I. Now, observe that if [ω] ∩ T n = ∅, then D(ω) ≥ 4 −n ≥ r 2 and so we may first apply Lemma 20, and then Proposition 23 with ε = α/2 to estimate as follows:
(B(x, r)).
This completes the upper estimate of II and finishes the entire proof.
Proving thin annuli for most radii
Our main result in this section is Corollary 26 which states that for any finite Borel measure in R d the thin annuli assumption is fulfilled for Lebesgue most choices of radii. In order to prove it we will need a several technical auxiliary results. We start with the following one, which is a considerable strengthening of Proposition 23.
Theorem 24. Assume that µ is a Borel probability measure on R d and take any ε > 0. Then for µ-a.e. x ∈ R d and every sufficiently small r > 0 (i.e. 0 < r ≤ δ(x) and δ(x) > 0 µ-a.e.) we have , r) ). Moreover, if s and r are such that [− log 2 (s)] = [− log 2 (r)] (i.e. for some k: , r) ) .
Using this theorem will give us the following crucial estimate on the measures of annuli.
Theorem 25. If µ is a Borel probability measure on X = R d , then for µ-a.e. x ∈ X, any κ > 1 and any A > 0 the set of those radii r > 0 for which
has zero density at the point r = 0. In other words, if we denote the set of all radii r > 0 that do not satisfy the thin annuli property with exponent κ and constant A (the condition above) by Z, then
where l is Lebesgue measure on R.
Recall that by Remark 12 we may take κ(r) = − ln(r). Applying this to our context we obtain the following strengthening of Theorem 25.
Corollary 26. If µ is a Borel probability measure on X = R d , then for µ-a.e. x ∈ X and most sequences of radii (r n ) decreasing to 0:
where "most sequences" mean that there exists a measurable set Z ⊂ (0, +∞) such that
). This trivially yields the lower limit in the definition of thin annuli equal to 0.
Proof of Theorem 24. Fix (α n ) ∞ n=1 , a sequence of positive real numbers converging to zero and then define bad sets (5.5)
We will show that for every n ≥ 1 we have that
where M d is the constant resulting from Besicovitch's Covering Theorem. Indeed, by virtue of this theorem we can cover Z n by balls B(z i , 2 −n−1 ), i ∈ I, centred at the set Z n , in such a way that this covering has multiplicity bounded above by M d . Now the required estimate is obtained as follows:
So, if in addition, n α n < +∞, then by Borel-Cantelli Lemma µ-a.e. x ∈ R d belongs only to finitely many sets Z n . Now take α n = n −1−ε/2 (of course n α n < +∞) and fix x ∈ R d for which Borel-Cantelli Lemma holds. This means that there exists N = N (x) such that for every n ≥ N , we have that
Take any 0 < r ≤ 2 −N −1 and put
Remark. By taking
as α n we could have improve the above estimate (and therefore in (5.1)) to log 2 2 (1/r) log 2+ε (log(1/r)), etc.
The moreover part follows immediately from (5.8).
Proof of Theorem 25. By Proposition 23 for any ε > 0 and all r > 0 sufficiently small, we have
Fix some r 0 > 0 satisfying (5.9) and say that we have a sequence of n radii r n > 0 fulfilling (5.3), i.e. radii not satisfying the thin annuli property (recall that we denoted the set of such r as Z), such that (5.10) r 0 ≤ r 1 ≤ r 1 + r κ 1 < r 2 ≤ r 2 + r κ 2 < r 3 ≤ · · · ≤ r n + r κ n ≤ 2r 0 . In particular the annuli defined by radii r n do not intersect. By (5.3), for any 1 ≤ p ≤ n, we have that
Using this estimate n times we arrive at
Applying further (5.9) yields
This shows that (5.12) r ε 0 ≤ (1 + A) −n , giving the estimate: n ≤ −ε ln(r 0 ) ln(1 + A) .
Now divide the set of radii [r 0 , 2r 0 ] into intervals of length (2r 0 ) κ , i.e. define:
Observe that if we take a point s ∈ I p , then s + s κ ∈ I p ∪ I p+1 . This means that any interval of the form [r p , r p + r κ p ], 1 ≤ p ≤ n, intersects at most two intervals of the form I k . So, the set Z ∩ [r 0 , 2r 0 ] is contained in at most
intervals of the form I k . The total length of those intervals is bounded by
with some constant C > 0. We end our proof by summing estimates:
(5.14)
Obviously, this shows that
The proof is complete.
Applications and examples
In this section we shall provide seven fairly large and general classes of dynamical systems for which our theorems from the previous sections do apply. All these systems dealt with in seven subsections will be proved to satisfy the Weakly Markov Property and the corresponding exponential one laws of Theorem 8 will hold for them. Moreover, the first four sections will concern conformal systems and, in addition, the Thin Annuli Property will be proved for them, resulting in the corresponding stronger exponential one laws of Theorem 7.
Exponential One Law for Conformal Graph Directed Markov systems and
Conformal Iterated Function Systems. In this subsection we apply our results about the exponential distribution of statistics of return times, namely Theorem 7 for weakly Markov systems and also the thin annuli property (Theorem 18) for conformal IFSs to obtain the statistics of exponential one law for dynamical systems naturally induced by conformal GDMSs, in particular by conformal IFSs. So, let S := {φ e : X t(e) → X i(e) : e ∈ E} be a conformal GDMS as defined in Section 3 and let A : E × E → {0, 1} denote its incidence matrix. We assume throughout the subsection that A (and so also S) is finitely irreducible. This time we however assume in addition that the Open Set Condition, in fact the Strong Open Set Condition of [MauU3] holds. The Open Set Condition means that
whenever a, b ∈ E with a = b. By a standard induction this condition implies that
whenever ω and τ are any two incomparable words in E * A . The Strong Open Set Condition requires that in addition
At the end of this section we will need the concepts introduced below along with some relations holding between them that are also recorded below.
Definition 27. We say that a real number s belongs to Γ S if
Let us record the following immediate observation. We recall from [MauU1] and [MauU3] the following definitions:
Note that if the alphabet E is finite then γ S = −∞ and if E is infinite, then γ S ≥ 0. The proofs of the following two statements can be found in [MauU3] .
Proposition 28. If S is a finitely irreducible conformal GDMS, then for every s ≥ 0 we have that Γ S = {s ∈ R : P(s) < +∞}
In particular, γ S := inf {s ∈ R : P(s) < +∞} .
Now let f : E N
A → R be a Hölder continuous function, called in the sequel potential. We assume that f is summable, meaning that
It is well known (see [MauU3] or [MauU2] ) that the following limit
exists. It is called the topological pressure of f . It was proved in [MauU2] (cf. [MauU3] ) that there exists a unique shift-invariant Gibbs/equilibrium measure µ f for the potential f . The Gibbs property means that
with some constant C f ≥ 1 for every ω ∈ E N A and every integer n ≥ 1, where here and in the sequel throughout this subsection
for every function g : E N A → C. Let us record the following basic properties of the Gibbs state µ f .
Fact 1. If the matrix A is finitely irreducible and if f : E N
A → R is a summable Hölder continuous potential, then the unique Gibbs state µ f is ergodic and its topological support is equal to E N A . In addition µ f enjoys the Weak Independence Property (A). Ergodicity has been proved in [MauU3] while the Weak Independence Property (A) follows immediately from the definition of µ f .
Following [Urb] we introduce the set
We defineE Moreover, ω(z) ∈E N A and we simply denote it by π −1 (z). Note that
and this restricted shift map induces a map T S :J S →J S by the formula
commutes and the map π :E N A →J S is a continuous bijection. The map T S :J S →J S is the main object of our interest in this subsection. Following notation of Section 4 we denoteμ
The following observation we deduce directly from Fact 1. for some β > 0, then the measure-preserving dynamical system T S :J S →J S ,μ f is weakly Markov and satisfies the thin annuli property. In particular, the exponential one laws of (2.6) and (2.7) hold for the dynamical system T S :J S →J S ,μ f .
Proof. Property (i) of being weakly Markov (i. e. of Definition 3) for the dynamical system σ :E N A →E N A , µ f has been proved in [MauU3] . For the dynamical system T S :J S →J S ,μ f it then follows from its equivalence to σ :E N A →E N A , µ f in the category of measure-preserving dynamical systems. Property (ii) has been also proved in [MauU3] . By virtue of Remark 5, in order to prove property (iii), it is enough to check that the Weak Partition Existence Condition holds. We do it now. Indeed, let Then α
A }. We know from [MauU3] that h µ f (σ, α) = h µ f (σ) ∈ (0, +∞), and so, by isomorphism, hμ f (T, π(α)) ∈ (0, +∞). We also know from [MauU3] that for µ f -a.e. ω ∈E N A , say ω ∈ F ⊂E N A with µ f (F ) = 1, the limit
exists, is equal to
and belongs to (0, +∞). For every v ∈ V fix ξ v ∈ Int(X v ), and the fix R > 0 so small that B(ξ v , R) ⊂ Int(X v ) for every v ∈ V . Using the Distortion Property we conclude that for every ω ∈ F and every integer n ≥ 1,
where the last inclusion holds for all n ≥ 1 large (depending on ω) enough. Sincê µ f (π(F )) = 1, this establishes the Weak Partition Existence Condition. Property (A) trivially holds forμ f and (B) is satisfied because of (6.4). Since, see Theorem 18, measurê µ f satisfies the Thin Annuli Property for IFSs, we are done in the case when S is an IFS.
In the general case we need an inducing argument. We only need to show thatμ f satisfies the Thin Annuli Property. Fix a ∈ E arbitrary and consider the following collection of A-admissible words.
. This gives rise to the following system of conformal uniformly contracting maps
It is evident that E * a ⊂ E * A and that S a forms a conformal IFS whose limit set is contained in J S ∩ φ a X t(a) ; in the same vein the first return map σ 
where |ω 1 | maintains its original meaning as the length of a word in E * A and S |ω 1 | f denotes a Birkhoff's sum with respect to the original shift map σ : E N A → E N A . It therefore follows from the already proven cases of IFSs that µ a,f satisfies the Thin Annuli Property. Since, by Poincaré Recurrence Theorem, µ f φ e (X t(e) ) ∩ J Se = µ f φ e (X t(e) ) and since B(z, r) ⊂ Int φ π −1 (z) (X t(π −1 (z)) ) ⊂ φ π −1 (z) X t(π −1 (z)) for all radii r > 0 small enough, we therefore conclude that µ f itself has the Thin Annuli Property. The proof is complete.
As an immediate consequence of this theorem we get the following.
Corollary 31. Suppose that S is a finitely irreducible conformal GDMS satisfying the Strong Open Set Condition and Condition C. fix a real number t > γ S . Then the corresponding measure-preserving dynamical system T S :J S →J S ,μ t is weakly Markov and satisfies the thin annuli property. In particular, the exponential one laws of (2.6) and (2.7) hold for the dynamical system T S :J S →J S ,μ t .
Remark 32. Note that if the system S of Theorem 30 is finite then the hypothesis (6.4) is automatically satisfied and can be removed from its assumptions.
6.2. Conformal Expanding Repellers. In this section, as well as in Sections 6.3, 6.5, 6.6 and 6.7, we will need the classical concepts of topological pressure, variational principle, and equilibrium states. We bring them up now. Let X be a compact metrizable space. Let T : X → X be a continuous map. Finally, let ϕ : X → R be a continuous function. As it is customary we denote by P(ϕ) its topological pressure with respect to the dynamical system generated by the map T : X → X. The precise definition of pressure and basic properties can be found in any book on dynamical systems which touches on thermodynamic formalism; for example [Bo] , [Wa] , or [PU2] . The most important of these properties is the following formula, commonly referred to as the Variational Principle.
where the supremum is taken over all Borel probability T -invariant measures on X. Taking the supremum over such all ergodic measures will give the same value. Any such measure for which the above supremum is attained is called the equilibrium state (or measure) of ϕ.
Now let us formulate the definition of a conformal expanding repeller, the primary object of interest in this subsection. (4) the map T |J : J → J is topologically transitive.
Note that T is not required to be one-to-one; in fact usually it is not one-to-one. Abusing notation slightly we frequently refer also to the set J alone as a conformal expanding repeller. In order to use a uniform terminology we also call J the limit set of T .
Typical examples of conformal expanding repellers are provided by the following.
Proposition 34. If f :Ĉ →Ĉ is a rational function of degree d ≥ 2, such that the map f restricted to its Julia set J(f ) is expanding, then J(f ) is a conformal expanding repeller.
The basic concept associated with such repellers which will be used in this section is given by the following definition.
Definition 35. A finite cover R = {R 1 , . . . , R q } of X is said to be a Markov partition of the space X for the mapping T if the following conditions are satisfied.
(a) R i = IntR i for all i = 1, 2, . . . , q.
The elements of a Markov partition will be called cells in the sequel. The basic theorem about Markov partitions proved in [PU2] is this.
Theorem 36. Any conformal expanding repeller T : J → J admits Markov partitions of arbitrarily small diameters.
We shall prove the following main result of this subsection.
Theorem 37. Let T : J → J be a conformal expanding repeller such that J is not contained in any real analytic submanifold of dimension ≤ d − 1. Let ψ : J → R be a Hölder continuous potential and, see [PU2] , let µ ψ be the corresponding equilibrium (also frequently referred to as Gibbs) state. Then the measure-preserving dynamical system T : J → J, µ ψ is weakly Markov and satisfies the thin annuli property. In particular, the exponential one laws of (2.6) and (2.7) hold for the dynamical system T : J → J, µ ψ .
Proof. Property (i) of being weakly Markov (i. e. of Definition 3) for the dynamical system f : J → J, µ ψ has been proved in [PU2] . Property (ii) also has been proved therein. For property (iii) and the thin boundary property we also use [PU2] , namely Markov partitions discussed above and their basic properties. Fix δ > 0 so small that for every x ∈ X and every n ≥ 0 there exists
Theorem 36 guarantees us the existence of R = {R 1 , . . . , R q }, a Markov partition of T with all cells of diameter smaller than δ. Having Markov partition R we now associate to it a finite graph directed Markov system. The set of vertices is equal to R while the alphabet E is defined as follows.
E := (i, j) ∈ {1, 2 . . . , q} × {1, 2 . . . , q} : IntR j ∩ T (IntR i ) = ∅ . Now, for every (i, j) ∈ E there exists a unique conformal map T
Define further t(i, j) = j and i(i, j) = i. Of course S R = {T −1 i,j : (i, j) ∈ E} forms a finite conformal directed Markov system, and S R is irreducible since the map T : J → J is transitive. In addition, Condition C is satisfied for S because J is not contained in any any real analytic submanifold of dimension ≤ d − 1. Define the potential
The potentialψ is Hölder continuous as a composition of two H'older continuous functions; Hölder continuity of π S R with a standard metric on the symbol space follows immediately from the expanding property and a detailed proof can befound eg. in [PU2] .
Moreover, it was proved in [PU2] that the measure-preserving dynamical systems (T : J → J, µ ψ ) and (σ :
Hence (see Observation 29), the measurepreserving dynamical systems (T : J → J, µ ψ ) and T S :J S R →J S R , µ ψ are isomorphic and the proof is concluded by invoking Theorem 30 and Remark 32.
6.3. Equilibrium states for rational maps of the Riemann sphere C and Hölder continuous potentials with a pressure gap. Let f : C → C be a rational map of degree larger than 1. Denote by J(f ) its Julia set. Let ϕ : J(f ) → R be a Hölder continuous function. As in previous sections keep P(ϕ) to denote its topological pressure with respect to the dynamical system generated by the map f : J(f ) → J(f ). M. Lyubich proved in [Ly] that in our context of rational functions each continuous function admits an equilibrium state. It was shown in [DU] that if ϕ (being Hölder continuous) has a pressure gap, i.e. if
for some integer n ≥ 1, then there exists a unique equilibrium measure for ϕ which we again denote by µ ϕ . In [SUZ] several strong stochastic properties of this equilibrium measure µ ϕ have been deduced from a special inducing scheme. The induced map forms a conformal Iterated Function System, satisfying the Strong Separation Condition, in particular the Strong Open Set Condition.
Before proving Theorem 39 below, the main result of this section, we formulate a technical, now rather standard result; see in particular [SUZ] Proposition 10, for a similar statement.
Proposition 38. If µ is a finite Borel measure in C, then for every δ > 0 there exists a finite partition α = {U i } i∈I of C with diam(U i ) < δ (the diameter being calculated with respect to the spherical metric) for all i ∈ I, and such that
for all sufficiently small r > 0. In fact, the number 1/2 in formula (6.6) can be replaced by any positive number smaller than 1.
For every z ∈ C denote by α(z) the only element of α containing z. Now we shall prove the following main result of this section.
Theorem 39. Let f : C → C be an arbitrary rational map of degree larger than 1 whose Julia set is not contained in a real analytic curve (this is always the case if for instance HD(J) > 1). Let ϕ : J(f ) → R be a Hölder continuous function with a pressure gap. Then (J(f ), f, µ ϕ ) forms a weakly Markov system with thin annuli property. Consequently, the assertion of Theorem 7 holds for this system.
Proof. In order to check that the required properties hold, we refer to appropriate results in [SUZ] . Item (i) in Definition 3 of weakly Markov systems follows from Theorem 54 in [SUZ] ; see also Theorem 4.2 of [MT] for a more detailed estimate of the decay of correlations in presence of good inducing schemes.
Item (ii) of this definition holds in this one-dimensional setting, since the limit under consideration exists µ ϕ -a.e. and is equal to the Hausdorff dimension of the measure µ ϕ , which is a positive number.
By virtue of Remark 5, in order to prove property (iii) of Definition 3, it is enough to check that the Weak Partition Existence Condition holds. We do it now. Indeed, Proposition 38 provides a partition α with elements of arbitrarily small diameter, satisfying the estimate (6.6). If max{diam(U i ) : i ∈ I} is sufficiently small, then h µϕ (f, α) > 0 as can be immediately seen by combining Shannon-Breiman-McMillan Theorem together with a local entropy formula in [KB] . Now, we shall argue that condition (2.5) in the Definition 6 (Weak Partition Existence Condition) is satisfied. Fix β > 0 arbitrary (later it will be needed to be sufficiently large) and for every integer n ≥ 1 put
Using the estimate (6.6) and f -invariance of measure µ ϕ , we see that
for every n ≥ 1 provided that β > 0 is sufficiently large. Since the series n≥1 e −(β/2)n converges, Borel-Cantelli Lemma thus applies and it tells us that for µ ϕ -a.e. x ∈ J(f ) there exists an integer N = N (x) ≥ 1 such that for all integers n ≥ N (6.7) B f n (x), e −βn ⊂ α(f n (x)).
Keep such an x and assume in addition that
The set A of such all points x ∈ J(f ) is of full measure, i.e. 
where e ∆ is a Lipschitz constant, with respect to the spherical metric, of the map f : C → C. Thus, for every integer n ≥ 1, where C(x) is some positive finite constant depending on x. Hence, the Weak Partition Existence Condition holds and property (iii) of Definition 3 is established.
The Thin Annuli Property is a consequence of the above mentioned fine inducing procedure, see [SUZ] , Section 3. We follow the notation of [SUZ] , especially Section 8 of this paper. The fine inducing construction leads to a conformal Iterated Function System (IFS), satisfying the Strong Separation Condition, and such that the limit set of this system is of full µ ϕ measure. We denote this system by S. We recall briefly the way this induced system is constructed. For a properly chosen topological disc U , the system S is defined by a family of conformal univalent homeomorphisms φ e : U → D e , e ∈ E, where E is some countable set and D e ⊂ U for every e ∈ E. Each map φ e , e ∈ E, is just, a suitably chosen, holomorphic branch of the inverse of some iterate of f , say f N (e) , mapping U onto D e . As usually, denote the corresponding projection from E N to C by π S . The iterated function system S, together with the summable Hölder potential
arising naturally from the inducing procedure, admits an (invariant) equilibrium state which is equivalent to the initial measure µ ϕ . We claim that the IFS S together with the (induced) potential ϕ, satisfies the hypotheses of Theorem 30, with f therein being replaced by ϕ. We shall sketch the argument here, referring to appropriate estimates in [SUZ] . The estimate which we need to verify the assumption of Theorem 30 is the following (see (6.4) and, consequently, in order to verify (6.8) , it is enough to check that
where the map F is defined on each set D e just as (φ e ) −1 . This can be easily done by using the estimates provided in [SUZ] . Indeed, by the definition of F and the system S, we have that
Moreover, the estimates in [SUZ] (see e.g. the formula (3.1) in [SUZ] ) show that
for every integer n ≥ 1 and some γ > 0. Using the trivial estimate |F ′ | ≤ ||f ′ || N (e) , (6.9) follows immediately. Finally, Condition C holds since the Julia set is not contained in a real analytic curve.
Therefore, we are in position to apply Theorem 30, and the measure µ ϕ has the Thin Annuli Property.
6.4. Dynamically Semi-Regular Meromorphic Functions. Let f : C → C be a meromorphic function. Let Sing(f −1 ) be the set of all singular points of f −1 , i. e. the set of all points w ∈ C such that if W is any open connected neighborhood of w, then there exists a connected component U of f −1 (W ) such that the map f : U → W is not bijective. Of course, if f is a rational function, then Sing(
The function f is called topologically hyperbolic if
and it is called expanding if there exist c > 0 and λ > 1 such that
for all integers n ≥ 1 and all points z ∈ J f \ f −n (∞). Note that every topologically hyperbolic meromorphic function is tame (see definition before Theorem 42). A meromorphic function that is both topologically hyperbolic and expanding is called hyperbolic. The meromorphic function f : C → C is called dynamically semi-regular if it is of finite order, commonly denoted by ρ f , and satisfies the following rapid growth condition for its derivative.
(6.10)
with some constant κ > 0 and α 1 , α 2 such that α 2 > max{−α 1 , 0}. Set α := α 1 + α 2 .
Let h : J f → R be a weakly Hölder continuous function in the sense of [MayU] . The definition, introduced in [MayU] is somewhat technical and we will not provide it in the current paper. What is important is that each bounded, uniformly locally Hölder function h : J f → R is weakly Hölder. Fix τ > α 2 as required in [MayU] . For t ∈ R, let (6.11)
where |f ′ (z)| τ is the norm, or, equivalently, the scaling factor, of the derivative of f evaluated at a point z ∈ J f with respect to the Riemannian metric
The hypothesis t > ρ f /α guaranties that the series
converges uniformly on J f , and, in particular, the linear operator
is well defined and bounded. It was shown in [MayU] that, for every z ∈ J f , the limit
exists and takes on the same common value, which we denote by P(t) and call the topological pressure of the potential ψ t . The following theorem was proved in [MayU] .
Theorem 40. If f : C → C is a dynamically semi-regular meromorphic function and h : J f → R is a weakly Hölder continuous potential, then for every t > ρ f /α there exist uniquely determined Borel probability measures m t and µ t (which do depend on the function h too even though this is not explicitly indicated) on J f with the following properties.
, and h µt (f ) + ψ t dµ t = P(t).
(d) The measures µ t and m t are equivalent and the Radon-Nikodym derivative dµt dmt has a nowhere-vanishing Hölder continuous version which is bounded from above.
Item (a) (along with (d)) essentially means that m t and µ t are Gibbs states of the potential ψ t , while items (b) and (c) mean that µ t is an equilibrium state for the potential ψ t . We shall prove the following.
Theorem 41. Let f : C → C be a dynamically semi-regular meromorphic function whose Julia set is not contained in a real analytic curve (this is always the case if for instance HD(J) > 1). Let t > ρ f /α, and let h : J f → R be a weakly Hölder continuous potential. Then the measure-preserving dynamical system f : C → C, µ t is weakly Markov and satisfies the thin annuli property. In particular, the exponential one laws of (2.6) and (2.7) hold for the dynamical system f : C → C, µ t .
Proof. Property (i) of being weakly Markov (i.e. of Definition 3) for the dynamical system f : C → C, µ t has been proved in [MayU] as Theorem 6.16. Property (ii) is a part of Theorem 8.1 therein. For property (iii) it suffices to notice that the Weak Partition Existence Condition holds. And it does because of the first displayed formula after (6.22) in the proof of Theorem 6.25 (Variational Principle) in [MayU] , and because the map f is expanding.
We are thus left to prove the thin annuli property. As in the case of conformal graph directed Markov systems it will be based on an inducing argument. The point is that one can construct conformal IFSs having any given non-periodic recurrent point of the Julia set in the interior of its seed set. We formulate the appropriate theorem in a more general setting which does not enlarge the volume of our considerations. Following [PU1] and [SU] we call a meromorphic function f : C → C tame if
The following theorem was proved in [D] .
Theorem 42. Let f : C → C be a tame meromorphic function. Fix a non-periodic point z ∈ J(f ) \ PS(f ), κ > 1, and K > 1. Then for all L > 1 and for all r > 0 sufficiently small there exists an open connected set
Each nice set canonically gives rise to a countable alphabet conformal iterated function system in the sense considered in the previous sections of the present paper. Namely, put
The collection S V := {φ U : V → V } of all such inverse branches forms obviously a conformal iterated function system in the sense considered in the previous sections of the present paper. In other words, the elements of S V are formed by all holomorphic inverse branches of the first return map f V : V → V . In particular, τ V (U ) is the first return time of all points in U = φ U (V ) to V . We define the function
V → C be the canonical projection induced by the iterated function system S V . Let
be the limit set of the system S V . Clearly
It is immediate from our definitions that τ V (π(ω)) = N V (ω) for all ω ∈ E N V . It is a general fact from abstract ergodic theory that µ t,V , the conditional measure of µ t on V is f V -invariant and ergodic. It is clear that µ t,V is the (only) equilibrium state of the Hölder continuous summable potential ψ t,V := ψ t,V − P(ψ t )τ V : J V → R, Since the point z is recurrent, z ∈ J V , and since z ∈ V , the thin boundary property of measure µ t will follow from Theorem 30 provided that condition (6.4) and Condition C are verified. But the former follows from the assumption that t > ρ f /α while the latter holds since the Julia set is not contained in any real analytic curve.
We shall now deal with three classes of systems that are not (necessarily) conformal. We prove for them the Weakly Markov Property and corresponding exponential one laws of Theorem 8 but leave open the Thin Annuli Property and corresponding exponential one laws of Theorem 7.
6.5. Distance Expanding Maps and Expanding Repellers. In this class of examples conformality is not assumed. We work in the setting similar to the one of Subsection 6.2 (4) the map T |J : J → J is topologically transitive.
Theorem 44. Let T : J → J be an expanding repeller, let ψ : J → R be a Hölder continuous potential, and Let µ ψ be the corresponding equilibrium (Gibbs) state. Then the measure-preserving dynamical system T : J → J, µ ψ is weakly Markov. In particular, the exponential one laws of (2.8) and its version for the normalized return times hold for the dynamical system T : J → J, µ ψ .
Proof. Everything of Subsection 6.2 except claims of conformality and the thin boundary property remains valid in the present subsection. This allows us to apply now Theorem 8 and conclude the proof.
6.6. Equilibrium measures (states) for holomorphic endomorphisms of complex projective spaces. Let f : P k → P k be a holomorphic endomorphism of a complex projective space P k , k ≥ 1, and let J be the Julia set of f , which is commonly defined to be the topological support of the (unique) Borel probability f -invariant measure of maximal entropy. Let ϕ : J → R be a Hölder continuous function. It was proved in [UZ] that if sup(ϕ) − inf(ϕ) < κ f , where 0 < κ f ≤ log d is some constant depending on the map f , then ϕ admits a unique equilibrium state µ ϕ on J. Further strong stochastic properties of the measure µ ϕ were established in [SUZ2] . A potential ϕ satisfying the above condition is called admissible. We shall prove the following main result of this section.
Theorem 45. Let f : P k → P k , k ≥ 1, be a holomorphic endomorphism of a complex projective space P k of degree d ≥ 1. Let ϕ : J(f ) → R be an admissible potential, and let µ ϕ be its unique equilibrium state. Then (J(f ), f, µ ϕ ) forms a weakly Markov system. Consequently, Theorem 8 holds for this system.
Proof. We shall check that the system satisfies the requirements of Definition 3 defining weakly Markov systems. Item (i) of this definition follows, as in one-dimensional setting, from Theorem 7.6 in [SUZ2] . Item (2), i.e. positive lower pointwise dimension, can be deduced from much more precise estimate of the lower pointwise dimension of some finvariant Borel probability measures obtained in [Du] , Theorem A. Note that the hypothesis of this theorem, h µ (f ) > (k − 1) log d, is fulfilled for our system since firstly,
where we denoted by m the measure of maximal entropy. Hence, h µϕ (f ) > (k − 1) log d + sup(ϕ) − ϕ dµ ϕ ≥ (k − 1) log d, as required. Finally, item (3) is proved in the same way as in the previous, one-dimensional case, dealt with in Section 6.3. Note however, that the above system is not conformal, and in this case we are not able to prove thin annuli property, so we can only obtain Theorem 8. 6.7. Axiom A diffeomorphisms. Finally, we note that our approach applies easily to the classical case of Axiom A diffeomorphisms, thus giving a simple proof of the following.
Theorem 46. Let f : M → M be an Axiom A diffeomorphism on a smooth manifold M . Let Ω ⊂ M be its non-wandering set. Further, let ϕ : Ω → R be a Hölder continuous potential, and let (see [Bo] ) µ ϕ be the unique equilibrium (Gibbs) measure associated to this potential. Then the system (Ω, µ ϕ , f ) is weakly Markov. Consequently, Theorem 8 holds for this system. Proof. We shall check that all requirements of Definition 3 are fulfilled. Indeed, item (i) is an old result due to Bowen ([Bo] ). Item (ii) can be checked by using [LY] and the fact that metric entropy of the system is positive. Finally, in order to check item (iii) (no small return), we apply again the Weak Partition Existence Condition. The construction of such partition provided in the proof of Theorem 39 goes through unchanged, even though, contrary to the case considered in Theorem 39, the system studied here is invertible.
Remark. The simplicity of this proof is due to the fact that we have not touched the concept of the Perron-Frobenius operator at all, but used only exponential decay of correlations. We would like to emphasize that employing the method of Perron-Frobenius operator routinely requires, a frequently painful, and somewhat odd, procedure of making an invertible system non-invertible. Our method allowed us to avoid this.
