Experimental design is a fundamental problem in science. It arises in the planning of medical trials, sensor network deployment and control as well as in costly data gathering in physics, chemistry and biology. Bayesian decision theory provides a principled way of treating this problem, but leads to an intractable joint optimization and integration problem. Here, we propose a viable solution to this hard computational problem using sequential Monte Carlo samplers.
PROBLEM FORMULATION
We assume that we have a measurement model p(y 0 As shown in [1] , under the assumptions of stationarity and standard bounds on distributions, this criterion is equivalent to maximizing the marginal entropy of the outcome y U(d) = C Jp(Y d) logp(y d) dy, (2) where C is an arbitrary constant. This transformation reduces the complexity by eliminating one parameter space integral.
PREVIOUS WORK
The joint optimization and nested integration problem in equation (2) is computationally challenging. For this reason, most research has focused on the simple linear-normal model, for which closed form solutions exist [2] . However, many design problems encountered in practice are inherently nonlinear. One could linearize around a point estimate 0, but this crude approximation often leads to sub-optimal designs.
Another strategy involves discretizing the decision space RP and approximating the integrals with direct Monte Carlo methods [3] . However, this approach is expensive and inadequate for high dimensional design spaces.
To eliminate the need for discretizing the decision space, Muiller et al. [4] proposed a Markov chain Monte Carlo annealing technique for simultaneous maximization and integration. They define the following artificial target distribution
It is easy to show that this distribution admits U(d)j (with U(d) as defined in Equation (1)) as its marginal distribution. That is, as J increases the samples concentrate on the modes of U(d).
In [5] , this idea has been extended with particle filtering. The intuition here is that interacting multiple chains can provide better exploration of distributions with distant modes.
Both approaches however resort to sampling outcomes y' independently of outcomes yt-1 at the previous iteration. This independent sampling is well known to be inefficient [6] . Furthermore, the annealing can only proceed in integer steps.
SMC SAMPLERS APPROACH
We adopt the sequential Monte Carlo (SMC) samplers framework of [7] . Our approach is based in particular on the application of SMC samplers to marginal parameter estimation presented in [8] , where Muiller's algorithm is generalized to non integer annealing steps. In contrast to the algorithms mentioned in the previous section, SMC samplers also enable us to replace the independent proposal distributions with more sophisticated and efficient proposal mechanisms.
SMC samplers [7] are a generalization of SMC methods such as particle filtering. They facilitate efficient sampling from sequences of distributions {w7t}t,+. The distributions can be defined on the same or different spaces, but subsequent distributions should be close in the sense that efficient proposals for sampling from 1t can be constructed based on samples from wt-1. The key idea is to define an artificial joint distribution 1rt on a space of increasing dimension, which admits the distribution of interest 1t as its marginal. More specifically, 1 17t (Xi:t) = 7t (xt) 7 Li(xi+±,xi), (4) where Li is an appropriate backward Markov kernel. Standard SMC methods can be used to sample from this extended growing distribution. Typically, this is done in the framework of sequential importance sampling with resampling. In doing so, new particle locations are proposed according to a forward Markov kernel Kt. These particles are weighted recursively as follows:
It is important to carefully choose the kernels K and L in order to achieve good mixing properties and keep the variance of the importance weights small.
SMC SAMPLERS FOR MAXIMUM ENTROPY SAMPLING
Motivated by [4] and [8] , we define the following artificial target distribution:
Unlike the extended target distribution of Equation (3) Having defined the target distribution, the incremental importance weights follow from Equation (5) Note that if /Cnt -1, 1 was not a kernel with the correct invariant distribution, the choice of backward kernel above would be invalid. This is because the artifical joint distribution 1rt in Equation (4) then would no longer admit 1t as its marginal.
The full SMC sampler corresponding to the above choices for K and L is given in Algorithm 1.
To implement the MH kernel /Cn -1,1 we need to evaluate 7rn l, l, which in turn requires evaluation of p(y d). That is, the weights do not need to be updated during these steps. The resulting sampler is described in Algorithm 2. Algorithm 2: New SMC sampler for optimal design.
EXAMPLE PROBLEM
We study a synthetic problem that, despite its apparent simplicity, exhibits complex multi-modality. In particular, we address the problem of inferring the parameters of a sine wave. This nonlinear experimental design example is motivated by the problem of scheduling expensive astronomical observations [10] . Figure 3 shows that the proposed algorithm does a better job at exploring all modes of the objective as the simulation progresses. This explains the higher quality of the final approximation as seen in Figure 1 .
CONCLUSION
We have introduced a new SMC algorithm for Bayesian optimal nonlinear design. It behaves well when exploring densely multi-modal target distributions and exhibits lower variance than existing approaches. We believe these two properties will play a crucial role when scaling to real high-dimensional problems. 
