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A Superpolynomial Version of Nonsymmetric Jack
Polynomials
Charles F. Dunkl
Dedicated to the memory of Dick Askey, who was my special functions teacher, and who made it
respectable to find exact answers to analysis problems.
Abstract. Superpolynomials consist of commuting and anti-commuting vari-
ables. By considering the anti-commuting variables as a module of the sym-
metric group the theory of vector-valued nonsymmetric Jack polynomials can
be specialized to superpolynomials. The theory significantly differs from the
supersymmetric Jack polynomials introduced and studied in several papers by
Desrosiers, Mathieu and Lapointe (Nucl. Phys. B606, 2001). The vector-
valued Jack polynomials arise in standard modules of the rational Cherednik
algebra and were originated by Griffeth (T.A.M.S. 362, 2010) for the family
G (n, ℓ,N) of complex reflection groups. In the present situation there is an
orthogonal basis of anti-commuting polynomials which corresponds to hook
tableaux arising in Young’s representations of the symmetric group. The basis
is then used to construct nonsymmetric Jack polynomials by specializing the
machinery set up in a paper by Luque and the author (SIGMA 7,2011). There
is an inner product for which these polynomials form an orthogonal basis, and
the squared norms are explicitly found. Supersymmetric polynomials are ob-
tained as linear combinations of the nonsymmetric Jack polynomials contained
in a submodule; this is based on an idea of Baker and Forrester (Ann. Comb.
3, 1999). The Poincare´ series for supersymmetric polynomials graded by de-
gree is obtained and is interpreted in terms of certain minimal polynomials.
There is a brief discussion of antisymmetric polynomials and an application to
wavefunctions of the Calogero-Moser quantum model on the circle.
1. Introduction
Superpolynomials involve both commuting and anti-commuting variables. By
interpreting the latter as modules of the symmetric group SN one can adapt the
structure of vector-valued nonsymmetric Jack polynomials to this setting. Desrosiers,
Lapointe, and Mathieu [2], [3], [4], [5] constructed Jack superpolynomials with the
use of differential operators motivated by equations of supersymmetric quantum
mechanics. These are significantly different from the operators to be set up in this
work, however the definition of supersymmetric polynomials is the same. Since
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our approach uses polynomials taking values in SN -modules the paper begins with
details on the Young-type construction applied to polynomials in anti-commuting
variables of some fixed degree. Sections 2 and 3 contain the basic definitions and
construction of tableau-like polynomials forming orthogonal bases of the two irre-
ducible modules. Section 4 is a brief overview of the vector-valued nonsymmetric
Jack polynomials and provides details of how the group acts on these polynomials.
The theory has one free parameter κ. As is usual in this area there are numerous
arguments using induction with simple reflections (adjacent transpositions). The
polynomials are a special case of the construction by S. Griffeth [8] which is de-
fined for the familyG (n, p,N) of complex reflection groups. There is a natural inner
product for the space of Jack polynomials for which they are mutually orthogonal.
The formula for the squared norm of a Jack polynomial as a rational function of
the parameter κ is stated in this section. The paper of Dunkl and Luque [7] is used
as background reference.
Section 5 uses a technique of Baker and Forrester [1] and ideas from [7] to
construct supersymmetric Jack polynomials and determine the norms. In Section 6
the Poincare´-Hilbert series which gives the number of linearly independent super-
symmetric polynomials of given degree is found. The series gives information about
the minimal supersymmetric polynomials which generate all the polynomials over
the ring of ordinary symmetric polynomials. Section 7 concerns certain minimal
polynomials whose norms are found explicitly as polynomials in κ. The concluding
section 8 briefly discusses the construction of anti-symmetric polynomials, and the
application of vector-valued Jack polynomials as wavefunctions of the Hamilton-
ian coming from the Calogero-Sutherland quantum-mechanical model of identical
particles on a circle with 1/r2 interactions.
2. Preliminaries
All the subsets appearing here are subsets of {1, 2, . . . , N}. The complement
EC := {j /∈ E : 1 ≤ j ≤ N} . The symbol # denotes the cardinality of a set. Let
σ (n) := (−1)n for n ∈ Z.
Definition 1. For a set E and 1 ≤ j ≤ N let
inv (E) = #
{
(i, j) ∈ E × EC : i < j
}
,
inv′ (E) = # {(i, j) : i ∈ E, j /∈ E, i < j < N} ,
s (j, E) = # {i ∈ E : j < i} ,
E⊥ =
{
j ∈ EC : j < N
}
.
The symmetric group SN is the group of permutations of {1, 2, . . . , N}. For i 6=
j the transposition (i, j) fixes k 6= i, j and interchanges i and j. The transpositions
si := (i, i+ 1) for 1 ≤ i < N generate SN , and are fundamental in proofs by
induction.
The fermionic variables θ1, θ2, . . . , θN satisfy θiθj = −θjθi for all i, j. The
symmetric group SN acts by permutation: suppose p (θ) is a polynomial in θi and
w ∈ SN then wp (θ) = p
(
θw(1), θw(2), . . . , θw(N)
)
. As basis elements for polynomials
in {θi} we use
φE := θi1 · · · θim , E = {i1, i2, · · · , im} , 1 ≤ i1 < i2 < · · · < im ≤ N.
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Our first step is to analyze the representation of SN acting on (with 1 ≤ m ≤ N−1)
Pm = span {φE : #E = m} .
The space is equipped with the inner product defined by declaring {φE} to be an
orthonormal basis. Clearly dimPm =
(
N
m
)
. We list key properties for the action of
SN on {φE}.
Proposition 1. If j /∈ E then φEθj = σ (s (j, E))φE∪{j}. Suppose (i, j) is a
transposition then (1) (i, j)φE = φE if i, j ∈ EC ; (2) (i, j)φE = −φE if i, j ∈ E ;
(3) (i, j)φE = σ (s (i, E) + s (j, E\ {i}))φ(E\{i})∪{j} if i ∈ E, j /∈ E.
Proof. Suppose {i, j} ⊂ E and i < j, then
φE = σ (s (j, E))φE\{j}θj = σ (s (j, E)) σ (s (i, E\ {i, j}))φE\{i,j}θiθj ,
(i, j)φE = −σ (s (j, E))σ (s (i, E\ {i, j}))φE\{i,j}θiθj = −φE .
Suppose i ∈ E and j /∈ E, then
(i, j)φE = (i, j)σ (s (i, E))φE\{i}θi
= σ (s (i, E))φE\{i}θj = σ (s (i, E) + s (j, E\ {i}))φ(E\{i})∪{j}.
Note s (j, E\ {i}) = s (j, E) if j > i and s (j, E\ {i}) = s (j, E)− 1 if j < i. 
Denote (E\ {i})∪{j} by (i, j)E when i ∈ E, j /∈ E. Suppose # ({i, i+ 1} ∩E) =
1, then siφE = φsiE and
(i, i+ 1) ∈ E × EC : siE = (E\ {i}) ∪ {i+ 1} , inv (siE) = inv (E)− 1,
(i, i+ 1) ∈ EC × E : siE = (E\ {i+ 1}) ∪ {i} , inv (siE) = inv (E) + 1.
We set up a duality map from Pm to PN−m.
Definition 2. Suppose #E = m then define δφE := σ (inv (E))φEC . Extend
δ to Pm by linearity, so that δ is a linear isomorphism from Pm to PN−m.
Proposition 2. Suppose 1 ≤ i < N then δsi = −siδ.
Proof. Suppose i, i + 1 ∈ E then siφE = −φE and siφEC = φEC ; hence
δsiφE = −siδφE . Suppose i, i + 1 ∈ EC then siφE = φE and siφEC = −φEC .
If (i, i+ 1) ∈ E × EC then siE = (E\ {i}) ∪ {i+ 1}, inv (siE) = inv (E) − 1 and
(siE)
C
= siE
C =
(
EC\ {i+ 1}
)
∪ {i}. Thus
δsiφE = δφsiE = σ (inv (siE))φ(siE)C = σ (inv (siE))φsiEC
= σ (inv (E)− 1)φsiEC = −siδφE .
A similar argument applies to the case (i, i+ 1) ∈ EC × E. 
The length of w ∈ SN is the number of factors of the shortest product of {si}
required to express w and equals ℓ (w) := # {(i, j) : i < j, w (i) > w (j)}.
Corollary 1. Suppose w ∈ SN then δw = σ (ℓ (w))wδ.
The map δ can also be interpreted in the direction PN−m → Pm, and δ2 =
σ (m (N −m)) since δ2φE = σ
(
inv
(
EC
)
+ inv (E)
)
φE and inv
(
EC
)
+ inv (E) =
#
(
E × EC
)
.
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3. Representation theory for hook tableaux
The irreducible representation (N −m, 1m) of SN is realized on the span of
reverse standard Young tableaux (RSYT) of shape (N −m, 1m). Each such tableau
T has the entries N,N − 1, . . . , 1 in decreasing order in row 1 and in column 1. For
background on representations of SN see James and Kerber [9]. In the examples
and diagrams we will display column 1 as the second row, (to cut down on blank
space); suppose N = 9 and m = 3 then the entries of T are indexed as[
T [1, 1] T [1, 2] T [1, 3] T [1, 4] T [1, 5] T [1, 6]
◦ T [2, 1] T [3, 1] T [4, 1]
]
.
Here is a typical tableau: [
9 8 6 4 3 2
◦ 7 5 1
]
,
Notice that the entries in column 1 determine the tableau, so in this case there are(
8
3
)
different tableaux. The content of the entry at T [i, j] is defined to be j − i
(in the hook case the content values are −m, 1−m, . . . , 0, 1, . . . , N −m− 1). The
content vector of T is denoted [c (i, T )]
N
i=1 where c (i, T ) is the content of the cell
containing i. For the above example the content vector is [−3, 5, 4, 3,−2, 2,−1, 1, 0].
Definition 3. The Jucys-Murphy elements of SN are the elements of the group
algebra QSN defined by
ωi :=
N∑
j=i+1
(i, j) , 1 ≤ i ≤ N
and they commute pairwise (note ωN = 0).
The Jucys-Murphy elements and the simple reflections satisfy the following
commutation relations:
siωj = ωjsi, j = 1, . . . , i− 1, i+ 2, . . . , N,
siωisi = ωi+1 + si, 1 ≤ i < N.
The representation of SN on the span of the RSYT’s of a given shape (partition
of N) is defined in such a way that ωiT = c (i, T )T for each i. The details of the
action are given later.
3.1. The submodule of isotype (N −m, 1m). In this subsection we con-
struct elements of Pm which correspond to RSYT’s of shape (N −m, 1m) and have
the appropriate eigenvalues for {ωi}.
Definition 4. For #E = m+ 1 define a polynomial in Pm by
ψE =
∑
j∈E
σ (s (j, E))φE\{j}.
The following is the starting point for the construction, the steps of which are
ordered by inv (E).
Definition 5. Let E0 = {N −m,N −m+ 1, . . . , N}.
Theorem 1. If 1 ≤ i ≤ N − m − 1 then ωiψE0 = (N −m− i)φE0 and if
N −m ≤ i ≤ N then ωiψE0 = − (N − i)ψE0 .
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Proof. Set g = ψE0 and gi = φE0\{i} for N − m ≤ i ≤ N ; thus g =∑N
i=N−m (−1)
N−i gi. It is clear that 1 ≤ i < j < N − m implies (i, j) g = g.
If N − m ≤ i < N then sigj = −gj when N − m ≤ j < i or i + 1 < j ≤ N
while sigi = gi+1 and sigi+1 = gi. Thus sig = −g for all N − m ≤ i < N .
It follows that (i, j) g = −g for all N − m ≤ i < j ≤ N ((i, j) is a product of
an odd number of sk, with N − m < k < N). Thus if N − m ≤ i < N then
ωig =
∑N
j=i+1 (i, j) g = − (N − i) g. It remains to consider
∑N
j=N−m (i, j) g for
1 ≤ i < N − m. For N − m ≤ j < k ≤ N let gijk = φ(E0\{j,k})∪[i]. Then
(i, j) gk = (−1)
j−N+m gijk and (i, k) gj = (−1)
k−N+m+1 gijk, and
N∑
j=N−m
(i, j) g =
N∑
j=N−m
N∑
k=N−m
(−1)N−k (i, j) gk
=
N∑
j=N−m
(−1)N−j (i, j) gj +
∑
N−m≤j<k≤N
{
(−1)N−k (i, j) gk + (−1)
N−j
(i, k) gj
}
=
N∑
j=N−m
(−1)N−j gj = g,
because (i, j) pj = pj and
(−1)N−k (i, j) gk + (−1)
N−j
(i, k) gj = (−1)
m
{
(−1)j−k + (−1)k+1−j
}
gijk = 0.
Finally, if 1 ≤ i < N −m then
ωig =
N−m−1∑
j=i+1
(i, j) g +
N∑
j=N−m
(i, j) g = {(N −m− 1− i) + 1} g.
This completes the proof. 
Corollary 2. The respective {ωi}-eigenvalues of ψE0 agree with the content
vector of the tableau T0 of shape (N −m, 1
m) given by T0 [i, 1] = N + 1 − i for
1 ≤ i ≤ m+ 1 and T0 [1, j] = N −m+ 1− j for 2 ≤ j ≤ N −m . The polynomial
ψE0 is of isotype (N −m, 1
m) and this representation is a summand of Pm.
Next we show that span {ψE : #E = m+ 1} is closed under SN and thus is an
irreducible module of isotype (N −m, 1m).
Proposition 3. Suppose #E = m+1 and 1 ≤ i < N : (1) if i, i+1 /∈ E then
siψE = ψE; (2) if i, i+ 1 ∈ E then siψE = −ψE; (3) if #({i, i+ 1} ∩ E) = 1 then
siψE = ψsiE .
Proof. If i, i + 1 /∈ E then siφE\{j} = φE\{j} for each j ∈ E. If i, i + 1 ∈ E
then s (i, E) = s (i+ 1, E) + 1 and
siψE =
∑
j∈E,j 6=i,i+1
σ (s (j, E)) siφE\{j} + σ (s (i, E)) siφE\{i} + σ (s (i+ 1, E)) siφE\{i+1}
= −
∑
j∈E,j 6=i,i+1
σ (s (j, E))φE\{j} + σ (s (i, E))φE\{i+1} + σ (s (i+ 1, E))φE\{i}
= −ψE
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because σ (s (i, E)) = −σ (s (i + 1, E)). Suppose (i, i+ 1) ∈ E × EC then siE =
(E\ {i})∪{i+ 1} , s (j, siE) = s (j, E) for all j 6= i, i+1, and s (i+ 1, siE) = s (i, E);
thus
siψE =
∑
j∈E,j 6=i,
σ (s (j, E)) siφE\{j} + σ (s (i, E)) siφE\{i}
=
∑
j∈E,j 6=i,
σ (s (j, siE))φsiE\{j} + σ (s (i, E))φE\{i}
= ψsiE
because (siE) \ {i+ 1} = E\ {i}. If (i, i+ 1) ∈ EC × E then use the fact that
si (siE) = E and s
2
i = 1. 
Definition 6. Let Pm,0 = span {ψE : #E = m+ 1}. Let E0 = {E : #E = m+ 1, N ∈ E} .
Theorem 2. The subspace Pm,0 is an irreducible SN -module isomorphic to the
module (N −m, 1m), the span of RSYT’s with this shape.
Proof. By Theorem 1 and Proposition 3 Pm,0 is the SN -module generated by
ψE0 , which is of isotype (N −m, 1
m). 
We set up a correspondence between sets and hook-tableaux which illuminates
the meaning of content vectors and {ωi}-eigenvalues.
Definition 7. SupposeE ∈ E0 andE = {i1, . . . , im, im+1}, EC = {j1, . . . , jN−m−1}
with i1 < i2 < · · · < im+1 = N and j1 < j2 < · · · then YE is the RSYT
of shape (N −m, 1m) given by YE [k, 1] = im+2−k for 1 ≤ k ≤ m + 1, and
YE [1, k] = jN−m+1−k for 2 ≤ k ≤ N −m.
Example: let N = 8,m = 3, E = {2, 5, 7, 8} then
YE =
[
8 6 4 3 1
◦ 7 5 2
]
.
We will construct TE ∈ Pm,0 satisfying ωiTE = c (i, YE)TE for each i and
E ∈ E0. Here is an explicit definition of the content vector satisfying [c (i, E)]
N
i=1 =
[c (i, YE)]
N
i=1
Definition 8. For E ∈ E0 the content vector is [c (i, E)]
N
i=1 where c (i, E) =
−s (i, E) if i ∈ E and c (i, E) = s
(
i, EC
)
+ 1 if i /∈ E.
Theorem 3. For each E ∈ E0 there exists TE ∈ Pm,0 such that ωiTE =
c (i, E)TE. If i /∈ E and i+1 ∈ E\ {N} then TsiE = siTE−(c (i, E)− c (i+ 1, E))
−1
TE.
Proof. We proceed by induction on inv (E) and start with E = E0 with
inv (E0) = 0 and TE0 = ψE0 ; this is valid by Theorem 1. Suppose TE has been
constructed for every E ∈ E0 with inv (E) ≤ n and F ∈ E0 satisfies inv (F ) =
n+1.Then there exists i < N−1 such that i /∈ F and i+1 ∈ F , so that inv (siF ) =
inv (F )− 1 = n. Set E = siF so that F = sIE. Let b = (c (i, E)− c (i+ 1, E))
−1
.
and define TF := siTE − bTE. If j < i or j > i + 1 then ωjsi = siωj and so
ωjTsiE = c (j, E) TsiE , also c (j, E) = c (j, F ). Then
ωiTF = ωi (siTE − bTE) = (1 + siωi+1)TE − ωibTE
= TE + c (i+ 1, E) siTE − c (i, E) bTE
= c (i+ 1, E) (siTE − bTE) .
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Similarly ωi+1TF = c (i, E)TF . Since c (i, E) = c (i+ 1, F ) and c (i+ 1, E) =
c (i, F ) this completes the proof. 
It may seem that there is a uniqueness problem in the construction of TsiE (pos-
sibly siE = sjF ) but the eigenvalues of {ωi} do determine TE up to a multiplicative
constant. There is a useful triangularity property for {ψE} which completes the
uniqueness proof.
Definition 9. For 0 ≤ n ≤ m (N − 1−m) let P
(n)
m,0 = span {ψE : E ∈ E0, inv (E) ≤ n}.
The extreme cases are inv ({N −m, . . . , N}) = 0 and inv ({1, 2, . . . ,m,N}) =
m (N − 1−m). There is an important relation to Gaussian binomial coefficients:∑
E∈E0
qinv(E) =
[
N − 1
m
]
q
=
(q; q)N−1
(q; q)m (q; q)N−1−m
,
where (a; q)n :=
n−1∏
i=0
(
1− aqi
)
. There are representation-theoretic meanings of this
series which will be discussed later (Section 6). For example if N = 6,m = 2 then[
5
2
]
q
= 1 + q + 2q2 + 2q3 + 2q4 + q5 + q6.
Proposition 4. Suppose E ∈ E0 and inv (E) = n ≥ 1 then TE−ψE ∈ P
(n−1)
m,0 .
Proof. By Proposition 3 if ψE ∈ P
(k)
m,0 and i < N − 1 then siψE ∈ P
(k+1)
m,0 .
Proceeding by induction suppose the statement is true for some n and inv (F ) =
n + 1, F ∈ E0; then F = siE with (i, i+ 1) ∈ EC × E and inv (E) = n. Let
TE = ψE + pE with pE ∈ P
(n−1)
m,0 , and b = (c (i, E)− c (i+ 1, E))
−1
then
TF = siTE − bTE = siψE + sipE + bTE ,
and sipE + bTE ∈ P
(n)
m,0. By Proposition 3 (3) siψE = ψsiE = ψF . 
Corollary 3. Suppose E ∈ E0 and c (i, E)− c (i+ 1, E) = ε with ε = ±1, for
some i < N , then siTE = εTE.
Proof. Let p = siTE − εTE. By an equation similar to those in the proof
of Theorem 1 one finds that ωip = c (i+ 1, E) p , ωi+1p = c (i, E) p, and ωjp =
c (j, E) p for j 6= i, i+1. These eigenvalues are impossible because i, i+1 are in the
same row of YE if ε = 1, or the same column if ε = −1. Thus p = 0. 
We have shown that {ψE : E ∈ E0} is a basis, implicitly based on the degree
of (N −m, 1m) being
(
N−1
m
)
. Explicitly it can be shown (with straightforward
computation) that if #E = m + 1 and N /∈ E then ψE =
∑
j∈E
σ (s (j, E))ψ(j,N)E
(recall (j,N)E = (E\ {j}) ∪ {N}). Also {TE : E ∈ E0} is an orthogonal basis.
3.2. The submodule of isotype
(
N −m+ 1, 1m−1
)
. In order to complete
the proof that Pm ≃ (N −m, 1m)⊕
(
N −m+ 1, 1m−1
)
we will use the duality map
δ from
(
m, 1N−m
)
to
(
N −m+ 1, 1m−1.
)
. Begin by transferring the above results
to
(
m, 1N−m
)
by interchangingm and N−m. We use ⊥ to mark the corresponding
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objects: E⊥0 = {E : #E = N −m+ 1, N ∈ E}, E
⊥
0 = {m,m+ 1, . . . , N}. Thus
T⊥E0 = ψ
⊥
E0
=
∑N
j=m (−1)
N+1−j
φE⊥
0
\{j} and
δT⊥E0 =
N∑
j=m
(−1)N−j σ
(
inv
(
E⊥0 \ {j}
))
φ
(E⊥0 \{j})
C .
Let E1 =
(
E⊥0
)C
= {1, 2, . . . ,m− 1} and
(
E⊥0 \ {j}
)C
= E1 ∪ {j} for m ≤ j ≤ N .
Also inv
(
E⊥0 \ {j}
)
= j −m and thus
δT⊥E0 = (−1)
N−m
N∑
j=m
φEi∪{j}.
Since siδ = −δsi for all i < N we see (from Theorem 1) that ωi
(
δT⊥E0
)
=
−c
(
i, E⊥0
)
δT⊥E0 for 1 ≤ i ≤ N and −c
(
i, E⊥0
)
= − (m− i) for 1 ≤ i ≤ m − 1
and −c
(
i, E⊥0
)
= (N − i) for m ≤ i ≤ N . Thus the respective {ωi} eigenvalues of
δT⊥E0 coincide with the content vector of Y
⊥
E0
. So the SN -module generated by δT⊥E0
is of isotype
(
N −m+ 1, 1m−1
)
, of degree
(
N−1
m−1
)
and this establishes the decom-
position of Pm (the sum of the degrees of (N −m, 1m) and
(
N −m+ 1, 1m−1
)
is(
N−1
m
)
+
(
N−1
m−1
)
=
(
N
m
)
). Motivated by the formula for δT⊥E0 we make the following:
Definition 10. Suppose #E = m− 1 then
ηE :=
∑
j /∈E
σ (s (j, E))φE∪{j}.
Thus δT⊥E0 = (−1)
N−m ηE1 . Suppose E ∈ E
⊥
0 then #E
C = m− 1 and N /∈ E,
accordingly define E1 = {E : #E = m− 1, N /∈ E} and Pm,1 = span {ηE : E ∈ E1}.
The corresponding definition of YE (Definition 7) is:
Definition 11. SupposeE ∈ E1 and E = {i1, . . . , im−1}, EC = {j1, . . . , jN−m+1}
with i1 < i2 < · · · and j1 < j2 < · · · < jN−m+1 = N then YE is the RSYT of
shape
(
N −m+ 1, 1m−1
)
given by YE [k, 1] = im+1−k for 2 ≤ k ≤ m, YE [1, k] =
jN−m+2−k for 1 ≤ k ≤ N −m+ 1.
Example: let N = 9,m = 3, E = {1, 2} then
YE =
[
8 7 6 5 4 3
◦ 2 1
]
.
The following is used to find the formula relating δψF to ηE for F ∈ E⊥0 with
F = EC .
Lemma 1. Suppose j ∈ E, then
inv (E\ {j}) + s (j, E) + s
(
j, EC
)
= inv (E) + (#E − 1) .
Proof. Since inv (E) = #
{
(i, k) ∈ E × EC : i < k
}
we see that the set of
pairs being counted for inv (E\ {j}) omits
{
(j, k) : k ∈ EC
}
and includes {(i, j) : i ∈ E, i < j}.
The cardinalities of these two sets are s
(
j, EC
)
and (#E − 1− s (j, E)) respec-
tively. 
Proposition 5. Suppose E ∈ E1 then δψ
⊥
EC = (−1)
N−m
σ
(
inv
(
EC
))
ηE.
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Proof. Let F = EC then
δψ⊥F = δ
∑
j∈F
σ (s (j, F ))φF\{j} =
∑
j∈E
σ (s (j, F ) + inv (F\ {j}))φ(F\{j})C
=
∑
j /∈E
σ (−s (j, E) + inv (F ) + #F − 1)φE∪{j}
= (−1)N−m σ (inv (F ))
∑
j /∈E
σ (s (j, E))φE∪{j}
by the Lemma applied to F . 
We are ready to define the basis elements of Pm,1 corresponding to the RSYT
of shape
(
N −m+ 1, 1m−1
)
.
Definition 12. For E ∈ E1 let TE := (−1)
N−m σ
(
inv
(
EC
))
δT⊥Ec .
Proposition 6. Suppose E ∈ E1 and 1 ≤ i ≤ N then ωiTE = −c
(
i, EC
)
TE.
Thus TE corresponds to the transpose of YEC . The content vector [c (i, E)]
N
i=1
of E is given by c (i, E) = −1− s (i, E) if i ∈ E and c (i, E) = s
(
i, EC
)
if i /∈ E (so
that c (i, E) = c (i, YE)). From Definition 8 it follows that c (i, E) = −c
(
i, EC
)
for
all i. This subsection concludes with the transformation properties of TE derived
from δ.
Proposition 7. Suppose E ∈ E1, i ∈ E and i + 1 ∈ EC\ {N} then TsiE =
siTE − (c (i, E)− c (i+ 1, E))
−1 TE.
Proof. Set F = EC then T⊥siF = siT
⊥
F − (c (i, F )− c (i+ 1, F ))
−1
T⊥F by
Theorem 3. Apply δ to the equation:
δT⊥siF = −siδT
⊥
F − (c (i, F )− c (i + 1, F ))
−1
δT⊥F ,
(−1)N−m σ (inv (siF ))TsiE = (−1)
N−m
σ (inv (F ))
(
−si − (c (i, F )− c (i+ 1, F ))
−1
)
TE,
TsiE =
(
si + (c (i, F )− c (i+ 1, F ))
−1
)
TE ,
because inv (siF ) = inv (F ) + 1. Furthermore c (i, F ) − c (i + 1, F ) = −c (i, E) +
c (i+ 1, E). 
Notice that the direction E → siE decreases inv (E) and E1 maximizes inv (E)
in E1. The set {TE : E ∈ E1} is an orthogonal basis for Pm,1.
3.3. Projections. Define ∂θi by ∂θiφE = 0 and ∂θi (θiφE) = φE where i /∈ E,
thus for i ∈ E
∂θiφE = σ (# {j ∈ E : j < i})φE\{i}.
Let θ˜i denote the multiplication operator φE 7−→ θiφE = σ (# {j ∈ E : j < i})φE∪{i}
if i /∈ E, otherwise θ˜iφE = 0. If #E = k then δ∂iφE = (−1)
N−k
θiδφE (straight-
forward proof). Let M :=
∑N
i=1 θ˜i, D :=
∑N
i=1 ∂θi. With the usual calculations it
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can be shown that
MD +DM = N
δDφE = σ
(
#EC
)
MδφE
(kerD) ∩ Pm = Pm,0
(kerM) ∩ Pm = Pm,1
δ (kerD) ⊂ kerM
Also (MD)2 = N (MD) , (DM)2 = N (DM), so the eigenvalues of MD,DM are
N, 0. Thus 1NDM ,
1
NMD are the projections Pm → Pm,0, Pm → Pm,1 respectively.
3.4. Norms. Recall that {φE : #E = m} is an orthonormal basis for Pm, and
each si is a self-adjoint isometry (This can be implemented by defining dual vari-
ables θ̂i with the property θ̂iθj = δij , and if E = {i1, . . . , ik} with i1 < i2 < · · · < ik
then define φ̂E = θ̂ik · · · θ̂i2 θ̂i1 ; thus 〈φF , φE〉 = φ̂FφE .) Hence each ωi is self-adjoint
and two eigenvectors with at least one different {ωi}-eigenvalue are orthogonal to
each other. Suppose for some f ∈ Pm there are i, b such that f ′ = sif − bf sat-
isfies 〈f, f ′〉 = 0 then 〈sif, f〉 = b |f |
2
and |f ′|2 = |sif |
2 − 2b 〈sif, f〉 + b2 |f |
2
=(
1− b2
)
|f |2 since |sif |
2
= |f |2. In the context of the previous subsections |TsiE |
2
=(
1− b2
)
|TE |
2. By definition |TE0|
2 = m+ 1 and |TE1|
2 = N −m+ 1.
Proposition 8. Suppose E ∈ E0 then
|TE |
2
= (m+ 1)
∏
1≤i<j<N
(i,j)∈E×EC
(
1−
1
(c (i, E)− c (j, E))2
)
.
Proof. Argue implicitly by induction on inv (E). The product for E = E0 is
empty (= 1). For each E let h (i, j;E) = 1 − ((c(i, E)− c (i+ 1, E))−2. Suppose
(k, k + 1) ∈ EC × E, then inv (skE) = inv (E) + 1, and h (i, j;E) = h (i, j; skE)
for i, j 6= k, k + 1. Also h (i, k + 1;E) = h (i, k; skE) for i < k and i ∈ E;
h (k + 1, j;E) = h (k, j; skE) for j > k+1 and j /∈ E. |TskE |
2
differs from |TE |
2
by
the extra factor h (k, k + 1; skE) (= h (k, k + 1, E)) 
Proposition 9. Suppose E ∈ E1 then
|TE|
2
= (N −m+ 1)
∏
1≤i<j<N
(i,j)∈EC×E
(
1−
1
(c (i, E)− c (j, E))2
)
.
Proof. This follows from the duality map δ being an isometry and using the
previous formula for EC ∈ E⊥0 . 
4. Superpolynomials and Nonsymmetric Jack Polynomials
Here we extend the polynomials in {θi} by adjoining N commuting variables
x1, . . . , xN (that is [xi, xj ] = 0, [xi, θj ] = 0, θiθj = −θjθi for all i, j). Each poly-
nomial is a sum of monomials xαφE where E ⊂ {1, 2, . . . , N} and α ∈ NN0 , x
α =
N∏
i=1
xαii . The partitions in N
N
0 are denoted by N
N,+
0 (λ ∈ N
N,+
0 if and only if
λ1 ≥ λ2 ≥ . . . ≥ λN ). The fermionic degree of this monomial is #E and the
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bosonic degree is |α| =
∑N
i=1 αi. Let sPm = span
{
xαφE : α ∈ NN0 ,#E = m
}
.
Then using the decomposition Pm = Pm,0 ⊕ Pm,1 let
sPm,0 = span
{
xαψE : α ∈ N
N
0 , E ∈ E0
}
,
sPm,1 = span
{
xαηE : α ∈ N
N
0 , E ∈ E1
}
.
The symmetric group SN acts on sPm by wp (x, θ) = p (xw, θw) (recall (xw)i =
xw(i) and (θw)i = θw(i) for 1 ≤ i ≤ N).
Definition 13. The Dunkl and Cherednik-Dunkl operators are (1 ≤ i ≤ N, p ∈
sPm)
Dip (x; θ) :=
∂p (x; θ)
∂xi
+ κ
∑
j 6=i
p (x; θ (i, j))− p (x (i, j) ; θ (i, j))
xi − xj
,
Uip (x; θ) := Di (xip (x; θ))− κ
i−1∑
j=1
p (x (i, j) ; θ (i, j)) .
The same commutation relations as for the scalar case hold, that is,
DiDj = DjDi, UiUj = UjUi, 1 ≤ i, j ≤ N
wDi = Dw(i)w, ∀w ∈ SN ; sjUi = Uisj , j 6= i− 1, i;
siUisi = Ui+1 + κsi, Uisi = siUi+1 + κ, Ui+1si = siUi − κ.
The simultaneous eigenfunctions of {Ui} are called (vector-valued) nonsymmetric
Jack polynomials (NSJP). They are the special case for the SN -representations
(N −m, 1m) and
(
N −m+ 1, 1m−1
)
of the polynomials constructed by Griffeth [8]
for the complex reflection groupsG (n.p.N). For generic κ these eigenfunctions form
a basis of sPm (generic means that κ 6=
m
n where m,n ∈ Z and 1 ≤ n ≤ N). They
have a triangularity property with respect to the partial order ⊲ on compositions,
which is derived from the dominance order:
α ≺ β ⇐⇒
i∑
j=1
αj ≤
i∑
j=1
βj , 1 ≤ i ≤ N, α 6= β,
α⊳ β ⇐⇒ (|α| = |β|) ∧
[(
α+ ≺ β+
)
∨
(
α+ = β+ ∧ α ≺ β
)]
.
The rank function on compositions is involved in the formula for an NSJP.
Definition 14. For α ∈ NN0 , 1 ≤ i ≤ N
rα (i) = # {j : αj > αi}+# {j : 1 ≤ j ≤ i, αj = αi} ,
then rα ∈ SN .
A consequence is that rαα = α
+, the nonincreasing rearrangement of α, for
any α ∈ NN0 . For example if α = (1, 2, 0, 5, 4, 5) then rα = [5, 4, 6, 1, 3, 2] and
rαα = α
+ = (5, 5, 4, 2, 1, 0) (recall wαi = αw−1(i) ). Also rα = I if and only if
α ∈ NN,+0 .
For each α ∈ NN0 and E ∈ E0 or E ∈ E1 there is a NSJP Jα,E with leading term
xα
(
r−1α TE
)
, that is,
(4.1) Jα,E (x; θ) = x
α
(
r−1α TE
)
+
∑
α⊲β
xβvα,β,T (κ; θ) ,
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where vα,β,T (κ; θ) ∈ Pm,0 or Pm,1, respectively. The coefficients of the polynomi-
als vα,β,T (κ; θ) are rational functions of κ. Note r
−1
α TE (θ) = TE
(
θr−1α
)
. These
polynomials satisfy
UiJα,E = ζα,E (i)Jα,E ,
ζα,E (i) := αi + 1 + κc (rα (i) , E) , 1 ≤ i ≤ N.
For detailed proofs see [7].
Example 1. N = 4,m = 2, α = (0, 1, 1, 0) , E = {2, 3, 4} ∈ E0, [c (j, E)]
4
j=1 =
[1,−2,−1, 0]
Jα,E =
(
x2x3 −
κx2x4
1− 2κ
)
(−θ1θ3 + θ1θ4 − θ3θ4)
+
κx3x4
(1− 2κ) (1 + κ)
{(1− κ) θ1θ2 − (1− 2κ) (θ1θ3 − θ2θ3)− κ (θ1θ4 − θ2θ4)} ,
ζα,E = [1− κ, 2 + κ, 2− 2κ, 1] .
We collect formulas for the action of si on Jα,E . They will be expressed in
terms of the spectral vector ζα,E = [αi + 1 + κc (rα (i) , E)]
N
i=1 and (for 1 ≤ i < N)
bα,E (i) =
κ
ζα,E (i)− ζα,E (i+ 1)
=
κ
αi − αi+1 + κ (c (rα (i) , E)− c (rα (i+ 1) , E))
.
The formulas are consequences of the commutation relationships: sjUi = Uisj for
j < i − 1 and j > i; siUisi = Ui+1 + κsi for 1 ≤ i < N . We examine the
action of si on Jα,E with i < N . Observe that the formulas manifest the equation
(si + bα,E (i)) (si − bα,E (i)) = 1− bα,E (i)
2. Suppose that αi 6= αi+1, then
(1) αi < αi+1 implies
(si − bα,E (i))Jα,E = Jsiα,E
(si + bα,E (i))Jsiα,E =
(
1− bα,E (i)
2
)
Jα,E .,
(2) αi > αi+1 implies
(si − bα,E (i))Jα,E =
(
1− bα,E (i)
2
)
Jsiα,E ,
(si + bα,E (i))Jsiα,E = Jα,E ,
Suppose that αi = αi+1 then let j = rα (i) (thus rα (i+ 1) = j + 1). By
definition bα,E (i) = (c (j, E)− c (j + 1, E))
=1
. Then
(1) {j, j + 1} ⊂ E (bα,E (i) = −1) implies siJα,E = −Jα,E,
(2) {j, j + 1} ∩ E = ∅ (bα,E (i) = 1) implies siJα,E = −Jα,E,
(3) (j, j + 1) ∈ EC × E and E ∈ E0, or (j, j + 1) ∈ E × EC and E ∈ E1 implies
(si − bα,E (i))Jα,E = Jα,sjE ,
(si + bα,E (i)) Jα,sjE =
(
1− bα,E (i)
2
)
Jα,E ,
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(4) (j, j + 1) ∈ E × EC and E ∈ E0, or (j, j + 1) ∈ EC × E and E ∈ E1 implies
(si − bα,E (i))Jα,E =
(
1− bα,E (i)
2
)
Jα,sjE ,
(si + bα,E (i))Jα,sjE = Jα,E .
The reason for the difference between the E0 and E1 cases is that the directions
of inductively defining TE are opposite. One other construction enables the deter-
mination of any Jα,E in a finite number of steps starting from TE0 for E ∈ E0, or
from TE1 for E ∈ E1: this refers to the affine step. Let wN = s1s2 · · · sN−1 (a cyclic
shift) and define Ψ acting on N -vectors:
Ψ (a1, a2, . . . , aN ) = (a2, a3, . . . , aN , a1 + 1) .
Then JΨα,E = xNw
−1
N Jα,E and [ζΨα,E (i)]
N
i=1 = Ψ [ζα,E (i)]
N
i=1. By a simple cal-
culation we find rΨα (i) = rα (i+ 1) for 1 ≤ i < N and rΨα (N) = rα (1), that is,
rΨα (i) = rα (wN (i)) for all i. Furthermore
xNw
−1
N Jα,E = xNJα,E (xN , x1, x2, . . . , xN−1; θN , θ1, . . . , θN−1) .
For example, if α = (2, 1, 4) then xα = x21x2x
4
3 and x
Ψα = x1x
4
2x
3
3 , also rα = [2, 3, 1]
and rψα = [3, 1, 2].
In [7] the Yang-Baxter graph is used to organize the transformation formulas
in a directed graph. Here is a simplified description: the nodes are pairs (α,E),
and there are arrows from (α,E) to (αΨ, E), called affine steps, arrows from (α,E)
to (siα,E) when αi < αi+1, called steps, and arrows from (α,E) to (α, siE) when
(i, i+ 1) ∈ E × EC and E ∈ E0, or (i, i+ 1) ∈ EC × E and E ∈ E1; the latter are
called jumps (jumping from one set E to another). The graphs for sPm,0, sPm,1
have the roots (0, E0) and (0, E1) respectively.
The graph makes it possible to define a symmetric bilinear form on sPm, ex-
tending the inner product defined above for Pm, having the following properties
(f, g ∈ sPm)
〈wf,wg〉 = 〈f, g〉 , w ∈ SN ,
〈xif, g〉 = 〈f,Dig〉 , 1 ≤ i ≤ N,
deg f 6= deg g =⇒ 〈f, g〉 = 0.
where deg f is the bosonic degree (deg xα = |α|). As a consequence the operators Ui
are self-adjoint for this form and (α,E) 6= (β, F ) implies 〈Jα,E , Jβ,F 〉 = 0, because
of the eigenvector property. There are two products appearing in the formulas.
Definition 15. For λ ∈ NN,+0 , α ∈ N
N
0 , E ∈ E0 ∪ E1 and z = 0, 1 let
P (λ,E) =
N∏
i=1
(1 + κc (i, E))λi
∏
1≤i<j≤N
λi−λj∏
l=1
(
1−
(
κ
l + κ (c (i, E)− c (j, E))
)2)
,
Rz (α,E) =
∏
1≤i<j≤N
αi<αj
(
1 +
(−1)z κ
αj − αi + κ (c (rα (j) , E)− c (rα (i) , E))
)
,
and let R (α,E) = R0 (α,E)R1 (α,E) (R is for “rearrangement”).
Theorem 4. Suppose λ ∈ NN,+ and E ∈ E0 ∪ E1 then
‖Jλ,E‖
2
= |TE|
2 P (λ,E) .
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The norm of Jα,E uses the auxiliary product.
Theorem 5. Suppose α ∈ NN0 , E ∈ E0 ∪ E1 then
‖Jα,E‖
2
= R (α,E)−1
∥∥Jα+,E∥∥2 .
These formulas show that the bilinear form is positive-definite for− 1N < κ <
1
N ;
the typical term in the product has the form (l ≥ 1)
(l + κ (c (i, E)− c (j, E) + 1)) (l + κ (c (i, E)− c (j, E) − 1))
(l + κ (c (i, E)− c (j, E)))2
and |c (i, E)− c (j, E)| ≤ N−1 (maximum value with the cells {[1, N −m] , [m+ 1, 1]}
for E0and with {[1, N −m+ 1] , [m, 1]} for E1; thus each factor is positive. The for-
mulas are the type-A specialization of Griffeth’s results [8].
Example 2. N = 4,m = 2, α = (0, 1, 1, 0), E = {2, 3, 4} ∈ E0, [c (j, E)]
4
j=1 =
[1,−2,−1, 0], ζα,E = [1− κ, 2 + κ, 2− 2κ, 1]
Jα,E =
(
x2x3 −
κx2x4
1− 2κ
)
(−θ1θ3 + θ1θ4 − θ3θ4)
+
κx3x4
(1− 2κ) (1 + κ)
{(1− κ) θ1θ2 − (1− 2κ) (θ1θ3 − θ2θ3)− κ (θ1θ4 − θ2θ4)} ,
‖Jα,E‖
2
=
3 (1− 3κ) (1 + 2κ) (1− κ)
(1 + κ) (1− 2κ)
.
5. Supersymmetric Polynomials
A supersymmetric polynomial of fermionic degree m is a polynomial p ∈
sPm which satisfies wp = p for all w ∈ SN ; the minimal equivalent condition is
p (xsi; θsi) = p (x; θ) for 1 ≤ i < N . In this section we consider such polynomials
which arise as
∑
w∈SN
wJα,E for some fixed α,E. These polynomials are simultaneous
eigenfunctions of the commutative set
{∑N
i=1 U
k
i : 1 ≤ k ≤ N
}
. The tableaux YE
are useful for labeling SN -orbits of Jα,E
Definition 16. For α ∈ NN0 and E ∈ E0 ∪E1 let ⌊α,E⌋ denote the tableau ob-
tained from YE by replacing i by α
+
i for 1 ≤ i ≤ N . LetM (α,E) = span {Jβ,F : ⌊β, F ⌋ = ⌊α,E⌋}
.
Example: let N = 8,m = 3, E = {2, 5, 7, 8} , α = (3, 5, 6, 2, 2, 1, 4, 4) , α+ =
(6, 5, 4, 4, 3, 2, 2, 1) and
⌊α,E⌋ =
[
1 2 4 4 6
◦ 2 3 5
]
.
Theorem 6. ([7, Prop. 5.2])Suppose α ∈ NN0 and E ∈ E0 ∪ E1, then there is
a series of transformations of the form asi + b mapping Jα,E to Jβ,F if and only if
⌊β, F ⌋ = ⌊α,E⌋.
It is a consequence of the transformation rules that if ⌊β, F ⌋ = ⌊α,E⌋ then
the spectral vector ζβ,F is a permutation of ζα,E . Furthermore M (α,E) is an
SN -module.
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Theorem 7. ([7, Thm. 5.9]) Suppose α ∈ NN0 and E ∈ E0 ∪ E1 and ⌊α,E⌋ is
column-strict (the entries in column 1 are strictly decreasing) then there is a unique
symmetric polynomial (up to constant multiplication) in M (α,E) otherwise there
is no nonzero SN -invariant.
The paper [3] defined a superpartition with N parts and fermionic degree m as
an N -tuple (Λ1, . . . ,Λm; Λm+1, . . . ,ΛN ) which satisfies Λ1 > Λ2 > · · · > Λm and
Λm+1 ≥ Λm+2 ≥ · · · ≥ ΛN . Suppose α ∈ NN0 and E ∈ E0 and ⌊α,E⌋ is column
strict, then Λi = ⌊α,E⌋ [m+ 2− i, 1] for 1 ≤ i ≤ m and Λi = ⌊α,E⌋ [1, N + 1− i]
for m + 1 ≤ i ≤ N , and also Λm > ΛN . Suppose α ∈ NN0 and E ∈ E1 and
⌊α,E⌋ is column strict, then Λi = ⌊α,E⌋ [m+ 1− i, 1] for 1 ≤ i ≤ m and Λi =
⌊α,E⌋ [1, N + 2− i] for m + 1 ≤ i ≤ N , and also Λm ≤ ΛN (because Λm =
⌊α,E⌋ [1, 1] and ΛN = ⌊α,E⌋ [1, 2]. Thus the inequalities Λm > ΛN and Λm ≤ ΛN
distinguish E0 from E1.
Suppose ⌊α,E⌋ is column-strict. We will determine formulas for the supersym-
metric polynomial in M (α,E) and its norm. This material is the specialization of
results in [7]. The idea is based on a technique of Baker and Forrester [1]. Some
auxiliary concepts are required. Consider the set of F such that ⌊α, F ⌋ = ⌊α,E⌋.
Among these there is one minimizing inv (F ) and one maximizing inv (F ).
Definition 17. Suppose E ∈ E0 then the root ER and the sink ES satisfy
inv (ER) = min {inv (F ) : ⌊α, F ⌋ = ⌊α,E⌋} ,
inv (ES) = max {inv (F ) : ⌊α, F ⌋ = ⌊α,E⌋} .
The root and the sink are produced by minimizing the entries of F in row 1,
respectively minimizing the entries of F in column 1 . For E ∈ E1 the definitions
of ER and ES are reversed.
Example: Let N = 10,m = 3, E = {1, 4, 7, 10}, α = (3322221100) so that
YE =
[
10 9 8 6 5 3 2
◦ 7 4 1
]
, ⌊α,E⌋ =
[
0 0 1 2 2 2 3
◦ 1 2 3
]
;
there are 16 sets F with ⌊α, F ⌋ = ⌊a,E⌋, and ER = {2, 6, 8, 10} , ES = {1, 3, 7, 10}.
There is an analog of the product Rz (α,E) for content vectors:
Definition 18. For E ∈ E0, F ∈ E1 and z = 0, 1 let
C(0)z (E) =
∏
1≤i<j<N
(i,j)∈E×EC
(
1 +
(−1)z
c (i, E)− c (j, E)
)
C(1)z (F ) =
∏
1≤i<j<N
(i,j)∈FC×F
(
1 +
(−1)z
c (i, F )− c (j, F )
)
.
Theorem 8. Suppose λ ∈ NN,+0 , E ∈ Ek, k = 0 or 1, and ⌊λ,E⌋ is column-strict
then
pλ,E =
∑
⌊α,F⌋∈T (λ,E)
R1 (α, F )
C
(k)
1 (F )
Jα,F
is the supersymmetric polynomial in M (α,E), unique when the coefficient of xλ is∑
⌊λ,F⌋∈T (λ,E)
1
C
(k)
1 (F )
TF .
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Proof. We show that sipλ,E = pλ,E for each i < N . The space M (α,E)
decomposes as a sum of one and two dimensional spaces invariant under the action
of si. This leads to adjacency relations for the coefficients in
∑
(α,F )A (α, F )Jα,F .
There are 3 cases (1) αi < αi+1 (2) αi = αi+1, |c (rα (i) , F )− c (rα (i+ 1) , F )| ≥
2, (3) αi = αi+1, c (rα (i) , F ) − c (rα (i+ 1) , F ) = 1. The case αi = αi+1,
c (rα (i) , F ) − c (rα (i + 1) , F ) = −1 does not occur because ⌊λ,E⌋ is column-
strict. In case (3) siJα,F = Jα,F . Now suppose αi < αi+1 and bα,F (i) =
κ
ξi (α, F )− ξi+1 (α, F )
, so that
κ
ξi (siα, F )− ξi+1 (siα, F )
= −bα,F (i). The trans-
formation formula (si − bα,E (i)) Jα,F = Jsiα,F impliesA (α, F ) = (1 + bα,F (i))A (siα, F ).
Combine this with
Rz (α, F )
Rz (siα, F )
= 1− (−1)z bα,F (i)
(which follows from the product for a having the extra pair (i, i+ 1) with αi < αi+1)
leads to
A (siα, F )
R1 (siα, F )
=
A (α, F )
R1 (α, F )
= A (λ,E) ,
since there is a series of steps transforming α to λ = α+.
Suppose αi = αi+1 and j = rα (i) ,then let bF (j) = (c (j, F )− c (j + 1, F ))
−1
.
If E ∈ E0 suppose (j, j + 1) ∈ FC × (F\ {N}) or if E ∈ E1 then suppose (j, j + 1) ∈
F×
(
FC\ {N}
)
; in both cases (si − bα,F (j)) Jα,F = Jα,sjF . This implies A (α, F ) =
(1 + bF (j))A (α, sjF ). Combine with (k = 0, 1)
C
(k)
z (sjE)
C
(k)
z (E)
= 1− (−1)z bE (j)
to obtain
A (α, F )
A (α, sjF )
= 1 + bE (j) =
C
(k)
1 (sjF )
C
(k)
1 (F )
,
for E ∈ Ek. So every coefficient in
∑
(α,F )A (α, F )Jα,F can be expressed in terms
of A (λ,E) , which is now the unique undetermined constant. 
Besides the supersymmetry property the polynomial pλ,E satisfies
N∑
j=1
Usj pλ,E =
N∑
j=1
(λj + 1+ κc (i, ER))
s
pλ,E
for s ≥ 1; this relation holding for 1 ≤ s ≤ N together with supersymmetry defines
p (up to a multiplicative constant).
Next we describe the process for computing the norm of pλ,E . Recall that
‖Jλ,E‖
2 = |TE|
2 P (λ,E) and ‖Jα,E‖
2 = |TE |
2 P (α+, E) (R0 (α,E)R1 (α,E))
−1
(Theorem 5).. If ⌊λ, F ⌋ = ⌊λ,E⌋ then P (λ, F ) = P (λ,E) (some of the factors in
the product may be permuted). To determine ‖p‖2 fix some (α, F ) ∈ ⌊λ,ER⌋ then∑
w∈SN
wJα,F = cpλ,E for some constant c (because there is only one invariant in
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M (α,E)). For now suppose E ∈ E0. Then
c ‖pλ,E‖
2
=
∑
w∈SN
〈wJα,F , pλ,E〉 = N ! 〈Jα,F , pλ,E〉(5.1)
= N !
R1 (α, F )
C
(0)
1 (F )
‖Jα,F ‖
2
= N !
R1 (α, F )
C
(0)
1 (F )
|F |2 P (λ, F )
R1 (α, F )R0 (α, F )
= N !P (λ,ER) (m+ 1)
C
(0)
0 (F )
R0 (α, F )
.
The constant c can be determined for α = λ− (the non-decreasing rearrangement
of λ) and F = ER. Let w0 = rλ− so that w0λ− = λ. By the triangular property
of ⊲ and the minimal property of λ− it follows that Jλ−,ER = x
λ−w−10 TER +∑
β⊳λ− x
βvλ−,β,ER (κ; θ) (see formula (4.1)) where β
+ 6= λ (β+ ≺ λ). Thus xλ
appears in
∑
w∈SN
wJλ−,ER exactly when w = w1w0 and w1 ∈ Gλ, the stabilizer of
λ, and so
∑
w∈Gλ
wTER becomes the relevant quantity.
Lemma 2. The coefficient of TES in
∑
w∈Gλ
wTER is #GER , the order of the
stabilizer of TER .
Proof. The stabilizer of λ is a direct product of symmetric groups of intervals
(S [a, b] = {w ∈ SN : w (i) = i, i < a, i > b}), thus if λa−1 > λa = λa+1 = · · · =
λb > λb+1 then S [a, b] is a factor of Gλ. There are two possibilities for such
an interval (1) {a, a+ 1, . . . , b} are all in row 1 of YER then w ∈ S [a, b] implies
wTER = TER (and wJλ,ER = Jλ,ER) (2) one of a, a + 1, . . . , b is in column 1
(excluding [1, 1]) of YER . In case (2) b is in column 1 for ER and a is in column 1
for ES (reversed for E ∈ E1).
For simplification of the argument assume there is only one interval in case (2):
then by the transformation laws (Theorem 3)
sasa+1 · · · sb−1TER = TES +
∑
{bETE : inv (ER) ≤ inv (E) < inv (ER)}
and w (b) = a implies w = sasa+1 · · · sb−1w1 where w1 (b) = b , that is, there are
(b− a)! permutations taking b to a. In general the coefficient of TES in
∑
w∈Gλ
wTER is
a product to which the intervals in case (1) or case (2) contribute (bk − ak + 1)!, (bk − ak)!
respectively. The product is exactly #GER . 
Theorem 9. Suppose pλ,E is as defined in Theorem 8 and ER ∈ Ek with
k = 0, 1 then
‖pλ,E‖
2
= νk
N !
#GER
C
(k)
0 (ER)P (λ,ER)
R0 (λ−, ER) C
(k)
1 (ES)
,
with ν0 = m+ 1, ν1 = N −m+ 1.
Proof. From formula (5.1) we find
cpλ,E =
∑
w∈SN
wJλ−,ER = c
∑
⌊α,F⌋∈T (λ,E)
R1 (α, F )
C
(k)
1 (F )
Jα,F
c ‖pλ,E‖
2
= νkN !P (λ,ER)
C
(k)
0 (ER)
R0 (λ−, ER)
.
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In the first line the equation for the coefficient of xλTES is #GER =
c
C
(k)
1 (ES)
(By
Lemma 2). Dividing the second line by c = (#GER) C
(k)
1 (ES) leads to the stated
formula for ‖pλ,E‖
2. 
Example 3. N = 4, λ = (2, 1, 1, 0), E = {2, 3, 4} ∈ E0 (isotype (2, 1, 1))
⌊λ,E⌋ =
[
0 1
◦ 1 2
]
,
pλ,E = θ1θ2 (x1 − x2) {(x1x2 + x3x4) (x3 + x4)− 2x3x4 (x1 + x2)}+ . . .
= (θ1θ2 + θ1θ3 − 2θ1θ4 + θ2θ4 + θ3θ4)x
2
1x2x3 + . . .
and
‖pλ,E‖
2
= ∗ (1− 2κ) (2− 3κ) (1− 4κ)
4∑
i=1
U2i pλ,E = 6
(
κ2 − 2κ+ 3
)
pλ,E .
There is a simplification for the ratio
P (λ,ER)
R0 (λ−, ER)
by use of
R0
(
λ−, ER
)
=
∏
1≤ℓ<k≤N
λℓ>λk
(
1 +
κ
λℓ − λk + κ (c (ℓ, ER)− c (k,ER))
)
,
which follows from Definition 15 by setting i = w−1 (k) , j = w−1 (ℓ) where w = rλ− ;
then λ−j = λℓ, λ
−
i = λk. It is possible that i < j does not imply k > ℓ (if λi = λj)
but λℓ > λk does imply ℓ < k and i < j. In the product replace ℓ by i and k by j,
and cancel out part of the factor in P (λ,ER) for l = λi − λj . Introduce a utility
product to allow a more concise formula:
Π0 (n, d) :=
(
1−
κ
n+ dκ
) n−1∏
l=1
(
1−
(
κ
l + dκ
)2)
,
then
P (λ,ER)
R0 (λ−, ER)
=
N∏
i=1
(1 + κc (i, ER))λi
∏
1≤i<j≤N
λi>λj
Π0 (λi − λj , c (i, ER)− c (j, ER)) .
As Griffeth [8] pointed out this is a complicated product that conceals possible
cancellations of numerator and denominator factors, because the content vector
need not have consecutive entries differing by 1,as happens in the scalar case where
[c (i, T )]
N
i=1 = [N − 1, N − 2, . . . , 1, 0]. There are some special cases of low degree
where this ratio reduces to a polynomial in κ; to be discussed in the next section.
6. Poincare´ Series and Generators
This section concerns combinatorial aspects and generating supersymmetric
polynomials by multiplying basis elements by symmetric polynomials. We showed
that the supersymmetric polynomials in sPm are labeled by column-strict tableaux
of shape (N −m, 1m) and
(
N −m+ 1, 1m−1
)
.Stanley [11, p.379] found the formula
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for the number tn of tableaux of a given shape τ , with entries non-decreasing in
each row and each column, and with the sum of the entries equalling n
∞∑
n=0
tnq
n = Hτ (q) =
∏
(i,j)∈τ
(
1− qh(i,j;τ)
)−1
,
where the product is over the boxes of the Ferrers diagram of τ and h (i, j; τ) is the
length of the hook at (i, j). To modify this series for column-strict tableaux add
j − 1 to each entry of row j for 1 ≤ j ≤ ℓ (τ), thus adding nτ :=
∑ℓ(τ)
i=1 (j − 1) τj
to n. Recall the shifted q-factorial: (a; q)n =
n∏
i=1
(
1− aqi−1
)
. For τ = (N −m, 1m)
it is easy to find Hτ (q) =
{(
1− qN
)
(q; q)m (q; q)N−m−1
}−1
and nτ =
m(m+1)
2 .
Replace m by m − 1 to obtain these quantities for
(
N −m+ 1, 1m−1
)
. Thus the
number of supersymmetric polynomials of isotype (N −m, 1m) and bosonic degree
n is the coefficient of qn in
qm(m+1)/2
{(
1− qN
)
(q; q)m (q; q)N−m−1
}−1
For example let τ = (2, 1, 1) then the series begins q3+2q4+4q5+6q6+10q7+ . . ..
Suppose there are supersymmetric polynomials p1, p2, · · · , pk ∈ Pm,0 of bosonic
degrees n1, n2, . . . , nk such that every supersymmetric polynomial f ∈ sPm,0 has
a unique expansion f (x; θ) =
∑k
i=1 hi (x) pi (x; θ) where each hi is symmetric
(hi (xw) = hi (x) for all w ∈ SN ) . Define the generating function QN,m (q) =∑k
i=1 q
ni then
QN,m (q)
N∏
i=1
(
1− qi
)−1
= qm(m+1)/2
{(
1− qN
)
(q; q)m (q; q)N−m−1
}−1
,
because (q; q)−1N is the Poincare´ series for symmetric polynomials in N variables,
graded by degree. Thus
(6.1) QN,m (q) = q
m(m+1)/2
(q; q)N−1
(q; q)m (q; q)N−m−1
= qm(m+1)/2
[
N − 1
m
]
q
.
The Gaussian coefficient is defined by
[
a
b
]
q
=
(q;q)
a
(q;q)
b
(q;q)
a−b
. Considering the decom-
position sPm = sPm,0 ⊕ sPm,1 we find
QN,m (q) +QN,m−1 (q) = q
m(m−1)/2
[
N
m
]
q
.
Since lim
q→1
[
a
b
]
q
=
(
a
b
)
we note that QN,m (1)+QN,m−1 (1) =
(
N
m
)
= dimPm; this is a
consequence of a reciprocity theorem for representations. With a similar calculation
we find the Poincare´ series for the supersymmetric polynomials in sPm,1 to be
qm(m−1)/2
{
(q; q)m (q; q)N−m
}−1
.
This information leads to determining the set {pj (x; θ)} of supersymmetric
polynomials which are eigenfunctions of
∑N
i=1 U
s
i for s ≥ 1 and which are genera-
tors as described above. The idea is to involve two other meanings of the Gaussian
coefficient. Fix two integers k, ℓ ≥ 1 and consider two (well-known) counting prob-
lems:
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(1) A (k, ℓ, n) = #
{
(j1, . . . , jℓ) : 0 ≤ j1 ≤ j2 ≤ · · · ≤ jℓ ≤ k,
∑ℓ
i=1 ji = n
}
(the
number of partitions of n with length≤ ℓ), and let a (k, ℓ) =
∑kℓ
n=0A (k, ℓ, n) q
n;
(2) B (k, ℓ, n) = # {F ⊂ {1, 2, . . . , k + ℓ} : #F = ℓ, inv (E) = n}, and b (k, ℓ) =∑kℓ
n=0B (k, ℓ, n) q
n.
Then a (k, ℓ) =
[
k+ℓ
k
]
q
= b (k, ℓ). We sketch a proof for the first equation and
set up a bijection to prove the second. Break up the sum for a (k, ℓ) by summing
over the values of jℓ: A (k, ℓ, n) =
∑k
s=0 A (s, ℓ− 1, n− s); this implies a (k, ℓ) =∑k
s=0 q
sa (s, ℓ− 1) and a (k, ℓ) − a (k − 1, ℓ) = qka (k, ℓ− 1). Induction on m + k
together with a (k, 0) = 1 = a (0, ℓ) proves that a (k, ℓ) =
[
k+ℓ
k
]
q
.
For the bijection let F = {i1, i2, . . . , iℓ} with i1 < · · · < il and inv (E) = n,
then for 1 ≤ u ≤ ℓ define ju = #
{
v ∈ FC : v > iℓ+1−u
}
; thus 0 ≤ · · · ≤ ju ≤
ju+1 ≤ · · · ≤ k and
∑ℓ
u=1 ju = n. In the other direction given [ji]
ℓ
i=1 define
iu = k + u− jl+1−u for 1 ≤ u ≤ ℓ. This implies iu < iu+1. Let
Fu =
{
s ∈ FC : s > iu
}
= {iu + 1, . . . , k + ℓ} \ {iu+1, . . . , iℓ} ,
#Fu = (k + ℓ− 1− iu)− (ℓ− u) = k + u− iu = jℓ+1−u.
Thus inv (F ) =
∑ℓ
u=1 ju , and this proves the bijection.
In the present situation the set F = {YE [1, i]}
N−m−1
i=2 where E ∈ E0 (or 2 ≤
i ≤ N − m for E ∈ E1). Suppose the supersymmetric polynomial is in M (λ,E)
(Definition 16) with E ∈ E0; the minimal condition for a column-strict tableau is
⌊λ,E⌋ [i, 1] = i − 1 for 1 ≤ i ≤ m and ⌊λ,E⌋ [1, i] ≤ ⌊λ,E⌋ [1, i+ 1] for 1 ≤ i ≤
N −m − 1. Imposing the additional condition that ⌊λ,E⌋ [1, i] ≤ m leads to the
situation discussed above, namely a one-to-one correspondence between sets E in
E0 and (N −m)-tuples [0, j1, . . . , jN−m−1] such that inv
(
EC
)
=
∑ℓ
u=1 ju. There
is an analogous statement for E1.
Example 4. Let N = 8,m = 3, λ = (3, 2, 2, 2, 1, 1, 1, 0) and
⌊λ,E⌋ =
[
0 1 1 2 2
◦ 1 2 3
]
then k = 3, ℓ = 4, ℓ F = {3 + 1− 2, 3 + 2− 2, 3 + 3− 1, 3 + 4− 1} = {2, 3, 5, 6}
and E = {1, 4, 7, 8}. Thus
YE =
[
8 6 5 3 2
◦ 7 4 1
]
and inv
(
EC
)
= 6 (= 12− inv (E)). Note that E = ES , the sink.
The set E arising this way is the sink ES for E0, and the root ER for E1.
There are as many tableaux ⌊λ,E⌋ satisfying ⌊λ,E⌋ [i, 1] = i − 1 for 1 ≤ i ≤
m and ⌊λ,E⌋ [1, i] ≤ m as generators of the supersymmetric polynomials (over
the ring of symmetric polynomials) in Pm,0; the degrees also match up with the
generating function (6.1). It seems plausible that these are generators (there is
no nontrivial linear relation with symmetric polynomial coefficients), considering
that multiplying one of them by a nontrivial symmetric polynomial produces a
polynomial containing xm+11 but more is needed to prove this. In the next section
we look at a minimal (in the sense of the dominance order on partitions) subset of
the polynomials.
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7. Norms of certain minimal polynomials
This section concerns the norms of the supersymmetric polynomial pλ,E ∈
M (λ,E) where [λ,E] [i, 1] = i − 1 for 1 ≤ i ≤ m + 1 and [λ,E] [1, j] ≤ m for
1 ≤ j ≤ M (with M = N −m). To facilitate computation with ⌊λ,ER⌋ use µi for
row 1, and µ˜i for column 1 as described by
(7.1)
[
µ˜m+1 µM−1 µM−2 . . . µ3 µ2 µ1
µ˜m µ˜m−1 . . . µ˜2 µ˜1
]
.
Thus [µi]
M−1
i=1 and [µ˜i]
m+1
i=1 are both partitions, and the latter is strictly decreasing.
(This is essentially the same as the superpartition notation except for µ˜m+1.) The
associated content values are ci = M − i for 1 ≤ i ≤M − 1 and c˜i = i−m− 1 for
1 ≤ i ≤ m + 1. Pick parameters s, k with 0 ≤ s ≤ m− 1 and 1 ≤ k ≤ M − 2 and
define ⌊λ,E⌋ by µ˜i = m + 1 − i for 1 ≤ i ≤ m + 1, and µi = s + 1 for 1 ≤ i ≤ k,
µi = s for k+1 ≤ i ≤M−1. We will prove a denominator-free formula for ‖pλ,E‖
2
.
Heuristically this is possible since λ is ≺-minimal among λ′ with the same column
1 and the same sum of entries in row 1 (for example if M = 5 and the row-total is
6 then (2, 2, 1, 1) is ≺-minimal). The formula is
‖pλ,E‖
2
= ∗s!
k−1∏
i=1
(1 + iκ)
M−k−2∏
j=1
(1 + jκ)s
M−2∏
l=M−k−1
(2 + lκ)s
×
m∏
i=2
(1− iκ)i−1 (1− κN)m−s−1 (m− s+ 1− κ (m+ 1))s
× (m− s− κ (N − k)) .
The asterisk ∗ stands for νk
NC
(k)
0 (ER)
#GERC
(k)
1 (ES)
, the part of the formula independent
of κ. When k = 0 so that µi = s for 1 ≤ i ≤M − 1 the formula reduces to
∗s!
M−2∏
j=1
(1 + jκ)s
m∏
i=2
(1− iκ)i−1 (1− κN)m−s (m− s+ 1− κ (m+ 1))s .
There are |µ˜| factors of the form (a− bκ) and |µ|−µ1 factors (a+ bκ) with a, b ≥ 1.
The following are used to compute telescoping products:
Lemma 3. Suppose u ≤ v, n ≥ 1 and a is arbitrary then
v∏
i=u
Π0 (n, a+ i) =
(1 + κ (a+ u− 1))n (1 + κ (a+ v + 1))n−1
(1 + κ (a+ u))n−1 (1 + κ (a+ v))n
.
Proof. The first part of the i-product (where l = n) equals
v∏
i=u
(
n+ κ (a+ i− 1)
n+ κ (a+ i)
)
=
n+ κ (a+ u− 1)
n+ κ (a+ v)
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and the second part (1 ≤ l ≤ n− 1) equals
n−1∏
ℓ=1
v∏
i=u
(ℓ+ κ (a+ i− 1)) (ℓ+ κ (a+ i+ 1))
(ℓ+ κ (a+ i))
2
=
n−1∏
ℓ=1
(ℓ+ κ (a+ u− 1)) (ℓ+ κ (a+ v + 1))
(ℓ+ κ (a+ u)) (ℓ+ κ (A+ v))
=
(1 + κ (a+ u− 1))n−1 (1 + κ (a+ v + 1))n−1
(1 + κ (a+ u))n−1 (1 + κ (a+ v))n−1
..
Multiply the two parts together. 
Lemma 4. Let n ≥ 1 then
n∏
j=1
Π0 (j,−j) =
1
n (1− κ)
(1− κ (n+ 1))n
(1− κn)n−1
.
Proof. Proceed by induction. The formula is true for n = 1 since Π0 (1,−1) =
1−2κ
1−κ. . Suppose the formula is valid for n and evaluate
Π0 (n+ 1,−n− 1) =
(
1−
κ
(n+ 1) (1− κ)
) n∏
l=1
(l − κn) (l − κ (n+ 2)n)
(ℓ− κ (n+ 1))2
=
(n+ 1− (n+ 2)κ) (1− κn)n (1− κ (n+ 2))n
(n+ 1) (1− κ) (1− κ (n+ 1))2n
=
n (1− κn)n−1 (1− κ (n+ 2))n+1
(n+ 1) (1− κ (n+ 1))2n
.
This telescopes with the product over 1 ≤ j ≤ n. 
Lemma 5. Suppose n ≥ 1 and F (r) is a function of r then
n−1∏
r=0
(1 + F (r))n−r
(1 + F (r + 1))n−1−r
= (1 + F (0))n .
The formula in Lemma 3 can be used for
v∏
i=u
Π0 (n, a− i) =
−u∏
j=−v
Π0 (n, a+ j).
We split the computation of
P (λ,ER)
R0 (λ−, ER)
into (1a) (λi′ , λj′ ) = (µi, µj), (1b)
(λi′ , λj′ ) = (s+ 1, µ˜j) and µ˜j > s + 1, (1c) (λi′ , λj′ ) = (s, µ˜j) and µ˜j > s; (2a)
(λi′ , λj′ ) = (µ˜i, µ˜j), (2b) (λi′ , λj′ ) = (s+ 1i, µ˜j) and s + 1 > µ˜u, (2c) (λi′ , λj′ ) =
(s, µ˜j) and s > µ˜u. The partial products are denoted P1a, P1b etc..Lemmas 3 and
5 are used to simplify products of Π0
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Part (1a):
P1a =
k∏
i=1
(1 + (M − i)κ)s+1
M−1∏
j=k+1
(1 + (M − j)κ)s
k∏
i=1
M−1∏
j=k+1
Π0 (1, j − i)
=
k∏
i=1
(1 + (M − i)κ)s+1
M−1∏
j=k+1
(1 + (M − j)κ)s
k∏
i=1
1 + κ (k − i)
1 + κ (M − 1− i)
=
k−1∏
i=1
(1 + iκ)
k∏
i=1
(2 + κ (M − i))s
M−1∏
j=k+1
(1 + κ (M − j))s
1 + κ (M − 1)
1 + κ (M − k − 1)
.
If k = 0 then P1a =
M−1∏
i=1
(1 + κi)s.
Part (1b): µi = s+1 > µ˜u, then m+1−u < s+1, u > m−s, set j = M+1−u
P1b =
s∏
j=0
M−1∏
i=M−k
Π0 (s+ 1− j, i+ j) =
=
s∏
j=0
(1 + κ (j +M − k − 1))s+1−j (1 + κ (j +M))s−j
(1 + κ (j +M − k))s−j (1 + κ (j +M − 1))s+1−j
=
(1 + κ (M − k − 1))s+1
(1 + κ (M − 1))s+1
.
Part (1c): µi = s > µ˜u, set j = M + 1− u
P1c =
s−1∏
j=0
M−k−1∏
i=1
Π0 (s− j, i+ j)
=
s−1∏
j=0
(1 + κj)s−j (1 + κ (j +M − k))s−j−1
(1 + κ (j + 1))s−j−1 (1 + κ (j +M − k − 1))s−j
=
(1)s
(1 + κ (M − k − 1))s
.
Then
P1aP1bP1c =
k−1∏
i=1
(1 + iκ)
k∏
i=1
(2 + κ (M − i))s
M−1∏
j=k+1
(1 + κ (M − j))s
1 + κ (M − 1)
1 + κ (M − k − 1)
×
s! (s+ 1 + κ (M − k − 1))
(1 + κ (M − 1))s+1
= s!
k−1∏
i=1
(1 + iκ)
M−k−2∏
j=1
(1 + jκ)s
M−2∏
l=M−k−1
(2 + lκ)s .
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Part (2a):
P2a =
m∏
i=1
(1− iκ)i
∏
1≤i<j≤m+1
Π0 (j − i, i− j)
=
m∏
i=1
(1− iκ)i−1 (m! (1− κ)
m
)
(1− (m+ 1)κ)m
m! (1− κ)m
=
m+1∏
i=1
(1− iκ)i−1 .
To prove this assume the formula
∏
1≤i<j≤n+1
Π0 (j − i, i− j) = Πn =
(1− (n+ 1)κ)n
n! (1− κ)n
,
which is valid for n = 1 by Lemma 4 . Then
Πn+1
Πn
=
n+1∏
i=1
Π0 (n+ 2− i, i− n− 2) =
n+1∏
j=1
Π0 (j,−j)
=
1
(n+ 1) (1− κ)
(1− (n+ 2)κ)n+1
(1− (n+ 1)κ)n
.
This proves the formula for Πn by induction and thus also the formula for P2a.
Part (2b): µi = s+ 1 < µ˜u, thus s+ 1 < m+ 1− u ≤ m and
P2b =
m∏
j=s+2
M−1∏
i=M−k
Π0 (j − s− 1,−j − i)
=
m∏
j=s+2
(1− κ (M + j))j−s−1 (1− κ (M + j − k − 1))j−s−2
(1− κ (M + j − 1))j−s−2 (1− κ (M − k + j))j−s−1
=
(1− κ (M +m))m−s−1
(1− κ (M +m− k))m−s−1
.
Part (2c): µi = s < µ˜u, thus s < m+1−u ≤ m and (by Lemma 3 with a = −j,
u = 1 + k −M , v = −1,and then by Lemma 5)
P2c =
m∏
j=s+1
M−k−1∏
i=1
Π0 (j − s,−j − i)
=
m∏
j=s+1
(1− κ (M + j − k))j−s (1− jκ)j−s−1
(1− κ (M + j − k − 1))j−s−1 (1− κ (j + 1))j−s
=
(1− κ (M +m− k))m−s
(1− κ (m+ 1))m−s
.
Then
P2aP2bP2c =
m+1∏
i=1
(1− iκ)i−1
(1− κ (M +m))m−s−1
(1− κ (M +m− k))m−s−1
(1− κ (M +m− k))m−s
(1− κ (m+ 1))m−s
=
m∏
i=1
(1− iκ)i−1 (m− s+ 1− κ (m+ 1))s (1− κ (M +m))m−s−1
× (m− s− κ (M +m− k)) .
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This concludes the proof of the formula for ‖pλ,E‖
2
, up to a constant independent
of κ.
The content products for the (N −m, 1m) situations are computed with the
usual telescoping (with s ≥ 1)
C
(0)
0 (ER) =
m!
s! (M + s+ 1)m−s−1 (M + s− k)
,
C
(0)
1 (ES) =
(M + s+ 1)m−s (M + s− k) s!
(m+ 1)!
,
C
(0)
0 (ER)
C
(0)
1 (ES)
=
{
m!
s! (M + s+ 1)m−s−1 (M + s− k)
}2
m+ 1
m+M
.
If s = 0 then
C
(0)
0 (ER) =
m!
(M + 1)m−1 (M − k)
, C
(0)
1 (ES) =
(M + 1)m
(m+ 1)!
.
Similar calculations can be used to find C
(1)
0 (ER) , C
(1)
1 (ER) for the
(
N −m+ 1, 1m−1
)
case (replace m by m− 1 in the (µ, µ˜)-notation). The order of the stabilizer group
of ER is #GER = k! (M − k − 1)! when s ≥ 1 and k! (M − k)! when s = 0.
8. Further Results
8.1. Antisymmetric polynomials. Recall the duality map δ from Definition
2. When this map is applied to Pm,0 the NSJP’s transform to NSJP’s in PN−m,1
but with the parameter κ changed to −κ. We use the notation D (κ)i ,U (κ)i to
indicate the parameter. Apply δ to D (κ)i
∑
E pE (x)φE (θ) to obtain
δD (κ)i p =
∑
E
∂
∂xi
pE (x) δφE + κ
∑
j 6=i
∑
E
pE (x)− pE (x (i, j))
xi − xj
δ (i, j)φE
=
∑
E
∂
∂xi
pE (x) δφE − κ
∑
j 6=i
∑
E
pE (x)− pE (x (i, j))
xi − xj
(i, j) δφE

= D (−κ)i δp.
Similarly δU (κ)i p = U (−κ)i δp. Suppose α ∈ N
N
0 and E ∈ E0 then by (4.1)
δJα,E (x; θ) = x
αδ
(
r−1α TE
)
+
∑
α⊲β
xβδvα,β,T (κ; θ) , ,
and δ
(
r−1α TE
)
= σ
(
ℓ
(
r−1α
))
r−1α δTE and δTE = (−1)
e
TEC (the power of −1 can
be determined from Proposition5. Further ℓ
(
r−1α
)
= # {(i, j) : i < j, w(i) > w(j)}.
Thus δJα,E (x, θ) = (−1)
b Jα,EC (x; θ), a NSJP for −κ. The spectral vector stays
the same because αi + 1+ κc (rα (i) , E) = αi + 1− κc
(
rα (i) , E
C
)
.Similar consid-
erations apply to E ∈ E1.
Suppose p (x; θ) =
∑
E
pE (x)φE (θ) is supersymmetric, that is sip (x; θ) =∑
E
pE (xsi) siφE (θ) = p (x; θ) for 1 ≤ i < N then siδp = −δsip = −δp and δp
is antisymmetric. Thus by defining a supersymmetric Jack polynomial pλ,EC in
PN−m,1 using the appropriate modification of Theorem 8 with −κ we obtain an
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antisymmetric polynomial δpλ,EC which is an eigenfunction of
∑N
i=1 U (κ)
2
i . Sup-
pose E ∈ E0 and the tableau ⌊λ,E⌋ is as in Definition 16 then M (λ,E) contains a
unique (up to a constant multiple) nonzero antisymmetric polynomial if and only
if ⌊λ,E⌋ is row-strict (this applies only to row 1, of course; see [7, Thm. 5.12]).
Example 5. let N = 9,m = 3, E = {3, 4, 6, 9}and λ = (5, 4, 3.3.3.2.2.1.0} then
YEC =
[
9 6 4 3
◦ 8 7 5 2 1
]
,
⌊
λ,EC
⌋
=
[
0 2 3 3
◦ 1 2 3 4 5
]
,
YE =
[
9 8 7 5 2 1
◦ 6 4 3
]
, ⌊λ,E⌋ =
[
0 1 2 3 4 5
◦ 2 3 3
]
.
Then pλ,EC ∈ P6,1 and is of isotype
(
4, 15
)
while δpλ,EC is antisymmetric and in
M (λ,E), of isotype
(
6, 13
)
.
8.2. Wavefunctions on the torus. This is a sketch of how the polynomials
sPm can be interpreted on the unit circle. The quantum Calogero-Sutherlandmodel
for N identical particles with 1/r2 interactions on the circle has the Hamiltonian
H = −
N∑
i=1
(
∂
∂φi
)2
+
1
2
∑
1≤i<j≤N
κ (κ− 1)
sin2
(
1
2 (φi − φj)
)
=
N∑
i=1
(
xi
∂
∂xi
)2
− 2κ
∑
1≤i<j≤N
xixj (κ− 1)
(xi − xj)
2 ,
where x ∈ TN ; the torus and its surface measure in terms of polar coordinates are
TN :=
{
x ∈ CN : |xj | = 1, 1 ≤ j ≤ N
}
,
dm (x) = (2π)−N dφ1 · · · dφN , xj = exp (iφj) ,−π < φj ≤ π, 1 ≤ j ≤ N.
The time-independent Schro¨dinger equation Hψ = Eψ has solutions expressible as
the product of the base-state
ψ0 (x) =
∏
1≤i<j≤N
∣∣∣∣2 sin φi − φj2
∣∣∣∣κ = ∏
1≤i<j≤N
(
−
(xi − xj)
2
xixj
)κ/2
with Jack polynomials (Lapointe and Vinet [10]). We generalized this result by
introducing a matrix-valued base state [6]. In the present context this is a
(
N
m
)
×
(
N
m
)
-
matrix valued function L of x defined on CN\
⋃
i<j {x : xi = xj} . Recall the dual
basis
{
φ̂E
}
defined in 3.4 and express L as
L (x) =
∑
E,F
LEF (x)φE ⊗ φ̂F ,
L (x)
∑
F
aFφF =
∑
E
(∑
F
LEF (x) cF
)
φE .
Because Pm splits into two irreducible SN -modules the matrix L (x) is also split
into L0 (x) , L1 (x) with
(DM)L0 (x) = L0 (x) (DM) = NL0 (x) ,
(MD)L1 (x) = L1 (x) (MD) = NL1 (x) .
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Let γ0 =
N − 2m− 1
2
and γ1 =
N − 2m+ 1
2
, the average contents for (N −m, 1m),(
N −m+ 1, 1m−1
)
respectively. The differential system for L (x) is (for s = 0, 1)
∂
∂xi
Ls (x) = κLs (x)
∑
j 6=i
1
xi − xj
(i, j)−
γs
xi
I
 , 1 ≤ i ≤ N,
where L (x) (i, j) =
∑
E,F LEF (x)φE ⊗
̂(i, j)φF , and I is the identity matrix.
The effect of the term γsxi I is to make Ls (x) homogeneous of degree 0, that is,
Ls (cx) = Ls (x) for c ∈ C\ {0}: indeed
N∑
i=1
xi
∂
∂xi
Ls (x) = κLs (x)
 ∑
1≤i<j≤N
(i, j)−NγsI
 ,
and if p (θ) ∈ Pm,0 then
∑
i<j (i, j) p (θ) =
∑N
k=1 c (k,E0) =
(N−m)(N−m−1)
2 −
m(m+1)
2 = γ0N (and similarly for Pm,1). Let T
N
reg = T
N\
⋃
i<j
{x : xi = xj}, then
TNreg has (N − 1)! connected components and each component is homotopic to a
circle. Let x0 :=
(
1, e2πi/N , e4πi/N , . . . , e2(N−1)πi/N
)
and denote the connected com-
ponent of TNreg containing x0 by C0, called the fundamental chamber. Thus C0 is
the set consisting of
(
eiθ1 , . . . , eiθN
)
with θ1 < θ2 < · · · < θN < θ1 + 2π. The
homogeneity L (ux) = L (x) for |u| = 1 shows that L (x) has a well-defined an-
alytic continuation to all of C0 starting from x0. Briefly, there is a method to
define Ls (x) on the other connected components of T
N
reg so that when restricted to
supersymmetric polynomials∈
Ls (x)
N∑
i=1
(Ui − 1− κγs)
2
Ls (x)
−1
=
N∑
i=1
(xi∂i)
2 − 2κ
∑
1≤i<j≤N
xixj (κ− 1)
(xi − xj)
2 = H.
Thus if pλ,E is the supersymmetric Jack polynomial associated with ⌊λ,E⌋ where
E ∈ E0 and ⌊λ,E⌋ is column-strict then
H (L0 (x) pλ,E (x; θ)) =
N∑
i=1
(λi + κ (c (i, E)− γ0))
2 L0 (x) pλ,E (x; θ) .
This is not the same Hamiltonian defined in [2]; in that paper the coupling constant
satisfies κ > 1. In terms of the (µ, µ˜) notation from (7.1) the eigenvalue is
m+1∑
i=1
(
µ˜i + κ
(
i−
N + 1
2
))2
+
N−m−1∑
i=1
(
µi + κ
(
N + 1
2
− i
))2
.
The supersymmetric polynomial of lowest degree has µi = 0 for 1 ≤ i ≤ N −m− 1
and µ˜i = m+ 1− i for 1 ≤ i ≤ m+ 1 and its eigenvalue is
1
6
m (m+ 1) {(2m+ 1) (1 + κ)− 3κN}+
κ2
12
N
(
N2 − 1
)
.
To get the eigenvalues for the isotype
(
N −m+ 1, 1m−1
)
replace m by m − 1 in
the formulas.
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The adjoint map is defined by {
∑
E fE (x)φE (θ)}
∗∑
F gF (x)φF (θ) =
∑
E fE (x)gE (x).
There is a normalization of Ls (x) so that for f, g∫
TN
{Ls (x) f (x; θ)}
∗
Ls (x) g (x; θ) dm (x) = 〈f, g〉T ,
where 〈f, g〉
T
is a conjugate-linear inner product on sPm satisfying (1 ≤ i ≤ N)
〈wf,wg〉
T
= 〈f, g〉
T
, w ∈ SN ,
〈xiDif, g〉T = 〈f, xiDig〉T ,
〈xif, xig〉T = 〈f, g〉T .
This inner product is different from those studied in [5]. These properties imply that
multiplication by xi is an isometry and that each Ui is self-adjoint, thus (α,E) 6=
(β, F ) implies 〈Jα,E , Jβ,F 〉T = 0. Also 〈Jα,E , Jα,E〉T =
{
N∏
i=1
(1 + κc (i, E))α+
i
}−1
‖Jα,E‖
2
(from Theorems 4 and 5). The details can be found in [6].
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