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Summary
In this thesis the potential of using opportunistic sensing techniques to monitor
rainfall at high temporal and spatial resolution is evaluated. The techniques that
have been explored are rainfall measurements by personal weather stations (PWSs)
that have been crowdsourced from online weather platforms, and rainfall estimates
derived from power levels in commercial microwave link (CML) networks.
In Chapter 2 time series of rain observations spanning at least 4 months in a 17-
month period from 63 PWSs in the Amsterdam metropolitan area (∼575 km2) are
crowdsourced from the Wundermap platform and validated with a gauge-adjusted
radar product. The Pearson correlation coefficient of these measurements improve
from 0.48 at 5 min temporal resolution to 0.60 at hourly intervals. Double mass
curves show that the median of all stations resembles the reference better than the
real-time (unadjusted) radar product, which heavily underestimates rainfall. The
sensor performance of three Netatmo PWSs is evaluated in an experimental set-up.
The raw observations correspond well with the high-end reference rain gauge (with
a Pearson correlation coefficient of ∼0.9 at 5-min intervals), but the time series
obtained via the Wundermap are less accurate due to unknown processing steps on
the platform. For high accuracy at sub-hourly resolution, it is therefore advisable
to make use of unprocessed data.
In Chapter 3 a two-year dataset of PWS rainfall observations is evaluated for
the same Amsterdam study area as in Chapter 2, but now crowdsourced from the
Netatmo Weathermap platform. Contrary to the PWS dataset in Chapter 2, these
time series have not been affected by platform processes. Four types of typical
errors in PWS rainfall observations are identified. A four-module quality control
(QC) is proposed which can be employed in real time, without needing auxiliary
data (apart for determining a one-value proxy for overall rainfall underestimation
by the PWS network in an oﬄine exercise), that can successfully identify these four
types of errors in the PWS dataset. This QC was constructed using the first year of
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the dataset, and subsequently applied to the second year and to a national dataset.
The QC improves the overall accuracy of the second year of hourly rainfall depths
in Amsterdam from a bias of -16.7% to +0.2%, a coefficient of variation (calculated
as the standard deviation of the difference divided by the mean of the reference) of
3.74 to 2.86 and a Pearson correlation coefficient of 0.68 to 0.82, while maintaining
88% of the original dataset. With an average national PWS density of 1 station
per ∼10 km2 (although highly variable, related to population density), PWS data
shows great promise for operational application, even at a national scale.
Chapter 4 presents a validation study on rainfall estimates from power levels in
a CML network of almost 2000 unique links in the Netherlands over a period of
∼7 months. The RAINLINK package has been made polarization-dependent and
has been extended with a preprocessing module that enables processing of instanta-
neously sampled CML power levels. Path-averaged rainfall intensities are validated
with path-averaged rainfall values calculated from a gauge-adjusted radar product.
The coefficient of variation decreases from 3.70 to 2.32 and the Pearson correla-
tion coefficient increases from 0.30 to 0.63 from instantaneous to daily estimates
of rainfall accumulations. The accuracy improves during heavy rainfall events. Er-
rors in rainfall estimates are largest for links that are shorter than 2 km and for
observations that occur late at night and early in the morning as well as in winter
months. This may be due to solid/melting precipitation and dew formation on the
antennas. Comparisons with results from other CML datasets in the same climate
indicate that min/max sampling is preferable to instantaneous sampling at 15-min
temporal resolution.
Chapter 5 reports on simulations of the rainfall measurements of PWS, CML
and radar based on rainfall fields described in terms of drop size distributions
(DSDs) on a 100-m grid and 30-s time intervals. The resulting time series are
constructed based on their respective sampling strategies and network lay-out in
the 20 km × 20 km study area in Amsterdam, and are subsequently validated
with the original rainfall fields. Radar observations are mimicked from the average
reflectivity (Z), from which rainfall intensity is estimated using a Z–R relationship,
as well as a dual-pol strategy where R is determined from the spatially averaged
specific differential phase (Kdp). The accuracy of radar rainfall estimates heavily
relies on the appropriate choice of parameters in these relationships. Assuming
perfect measurement accuracy, the PWS network is best able to capture small-scale
rainfall dynamics, with a Pearson correlation coefficient above 0.86 and a relative
bias below 4% for 100-m rainfall estimates at 5-min resolution. CML accuracy
drastically improves at longer time steps. Both PWS and CML networks in the
study area are more limited in their temporal sampling strategy than their spatial
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extent, as shown by the limited reduction of accuracy for sparser networks: similar
measurement accuracies are achieved with half the number of stations and links in
the PWS and CML networks.
Chapter 6 showcases how various opportunistic sensors measure weather in the
Amsterdam study area (same as in Chapter 2 and 3) for a 17-day period contain-
ing a passing front and a warm period during which the urban heat island effect is
significant. Three opportunistic sensing networks are explored to measure six im-
portant weather variables: (1) air temperature estimates from smartphone battery
temperatures and PWSs; (2) rainfall from CMLs and PWSs; (3) solar radiation
from smartphones; (4) wind speed from PWSs; (5) air pressure from smartphones
and PWSs; (6) air humidity from PWSs. The outcomes are compared with mea-
surements from dedicated traditional sensors. Both the passage of the front and the
urban heat island effect can be measured with opportunistic sensors, although with
large uncertainties. Raw PWS measurements and CML rainfall estimates contain
many errors, but are able to describe weather phenomena with spatial variability,
while smart phone-derived observations are limited to city-averaged estimations.
This study shows that there is potential for hydrometeorological monitoring in
cities using opportunistic sensing.
The main conclusion from this thesis is that both PWS and CML can be used to
monitor rainfall at high resolutions, with large accuracy improvements by employ-
ing a QC methodology for PWS rainfall observations and carefully considering the
data sampling strategy in CML. As such, they can provide useful real-time available
complementary information to traditional rainfall sensors like ground-based radar
and operational rain gauge networks. Opportunistic sensors should not be seen as a
replacement of these traditional techniques, but rather an additional source which
can help to generate high-accuracy, high-resolution (urban) rainfall fields.
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1.1 Measuring rainfall
The hydrological cycle encompasses the fluxes of water on, above, and below the
surface of the earth, of which rainfall is arguably the most noticeable aspect. Rain
is a fresh water source that brings prosperity when available in the right amounts,
but destruction both in its absence (droughts) and its abundance (floods). Its
historical importance is reflected among others in the deities thought to be in charge
of rain, such as Freyer (Norse mythology), Tlaloc (Aztec religion), Chaahk (Mayan
religion) and Zeus (Greek mythology), who were also connected with lightning and
the flourishing or destruction of crops. Because rain affects day-to-day life, it is not
surprising that many have taken an interest in this weather phenomenon.
The first known mention of rain measurements dates back to 4 centuries BC, and
for a long period of time consisted of evaluations of the rainwater amounts collected
in buckets over time (see Strangeways, 2010). The past 250 years saw an increased
interest in rain monitoring, with more inventive rain sensors, careful considerations
concerning instruments and placing, and the first long records of rainfall observa-
tions (Strangeways, 2010). Rain is typically measured in the following ways.
1.1.1 Rain buckets
The most straightforward way to measure rainfall is by collecting rainwater in a
bucket in order to measure the quantity thereof afterwards. This is a low-tech ap-
proach, feasible with cheap devices. Emptying the gauge and logging the amount of
rainwater requires manual actions, which makes this technique labor-intensive, vul-
nerable to data gaps and human errors (Daly et al., 2007) and limits the temporal
resolution of the measurements to the frequency of emptying the gauge. Some of
these non-recording devices are equipped with a (subterranean) reservoir (Strange-
ways, 2010), enabling the storage of cumulative rainfall over long periods of time,
e.g. yearly.
Recording rain gauges do not require systematic manual interference (apart from
regular inspection for maintenance) as they measure rainfall continuously. As with
manual gauges, rain is collected in a collection funnel. Recording of rainfall is
done in various ways (Nystuen et al., 1996; Lanza & Vuerich, 2009), namely by
(1) mechanical structures that produce graphs on paper connected to the amount
of collected rain water over a period of time (pluviometer, e.g. Fabian, 1966), (2)
electronic signals related to either the elevation of a floater in the collector unit
(e.g. Fig. 2 in Wauben, 2004) or the weight of rainwater in the collector unit (e.g.
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Plank et al., 1984), or (3) a tipping bucket mechanism that relays a signal once the
amount of rainfall corresponding with the tipping bucket volume is reached (e.g.
Baer, 1976). When devices are equipped with heating elements, solid precipitation
can be measured as well (although with possible underestimation of precipitation
due to increased evaporation).
The quality of rain gauge measurements is affected by sampling (i.e. tipping bucket
volume, weighing resolution, etc.) and location considerations. Errors can result
from wind effects around the gauge such that especially small droplets do not
fall into the funnel, in-splashing from the surrounding area and evaporation of
rain before it is measured. Siting recommendations by the World Meteorological
Organization (WMO) for minimizing these errors are to place the rain gauge in
a level location (i.e. avoid roofs and sloped hills), where nearby obstacles are not
higher (above the gauge orifice) than twice the distance to the gauge, with a set-up
that allows for horizontal wind-flow above the orifice by (a) having homogeneous
dense vegetation at the same elevation as the gauge orifice, (b) mimicking ‘(a)’
with fence structures, or (c) using windshields (Jarraud, 2008).
1.1.2 Disdrometers
In addition to the rain gauges that base their measurements on collected water
amounts, there are devices that measure rainfall based on signals from rain drops.
Disdrometers (= distribution of drops meter) measure rain based on the sound
of impact by rain drops on the device (acoustic, e.g. Wolf et al., 2017), the voltage
induced in a sensing coil upon impact (impact, e.g. Joss & Waldvogel, 1967), 2D
video recordings of falling droplets (light-sheet, e.g. Kruger & Krajewski, 2002) or
the length and size of the interference in an laser beam created by falling hydrome-
teors (optical, e.g. Illingworth & Stevens, 1987). These measurements capture the
terminal velocity of droplets and describe rainfall as drop size distribution (DSD),
from which rainfall amounts can be derived. This additional layer of detail can
be useful when evaluating physical aspects of rainfall. Also worth mentioning are
two historical experiments measuring DSDs through the counting and sizing of
rain drop impressions on flour (Laws & Parsons, 1943) and paper (Marshall &
Palmer, 1948), although for obvious reasons these techniques are not suitable for
operational implementation.
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1.1.3 Ground-based weather radar
Radar (= radio detection and ranging) is a technique to detect airborne objects
using microwave radiation signals. These signals are emitted from a radar an-
tenna, typically installed in a tower, through scans at increasing elevations. When
the signal, often transmitted in the form of pulses, interacts with obstacles in the
atmosphere, part of the signal returns and is received by the radar. The delay
and change of the returning signal indicate the location, velocity and size of the
encountered objects in the measurement volume. The radar beam widens and
reaches higher elevations with distance from the tower. The combined radar scans
can describe the atmosphere around the radar, in the form of radar reflectivity
factors, which is a manifestation of DSD. The measured reflectivity can be trans-
lated to rainfall amounts. One commonly used relation between reflectivity (Z in
mm6 m−3) and rainfall intensity (R in mm h−1) is the Marshall-Palmer relation
Z = 200R1.6 (Marshall et al., 1955), but as the actual Z–R-relation is dependent
on rainfall type and local climate many other relations have been proposed (e.g.
Uijlenhoet, 2001; Raghavan, 2013).
The attainable radar range is related to the wavelength of the transmitted signal.
Signals at short wavelengths attenuate quicker and are therefore typically used to
scan only nearby, where radars can achieve higher measurement resolution. For
weather observation, the most common wavelengths are ∼10 cm (S-band), ∼5 cm
(C-band) and ∼3 cm (X-band). The X-band radar is typically used for short-range
purposes, e.g. for urban rainfall monitoring. C-band radar is common for opera-
tional weather monitoring in temperate climates, and yields rainfall observations
at typically 1 km2 and 5 min resolution. S-band is suitable for events with high
rainfall intensities.
Dual-pol radar indicates that two types of signals are transmitted simultaneously:
horizontally and vertically polarized. The combined received signals allow to derive
more information about the precipitation. For instance, the ratio of the reflectiv-
ities of the horizontally and vertically polarized signals gives information on the
average shape of the hydrometeors (which in case of rain is flattened while it is
mostly spherical for signatures from tumbling hail). Also, the difference in phase
shift between horizontal and vertical polarization provides information on droplet
shapes and is a valuable tool to identify clutter (Seliga & Bringi, 1976). Dual po-
larization measurements allow for more sophisticated rainfall retrieval algorithms
than merely assuming a Z–R-relation (Figueras i Ventura et al., 2012).
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1.1.4 Satellite
Earth-observing satellites can be equipped with sensors to detect precipitation in
various ways (Kidd & Huffman, 2011; Skofronick-Jackson et al., 2018; Sun et al.,
2018). Cloud top altitude is a proxy for precipitation intensity and can be measured
from infrared signals (e.g. Roebeling & Holleman, 2009). Liquid hydrometeors
within a cloud emit microwave signals that can be detected with a radiometer (e.g.
Spencer et al., 1989). In addition to these passive sensors, satellite-borne radars
can be used to measure precipitation in the same way as the ground-based weather
radar (e.g. Haynes et al., 2009).
Satellites enable rainfall monitoring at remote locations with limited to no ground-
based observations (e.g. oceans), but the resolution of the rainfall observation is
low compared to the other techniques. Moreover, the observations are constrained
by the viewpoint from orbit of the satellite. While geostationary satellites measure
continuously at the same location, low earth orbit satellites pass over periodically
depending on their orbit, resulting in large temporal gaps in observations. On
the other hand, the far larger elevation of geostationary satellites (∼20,000 km)
typically yields a lower spatial measurement resolution than the low earth orbit
satellites that measure from several hundred km elevation.
1.2 Sampling and combination techniques
Rainfall fields are highly variable in space and in time, and cannot be estimated as
instantaneous point values: all rainfall observations span a certain amount of time
(e.g. minute, hour, daily) and area (e.g. rain gauge collection funnel, atmospheric
volume). The techniques with the highest coverage, radar and satellite-borne in-
struments, yield estimations of rainfall averaged over significant areas. Similarly,
rain gauges and disdrometers provide accurate approximations of rainfall (averaged
over a given time interval) at point-locations, i.e. they exhibit limited spatial rep-
resentativeness. This difference in sampling between radar and rain gauges results
in unavoidable differences in measurements even when both would be measuring
with perfect accuracy (Einfalt et al., 2004; Villarini et al., 2008; Peleg et al., 2013).
Also, while rainfall is measured directly by gauges, it is estimated indirectly by
radar and satellite, with the introduction of conversion-related errors.
Rainfall observations from different point-scale sensors can be combined, whereby
the (temporal and spatial) distance between observations is filled using interpola-
tion methods, e.g. by inverse distance weighting or geostatistical models (Diggle &
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Ribeiro, 2007). More observations tend to result in higher accuracy of the inferred
rainfall fields. Combining rainfall observations with different types of sampling re-
quires some more sophisticated interpolation techniques. For instance, Schuurmans
et al. (2007) and Goudenhoofdt & Delobbe (2009) evaluate the accuracy of rainfall
fields constructed with radar and gauges with various merging techniques.
The Royal Netherlands Meteorological Institute (KNMI) measures rainfall in the
Netherlands with two C-band Doppler dual-pol weather radars, a rain gauge net-
work of 322 manual gauges (∼1 station per 100 km2) and a rain gauge network of
32 automatic rain gauges (∼1 station per 1000 km2), see Fig. 1.1.
Figure 1.1: Operational rainfall measurement techniques in the Netherlands employed
by KNMI: automatic gauge network (left), manual gauge network (center) and C-
band weather radar product (right), with respective measurement locations and time
intervals. (After Overeem et al., 2016b)
By combining radar and gauge measurements, one can benefit both from the large
coverage of the first, and the high accuracy at the ground-based point location from
the second. Such products are constructed by KNMI. The reflectivity measured
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by the two radars is combined using a weighing factor as a function of distance to
the radars. This yields 5-min reflectivity observations covering the Netherlands,
that are converted to rainfall intensities using the Marshall-Palmer Z–R-relation
(Marshall et al., 1955) and accumulated to e.g. 5-min rainfall depths, see also
Beekhuis & Mathijssen (2018). A climatological radar product is produced by ad-
justing the radar rainfall product with a mean field bias correction calculated with
the (corrected) hourly rainfall depths from the automatic gauge network, with a
spatial adjustment based on daily observations from the manual gauge network
(both applied on sub-daily scale) (Overeem et al., 2009a,b). This gauge-adjusted
rainfall product at 5-min intervals and spatial resolution of ∼1 km2 contains in-
formation from all dedicated sensing techniques, and is therefore assumed to be
the best available approximation of the true rainfall fields at ground level. The
downside of this product is that it can only be constructed with a temporal delay
in the order of a month due to the validation carried out on the manual rain gauge
data.
1.3 The importance of resolution
In the previous section it is explained that a rain sensor provides information on
rain at a certain location, while a network of sensors provides information on rainfall
fields. With a large number of sensors spread out over an area, rainfall fields can
be resolved at higher resolution.
Urban areas are characterized by heterogeneous land cover with a large fraction
of impervious surface, preventing the infiltration of rain water, which leads to
increased runoff. In many cities, the drainage system (e.g. storm sewers) is part
of the urban design. In case of heavy rainfall events where not all water can
be transported through these drainage systems fast enough, flooding may occur
(Smith et al., 2002, 2013). This typically affects a large number op people due to
the high population density in cities, and can result in significant financial damage
(Ten Veldhuis & Clemens, 2010).
Urban drainage modeling can be employed to evaluate hydrodynamics in cities.
Especially for small urban catchments, valuable model output requires an optimal
combination of sufficiently high temporal and high spatial resolution rainfall input
(Berne et al., 2004; Gires et al., 2012; Ochoa-Rodriguez et al., 2015; Thorndahl
et al., 2017; Cristiano et al., 2017). The required resolution of rainfall observations
for urban applications is determined in the range of km and minutes (Schilling,
1991; Einfalt et al., 2004; Emmanuel et al., 2012; Bruni et al., 2015), also related
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to the rainfall type (convective vs stratiform), and the size of the catchment. All
these authors point out that high resolution rainfall products are vital to be able
to accurately reproduce the hydrological responses in cities.
1.4 Opportunistic sensing
Given the notion in the previous section, it can be concluded that more rainfall
measurements are desirable, especially in-situ ground observations in cities. As
opposed to expanding the traditional measurement techniques that have been de-
scribed so far, which would require significant financial and labour investments,
these rainfall observations can also be achieved by exploiting existing infrastruc-
tures and devices. Obtaining information from devices that have not been acquired
or designed to measure large scale rainfall operationally, but can be used as such,
is what we call opportunistic sensing (Uijlenhoet et al., 2018).
Weather observations can be human-based, like citizen weather observations pro-
vided via smartphone apps (Elmore et al., 2014; Guo et al., 2019), twitter (De Vas-
concelos et al., 2016) and volunteers actively reporting daily rainfall at their lo-
cation (Cifelli et al., 2005; Illingworth et al., 2014; Reges et al., 2016). Recent
years have seen various types of rainfall information retrieved from technology
as well, like readings from windshield wipers and optical sensors in cars (Rabiei
et al., 2013) and rainfall intensity from camera images (Allamano et al., 2015;
Jiang et al., 2019). Reviews on crowdcourcing atmospheric data in geophysics are
provided by Muller et al. (2015) and Zheng et al. (2018). Although promising,
these techniques are usually not yet at the stage of operational implementation
due to non-guaranteed/delayed data availability, unknown data quality and/or the
privacy-sensitivity of data from geo-located devices (cars, camera images) that may
inadvertently convey personal information. However, there are two opportunistic
sensing techniques that are not privacy-sensitive for citizens and show potential for
large-scale, real-time implementation.
1.4.1 Personal weather stations
Personal weather stations (PWS) are often viewed as gadgets, bought by people
interested in weather in their immediate surroundings. PWSs are opportunistic
not in the sense that they were not intended to measure rainfall (they are), but
in the sense that the willingness of weather station owners to link their PWS to
online platforms enables crowdsourcing for large-scale rainfall monitoring. There
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are several weather station platforms to which personal weather station owners
can link their device. Fig. 1.2 shows the websites https://wow.knmi.nl/, https:
//www.wunderground.com/wundermap and https://weathermap.netatmo.com/,
on which real-time observations are shared and visualized as colored symbols on a
map. The platforms differ in the time intervals of measurements, station density,
accessibility to the data and the amount of meta data available, but are otherwise
quite similar.
Figure 1.2: Print-screens of online weather station platforms (from left to right):
WOW-NL, Wundermap and Netatmo Weathermap, where each symbol represents a
personal weather station and the amount of rainfall that was measured. Note that
more station locations are revealed after zooming in on the platform web-page.
PWSs are typically low-cost compared to the gauges in networks operated by me-
teorological services, and the measurements are more likely to be prone to errors.
This is also due to the fact that weather station owners often lack expert knowl-
edge and/or sites for optimal placement of the sensors without interference with
the surroundings. Besides experimental studies exploring PWS accuracy (Jenkins,
2014; Bell et al., 2015; Meier et al., 2017), the data has been used to measure rain
(Golroudbary et al., 2018; Chen et al., 2018), wind (Droste et al., 2018), temper-
ature (Meier et al., 2017; Chapman et al., 2017; Fenner et al., 2017; Golroudbary
et al., 2018; Napoly et al., 2018; Mandement & Caumont, 2019), and pressure and
humidity (Mandement & Caumont, 2019). PWS temperature measurements are
very useful to quantify the effect that urban areas experience more heating than
rural areas, especially at night (the so-called urban heat island effect), while the
interpretation of PWS rain and wind measurements has proven more challeng-
ing.
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Rainfall time series, obtained via online platforms, typically have infrequent time
intervals, can contain large data gaps, and are prone to errors due to station set-up
that can change instantaneously or gradually over the life time of the gauge. In
order to make use of this dataset, a customized and more rigorous quality control
is required than for other rain gauge networks. Where the number of stations is
high, typically in densely populated areas (i.e. cities) in developed countries, this
data source is still substantial after eliminating a considerable fraction of the data
in a quality control procedure.
1.4.2 Commercial microwave links
The other promising opportunistic sensing technique for rainfall monitoring is from
power levels in commercial microwave links (CML). Networks of CMLs are installed
and maintained for the purpose of telecommunication. Telecommunication is con-
sidered essential enough that telecom operators install and maintain networks in
most populated areas of the world, also those areas where financial means for rain-
fall sensors are limited.
Rainfall can be estimated based on the loss of microwave signal over a CML-
path between a transmitting and receiving antenna (see Fig. 1.3 for an example).
The strength of the signal at the receiving and transmitting end of the link path
are usually monitored by telecom operators for quality control purposes. Upton
et al. (2005) introduced the idea to use these CML observations to determine path-
averaged rainfall, which was later proven to be successful with actual CML data
(Messer et al., 2006; Leijnse et al., 2007b).
The relation between additional attenuation due to rainfall divided by link path
length (specific attenuation k in dB km−1) and link path-averaged rainfall intensity
(R in mm h−1) can be described by a power law: R = akb (Atlas & Ulbrich,
1977). The coefficients a and b depend mainly on signal frequency and polarization
(Olsen et al., 1978; Jameson, 1991). Errors in rainfall retrieval in case of variable
rainfall over the link path are small for frequencies where b approaches 1 (Leijnse
et al., 2010a; Overeem et al., 2011). It can be challenging to successfully identify
the fraction of attenuation due to rainfall, because this is in addition to signal
fluctuations during dry weather which can be caused by variations in atmospheric
conditions. Additionally, wet films on the antennas result in so-called wet antenna
attenuation, which is non-negligible, and increases with rainfall intensity (Leijnse
et al., 2008).
Theoretically, there are no restrictions to the temporal resolutions and sampling
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Figure 1.3: Example of a microwave link antenna tower, used in telecommunication
networks (source: Pixabay).
strategy at which the power levels are logged and with which precision, however
these factors are often decided by telecom operators. These sampling decisions
are usually done without prioritizing rainfall estimation. Furthermore, it can be
challenging to convince said telecom operators to share this data, as it is outside of
their business scope. Fortunately, many telecom operators have successfully been
convinced as shown by the large number of studies on CML datasets from many
international locations, e.g. in Italy (Alberoni et al., 2018), Brazil (Rios Gaona
et al., 2018), Pakistan (Sohail Afzal et al., 2018), Burkina Faso (Doumounia et al.,
2014), Germany (Chwala et al., 2018), Israel (Liberman et al., 2014), and many
others.
This technique is especially promising in urban areas where the link density is
higher than in rural areas, and in areas of the world where means for dedicated rain
sensors are limited. Although the technology is fast-changing (e.g. changes in signal
frequencies in future networks and replacements with fiber-optics in some areas),
it is expected that CML networks operating at hydrometeor-sensitive frequencies
will continue to cover large areas of the world in the coming decades (Ericsson,
2018).
To promote knowledge-sharing and operational use, several tools to estimate rain-
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fall from CML data have been developed and made freely available: ‘Rcmlrain’
(https://github.com/fenclmar/Rcmlrain), ‘RAINLINK’ (https://github.
com/overeem11/RAINLINK) and ‘pycomlink’ (https://github.com/pycomlink/
pycomlink), as well as ‘pySNMPdaq’ (https://github.com/cchwala/pySNMPdaq)
to obtain CML data. The accuracy of CML rainfall observations has been explored
by Leijnse et al. (2008); Zinevich et al. (2010); Overeem et al. (2011); Chwala et al.
(2012) (among others), which is helpful in establishing the potential for operational
use of this technique. Because it is possible to log power levels in real time, this
technique allows for real-time rainfall monitoring (Chwala et al., 2016; Andersson
et al., 2017; Chwala et al., 2018). Messer & Sendik (2015), Uijlenhoet et al. (2018),
and Chwala & Kunstmann (2019) provide reviews on the details and background
of this technique.
1.5 Aim and scope of this thesis
A few things become evident from the previous sections, namely that (1) a large
number of additional rainfall observations are desirable, and (2) that they can be
obtained with opportunistic sensors, (3) of which PWS and CML show promise for
operational implementation. The aim of this thesis is twofold. Firstly, to explore
the relative accuracy of these two opportunistic sensing techniques as compared to
traditional methods. Secondly, to use the obtained insights for recommendations
on using these techniques operationally. This thesis consists of this introduction
(Chapter 1) and the following chapters.
Online weather platforms have steadily become more popular and user-friendly,
resulting in a platform network that has become substantial only in recent years.
The surge in Internet of Things (IoT) has facilitated this as well. The first study
on rainfall data from a large number of crowdsourced urban weather stations is
presented in Chapter 2. The potential of PWS data is explored by comparing
rainfall observations with a gauge-adjusted radar product, and PWS accuracy is
further explored in an experimental set-up.
Chapter 3 focuses on a different PWS dataset obtained in the same study area as
in Chapter 2. The insights on error types that is obtained in the study described
in Chapter 2 form the basis for a quality control methodology. The proposed
algorithm is applicable in real-time, uses no auxiliary or metadata and successfully
identifies the observations within an urban and national dataset that contain the
errors that are typical for this data source.
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The potential of CML is evaluated in a validation study on rainfall estimates from
CML data from a national T-Mobile CML network in the Netherlands with a gauge-
adjusted radar reference. In this study presented in Chapter 4, special attention is
paid to the error dependency on known conditions like signal frequency, path length,
time of observation, etc., in order to gain understanding of rainfall estimation
accuracy under those conditions.
The relative accuracy of PWS, CML and the traditional technique, ground-based
radar, is related to their respective sampling strategies. Using a rainfall simula-
tion in the form of high-resolution DSD fields, the relative accuracy limits of each
technique is determined in Chapter 5. As opposed to the previous chapters, using
a simulation study allows for a known true rainfall field for validation instead of
another device observation (i.e. affected by measurement errors) to compare with.
Furthermore, the accuracy of the PWS and CML networks, whose lay-outs are mim-
icked from existing networks, is evaluated for reduced network densities.
Two case studies are presented in Chapter 6, where PWS and CML observations are
used to describe two weather events, in addition to other (opportunistic) sensors.
The presentation of raw findings of several types of opportunistic sensing techniques
illustrates their respective value to measure weather events in an urban study
area.
In the synthesis (Chapter 7), the main conclusions and highlights derived from this
investigation are presented. These provide an overview of the potential of oppor-
tunistic sensing for high-resolution operational rainfall monitoring, with directions
for future research.
Chapter 2
PWS rainfall validation in
Amsterdam
T
he high density of built-up areas and resulting imperviousness of the
land surface makes urban areas vulnerable to extreme rainfall, which
can lead to considerable damage. In order to design and manage
cities to be able to deal with the growing number of extreme rainfall
events, rainfall data are required at higher temporal and spatial resolutions than
those needed for rural catchments. However, the density of operational rainfall
monitoring networks managed by local or national authorities is typically low in
urban areas. A growing number of automatic personal weather stations (PWSs)
link rainfall measurements to online platforms. Here, we examine the potential
of such crowdsourced datasets for obtaining the desired resolution and quality of
rainfall measurements for the capital of the Netherlands. Data from 63 stations
in Amsterdam (∼575 km2) that measure rainfall over at least 4 months in a
17-month period are evaluated. In addition, a detailed assessment is made of
three Netatmo stations, the largest contributor to this dataset, in an experimental
setup. The sensor performance in the experimental setup and the density of
the PWS network are promising. However, features in the online platforms, like
rounding and thresholds, cause changes from the original time series, resulting
in considerable errors in the datasets obtained. These errors are especially large
during low-intensity rainfall, although they can be reduced by accumulating
rainfall over longer intervals. Accumulation improves the correlation coefficient
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with gauge-adjusted radar data from 0.48 at 5 min intervals to 0.60 at hourly
intervals. Spatial rainfall correlation functions derived from PWS data show
much more small-scale variability than those based on gauge-adjusted radar data
and those found in similar research using dedicated rain gauge networks. This
can largely be attributed to the noise in the PWS data resulting from both the
measurement setup and the processes occurring in the data transfer to the online
PWS platform. A double mass comparison with gauge-adjusted radar data shows
that the median of the stations resembles the rainfall reference better than the
real-time (unadjusted) radar product. Averaging nearby raw PWS measurements
further improves the match with gauge-adjusted radar data in that area. These
results confirm that the growing number of internet-connected PWSs could
successfully be used for urban rainfall monitoring.
This chapter was originally published as:
De Vos, L.W., Leijnse, H., Overeem, A., & Uijlenhoet, R. (2017). The potential of
urban rainfall monitoring with crowdsourced automatic weather stations in Amsterdam.
Hydrology and Earth System Sciences, 21, 765–777. doi:10.5194/hess-21-765-201.7
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2.1 Introduction
Urban catchments are characterized by a high proportion of impervious surfaces, leading
to a large fraction of rainfall producing direct runoff and a fast hydrological response.
This makes cities especially vulnerable to flooding. The temporal and spatial resolutions
of rainfall data required for urban applications exceed those needed for rural catchments
(Schilling, 1991). The rainfall information at spatial and temporal resolutions of typically
1 km by 1 km and 5 min generated by most operational weather radars is considered
valuable for urban hydrological analysis and forecasting (Liguori et al., 2012). However,
radar has significant limitations; rainfall is determined indirectly, over an atmospheric
volume with a size depending on the distance from the radar station, which may not
be representative for rainfall at ground level (Einfalt et al., 2004; Peleg et al., 2013).
Errors in rainfall estimates from radar due to sampling uncertainties can be significant.
In addition, there is an optimum spatial resolution corresponding to a given temporal
resolution (Fabry et al., 1994; Bell & Moore, 2000). Rain gauges, if well maintained,
provide accurate ground-based measurements, although they are limited in their spatial
representation; Villarini et al. (2008) showed that approximations of true spatial rainfall
fields with rain gauges requires a dense network and/or large temporal measurement
intervals.
Hydrological models, designed to deal with highresolution input, provide the best sim-
ulation results not just when the temporal resolution or the spatial resolution is high,
but particularly when the combination thereof is optimal. The required spatiotempo-
ral resolutions for urban applications have been studied extensively. Berne et al. (2004)
determined a relation between the space–time resolution required for hydrological appli-
cations as a function of the catchment size for Mediterranean conditions. It was found
that for urban catchments in the order of 10 km2, rainfall data are needed at a temporal
resolution of 5 min and a spatial resolution of 3 km. For urban catchments of 1 km2,
these resolutions were 3 min and 2 km, respectively. The space–time scales of four types
of rainfall are evaluated by Emmanuel et al. (2012). With the use of variograms of 24
storm events, the spatial resolutions required to capture these types of rainfall at urban
scales range from 0.8 to 3 km for instantaneous monitoring and from 2.5 to 8 km for 30
min intervals.
Gires et al. (2012) found an outflow uncertainty of up to 20% in an urban catchment of 9
km2 due to rainfall variability at scales smaller than the typical C-band radar resolution
of 1 km by 1 km and 5 min. Bruni et al. (2015) addressed the loss in urban hydrodynamic
model accuracy due to smoothing and smearing. Radar data of four storm events in 1 min
temporal resolution were aggregated to various spatial and temporal resolutions (highest
range resolution of 30 m) and used as precipitation input in a 3.4 km2 Dutch urban
catchment. Smoothing occurs when the ratio of radar resolution over catchment size
becomes larger than 0.2 and storms that move near the catchment boundary are averaged
partly out of the catchment. Smearing becomes significant when the ratio of the spatial
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resolution of radar measurements over the rainfall correlation length exceeds 0.9, leading
to averaging of rainfall over the coarse spatial grid and resulting in underestimation of
rainfall rates in areas within the storm cells and overestimation in the surrounding areas.
Also, a runoff peak time shift of up to 6 min was found due to temporal aggregation (from
1 min to 5 and 10 min) of rainfall input.
Ochoa-Rodriguez et al. (2015) evaluated the required spatial and temporal resolutions
of rainfall in a simple spatiotemporal scaling framework. A spatial resolution of 1 km,
typically found in radar, was found to give good hydrodynamic model results, although
some extremes were missed. Temporal resolutions should ideally be below the 5 min
intervals currently available in most operational weather radarproducts. Nevertheless, the
accuracy of 5 min radar data can be improved with the use of an accumulation procedure
that assumes constant velocity of the rainfall field and rainfall intensity to vary linearly in
time (Fabry et al., 1994). Coarsening temporal resolution has more impact on the accuracy
than coarsening spatial resolution. Initial results from an ongoing study by the authors
indicate that this impact is reduced when temporal resolutions are coarsened through
aggregation (i.e., similar to rain gauges) instead of sampling. Lobligeois et al. (2014)
evaluated the circumstances where hydrological model performance is enhanced by higher
spatial resolution of rainfall. They did so by comparing lumped and semi-distributed
models with subcatchment sizes of 64, 16 and 4 km2. From comparisons between the
various model outputs and observations in 181 catchments in France, it was found that
model accuracy improvement depends on scale, catchment and event characteristics, and
that the spatial representation of rainfall can be a highly important factor in the model
performance.
From these works it becomes evident that an increase of the number of measurements
would yield a higher accuracy of rainfall fields and would improve hydrological appli-
cations. Adding sensors (rain gauges or others) to a network is costly, although there
are alternatives. For instance, rain maps can be produced from received signal strength
in cellular communication networks, as the microwave signals propagating over the link
paths are attenuated by rainfall (Overeem et al., 2016b). Weather data can also be pro-
vided directly by crowdsourcing measurements from amateurs in various ways (Muller
et al., 2015). A growing number of weather enthusiasts measure their local weather with
automatic personal weather stations (PWSs). PWS accuracy on measuring temperature,
relative humidity, radiation, pressure, rainfall, wind speed and direction has been evalu-
ated for popular high-end expensive weather stations (Jenkins, 2014; Bell et al., 2015),
as well as for the cheaper, user-friendly Netatmo type (temperature only) (Meier et al.,
2015), which have grown rapidly in number over the past years. So far, weather sta-
tions have been used to obtain air temperature data to examine the urban heat island
effect (Steeneveld et al., 2011; Wolters & Brandsma, 2012), although other meteorological
variables, such as rainfall, are measured by some of these stations as well.
A large number of PWSs share data on online platforms, both on the owner’s own initia-
tive (Gharesifard & Wehn, 2016) or automatically as an intrinsic software feature of the
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product (i.e., for Netatmo). Netatmo has its own online platform collecting and visual-
izing data from all operational Netatmo stations. The WunderMap of company Weather
Underground is a similar online platform. Data from Netatmo stations are automati-
cally linked to theWunderMap. Owners of other PWS types can actively transmit their
measurements to this platform as well. A growing number of automatic weather sta-
tions are linked to these platforms; in May 2016 there were 258 personal weather stations
linked to WunderMap in the Amsterdam metropolitan area (∼575 km2) alone (239 of
type Netatmo), of which 83 stations measured rainfall (64 of type Netatmo). By contrast,
the official national automatic weather station network in the Netherlands (∼35,000 km2)
consists of 31 stations, and these are, as a rule, always located outside urban areas. Figure
2.1 shows the relative resolutions in the Netherlands of networks discussed in this paper.
At many locations, the density of PWS stations collecting rainfall data far exceeds that
of any realistic operational network implemented by national weather services or local au-
thorities beyond experimental campaigns. As the online platforms collecting and sharing
PWS weather data are not nation-bound, global rainfall measurements have become easily
available, with especially high densities in western Europe, USA and Japan.
Although rainfall data availability with PWS networks is cause for optimism for urban
hydrological applications, errors are expected to be larger than those in traditional mea-
surements. PWSs come in many types, a large fraction of which are low cost with expected
low sensor quality. In most cases, there is no information available on the PWS type, the
installation setup, maintenance of the sensor or data postprocessing while transferring
measurements to the online platform. Bell et al. (2013) examine the potential improve-
ment on the UK’s observational network with the real-time and local weather measure-
ments of air temperature, relative humidity and pressure collected from WunderMap. The
most critical issue was found to be the estimation of data quality. Validation procedures
like range tests (i.e., a check whether the measurement is within predefined extremes lim-
its) and internal consistency tests should be applied to precipitation data from automatic
weather stations (Este´vez et al., 2011). The integration of crowdsourced data with vari-
able temporal resolutions in hydrological discharge modeling by accounting for different
uncertainties for data of various sources has been addressed in recent research (Mazzoleni
et al., 2017).
It becomes clear that urban applications would benefit from high-resolution rainfall mea-
surements. The potential of crowdsourced PWS rainfall data for this purpose has not
previously been explored. Using the existing PWS network requires minimal financial in-
vestment, and would therefore be an economically reasonable alternative to conventional
techniques to increase measurement resolutions. This study aims to determine the added
value of crowdsourcing automatic weather stations for urban rainfall monitoring. For this
purpose, the most common PWS is tested in an experimental setup with a high-quality
rain gauge reference. Additionally, a dataset of 63 crowdsourced PWS stations in Ams-
terdam is validated with a gridded dataset based on radar data, a manual network and
a WMO-certified automatic rain gauge network. These combined results provide insight
on the rainfall measurement accuracy of the most commonly used PWS, as well as any
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Figure 2.1: Temporal and spatial resolution of unfiltered rainfall measurements in the
Netherlands with PWS network obtained via Netatmo API, WunderMap API and the
potential availability of Netatmo measurements, as well as the resolution of KNMI’s au-
tomatic and manual rainfall measurement network and radar product. The curve repre-
sents a relation between the temporal and the spatial resolution of rainfall measurement
required for urban hydrology as determined by Berne et al. (2004) for Mediterranean
climate, where the square represents the value for an urban catchment with surface
area of 0.1 km2.
issues that occur in operational crowdsourcing of PWS rain measurements. Following
this introduction is the Methods section, where Sect. 2.2.1 describes the data and Sect.
2.2.2 gives an outline to determine the achieved measurement scales and quality of PWS,
respectively. The results of an experimental PWS setup, a comparison of a larger dataset
in Amsterdam with gauge-adjusted radar data and an analysis on inter-gauge spatial cor-
relation of this dataset are given in Sect. 2.3. Finally, a discussion on the state and future
role of PWS networks in (urban) hydrological applications and conclusions are given in
Sects. 2.4 and 2.5, respectively.
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2.2 Methods
2.2.1 Data collection
Personal weather stations
From the WunderMap website, a dataset of 63 automatic weather stations located in
the Amsterdam area (∼575 km2) has been retrieved. Stations were selected based on
the availability of rainfall measurements, which should cover at least 4 months between
December 2014 and April 2016. Of these stations, 49 are of brand Netatmo, 7 are of
brand Davis and 7 are of other unspecified brands. No details on the devices are given.
According to the product specifications provided by the manufacturer, the Netatmo rain
gauges have a measurement range of 0.2–150 mm h−1 with an accuracy of 1 mm h−1. The
plastic tipping buckets have a volume of 0.101 mm and a collecting funnel with a diameter
of 13 cm. The rain gauge module communicates in a wireless manner to the Netatmo
indoor module over distances up to 100 m. The number of tips in the previous interval is
communicated every ∼5 min from the indoor module to the online dashboard via a WiFi
connection, where it can be monitored by the weather station owner. Simultaneously,
the measurement is linked to the Netatmo weather map from which it is sent every ∼10
min to the WunderMap. The WunderMap stations that contribute to the dataset are
visualized in Fig. 2.2. The WunderMap platform collects the rainfall measurements and
rewrites them into rainfall over the past hour and cumulative rainfall for that day. Daily
rainfall is reported in increments of 0.1 inch (= 0.254 mm), but provided in the mm
amounts rounded to 1 decimal. Therefore, daily rainfall only becomes non-zero (i.e. 0.3
mm) once the 0.254 mm threshold is reached and subsequent rainfall is only reported as
an additional 0.2 or 0.3 mm depending on the decimal rounding of the amount.
While Netatmo hardware can store measurements for a period of time in the event of
bad connectivity with the server, only real-time data are automatically transferred to the
WunderMap. This causes gaps in the WunderMap datasets where there may be none
in the original Netatmo data, which are only accessible to the weather station owner.
WunderMap time series are characterized by (large) gaps in the dataset and irregular
measurement frequencies, though often 5, 10 or 15 min. Also, the locations of Netatmo
weather stations on the WunderMap are obtained from the settings at the Netatmo plat-
form without notice to or confirmation from the PWS owner. Relocations of the station
that are communicated to the Netatmo platform are not simultaneously adjusted on the
WunderMap, potentially leading to large errors in sensor location.
We process the data obtained via WunderMap by calculating the difference in cumulative
daily rainfall compared with the previous time step. Since these time steps are not fixed,
this results in rainfall accumulations over time intervals of varying lengths. In order to
obtain compatible time series, the rainfall is interpolated on a fixed timeline with constant
steps, where constant rainfall within the original intervals is assumed. Original intervals
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Figure 2.2: Locations and operational days (i.e., days with measurements) of Ne-
tatmo (squares) and other types (triangles) of PWSs, with the radar pixel grid in
the Amsterdam metropolitan area. Inter-station distances are represented in the his-
togram, colored green for nearest neighbor distances. The background map is taken
from OpenStreetMap (www.openstreetmap.org).
longer than 20 min are discarded. Faulty values in precipitation data from automatic
weather stations can be identified with range tests and internal consistency tests (Este´vez
et al., 2011). As a first quality check, values of the interpolated time series are compared
with the median rainfall of all stations for each time interval. Values exceeding this median
by more than 50mm h−1 are excluded. Dry periods in the dataset are identified as periods
of at least 24 h where the median of all PWS measurements indicate zero rainfall. If a
PWS reports continuous zero rainfall for at least 12 h outside of this dry reference, the
measurements in this dry period are considered as faulty zero rainfall measurements and
are discarded. Finally, inter-gauge correlations are determined. If a low correlation (i.e.,
average and median < 0.21) is found between a station and all other stations, the entire
time series for that station is excluded. Visual comparison with corresponding radar
rainfall time series showed that a filter based on these criteria was suitable in excluding
obviously incorrect data from the datasets. This filter could be applied in real time,
although for operational uses beyond this dataset, adjustments will be required.
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Radar
As rainfall reference, we use gauge-adjusted radar data from a climatological rain-
fall dataset by the Royal Netherlands Meteorological Institute (KNMI) (Overeem
et al., 2009a,b, 2011), freely available as ”Radar precipitation climatology” via
http://climate4impact.eu. This dataset is based on data from two C-band Doppler
weather radars in De Bilt and Den Helder and has a temporal resolution of 5 min and a
spatial resolution of 0.92 km2, covering the entire land surface of the Netherlands. This
radar makes volumetric scans in all directions, measuring instantaneous rainfall at a lo-
cation every 5 min. In this product, radar composite images have been adjusted with
rainfall measurements from the KNMI rain gauge networks (31 automatic and 325 man-
ual gauges). For details on the method of adjusting, we refer to Overeem et al. (2009a,b,
2011). It should be noted that, due to their different representativeness, there can be sig-
nificant differences between radar pixel areal rainfall and point rainfall (Schilling, 1991;
Einfalt et al., 2004; Villarini et al., 2008; Peleg et al., 2013). Using a radar product that
is adjusted with ground measurements will likely reduce this difference.
Netatmo experimental set-up
As the majority of the weather stations linked to the WunderMap is of type Netatmo,
we examine the quality of Netatmo rain gauges in a dedicated experimental setup; see
Fig. 2.3, photo inset. As reference, we use a high-quality KNMI pit gauge at the Cabauw
Experimental Site for Atmospheric Research (CESAR) (Leijnse et al., 2010a), that mea-
sures cumulative rainfall in intervals of 12 s. This electronic rain gauge is placed in a
so-called pit gauge configuration: a small hill of diameter 6.2 m with a circular pit with
diameter 3m and a depth of 40 cm in the middle. Precipitation is collected in the in-
strument (collecting funnel with a diameter of 16 cm, i.e., 200 cm2) and in the event of
solid precipitation melted by a heating element in the funnel. The amount of liquid water
is measured by the position of a floating unit connected to a potentiometer. Rainfall is
measured every 12 s within the range of 0–0.7 mm with a resolution of 0.1 mm and an
accuracy of 0.2 mm. The Netatmo sensors are placed at ∼40 cm around the electronic
sensor in the center of the pit in such a way that the top of each sensor is level with the
rim of the pit. The period considered is from 12 February to 25 May 2016. The datasets,
as collected directly from the Netatmo personal account in millimeters of rainfall per in-
terval of typically 5 min, as well as via the WunderMap platform, are compared to the
pit gauge reference. One of the stations was oﬄine between 20 April and 1 May, and one
station could not be accessed via Weather Underground.
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Figure 2.3: (a) Cumulative rainfall according to reference pit gauge, gauge-adjusted
radar, Netatmo stations (N1, N2 and N3) and Netatmo stations obtained via Wun-
derMap (W2 and W3). N2 (and, as a consequence, W2) was oﬄine between 20 April
and 1 May. The photo shows the experimental setup of the rain gauges in the pit gauge
configuration. (b) Scatter plots of 10 min rainfall and linear fits of rainfall according to
N1, N2 and N3 as compared to reference pit gauge (orange) and gauge-adjusted radar
(blue).
2.2.2 Analysis
Station measurement density
As mentioned previously, the original PWS data temporal resolution from WunderMap is
quite irregular. The number of stations containing rainfall measurements for time series
per 5 and 10 min shows that the data availability is quite variable; see Fig. 2.4. Moreover,
the fraction of the measurements over the period that is filtered out does not seem to vary
significantly in time. It is not straightforward how to attribute a certain measurement
resolution to a network that has highly irregular measurement frequencies and station
locations at irregular distances from one another. When the Amsterdam area is divided
into grid cells, or pixels, of a certain size, the number of pixels that contain at least one
measurement is an indication of the network resolution. The fraction of total pixels that
contain at least one measurement has been calculated for all time steps over the entire
period, for various combinations of pixel sizes and time step lengths in the scale range
relevant for urban applications. It is found that for the Amsterdam dataset (before filter
has been applied), the fraction of pixels containing at least one measurement is more
limited by the number of stations than the measurement frequency; see Fig. 2.5. Only
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when dividing the period in time steps shorter than 10 min, an increase of measurement
frequency will result in a higher fraction. This is unsurprising as most stations in the
dataset link their measurements to the Weather Underground platform approximately
every 10 min. Adding stations will result in an increase in fraction at all time step sizes
in this range. The PWS network consists of more stations than the number examined in
this dataset and continues to grow, which will have a positive effect on the PWS network
measurement resolution.
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Figure 2.4: Number of stations with rainfall data from the PWS dataset, before and
after applying filter, for every 5 and 10 min interval over the entire period, smoothed
per day. The two indicated dips correspond to complete outage of stations, the third
with a longer period of fewer measurements in all stations.
Station measurement quality
With the Netatmo experimental setup, the performance of this type of PWS and the
consequences of transferring its data to the online platform are examined. The measure-
ments are compared to the high-resolution pit gauge as well as to the radar rainfall at the
corresponding pixel. These two comparisons should give an indication of the differences
due to sensor performance and those due to differences in representativeness of radar and
rain gauges.
Rainfall measurements of the PWS dataset in Amsterdam are compared with the radar
rainfall measurement at their corresponding radar pixels. When comparing station data
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Figure 2.5: Indicated with curves as well as colors are the fractions of pixels containing
at least one measurement of the unfiltered dataset for combinations of time step length
and pixel grid size over the Amsterdam area between December 2014 and April 2016.
with gauge-adjusted radar data, the coefficient of variation of the residuals (CV) is cal-
culated. The standard deviation of the differences between the datasets is divided by
the mean of the gauge-adjusted radar data. A low value of CV indicates a good match
between the datasets. Additionally, spatial correlations between stations are estimated
with the use of Pearson correlation coefficient (r):
r =
E[XY ]− E[X]E[Y ]√
(E[X2]− E[X]2) · (E[Y 2]− E[Y ]2) , (2.1)
where E[·] is the expectation (estimated as the arithmetic mean) and (X,Y ) are
corresponding time series of rainfall measurements. Because of the spatial and temporal
variability of rainfall, the correlation of two point locations decreases with distance
between these points. A three-parameter exponential function is suggested by Habib et al.
(2001a) to describe this spatial dependency relation between inter-station correlation (r)
and distance (d):
r = r0 exp
[
−
(
d
X0
)S0]
, (2.2)
where r0 is the nugget parameter, X0 is the correlation distance and S0 is the shape factor.
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The nugget parameter r0 is a measure of small-scale variability and/or measurement
error and is equal to 1 for perfect zero-distance correlation. Correlation distance X0
indicates the distance at which the rainfall decorrelates (i.e., the distance beyond which
the correlation drops below e−1), which should be interpreted with caution when it exceeds
the investigated spatial extent.
The relationship in Eq. 2.2 is sensitive to rainfall extremes (Habib et al., 2001a), climatic
regimes (Krajewski et al., 2003) and seasonality (Van de Beek et al., 2011; Tokay & O¨ztu¨rk,
2012) as well as strongly dependent on time interval (Krajewski et al., 2003; Ciach &
Krajewski, 2006; Van de Beek et al., 2011; Tokay & O¨ztu¨rk, 2012; Van de Beek et al., 2012;
Peleg et al., 2013). For the PWS dataset in Amsterdam, correlograms are constructed
and compared with spatial dependencies found in literature. Special consideration is
given to the correlations between Netatmo stations as compared to the other types of
rain gauges.
2.3 Results
2.3.1 Netatmo comparison with pit gauge
The original data of three Netatmo stations (measurement frequency of ∼5 min) are
compared with pit gauge data (measurement frequency of 12 s) and gauge-adjusted radar
data (measurement frequency of 5 min), over the period February–May 2016. Over this
period, the cumulative rainfall of station 2 was lower than that of the others; see Fig.
2.3a. This was the result of station outage. In general, the Netatmo stations measure
less rainfall than the pit gauge and radar reference over this period. The scatter plots
in Fig. 2.3b do not include the intervals where one or both of the time series contain
no measurements (in the event of station outage), and show a good r2 of 0.94 between
Netatmo measurements and the pit gauge reference. Even though this r2 suggests a small
measurement error in Netatmo, the comparison with radar shows significant scatter away
from the perfect fit. This is inherent to comparisons between point locations and pixel
averages, and the scatter plot resembles those reported in Peleg et al. (2013), though the
radar value used there was an average value of 12 pixels instead of 1.
The correlation between Netatmo and the pit gauge is calculated for a multitude of ac-
cumulation intervals; see Fig. 2.6. This correlation reflects small-scale rainfall variability
and thus is closely related to the nugget parameter in Eq. 2.2. As expected, an increase
of correlation is found for larger accumulation intervals. However, the correlations of data
from the same devices obtained via WunderMap with the same pit gauge reference show
far lower values; see Fig. 2.6. The original Netatmo data have typical time steps of 5 min
against 10 min for the WunderMap data. If this was the only difference between the time
series, the correlation graphs should overlap for accumulation intervals above 10 min. As
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they only approach one another for hourly accumulations, it can be concluded that besides
this effect, additional information is lost in the transfer of data between platforms.
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Figure 2.6: Correlation between rainfall measurements by Netatmo stations as ob-
tained via personal dashboard (N1, N2 and N3), as well as those obtained via Wun-
derMap (W2 and W3), and the pit gauge reference for various accumulation time steps.
Besides the Netatmo dashboard (available to the station owner) and WunderMap, Ne-
tatmo data are also accessible from the Netatmo weather map platform. In this research,
real-time measurements from the three stations in the experimental setup were obtained
with from this platform with an application programming interface (API). It was found
that rainfall measurements from this dataset were attributed with a time stamp of the
moment the data were collected, instead of the time stamp of the measurement itself.
In the event of sensor outage, the last available measurement was collected repeatedly.
These artifacts resulted in faulty interval attribution of rainfall and negatively affected
the correlations with the original dataset as well as with gauge-adjusted radar data. An
API containing such processing errors will result in datasets that contain considerable
errors, though these errors are easily overlooked without the original data. Fortunately,
the original data can also be obtained from the Netatmo platform. These time series are
identical to the data from the Netatmo dashboard (N1, N2 and N3 from the experimental
setup) and can be obtained in real time.
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2.3.2 Amsterdam weather station comparison with radar
Figure 2.7 shows the double mass plot of the filtered PWS dataset in Amsterdam, as well
as the unadjusted (real-time) radar with the gauge-adjusted radar reference at the same
locations. The only intervals considered are those where both time series contain measure-
ments. Even though individual stations often do not follow the diagonal line representing
a perfect match, the median of all available stations only shows a slight underestimation
as compared to the gauge-adjusted radar rainfall data. This underestimation is far greater
in the real-time radar product. Though large deviations occur, the median of the stations
resembles the reference quite well.
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Figure 2.7: Double mass plots of station filtered rainfall measurements and real-
time radar data with gauge-adjusted radar rainfall at the corresponding location in
the period between December 2014 and March 2016. Only intervals where both radar
and station contain measurements are taken into account. Colored regions indicate the
range between double mass plot of stations with minimum and maximum steepness
and dashed lines represent the median of the combined datasets..
When comparing station rainfall against corresponding gauge-adjusted radar rainfall data
over the entire period with the condition that the radar measures non-zero rainfall, a better
correspondence is found for longer time steps; see Fig. 2.8. A similar scatter as in Fig. 2.8
is found by Peleg et al. (2013). At longer accumulation intervals, the averages resemble
each other more, the CV decreases and the r increases, indicating a better resemblance
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between gauge-adjusted radar and station datasets.
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Figure 2.8: Scatter density plots of all station rainfall measurements against the
gauge-adjusted radar rainfall data in the corresponding radar pixel when radar reported
non-zero rainfall (> 0.1 mm). The R¯radars, R¯stations, CV, r and n values in the
panels represent the average rainfall according to the gauge-adjusted radar data, the
average rainfall according to the stations, the coefficient of variation of the residuals,
the correlation and the number of intervals, respectively. Graphs are made for 5 min,
30 min and hourly accumulation intervals.
2.3.3 Amsterdam center average comparison
In order to investigate whether the generally poor quality of individual PWS measure-
ments can (partly) be compensated by the generally high quantity of measurements,
averages of unfiltered PWS measurements are compared with radar pixel averages over
a small area in Amsterdam. The selected area is the region with highest parking rates;
the densely populated and touristic area of the city center and Museum square, as floods
in this area will heavily impact residents, businesses and tourism alike. This region of
∼20 km2 is shown in Fig. 2.9, where the cumulative rainfall of each station relative to
the mean of the 12 stations is shown. From Fig. 2.9 the variation between station mea-
surements becomes evident. Some stations measure highly unlikely values considering the
measurements of their nearby stations, such as station 3, 9 and 12.
The means of all possible subsets of the 12 PWSs are compared with the average of
the 20 radar pixels over the selected Amsterdam center region. For each subset, the
correlation, standard deviation and coefficient of variation of the residuals (CV ) of rainfall
intensity is calculated over all intervals where each station contains measurements. The
resulting outcomes of each subset are represented with boxplots in Fig. 2.10 per number
of stations contributing to the PWS-mean. The correlation increases and the standard
deviation and CV decrease when averaging multiple stations, even when some of the
station time series consist of obviously faulty measurements, see Fig. 2.10. By averaging
the unfiltered measurements of a dozen stations, crowdsourced measurements seem to be
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Figure 2.9: (a) Locations of 12 stations and 20 radar pixels in the city center of
Amsterdam, where symbol size represents the number of unique days with measure-
ments by the station (range of 371–514 days). The background map is taken from
OpenStreetMap (www.openstreetmap.org). (b) Double mass plots of the station mea-
surements as compared to the mean of all 12 stations over the intervals where all
stations contain measurements.
able to describe rainfall in the city center. As expected, the values based on 60 minute
rainfall intensities show a better correspondence with gauge-adjusted radar data than 5
minute rainfall intensities.
2.3.4 Amsterdam weather station spatial correlations
Rainfall variability is often described with correlograms; see Sect. 2.2.2, describing Pear-
son correlation coefficient between station pairs as a function of distance. Correlograms
of PWS data at longer accumulation intervals show higher inter-station correlations and
the decrease with distance is not as steep; see Fig. 2.11. This is similar to the results
reported by Villarini et al. (2008), Peleg et al. (2013) and Tokay & O¨ztu¨rk (2012). Es-
pecially in winter (see upper panels of Fig. 2.11) and for short accumulation intervals,
the non-Netatmo pairs show higher correlation with one another. However, the goodness
of fit of the correlograms differs significantly from those found by Villarini et al. (2008),
Peleg et al. (2013) and Tokay & O¨ztu¨rk (2012).
The correlations of all station pairs in the dataset are fitted with the relation in Eq. 2.2.
Fitting was done by determining the nonlinear (weighted) least-squares estimates of the
parameters with the Gauss–Newton algorithm. The resulting parameters for the total
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Figure 2.10: Box plots of correlation, standard deviation and coefficient of variation
of residuals (CV) of averaged rainfall intensity time series. The box plots contain the
outcomes for all possible subsets within the 12 stations in the Amsterdam city center, as
compared to the gauge-adjusted radar rainfall intensity 20-pixel mean for interpolated
5 min and hourly time series.
dataset, as well as winter and summer individually, are given in Fig. 2.12. The graphs
for winter show the most deviating response, suggesting irregularities in this subset in
particular. The nugget parameter r0 of the total dataset varies between 0.50 and 0.67 for
this accumulation interval range. Villarini et al. (2008) found a similar nugget parameter
of 0.51 for 1 min accumulations, though with far larger values at higher accumulation
intervals. The nuggets found by Krajewski et al. (2003) (0.95–0.97 for 15 min and longer),
Ciach & Krajewski (2006) (0.995 and higher for 1 min and longer), Tokay & O¨ztu¨rk (2012)
(0.97 and higher for 5 min and longer) and Peleg et al. (2013) (0.92 and higher for 1 min
and longer), are all considerably higher than the nugget parameters found here. This
is not surprising as the gauges in the networks evaluated in those papers are carefully
controlled and of higher sensor quality than typical PWSs.
The correlation distance of the total PWS dataset increases with interval size in a similar
manner as in previous research; see Fig. 2.12. The erratic response of the winter graphs
suggests a poor fit resulting from other factors than rainfall variability. Likely the corre-
lation distance of stratiform winter rainfall is larger than the spatial scale examined here.
The shape parameters do not seem to follow an obvious dependence, similar to Peleg
et al. (2013), though other research found this parameter to increase with interval size
(Krajewski et al., 2003; Ciach & Krajewski, 2006; Villarini et al., 2008; Tokay & O¨ztu¨rk,
2012).
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Figure 2.11: Correlograms of all stations after filtering at various accumulation in-
tervals for winter (top panels) and summer (bottom panels). The red and blue areas
represent the interquartile range of the Netatmo stations and non-Netatmo stations,
respectively. The areas are constructed with a moving window of width 5 km. The
scatter plots are fitted with the exponential relation of Eq. 2.2, the parameters of which
are given in the panels.
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Figure 2.12: Timescale dependency of nugget (a), correlation distance (b) and shape
factor (c) parameters from fit described in Eq. 2.2, for the total PWS dataset, as well
as winter and summer only. Dotted lines represent values found in previous research
by Peleg et al. (2013) (violet), Villarini et al. (2008) (orange), Tokay & O¨ztu¨rk (2012)
(brown) and Ciach & Krajewski (2006) (purple), where the dashed line in the first
panel shows the timescale dependency of the Netatmo station nugget found in the
experimental setup as previously shown in Fig. 2.6.
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2.4 Discussion
In the experimental setup in Cabauw, the immediate overlying radar pixel that was
first considered as reference turned out to show a significant bias as compared to gauge-
adjusted radar rainfall data in all neighboring pixels. The next nearest pixel to the setup
was then used as reference instead. The distance between radar pixel center and experi-
mental setup thereby increased slightly from 428.9 to 473.5 m. Faulty measurements can
occur in the gauge-adjusted radar dataset, which should be kept in mind when it is used
as a reference. When comparing the Amsterdam area radar pixels used in this research
to their combined mean value over the 17-month period, individual time series showed up
to 10% consistent higher or lower values. Biases in gauge-adjusted radar could result in a
larger spread in Fig. 2.8, although they have a far smaller influence on the results found
in Fig. 2.10 as, in that case, the values are averaged.
Each aspect of this research, i.e., the Netatmo experimental setup, the analysis of the
station data obtained with the Netatmo API and the Amsterdam PWS dataset from
WunderMap, concerned time series over a different, though partly overlapping, time pe-
riod. As the shorter time series were examined with the purpose of identifying artifacts
in the data, those conclusions can be carried over to the longer, more robust analyses.
The results on PWS data availability (see Figs. 2.1 and 2.5) do not take measurement
quality into account. Because of the faulty attribution of rainfall to measurement inter-
vals due to rounding in the data transfer, the measurements in the current form should
be accumulated to larger intervals to reduce errors, although this reduces the temporal
resolution appreciably. It would be more desirable to address the collection method of the
PWS data in the platforms in order to maintain the quality of the original PWS rainfall
measurements before data transfer.
The filter applied on the PWS dataset in this paper was based on all stations in the
dataset. For operational purposes, the median value that is used as a selection criterion
should be based on nearby stations only. Large rainfall values were excluded based on
a limit on maximum rainfall of 50 mm h−1 above the median rainfall at all PWSs at
that interval. This potentially excludes rainfall with plausible return times: we take the
example of a 10 min interval during which the median rain intensity of the stations is
4 mm h−1. A measurement of 54 mm h−1 and higher would then be excluded, though
this corresponds to an event that would occur statistically every 1.5 years (Buishand &
Wijngaard, 2007). Because of the small spatial scales and the lack of extremely heavy
precipitation in this dataset, the current filter was applicable, as confirmed by visual
comparison with gauge-adjusted radar data.
Although a large fraction of the PWS networks consists of Netatmo stations, this does
not imply similar performance of these datasets. Factors like placement and maintenance
are unknown and not necessarily equally interfering with the measurements. Even less
metadata is available on the other PWS types in the dataset, since information on data
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transfer and the sensors used is not provided for those PWSs. It is expected that there
is a positive correlation between the purchase costs of the PWS and the importance
of maintenance and high-quality measurements to its owner, although this assumption
could not be examined with our dataset. Furthermore, the location of the station is
based on the setting provided by the PWS owner, although these may be faulty due to
inaccurate localization, rounding of the longitude and latitude or relocation of the station
at a later time. Even when relocations of PWSs are accurately provided to the Netatmo
platform, this is not automatically communicated to WunderMap, resulting in inaccurate
time series for that location. This issue is found to arise in the PWS dataset, though the
filter criterion regarding minimum correlation with the other stations excludes time series
of those stations entirely.
Different spatial correlation parameters between studies are to be expected due to dif-
ferent climates, rainfall types, gauge network density and quality. However, the nugget-
parameter r0 (1 for perfect correlation between time series) found here is significantly
lower than in other studies. Additionally, the nugget values of the Amsterdam dataset
are significantly lower than the correlation found between the Netatmo datasets with the
electronic rain gauge reference in the experimental setup when the data were obtained via
theWunderMap platform; see also Fig. 2.6. This suggests the interference of additional
factors besides sensor measurement errors and data transfer rounding when rainfall mea-
surements are gathered in a less controlled manner. Such factors could be measurement
errors due to station placement and poor maintenance.
It is important to note that, even though gauge-adjusted radar rainfall is used as a rainfall
reference, differences with point measurements are to be expected because of represen-
tativeness errors. Ideally, a high-density gauge network could be used to improve this
rainfall product in the future. A non-identical match should therefore not directly be
interpreted as negative. However, as the nugget parameter from the station analyses was
considerably lower than could be explained by rainfall variability alone, differences with
gauge-adjusted radar data here are likely mainly caused by errors in the PWS dataset.
Besides data transfer errors that heavily influence the nugget parameter, the installa-
tion errors (e.g., due to shielding), that are minimized in the experimental setup, further
decrease the nugget in the Amsterdam dataset. When comparing nuggets from the exper-
imental setup and the Amsterdam dataset in the left panel in Fig. 2.12, the correlations
found in the former do indeed reach higher values than those influenced by installation
errors in the latter.
2.5 Conclusions
The resolution and quality of crowdsourced PWS rainfall measurements from the platform
with the most dense PWS network were analyzed to establish whether this data source
allows urban hydrological applications. Although the required resolutions (as described by
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Schilling (1991), Berne et al. (2004), Emmanuel et al. (2012) and Ochoa-Rodriguez et al.
(2015)) are not yet achieved by the current PWS networks, the density of these networks
is expected to increase. As the resolution of the current network in Amsterdam is more
limited in the spatial resolution than the temporal resolution, the expected continued
growth of PWSs that share rainfall measurements via online platforms will yield a network
approaching the desired resolutions. This offers a vast contrast compared to KNMI’s
automatic rain gauge network which, in the Amsterdam metropolitan area, only measures
rainfall at one location outside of the city (at Schiphol airport).
From comparisons between Netatmo rainfall time series in an experimental setup that
reduces the errors due to faulty installation to a minimum, the measurements closely
resemble those from the high-resolution electronic rain gauge. Larger differences are
found with radar rainfall, likely due to differences in representativeness between pixels
and point measurements. Although the sensor performance of this largest contributor of
data in the PWS network considered in this research looks promising, there is a significant
loss in accuracy due to transfer of data to the online platform WunderMap. In this study,
the daily cumulative rainfall values as obtained from WunderMap are rewritten as the
difference in rainfall as compared to the previous time step. WunderMap cumulative
daily rainfall can only become non-zero when at least 0.254 mm (reported as 0.3 mm)
rainfall has been collected. Especially in the event of light rain, rainfall could occur for
a longer period than the interval length in which the daily cumulative rainfall increases.
The rainfall is then attributed to a single interval instead of all previous intervals in which
it may have been raining as well. This causes significant errors at small timescales. These
errors result in inter-station correlations that were considerably poorer than those found
in literature, especially in winter and at short accumulation intervals.
The median rainfall of the Amsterdam PWS dataset shows less systematic bias than the
real-time available radar product. Averaging PWS time series further improves corre-
lation, standard deviation and coefficient of variation with the averaged gauge-adjusted
radar rainfall in a certain region (∼20 km2). Provided that the degree and likelihood
of overestimation of rainfall by PWSs is similar to the degree and likelihood of rainfall
underestimation, as was the case in our Amsterdam city center dataset, a dense subset of
PWSs can provide good rainfall estimation over a small area, even for intervals of 5 min
and without applying a quality filter.
The largest obstacles for the use of crowdsourced PWS datasets are the errors result-
ing from data transfer, errors due to poor maintenance and faulty installations (i.e., at
shielded locations). The rounding of cumulative daily rainfall measurements occurring in
the WunderMap platform and the time stamp uncertainty of measurements obtained from
platforms with faulty APIs can lead to considerable errors in the time series, which are
only reduced at large accumulation intervals. For the purpose of a high-quality rainfall
measurement network with PWS data, these issues need to be addressed first. Processing
errors can be avoided by obtaining raw data from the Netatmo weather map platform,
though the station density is slightly lower than that of the network linked to the Wun-
Chapter 2: PWS rainfall validation in Amsterdam 37
derMap. When the processing of data is no longer interfering with the quality of the
datasets, the potential of PWS platforms becomes significant. It provides rainfall mea-
surements from all over the world that are easy to collect, located in rural areas as well
as in cities, with station densities and coverage exceeding those from national weather
services, and growing towards a level matching the reported resolutions that are required
for urban hydrological applications.

Chapter 3
PWS rainfall quality
control
A
utomatic personal weather stations owned and maintained by weather enthu-
siasts provide spatially dense in-situ measurements that are often collected
and visualized in real-time on online weather platforms. While the spatial
and temporal resolution of this data source is high, its rainfall observations
are prone to typical errors, currently preventing its large-scale, real-time application.
This study proposes a quality control methodology consisting of four modules targeting
these errors, applicable in real-time without requiring auxiliary measurements. The
quality control improves the overall accuracy of a year of hourly rainfall depths in
Amsterdam to a bias of -11.3% (0.2% when a proxy for overall rainfall underestimation
by PWSs is used), a Pearson correlation coefficient of 0.82 and a coefficient of variation
of 2.70, while maintaining 88% of the original dataset. Application on a national scale
(average 1 station per ∼10 km2) yields high-resolution nationwide rainfall maps, hence
showing the great potential of personal weather stations for complementing existing often
sparse traditional rain gauge networks.
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This chapter was originally published as:
De Vos, L.W., Leijnse, H., Overeem, & Uijlenhoet, R., (2019). Quality control for
crowdsourced personal weather stations to enable operational rainfall monitoring.
Geophysical Research Letters, 46, doi:10.1029/2019GL083731
The quality control R-code has been made freely available as ‘PWSQC’ on https://
github.com/LottedeVos/PWSQC under cc-by-sa 4.0 license.
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3.1 Introduction
Accurate rainfall monitoring is vital in understanding hydrological and meteorological
processes. Rain gauge networks provide direct point-scale measurements. However, the
combined orifices of gauges routinely used to produce global precipitation products span
an area smaller than a soccer field, and most of these gauge measurements consist of
daily observations (Kidd et al., 2017). This is problematic as high-resolution (in space
and time) flood forecasting requires high-resolution precipitation input in order to produce
meaningful results, especially in urban areas (Berne et al., 2004; Emmanuel et al., 2012;
Ochoa-Rodriguez et al., 2015; Cristiano et al., 2017). Crowdsourcing has been investigated
as a strategy to obtain more rainfall observations, ranging from studies exploring citizen
observations collected via smartphone apps (Elmore et al., 2014; Guo et al., 2019), active
daily rainfall amounts reported by volunteers (Cifelli et al., 2005; Illingworth et al., 2014;
Reges et al., 2016), rainfall intensities from camera images (Allamano et al., 2015; Jiang
et al., 2019), rain intensity and occurrence from car sensors (Rabiei et al., 2013), derived
weather information from twitter messages (De Vasconcelos et al., 2016) to simulation
studies incorporating those techniques (e.g. Mazzoleni et al., 2017; Yang & Ng, 2017).
Muller et al. (2015) describe some of these and other crowdsourcing strategies to gain
atmospheric data. Zheng et al. (2018) present a recent overview and state of the art of
crowdsourcing data collection methods in geophysics.
Recent developments enable owners of automatic weather stations to easily monitor their
environment and share weather observations in real time on online platforms. Popu-
lar online platforms such as Netatmo and Weather Underground collect and visualize
measurements from personal weather stations (PWSs) every ∼5 to 10 minutes. The av-
erage density of Netatmo PWSs measuring rainfall in the Netherlands is 1 per ∼10 km2,
while the national networks employed by the Royal Netherlands Meteorological Insti-
tute (KNMI) consist of a manual gauge every ∼100 km2 and an automatic gauge every
∼1000 km2. As PWS density is correlated with population density, this provides weather
observations at high temporal and spatial resolution in urban areas particularly.
Previous studies investigated the accuracy of common PWS devices (Jenkins, 2014; Bell
et al., 2015; Meier et al., 2017, Chapter 2) and made use of this data source to quantify
the urban heat island effect (Meier et al., 2017; Chapman et al., 2017; Fenner et al.,
2017; Golroudbary et al., 2018; Napoly et al., 2018). Rain measurement from Weather
Underground PWSs are explored in Chapter 2 (63 PWSs in Amsterdam), Golroudbary
et al. (2018) (11 PWSs in the Netherlands) and Chen et al. (2018) (11 PWSs in Norfolk,
Virginia).
Inaccurate rain observations can be due to (1) instrumental errors, (2) compromised set-
up, and (3) data processing issues. Quality control (QC) methods are designed to exclude
inaccurate measurements. QC can consist of comparisons with auxiliary data (e.g. Qi
et al., 2016), pre-set (dynamic) thresholds to exclude unlikely values (e.g. Este´vez et al.,
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2011), or internal consistency between stations and/or in time (e.g. Zahumensky`, 2004;
Chen et al., 2018). PWS rainfall data is arguably highly prone to errors as the typically
low-cost devices are often installed without knowledge of or access to optimal set-up
locations, and are not regularly maintained. Measurement accuracy can change suddenly,
e.g. due to hindrance of tipping bucket mechanisms by clogging or tilted set-ups after
windy weather, which can be resolved just as suddenly. Notwithstanding their enormous
potential for operational rainfall monitoring, these sources of error currently prevent the
large-scale, real-time application of PWSs in meteorology and hydrology.
This paper, for the first time, explores an unprecedented large dataset in terms of length
(2 years), covered area and density, and shows that accurate, nationwide rainfall maps
can be constructed from crowdsourced PWS rainfall measurements. For this purpose
we propose a real-time applicable QC method, consisting of a set of quality filters that
excludes inaccurate observations, requiring no auxiliary data source or metadata (besides
station location). We show the ability of this filter to correctly flag measurement intervals
with typical errors for this data source, and unflag once the PWS produces reliable values
again. Nationwide rainfall maps constructed from the filtered dataset show remarkable
similarities with a reference radar/rain gauge dataset.
3.2 Method
3.2.1 PWS dataset
Two extensive datasets of PWS rainfall observations were obtained from the Netatmo
Weathermap (https://weathermap.netatmo.com/). Netatmo PWSs consist of an indoor
and an outdoor module (∼160 euro) measuring temperature, relative humidity and (in-
door) sound, barometric pressure and CO2 levels, with optional additional modules for
wind and rain (∼65 euro each). The rain module is a plastic tipping bucket with a collec-
tion funnel, 13 cm in diameter, that reports the number of tips via a wireless connection
of up to 100 m to the indoor module. This indoor module broadcasts all observations to
the platform every ∼5 min from the moment the station becomes operational resulting in
∼5 min time series. From here measurements can be accessed via smartphone or tablet
and visualized on the online Weathermap. Netatmo gives rain observations as multiples of
0.101 mm, or, in multiples of the tipping bucket volume that is determined by the weather
station owner using the calibration feature of the device. Approximately 13.5% of Dutch
rain gauges are manually calibrated, as shown by deviating tipping bucket volumes. Ne-
tatmo rain gauges have a measurement range of 0.2–150 mm h−1 and an accuracy of 1
mm h−1 according to the manufacturer specifications. It was shown in Chapter 2 that 3
Netatmo devices in an experimental set-up with a collocated well-calibrated operational
reference rain gauge measure rainfall with high accuracy when installed properly and
using unrounded measurements, as in this dataset.
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Two PWS datasets are analyzed in this work:
• Urban dataset: All PWSs with a rain module in the Amsterdam metropolitan area,
defined as the area between 4.67◦ – 5.05◦ longitude and 52.24◦ – 52.44◦ latitude
(∼575 km2) between 1 May 2016 – 1 June 2018.
• National dataset: All PWSs with a rain module within the Netherlands for the
month May 2018.
From PWS observations we construct time series at 5-min and at hourly intervals. The
first year of the urban dataset is used as calibration dataset (CAL) to design the QC
algorithm. The QC was subsequently applied on the second year (VAL) and on the
national dataset (NL) to illustrate the ability of the filters to independently identify
inaccurate observations. For both CAL and VAL the QC starts one month before the
study period of one year to allow for the warm-up period in the filters.
3.2.2 Reference dataset
The reference is a climatological dataset that covers the entire land surface of the
Netherlands in pixels of ∼1 km2 at 5 min temporal resolution, freely accessible on
https://data.knmi.nl/datasets/rad_nl25_rac_mfbs_em_5min/2.0. This rainfall prod-
uct is based on two C-band radars, adjusted with two rain gauge networks (31 automatic
and 325 manual gauges). Detailed information on radars and processing are provided
by Beekhuis & Mathijssen (2018), and on the methodology by Overeem et al. (2009a,b,
2011). This radar product, adjusted with quality controlled high-end daily and sub-daily
ground observations, is considered the most accurate rainfall reference but only becomes
available with a delay of 1–2 months.
3.2.3 Validation
In order to validate observations, the Pearson correlation coefficient (r), the relative bias
(bias from now on) and the coefficient of variation of the errors (CV) are calculated using
the following equations:
r =
cov(RPWS, Rref)
sd(RPWS) sd(Rref)
(3.1)
bias =
∆R
Rref
(3.2)
with:
∆R = RPWS −Rref (3.3)
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CV =
sd(∆R)
Rref
(3.4)
where RPWS are rainfall time series aggregated at 5-min or hourly temporal resolutions
from PWSs (mm) and Rref are the corresponding reference time series in the overlying
radar-pixel (mm) where the bar indicates the average of observations of all stations at all
time intervals.
3.3 Quality control
3.3.1 Types of errors
Sampling and representativeness error
The crowdsourced rainfall time series have variable time intervals in which the number
of tipping bucket tips since the last timestamp are reported. In addition to the intrinsic
tipping bucket error where rain can be attributed to a later timestamp (Habib et al.,
2001b), additional errors result from gaps in the time series during connectivity problems.
The sampling error in rain gauges with tipping bucket volumes of 0.101 mm, measuring
in ∼5 min intervals, has been determined in a simulation exercise with 12-s resolution
electronic rain gauge observations as basis and ground-truth. This yields an r of ∼0.96 and
a CV of ∼2.29 (see Sect. 3.5, Fig. 3.5). Using the radar product for validation introduces
an additional error due to gauge-pixel discrepancy (and sources of error in radar rainfall
retrieval), which reduces the similarity to an r of ∼0.75 and a CV of ∼5.0.
Bias
Unbiased PWS measurements rely on an unshielded set-up where all raindrops reach the
collection funnel, and a level gauge so that the tipping bucket mechanism is not hindered.
However, completely exposed rain gauges are known to suffer from wind-induced underes-
timation (Pollock et al., 2018). Bias can also be due to the actual tipping bucket volume
of the gauge not corresponding with the reported value due to manufacturing variability
or faulty calibration. Netatmo PWS owners can calibrate their gauge by pouring a known
amount of water through and calculating the tipping volume from the number of tips. If
water is poured too quickly, some water bypasses the tipping mechanism during each tip,
resulting in overestimation of the tipping volume. The majority of calibrated Netatmo
PWSs in the nationwide dataset has an estimated tipping bucket volume larger than the
default (11.5% > 0.101 mm and 2.0% < 0.101 mm). While bias differs greatly between
stations, the PWS-network has an overall tendency to underestimate rainfall (bias of
-11.1% in VAL, see Table 3.2).
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Faulty zeroes (FZ)
When the tipping bucket mechanism is obstructed completely, due to tilted rain gauge or
physical obstructions (i.e. leaves, insects, solid precipitation, etc.), no tip will occur. Thus,
only zero amounts are communicated to the platform, even during rain events.
High influx (HI)
A PWS can also report large amounts of rainfall unrelated to weather, e.g. by people
pouring liquids through the rain gauge for cleaning, handling of the device with tilting
movements, or sprinklers in the vicinity.
Station outlier (SO)
Sometimes PWS measurements do not correspond with local rainfall dynamics. This is
true when the reported station location is incorrect. Also, some rare occasions have been
observed where, for a period of time, rainfall is recorded in repeated daily cumulative
amounts, thus resulting in far too high values.
3.3.2 Filter design
The CAL dataset was used to design the FZ-, HI-, SO-filter and bias correction (Sect.
3.3.1). Detailed flow charts of each filter are provided in Sect. 3.5. The general concepts
are explained in this section, with the names of the 11 parameters underlined. Each PWS
time interval receives a flag of either 0, 1 or −1 for ‘no error’, ‘error’, or ‘not enough
information available to determine error’, respectively.
FZ-filter
All stations within a range (d) around a given station are selected to compute the median
rainfall over the surrounding area. If fewer than nstat neighboring stations with rainfall
measurements are available, the median cannot be calculated and the FZ-flag is set to
−1. The FZ-flag is set to 1 if this median rainfall is larger than zero for at least nint
time intervals while the station itself reports zero rainfall. The FZ-flag remains 1 until
the station reports nonzero rainfall.
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HI-filter
Unrealistically high rainfall amounts are determined based on a comparison with the
median rainfall amount from all stations within a range (d) around a given station. If
the median does not exceed a threshold value (φA), the HI-flag is set to 1 for any rainfall
value from the station itself above threshold φB. When the surrounding stations report
moderate to heavy rainfall, the threshold becomes variable: for a median of φA or higher,
the stations’ HI-flag is set to 1 when its measurements exceed median times φB/φA. HI-
flag is set to −1 if fewer than nstat neighboring stations report observations.
Bias correction & SO-filter
First, a default bias correction factor (DBC) is determined to address the fact that the
Netatmo rain gauges have a general tendency to underestimate rainfall. DBC is a single-
value one-off proxy of the correction needed for the overall PWS-network bias, and can
be determined a priori by comparing network measurements over a period with typical
rainfall for the local climate. In this study we base it on the median of all PWS bias
values of 5-min observations during the month preceding the start of the dataset, when
compared with the gauge-adjusted radar values, excluding intervals where FZ or HZ were
not 0. DBC becomes:
DBC =
1
1 +median(bias)
(3.5)
These DBCs (Table 3.1) correspond with the negative bias that was found find for Wun-
derground PWS rain data in the same area (Fig. 2.7). Note that although we use another
dataset for this step, it occurs in an oﬄine exercise, meaning no auxiliary data is needed
for the bias correction in the operational, real-time QC. If no reference is available, DBC
could be set to 1 or to a value that was found elsewhere for this particular instrument in a
similar climate. Initially, the bias correction factor (BCF) for each PWS is equal to DBC.
In order to test the performance without the availability of any reference data, DBC=1
is also applied.
To determine whether a station yields nonsensical measurements for that location, it is
compared with time series of neighboring stations within a range (d). A previous period
of mint intervals, or any longer interval where the station has at least mrain intervals
of nonzero rainfall measurements, is evaluated. There need to be at least nstat stations
with at least mmatch intervals overlapping with the evaluated station to compute the SO-
flag. The r (Eq. 3.1) and bias (Eq. 3.2) with all neighboring stations are calculated.
If the median of the r-values falls short of threshold γ, the SO-flag is set to 1. If this
threshold is exceeded, BCFnew is computed from the median of the bias values with the
neighboring stations. If |log(BCFnew/BCFprev)| > log(1+β), this is deemed a systematic
change for that station and BCFprev is replaced with the new value. This is hence a way
to dynamically update BCF for individual stations.
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Table 3.1: Parameter settings for QC, in detail explained in Sect. 3.3.2. The inde-
pendent default bias correction (DBC) values were determined from the bias values in
the urban dataset in the preceding month, i.e. May 2016 for CAL (June 2016 – June
2017), May 2017 for VAL (June 2017 – June 2018) and April 2018 for the NL dataset
(May 2018).
Filter parameter Value
d (m) 10,000
nstat 5
nint 6
φA (mm) 0.4
φB (mm) 10
mint 4,032
mrain 100
mmatch 200
γ 0.15
β 0.2
DBC [CAL] 1.24
DBC [VAL] 1.13
DBC [NL] 1.13
Parameter choices
The chosen values for the 11 parameters are given in Table 3.1. Several sets of parameters
were evaluated, and the best one was chosen based on the achieved improvement (see
Sect. 3.2.3) for the CAL dataset after QC, while aiming for large applicability (i.e.
fraction of flags = −1 small) and without flagging abundantly (i.e. fraction of flags
= 1 small).
The QC principle applies to gauge networks in general, although the parameter values
should be considered carefully for each network separately. For a sparser network, a
larger d parameter and/or lower nstat are needed to select enough neighbor stations. The
number of values used to construct the median can be limited if nstat is small, possibly
resulting in outlier values. Higher values for nint, mint, mrain and mmatch result in more
robust subsets of data on which flags and bias corrections are determined, at the cost of
a longer unflagged warm-up period and more cases in which flags cannot be attributed.
Most rainfall observations that should be targeted by the HI-filter were found to be very
high, thus small variations in φA and φB hardly affect the results. Higher γ yields more
SO-flags and lower β results in more frequent bias correction factor adjustments (and
possibly overfitting).
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3.4 Filter performance
When cumulative rainfall over a full year as measured by the PWSs is plotted against the
cumulative amount according to the reference, FZ, HI and SO errors are shown as horizon-
tal line segments, vertical line segments and fluctuating lines deviating from the diagonal,
respectively. Figure 3.1 shows that the QC attributes flags to the time intervals causing
these horizontal, vertical and fluctuating line segments. Stations can be susceptible to
bias, seen in Fig. 3.1 as lines with slopes differing from the gray diagonal line.
Figure 3.1: Double mass plots of PWS observations against their respective reference,
for year 1 (CAL) and year 2 (VAL) of the Amsterdam dataset, for raw data, subsets
where intervals with FZ, HI or SO flag = 1 are excluded (“Filtered Flex”) and subsets
where intervals with FZ, HI or SO flag not equal to 0 are excluded (“Filtered Strict”),
including boxplots indicating the spread of the correlations and the fractions of the
measurement intervals remaining for the stations after filtering.
The dataset can be filtered in two ways: retaining only intervals where no flag is 1
(“Flex”), or, retaining only intervals where all flags are 0 (“Strict”). After QC is applied,
which includes station-specific bias correction, the remaining measurements correspond
far better with the reference, i.e. the lines resemble the gray diagonal, especially for the
Strict version, while the Flex version still includes some inaccurate measurements. The
87.2% and 88.0% of all intervals of the first and second year of the urban dataset (CAL
and VAL, respectively) without any error flag show a dramatic improvement in accuracy
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regarding bias, CV and r (Table 3.2). Each filter yields accuracy improvement, with the
largest effect in the HI-filter given the small number of flagged intervals (Table 3.2). The
comparison of the 5-min Strict-filtered VAL dataset with the gauge-adjusted radar yields
huge improvements as compared to the raw data metrics, with a bias from −0.111 to
0.023, a CV from 53.24 to 7.19 and an r from 0.07 to 0.58, thus more closely resembling
the upper limit of accuracy of rainfall data sampled in this manner of CV of 5.0 and r
of 0.75 (see Sect. 3.5). The scatter density plots of all hourly raw and filtered (Flex and
Strict) rainfall observations show this improvement as well (Fig. 3.2).
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Figure 3.2: Scatter density plots of hourly PWS observations against their respective
reference, for year 1 (CAL) and year 2 (VAL) of the Amsterdam dataset, for raw data,
subsets where intervals with FZ, HI and/or SO flag = 1 are excluded (“Filtered Flex”)
and subsets where intervals where FZ, HI or SO flag were not 0 are excluded (“Filtered
Strict”).
The filters can be applied on a national scale. Rainfall patterns found by the PWSs
correspond well with those from gauge-adjusted radar (Fig. 3.3). As the filters rely on
neighbor checks, the QC is best applicable in the urban areas in the west where the
PWS-network is densest (Fig. 3.4).
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Table 3.2: Validation metrics and remaining fraction of original observations of 5 min
and hourly PWS time series, before (Raw) and after QC of the individual filters (in
Strict manner) as well as all combined filters applied (in both Flex & Strict manner),
also when considering only the subset where reference exceeds a threshold of 0.1 mm
and 0.5 mm for 5-min and 1-hour values, respectively. Metrics of VAL filtered (Strict)
results are included where bias correction factors are calculated with DBC=1.
Time interval Dataset Filter type bias CV r Remaining
5 min
CAL
Raw 1.39 147.08 0.04 100 %
FZ-filtered 1.545 153.12 0.04 95.6 %
HI-filtered −0.061 12.95 0.35 99.9... %
SO-filtered 0.003 18.1 0.27 88.3 %
bias-corrected 0.052 51.52 0.11 100 %
All filters - Flex 0.056 8.93 0.58 89.0 %
All filters - Strict 0.053 8.79 0.59 87.2 %
VAL
Raw -0.111 53.24 0.07 100 %
FZ-filtered −0.044 55.46 0.08 94.0 %
HI-filtered −0.133 7.57 0.50 99.9... %
SO-filtered −0.076 55.86 0.08 89.8 %
bias-corrected −0.030 17.81 0.24 100 %
All filters - Flex 0.021 7.22 0.58 89.2 %
All filters - Strict 0.023 7.19 0.58 88.0 %
All filters - Strict;
DBC = 1
−0.095 6.68 0.58 88.0 %
VAL, Ref > 0.1mm
Raw −0.372 1.26 0.45 100 %
FZ-filtered −0.324 1.26 0.46 92.9 %
HI-filtered −0.373 1.25 0.45 99.9... %
SO-filtered −0.329 1.24 0.47 90.4 %
bias-corrected −0.299 1.35 0.45 100 %
All filters - Flex −0.236 1.32 0.48 88.9 %
All filters - Strict −0.234 1.32 0.48 88.0 %
1 hour
CAL
Raw 1.302 144.37 0.03 100 %
FZ-filtered 1.475 152.03 0.03 95.6 %
HI-filtered −0.107 9.29 0.38 99.9... %
SO-filtered −0.024 15.91 0.25 88.5 %
bias-corrected 0.031 16.54 0.27 100 %
All filters - Flex 0.042 3.74 0.81 89.1 %
All filters - Strict 0.040 3.62 0.82 87.3 %
VAL
Raw −0.167 3.74 0.68 100 %
FZ-filtered −0.099 3.67 0.71 94.0 %
HI-filtered −0.168 3.69 0.69 99.9... %
SO-filtered −0.131 3.25 0.75 89.9 %
bias-corrected −0.064 3.50 0.74 100 %
All filters - Flex 0.001 2.88 0.82 89.3 %
All filters - Strict 0.002 2.86 0.82 88.1 %
All filters - Strict;
DBC = 1
−0.113 2.70 0.82 88.1 %
VAL, Ref > 0.5mm
Raw −0.291 0.79 0.67 100 %
FZ-filtered −0.231 0.74 0.71 92.4 %
HI-filtered −0.291 0.79 0.67 99.9... %
SO-filtered −0.246 0.73 0.71 90.2 %
bias-corrected −0.199 0.83 0.68 100 %
All filters - Flex −0.126 0.74 0.74 88.3 %
All filters - Strict −0.125 0.73 0.74 87.5 %
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Figure 3.3: Daily rainfall accumulations between 2018-05-29 08:00 UTC and 2018-05-
30 08:00 UTC according to the gauge-adjusted radar product (left) and Flex filtered
PWSs (right), interpolated using Ordinary Kriging with fitted variograms and nugget
set to zero. Only stations with at least 95% data availability after QC during that day
are included.
Figure 3.4: Density maps of the number of 5 min station measurements within 10
km per day, calculated between 2018-05-29 08:00 UTC and 2018-05-30 08:00 UTC, for
all measurements (“Raw”), excluding intervals with FZ, HI or SO flag = 1 (“Filtered
Flex”) and excluding intervals where FZ, HI and SO flags are not equal to 0 (“Filtered
Strict”).
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3.5 Discussion & conclusions
This study proposes a real-time applicable QC algorithm that does not require auxiliary or
metadata. Rather than stations, time intervals are identified and flagged for errors related
to faulty zero observations, high influxes, and station outliers. Additionally, dynamic bias
correction is performed. The QC was designed on a full year of PWS measurements in
the Amsterdam metropolitan area, and applied on measurements in the same study area
during the subsequent year, as well as on a month of all PWS measurements covering the
Netherlands. Results show large improvements of filtered data over raw measurements in
the calibration, and even more in the validation dataset (bias of 0.023, CV 7.19 and r of
0.58, while retaining 88% of the original dataset at 5-min resolution), likely due to the
higher data availability in the second year.
The QC is successful in flagging observations that are inaccurate, although as it relies on
neighbor comparison it is better applicable on the urban dataset in Amsterdam than for
other areas in the Netherlands with fewer PWSs. Also, it inherently assumes that nearby
PWSs measure the same rainfall dynamics, which may be true in a relatively flat country
like the Netherlands, but is far less likely in areas with systematic spatial rainfall gradients,
e.g. due to mountains. This could be addressed by introducing elevation dependent
neighbor selection, which only selects neighbor PWSs at similar elevations or orientations
with respect to mountain ranges. This would require additional metadata.
Depending on the requirements of the resulting rainfall dataset, one may choose to make
the QC more selective (at the expense of observation density) by decreasing d, increas-
ing nstat, nint, mint, mrain and mmatch, or more inclusive the other way around (at the
expense of accuracy). These parameters are related to the spatial and temporal scales of
rainfall events, and should therefore correspond to typical rainfall variability in the local
climate.
Although the QC does not need auxiliary data operationally, the DBC parameter was
determined oﬄine, based on bias between PWSs and gauge-adjusted radar reference.
Ideally, DBC should be redetermined with reliable local rainfall information ∼annually to
address changes in overall network bias (due to loss and additions of PWSs, and accuracy
changes over lifetime). If the bias correction module is implemented without this proxy
(DBC= 1) the QC results in rainfall estimates that are as good as with a calibrated value
of DBC, except, of course, for the overall bias (see Table 3.2).
In this study the filter was applied on crowdsourced PWS rainfall observations every 5
minutes, although the QC (with adjusted settings) will also be applicable at other time
scales, resulting in time series with that time interval. The QC targets the errors that are
typical for crowdsourced PWS networks measuring at variable time intervals. However,
it can be applied successfully on any gauge networks with active periodic measurements.
Sparser networks may be processed employing a longer comparison range, thus at longer
time intervals. The next phase for this work is to make raw data, collected on platforms
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maintained by commercial organizations, accessible in real-time for PWS networks in
order for them to become a viable data source for rainfall monitoring. If this issue is
addressed, a huge number of in-situ rainfall observations available in real time (mostly in
developed regions of the world) can be used for various (operational) purposes, e.g. for
PWS-adjusted radar products that, contrary to our validation dataset, can be available
in (near) real time.
Background: default sampling errors and QC flow
charts
This section consists of the extended simulation results on the measurement error due to
sampling of a tipping bucket rain gauge (Fig. 3.5), scatter density plots of the hourly raw
and filtered datasets against the gauge-adjusted radar reference product (Fig. 3.2) and
the flowcharts of the QC filters for errors of types faulty zero (FZ), high influx (HI), and
station outlier (SO) and bias correction (Fig. 3.6, 3.7 and 3.8).
Figure 3.5 illustrates the error in various crowdsourced rainfall measurement time series
due to tipping bucket rain gauge sampling alone, by simulating time series from high-
resolution rainfall observations. Our starting point was 1 year of KNMI electronic rain
gauge observations at the Cabauw Experimental Site for Atmospheric Research (CESAR)
with a resolution of 0.006 mm/h, at 12 s time intervals (Leijnse et al., 2010a, see also
photo inset in Fig. 2.3: rain gauge in the center of the pit). This dataset was used to sim-
ulate new measurement time series by rounding and/or aggregating values to longer time
intervals, as well as a ground truth. We simulated measurements from crowdsourced tip-
ping bucket observations with various tipping bucket volumes (Vtip) and various sampling
intervals, meaning the time between transmitting the number of tips since the previous
call to the platform. These sampling intervals are typically ∼5 min for time series ob-
tained from the Netatmo platform. Crowdsourced rainfall observations from Weather
Underground often have sampling intervals from ∼10 min and sometimes ∼5 min (Chap-
ter 2). Temporal sampling errors are caused by tips attributed to later time intervals
due to (much larger) Vtip compared to resolution of ground truth rain gauge. These
errors are most evident when evaluating the time series at high temporal resolution. The
accuracy of all simulated time series (with varying interval lengths) is calculated when
the measurements are temporally interpolated at time series with fixed time intervals for
various time interval lengths.
The benefit of using simulated time series to quantify sampling errors is that there is a
known ground-truth, namely the original high-resolution data from the electronic KNMI
rain gauge. The rainfall according to the 5-min gauge-adjusted radar product at the
radar pixel in which a gauge is located is used as reference in this paper. To illustrate
the additional errors due to the intrinsic mismatch between these techniques, the same
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experiment is repeated using this reference dataset as the ground truth. Figure 3.5 shows
that the error due to sampling at ∼5 min resolution with tipping bucket volumes of 0.101
mm, as is the case for this study, yields a correlation (r) of 0.96 and coefficient of variation
(CV) of 2.3 when evaluating at 5 min resolution, which deteriorate to an r of 0.75 and
a CV of 5.0 when using the gauge-adjusted radar product as ground truth. Therefore,
these second metrics should be seen as the upper limit of accuracy that can be achieved
in the Netatmo time series after QC in the paper (r = 0.58 and CV = 7.19 over the year
of the validation dataset in Amsterdam; see Table 3.2).
Figures 3.6, 3.7 and 3.8 show flow-charts of the QC attributes flags for FZ, HI and SO
errors, and adjusts the bias correction factor. The framework visualized here forms the
basis of QC that can be applied in real-time, and attributes a flag indication of 1 (error),
0 (no error) or −1 (not enough information to determine error) for each time interval.
Depending on how severe one would want to apply the QC one may choose to include
intervals with flag = −1 (“Filtered Flex”), or exclude them (“Filtered Strict”). The
setting input (purple circles in the flow charts) should be adjusted for the typical climate,
specific network density and sampling frequency on which the filter is applied.
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Figure 3.5: Sampling error dependence of correlation (r) and coefficient of variation
(CV) on tipping bucket volume (Vtip [mm]) and call frequency to platform (sam-
pling intervals), evaluated at multiple temporal resolutions, validated both with known
ground truth (left panels) and radar reference (right panels).
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Figure 3.6: Flow chart of faulty zero intervals (FZ) filter.
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adjustment.
Chapter 4
CML rainfall validation in
the Netherlands
C
ommercial microwave links are installed and maintained for the purpose of
telecommunication. Hydrometeors between transmitting and receiving an-
tennas cause the microwave signal to be attenuated. From signal attenuation,
the path-averaged rainfall intensity can be calculated. A 7-month dataset of
instantaneously logged signal powers from almost 2000 unique links in the Netherlands
is analyzed. Rainfall intensities are calculated with the RAINLINK-package with a novel
preprocessing module, enabling the package to be applied on instantaneously logged data
from now on. Rainfall intensities per link are validated with the path-averaged rainfall
intensities according to a gauge-adjusted radar product. Both the overall performance
and the dependence of errors on link characteristics and measurement conditions are
evaluated. The coefficient of variation decreases from 3.70 to 2.32 and the correlation in-
creases from 0.30 to 0.63 from instantaneous to daily estimates of rainfall accumulations.
The coefficient of variation is also smaller during heavy rainfall. Errors are largest for
path lengths shorter than 2 km, for observations during the late night and early morning,
and observations during colder months (when solid or melting precipitation could occur
and dew is more likely to form on the antennas). Comparison of our results with those of
earlier studies show that min/max sampling (widely employed in network management
systems) outperforms instantaneous sampling regarding detection of both quantity and
occurrence of rain at a 15 minute sampling rate in the Dutch climate.
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4.1 Introduction
Rain gauge networks and weather radar are well-known and prevalent rainfall monitoring
technologies. However, rainfall observations are sparse or lacking in large areas of the
world. Sensors are costly to install and maintain. Especially developing countries and
urban areas are likely to benefit from denser rainfall measurements than currently available
(Schilling, 1991; Berne et al., 2004; Kidd et al., 2017).
Microwave links consist of a transmitting and a receiving antenna at several tens of me-
ters above the ground and typically several km apart, between which microwave signals
propagate. The links, owned and maintained by commercial telecom operators for the
purpose of cellular communication, are abundant in populated areas. Microwave links
covered 20% of the world’s land surface in 2007 (GSMA, 2012). Upton et al. (2005) first
suggested to make use of signal attenuation over commercial microwave links (CMLs)
to determine rainfall, notably in urban areas. It was demonstrated that this could be
achieved with actual commercial microwave link data (Messer et al., 2006; Leijnse et al.,
2007b). This is promising as CMLs are widespread even in sparsely gauged areas (GSMA,
2016) and a CML rainfall product is found to outperform some satellite rain products (for
the Netherlands) (Rios Gaona et al., 2017).
CML data is obtained by logging the power levels of mobile operators, which is typi-
cally done by determining the minimum and maximum power levels over a time interval
(min/max sampling) or by logging instantaneous power levels every time interval. There
have been numerous validation studies on several types of microwave link data in vari-
ous climates (e.g. Goldshtein et al., 2009; Zinevich et al., 2009; Schleiss & Berne, 2010;
Chwala et al., 2012; Doumounia et al., 2014; Kim & Kwon, 2018), and the technique is
maturing towards becoming a real-time rainfall monitoring tool (Chwala et al., 2016). A
good understanding of the accuracy of rainfall estimations from realistic CML networks
is needed for its operational use. Several studies explored rainfall observations from large
CML networks in the Netherlands with min/max 15 minute sampling (Overeem et al.,
2011, 2013a; Rios Gaona et al., 2015; Overeem et al., 2016a,b; Van het Schip et al., 2017;
Rios Gaona et al., 2017). Instantaneous sampling of signal levels is another common
strategy for telecom operators, but to our knowledge, large validation studies were only
conducted with min/max sampled datasets. This study, for the first time, validates CML
observations of a country-wide CML network (almost 2000 links) over a long period (∼7
months), where the data is sampled instantaneously.
The general CML rainfall retrieval principle is explained in Sect. 4.2. Many factors can
influence the accuracy of rainfall estimates. This study aims to determine the overall
accuracy of rainfall observations from instantaneously sampled CMLs and to identify the
factors that affect that accuracy. Section 4.3 provides an overview of the known CML
characteristics and their expected impact on rainfall estimation accuracy based on pre-
vious studies. Contrary to experimental or simulation studies, (e.g. Berne & Uijlenhoet,
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2007; Leijnse et al., 2008, 2010b; Van Leth et al., 2018) these characteristics cannot be
completely isolated in this dataset, but findings are indicative for large-scale occurrence.
This is followed by the Methods in Sect. 4.4 detailing specifics of the instantaneous CML
dataset and how rainfall estimates are calculated from it. The results in Sect. 4.5 are
related to the expected behavior (from Sect. 4.3) in the discussion in Sect. 4.6, followed
by the conclusions on the value and prospects of this measurement technique for rainfall
retrieval in Sect. 4.7.
4.2 General rainfall retrieval principle
As telecommunication companies strive for a fully functional network at all times, avoid-
ing too low signal-to-noise ratios is a point of attention. The transmitted signal levels
(TSL) and received signal levels (RSL) are typically stored in the mobile operators’ net-
work management systems for the purpose of network quality monitoring. CMLs usually
operate at frequencies where the signal is sensitive to hydrometeors, resulting in increased
attenuation (TSL − RSL) during rainfall compared to the attenuation due to free-path
loss only. The more raindrops and the larger their sizes, the larger the signal attenuation.
From this signal attenuation with respect to dry weather, path-averaged rainfall intensity
can be obtained via this power law (Atlas & Ulbrich, 1977):
R = akb (4.1)
between specific signal attenuation (k in dB km−1) and link path-averaged rainfall inten-
sity (R in mm h−1), where coefficients a (in mm h−1 dB−b kmb) and b (-) are dependent
on signal frequency and polarization (Olsen et al., 1978; Jameson, 1991). Leijnse et al.
(2010b) determine these a and b values experimentally for Dutch conditions for a range
of frequencies based on measured raindrop size distributions. Because b ≈ 1 for typical
operational microwave frequencies, the R–k relation is considered almost linear. That
means that, in principle, the path-averaged rain rate can be determined irrespective of
the variability of the rain rates along the path (Overeem et al., 2011).
Rain-induced specific attenuation k can be isolated from the total signal loss over the
link path by subtracting the attenuation (TSL − RSL) representative of dry conditions
(free-space loss) and the attenuation due to wet antennas due to rain (Aa in dB), and
dividing that attenuation by the path length (L in km):
A = TSL− RSL; k = Awet −Adry −Aa
L
(4.2)
Note that the wet antenna attenuation (Aa) will lead to considerable rainfall overestima-
tion if not accounted for (Leijnse et al., 2008). Identification of dry intervals to determine
the baseline attenuation Adry (to avoid nonzero rain estimations during dry weather), the
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so-called wet-dry classification, has been constructed in various ways: based on auxiliary
data from e.g. ground-based radars or satellites (Overeem et al., 2011; Van het Schip
et al., 2017), time series of a single link at high sampling frequencies (Upton et al., 2005;
Schleiss & Berne, 2010; Kaufmann & Rieckermann, 2011; Chwala et al., 2012; Wang et al.,
2012), or on observations of multiple links (Rahimi et al., 2003; Overeem et al., 2011; Ray-
itsfeld et al., 2012; Overeem et al., 2013a). Alternatively, Fenicia et al. (2012) obtain the
fraction of the total attenuation that is caused by rain without a wet-dry classification,
but calculate a variable baseline with a 1-parameter linear low-pass filter.
We refer to Messer & Sendik (2015); Uijlenhoet et al. (2018) and Chwala & Kunstmann
(2019) for a comprehensive overview of research on microwave links for rainfall monitoring.
Section 4.4.2 details the method to retrieve rainfall estimates from the dataset that was
chosen in this study.
4.3 Error dependency on link characteristics and
observation conditions
As stated in Sect. 4.2, path-averaged rainfall intensity can be calculated after extracting k
from the total signal power loss, calculated as TSL − RSL. The accuracy of the resulting
rainfall observations is affected by several factors whose impacts depend on each other.
This section highlights these dependencies as reported in previous studies and formulates
the expected impact for the CML dataset evaluated in this study.
4.3.1 Sampling strategy
In min/max sampling, the minimum and the maximum RSL over the time interval are
recorded, where the TSL is often constant. Instantaneous sampling yields snapshots of
RSL and TSL. Telecom providers may choose to vary TSL depending on RSL to ensure
signal transfer. This does not negatively affect the rainfall retrieval as long as the changing
TSL are logged, in the case of instantaneous sampling at the same time as the RSL, with
similar accuracy and precision as the RSL (although in practice the TSL are often logged
with less accuracy and precision, hence leading to a degradation in the quality of rainfall
retrievals).
Different types of CML sampling strategies result in different errors. Leijnse et al. (2008)
simulate microwave link signals from radar data. Three sampling strategies have been
compared: (1) continuous powers are converted to rainfall intensities and averaged over
15 minutes, (2) averaged signal powers over 15 minutes are converted to rainfall intensities
(somewhat similar to min/max sampling) and (3) instantaneous powers every 15 minutes
are converted to rainfall intensities (i.e. instantaneous sampling). Based on the overall
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simulation experiment, Leijnse et al. (2008) show the limitations of instantaneous sampling
as compared to the other two strategies.
Ostrometzky et al. (2017) show that min/max sampling in combination with rounding
of logged signal levels will yield a positive bias equal to the quantization interval in TSL
plus twice the quantization interval in RSL. This bias is the same for both wet and dry
periods. Therefore, by correcting with a baseline based on dry weather intervals, this
bias is canceled out completely. Nevertheless, rounding of power levels will lead to errors
that are most severe in cases where the rain-induced attenuation over the link path is
small and hence the effects of rounding are large. This is the case for short links and low
frequencies, especially for low rainfall intensities (Leijnse et al., 2008).
Although instantaneous sampling may be preferable at high sampling frequencies, at 15
minute intervals it is expected to miss some of the rainfall dynamics over the interval and
to be outperformed by the min/max sampling strategy that uses information over the
complete interval.
An extensive number of min/max sampled CML datasets have been evaluated in the
Netherlands (Overeem et al., 2011, 2013a; Rios Gaona et al., 2015; Overeem et al., 2016a,b;
Van het Schip et al., 2017; Rios Gaona et al., 2017). As the current instantaneously sam-
pling network is employed in the same climatic conditions, this allows for a fair comparison
between the two sampling strategies. The discussion includes a table with an in-depth
overview of the previous CML studies carried out in the Netherlands, in which the dataset
of the study by Overeem et al. (2016b) has been revisited to improve comparability with
the current study.
4.3.2 Link characteristics
The accuracy of link rainfall estimates is influenced by frequency and path length in three
distinctive ways.
1. Frequency dependent choice of a and b (Eq. 4.1)
When estimating R from k (Eq. 4.1), one needs to obtain a and b values that
describe that relation for a certain polarization and frequency in that climate. The
actual relation may not be as deterministic in reality, and assuming the relation as
such can yield an error in estimatedR. Berne & Uijlenhoet (2007) quantify this error
in a simulation experiment to be nearly negligible (Mean Relative Error < 2%) for
links paths longer than 5 km. Secondly, climatological standardized parameters, e.g.
from the International Telecommunication Union (2005), are often the only available
information, although this can yield very different rainfall estimates than from fitted
a and b values using data from the region under study. Berne & Uijlenhoet (2007)
show that assuming these climatological parameters can result in a Mean Relative
Error up to 20% for frequencies of 15 GHz.
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The a and b parameters used in this study were determined experimentally by
Leijnse et al. (2010b) for a range of frequencies for both horizontal and vertical
polarization in the Dutch climate. Leijnse et al. (2008, 2010b) showed a nearly
perfect fit between k and R at 30 GHz and considerable scatter at 10 GHz. This
suggests an expected larger error for the links at the lower end of the frequency
range in this study.
2. Path length and rainfall variability
Path-averaged rain rate estimation relies on a near-linear R–k relation, where k is
constant over the link path. The errors due to variable rain rates along the path
will be largest for frequency and polarization combinations where b deviates from
1 (Leijnse et al., 2010b; Overeem et al., 2011), which is at frequencies considerably
higher or lower than 32 GHz in Dutch conditions (Leijnse et al., 2008). Overeem
et al. (2011) estimate that the error due to rainfall variability over the link path
varies between ∼ +2.2% for 13 GHz and ∼ −0.4% for 39 GHz.
3. Path length and relative measurement error
Rainfall can only be estimated as path-averaged rainfall intensities, meaning that
the spatial scale of the observation increases with path length. Under constant
rainfall intensities, absolute attenuation due to rain is larger over long link paths
than over short links (given the same signal frequency). Measurement errors in
total attenuation over long links are divided by longer path lengths resulting in a
relatively smaller error in k. Also the contribution of wet antenna attenuation is
relatively larger for shorter link paths.
These three mechanisms show the intricate way link characteristics may impact the uncer-
tainty in a deterministic R–k relationship and thereby in CML rainfall estimations. The
CML dataset evaluated in this study contains links with frequencies varying between 39.3
− 12.8 GHz and path lengths between 0.5 − 18 km, where short links typically correspond
with high signal frequency values and vice versa. The majority of the links is vertically
polarized (72%).
Based on the previous research described in this section, we expect best results in our
dataset for links longer than 5 km transmitting signals at frequencies near 32 GHz.
4.3.3 Meteorological conditions
Heavy rainfall
Rainfall intensity is related to the uncertainty in the assumptions made in wet antenna
attenuation and to the effect of power level rounding. The wet antenna attenuation results
in a larger overall attenuation than merely due to k, which could lead to a considerable
overestimation if not accounted for. In the simulation study by Leijnse et al. (2008) this
Aa depends on rainfall intensity and to a lesser extent on frequency (over the range of the
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current dataset). At 20 GHz, the Aa of a single antenna varies between ∼1 dB at 1 mm
h−1 and ∼2 dB at 10 mm h−1 (Leijnse et al., 2008). Nevertheless, Overeem et al. (2016b)
show good rainfall observations from a Dutch min/max sampling CML network where Aa
has a constant value of 2.3 dB (for two antennas). This corresponds with Schleiss et al.
(2013) who find the dependency of wet antenna attenuation on time after the start and
end of the rainfall is larger than the dependence on rainfall intensity. Secondly, the error
due to rounding of RSL and TSL becomes relatively smaller when the total attenuation
increases, i.e. for larger rainfall intensities.
Time of day
Rainfall estimations are prone to errors due to dew formation on the antenna (Van Leth
et al., 2018) and changes in the atmosphere that affect the refractive index of air and
thereby the microwave signal propagation (i.e., super refraction and ducting). Valtr et al.
(2011) report how the attenuation of a microwave signal may vary during the day due to
these effects on beam propagation over the link path. Both the dew-formation and the
atmospheric conditions related to beam propagation mostly occur during late night or
early morning, and they therefore impact the attenuation most severely then.
Time of year
The rainfall retrieval principle described in Sect. 4.2 only applies for liquid precipitation.
Solid precipitation along the link path attenuates the signal far less than rain droplets.
However, melting precipitation along the link path or on the antenna heavily attenuates
the signal, possibly over a long period. This may lead to considerable errors in microwave
rainfall estimation during and after solid or melting precipitation events if not properly
accounted for (Paulson & Al-Mreri, 2011). In the Netherlands these events are most likely
to occur in winter (Dec - Feb).
4.4 Methods
4.4.1 Dataset
This study uses a CML dataset from telecom provider T-Mobile NL, consisting of in-
stantaneous transmitted and received powers at 15 minute resolution over 1936 unique
microwave link paths in the Netherlands. The signal frequency ranges between 12.8 and
39.3 GHz. Transmitted powers (dBm) are truncated to integers and typically remain
constant over long periods of time. Received powers (dBm) are provided in one decimal
accuracy. The period from 2016-02-18 to 2016-10-16 is evaluated, chosen because of the
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high data availability during this period. Metadata of the links consist of location and
height of receiving and transmitting antennas, link ID, signal polarization and microwave
frequency. Figure 4.1 shows the layout and data availability of the link network.
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Figure 4.1: Map of the Netherlands with data availability and network lay-out of the
CML dataset.
For validation a climatological rainfall dataset was obtained from the Royal Netherlands
Meteorological Institute (KNMI) based on data from two C-band radars (in Den Helder
and de Bilt, and a new radar in Herwijnen during the last 4 weeks of the study period)
adjusted with data from two rain gauge networks (31 automatic and 325 manual gauges)
(Overeem et al., 2009a,b, 2011), freely available via https://data.knmi.nl/datasets/
rad_nl25_rac_mfbs_em_5min/2.0. Rainfall amounts are given over the entire land surface
of the Netherlands in pixels of ∼1 km2 with a temporal resolution of 5 minutes.
4.4.2 RAINLINK processing
The software package RAINLINK (Overeem et al., 2016a), written in scripting language R,
has been designed to calculate CML rainfall estimates from minimum and maximum RSL
with a constant TSL. A simple preprocessing module replaces the minimum and maximum
RSL columns (in dBm) with RSL − TSL (negative attenuation in dB). The unit change
and the negative values have no consequences for the following calculations. This approach
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enables the package in its current form to calculate rainfall from instantaneous power
measurements. Also, it no longer requires constant TSL and makes use of polarization-
dependent a and b parameters (Eq. 4.1). The R-package, its documentation (including
documentation on the additional preprocessing module for instantaneous sampling) and
a 2-day sample dataset of over 2000 CMLs are freely available on GitHub (via https:
//github.com/overeem11/RAINLINK).
The RAINLINK-package is used to convert RSL − TSL into rainfall observations following
6 steps:
1. Duplicated link IDs, IDs with varying metadata, and links with frequencies outside
the range 12.5 − 40.5 GHz are excluded from the analysis. Note that all the links
in the dataset operate within this frequency range.
2. The wet-dry classification relies on the spatial correlation of rainfall. When more
than half of nearby links (within a radius of 15 km) experience reduced RSL − TSL
levels, the interval is labeled as wet. These reductions are calculated as the differ-
ence between the RSL − TSL as compared to the maximum (i.e. least negative)
RSL − TSL values of the respective links over the past 24 hours, both as difference
and as difference divided by the link path length. If the median of all nearby links
is more negative than predefined thresholds (QmP in dB for difference and QmPL
in dB km−1 for difference per km link path), the link is labeled as wet for that
interval. This step is optional in the software, which when omitted results in all
intervals to be labeled as dry in step 3.
3. The median RSL − TSL of all dry intervals during the previous 24 h is considered
the dry weather reference signal level.
4. In the outlier filter, intervals of a link are excluded if the cumulative difference
between its specific attenuation and that of the surrounding links over the previous
24 h becomes lower than the outlier filter threshold.
5. From the attenuation during wet intervals, the dry weather reference and a fixed
value for wet antenna attenuation (Aa) are subtracted. This value divided by the
path length yields k.
6. R is calculated from k (with Eq. 4.1), using frequency-dependent a and b values
provided in the package. In case of min/max sampled data the weighted average of
the Rmin and Rmax rainfall would be calculated with weighing factor α. However,
the α parameter becomes obsolete in case of instantaneous sampling.
An extensive explanation of the rainfall retrieval algorithm is provided by Overeem et al.
(2016a). Note that in the default version of the RAINLINK-package step 2 and 3 are
applied on power levels instead of attenuation values.
As parameter values may differ between climates and sampling strategies, it is rec-
ommended to calibrate RAINLINK parameters on a subset of the dataset of interest
(Overeem et al., 2016a). The default parameter values for QmP, QmPL in step 2 and Aa in
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step 5 in RAINLINK were based on min/max sampled data (Overeem et al., 2016a). These
parameters have been newly determined according to an optimization analysis:
A subset of 10 rainy days spread over the study period were used to calculate hourly
rainfall estimates for all combinations of QmP between −2 and −0.2, QmPL between −1.4
and −0.2 and Aa between 0 and 3 (steps of 0.2). Validation with gauge-adjusted radar
(Rrad,15min) cumulated to hourly values yields metrics for each of the 10 days on: Coef-
ficient of Variation (CV), Pearson correlation coefficient (r), number of intervals where
rainfall could be estimated (n), relative bias in the mean (bias), probability of detection
(POD in %) and false alarm ratio (FAR in %). The best combination of parameters was
determined as the set where the cost function was minimal:
costj =
d∑
i=1
(VCV,i,j + Vr,i,j + Vn,i,j + 2Vbias,i,j + 2VPOD,i,j + 2VFAR,i,j) (4.3)
with:
V =
{
x, if x ≤ 1
3, if x > 1
, (4.4)
xCV =
CV
6
; xr = 1− r; xn = 4
(
1− n
nmax
)
; xbias =
|bias|
2
;
xPOD =
100− POD
100
; xFAR =
FAR
100
(4.5)
Here j indicates the combination of parameters, with i a day (d) in the subset of 10 rainy
days. The outlier filter threshold (used in step 4 of the RAINLINK-package) was kept at
its default value. The resulting values for QmP and QmPL (−0.6 dB and −0.4 dB km−1,
respectively) became less negative, and the Aa value (1.4 dB) was lower than the default.
Note that this default value was determined in a previous analysis on min/max data by
jointly optimizing α and Aa (Overeem et al., 2016a), which may have resulted in values
of α compensating for the higher values of Aa (or vice versa).
4.4.3 Validation
In order to obtain a link-based validation dataset from radar pixel measurements, the
rainfall intensities of all pixels overlying the link path are averaged, weighted by the
length of the link path segment through the pixel. Two types of radar rainfall intensity
references (in mm h−1) are used in this research. The first one is used for the validation
of instantaneous CML observations, and is constructed from radar data of a single time
interval of 5 minutes closest to the instantaneous CML timestamp: Rrad,5min.
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Secondly, the temporal average of the three path-averaged radar rainfall intensities within
the 15 minutes for which the instantaneous CML measurement is assumed to be represen-
tative: Rrad,15min. The Rrad,15min includes all rainfall information between CML instan-
taneous observations, and is used to examine how well CML describes rainfall over longer
periods when aggregating measurements over longer time intervals. Whenever Rrad,15min
or rainfall intensity from link observations were aggregated over longer durations, any
interval with less than 80% availability of 15 minute intervals was discarded.
Path-averaged link rainfall estimates (Rlink) are determined over ∼7 months (excluding
the 10 day calibration subset used in the optimization analysis). In order to validate
Rlink with Rradar, where Rradar can be either Rrad,5min or (aggregated) Rrad,15min, the
following diagnostics were calculated. Intervals where both Rlink and Rradar observe zero
rainfall (i.e. dry weather) are excluded. The Pearson correlation coefficient (r) is defined
as:
r =
cov(Rlink, Rradar)
sd(Rlink) sd(Rradar)
, (4.6)
where cov(x, y) is the covariance between x and y, and sd(x) is the standard deviation of
x. The relative bias (bias from now on) is defined as:
bias =
∆R
Rradar
(4.7)
with R indicating the mean of R and:
∆R = Rlink −Rradar (4.8)
The coefficient of variation (CV) is calculated as the standard deviation of the difference
divided by the mean of the reference:
CV =
sd(∆R)
Rradar
(4.9)
Two measures of how often link observations correctly estimate the occurrence of rainfall
are probability of detection (POD) and false alarm ratio (FAR).
POD =
hits
hits+misses
× 100% (4.10)
FAR =
false alarms
hits+false alarms
× 100% (4.11)
Here, hits are the number of intervals Rlink and Rradar both detect rainfall, misses are
the number of intervals when Rlink detects dry weather while Rradar is rainy, and the
false alarms are the number of intervals where Rlink is rainy when Rradar is dry. An
interval can be labeled as ‘wet’ when the rainfall is above zero, or above a certain rain-
fall minimum (where ‘dry’ intervals measure zero rainfall / rainfall amounts below this
minimum).
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The entire dataset was subdivided based on known features in the CML dataset to deter-
mine their impact on the overall accuracy:
• Link geographical location
• Link path length
• Link signal frequency
• Link signal polarization
• Time of day
• Time of year
• Rain type, e.g. during heavy rainfall events
Intervals of heavy rainfall were determined based on Rrad,15min; Intervals in the link
dataset during all events where Rrad,15min reported at least an average of 6 mm h
−1 over
2.5 hours or longer were selected. Intervals at the start and end of an event with rainfall
intensities below 3 mm h−1 were excluded, and the complete event was discarded if it
became shorter than 1 hour after excluding start and end intervals, i.e. if it contained
only a few or a single high rainfall intensity value(s). Rlink was compared with Rrad,5min
for all selected intervals for all links. These criteria were found to provide a substantial
subset while still containing continuous periods of heavy rainfall.
4.5 Results
4.5.1 Overall comparison
Figure 4.2 shows time series of the number of links in the dataset before and after applying
the RAINLINK algorithm. The link density decreases over time. The gaps in the time
series are in principle due to data storage issues in the network management system of the
cellular telecommunication company rather than the CML network being out of service.
After processing the data there are on average 1458 links available per 15 min interval
over the total period. Data availability reduced to an average of 1451 links per 15 min
interval when missing values in the radar reference were taken into account.
The performance of all links over the entire period, disregarding any characteristic of the
links or time of observation, is visualized in Fig. 4.3. The links overestimate rainfall and
there is a considerable spread around the diagonal (grey line) that would indicate perfect
agreement between link and reference. The comparison between links and instantaneous
radar (Rrad,5min) during heavy rainfall intervals shows a far smaller bias and reduces the
CV from 3.70 to 1.59 in the total dataset (Fig. 4.3).
Figure 4.4 shows the comparison with the Rrad,15min for 15 minutes, hourly, 3-hourly, and
daily accumulations. This demonstrates the ability of the link observations, once every
15 minutes, to describe rainfall dynamics at various temporal aggregation scale. The
accuracies of the links increase for longer accumulation intervals, as shown by a decrease
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Figure 4.2: Availability per 15 minute interval of raw (‘original dataset’) and pro-
cessed (‘processed dataset’) CML data in time.
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Figure 4.3: Validation of path-averaged 15-min CML rainfall depths against gauge-
adjusted radar data of (a) all instantaneous rainfall values at 15 minute temporal
resolution and (b) all instantaneous intervals during heavy rainfall events.
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in CV (4.15, 3.43, 3.24 and 2.32 respectively) and increase of r (0.28, 0.52, 0.57 and 0.63
respectively). Link rainfall estimates are higher than the radar reference on average for
all accumulation intervals.
To explore whether over- or underestimation occurred similarly for all links, all double-
mass curves (i.e, total link accumulation vs. total radar accumulation) are evaluated in a
density plot (Fig. 4.5). Intervals where either the link or the reference contained missing
data were excluded. This figure shows that the densest region of the double mass curves is
parallel to the diagonal, indicating agreement between link and reference. However, there
is overestimation by the links as shown by the large density area above the diagonal. A
considerable fraction of the overestimation by CMLs occurs near the origin, corresponding
in most cases with the colder earlier months of the dataset when melting precipitation
may occur.
The accuracy of the links in determining rainfall occurrence, as opposed to rainfall
amounts, is visualized in Fig. 4.6. The values of POD and FAR are displayed for a
rain occurrence threshold of 0 mm, as well as 0.1 and 0.5 mm during the time interval.
Although the POD increases and the FAR decreases for longer time intervals, the occur-
rence of rainfall in the reference was missed in ∼60% of the hourly intervals by the links
with a threshold of 0.1 mm when we assume Rrad,15min to be accurate.
Figures 4.5 and 4.6 indicate that the links tend to overestimate rainfall when they detect
it but often miss rainfall that occurs according to the reference, respectively.
4.5.2 Link characteristics
Known link characteristics are geographic location, link path length, signal frequency
and signal polarization. Geographic location was found not to be a significant factor on
accuracy in this dataset, as the validation metrics of links showed no spatial dependence
over the Netherlands (not shown).
Each link has its individual signal frequency. Shorter links generally operate at higher
frequencies. In Fig. 4.7 the comparisons of link rainfall and radar reference per bin of
frequency and path length show relative large bias, low POD and high CV for the shortest
links, especially up to 2 km. The longer links show mixed results and a poor performance
in terms of POD values, although this may in some cases (e.g. bin A2) be due to outliers
in the relatively small number of values (Fig. 4.7). The error seems to depend more on
path length than frequency and the dataset is evaluated based on path length only. Fig.
4.8 shows similar results for all links except for links shorter than 2 km and between 12
and 13 km (corresponding with bin A2 in Fig. 4.7) where particularly the bias and CV
are largest. Further examination showed that the poor performance of links with path
lengths of 12 − 13 km is due to 2 of the total 17 links of this length class that consistently
overestimate rainfall during the complete study period.
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Figure 4.4: Validation of path-averaged CML rainfall depths against gauge-adjusted
radar data. Scatter density plots of links with reference (based on Rrad,15min) over (a)
15 minutes, (b) hourly, (c) 3 hourly and (d) daily accumulation intervals.
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76 Chapter 4: CML rainfall validation in the Netherlands
0 5 10 151
0
15
20
25
30
35
40
bias
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
+ + +
+ + + + + + + + + +
+ + + + + +
+ + + + + +
+ + + + +
+ + + + +
−
−1.02
−0.76
−0.51
−0.25
0
0.25
0.51
0.76
1.02
0 5 10 151
0
15
20
25
30
35
40
r
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
0.19
0.21
0.24
0.27
0.3
0.33
0.36
0.38
0.41
0.44
0 5 10 151
0
15
20
25
30
35
40
CV
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
2.59
2.92
3.24
3.56
3.88
4.21
4.53
4.85
5.17
5.5
0 5 10 151
0
15
20
25
30
35
40
POD
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
19.21
21.45
23.68
25.91
28.14
30.38
32.61
34.84
37.07
39.31
0 5 10 151
0
15
20
25
30
35
40
FAR
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
24.98
27.4
29.82
32.25
34.67
37.09
39.51
41.93
44.35
46.78
0 5 10 151
0
15
20
25
30
35
40
Number of values
Path length (km)
Fr
eq
ue
nc
y 
(G
H
z)
A
1 2 3
B
1 2 3 4 5 6 7 8 9 10
C
2 3 4 5 61
D
1 2 3 4 5 6
E
1 2 3 4 5 6
F
1 2 3 4 5
3.8e+03
5.1e+04
9.8e+04
1.5e+05
1.9e+05
2.4e+05
2.9e+05
3.4e+05
3.8e+05
4.3e+05
(a) (b) (c)
(d) (e) (f )
Figure 4.7: Validation of CML path-average rainfall estimates for combinations of
path length and microwave frequency against a gauge-adjusted radar dataset. Plots
reflecting the (a) bias (sign indicates whether the bias is positive or negative), (b) r
(c) CV, (d) POD, (e) FAR and (f) number of values per path length and frequency
bin. The values are calculated based on instantaneous rainfall intensity at 15 minute
temporal resolution. Brighter colors represent a better match with the reference.
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Figure 4.8: Comparison between instantaneous rainfall intensities of links and radar
at temporal resolution of 15 minutes for various path length bins. Axes are oriented
such that low values indicate higher accuracy for all lines.
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The metrics of horizontally and vertically polarized links were also compared (not shown).
Measurements from the horizontally polarized links (26% of observations in dataset) have
a smaller relative bias (0.25 against 0.33), similar r (0.29 against 0.30) and smaller CV (3.6
against 3.7) compared with measurements from vertically polarized links. The subsets are
different in the sense that link paths of over half of horizontally polarized links are shorter
than 2 km, against only one third of the vertically polarized links.
4.5.3 Time of observation
Because of the weak signal effect of snow and heavy attenuation during melting precipi-
tation on antennas and along the link path, it is likely that the link rainfall retrieval error
is larger in winter months. The CV and bias were particularly large in the first month,
with also a correlation lower than in other months (Fig. 4.9). Further evaluation showed
that solid precipitation did occur in the Netherlands in February and March.
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Figure 4.9: Monthly comparison between instantaneous rainfall intensities of links
and radar at temporal resolution of 15 minutes. Axes are oriented such that low values
indicate higher accuracy for all lines.
The metrics show high positive bias, large values of CV and FAR particularly between
4 and 6 UTC. This corresponds with the end of night / early morning (local time), and
may be related to dew formation and atmospheric changes affecting beam propagation
(Fig. 4.10).
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Figure 4.10: Comparison between instantaneous rainfall intensities of links and radar
at temporal resolution of 15 minutes for each hour of the day (Dutch local time is
UTC+2 for most of the considered period). Axes are oriented such that low values
indicate higher accuracy for all lines.
4.6 Discussion
4.6.1 RAINLINK parameter choices
The optimization analysis of RAINLINK on instantaneous data results in less negative
thresholds than the parameters which were obtained in min/max sampled data in the
same climate: QmP = −0.6 dB instead of −1.4 dB and QmPL = −0.4 dB km−1 instead
of −0.7 dB km−1. This means that an interval is more easily classified as wet with
the new parameters. However, the relatively low POD values in Fig. 4.6 imply that
a significant fraction of rainfall is missed, even with the new thresholds. The Dutch
min/max sampled CML dataset from Overeem et al. (2016b) (evaluated in the same
manner as the current dataset) indeed shows a slightly higher POD and a lower FAR
than the instantaneously sampled dataset (Fig. 4.11, showing the differences in POD
and FAR between this study and Overeem et al. (2016b) for two different thresholds
above which the interval is considered as wet, with higher POD and FAR for higher
thresholds).
This suggests that less rainfall is missed in min/max sampling than in instantaneous sam-
pling, even with adjusted parameter settings. Min/max sampling enables the detection
of rainfall at any time in the interval, where instantaneous sampling may miss it.
The optimized Aa parameter changed from 2.3 dB to 1.4 dB, which is more in the range
of the values found by Overeem et al. (2011) (1.2 − 1.9 dB), although the authors find an
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Aa of 2.3 dB more suitable in a later study (Overeem et al., 2013a). In both studies, the
Aa value is determined together with another parameter α, the weighting factor between
the calculated rainfall intensity from the minimum and maximum RSL, which is obsolete
for instantaneous sampled data. These two parameters (α and Aa) are highly dependent,
where higher values of α yield similar accuracy as long as Aa increases as well (Overeem
et al., 2016b). This highlights the need for determining Aa in the absence of α in the
processing of the instantaneous dataset, and that such a lower value would make more
sense for use in the algorithm where min/max values are available.
A fixed Aa of 1.4 dB (effectively 0.7 dB per antenna if both are wet) could be an under-
estimation of the actual Aa for rainfall intensities above 1 mm h
−1 (Leijnse et al., 2008).
This would result in a rainfall overestimation during heavy rainfall. This overestimation
was not found for the current dataset (see Fig. 4.3), which suggests that other factors
overshadow this effect.
4.6.2 Accuracy dependence on link and rain characteristics
The figures in Sect. 4.5.2 and 4.5.3 should not be mistaken as a means to identify the
effect of isolated characteristics, but a means to identify the most prominent influences
on rainfall observations experiencing multiple error sources. It should be noted that the
validation dataset used here is a radar product that measures rainfall at an elevation of
typically ∼1.5 km because of the beam sampling by radar, which leads to uncertainties
regarding actual rainfall at the surface. As short links typically operate at high frequen-
cies, causality of the relatively larger errors in this subset can be difficult to determine.
Horizontally polarized links perform slightly better than vertically polarized links espe-
cially concerning bias. Horizontally polarized links are more sensitive to rainfall along the
link path (Ruf et al., 1996).
The graphs in Fig. 4.8, 4.9 and 4.10 were also constructed on hourly values (not shown).
Although, as expected, the values indicated better agreement with the reference (see also
panel (b) vs (a) in Fig. 4.4), the dependence of the values on path length, time of day
and time of year were the same as for the instantaneous comparison.
The error seems to depend more on path length than on frequency in Fig. 4.7. Not all
bins of path length and frequency are equally well represented in the dataset, and the low
number of values on which the calculations are based may be responsible for cases of poor
accuracy. The poor accuracy of the 12 − 13 km path length links is due to two links with
continuous rainfall overestimation. Excluding these two links would result in validation
metrics similar to those of bin 11 − 12 and 13 − 14 km. The accuracy is lowest for links
shorter than 2 km, which was not due to outliers in this subset. It could however be
caused by larger relative measurement errors (see also Sect. 4.3), or the large uncertainty
in the ground truth that is constructed from pixel averaged rainfall intensities.
Previous research described in Sect. 4.3.2 indicated that links longer than 5 km and
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transmitting signals with frequencies near 32 GHz are expected to be most accurate.
Figure 4.7 shows that the corresponding bin (E6) indeed shows relatively high r and CV,
and it is the only bin where rainfall is not overestimated. However, the POD and FAR
are not as good as for some other path lengths and frequencies.
The temporal variation in the error corresponds with the possible influence of atmo-
spheric processes, dew and solid precipitation (Valtr et al., 2011; Paulson & Al-Mreri,
2011; Van Leth et al., 2018), but this cannot be verified in our study set-up. Additional
measurements in an experimental set-up are needed to confirm a causal relation.
4.6.3 Performance compared to other studies
The current dataset originates from a network in the same climate (the Netherlands)
as several 15 minute min/max sampled datasets explored by Overeem et al. (2011);
Rios Gaona et al. (2015); Overeem et al. (2016a,b); Van het Schip et al. (2017); Rios Gaona
et al. (2017). Although these studies differed slightly from the current one in terms of
validation approach (e.g. the decision to exclude intervals below a certain threshold,
map-based or path-based comparison), network (e.g. number of links) and accumulation
interval, they enable us to draw conclusions on the relative performance of instantaneous
datasets as compared to min/max sampled CML data. Table 4.1 summarizes the results
found in these studies that most closely resemble the current study, and the dataset in
Overeem et al. (2016b) has been re-analyzed in the same manner as the current approach
for better comparison. These values show a smaller bias, lower CV and higher correla-
tions in rainfall observations from min/max sampled data at 15 minute intervals than
from instantaneously sampled observations, as was hypothesized in Sect. 4.3.1.
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Figure 4.11: POD and FAR calculated on 15 minute path-averaged rainfall obser-
vations based on the min/max sampled data described in Overeem et al. (2016b) for
total period and the months March − October (indicated as summer) in the 2.5-year
dataset, as well as the POD and FAR values found in the current study. The values
are calculated for two thresholds of nonzero rainfall and compared with gauge-adjusted
radar data.
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Table 4.1: CML validation studies in the Netherlands, including current results where
r values are squared for better comparison.
Study Dataset Comparison Threshold
Bias
[%]
CV r2
Rios Gaona
et al. (2015)
[same dataset as
Overeem et al.
(2013a, 2016a)
and Van het Schip
et al. (2017))]
Average 1514 link
paths over 12 rainy
days in 2011 (June −
September)
Map-based comparison
with gauge-adjusted
radar
1 km2, 15 min
radar > 0.1
mm
-14.3 1.216 0.366
81 km2, 15 min radar > 0.1
mm
-9.1 0.995 0.496
1 km2, daily radar > 0.1
mm
+1.6 0.523 0.720
Link-based comparison
with gauge-adjusted
radar, 15 min
link or radar
> 0.1 mm
∼ -13.3 1.437 0.437
Overeem et al.
(2016b)
Average 3383 links
(2044 unique link
paths) over 2.5 years
(14 January 2011 − 30
July 2013)
Map-based comparison
with gauge-adjusted
radar data
74 km2, 15 min,
entire period
no threshold +1.6 5.58 0.40
74 km2, 15 min, winter no threshold +10.9 5.8 0.26
74 km2, 15 min, sum-
mer
no threshold -4.1 4.81 0.53
0.9 km2, daily, entire
period
radar > 0.1
mm
-4.8 1.05 0.36
0.9 km2, daily, winter radar > 0.1
mm
+5.8 1.53 0.20
0.9 km2, daily, summer radar > 0.1
mm
-7.8 0.59 0.67
Rios Gaona et al.
(2017)
Average 1404 links over
∼ 7 months (12 March
2014 − 1 November
2014)
Map-based comparison
with gauge-adjusted
radar data, with dew-
filter
0.1◦ × 0.1◦, 30 min
radar ≥ 0.1
mm (not for
bias)
-8.88 1.16 0.37
0.1◦ × 0.1◦, daily radar ≥ 1.0
mm (not for
bias)
-8.88 0.58 0.66
Overeem et al.
(2016b) dataset
re-evaluated in
current study
Average 3492 links over
2.5 years, only consid-
ering period 18 Febru-
ary − 16 October (613
days)
link-based comparison
with path-averaged
gauge-adjusted radar
15 min
link or radar
> 0 mm
+5.75 2.84 0.27
Current study Average 1451 links over
∼ 7 months (18 Febru-
ary 2016 − 16 October
2016), instantaneously
sampled
Link-based comparison
with path-averaged
gauge-adjusted radar
15 min
link or radar
> 0 mm
+30% 3.70 0.09
hourly link or radar
> 0 mm
+23% 3.43 0.27
daily link or radar
> 0 mm
+25% 2.32 0.40
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4.7 Conclusion
4.7.1 Validation outcome
This study explores the accuracy of rainfall observations obtained from an instantaneously
sampling CML network covering the Netherlands, operating at frequencies between 12.8
and 39.3 GHz. A preprocessing module was successfully added in order to enable the open
source R-package RAINLINK to process data from this sampling format. Instantaneous
rainfall observations were found to have a CV of 3.70 and r of 0.30, with improved results
during heavy rainfall and at longer time intervals, with a CV of 2.32 and r of 0.63 for daily
observations. The links tend to miss a considerable fraction of rainfall that is captured by
the ground truth (POD of ∼40% to detect rainfall exceeding 0.1 mm), and overestimate
rainfall intensities when they do detect it (overall bias of ∼+30%).
There are various ways in which signal frequency, polarization and geographic location
could potentially influence the accuracy of CML rainfall observations, but for this dataset
the effect of path length and temporal variability was most prevalent. This was evident
from the larger errors in links shorter than 2 km, in the first month of the dataset and
between 4 − 6 UTC. These errors could be related with large relative measurement errors
at small spatial sampling and/or uncertainty in the ground truth over short links, solid
or melting precipitation in February/March and dew formation and/or beam propagation
changes in the early morning.
Comparisons with the performances of CML networks as explored in previous studies in
the same climate indicate that min/max sampling, which effectively includes information
over the whole time interval, is preferable over instantaneous sampling at 15 minute time
intervals. The instantaneous sampling approach is expected to improve at shorter time
intervals as more information on rainfall dynamics can be captured that way. It should
be noted that CML networks are not installed or maintained for rainfall monitoring, but
can successfully be used as such.
4.7.2 Future prospects
Understanding the potential of obtaining rainfall estimates from CML datasets captured
in commonly used sampling strategies is vital for future operational use. Communicat-
ing the benefits for improved rainfall observation accuracy by slight modifications in the
manner that RSL levels are logged in network management systems, without deteriorat-
ing the information that telecommunication companies obtain from these observations,
may be the way forward for future CML collaborations. These modifications would com-
prise more frequent logging of TSL and RSL, as well as making these values real time
available.
Chapter 4: CML rainfall validation in the Netherlands 85
In this work the gauge-adjusted radar product was considered as ground truth, even
though radar estimates rainfall based on observations of an atmospheric volume aloft.
The differences in sampling compared to ground-based sensors can lead to considerable
differences in observations that in our current work is interpreted as errors in the CML
estimate. It may therefore be interesting to validate in the future with collocated ground-
based sensors i.e. by comparing CML link estimates with nearby WMO rain gauges. This
can also be done to investigate in further detail the CML accuracy under various weather
conditions.
Even though CML networks have not been designed for environmental sensing, they
are successful in capturing rainfall signals. However, the introduction of fiber optical
communication technology has led to a reduction in the number of operational commercial
microwave links in the Netherlands. The T-Mobile CML network in the Netherlands is
currently far sparser than represented in Fig. 4.1. The use of CML observations for
rainfall monitoring has most potential for those areas in the world where fiber optical
cable communication is not favorable (e.g. because of local topography, limited benefits
or financial constraints) and other rainfall sensing techniques are lacking. According to
Ericsson, key-player in the construction of commercial microwave links, ∼40% of global
radio sites will be connected by CMLs in 2023 (Ericsson, 2018).
This study shows that the RAINLINK-package is applicable to instanteously sampled
datasets. Apart from studies in Brazil (Rios Gaona et al., 2018), Italy (Alberoni et al.,
2018) and Pakistan (Sohail Afzal et al., 2018) RAINLINK has mainly been applied to
Dutch datasets. To advance the process toward operational application and upscaling of
this technique, long time series should be analyzed for other networks and climates. It can
be particularly useful to blend rainfall data from CMLs with other rainfall observations
(e.g. Haese et al., 2017).
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Simulated PWS, CML and
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M
any applications in urban areas require high-resolution rainfall measure-
ments. Typical operational weather radars can provide rainfall intensities at
1-km2 grid cells every five minutes. Opportunistic sensing with commercial
microwave links yields path-averaged rainfall intensities (typically 0.1–10 km)
within urban areas. Additionally, large amounts of urban in-situ rainfall measurements
from amateur weather observers are obtainable in real-time. The accuracy of these three
techniques is evaluated for an urban study area of 20 km × 20 km, taking into account
their respective network layouts and sampling characteristics. We use two simulated
rainfall events described in terms of drop size distributions on a 100-m grid and with a
temporal resolution of 30 s. Accurate radar rainfall estimation with the Z–R relationship
relies heavily on an appropriate choice of parameters, and a dual-polarization (dual-pol)
strategy is more suitable for higher intensities. Under ideal measurement conditions, the
weather station network is the most promising, with a Pearson correlation coefficient
above 0.86 and a relative bias below 4% for 100-m rainfall estimates at 5-min resolution.
Microwave link rainfall observations contain the largest error, shown by a consistently
larger coefficient of variation. The accuracy of all techniques improves when considering
rainfall at larger scales, especially by increasing time intervals, with the strongest
improvements found for microwave links for which errors are largely caused by their
spatial and temporal sampling. Sparser networks are examined, showing that the decline
in measurement accuracy only becomes significant when the link and station network
density are reduced to less than half their levels in Amsterdam.
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5.1 Introduction
Urban catchments are typically small, with a short response time in terms of rainfall-runoff
dynamics. This makes cities vulnerable to extreme rainfall events, which are expected
to occur more frequently and with higher intensities in Europe due to climate change
(IPCC (2012); Madsen et al. (2014); Nissen & Ulbrich (2017); other areas in the world
are also affected). For hydrological modelling, especially in an urban context, rainfall in-
formation is required at a higher space-time resolution than current ground measurement
networks usually provide (Schilling, 1991; Berne et al., 2004; Ochoa-Rodriguez et al., 2015;
Thorndahl et al., 2017).
Radar is a valuable rainfall information source due to its extensive coverage. The reso-
lution of operational weather radar, typically 1 km2 every 5 min, suggests suitability for
urban rainfall monitoring. As radar estimates rainfall from a measurement of scattering
properties of an atmospheric volume aloft, and not at the surface, significant errors are
introduced (Villarini & Krajewski, 2010). Also, even these resolutions fall short of cap-
turing the small-scale rainfall variability required for urban rainfall-runoff models (Gires
et al., 2012; Bruni et al., 2015). High-density X-band radar networks like those described
by Chen & Chandrasekar (2015) can measure at even higher resolutions and closer to the
ground at a shorter range, but operational weather radars are usually much more widely
spaced.
Adjustment of radar observations with ground measurements is a common approach to im-
prove the accuracy of retrieved rainfall fields (Einfalt et al., 2004; Wang et al., 2013). For
this purpose a dense network of ground observations is vital, especially for geostatistical
merging methods (Goudenhoofdt & Delobbe, 2009). As the installation and maintenance
of a measurement network involves large investments, dense in situ urban measurement
networks are often lacking. This study explores the potential of opportunistic sensing to
provide high-resolution ground rainfall observations. The techniques are opportunistic in
the sense that the creation of a rainfall data set is a by-product of the original purpose
of the device owners.
Many types of atmospheric information can be obtained via crowdsourcing (Muller et al.,
2015). A growing number of people own low-cost automatic weather stations that share
their measurements in real-time on online platforms. For some types of personal weather
stations (PWSs), this is even a preprogrammed default feature of the product. The
measurements are collected and visualized on a website, from which they can be col-
lected. Contrary to other dense measurement networks like those described by Basara
et al. (2011), the stations are acquired and maintained by individual citizens. This data
source has been investigated by Bell et al. (2013) regarding pressure, relative humidity,
and temperature measurements and used in multiple studies regarding the Urban Heat
Island effect (Chapman et al., 2017; Meier et al., 2017). Rainfall measurements obtained
from PWS platforms have been evaluated in Chapter 2, where it was shown that PWS
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rainfall data may include significant errors on small time scales due to numerical rounding
processes at the platform. It is therefore recommended to collect rainfall data from PWS
platforms where no rounding or time delays are introduced in the raw measurements (e.g.
the Netatmo Weathermap platform). PWS networks are dense in heavily populated areas
like cities and in Chapter 2 good sensor quality was found for PWS rain gauges, although
it was also shown that the measurements contain errors likely due to poor maintenance,
shielded locations, and faulty installation.
Another method to obtain rainfall information in cities is to make use of commercial
microwave links (CMLs). Telecom operators have CML networks for the purpose of data
transfer. CMLs exchange microwave signals from a transmitting to a receiving antenna
through the atmosphere. Signals at the frequencies typically used in CMLs are sensitive
to hydrometeors. Telecom operators monitor the loss of signal strength over the link path
as a quality check. Messer et al. (2006) first demonstrated that these signal attenuations
in CMLs can be used for rainfall estimation. Later research has further explored the
potential of CMLs for rainfall estimation (e.g. Leijnse et al., 2007a,b; Zinevich et al.,
2010; Overeem et al., 2011; Chwala et al., 2012). By combined processing of the signal
attenuations of a dense network of links, rainfall maps can be constructed (Zinevich et al.,
2008; Overeem et al., 2013a). See Messer & Sendik (2015) and Uijlenhoet et al. (2018)
for comprehensive overviews of literature regarding this technique.
Both PWS and CML data can be collected in (near) real-time via existing infrastructures,
making them interesting additional data sources to traditional networks for (urban) hy-
drological applications. Methods to combine multiple data sources for an improved rainfall
product have been introduced by, for example, Bianchi et al. (2013), Scheidegger & Rieck-
ermann (2014); (gauges, radar and CML), Liberman et al. (2014), Tro¨mel et al. (2014);
(radar and CML), Haese et al. (2017) and Fencl et al. (2017); (gauges and CML). As CML
and PWS have not been designed for operational rainfall monitoring and their rainfall
estimations likely contain errors, validation is needed before they may be implemented in
the future. A major limiting factor in determining the accuracy of rainfall measurements
is the lack of ground truth. Direct comparison between rainfall observations using differ-
ent techniques will show differences if their sampling is dissimilar, even if both techniques
measure with perfect accuracy. Rain gauge measurements and radar-based rainfall esti-
mates are intrinsically different because of the small-scale variability and intermittency
of rainfall, especially for short time steps (Kitchen & Blackall, 1992).
To circumvent the problem of a lacking reference for validation, a simulated rainfall event
can be used. Yang & Ng (2017) do so in order to construct combinations of synthetically
generated rain gauge measurements and crowdsourced rainfall observations by citizens and
to determine the resulting accuracy of modeled stormwater flows by an urban stormwater
model. Different from Yang & Ng (2017), the rainfall fields used in this study consist of
drop size distributions (DSDs) instead of rainfall intensities. This makes it possible to
derive radar and CML-based rainfall measurements as well as rain gauge observations and
subsequently enables a fair comparison of the three techniques. Thus, this work yields
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vital information to establish how these (combined) remote and opportunistic sensing
techniques may be used for urban rainfall monitoring.
5.2 Methods
Figure 5.1: Amsterdam metropolitan area with indicated 20 km × 20 km domain
for rainfall simulations, including the 1 km × 1 km radar grid (green), the 82 PWS
locations (purple dots) and 58 CMLs (orange lines).
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Figure 5.2: Cumulative rainfall over the study area for two events. The red crosses
indicate the locations of pixels with high (blue), medium (sea green) and low (green)
rainfall amounts for which cumulative rainfall depths are visualized.
5.2.1 Background
Rainfall simulator
In this paper we make use of a DSD-retrieval technique that estimates DSDs based on
polarimetric radar data. The fields were generated using a modified version of the DSD-
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retrieval technique shown in Raupach & Berne (2017), using 5-min radar data from France,
where fields at 30-s resolution were computed using advection-based temporal interpola-
tion. The distances from the radar being greater than 30 km for some pixels, it is probable
that the radar sampled solid as well as liquid precipitation in these events. The noise cor-
rection routine and DSD-retrieval technique ensure that resulting DSDs are reasonable
for rain, and comparisons of retrieved DSD moment distributions with those measured
on the ground in a nearby region show that the results are sufficiently representative of
liquid precipitation for this application. The aim of the simulated DSDs is not to accu-
rately describe the rainfall event on which they were based. Instead, they are designed to
represent realistic rainfall dynamics for the study area in Amsterdam. The interpolation
method required smoothing of the fields. More details are given in Sect. 5.6. Two rainfall
events of 23.5 and 5.25 hr, respectively, are studied, with DSD estimations made on a
grid of points at 100-m resolution and 30-s time intervals.
The rainfall simulation domain spans an area of 20 × 20 km that in our controlled experi-
ment framework covers the Amsterdam metropolitan area as visualized in Fig. 5.1. From
the simulated DSDs rainfall amounts can be calculated (Fig. 5.2). The total rainfall max-
ima of Events 1 and 2 are ∼50 mm in 1 day and ∼15 mm in 5 hr, respectively. Rainfall
intensities of 50 mm/day have a return period of about 5 years in the Dutch climate, while
the rainfall amounts such as in Event 2 occur on average several times per year (STOWA,
2015). Spatial variability of rainfall can be described with correlograms that illustrate the
reduction of Pearson correlation coefficient between measurement locations with distance.
For the two events, correlations (r) of time series of rainfall intensity, computed from the
simulated DSDs, at all combinations of 500 randomly chosen measurement locations in
the 20 × 20 km study area are plotted against their respective distance (d in km). The
relation in Eq. 5.1 (see e.g. Villarini et al. (2008)):
r = exp
[
−
(
d
d0
)s0]
(5.1)
was fitted by nonlinear least-squares regression with a Gauss-Newton algorithm. The
parameter d0 indicates the decorrelation distance in kilometers where correlation decreases
to a value of e−1 and s0 is the shape factor. Rainfall fields at longer accumulation intervals
are more constant in space than at short intervals. The decline of correlation with distance
is most steep in Event 2 (Fig. 5.3). We therefore expect that the more homogeneous
rainfall in Event 1 requires fewer measurement locations to describe its spatial variability
than for the more convective rainfall in Event 2.
Radar
The Royal Netherlands Meteorological Institute (KNMI) monitors Dutch rainfall with
two polarimetric C-band weather radars in Herwijnen and Den Helder at distances of,
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Figure 5.3: Fitted correlograms of Event 1 and 2, accumulated at various accumu-
lation intervals, according to the relation in Eq. 5.1, with decorrelation distance d0
indicated for all correlograms. Related fitted s0 values for 30 s, 5 min, 15 min and 30
min are 0.73, 0.83, 0.95 and 1.02 respectively for Event 1 and 0.93, 1.33, 1.64 and 1.51
for Event 2.
respectively, 62.5 km to the south and 64.4 km to the north of the study area. The
product that is operationally used for rainfall monitoring is a result of compositing 1500-
m Constant-Altitude Plan Position Indicators from the two radars. The resulting radar
rainfall product consists of instantaneous rainfall intensities over 1 km2 pixels every 5
min nationwide (see Beekhuis & Mathijssen (2018) for specifics on the Dutch national
radar product). Currently, the operational rainfall product of KNMI is constructed based
on reflectivity only, but future additional rainfall products will be constructed from po-
larimetric variables. The focus of this study is the traditional radar rainfall retrieval,
but an analysis with dual-polarization (dual-pol) radar rainfall retrieval is included for
comparison.
From two polarimetric C-band radars a nationwide rainfall product is constructed on a
grid at 1 km2 pixels. Because of the increase in beam volume and height the sampling
of radar is not constant in space. Figure 5.4 shows the effective spatial sampling of the
radars in Herwijnen and Den Helder for each assumed Cartesian pixel of 1 km2 in the
study area, based on the distance between the radars and the Amsterdam metropolitan
area. From this we conclude that using a 1-km cartesian grid for simulating radar data
is sufficiently close to real radar sampling over the study area.
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Figure 5.4: Effective spatial sampling of radars in study area Cartesian grid.
CML
As CML reference we use the layout of the link network employed by T-Mobile NL (see
Chapter 4), consisting of 1387 unique operational links in May 2017 in the Netherlands.
This specific network has reduced significantly in size since then, but we use its past
locations and signal frequencies and polarizations to reflect realistic CML network layouts
in urban areas.
Instantaneous transmitted and received signal strengths over all link paths are logged
every 15 min. The links operate with both horizontal and vertical polarization and various
transmit signal frequencies over path lengths of typically several kilometers (Chapter 4).
From the T-Mobile NL network, 58 unique links are located within the Amsterdam study
area, 7 of which cross the boundaries of the 20 × 20 km domain. In the derivation of
data sets, only the fractions of these link paths that lie within the simulation area are
considered (indicated in orange in Fig. 5.1), with the same polarizations and transmit
frequencies as the original links. The links are mostly vertically polarized (39 links) with
signal frequencies between 18.0 and 39.2 GHz with most links having frequencies around
32 GHz.
PWS
There is a large number of citizens who own a PWS and share its data on online platforms
(Chapter 2). In Netatmo devices (http://weathermap.netatmo.com), this is an automatic
feature of the product that requires no additional actions from the weather station owner.
Although there are many PWS types operational in Amsterdam, this paper only consid-
ers the Netatmo devices. They make up a large fraction of PWS devices that can be
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crowdsourced in Amsterdam (see also Chapter 3) and in many areas of the world. In con-
trast to other platforms, rainfall measurements from the Netatmo platform have not been
processed/rounded and are updated frequently. Approximately every 5 min the rainfall
amount since the last update is provided as a multiple of 0.101 mm, corresponding to one
Netatmo tipping bucket tip volume. The update moments are not synchronized between
stations, and the interval lengths between updates vary around 300 s, with peaks at 295
s and at 308 s. Station outages are common and result in gaps in the time series.
The number of stations is steadily growing; the selection of station locations used in this
paper is based on the 82 stations linked to the Netatmo platform in the study area on
19 December 2016, whereas 93 stations were already available on 10 May 2018. This
steadily growing data source is therefore increasingly relevant, although it is expected
that PWS accuracy decreases over the life time of these low-cost devices in case of poor
maintenance.
5.2.2 Derivation of rainfall datasets
Data sets of simulated radar, CML, and PWS rainfall intensities are constructed by
calculating how they would register a rainfall event as described in the high-resolution
rainfall simulation, based on their respective measurement principles, locations of the
sensors and typical sampling intervals. The method is visualized in Fig. 5.5.
The ground truth rainfall intensity (R in mm h−1) with a resolution of 100 m and 30 s is
derived directly from the simulated DSDs according to Eq. 5.2:
R = 6pi 10−4
ND∑
i=1
D3i Ni v(Di) 4Di (5.2)
ND is the number of diameter bins, Di is the class center in mm, Ni is the simulated
concentration for bin i in per mm m−3, and 4Di is the class width in mm. Here v(Di) (in
m s−1) is the functional relationship between the raindrop terminal fall speed (in still air)
and the equivolume raindrop diameter belonging to a certain drop size bin, as described
by Atlas & Ulbrich (1977).
Radar derivation
For the radar derivation, first the radar reflectivity (Z in mm6 m−3) is calculated. Given
the Rayleigh scattering assumption, Z can be determined from the sixth-order moment
of the DSDs (Bringi & Chandrasekar, 2001):
Z =
ND∑
i=1
D6iNi4Di (5.3)
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Figure 5.5: Schematization of methods to obtain ground truth and derived rainfall
fields in 100-m grids at 30-s resolution of radar, CML, and PWS. The assumptions and
the equations used for each step in the derivation methods are given in Sect. 5.2.2.
DSD = drop size distribution; CML = commercial microwave link; PWS = personal
weather station.
For each time step, simulated Z values in the 100 pixels that correspond with a single 1
km2 pixel are replaced by their averaged value. Subsequently the rainfall for each 100 m
× 100 m grid cell is set to the rainfall intensity computed from this averaged Z using the
Z–R relationship for stratiform rainfall by Marshall et al. (1955):
R =
(
Z
200
) 1
1.6
(5.4)
Calculating R directly from the DSD-fields as compared to via Eq. 5.3 and 5.4 will yield
different outcomes. There has been extensive research in the past regarding the Z–R
relationship for various rain types and climates (e.g. Stout & Mueller, 1968; Raghavan,
2013). The often-used Marshall-Palmer relationship is chosen here, because this is the
relation operationally used for radar rainfall estimation at KNMI and is, on average,
representative for rainfall in a temperate climate (Uijlenhoet, 2001). Figure 5.6 shows
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how this relation differs from the fitted relationships between Z and R as derived from the
DSDs. The Z–R relations were constructed by nonlinear least-squares fits with a Gauss-
Newton algorithm, where R was the dependent and Z the independent variable.
In addition to the Marshall-Palmer Z–R relation, rainfall can be estimated by making use
of polarimetric variables measured by dual-pol radars. Figueras i Ventura et al. (2012)
compared the skill of several dual-pol algorithms applied to several C-band radars in
France. This study uses the dual-pol radar rainfall approach that was found to perform
best, namely, an algorithm that combines the Marshall-Palmer relationship with the R–
Kdp algorithm by Beard & Chuang (1987):
R = c
(
Kdp
f
)d
(5.5)
Kdp =
180 v 10−9
pif
ND∑
i=1
Re [fH,f,i − fV,f,i]Ni4Di (5.6)
where R is in mm h−1, Kdp is the specific differential phase in ◦ km−1, f is the frequency
of the radar (5.6 GHz), v is the speed of light in m s−1, fH,f,i and fV,f,i are the forward
scattering amplitude function in mm in, respectively, horizontal and vertical orientation,
with the parameters c = 129 and d = 0.85 as determined by Beard & Chuang (1987).
The dual-pol algorithm applies Eq. 5.4 when Kdp < 0.5
◦ km−1 and Eq. 5.5 above this
threshold.
Radar measurements are based on a single radar scan every 5 min. To mimic this temporal
sampling, a single 30-s derived rainfall field is compared to multiple ground truth rainfall
fields. The radar rainfall field is calculated every tenth time step. This radar rainfall field
of time step t is then compared to all ground truth rainfall fields from time steps t–5 to
t+4 (see also Fig. 5.7).
CML derivation
For each link the path-averaged DSD is calculated by making a weighted average of
DSDs in all overlying pixels, based on the fraction of the link path running through that
pixel. The specific attenuation (kf,pol in dB km
−1) value per link is determined with Eq.
5.7.
kf,pol =
10−2
ln(10)
ND∑
i=1
Qext,f,i,polNi4Di (5.7)
Here Qext,f,i,pol is the extinction cross-section of a raindrop (in mm
2) dependent on fre-
quency, drop size diameter, and polarization. We have assumed here that the temperature
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Figure 5.6: Simulated values of R (Eq. (5.2)) and Z (Eq. (5.3)) for each simulation
pixel (purple), as well as the mean values per 1 km2 pixel (green) and their respective
fitted relationships, together with the Marshall-Palmer Z–R relationship (Eq. (5.4)).
Note that due to the size of the dataset only every 10th data point is plotted for Event
1 (left panel), which had no impact on the fitted relationship.
dependence of the extinction cross-sections is negligible. Path-integrated rainfall estimates
are calculated from the specific attenuation of each link according to Eq. 5.8 (Atlas &
Ulbrich, 1977).
R = akf,pol
b (5.8)
where R is in mm h−1 and kf,pol is in dB km−1. Coefficients a and exponents b depend
largely on microwave frequency and polarization and vary therefore per link. The a and
b values used here, originally determined by Leijnse et al. (2008), are also provided by
the RAINLINK software package (Overeem et al., 2016a) designed to estimate R from
CML data. The R values obtained from k with predetermined a and b values from
the RAINLINK package are slightly higher than R values obtained with fitted a and b
values on the k and R from the DSDs. This effect, leading to an overestimation of R, is
small for low rainfall intensities (< 4 mm h−1) in all links. The path-integrated rainfall
intensity estimates are spatially interpolated on the same grid as the ground truth using
Ordinary Kriging with a climatological semivariogram. The rainfall intensity over a link
is attributed to the center of the link path, identical to the approach of the RAINLINK
package (Overeem et al., 2016a).
To mimic instantaneous measurements every 15 min, rainfall values of a single 30-s time
step are repeatedly compared with all ground truth rainfall fields during the 15-min
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interval. A CML rainfall field at time t is compared to the ground truth values from time
step t–15 to t+14 (see also Fig. 5.7).
Simulation
∆t = 30 sec
Radar
∆t = 5 min
CML
∆t = 15 min
tstart
Time
Figure 5.7: Method of simulating instantaneous measurements in radar and CML
from 30-s simulated drop size distributions. Colors of the 30-s time steps in the CML
and radar time lines represent the time steps of the drop size distributions used to
derive those rainfall fields. Time steps colored in black are not used in the derivation
of radar and CML. CML = commercial microwave link.
PWS derivation
The derivation of PWS time series is visualized in Fig. 5.8. Netatmo stations measure
rainfall with a tipping bucket, meaning that rainfall is only registered once the amount
corresponding with a tipping volume, here 0.101 mm, is reached. At each PWS location,
a time series of cumulative rainfall is constructed by assuming that the simulated rainfall
intensity is constant in the 30-s interval. From this time series, the moments where
cumulative values of 0.101 mm are reached are calculated. For each station, a time series
is constructed of randomly varying interval lengths typical for those on the Netatmo
platform. Next, the number of tipping moments during an interval in the PWS time
series are counted and multiplied by 0.101 mm. This method mimics the way rain gauges
may capture rainfall from a previous interval in a later time step.
The derived PWS time series are integrated on a fixed time grid at 30-s resolution by
assuming constant rainfall within the original intervals. For each 30-s interval the resulting
rainfall intensities are then interpolated using Ordinary Kriging on the same spatial grid
as the ground truth. Sampling at such small time steps with the 0.101 mm threshold will
lead to large uncertainties, especially during light rain, which is explored by evaluating
the performance without spatial interpolation at multiple time steps.
5.2.3 Validation
The resulting derived interpolated data sets have the same resolution as the rainfall ground
truth. In order to determine the accuracy of rainfall maps obtained by the derived data
sets, the relative bias in the mean (referred to throughout the paper as “bias” from now
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Figure 5.8: Method of personal weather station time series derivation from (cumula-
tive) simulated time series (tsim), via time lines of tipping moments (ttip), to a timeline
with variable interval lengths (tvar) and rainfall quantities of (multiples of) 1 tipping
volume (4tip), which is then interpolated on a fixed time grid (tfix): schematic example.
on), Pearson correlation coefficient (r) and the coefficient of variation (CV) are calculated.
Bias is calculated as
bias =
µˆ[R−Rref ]
µˆ[Rref ]
(5.9)
Here R is the derived dataset, Rref is the ground truth, and µˆ is the sample mean. The
Pearson correlation coefficient is calculated as
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r =
Ĉov(R,Rref)
σˆ[R]σˆ[Rref ]
(5.10)
Here the covariance of R and Rref is divided by the multiplied standard deviations of R
and Rref , represented by σˆ[R] and σˆ[Rref ] respectively. CV is defined as
CV =
σˆ[R−Rref ]
µˆ[Rref ]
(5.11)
Where σˆ[R−Rref ] is the standard deviation of the difference between R and Rref . The
observation approach that is capable of accurate monitoring of small-scale rainfall will
yield a relative bias and CV near 0, and an r close to 1.
5.2.4 Sensitivity study
Radar relationship sensitivity
For the radar-derived rainfall fields the Marshall-Palmer relation is assumed. To show the
dependency of the accuracy of radar rainfall estimation on the chosen Z–R relationship,
the analysis is repeated where Eq. 5.4 is replaced by a range of power law relationships
with varying exponents and coefficients. For comparison the validation of dual-pol radar
rainfall fields is included as well.
Network density
The analysis described so far focuses particularly on the network layouts at the Amster-
dam study area. For sparser networks, the accuracy of resulting rainfall fields is expected
to decrease. The validation study of CML and PWS data sets is repeated for all numbers
of links/stations fewer than the existing layout. For n links/stations, 50 random subse-
lections of n out of the total network are determined. The validation is performed over
the complete period of Events 1 and 2 for each subselection, yielding 50 outcomes per
network density. This thinning analysis shows the dependency of the accuracy of PWS-
and CML-derived rainfall fields on their respective network densities.
5.2.5 Isolated sampling errors
The PWS-derived rainfall fields include errors due to the temporal sampling, which is
largely affected by accumulation interval, as well as spatial sampling directly related to
the network density. To isolate the error due to the way the tipping buckets are able
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to sample rainfall, the derived time series are compared with the ground truth without
spatial interpolation.
When comparing the derived data sets with the ground truth as specified in Fig. 5.5 both
the error due to uncertainties in the Z–R or k–R relationship used (for radar and CML,
respectively) and the error due to spatial and temporal sampling are included. In order
to isolate the sampling error, the validation is repeated for derived rainfall fields of radar
and CML that are obtained directly from the ground truth rainfall fields without the use
of any intermediate Z–R or k–R relationship.
5.3 Results
5.3.1 Overall comparison of datasets
Comparing the derived data sets of the two events with their respective ground truth
data sets (at 5-min intervals) yields the scatter density plots from Fig. 5.9. Based on
these 5-min values, the radar and PWS perform better than the CML, shown by the
higher value of r and lower value of CV. The CV is highest in Event 2, where the rainfall
variability is higher than in Event 1 (see Fig. 5.3).
The Marshall-Palmer Z–R relationship used to derive radar rainfall fields (Eq. 5.4) can
also be described as
Z = αRβ (5.12)
where α = 200 and β = 1.6 when Z is expressed in mm6 m−3 and R in mm h−1. Figure
5.6 already showed that the optimized α and β values for both events differ from those
in the Marshall-Palmer relation. The fitted Z–R relationship in Event 1 deviates mostly
in the value of α, while the fitted relationship in Event 2 differs mostly in the β value
from the Marshall-Palmer relationship. Although the radar bias in Event 2 is small, this
seems to be caused by overestimation of small values and underestimation at high rainfall
intensities (Fig. 5.9). To explore the dependence of the validation results on the Z–R
relationship, the radar derivation and validation are repeated for a range of α and β
values (Fig. 5.10). The patterns in Fig. 5.10, especially for bias, differ between the more
homogeneous Event 1 and the convective Event 2. The bias from assuming the Marshall-
Palmer relation is high in Event 1 (0.17), although in Event 2 the results are comparable
with those from the optimized values. The variability in r is not included in Fig. 5.10 as
it remained almost constant over these α and β ranges for both events.
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Figure 5.9: Scatter density plots of radar, CML, and PWS-derived simulated obser-
vations for the two events, where all time series were aggregated to 5-min values of
averaged rainfall intensities over the 5-min intervals. CV = coefficient of variation;
CML = commercial microwave link; PWS = personal weather station.
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Figure 5.10: Dependency of CV and bias on radar derived rainfall fields at 30-s
temporal resolution for various combinations of α and β values in Eq. 5.12, indicated
with crosses in the figure. Darker colors represents higher accordance with the ground
truth. Note that the color scales are different for the different panels. The gray triangles
indicate the Marshall-Palmer relationship, and the gray square shows the optimized
values found in Fig. 5.6. CV = coefficient of variation.
5.3.2 Scale dependency of performance
Figure 5.9 only shows comparisons of the data sets at 5-min temporal and 100-m spatial
resolution. It is expected that the correspondence between measurements and ground
truth improves at larger aggregation scales. To show the dependency of the accuracy
of each technique on spatial and temporal aggregation scale, the comparison has been
repeated for various combinations of pixel sizes and time intervals. The rainfall intensities
within a larger pixel and longer time interval are averaged. Figure 5.11 shows how CV
and r change for both events. The bias is independent of scale and remains the same as
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the values from Fig. 5.9 for each resolution.
Figure 5.11 confirms that overall agreement with the ground truth increases at larger
scales. CML has a stronger improvement by temporal aggregation than radar and PWS.
As the CML data set consists of snapshots at 15-min intervals, this is not surprising.
Although the CV and r of CML resemble those of radar and PWS in Event 1, especially
at slightly larger scales, the performance of CML during Event 2 is the poorest, indicating
that highly variable precipitation is difficult to correctly estimate from CML at high space-
time resolutions.
5.3.3 Isolation of sampling errors
PWS temporal sampling
The error in the PWS rainfall maps is partly due to spatial representativeness and partly
due to the sampling strategy of the weather stations (Fig. 5.8). The current study enables
us to evaluate the exact error due to the sampling strategy of PWS stations. Figure 5.12
shows the CV and r of the PWS-derived time series at the 84 locations compared with
their respective ground truth values. Especially on time intervals smaller than 5 min the
mismatch is considerable. This is expected as the PWS time series only contain multiples
of tipping bucket volumes and report their measurements in varying intervals of ∼5 min.
The sampling error is larger in Event 2 than in Event 1, likely because Event 2 is much
more variable (see Fig. 5.3). The bias is almost zero in both cases.
Radar and CML temporal and spatial sampling
Table 5.1 includes the r, CV and bias values found in the overall comparison from Fig.
5.11, as well as those where radar and CML are derived directly from the DSDs. This
isolates the error from the spatial and temporal sampling strategy from errors due to
assumptions in the respective Z–R and k–R relations. For comparison, the values from
dual-pol derived radar are included. All comparisons are made on time series that were
aggregated to 5-min values.
Table 5.1 shows that the error in radar rainfall is largely reduced without Z–R uncertainty,
while CML observations without k–R uncertainty do not necessarily improve. Spatial
interpolation in CML values (CML-A) yields a smooth field that resembles the ground
truth rainfall field even better than the comparison at the link path centers only (CML-
B). This shows that the error in CML rainfall retrievals is dominated by the spatial and
temporal sampling, with only small errors due to assumptions in the k–R relationship.
The results for Rad-dual-pol and Rad-A are very similar for Event 1, because Kdp rarely
exceeds the threshold value of 0.5◦ km−1 and the Marshall-Palmer approach was used for
a large fraction of the event. In Event 2, dual-pol radar rainfall retrieval outperforms the
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Table 5.1: Performance of radar and CML (5 min resolution)
Rad - A Rad - dual-pol Rad - B CML - A CML - B
bias Event 1 0.17 0.174 -0.005 0.076 0.003
bias Event 2 0.012 0.198 0.002 -0.003 -0.073
CV Event 1 0.565 0.574 0.399 0.78 0.748
CV Event 2 2.137 1.931 1.609 2.946 2.962
r Event 1 0.92 0.921 0.953 0.825 0.826
r Event 2 0.85 0.88 0.911 0.655 0.653
A = all errors are considered as in Fig. 5.11
B = only sampling errors
Z–R rainfall retrieval approach. The small bias of Rad-A in Event 2 (0.012) is caused by
overestimation at small rainfall intensities compensated by underestimation of large values
(Fig. 5.11). The scatter density plot of radar obtained with the dual-pol approach shows
no systematic underestimation at higher rainfall intensities (not shown here), resulting in
a larger overall bias.
5.3.4 Impact of network density
To determine how well the PWS and CML networks can capture rainfall patterns at lower
network density, the validation study is repeated for subsets of the total networks. For
each number of links and stations, 50 random subsets of the total network are used in the
derivation for the entire event and validated.
Figure 5.13 shows that the difference between the 5th and 95th percentiles is largest
for the sparsest networks, as the location of the chosen station/link subset may lead
to overrepresentation or underrepresentation of rainfall peaks. As expected, the results
are poorer for sparser networks. However, the increase in accuracy when more stations
or links are included becomes less dramatic with network density. According to Fig.
5.13, approximately 20 links and 40 stations or more are required to describe the spatial
patterns of rainfall fields in the 20 × 20 km study area for both events.
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Figure 5.11: Variation of CV and r of derived data sets for radar, CML, and PWS
compared with the ground truth as a function of spatial and temporal scales (indicated
with black crosses). Darker colors correspond to better agreement with the ground
truth. CV = coefficient of variation; CML = commercial microwave link; PWS =
personal weather station.
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Figure 5.13: CV, r, and bias for the CML and PWS-derived rainfall fields at 30-
s resolution for all numbers of links/stations between 1 and the total data set. The
colored regions indicate the area between the 5th and 95th percentile of the 50 results
per network density and the median is indicated with a circle (for Event 1) and square
(for Event 2). The light colored circle and square indicate the values for the complete
data set. CV = coefficient of variation; CML = commercial microwave link; PWS =
personal weather station.
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5.4 Discussion
This study investigates the error in rainfall measurements due to sampling and network
characteristics. The measurement error is disregarded entirely, which influences the out-
comes considerably. The following sections list further assumptions made per measure-
ment technique.
5.4.1 Radar assumptions
In the derivation of radar data, it is assumed that the Marshall-Palmer Z–R relation
applies. Figure 5.6 shows that the optimal Z–R relations found for the two events are
different. The Z–R relationships from Event 1 (Z = 253R1.60) and from Event 2 (Z
= 226R1.49) are within the range of the Z–R relations found in literature (e.g. Stout
& Mueller, 1968; Raghavan, 2013). The underlying measurements used to simulate the
DSDs were obtained during the HyMeX campaign (Ducrocq et al., 2014) in the Arde`che
(France), which is a midlatitude region subject to Mediterranean rainfall. Nevertheless,
the Z–R relationships derived from the resulting DSD patterns are not uncommon for
typical Dutch weather (see also Fig. 4.14: graph in third row, first column in Uijlenhoet
(2008)). The spatial sampling (1 km averaging instead of 100 m pixels) has a large impact
on the Z–R fit, especially in Event 2.
When evaluating the dependency of radar results on the choice of Z–R relationship, the
Marshall-Palmer relationship yielded similar results as the optimized Z–R relation for
both events in terms of CV. However the effect in bias may be large for some events.
Optimized Z–R relationships may differ per event.
Overestimation of low rainfall intensities and underestimation at high rainfall intensities
leads to a small bias in Z–R derived rainfall fields, especially for Event 2. The dual-pol
approach outperforms the Z–R approach in Event 2 due to more accurate measurements
of high rainfall values, which results in a positive bias in the dual-pol comparison. In Event
1, the dual-pol approach and the Z–R approach perform equally well. This is because
Kdp < 0.5
◦/km for most of the event, which implies that mainly the Z–R approach is
applied.
5.4.2 CML assumptions
To obtain R from k we use a and b parameters as supplied from the RAINLINK software
package. This R–k relation is slightly steeper for all microwave links than when R and k
are calculated directly from the DSDs, resulting in a slight overestimation of R by using
the RAINLINK parameters (not shown in figures). In the CML derivation, only DSDs
on link paths are considered, and the resulting R values are interpolated with Ordinary
Kriging. The error resulting from that approach is likely far larger than the error resulting
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from assuming slightly inaccurate a and b values. The relatively small bias and high CV
in the CML validation in Fig. 5.9 are in accordance with that statement.
The approach to derive CML measurements mimics the instantaneous sampling method
at 15-min intervals that was used in the T-Mobile NL CML network. Often multiple
CML networks are overlapping in the same area, operated by different telecom operators.
Combining those data sets would increase the total link density, and therefore the capacity
to detect small-scale rainfall patterns. However, in some areas of the world CML networks
are replaced with fiber optic technology. The availability of CMLs and the willingness
of local telecom organizations to share the data sets should therefore be evaluated per
location.
The sample strategy to log CML data may vary between networks. A simulation study
performed by Leijnse et al. (2008) showed the large discrepancy between rainfall esti-
mations based on various sampling strategies, with unfavorable results for instantaneous
sampling at 15-min intervals. Therefore, the results of CML would likely improve if
measurements were obtained with an altered sampling strategy, for example, min/max
sampling that logs min and max signal levels within an interval, and/or at a higher log-
ging frequency. This is also clearly shown by Fig. 5.13, where the increase of links does
not improve the measurement accuracy much after a certain density, as the errors due to
temporal sampling dominate.
Interpolating with Ordinary Kriging produces fields that are likely to be much smoother
than real fields, especially as the rainfall intensity over the link paths are attributed to
the center of the CML paths. This is a simplified approach that has been applied before
(Overeem et al., 2013a; Rios Gaona et al., 2015; Overeem et al., 2016a,b). In future
research, the interpolation could be done in a more sophisticated manner, so that the
entire link path is considered (e.g. Zinevich et al., 2008, 2009; Roy et al., 2016).
5.4.3 PWS assumptions
In order to obtain the rainfall for the personal weather stations, the rainfall intensities
from the simulated DSDs of the overlying pixel were considered. It is assumed that the
rainfall was constant over the entire 100 m × 100 m pixel and the total 30 s of the interval.
In reality, a point measurement is likely to differ from a pixel average. This is examined
by Raupach & Berne (2016) by comparing point-scale DSDs with pixel-averaged DSDs,
which showed considerable differences for pixels of 2.8 km × 2.8 km and larger. For
simplicity, and because pixels in this study are far smaller, we did not take this into
account. As the temporal and spatial scales of the simulated rainfall event are already
quite small, we expect that this effect is limited.
The PWS comparison without spatial interpolation shows the error resulting from the
PWS sampling strategy. At short accumulation intervals, especially those smaller than the
measurement update frequency of PWS stations, this makes up a considerable fraction of
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the overall error. Spatial representativeness constitutes the other part of the error found
in this study. Figure 2.10 (Chapter 2) illustrates that the error in rainfall estimation
decreases for higher density of the PWS network in a small region in Amsterdam. In this
simulation study the sampling error also decreases when more PWSs contribute to the
rainfall field estimate. However, above a certain density, the improvement is limited as
the temporal sampling errors dominate there.
5.5 Conclusion
This simulation study aims to investigate the highest possible rainfall monitoring accuracy
of radar, CML, and PWS networks in realistic layouts. Validation studies have been
performed on simulated radar, CML, and PWS data sets in configurations with realistic
counterparts in Amsterdam. Simulations were done based on DSD-fields at high spatial
(100 m) and temporal (30 s) resolutions. In order to determine the errors due to sampling,
perfect measurement accuracy is assumed.
The results from the comparison with the known ground truth show that the PWS network
is best able to capture small-scale rainfall. The bias is close to zero for both events and
the CV and r values show best agreement with the ground truth for Event 2. Radar
also performs well with the highest r coefficient and lowest CV for Event 1. However,
a relative bias of 17% was introduced primarily due to the fitted Z–R relationship that
deviates from the Marshall-Palmer relation. The optimal radar Z–R relation differs per
event, and the impact of a poorly chosen Z–R relation is larger on the bias than on CV
and r. In Event 2 more accurate results are achieved with the dual-pol radar rainfall
retrieval method.
More scatter occurs in the event with more spatial variability of rainfall, resulting in
larger CV values. Although the bias of CML observation is small, the CV is higher and
the r is lower than the other measurement techniques for both events. The overall error
in CML rainfall retrievals is mostly caused by the temporal sampling strategy and far less
by uncertainties associated with the parameters of the k–R relation. Accuracy increases
when considering larger aggregation scales. Resolution dependency is larger in time than
in space for CML. The scale-dependency of radar observations is comparable to those of
PWS.
With the layouts of the CML and PWS sensors, the error due to temporal sampling
dominates over the error due to sparsity of the network. The temporal sampling error is
especially large at aggregation intervals below the sampling interval. The error in PWS
measurements is largest at aggregation intervals smaller than 5 min, even without spatial
interpolation (Fig. 5.12). The accuracy of rainfall estimates is determined for sparser
networks. Similar measurement accuracy would be achieved with a CML network of ∼20
of the 58 links. The same is true for PWSs, which yield similar results until the network
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is reduced to ∼40 of the 82 stations in our 20 × 20 km study area. This corresponds
with the correlograms of the two events (Fig. 5.3) where decorrelation distances are far
higher than the typical distance between links and stations. This means that the CML
and PWS data set may yield rainfall fields of similar accuracy when a large part of the
data set is not (always) available or when part of the data set is excluded, for example,
as a result of quality control.
This research has shown the theoretical potential of these techniques when each is as-
sumed to measure with perfect accuracy. In realistic conditions, the measurements will
be affected by considerable measurement and retrieval errors. The next step in this re-
search will include these errors typically found in these techniques. This will give insight
in their realistic potential for urban rainfall monitoring.
5.6 Background: Drop size distribution retrieval
method
Estimation of DSDs
DSDs were estimated for points at 100-m resolution from radar data. The radar and data
are described in Raupach & Berne (2017) as the HyMeX dataset. In this study we assume
that although the radar data used were collected in France, they can be transposed over
Amsterdam as reasonable estimates of conceivable Dutch rain events.
Radar scans were available every 5 to 6 minutes. To estimate the fields between these
scans, advection was estimated for fields of ZH (normalized fields with missing values set
to zero), using the optical flow technique of Kroeger et al. (2016) (see also
https://github.com/tikroeger/OF_DIS). Parameters were modified to produce a
smoother flow (coarsest scale 6, patch size 80, forward-back consistency enabled). Radar
scans were read for point data, as in Raupach & Berne (2017), for a 40 km × 40 km grid
of points at 100 m resolution within the radar domain. Each point on the 100 m by 100
m grid was assigned radar values from horizontally overlapping radar volumes, defined
using the radar’s 3-dB beamwidth (multiplied by two to produce a smooth field) and 75
m range resolution. Optical flow was calculated between consecutive observations on this
grid. To further smooth the flow, the average flow was found using a moving window of
three observed time steps.
The center 20 km × 20 km area of the grid was used for DSD-retrieval. For two ob-
servations at time t1 and t2, intervening fields for ZH , ZDR, and Kdp were calculated.
Observations at t1 were advected forward proportionally in time using proportions of the
optical flow vectors for that pair of observations. Observations at t2 were advected pro-
portionally backward, using reversed flow vectors, to simulate the same intervening point.
The two fields (forward and backward) for each variable were smoothed using a 3×3 pixel
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moving window mean function, then combined as a weighted average with the weight
favoring the closest observation in time (if one field had a missing value the unweighted
value of the other field was used). The output field was smoothed again using a 3×3
pixel moving window mean. Observed fields were smoothed twice to match the advected
fields. Advection and smoothing of ZH and ZDR fields was performed with the variables
transformed to linear scale.
Improvements to DSD-retrieval algorithm
The DSD-retrieval technique used to generate fields of DSDs for this paper is that of
Raupach & Berne (2017), improved in the following ways:
• The method was reparameterized using updated disdrometer data (improved instru-
ment sampling area calculation, improved handling of canting angles in raindrop
scattering property calculation). The parameters of the generalized gamma model
used for the normalized DSD are µ = 2.23 and c = 1.68. Moment three of the DSD
is retrieved using parameters shown in Table 5.2, and the moment six estimate M̂6
(mm6 m−3) is retrieved using
M̂6 =
{
Z1.01h if ZH ≤ 28
2.68Z0.86h if ZH > 28,
(5.13)
where Zh is horizontally polarized radar reflectivity (mm
6 m−3) and ZH =
10 log10(Zh) is the radar reflectivity in dBZ.
• If predicted values of mass-weighted mean raindrop axis ratio are greater than “Max
ZDR” in Table 5.2, those values are replaced by 0.8.
• The noise correction routine for differential reflectivity ZDR (dB) in Raupach &
Berne (2017) overestimated the predicted value ẐDR for high values of ZH . An
improved estimate was found by making two fits, forcing their continuity, and fitting
to median values of linear ZDR (ξdr [-]) per class of ZH (in dBZ), using orthogonal
least squares in log space. The “expected” value of linear ZDR is estimated as
ξ̂dr ∼
{
0.979Z0.018h if ZH ≤ 27.01
0.599Z0.097h if ZH > 27.01.
(5.14)
• The noise correction routine for specific differential phase shift Kdp was replaced
with a simpler model trained as for ZDR. “Expected” Kdp (
◦ km−1) is
K̂dp ∼
{
0.00007× Z1.152h if ZH ≤ 21.61
0.00066× Z0.701h if ZH > 21.61.
(5.15)
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• Hard thresholds on when to apply noise correction produced unrealistic spatial
patterns. To improve this aspect of the performance, weighted means between
the measured and expected values were used when measured values could have
been noisy. Weights are determined as the proportion of the distance between two
thresholds.
– For ZDR, we expect values under 0.2 dB to be noisy (determined for S-band
by Bringi et al., 2002). In our training data, this level corresponds to ZH
between 11.6 dBZ (1st percentile) and 29.3 dBZ (99th percentile). ZDR values
for records with ZH below 11.6 dBZ are replaced with the expected value,
values above 29.3 dBZ are kept as the measured value, and those with ZH
values between the thresholds are replaced with a (linear) weighted mean of
measured and expected values, with the weight proportional to the distance
between the two thresholds in linear scale.
– For Kdp, we expect values under 0.3
◦ km−1 to be noisy (determined for
S-band by Bringi et al., 2002). Kdp values are replaced as for ZDR, with
thresholds at 33.8 dBZ and 43.6 dBZ.
– To deal with unreasonably low values of ZDR and Kdp, a second replacement is
made; using this time as the thresholds 10% and 40% of the expected value of
ZDR (in dB) and Kdp. ZDR and Kdp are again replaced using these thresholds.
Table 5.2: Table 3 from Raupach & Berne (2017), with updated parameters Ĉ (Equa-
tion Raupach & Berne (2017, Eq. 16)) and ci (Raupach & Berne (2017, Eq. 14)). The
maximum value of ZDR [dB] each relationship can handle is shown by “Max ZDR”, and
drop axis ratios are those of Thurai et al. (2007), Andsager et al. (1999), Brandes et al.
(2002), and Beard & Chuang (1987) (as written in Kalogiros et al. (2013)).
Ratio. Ĉ c1 c2 c3 c4 c5 c6 Max ZDR
Thurai 3.472 1 -0.073273 0.041236 -0.016342 0.002186 -0.000058 4.73
Brandes 3.297 1 -0.079489 0.052234 -0.023047 0.004255 -0.000285 7.99
Andsager 3.242 1 -0.091394 0.072726 -0.035161 0.007148 -0.000534 7.05
Beard 3.240 1 -0.087146 0.053131 -0.020315 0.002910 -0.000122 5.09
Chapter 6
Opportunistic sensing case
studies
T
he ongoing urbanisation and climate change urges further understanding
and monitoring of weather in cities. Two case studies during a 17-day
period over the Amsterdam metropolitan area, the Netherlands, are used
to illustrate the potential and limitations of hydrometeorological monitoring
using non-traditional and opportunistic sensors. We employ three types of opportunistic
sensing networks to monitor six important environmental variables: (1) air temperature
estimates from smartphone batteries and personal weather stations; (2) precipitation
from commercial microwave links and personal weather stations; (3) solar radiation
from smartphones; (4) wind speed from personal weather stations; (5) air pressure
from smartphones and personal weather stations; (6) humidity from personal weather
stations. These observations are compared to dedicated, traditional observations where
possible, although such networks are typically sparse in urban areas. First we show
that the passage of a front can be successfully monitored using data from several types
of non-traditional sensors in a complementary fashion. Also we demonstrate the added
value of opportunistic measurements in quantifying the Urban Heat Island (UHI) effect.
The UHI can be clearly determined from personal weather stations, though UHI values
tend to be high compared to records from a traditional network. Overall, this study
illustrates the enormous potential for hydrometeorological monitoring in urban areas
using non-traditional and opportunistic sensing networks.
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Steeneveld, G.J. & Uijlenhoet, R., “Hydrometeorological monitoring using opportunistic
sensing networks in the Amsterdam metropolitan area”,
of which a revised version was accepted for publication on 25 October 2019.
1The first two authors contributed equally to this work and share co-first authorship.
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6.1 Introduction
Traditionally, hydrologists and meteorologists, scientists and practitioners alike, have
relied on dedicated measurement equipment in their research and operations. Such
instruments are typically owned and operated by governmental agencies. Installed
and maintained according to (inter)national standards, they offer accurate and reliable
information about the state of environment we study, monitor and manage. Standard
instruments are often based on novel measurement techniques that originate in the
research community and have been tested extensively during dedicated field campaigns.
Unfortunately, the operational measurement networks available to the hydrometeoro-
logical community today often lack the required spatial and/or temporal density for
high-resolution monitoring or forecasting of rapidly responding environmental systems.
Apart from the high installation and maintenance costs of such dedicated networks, it
can be challenging, if not impossible, to install meteorological monitoring instruments
according to the official requirements in urban areas (Oke, 2006).
Yet, sensors are omnipresent in our environment nowadays, often related to the rapid
development in wireless communication networks (e.g. McCabe et al., 2017; Balsamo
et al., 2018; Tauro et al., 2018; Zheng et al., 2018). To make use of such opportunistic
sensors could be greatly beneficial to (meteorological) science and environmental
monitoring and management operations. Opportunistic sensors are devices that were
not installed with the intention to generate large-scale (meteorological) observations,
but can be used as such. They may not be as accurate or reliable as the dedicated
equipment we are used to, let alone meet official international standards. However, they
typically come in large numbers and are often accessible online. Hence, combined with
smart retrieval algorithms and statistical treatment, opportunistic sensors may provide a
valuable complementary source of information regarding the state of our environment.
This article surveys recent opportunistic sensing techniques in meteorology, from (1)
rainfall monitoring using commercial microwave links (CML) from cellular communica-
tion networks, via (2) crowdsourcing urban air temperature, pressure and solar radiation
using smartphones to (3) high-resolution urban monitoring of air temperature, pressure,
humidity, wind speed, and rainfall using personal weather stations (PWS). We present
a 17-day analysis for the Amsterdam metropolitan area, the Netherlands, where these
opportunistic sensors are employed in a complementary fashion, in particular to provide
detailed monitoring of the passage of a front, as well as to demonstrate the potential of
such sensors to quantify the Urban Heat Island (UHI) effect.
This study aims to showcase the availability of several opportunistic sensing techniques
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and their ability to capture meteorological events. Rather than exploring only a single
technique and/or variable, the performance of multiple techniques for a range of meteo-
rological variables during two events is evaluated. The results should therefore be seen
as indicative of what can be achieved with opportunistic sensing for hydrometeorologi-
cal monitoring. Details on the study area and period are provided in Sect. 6.2. The
opportunistic techniques used in this study are described in Sect. 6.3, covering their
background as well as how the datasets were obtained and processed. While other studies
have developed extensive quality control algorithms, this work uses limited processing to
showcase the raw potential of the techniques. In Sect. 6.4 the results are presented for the
two cases, followed by a discussion and conclusions in Sect. 6.5, which presents an assess-
ment of the relative performance of the opportunistic sensing techniques for describing
meteorological events.
6.2 Case selection & study area
We selected Amsterdam (capital of The Netherlands) and its surroundings and the period
between 6 June 2017 00:00 UTC and 23 June 2017 00:00 UTC as case study period (local
time is UTC+2 hours). This period contains both sufficient data from opportunistic
sensing techniques, and interesting meteorological events to illustrate the potential of
the opportunistic sensing techniques. The selected region is bound by 4.67–5.05°E &
52.24–52.44°N (26 km × 22 km). To be able to distinguish between the inner city
and suburbs, the study area was divided into two parts, i.e. the urban center dataset:
4.83–4.95°E. & 52.34–52.385°N and the suburban dataset 4.67–5.05°E. & 52.24–52.44°N,
excluding the urban center area (see Fig. 6.1a).
The Netherlands has a temperate maritime climate (Ko¨ppen Cfb). With a mean
temperature of 18.0°C and 50.5 mm of rainfall June 2017 was about 2.5°C warmer and
10.5 mm drier than the climatological mean (based on the past 30 years of observations
at station WMO 06240 Amsterdam airport, from hereon referred to as “Amsterdam
airport”). The month had eight summer days and two tropical days (max. temp. above
25 & 30°C respectively).
On June 6, a small low-pressure system developed over the North Sea off the coast of
the Netherlands and passed over the country, resulting in a substantial pressure drop to
992 hPa, an hourly maximum wind speed of 54 km h−1 (7 Bft) and 12 mm of rainfall
measured at Amsterdam airport. In the morning of June 9, an active cold front brought
in relatively cold air which resulted in 27 mm of rainfall. A clear-sky episode occurred
9–11 June, while another cold front passed in the early morning of June 12 (Fig. 6.2i). In
the following period, no rainfall occurred, and temperatures were mild (daily maximum
temperatures below 25°C), followed by a warm episode between June 16 and June 19.
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Figure 6.1: Map of Amsterdam metropolitan area and city center with locations of
all sensor networks: Personal Weather Stations (PWS) and Commercial Microwave
Links (CML) (a), and of smartphone battery temperature readings and Amsterdam
Atmospheric Monitoring Supersite (AAMS) stations (b).
On June 19 the maximum air temperature reached 29.8°C at Amsterdam airport. This
warm episode ended with the passage of a cold front and associated precipitation and
thunderstorms on June 22. For the remainder of the paper we will focus on two cases,
i.e. case A, describing the passing front and resulting rainfall at the start of the study
period, and case B, containing the hot summer period ending with a thunderstorm, with
a focus on UHI detection.
For this study, the UHI is defined as the instantaneous urban air temperature difference
between the city and the countryside (Stewart, 2011). The UHI develops as a result
of the relatively low albedo of cities, high heat capacity of the urban fabric, thermal
radiation trapping, and low surface evapotranspiration. The UHI is favored by weather
conditions with high solar insolation (low cloud cover) and low wind speeds (Oke, 1982;
Theeuwes et al., 2017). Earlier crowdsourcing observations indicated that Dutch urban
areas experiences a mean daily maximum UHI of 2.3°C and the 95th percentile amounts
to 5.3°C (Steeneveld et al., 2011). Ronda et al. (2017) found a mean evening UHI of ∼1°C,
and a maximum of 4.5°C in Amsterdam for the summer of 2015 as a whole.
122 Chapter 6: Opportunistic sensing case studies
0
10
20
30
40
PW
S 
te
m
p 
( °
 
C)
(a)
Jun 06 Jun 08 Jun 10 Jun 12 Jun 14 Jun 16 Jun 18 Jun 20 Jun 22
IQR = 1.88 ° C , r = 0.95 , SD = 1.29 ° C , bias = 1.46 ° C
0
10
20
30
40
Ph
on
e 
te
m
p 
( °
 
C) (b)
IQR = 11.5 ° C , r = 0.61 , SD = 3.62 ° C , bias = 3.13 ° C
PW
S 
ra
in
 (m
m)
(c)
0
10
30
50
max accum rain WMO = 33.65 mm
CM
L 
ra
in
 (m
m)
(d)
0
10
30
50
max accum rain WMO = 26.83 mm
0
2
4
6
8
10
12
Ph
on
e 
lig
ht
 (W
 m
−
2 ) (e) IQR = 2.55 W m−2
0
2
4
6
8
10
PW
S 
wi
nd
 (k
m 
h−1
) (f) IQR = 2.48 km h−1 , r = 0.93 , SD = 9.4 km h−1 , bias = −16.44 km h−1
PW
S 
pr
es
su
re
 (h
Pa
) (g)
99
5
10
05
10
15
10
25
IQR = 3.65  hPa , r = 0.999 , SD = 0.25 hPa , bias = 0.02 hPa
Ph
on
e 
pr
es
su
re
 (h
Pa
) (h)
99
5
10
05
10
15
10
25
IQR = 2.96  hPa , r = 0.994 , SD = 0.78 hPa , bias = −1.72 hPa
PW
S 
T−
Td
ew
 ( °
 
C) (i)
2
6
10
14
Jun 06 Jun 08 Jun 10 Jun 12 Jun 14 Jun 16 Jun 18 Jun 20 Jun 22
IQR = 2.1 ° C , r = 0.88 , SD = 1.37 ° C , bias = 0.84 ° C
Figure 6.2: Time series of opportunistic measurements of weather variables. PWS
observations of temperature (a), cumulative rainfall (c), wind (f), pressure (g) and
dewpoint depression calculated from humidity and temperature (i), smartphone battery
derived air temperature (b), light (e) and pressure (g). The colored areas indicate the
interquartile range (IQR is mean 25–75 percentile) of all observations at that time;
lines show the median values, except for (b) where the line shows mean temperature.
Shaded areas indicate night-time. Pearson correlation (r), standard deviation of the
difference (SD) and absolute bias (bias) are calculated based on hourly values compared
with WMO observations at Schiphol.
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6.3 Sampling techniques
6.3.1 Traditional sensing methods
Gauge-adjusted radar dataset
The Royal Netherlands Meteorological Institute (KNMI) operates two C-band Doppler
weather radars. The 5-min reflectivity data from these radars are combined into one
composite using a weighing factor as a function of distance from the radar. Beekhuis
& Mathijssen (2018) provide detailed characteristics on the radars and the processing
of their data. Reflectivity factors Z (mm6 m−3) are converted to rainfall intensities R
(mm h−1) with a fixed Z–R relationship (Marshall et al., 1955), Z = 200R1.6, and,
subsequently, accumulated to rainfall depths for different durations. The two KNMI rain
gauge networks are employed to adjust the radar-based accumulated rainfall depths: an
automatic network with 1-h rainfall depths for each hour (∼1 station per 1000 km2)
and a manual network with 24-h 08:00–08:00 UTC rainfall depths (∼1 station per 100
km2). A daily spatial adjustment utilizing the manual gauge data is combined with an
hourly mean-field bias adjustment employing the automatic gauge data. The resulting
gauge-adjusted radar rainfall dataset has a spatial resolution of 0.9 km2, with no missing
data for the study period. Overeem et al. (2011) provide a more detailed description
of this radar dataset, which largely uses the methodology developed by Overeem et al.
(2009a,b). Finally, 15-min path-averaged rainfall intensities are derived from the radar
pixels covering each link path of the CML dataset (described in Sect. 6.3.2). The gauge-
adjusted radar rainfall dataset is used as a reference to validate rainfall estimates from
CMLs and PWSs.
WMO station Amsterdam airport
The WMO station Amsterdam airport, WMO 06240 (4.78°E, 52.32°N; Fig. 6.1a) pro-
vides hourly air temperature and cloud cover observations. This surface synoptic station
is operated by KNMI, situated in a polder (4.18 m below MSL) and surrounded by mead-
ows, arable land, and buildings as well as infrastructure from Amsterdam airport. Air
temperature is observed at 1.5-m height above short mowed grass. The sensor is covered
by a radiation screen and well ventilated. Cloud cover aloft is obtained from a LD40
ceilometer, which uses LIDAR to detect the height and concentration of particles, such
as cloud droplets. KNMI (2000) provides more information on the temperature observa-
tion.
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Amsterdam Atmospheric Monitoring Supersite
As an urban reference network we utilize the observations from the Amsterdam Atmo-
spheric Monitoring Supersite (AAMS; Ronda et al., 2017), which consists of 30 weather
stations across the city. The network consists of temperature and humidity sensors
(Decagon VP-3, U.S.A.) mounted inside a 184 mm aspirated radiation shield (Davis,
U.S.A.). The ventilation fan is powered by 2 small solar panels mounted on top of the
shield. The fans work at global radiation levels >100 W m−2. The radiation screens are
mounted onto lantern posts using a boom to mount the center of the radiation screen
0.46 m away from the edge of the lantern post at a height of 4.0 m above ground level.
The sonic anemometer (Decagon DS-2, U.S.A.) has an accuracy of 0.30 m s−1) or 3%
(whichever is larger). The anemometers were mounted above the radiation screens 0.50
m away from the lantern post edges and at heights of 4.30 m (from ground level to center
of the anemometer).
6.3.2 Opportunistic sensing methods
Smartphone data
Smartphones contain many sensors to support their functionality, including sensors for
light levels to adjust screen brightness, pressure sensors to complement the GPS for an
accurate (vertical) location estimation, and thermometers for the battery to avoid damage
from overheating. Readings from such sensors can be used for opportunistic environmen-
tal sensing by collecting them through mobile applications (‘apps’). Through these apps,
the sensor readings are sampled with a certain frequency, along with the last stored GPS
coordinates. Examples of apps that collect and store smartphone sensor readings include
Pressurenet (http://www.cumulonimbus.ca/) (Mass & Madaus, 2014; Madaus & Mass,
2017), OpenSignal (https://opensignal.com/), and Atmos (Niforatos et al., 2014, 2017).
In Mass & Madaus (2014); Madaus & Mass (2017), smartphone pressure data was shown
to improve representation of convective events when assimilated into NWP models. The
raw smartphone pressure readings were quality controlled to only include one value per
smartphone per assimilation time step, and were also corrected for the terrain elevation
and checked for spatial and statistical consistency (Madaus & Mass, 2017). Niforatos
et al. (2017) compared smartphone light sensor readings with manually reported clas-
sifications of weather, which showed light readings to be indicative of present weather
conditions. City-wide air temperatures can be estimated from smartphone battery tem-
perature readings, as has been shown for eight major cities (Overeem et al., 2013b), for
the city of Birmingham (Muller et al., 2015) for daily temperatures, and for Sa˜o Paulo for
hourly and daily temperatures (Droste et al., 2017). Statistical training with independent
temperature measurements was performed based on a steady-state heat transfer model: a
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smartphone is typically, although not always, carried close to the user’s body. The ther-
mal energy generated by the smartphone must be balanced by heat exchange to the body
and the environment. The conductive heat flow between two adjacent systems is assumed
to be proportional to their temperature difference, and depends on the thermal insulation
between smartphone and environment, and between smartphone and body. This princi-
ple allows us to estimate hourly-averaged air temperatures from hourly-averaged battery
temperatures (Overeem et al., 2013b):
T¯A,houre,j,h = m
h
j (T¯
A,hour
bat,j,h − T0) + T0 + j,h, (6.1)
where T¯A,houre,j,h is the hourly mean urban air temperature, T¯
A,hour
bat,j,h is the hourly-averaged
battery temperature (both in space A and time), and T0 a constant equilibrium
temperature. mhj is a coefficient, j,h is a random disturbance, and h denotes the hour.
Recent work has shown improved results when using both in- and out-of-pocket models,
but the evaluation occurred in a lab-experiment with two smartphones only (Chau,
2019). In this analysis the in-pocket model approach (Eq. 6.1) that was successfully
applied on large datasets (Overeem et al., 2013b; Droste et al., 2017) is therefore used.
For this study a large dataset of observations is obtained from the Android application
OpenSignal, which crowdsources data relevant to wireless connectivity along with the
aforementioned sensor readings. Compared to the previously mentioned studies, readings
were obtained at a far higher frequency, i.e. 15-s intervals whenever the smartphone
screen is active, not requiring the app to be opened by the user. A total of 3.14 million
smartphone observations are available for the entire study period for the Amsterdam
metropolitan region (Fig. 6.1a). The OpenSignal dataset includes self-reported accuracy
scores of the light and pressure readings, as determined by the sensor management
software in the smartphones (Android, 2019). Only readings with the highest possible
accuracy were included in our analysis.
A smartphone light sensor measures illumination in lux (lumen m−2), i.e. irradiance
weighted for the visible part of the electromagnetic spectrum, so a measure for the
perceived brightness for the human eye. To estimate the equivalent solar radiation, an
empirical factor of 0.0079 lux per W m−2 is used, based on the spectral distribution
of sunlight (Chua, 2009). By applying this transformation, the readings are treated as
if they were measurements of solar radiation. This is a fairly large assumption, as it
is expected that most readings will not be made in a representative manner: with the
smartphone perpendicular towards the sun and in direct sunlight. User behavior plays a
large role (e.g. indoor versus outdoor measurements), so one may expect that most light
readings will underestimate the solar radiation, resulting in a skewed distribution. The
smartphone light sensor has a limited view angle (<180°) and not a good cosine response.
Additionally, the sensor can oversaturate at high light intensities. Therefore it is desirable
to have many readings to increase the probability of observations taken in favorable
conditions (unshaded and perpendicular to direct sunlight). Only light sensor readings
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above 0 lux are taken into account, leaving 2.32 million readings in the whole study period.
All smartphone pressure sensor readings below 950 hPa are excluded, based on the lowest
recorded pressure in the Netherlands, 954.2 hPa (De Haij, 2009), which results in a
dataset of 2.06 million readings. We only include battery temperature readings between
10 – 47°C when the smartphone is not charging. Hourly battery temperature readings
are averaged spatially over the city center domain (Fig. 6.1b), light and pressure are
averaged over the entire region for each hour (Fig. 6.1a).
Ambient air temperatures are estimated from battery temperature (Eq. 6.1); the value
of equilibrium temperature (T0) as optimized by Overeem et al. (2013b), 39°C, is used.
Figure 6.1b shows the positions of the underlying 0.4 million battery temperature readings.
Two different datasets are derived: one without and one with optimizing the coefficients
of the heat transfer model for the available dataset. The first dataset uses a fixed value
of mhj for all hours, 2.4, as found for a summer period in London based on daily averages
(Overeem et al., 2013b). These results, without further model calibration, are presented
in Fig. 6.2b, which also shows the 25th and 75th percentile. For the second dataset,
records from 1 June 00:00 UTC – 15 June 00:00 UTC are employed to calibrate a value of
mhj for each clock-hour (24 in total). These optimized values, found using a least squares
regression, are applied to the validation dataset from 16 June 2017 00:00 UTC – 23 June
2017 00:00 UTC.
Commercial microwave links
Cell phone communication relies on a telecommunication link network that consists of
transmitting and receiving antennas, typically several km apart, between which radio
signals propagate. Telecom operators commonly use signal frequencies that are sensitive
to hydrometeors. This causes attenuation of the microwave link signals when liquid
precipitation occurs between the antennas. Upton et al. (2005) first suggested to use
signal attenuation in CML networks, which is typically monitored for quality control
purposes, to determine rainfall. Soon after, this was shown to be successful with actual
CML data (Messer et al., 2006; Leijnse et al., 2007b). This was promising as microwave
link networks are widespread, also in areas of the world with limited to no traditional
rainfall sensors.
The relation between rainfall attenuation and rainfall intensity can be described with a
power law between path-averaged specific signal attenuation (k in dB km−1) and link
path-averaged rainfall intensity (R in mm h−1) (Atlas & Ulbrich, 1977):
R = akb, (6.2)
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where
A = TSL− RSL; k = Awet −Adry −Aa
L
. (6.3)
Coefficients a (in mm h−1 dB−b kmb) and b (-) are dependent on signal frequency and
polarization (Olsen et al., 1978; Jameson, 1991). TSL and RSL are the transmitted and
received signal level (dB) respectively, Aa is the attenuation due to wet antennas (dB),
Awet and Adry are the attenuation under wet and dry weather conditions respectively
(dB) and L is the length of the link path (km). The specific attenuation due to rainfall
is what remains when the attenuation due to other causes (i.e. dry weather conditions
and wet antennas) are subtracted.
Subsequent research has focused on improving the techniques to obtain accurate rainfall
estimates from these datasets, (e.g. Leijnse et al., 2008; Zinevich et al., 2010; Overeem
et al., 2011; Chwala et al., 2012) and produce rainfall maps (Overeem et al., 2013a,
2016b) with real-time applicability (Chwala et al., 2016; Andersson et al., 2017; Chwala
et al., 2018). Comprehensive overviews of literature on this technique were provided by
Messer & Sendik (2015), Uijlenhoet et al. (2018), and Chwala & Kunstmann (2019).
Several tools have been developed, documented and made (freely) available for users
to construct rainfall observations with CML data: ‘Rcmlrain’ (https://github.com/
fenclmar/Rcmlrain), ‘RAINLINK’ (https://github.com/overeem11/RAINLINK), ‘py-
comlink’ (https://github.com/pycomlink/pycomlink), and ‘pySNMPdaq’ (https://
github.com/cchwala/pySNMPdaq).
The time series shown in Fig. 6.2d originate from the T-Mobile CML network visualized
in Fig. 6.1a. Between 2017-06-06 00:00 UTC and 2017-06-10 14:00 UTC, 74 links were
operational in the study area. Power levels were instantaneously sampled every 15 min.
Due to data transfer issues, no power levels were available at the end of the study
period. Rainfall time series for each link were constructed with the open source package
RAINLINK (Overeem et al., 2016a), using the approach and optimized parameters from
Chapter 4. A constant value is assumed for Aa. The wet antenna attenuation makes up
a larger fraction of the total attenuation for short links, meaning that a small error in Aa
will result in a relatively large error in k for short links, and the effect on the estimated
value of R would subsequently be larger than for long links given the same error in Aa.
Crowdsourced personal weather stations
PWSs allow anyone to measure weather variables in their direct environ-
ment. Many automatic PWSs can upload their measurements directly to on-
line platforms where they can be visualized and shared. Weather Underground
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(https://www.wunderground.com/wundermap), WOW-NL (https://wow.knmi.nl/)
and the Netatmo Weathermap (https://weathermap.netatmo.com/) are examples of
platforms where weather observations are visualized in real time. Ideally, weather
variables can be crowdsourced from such platforms in far higher spatial and temporal
resolution than from traditional sensor networks.
The devices are often low-cost with a lower expected measurement accuracy than typical
sensors from meteorological institutes. The PWSs are installed by citizens without expert
knowledge on sensor placement requirements and/or lacking available measurement
site without interference from surroundings. Hence we expect that many of the PWSs
generate compromised measurements. For tipping bucket rain gauges, obstructions (e.g.
insects, twigs) and the device not being completely level with the ground, could hinder
the tipping mechanism. A shielded location will also lead to underestimation of rainfall.
Overestimation of rainfall can result from PWS owners cleaning or handling the device,
resulting in tipping bucket tips, creating measurements of artificial rain. PWS wind
measurements are also largely affected by their position in relation to obstacles and the
shielding effect of buildings. Furthermore, PWSs with a sonic anemometer are sensitive
to rain blocking the path of the sound waves, so data quality might be compromised
during rain events. Urban wind is highly variable in space, and is often measured
as profile using e.g. LIDAR (Drew et al., 2013), so spatial averaging of PWS wind
measurements is needed to obtain useful data. Temperature readings are highly affected
by direct radiation: the lack of a proper radiation screen in most PWSs can result in
overestimation of temperature by several degrees when positioned in direct sunlight (Bell
et al., 2015; Chapman et al., 2017). Finally, the updates of measurements to the platform
can be infrequent, and connectivity problems will result in large gaps in the time series.
Only a few studies compared PWSs with high-end sensors; temperature, relative
humidity, radiation, pressure, rainfall, wind speed and direction: Jenkins (2014); Bell
et al. (2015), temperature: Meier et al. (2015), rainfall: Chapter 2. Other studies have
benefited from available PWS temperature records in cities. The UHI is then defined
as the difference between PWS temperatures and a rural reference station (Meier et al.,
2017; Chapman et al., 2017; Fenner et al., 2017; Golroudbary et al., 2018; Napoly et al.,
2018). Cornes et al. (2019) suggest a statistical correction for short wave radiation bias
in PWS temperature data. Preliminary work has been performed on crowdsourced wind
(Droste et al., 2018) and rainfall measurements (Chapter 2, Golroudbary et al., 2018;
Chen et al., 2018) (and explored with simulated PWS rainfall measurements in Chapter
4 as well). In other studies code has been developed and made available to apply quality
control on crowdsourced PWS data (the CrowdQC R-package for PWS temperature
observations https://depositonce.tu-berlin.de//handle/11303/7520.3 and TITAN
https://github.com/metno/TITAN/) but in this study we focus on the raw observations.
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Measurements from all Netatmo weather stations in the Amsterdam study area (Fig. 6.1a)
are evaluated. All devices measure temperature, pressure and humidity. Additionally, rain
and/or wind are measured in case those optional modules are installed for that PWS. In
order to standardize the variable time intervals, all measurements are attributed to the
timestamp of the 5-min interval in which it occurred. If multiple measurements occurred
within the 5 min interval they are averaged (or accumulated in case of rainfall). The
PWS network is visualized in Fig. 6.1a. The raw measurements over the study period are
shown in Fig. 6.2 (panels (a), (c), (f) and (h)), where panel (i) indicates the dewpoint
depression (DPD) as calculated from the temperature and humidity measurements from
the PWS. DPD is here preferred over dewpoint temperature itself to identify the frontal
passage in case A.
6.4 Results
6.4.1 Case A: Weather front
First we focus on the passage of a cold front over the study area on June 9. At 6 UTC
the operational model analysis provided by KNMI locates the frontal zone to the west
of Amsterdam (not shown), and by 12 UTC the front has passed the city. Prior to the
frontal passage itself, an upper air disturbance moved over Amsterdam between 3 and
4 UTC, bringing strong convection and rainfall. Such frontal zones cause distinctive
behavior in various meteorological variables, which we expect to be distinguishable in
the crowdsourced data (Fig. 6.2).
The passage of the front is clearly visible in the observed dewpoint depression and the
wind speed (Fig. 6.3a). The dewpoint depression steadily drops during the approach
and passage of the cold front, reaching a minimum of 1.4°C at 9 UTC. Between 10 and
11 UTC, when the front has passed, the dewpoint depression increases again up to 6.8°C,
indicating the cold and dry air mass brought in by the cold front. Crowdsourced and
reference wind speed steadily increase as the front passes (from 2 to over 4 km h−1),
before reaching its maximum (5 km h−1) directly after the passage. The convection
associated with the upper air disturbance at around 3–4 UTC generates a strong peak in
the wind speed. Despite the unknown measurement setup of the PWS anemometers, the
average signal of all PWSs corresponds well to that of the quality-controlled reference
AAMS network (mean bias of 0.4 km h−1), which shows the same behavior for the upper
air disturbance and the front passing. However, the AAMS signal indicate a delayed
onset of the wind speed increase (at around 9 UTC) and takes longer to reach a higher
maximum wind speed.
The ambient air pressure (Fig. 6.3b), measured by PWSs and smartphones, starts
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Figure 6.3: (a) Hourly average wind speed measured by PWS (solid line) and AAMS
(dotted line), as well as the PWS dewpoint depression (red line, right y-axis). (b)
Hourly averaged air pressure measured by PWS (solid line) and smartphone (dashed
line) on June 9. The vertical lines indicate the boundaries of the frontal passage. At 6
UTC the front is located to the west of Amsterdam; at 12 UTC the front has passed
over the city.
increasing at the moment the front passes (8 UTC). Typically, air pressure decreases
before a cold front, then rapidly increases during the passage, and increases at a slower
rate afterwards. The expected drop before the front is not very pronounced in the
measurements: there is a slight decrease in pressure between 0 and 2 UTC (1.7 hPa
decrease for PWS; 3.5 hPa for smartphone). The latter is more likely associated with
the upper air disturbance. After the frontal passage at 8 UTC, the pressure rises, from
1006–1008 hPa (PWS–smartphone) up to a maximum of 1013–1016 hPa at midnight.
The pressure tendency (change in pressure over time) remains roughly 1 hPa hour−1
after the front has passed.
The light intensity as measured by smartphones shows a distinct diurnal pattern in Fig.
6.2e, following the trend in solar radiation. The measured data is strongly skewed, so the
median light intensity values are low (Fig. 6.2e). Figure 6.4 shows the 99th percentile of
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Figure 6.4: Hourly 99th percentile of smart phone radiation (green lines) with Am-
sterdam airport cloud cover in oktas on June 9 (blue, circles) and June 18 (orange,
diamonds). June 9 (blue solid line) and June 18 (orange solid line) are a cloudy and
cloud-free day, respectively.
light readings to capture the readings made in the most favorable light conditions (see
Sect. 6.3). The sky on June 9 is overcast (8 oktas) until 11 UTC, at which time the
front has passed over Amsterdam and the sky clears up to scattered cloudiness (Fig.
6.4). The light intensity is also very low until 10 UTC, even though this is well within
daylight hours. Compared to June 18 (a clear day) the light intensity is roughly halved,
and the shape of the line is not as symmetrical (as we would expect from the diurnal
cycle of global radiation). The green lines in Fig. 6.4 indicate the other days over the
study period, showing the strong variability in the daily course of light intensity. The
light intensity measured by smartphones not only depends on incoming radiation, but
also strongly on user behavior (indoors vs outdoors, the angle of the phone) and the type
of light sensor in the smartphone, which can differ between brands. The light sensor may
also be oversaturated during high light intensities, resulting in flattened peak values.
The light intensity peak at 4 UTC coincides with the the upper air disturbance seen in
Fig. 6.3, but is actually an artifact of the low number of observations. The number of
available observations is higher during the day than during night and early morning, since
it is related to user activity whether the smartphone logs an observation (as detailed in
Sect. 6.3.2). At 4 UTC there are only 502 smartphone observations, compared to 10,373
132 Chapter 6: Opportunistic sensing case studies
at 15 UTC (17:00 local time, the typical end of the working day), so the data is more
sensitive to outliers.
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Figure 6.5: Double mass plots of commercial microwave link derived rainfall obser-
vations (a) and PWS rainfall observations (b) on 9 June 2017 against the reference of
respectively the path-averaged and overlying pixel gauge-adjusted radar rainfall obser-
vations. The red lines in (a) indicate the shorter links (< 2 km). Information on the
polarization (H or V), path length and frequency of the CML network is provided in
the inset.
The upper air disturbance, and subsequent frontal passage, of June 9 results in 27
mm precipitation as measured by the gauge-adjusted radar reference. Figures 6.2c and
6.2d show that the peak of rainfall occurs after sunrise, coinciding with the timing
of the frontal passage. Figures 6.5a and 6.5b depict the cumulative rain over June 9,
measured by CML and PWS, against the reference. Total amounts differ between the
two methods, but both show the same time response. The relatively short links (< 2 km)
overestimate rainfall, with the majority reporting > 30 mm precipitation (relative bias
is 87%). The longer links (>= 2 km) also tend to overestimate, but much less extreme
(relative bias is 12%). Although the expected uncertainty in rainfall estimates is higher
for short links, the larger systematic bias (54% for all links) indicates that the methods to
derive rainfall (RAINLINK) were not ideal for this rainfall event, especially for short links.
PWS measurements tend to underestimate the rain as measured by the reference, with
some occurrences of large reported rainfall values that are not otherwise captured (Fig.
6.5b). Nevertheless, the majority of PWSs seem to agree overall with the reference
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Figure 6.6: Map of 60-min rainfall depths over the Amsterdam metropolitan area
based on gauge-adjusted radar data (pixels; 100% availability), CML data (paths; only
CMLs with 100% availability are shown), and PWS data (circles; only PWSs with at
least 83.3% availability are shown).
(Fig. 6.5b). The spatial distribution of rainfall (Fig. 6.6) measured by PWS and CML
corresponds to that of the gauge-adjusted radar reference. We find that areas with high
precipitation in the reference also yield high accumulations in the CML and PWS data
in these areas. The overestimation by short links up to 8 mm is visible to the northwest
of the band with high precipitation. The precipitation observations by PWSs correspond
well to the spatial pattern of rain, although a number measure little (< 1 mm) rain
during the hour represented in Fig. 6.6. These stations are mainly clustered in the city
center. The large amount of obstructions inside the city center could reduce the rainfall
received by the stations, which may explain part of the underestimation tendency already
seen in Fig. 6.5b.
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Figure 6.7: (a) Time series of temperature measurement according to the median
of all (blue), center (red) and suburban (green) PWSs, as well as the median of the
AAMS network (orange) and the mean smartphone derived air temperatures (purple).
(b) The difference between the median PWS center and suburban temperatures (red,
dashed); the AAMS and WMO (blue, dashed); and the PWS center and WMO (green,
dashed). Shaded areas indicate night-time. (c) Scatter plot of hourly median PWS and
smartphone temperatures against median AAMS station data, with Pearson correlation
(r), standard deviation of the difference (SD) and absolute bias (bias).
6.4.2 Case B: Urban Heat Island
The last days of the study period is characterized by high temperatures and gener-
ally clear, sunny weather, leading to higher urban temperatures (PWS median air
temperature up to 30°C on June 19, Fig. 6.7). Air temperature is measured by
PWS, and derived through the smartphone battery temperature using the second,
calibrated dataset (Sect 6.3.2). The AAMS network serves as urban reference, and
the Amsterdam airport measurements are used as rural reference for the UHI (Fig.
6.7b). The smartphone-derived air temperature differs clearly from the PWS and
AAMS measurements, with more erratic behavior and strong minimum values at night
and early morning (as low as 7°C when the AAMS values are above 16°C). During
daytime the smartphone-derived temperatures correspond better with the PWS and
AAMS measurements. The diurnal cycle is clearly visible: the low values at night are
most likely due to a low number of measurements available, increasing the sensitivity
to outliers. Despite these occasional large deviations, the bias amounts to -0.1°C
compared to AAMS, which is relatively small. A large systematic overestimation (2.0°C)
is found when a fixed literature value for mhj is used, for the time series shown in Fig. 6.2b.
The diurnal pattern of air temperature between center and suburban PWSs is similar,
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although the center stations tend to be warmer at night, and colder during the day (Fig.
6.7a). The AAMS air temperature is typically about 2 to 3°C lower during the day: this
could partially be caused by the lack of shielding of the Netatmo temperature sensor,
which makes it sensitive to radiation errors. In Fig. 6.7b the UHI has been plotted,
including the UHI estimated by subtracting the center and suburban PWS (red dashed
line). This particular PWS–UHI shows spatial variability within the PWS data, which is
most pronounced during daytime, where the difference can be up to -1.5°C (i.e. the center
is 1.5°C colder than the suburban area). Higher urban shading in the morning, and the
faster heating rate of the relatively thin rural boundary layer compared to the the deeper
urban boundary layer cause this urban cool island in the morning (Theeuwes et al., 2015).
The other two UHI estimates are constructed using Amsterdam airport as rural
background, showing that the city center is indeed much warmer at night than the rural
surroundings. Urban cool islands typically form in the morning, persisting for several
hours before the city heats up more. A remarkable 6°C UHI peak is visible on June 22, in
the afternoon (13–14 UTC). This seems to be mainly caused by the Amsterdam airport
temperature, since the PWS–UHI (which has no true rural reference) shows a value close
to 0°C at that time. This is visible in Fig. 6.7a, where temperatures rapidly decrease in
the course of a few hours on June 22 afternoon. Thunderstorms were reported on this
day, and several mm of rain were measured at Amsterdam airport (according to radar)
between 14 and 15 UTC. The UHI in this case is likely caused by the sudden cooling of
the rural reference, rather than strong urban heating.
The spatial variability present in the PWS is captured in Fig. 6.8, which is an hourly
snapshot of the UHI of PWS and AAMS stations against the Amsterdam airport
reference, between 2 and 3 UTC, the hour of the day where the UHI is typically largest,
on June 18. The cluster of stations in the center yields higher values than the suburban
stations, although in both areas many stations deviate from this trend. The center PWS
report an average UHI of 4.0°C, the AAMS UHI is 3.6°C, whereas the suburban areas
have an average UHI of 2.7°C. Variability between measurement sites is high: there are
stations with a temperature difference of up to 12.4°C, and even a few that have 0 or
negative UHI (up to -0.6°C).
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Figure 6.8: Urban Heat Island map for the Amsterdam metropolitan area (black rect-
angle) showing difference between hourly averaged air temperature for AAMS network
(squares) and PWSs (circles) with respect to 1.5-m air temperature at WMO station
Amsterdam airport observed at 3 UTC (triangle). The blue rectangle represents Ams-
terdam city center, the remainder of the metropolitan area is suburban. Only stations
with at least 80% availability are shown. Of the 309 PWSs only 4 are colder than
WMO, at most 0.6°C, and 24 are at least 6.0°C warmer than WMO, at most 12.4°C.
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6.5 Discussion and conclusions
We have shown the potential and limitations of using meteorological data derived
from several non-traditional sources. These data were compared to more traditional
observations where possible. We explicitly consider observations that can be obtained
near-directly from the opportunistic sensors, without applying many correction schemes,
to illustrate their inherent potential: validation using the available quality assurance
schemes was not the aim of this research. We use temperature from smartphone batteries
and personal weather stations (PWS), precipitation from commercial microwave links
(CML) and PWS, solar radiation from smartphones, wind speed from PWS, air pressure
from smartphones and PWS, and humidity from PWS. Two case studies in a 17-day
period over the city of Amsterdam, the Netherlands, are explored. In the first case study
we show how the passage of a front is apparent from many of the data sources. The
second case study shows that these measurements can be valuable in monitoring the
Urban Heat Island (UHI) effect, especially given the fact that WMO stations in urban
areas are very rare.
The passage of a front is visible in all of the opportunistic sensing data sources that we
have considered. The dynamics of the temperature (especially from PWS, less so from
smartphones), precipitation, solar radiation, wind speed, air pressure, and humidity
all show the passage of the front. However, not every aspect of the weather events is
sufficiently captured by the data: techniques using smartphone observations can only
estimate a variable as a spatial average over the city and cannot be used to describe
detailed spatial variability. Information from opportunistic sensing should be thoroughly
quality-controlled, and when possible used as a complement to high-end traditional
sensing techniques.
The PWS are suitable for monitoring the UHI. When compared to the AAMS urban
reference network, these PWS show an UHI of the same order of magnitude (2–4°C), espe-
cially during the night. We observe urban cool islands during the period between sunrise
and local noon. Air temperatures derived from smartphone battery temperatures exhibit
much more noise than PWS temperatures, which limits their use for UHI measurement.
It should be noted that the PWS thermometers are not shielded from solar radiation,
whereas the AAMS are. This is clearly visible in Fig. 6.7, where the PWS temperature
(and derived UHI) increases much more quickly than the AAMS temperature. This is in
line with the findings of Bell et al. (2015). A rural reference station is needed to quantify
the UHI. The AAMS network does not have a rural station that can be used for this,
and the PWS network has most sensors where most people live: urban areas. Even the
PWS locations outside the city center of Amsterdam (suburban, see Fig. 6.1 and 6.8)
are mostly in built-up areas, and are hence expected to experience the UHI, although
less severely. This is supported by Fig. 6.7b, where the temperature difference between
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the city center and the suburban areas is much less pronounced than when the WMO
station is used as rural reference. The temporal UHI pattern is visible in the PWS data,
but exact quantification of the UHI requires a rural reference. In using such a rural
reference, careful analyses of differences in weather conditions between the city and the
rural locations should be done. This is clear from the very high apparent UHI on June 22
(see Fig. 6.7), which was caused by local cooling at the rural site due to a thunderstorm.
Finally, we note that the distinction between center and suburban in this study was made
rather crudely. In future UHI studies we recommend a more sophisticated partitioning
of the stations into different classes (such as Local Climate Zones (Stewart & Oke, 2012)).
Average wind velocities from the PWSs are very low compared to what would be
expected during the passage of a front. This may in part be due to how the PWS
anemometers are installed. However, the carefully installed AAMS stations show average
wind velocities of the same order of magnitude (around 5 km h−1), indicating that the
placement of the anemometers does not play a large role here. The reasons for these
wind speeds to be lower than expected lies in the fact that the urban wind measurements
are made at a lower level, and the urban fabric greatly reduces wind speeds at street
level (Macdonald, 2000). This also means that wind speeds are expected to be highly
variable across the city, which is clear from Fig. 6.2f. Spatial averaging over the city is
therefore needed in order to see clear signals in the wind speed. Spatial averages of wind
speed show the same behavior between PWS and AAMS, indicating their use to measure
the urban wind as a whole. It should be noted that the wind sensor on the Netatmo
PWS is a sonic anemometer, which are negatively affected by precipitation, hence wind
observations during rainfall can be less reliable.
Data from PWS and CML are shown to provide useful information on both rainfall
amount and space-time variation. Their ability to show detailed variations in space
and time makes them useful for qualitative use in rainfall monitoring. The CML
network overestimated rainfall in case A (Fig. 6.5a), although the relative bias of long
links (>=2 km) was 71% smaller than that of short links (<2 km). This is likely
related to the larger error contribution wet antennas have for shorter links, and that the
correction was calibrated on a different dataset, possibly with more long links (Chapter 4).
The PWS also show a good agreement with the reference, although most stations
underestimate precipitation (Fig. 6.5b). This may be due to the higher wind speed above
the urban fabric which could cause buildings to act as a shield for the PWS rain gauges.
It is also apparent from Fig. 6.5b that some PWSs report either zero rainfall when there
is clearly rain or large amounts of rainfall where there was none. Such errors could be
corrected by using automated filters (Chapter 2 & 3). The difference in accumulations
between the city-averaged CML and PWS rainfall data (see Fig. 6.2) is partly caused by
the overestimation by CML. However, differences may also be due to the spatial variation
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of rain and the respective locations of the PWS and CML. Figure 6.6 shows that for the
examined hour the CML are more abundant in high-rainfall areas, whereas the PWS are
more clustered in the city center, where less rainfall was observed.
The method used to derive rainfall estimates from CML data (RAINLINK) is one
of many possible methods (see Sect. 6.3.2). Our dataset consists of instantaneously
sampled CML data, which is more prone to errors than CML data obtained with other
sampling strategies and/or more frequently than every 15 min (Chapter 4). Further-
more, CML retrieval results also depend on the spatial density of these networks, which
could decline in those areas where microwave links are being replaced by fiber optic cables.
We have shown that even though each technique has considerable limitations regarding
accuracy, the data from opportunistic sources can be used to monitor meteorological
phenomena. The potential of these techniques lies in the high spatial density of such
observations, especially in urban areas. Many PWSs are found in densely populated
areas, where also many smartphones are operational. This is mainly true for urban
areas in parts of the world where people have funds to invest in these devices (al-
though smartphones are considered so important that they are essentially ubiquitous,
independent of living standards). CML networks differ as well, in sampling strategy
and frequency (which affects the accuracy of rainfall estimates) and in network density
(depending on replacement by fiber optic technology). The availability of opportunistic
sensing observations should be explored in order to judge their usefulness, especially
as their accuracy heavily relies on the quantity of observations. Because traditional
meteorological measurements are generally absent in urban areas, these new data provide
a welcome addition. This is particularly important for monitoring the effect of cities
on temperature (UHI), and wind and rainfall at street level. Careful interpretation and
filtering of the data is required because of the highly heterogeneous nature of the effect
of the disturbances caused by the urban fabric. But not only urban areas can benefit
from these opportunistic data. There are large areas on the globe where meteorological
measurements are absent. It is in these areas where these new data sources can provide
much-needed information, even if there are large uncertainties involved.
In this paper we have discussed several opportunistic meteorological data sources. Beside
the techniques that we have investigated, there are several other promising sources of
meteorological data that could be exploited. For example, using cameras as rain gauges
(Allamano et al., 2015), rainfall information from sensors in driving cars (Rabiei et al.,
2013), deriving the UHI from measurements of gradients of shallow groundwater (Buik
et al., 2004), for example using fiber-optic cables (Bense et al., 2016), using airplanes
to measure upper-air wind and temperature (De Haan, 2011), using hot-air balloons to
measure boundary-layer winds (De Bruijn et al., 2016), using networks of solar panels
for radiation monitoring, and many more. We therefore urge the scientific community
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to keep investigating new sources of data, and to study the uncertainties therein. In
combination with reference networks of meteorological measurements or stand-alone,
these new sources will provide much needed complementary information.
Chapter 7
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7.1 Aim of the present research
This work addressed the need for dense, accurate, in-situ ground-based rainfall observa-
tions, especially in urban areas, which are usually insufficiently provided by traditional
rainfall sensors. Opportunistic sensors, such as crowdsourced personal weather station
(PWS) observations and rainfall estimates from commercial microwave links (CML), can
theoretically bridge this gap. This thesis explores the relative measurement accuracy of
these techniques, and determines their potential for operational large-scale rainfall moni-
toring.
Although gauges provide reliable information on the rainfall amounts at a certain location,
their spatial representativeness is limited. Weather radars have a good coverage, but de-
termine rainfall indirectly based on the reflectivity, and in case of dual-pol also the specific
differential phase shift, from hydrometeors. Additionally, radar samples an atmospheric
volume aloft, which may differ from the actual rainfall amounts at the ground. Rainfall
fields that are constructed from information from both radar and rain gauge networks
yield improved results. The Royal Netherlands Meteorological Institute (KNMI) provides
a so-called climatological gauge-adjusted radar rainfall product, constructed from mea-
surements from two (single-pol, later replaced with dual-pol) C-band doppler radars, a
network of manual gauges for daily rainfall amounts (∼1 gauge per 100 km2) and an auto-
matic rain gauge network measuring rainfall in 10-min intervals (∼1 gauge per 1000 km2).
Although highly useful (and used as a ground truth throughout this thesis), this product
cannot be constructed in real time, as the manual rain gauge data become available a
posteriori and are manually validated before they are combined with the radar rainfall
fields. Additionally, these rain gauges are typically installed in rural areas because of
siting criteria to limit the influence from surroundings.
In order to determine whether opportunistic sensing can yield useful real-time high-
resolution rainfall fields, the accuracy of actual observations is explored, both using mea-
surements and with simulation studies. The following section highlights the results for the
Amsterdam metropolitan area and the Netherlands, followed by a section with broader
discussion on the general potential of these two techniques and recommendations for fu-
ture developments.
7.2 Opportunistic sensors: relative accuracy
7.2.1 Intrinsic limitations due to sampling effects
As rainfall observations describe average rainfall over space (atmospheric volume, rain
gauge collection funnel, path between receiving and transmitting antennas) and time,
radar, PWS and CML will differ even when measuring with perfect accuracy. In order to
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know if a technique is accurate enough, one must first determine the spatial and temporal
resolution at which it should be able to resolve the rainfall fields. These two aspects are
related because rainfall is correlated in space and time, with more variability for convective
storms than for stratiform rain events (Fabry, 1996; Berne et al., 2004; Emmanuel et al.,
2012).
Chapter 5 disregards sources of error in rainfall retrieval and determines the accuracy
of rainfall observations from radar, CML and PWS based on sampling strategy and the
sensor lay-outs in the Amsterdam study area. The results show that PWS best captures
the small-scale variability of the rainfall. However, when rainfall dynamics need to be re-
solved at lower resolutions than 100 m and 30 s, the other measurement techniques quickly
become more comparable in terms of sampling errors (Fig. 5.11). In the study area, CML
and PWS networks are so dense that the accuracy of the resulting rainfall fields are more
limited by their temporal sampling than their spatial sampling. Similar accuracies by
both opportunistic sensing techniques would be achieved by half the respective networks
(Fig. 5.13). Given that 100% data availability is unlikely, a positive consequence of this
is that small data gaps (spread randomly in time and space) in CML and PWS networks
will not have an immediate big impact in this study area, when measurement errors are
not taken into account.
The level of detail of rainfall fields that can be resolved by PWS and CML networks is
affected by their spatial lay-out and temporal sampling. Radar accuracy is also related
to the choices made with respect to the rainfall retrieval algorithm. Chapter 5 concludes
that PWS outperforms CML and radar at the 100-m spatial scale, assuming that raw
PWS measurements at ∼5 min resolution are available. This is the case when crowd-
sourcing PWS measurements from the Netatmo weather platform. Reporting the number
of tipping bucket tips within a certain time interval (e.g. 5 min) introduces an error
as some of the collected rain could have fallen outside this interval. This error logically
increases with larger tipping bucket volumes and less frequent updates to the platform
(see also Fig. 3.5). Another sampling error is introduced when the timestamp of the
crowdsourced measurement is not the update moment of that measurement, but of a
later call from an intermediate server. This additional temporal sampling effect occurred
for Netatmo rain observations obtained via the Wundermap, the platform of Weather Un-
derground (Fig. 2.6), resulting in reduced accuracy for sub-hourly resolutions. Although
Netatmo PWSs are no longer automatically linked to the Wunderground platform since
an update from Weather Underground in July 2018, it is important to understand the
effects of re-attributing timestamps of PWS rainfall measurements on rainfall-retrieval
accuracy.
7.2.2 Accuracy of PWS rainfall measurements
In order to describe rainfall fields, unprocessed PWS observations are preferable over mea-
surements affected by processes on the platform, although this effect cancels out above
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hourly time scales (Chapter 2). However, even unprocessed PWS observations are noto-
riously noisy. Raw PWS rainfall observations can suffer from four types of error. Faulty
zeroes (FZ) and negative bias likely result from tilted PWSs or otherwise obstructed tip-
ping bucket mechanisms. High influx (HI) errors result from pouring liquids through
gauges, handling the device with tilting movements or other erroneous large values re-
ported unrelated to precipitation. Station outlier (SO) errors contain all occurrences when
rainfall dynamics reported are not consistent with the measurement location of the PWS,
either because the gauge has been moved or because it is significantly affected by elements
in its surroundings. Besides the previously mentioned cause for negative bias, under- or
overestimation of rainfall by PWSs can be caused by shielded locations and/or inaccurate
assumed values for tipping bucket volumes.
Because of the large number of PWSs in the study area of Amsterdam, these errors can
be recognized with a quality control (QC) based on neighbor checks. FZ-, HI-, SO-errors
and biases can be identified based on comparisons with nearby stations. A real-time
QC algorithm is proposed that is successful in improving the accuracy of hourly rainfall
observations from a bias of -16.7% to +0.2%, a coefficient of variation of 3.74 to 2.86
and a Pearson correlation coefficient of 0.68 to 0.82, by excluding only 12% of the raw
data.
The proposed QC method is successful in the Amsterdam study area, where the density
of the PWS network is high, temporal sampling is ∼5 min, and the assumption that
nearby stations should measure similar rainfall dynamics is safe. Adjustments to the QC
algorithm are needed in case of sparser networks and also for mountainous areas, where
the elevation of a gauge is related to the expected rainfall measured at that location.
Some approaches to these issues are proposed in Chapter 3.
7.2.3 Accuracy of CML rainfall measurements
The CML-studies in this thesis have focused on rainfall observations from instantaneously
sampling CMLs at 15-min temporal resolution, corresponding with the dataset from the
national T-Mobile NL network. Chapter 4 details many factors that affect the accuracy
of CML rainfall observations (Sect. 4.3 provides an overview from literature). In the
7-month CML dataset from the Netherlands, some dependencies of measurement errors
on link characteristics and observation conditions were found, namely increased errors for
links shorter than 2 km, during late night and early morning, and in (winter) months
with possible solid precipitation events. However, the sampling strategy seemed to be a
more dominant factor, as CML rainfall observations from other networks obtained with
min/max sampling in the same climate were more accurate (Chapter 4). Large overesti-
mates of rainfall by CMLs are also found for the event described in Chapter 6, which is
especially dire for link paths shorter than 2 km (Fig. 6.5).
The simulation study in Chapter 5 also shows that instantaneous CML observations at
15-min resolution are by far more limited by their temporal sampling than by the spatial
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extent of the network in the Amsterdam study area. Based on these findings, this CML
network does not outperform the PWS rainfall observations. A more frequent temporal
sampling of CML rainfall observations would be a good strategy to increase their accuracy
and yield similar applicability of CML for operational rainfall monitoring as the other
techniques. Further improvements in the calculation of rainfall from attenuation may
also be made, such as a wet antenna attenuation that is related to rainfall intensity
instead of assumed constant (e.g. Schleiss et al., 2013). In the current RAINLINK version
the wet antenna attenuation is assumed as a constant value.
7.3 Outlook
7.3.1 Expectations for the future
KNMI has replaced their single-pol radars with dual-pol radars in 2016. Information from
the combined horizontal and vertical reflectivity will be used for improved radar rainfall
estimates in the operational radar quantitative precipitation estimation (QPE) product
in the near future. No changes are expected for the automatic rain gauge network, but
the manual rain gauge network heavily relies on the willingness and ability of numerous
volunteers to keep executing these measurements. With the possibilities available to
automatize such observations, KNMI may opt to update this network and make it less
dependent on manual actions.
If the manual rain gauge network will be replaced by an automatic one, quality control
may be applied to these measurements in an operational manner. This would allow for
real-time quality controlled rainfall observations. An adjusted version of the PWS QC
proposed in this thesis may be used for the KNMI automatic rain gauge network(s) for
this purpose. By extension, the quality controlled rain gauge observations can then be
merged with operational radar rainfall estimates, generating a (semi) real-time gauge-
adjusted radar rainfall product, which is currently not yet available. Future research
should be focused on optimizing quality control for these automatic rain gauge networks,
and designing a real-time merging methodology to generate high-resolution rainfall fields
from gauges and radar, particularly for urban applications, using existing techniques as a
starting point (Ochoa-Rodriguez et al., 2019).
Automatic personal weather stations are popular and their numbers on PWS platforms
have grown over the past decade to a sizable and significant network. The ease of linking
a PWS to online weather platforms has facilitated the process of sharing weather obser-
vations in real time enormously. The network may grow further in time with more people
acquiring stations, possibly also in areas of the world where professional networks have
been very sparse (e.g. in Africa, South-America and the Middle-East). The vast number
of rainfall measurements made accessible by weather platforms has not gone unnoticed
by the companies behind these platforms. While PWS owners altruistically share their
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data via these platforms, it is important to remember that companies behind the plat-
forms have a commercial purpose. Once shared, the data becomes the property of an
organization that is driven by financial incentives and may make drastic changes in data
availability without consulting users of said data. One example hereof is the Weather Un-
derground company, that revoked their previously free API access to PWS weather data
in May 2018. Free availability of PWS measurements cannot be assumed, and becomes
less likely once the value of this data becomes evident.
Commercial microwave links are installed for the purpose of telecommunication, which
seems to be a priority in more areas in the world than rainfall monitoring is. Many coun-
tries lack dedicated operational rainfall sensors, but do have CML networks. As CML
networks can be used for rainfall monitoring, this technique can significantly increase the
extend of global rainfall monitoring. Also, because of the high density of CML networks in
urban areas, CML rainfall observations can be employed for increased rainfall measure-
ment resolution in cities. However, telecommunication demands are rapidly changing,
resulting in changes in backhaul networks. In some areas, fiber optic technology will re-
place CMLs, and with a move from 4G to 5G, new CMLs operating at other frequency
(E-band; 60–90 GHz) ranges will be introduced (Ericsson, 2018), requiring adjusted CML
rainfall retrieval methods with expected changes in rainfall estimation accuracy. Prospects
are that the global number of CMLs will remain large enough for rainfall monitoring, but
changes will vary per location. CMLs that operate on those high frequency ranges need to
be relatively short as compared to the current links to achieve stable signal transmission.
Therefore, it is expected that CMLs operating at the 7–40 GHz range will continue to
exist in the near future. Obtaining CML data in real time remains a large obstacle in em-
ploying this technique and requires fruitful collaborations with mobile network operators,
possibly requiring financial rewards for making power levels available.
7.3.2 Recommendations
This thesis shows the potential of PWS and CML for operational rainfall monitoring. In
the Netherlands, especially the PWS rainfall observations are available at high resolution
(in both space and time). The PWS rainfall measurement accuracy is promising after
quality control is applied. The CML network in the Netherlands has been declining in
density over the past years and the 15-min instantaneous sampling strategy yields poorer
rainfall estimation accuracy than other common sampling strategies. In areas where CML
data is sampled in a different manner, or where dedicated rainfall sensors are sparse, the
added benefit for rainfall monitoring will be larger. Also, the potential of CMLs for the
Netherlands should be re-evaluated in case CML infrastructure changes drastically (e.g.
in case of nation-wide implementation of 5G).
In the Netherlands, the PWS network is substantial, with an average density of ∼1 gauge
per 10 km2, against ∼1 in 100 km2 and 1000 km2 for the operational gauge networks from
KNMI. However, using PWS measurements creates a liability when PWS data is owned by
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companies with commercial motives. Constructive collaborations between PWS platform
companies and end-users are a possible approach. An example of such a collaboration is
the Norwegian Meteorological Institute that makes use of Netatmo PWS measurements
(Norwegian Meteorological Institute, 2018).
CML and PWS are valuable techniques to provide weather information in urban areas,
with far better spatial resolution than other opportunistic sensing techniques can offer
(Chapter 6). While opportunistic sensors can definitely provide high-resolution rainfall
observations, they should not be seen as a replacement of traditional techniques. This is
partly because it is unwise to rely on external organizations for something as essential for
public safety and well-being as rainfall monitoring, especially organizations whose market
interests differ vastly from those of meteorological institutes. Additionally, climatological
studies need long time series of observations of high quality that are measured under
constant conditions. PWS and CML are too recent, contain too many errors, and are too
variable in time to provide that.
Traditional dedicated rainfall measurement techniques provide a comfortable starting
point, which may be extended upon with opportunistic sensing. The combined high
accuracy of the traditional measurements with the high-quantity-low-quality opportunis-
tic sensor observations can yield real-time rainfall fields at higher resolution and with
higher accuracy than either one of them would have achieved individually. Future work
should therefore be focused on the combination of these data sources. Several studies have
explored the merging of gauges, links and/or radar (e.g. Bianchi et al., 2013; Scheidegger
& Rieckermann, 2014; Liberman et al., 2014; Tro¨mel et al., 2014; Haese et al., 2017; Fencl
et al., 2017; Yang & Ng, 2019), but much work is yet to be done, especially concern-
ing merging in an operational setting. Openly sharing data and tools will facilitate this
process.
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