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(57) ABSTRACT 
A method (10) of con?guring a synchronous optical switch to 
route received data cells. The synchronous optical switch 
comprises optical switch transmitter modules, each compris 
ing tunable optical transmitters, optical switch receiver mod 
ules, each comprising optical receivers, and optical connec 
tions between the transmitter modules and receiver modules. 
For each optical switch transmitter module, the method: 
assigns (12) wavelengths associated with the received data 
cells to the transmitters such that each wavelength is assigned 
to a different transmitter; and generates (14) a control signal 
for controlling the operating wavelength of each transmitter. 
For each wavelength, the method: allocates (16) to each trans 
mitter an optical connection such that each optical switch 
transmitter module has no more than one connection exiting 
it at said wavelength and each optical receiver module has no 
more than one connection entering it at said wavelength; and 
generates (18) a control signal for connecting each transmit 
ter to the respective optical connection. 
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CONFIGURING SYNCHRONOUS OPTICAL 
SWITCHES 
This application is the US. national phase of International 
Application No. PCT/EP2008/068l48, ?led 22 Dec. 2008, 
which designated the US, the entire content of which is 
hereby incorporated by reference. 
FIELD OF THE INVENTION 
The invention relates to a method of con?guring a synchro 
nous optical switch and to a router comprising a synchronous 
optical switch. 
BACKGROUND OF THE INVENTION 
The amount and data rate of traf?c transmitted across opti 
cal communications networks continues to increase and net 
work routers will therefore be required to route data at faster 
and faster rates, likely at data throughput rates in the range of 
tens or hundreds of Terabits per second (Tb/s). Electronic 
interconnection networks currently used within routers are 
approaching their fundamental operational limitations, par 
ticularly in terms of their power density. 
Optical packet switches have been proposed as a solution 
for geographic area networks, where optical packets are 
transparently switched across several nodes of the network 
before reaching the destination. However, the limited capa 
bilities of optical buffering and synchronization and issues 
related to the quality of transmission have signi?cantly ham 
pered this solution. Nevertheless optical packet switching is 
emerging as a feasible candidate to handle communications 
on smaller network scales where high transmission and 
switching capacity is required [0. Liboiron-Ladouceur et al., 
“The Data Vortex Optical Packet Switched Interconnection 
Networ ”, JLT, July 2008]. 
SUMMARY OF THE INVENTION 
It is an object to provide an improved method of con?gur 
ing a synchronous optical packet switch and to provide an 
improved router. 
A ?rst aspect of the present invention provides a method of 
con?guring a synchronous optical switch to route received 
data cells. The synchronous optical switch comprises a ?rst 
plurality of optical switch transmitter modules each compris 
ing a second plurality of tunable optical transmitters. The 
synchronous optical switch further comprises a said ?rst plu 
rality of optical switch receiver modules each comprising a 
said second plurality of optical receivers. The synchronous 
optical switch further comprises a third plurality of optical 
connections between the said transmitter modules and the 
said receiver modules. The method comprises the steps: 
a. for each optical switch transmitter module, assigning 
wavelengths associated with the received data cells to 
said transmitters such that each said wavelength is 
assigned to a different one of said transmitters; 
b. for each said optical switch transmitter module, gener 
ating a ?rst control signal for controlling the operating 
wavelength of each said transmitter; 
c. for each said wavelength, allocating to each transmitter 
assigned said wavelength one of said optical connec 
tions coupled to an optical receiver con?gured to receive 
said wavelength. The optical connections are allocated 
such that each optical switch transmitter module has no 
more than one connection exiting it at said wavelength 
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and each optical receiver module has no more than one 
connection entering it at said wavelength; and 
d. generating a second control signal for connecting each 
said transmitter to the respective said optical connection. 
The method provides for ef?cient data routing across a 
synchronous optical switch. The method allows for switch 
scalability in terms of the number of optical switch transmit 
ter modules and optical switch receiver modules comprising 
the synchronous optical switch. The method may be used to 
con?gure a synchronous optical switch comprising a plurality 
of transmitter/receiver cards. The method may be used to 
con?gure multi-card modular wavelength division multi 
plexed (WDM) optical packet switches. In the method, steps 
a. and c. can be speci?ed to meet desired complexity and 
performance requirements. 
By assigning the wavelengths within the optical switch 
transmitter modules in one step and allocating the optical 
connections to the transmitters for each wavelength in a sepa 
rate step, the method has a much lower computational com 
plexity than known single-steps scheduling algorithms. The 
method can therefore be used in connection with large 
switches which many known, high-performance scheduling 
algorithms cannot be used with, since the known algorithms 
cannot perform the scheduling within the tight time con 
straints required by such switches. 
In an embodiment, the method further comprises, prior to 
step a., storing received data cells received for each said 
tunable optical transmitter according to wavelength and des 
tination optical switch receiver module data associated with 
each data cell. In an embodiment, the received data cells are 
respectively stored in an input buffer associated with each 
said tunable optical transmitter. The input buffer may be 
partitioned into a number of virtual output queues equal to the 
said plurality of wavelengths multiplied by the said plurality 
of optical switch receiver modules. The method comprises, 
for each said tunable optical transmitter, storing said received 
data cells in respective virtual output queues according to said 
wavelength and destination optical switch receiver module 
data. 
In an embodiment, step a. comprises assigning said wave 
lengths to said transmitters by: 
i. identifying the greatest number of cells stored at any of 
said wavelengths for any of said transmitters; 
ii. allocating the wavelength for which said greatest num 
bers of cells are stored to the said transmitter for which 
said cells were received; 
iii. identifying the transmitter having the next greatest 
number of cells stored at any of said wavelengths for any 
of said transmitters; 
iv. determining whether the wavelength for which said next 
greatest number of cells are stored has previously been 
allocated to a said transmitter; 
v. if the said wavelength has not previously been allocated, 
allocating the wavelength for which said next greatest 
numbers of cells are stored to the said transmitter for 
which said cells were received. If the said wavelength 
has previously been allocated, repeating steps iii. to v.; 
and 
vi. repeating steps iii. and v. until a different one of said 
wavelengths has been allocated to each of said transmit 
ters. 
In an embodiment, the method further comprises, for each 
tunable optical transmitter, counting the number of cells 
stored in each said virtual output queue for each of said 
plurality of wavelengths and storing the counted number of 
cells in a counter for each said wavelength. Step i. comprises 
identifying the greatest number of cells stored at any of said 
US 8,929,359 B2 
3 
wavelengths for any of said transmitters by identifying the 
counter having the largest number of counted cells. 
In an alternative embodiment, step a. comprises assigning 
said wavelengths to said transmitters by: 
i. identifying the oldest cell stored at any of said wave 
lengths for any of said transmitters; 
ii. allocating the wavelength for which said oldest cell is 
stored to the said transmitter for which said cells were 
received; 
iii. identifying the next oldest cell stored at any of said 
wavelengths for any of said transmitters; 
iv. determining whether the wavelength for which said next 
oldest cell is stored has previously been allocated to a 
said transmitter; 
v. if the said wavelength has not previously been allocated, 
allocating the wavelength for which said next oldest cell 
is stored to the transmitter for which said cells were 
received. If the said wavelength has previously been 
allocated, repeating steps iii. to v; and 
vi. repeating steps iii. to v. until a different one of said 
wavelengths has been allocated to each of said transmit 
ters. 
In an embodiment, step a. is carried out simultaneously for 
each of said plurality of optical switch transmitter modules. 
Step b. may further comprise generating a second control 
signal for transmitting information identifying the wave 
length setting for each said transmitter for use in step c. 
In an embodiment, in step c. said allocation to each trans 
mitter of one of said optical connections comprises, for each 
said wavelength, considering the transmitters allocated said 
wavelength as a set of source nodes and considering the 
receivers con?gured to receive said wavelength as a set of 
destination nodes of a bipartite graph. A maximal matching 
scheduling algorithm is applied to ?nd the best matching in 
the bipartite graph. The maximal matching scheduling algo 
rithm may be an iterative maximal matching scheduling algo 
rithm. The iterative maximal matching scheduling algorithm 
may comprise one of an iterative serial-line IP (iSLIP) match 
ing algorithm, an iterative dual round-robin matching 
(DRRM) algorithm, and a parallel iterative matching (PIM) 
algorithm. 
Step c. may be carried out simultaneously for each of said 
plurality of wavelengths. 
When a further transmitter/receiver card, and thus an addi 
tional optical transmitter module and optical receiver module, 
is added to the switch the impact on the total complexity of the 
method is limited, mainly due to this parallel implementation 
of each of steps a. and c. 
The steps of the method may be completed within a single 
cell time. The steps of the method may alternatively be com 
pleted over a plurality of subsequent cell times. By assigning 
the wavelengths within the optical switch transmitter mod 
ules in one step and allocating the optical connections to the 
transmitters for each wavelength in a separate step, the 
method may thus be completed over a plurality of subsequent 
cell times (“pipelined”). As a result, more complex algo 
rithms can be adopted within each step of the method. 
A second aspect of the invention comprises a router com 
prising a synchronous optical switch. The synchronous opti 
cal switch comprises: a switch control unit; a ?rst plurality of 
optical switch transmitter modules each comprising a second 
plurality of tunable optical transmitters and a module control 
unit; a said ?rst plurality of optical switch receiver modules 
each comprising a said second plurality of optical receivers; 
and a third plurality of optical connections between the said 
transmitter modules and the said receiver modules. Each said 
module control unit is arranged to assign wavelengths asso 
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ciated with received data cells to the said transmitters of its 
respective said module. The wavelengths are assigned such 
that each said wavelength is assigned to a different one of said 
transmitters. Each said module control unit is further 
arranged to generate a ?rst control signal for controlling the 
wavelength setting of each said transmitter. The switch con 
trol unit is arranged to, for each said wavelength, allocate to 
each transmitter assigned said wavelength one of said optical 
connections coupled to an optical receiver con?gured to 
receive said wavelength. The optical connections are allo 
cated such that each optical switch transmitter module has no 
more than one connection exiting it at said wavelength and 
each optical receiver module has no more than one connec 
tion entering it at said wavelength. The switch control unit is 
further arranged to generate a second control signal for con 
necting each said transmitter to the respective said optical 
connection. 
A computer program product comprising program code for 
performing any of the above method steps. 
A data carrier having computer readable instructions 
embodied therein for providing access to resources available 
on a router. The computer readable instructions comprise 
instructions to cause the router to perform any of the above 
method steps. 
BRIEF DESCRIPTION OF THE DRAWINGS 
FIG. 1 is a ?ow diagram of a method of con?guring a 
synchronous optical switch according to a ?rst embodiment 
of the invention; 
FIG. 2 (a) is a ?ow diagram ofa ?rst set ofmethod steps of 
assigning each wavelength associated with received data to a 
different transmitter of the method of FIG. 1, and (b) is a ?ow 
diagram of a second set of method steps of assigning each 
wavelength associated with received data to a different trans 
mitter of the method of FIG. 1; 
FIG. 3 is a schematic representation of part of a synchro 
nous optical switch suitable for being con?gured using the 
method of FIG. 1; 
FIG. 4 is a schematic representation of the step of storing 
received data cells in input buffer virtual output queues 
(VOQs) of the method of FIG. 1; 
FIG. 5 is a schematic representation of the step of counting 
the number of cells stored in the virtual output queues 
(V OQs) for each wavelength of the method of FIG. 1; 
FIG. 6 is a schematic representation of the step of allocat 
ing each wavelength associated with the received data cells to 
a different transmitter (Tx) of the method of FIG. 1; 
FIG. 7 is (a) a schematic representation of the step of 
allocating each transmitter at one wavelength (7»1) optical 
connections to the respective receivers (Rx) con?gured to 
receive that wavelength, and (b) a bi-partite graph represent 
ing the transmitters and receivers at that wavelength; and 
FIG. 8 is a schematic representation of a router according 
to a second embodiment of the invention. 
DESCRIPTION OF EMBODIMENTS OF THE 
INVENTION 
Referring to FIGS. 1 to 7, a ?rst embodiment of the inven 
tion provides a method 10 of con?guring a synchronous opti 
cal switch 60. 
A synchronous optical switch 60 suitable for being con?g 
ured according to the method 10 is shown in part in FIGS. 3 
and 7 and comprises a ?rst plurality (three in this example) of 
optical switch transmitter modules 64a, 64b, 64c and a cor 
responding plurality (three) of optical switch receiver mod 
US 8,929,359 B2 
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ules 70. Each transmitter module 64a, 64b, 640 comprises a 
second plurality (four in this example) of tunable optical 
transmitters 66. Each receiver module 70 comprises a corre 
sponding plurality (four) of ?xed optical receivers 72. The 
tunable optical transmitters 66 and optical receivers 72 are 
connected via an optical backplane 76 comprising a third 
plurality of optical connections 74. The number of optical 
connections 74 is equal to the number of transmitter modules 
64a, 64b, 640 (C) multiplied by the number of tunable optical 
transmitters 66 (L), and in this example equals twelve optical 
connections 74 (only ?ve are shown in the drawings for 
reasons of clarity). 
The synchronous optical switch 60 is con?gured to receive 
data cells to be routed. Each data cell is provided with a 
header identifying the tunable optical transmitter 66 that it is 
to be routed through, the wavelength that it is to be routed on 
and the receiver module 70 to which it is to be routed. The 
synchronous optical switch 60 is an optical packet switch 
which routes data in packets, a set number of packets, equal to 
the number of tunable optical transmitters 66, being routed 
during a speci?ed time slot. 
Referring to FIGS. 1 and 2(a), in the method 10 of con?g 
uring a synchronous optical switch 60 data cells received by 
each tunable optical transmitter 66 in each transmitter module 
64a, 64b, 640 are stored 20 in input buffer virtual output 
queues (VOQs) 62 associated with each tunable optical trans 
mitter 66. Each tunable optical transmitter has CxL VOQs 62, 
i.e. twelve VOQs, associated with it in which the received data 
cells are stored according to the wavelength (MA) on which 
they are to be routed and according to the receiver module 
(c l_3) 70 to which they are to be routed, as illustrated in FIG. 
4. 
In the method 10, the number of received data cells stored 
in each VOQ 62 is counted and the number of received data 
cells at each wavelength (MA) is stored in a counter 63 for 
each wavelength for each tunable optical transmitter 66a-d, 
as illustrated in FIG. 5. 
Referring to FIG. 6, for each transmitter module 64a, 64b, 
640, the method 10 assigns 12 the wavelengths associated 
with the received data cells to the tunable optical transmitters 
66a-d such that each wavelength (MA) is assigned to a dif 
ferent tunable optical transmitter 66a-d. The method 10 per 
forms the wavelength assignment to the tunable optical trans 
mitters 66a-d simultaneously for each of the transmitter 
modules 64a, 64b, 640 in the switch 60. 
The wavelength assignment 12 is performed as follows, as 
illustrated in FIGS. 2(a) and 6. The method 10 identi?es 24 
the counter 63 with the highest count, in this example 20. The 
counter with the highest count is associated with wavelength 
Al. Al is then allocated 26 to the tunable optical transmitter 
660 with which the counter is associated and for which the 
highest counted number of cells were received, as indicated 
by the solid line 650 in FIG. 6. This tunable optical transmitter 
660 will therefore transmit a packet of data cells at Al and the 
received data cells at £24 will not be transmitted by this 
tunable optical transmitter 660 during the time slot for which 
the switch 10 is currently being con?gured (as indicated by 
the dashed lines). 
The method 10 then identi?es 28 the counter 63 with the 
next highest count, in this example 19. The counter with the 
next highest count is associated with wavelength A3. A check 
30 is made to determine whether k3 has been previously 
allocated to a tunable optical transmitter 66. k3 has not pre 
viously been allocated so it is allocated to the tunable optical 
transmitter 66d with which the counter is associated and for 
which the cells were received, as indicated by the solid line 
65d in FIG. 6. This tunable optical transmitter 66d will there 
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fore transmit a packet of data cells at X3 and the received data 
cells at A133 will not be transmitted by this tunable optical 
transmitter 66d during the time slot for which the switch 10 is 
currently being con?gured. 
The method 10 then checks 34 whether all of the wave 
lengths have been allocated to a tunable optical transmitter 
66. Two wavelengths remain to be allocated and the method 
therefore returns to identifying 28 the counter 63 with the next 
highest count, which in this example is 16. The counter with 
the next highest count is associated with wavelength k4. A 
check 30 is made to determine whether k4 has been previously 
allocated to a tunable optical transmitter 66. k4 has not pre 
viously been allocated so it is allocated to the tunable optical 
transmitter 6611 with which the counter is associated and for 
which the cells were received, as indicated by the solid line 
65a in FIG. 6. This tunable optical transmitter 66d will there 
fore transmit a packet of data cells at £4 and the received data 
cells at km will not be transmitted by this tunable optical 
transmitter 6611 during the time slot for which the switch 10 is 
currently being con?gured. 
The method 10 then checks 34 whether all of the wave 
lengths have been allocated to a tunable optical transmitter 
66. One wavelength remains to be allocated and the method 
therefore returns to identifying 28 the counter 63 with the next 
highest count, which in this example is 15. The counter with 
the next highest count is associated with wavelength A4. A 
check 30 is made to determine whether k4 has been previously 
allocated to a tunable optical transmitter 66. k4 has previously 
been allocated so the method 10 reverts to identifying 28 with 
the next highest count 63, which in this example is 14. The 
counter with the next highest count is associated with wave 
length ?»2. A check 30 is made to determine whether k2 has 
been previously allocated to a tunable optical transmitter 66. 
k2 has not previously been allocated so it is allocated to the 
tunable optical transmitter 66b with which the counter is 
associated and for which the cells were received, as indicated 
by the solid line 65b in FIG. 6. This tunable optical transmitter 
66b will therefore transmit a packet of data cells at £2 and the 
received data cells at A133 will not be transmitted by this 
tunable optical transmitter 66b during the time slot for which 
the switch 10 is currently being con?gured. 
The allocation of the wavelengths to the transmitters 66 is 
performed using an algorithm which selects the longest 
queue. An example of a suitable algorithm is: 
queueilength[n][l] is a matrix containing the cell count for 
transmitter 11 
(11 goes from 1 to L) that want to be transmitted over wavelength 1 
(1 goes from 1 to L) 
tempivector=sort( queueilength[n] [l] ); 
for each element in tempivector: 
if(transmitter n is unassigned): 
transmitter 11 is assigned wavelength 1; 
endif 
endfor 
The wavelengths may alternatively be allocated according 
to cell age, as illustrated in FIG. 2(b). The allocation of 
wavelengths proceeds in the same manner as described 
above, with the modi?cation that instead of identifying the 
counter with the highest count, the method 10 identi?es the 
oldest cell and allocates the wavelength associated with that 
cell to the tunable optical transmitter 66 for which the cell was 
received. 
Once all of the wavelengths have been allocated to a dif 
ferent one of the transmitters 66, a control signal is generated 
US 8,929,359 B2 
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for controlling the operating wavelengths of the transmitters 
66, to cause the transmitters to tune to the wavelengths allo 
cated to them. 
Each of the transmitters 66 in each of the transmitter mod 
ules 64a, 64b, 640 now has a wavelength allocated to it, for 
transmitting the received data cells in its VOQs 62 at its 
allocated wavelength. The method 10 now proceeds to con 
?guring the optical back plane 76, to allocate 16 each trans 
mitter 66 a connection 74 to an optical receiver 62 con?gured 
to receive at the wavelength allocated to the respective trans 
mitter 66. The optical connections 74 are allocated such that 
each optical switch transmitter module 64a, 64b, 640 has no 
more than one connection 74 exiting it at each wavelength and 
each optical receiver module 70 has no more than one con 
nection entering it at each wavelength, as follows. 
In the method 10, the tunable optical transmitters 66 that 
have been allocated a selected wavelength, for example A1, 
are considered as a set of source nodes 78a and the optical 
receivers 62 con?gured to receive that same wavelength (A1) 
are considered as a set of destination nodes 78b in a bipartite 
graph 78, as shown in FIG. 7(b). 
The method 10 applies an iterative maximal matching 
scheduling algorithm to ?nd the best matching in the bipartite 
graph 78. In this example, the iterative maximal matching 
scheduling algorithm used is the well known iterative serial 
line IP (iSLlP) matching algorithm (see for example McKe 
own, N., “The iSLIP scheduling algorithm for input-queued 
switches,” IEEE/ACM Trans. Netw., vol. 7, no. 2, pp. 188 
201, April 1999). It will be appreciated that other scheduling 
algorithms may alternatively be use, such as an iterative dual 
round-robin matching (DRRM) algorithm, or a parallel itera 
tive matching (PIM) algorithm, both of which are also well 
known as scheduling algorithms. 
Referring to FIG. 7(a), the iSLIP algorithm schedules the 
connections between the tunable optical transmitters 66 at Al 
and the optical receivers 72 con?gured to receive at A2, allo 
cating optical connections 74 through the optical backplane 
76 as follows: the tunable optical transmitter 66 at Al in the 
?rst transmitter module 6411 is allocated the connection 74a to 
the optical receiver 72 at Al in the ?rst receiver module 70a; 
the tunable optical transmitter 66 at Al in the second trans 
mitter module 64b is allocated the connection 74b to the 
optical receiver 72 at Al in the third receiver module 700; and 
the tunable optical transmitter 66 at 7» 1 in the third transmitter 
module 640 is allocated the connection 740 to the optical 
receiver 72 at Al in the second receiver module 70b. The best 
matching is summarized in the bipartite graph representation 
of the Al tunable optical transmitters 66 and optical receivers 
72. 
The method 10 simultaneously schedules the tunable opti 
cal transmitters 66 at £2, £3 and X4 and the optical receivers 72 
con?gured to receive at A2, X3 and k4 allocating optical con 
nections 74 through the optical backplane 76 for each wave 
length. 
The method 10 then generates a second control signal to 
con?gure the optical connections 74 within the synchronous 
optical switch 60, as allocated, to connect each tunable opti 
cal transmitter 66 to a respective optical connection 74. 
The synchronous optical switch 60 is now con?gured to 
route received data cells at each of the four wavelengths. 
Referring to FIG. 8, a second embodiment of the invention 
provides a router 80 comprising a synchronous optical switch 
60. The synchronous optical switch 60 is of the same type as 
shown in FIGS. 3 and 7, but is here shown in more detail. 
The synchronous optical switch 60 comprises a switch 
control unit 82, three optical switch transmitter modules 64a, 
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64b, 640, three optical switch receiver modules 70, and an 
optical backplane 76 providing twelve optical connections 
(not shown in FIG. 8). 
Each transmitter module 64a, 64b, 640 comprises four 
tunable optical transmitters 66 and a transmitter module con 
trol unit 68. Each optical switch receiver module 70 com 
prises four optical receivers. 
Each transmitter module control unit 68 is arranged to 
assign wavelengths associated with received data cells to the 
tunable optical transmitters within its respective transmitter 
module 64a, 64b, 640, according to the method 10 as 
described above. Each transmitter module control unit 68 is 
further operable to generate a control signal for controlling 
the wavelength setting of each tunable optical transmitter 66 
within its respective transmitter module 64a, 64b, 640. 
The switch control unit 82 is arranged to con?gure the 
optical back plane 76, to allocate each transmitter 66 a con 
nection 74 to an optical receiver 62 con?gured to receive at 
the wavelength allocated to the respective transmitter 66. The 
optical connections 74 are allocated such that each optical 
switch transmitter module 64a, 64b, 640 has no more than one 
connection 74 exiting it at each wavelength and each optical 
receiver module 70 has no more than one connection entering 
it at each wavelength, according to the method 10 as 
described above. 
The switch control unit 82 is further arranged to generate a 
control signal to con?gure the optical connections 74 within 
the synchronous optical switch 60, as allocated, to connect 
each tunable optical transmitter 66 to a respective optical 
connection 74. 
Various modi?cations may be made to the described 
embodiments without departing from the scope of the inven 
tion. In particular, the method may be used to con?gure a 
synchronous optical switch having a different number of opti 
cal transmitter modules and optical receiver modules to that 
described, and each module may respectively have a different 
number of tunable optical transmitters and optical receivers to 
that described. It will be appreciated that if the number of 
tunable optical transmitters and optical receivers is changed 
then the number of wavelengths and optical connections 
through the backplane will correspondingly change. It will 
also be appreciated that the method may be applied to a 
synchronous optical switch having a different number of opti 
cal transmitter modules and optical receiver modules, but that 
the method will only act on the number of optical transmitter 
modules for which there is a corresponding number of 
receiver modules; if, for example, there are more optical 
receiver modules that optical transmitter modules, the 
method will only be applied to subset of optical receiver 
modules equal to the number of optical transmitter modules. 
The person skilled in the art will also appreciate that the 
optical transmitter modules and optical receiver modules are 
only shown as being physically separate for reasons of clarity 
of the drawings, and they may infact be provided adjacently, 
within a single transmitter/receiver card. 
Where it is described that the wavelength allocation occurs 
simultaneously for each optical transmitter module it will be 
appreciated that the allocation may alternatively take place 
serially. Similarly, where the allocation of optical connec 
tions is described as occurring simultaneously for each wave 
length it may alternatively occur serially. The received data 
cells may be stored in a different manner to that described. 
The method is described as being applied to received data 
cells within a single cell time, however the method steps may 
be pipelined, such that the method is implemented over two or 
US 8,929,359 B2 
more cell times, the routing of data at time t may take place 
based on the cells received at time t—2t, i.e. at 2 cell times 
earlier. 
The invention claimed is: 
1. A method of con?guring a synchronous optical switch to 
route received data cells, the synchronous optical switch 
comprising a ?rst plurality of optical switch transmitter mod 
ules each comprising a second plurality of tunable optical 
transmitters, a ?rst plurality of optical switch receiver mod 
ules each comprising a second plurality of optical receivers, 
and a third plurality of optical connections between said 
transmitter modules and the said receiver modules, the 
method comprising the steps: 
a. for each optical switch transmitter module, assigning 
wavelengths associated with the received data cells to 
said transmitters such that each said wavelength is 
assigned to a different one of said transmitters; 
b. for each said module, generating a ?rst control signal for 
controlling the operating wavelength of each said trans 
mitter; 
c. for each said wavelength, allocating to each transmitter 
assigned said wavelength one of said optical connec 
tions coupled to an optical receiver con?gured to receive 
said wavelength, such that each optical switch transmit 
ter module has no more than one connection exiting it at 
said wavelength and each optical receiver module has no 
more than one connection entering it at said wavelength; 
and 
d. generating a second control signal for connecting each 
said transmitter to the respective said optical connection. 
2. A method as claimed in claim 1, wherein the method 
further comprises, prior to step a., for each tunable optical 
transmitter storing said received data cells according to wave 
length and destination optical switch receiver module data 
associated with each data cell. 
3. A method as claimed in claim 2, wherein the received 
data cells are stored in an input buffer, the input buffer being 
partitioned into a number of virtual output queues equal to 
said plurality of wavelengths multiplied by said plurality of 
optical switch receiver modules, and the method comprises 
storing said received data cells in respective virtual output 
queues according to said wavelength and destination optical 
switch receiver module data. 
4. A method as claimed in claim 2, wherein step a. com 
prises assigning said wavelengths to said transmitters by: 
i. identifying the greatest number of cells stored at any of 
said wavelengths for any of said transmitters; 
ii. allocating the wavelength for which said greatest num 
bers of cells are stored to the respective said transmitter; 
iii. identifying the transmitter having the next greatest 
number of cells stored at any of said wavelengths for any 
of said transmitters; 
iv. allocating the wavelength for which said next greatest 
numbers of cells are stored to the respective said trans 
mitter, unless said wavelength has already been allo 
cated to another transmitter; and 
v. repeating steps iii. and iv. until a different one of said 
wavelengths has been allocated to each of said transmit 
ters. 
5. A method as claimed in claim 4, wherein the method 
further comprises, for each tunable optical transmitter, count 
ing the number of cells stored in each said virtual output 
queue for each of saidplurality of wavelengths and storing the 
counted number of cells in a counter for each said wave 
length, and step i. comprises identifying the greatest number 
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of cells stored at any of said wavelengths for any of said 
transmitters by identifying the counter having the largest 
number of counted cells. 
6. A method as claimed in claim 3, wherein step a. is 
implemented using a select-longest algorithm. 
7. A method as claimed in claim 2, wherein step a. com 
prises assigning said wavelengths to said transmitters by: 
i. identifying the oldest cell stored at any of said wave 
lengths for any of said transmitters; 
ii. allocating the wavelength for which said oldest cell is 
stored to the respective said transmitter; 
iii. identifying the next oldest cell stored at any of said 
wavelengths for any of said transmitters; 
iv. allocating the wavelength for which said next oldest cell 
is stored to the respective said transmitter, unless said 
wavelength has already been allocated to another trans 
mitter; and 
v. repeating steps iii. and iv. until a different one of said 
wavelengths has been allocated to each of said transmit 
ters. 
8.A method as claimed in claim 1, wherein step a. is carried 
out simultaneously for each of said plurality of optical switch 
transmitter modules. 
9. A method as claimed in claim 1, wherein step b. further 
comprises generating a second control signal for transmitting 
information identifying the wavelength setting for each said 
transmitter for use in step c. 
10. A method as claimed in claim 1, wherein in step c. said 
allocation to each transmitter of one of said optical connec 
tions comprises, for each said wavelength, considering the 
transmitters allocated said wavelength as a set of source 
nodes of a bipartite graph and considering the receivers con 
?gured to receive said wavelength as a set of destination 
nodes of a bipartite graph and applying a maximal matching 
scheduling algorithm to ?nd the best matching in the bipartite 
graph. 
11. A method as claimed in claim 10, wherein the maximal 
matching scheduling algorithm is an iterative maximal 
matching scheduling algorithm. 
12. A method as claimed in claim 11, wherein the iterative 
maximal matching scheduling algorithm comprises one of an 
iterative serial-line IP (iSLlP) matching algorithm, an itera 
tive dual round-robin matching (DRRM) algorithm, and a 
parallel iterative matching (PIM) algorithm. 
13. A method as claimed in claim 1, wherein step c. is 
carried out simultaneously for each of said plurality of wave 
lengths. 
14.A router comprising a synchronous optical switch com 
prising: 
a switch control unit; 
a ?rst plurality of optical switch transmitter modules each 
comprising a second plurality of tunable optical trans 
mitters and a module control unit; 
a ?rst plurality of optical switch receiver modules each 
comprising a second plurality of optical receivers; and 
a third plurality of optical connections between said trans 
mitter modules and said receiver modules, 
each module control unit being arranged to assign wave 
lengths associated with received data cells to said trans 
mitters of its respective said module, such that each 
wavelength is assigned to a different one of said trans 
mitters, and to generate a ?rst control signal for control 
ling the wavelength setting of each transmitter, and 
the switch control unit being arranged to, for each wave 
length, allocate to each transmitter assigned wavelength 
one of said optical connections coupled to an optical 
receiver con?gured to receive wavelength, such that 
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each optical switch transmitter module has no more than 
one connection exiting it at said wavelength and each 
optical receiver module has no more than one connec 
tion entering it at said wavelength, and to generate a 
second control signal for connecting each said transmit 
ter to the respective said optical connection. 
15. A computer program product stored on a non-transi 
tory, computer-readable storage medium comprising pro 
gram code, which when executed by one or more data pro 
cessors, performs the method of claim 1. 
16. A non-transitory, computer-readable storage medium 
having computer readable instructions embodied therein for 
providing access to resources available on a router, the com 
puter readable instructions comprising instructions to cause 
the router to perform the method as claimed in claim 1. 
* * * * * 
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