Abstract. In this paper we define the class of matrix Mittag-Leffler distributions and study some of its properties. We show that it can be interpreted as a particular case of an inhomogeneous phase-type distribution with random scaling factor. We then identify this class and its power transforms as a remarkably parsimonious and versatile family for the modelling of heavy-tailed risks, which overcomes some disadvantages of other approaches like the problem of threshold selection in extreme value theory. We illustrate this point both on simulated data as well as on a set of real-life MTPL insurance data that were modeled differently in the past.
Introduction
The modeling of heavy-tailed risks is a classical topic in probability, statistics and its applications to understand and interpret data, see e.g. Embrechts et al. [13] , Beirlant et al. [5] and Klugman et al. [20] . The folklore heavy-tailed distributions like Pareto, (heavy-tailed) Weibull and lognormal distributions can often serve as very useful benchmark models, particularly when only a few data points are available. In addition, the Pareto distribution is simple to work with and has an intuitive justification in terms of limit properties of extremes. However, in situations with more (but not an abundance of) data points, one often empirically observes that a simple Pareto distribution does not serve as a good model across the entire range of the distribution. This is also the case for more general parametric families like Burr or Benktander distributions. Traditionally, and according to a main paradigm of the extreme value statistics approach, this is handled by only using the largest available data points to estimate the tail behavior, and model the bulk of the distribution separately by another distribution, finally splicing together the respective parts (see e.g. Albrecher et al. [1, Ch.4] for details). In insurance practice one often refers to this separate modeling as the modeling of attritional and large claims, and the resulting models are frequently referred to as composite models [26] . A natural problem in this context is how to choose the threshold between the separate regions, often boiling down to the compromise of not leaving too few data points for the tail modeling. At the same time, the consequences of that choice can be considerable, for instance for the determination of solvency capital requirements in insurance (cf. [1, Ch.6] for illustrations). A considerable effort has therefore been made to develop techniques and criteria for an appropriate choice of such thresholds, see e.g. [5] for an overview and [7] for a recent contribution in that direction. If the confidence in the relevance of available data points for the description of the (future) risk is sufficiently high, another possible approach is to use a tractable, but much larger family of distributions and identify a good fit. A particularly popular candidate for such an approach is the class of phase-type (PH) distributions, see e.g. Asmussen et al. [4] . The class of PH distributions is dense (in the sense of weak convergence) in the class of distributions on the positive real line, meaning that they can approximate any positive distribution arbitrarily well. They are, however, light-tailed, which may be a problem in applications which require a heavier tail and where the quantities of interest heavily depend on the tail behavior (as e.g. for ruin probabilities, cf. [3] ). Fitting heavy-tailed distributions with a PH distribution can then lead to requiring many phases (rendering its use computationally cumbersome), and the resulting model will still not capture the tail behavior in a satisfactory manner. Two approaches to remedy this problem are Bladt & RojasNandayapa [10] and Bladt et al. [9] . In Albrecher & Bladt [2] recently another direction was suggested, namely to transform time in the construction of PH distributions (as absorption times of Markov jump processes), leading to inhomogeneous phase-type (IPH) distributions. For suitable transformations, this approach allows to transport the versatility of PH distributions into the domain of heavy-tailed distributions, by introducing dense classes of genuinely heavy-tailed distributions. As a by-product, it was shown in [2] that a class of matrix-Pareto distributions can be identified, where the scalar parameter of a classical Pareto distribution is replaced by a matrix, providing an intuitive and somewhat natural extension of the Pareto distribution, much as the matrix-exponential distribution, which is a powerful extension of the classical exponential distribution, see e.g. Bladt & Nielsen [8] .
In this paper we establish another matrix version of a distribution, namely the Mittag-Leffler distribution (first studied by Pillai [27] ). While the identification of matrix versions of distributions is of mathematical interest in its own right, we will show that the resulting matrix Mittag-Leffler distributions (and its power transforms) have excellent properties for the modeling of heavy tails, and it can outperform some other modeling approaches in an impressive way.
The Mittag-Leffler function was first introduced in [24] and over the years turned out to be a crucial object in fractional calculus. It can be seen as playing the same role for fractional differential equations as the exponential function does for ordinary differential equations, see e.g. Gorenflo et al. [17] for a recent overview. A recent application of fractional calculus for a particular risk model in insurance can be found in Constantinescu et al. [12] . Mittag-Leffler functions with matrix argument were first introduced in Chikrii and Eidelman [11] and play a prominent role for identifying solutions of systems of fractional differential equations, see e.g. Garrappa and Popolizio [16] . Here we will use them to define the class of matrix Mittag-Leffler (MML) distributions, which enjoy some attractive mathematical properties and are heavy-tailed with a regularly varying tail with index α < 1. While such extremely heavy tails with resulting infinite mean can be relevant in the modeling of operational risk [25] and possibly insurance losses due to natural catastrophes [1] , in most applications of interest the tails are slightly less heavy. We therefore enlarge the class of matrix Mittag-Leffler distributions by also including its power transforms and estimate the corresponding power together with the other parameters from the data in the fitting procedure. The index of regular variation of this larger class of distributions can now be any positive number. Whereas the number of needed phases for a PH or IPH fit can be very large also due to multi-modality or other irregularities in the shape of the main body of the distribution, we will see that the class of matrix Mittag-Leffler distribution and its power transforms (which we call power matrix Mittag-Leffler (PMML) distributions) offers a significant reduction in the number of phases needed to obtaining adequate fits. For this reason, it can even be worthwhile to scale light-tailed data points to heavy-tailed ones first, then apply a matrix Mittag-Leffler fit to the latter and transform the fit back to the original light-tailed scaling. This procedure is to some extent the reverse direction of the philosophy that underlied the PH fitting of heavy-tailed distributions. We will illustrate the potential advantage of this alternative approach in the numerical section at the end of the paper.
The remainder of the paper is organized as follows. Section 2 recollects some useful definitions and properties of Mittag-Leffler functions, Mittag-Leffler distributions and (inhomogeneous) PH distributions. Section 3 then defines matrix Mittag-Leffler distributions and derives a number of its properties. We also give three explicit examples. Section 4 establishes MML distributions as IPH distributions under a particular random scaling, which allows to intuitively understand the additional flexibility gained from using MML distributions for the modeling of heavy-tailed risks. Finally, Section 5 is devoted to the modeling of data using (power-transformed) MML distributions. We first illustrate the convincing performance of the numerical fitting procedure to something as involved as tri-modal data. Secondly, we consider an MTPL data set taken from [1] and already studied by various other means in the literature. We show that a plain maximum-likelihood fit to this data set gives a convincing fit to the entire range of the data with remarkably few parameters, and even identifies the tail index with striking accuracy when compared to recent extreme value techniques as in [7] , without having to choose a threshold for the tail modeling at all. We then also provide an example where transforming light-tailed data into heavy-tailed ones, fitting with a PMML distribution and transforming back can lead to a much better fit for the same number of parameters than a classical phase-type distribution. We then also discuss the signature of MML distributions in the tail in terms of the behavior of the Hill plot, which allows to develop an intuitive guess as to when MML distributions are particularly adequate for a fitting procedure of heavy tails. Finally, Section 6 concludes. 
where β ∈ R and α > 0. The ML function is an entire function if β > 0, and it satisfies (see e.g. Erdelyi et al. [14, p.210 
This implies that (see [16, Prop.2 
For a matrix A, we may define its ML function as
If β > 0, one can then express the entire ML function of a matrix A by Cauchy's formula
where γ is a simple path enclosing the eigenvalues of A. If A has a Jordan normal form A = P diag(J 1 , ..., J r ) P −1 with
then we may equivalently express E α,β (A) by
where
and m i is the dimension of J i . In either case, we shall need to evaluate the derivatives of ML functions at the eigenvalues, which by (1) implies the evaluation of ML functions with possibly negative indices β − j. This is not a problem, but it is important that initially β > 0 to ensure that the ML function is entire and thereby the existence of the Cauchy integral formula is guaranteed.
For further properties on the ML function we refer e.g. to [14] , [16] , [22] and [18] .
Mittag-Leffler distributions.
A random variable having Mittag-Leffler (ML) distribution was defined in Pillai [27] through the cumulative distribution function and consequently density given by
A convenient representation, due to Kozubowski [21] , for a ML random variable X is
where Z is standard exponential and R has cumulative distribution function
The tail behaviour of R is equivalent to that of a Cauchy random variable, and hence X is regularly varying with parameter α in the tail (see e.g. [23, Prop.1.3.9]). The following extension (for the case δ = 1) will also play a role in the sequel: a random variable X is said to follow a generalized Mittag-Leffler (GML) distribution with parameters α (0 < α ≤ 1) and β > 0, if its Laplace transform is given by
The corresponding cumulative distribution function then is
where B(x, y) is the Beta function (see Jose et al. [19] ). The analogous representation for a GML variable X is
where W is Gamma with scale parameter 1 and shape parameter β, and S α is a random variable with Laplace transform given by
Inhomogeneous phase-type distributions.
A random variable is said to have a phase-type (PH) distribution if it can be considered as the time until absorption of a Markov jump process on a finite state-space, where one state is absorbing and the remaining states are transient. In the classical case, where the Markov process is time-homogeneous, there is a well developed theory available together with numerous applications in insurance risk and queueing theory (see e.g. [8] and reference therein). In this case the times until absorption are light-tailed (exponential decay). Recently, Albrecher & Bladt [2] considered an extension of this construction principle to time-inhomogeneous Markov processes, in which case the absorption times can also be heavy-tailed with a wide spectrum of possible resulting tail behavior. For later convenciene, we briefly resume here the basic properties of this inhomogeneous PH construction. Let {X t } t≥0 denote a (generally time-inhomogeneous) Markov jump process on the state-space E = {1, 2, ..., p, p + 1}, where states 1, ..., p are transient and state p + 1 is absorbing. Let Λ(s) denote its intensity matrix at time s, and P (s, t) = {p ij (s, t)} i,j∈E its probability transition matrix, i.e. p ij (s, t) = P(X t = j|X s = i). P (s, t) satisfies the Kolmogorov forward and backward equations ∂ ∂s
with boundary condition P (t, t) = I (the identity matrix), the solution of which can be written in terms of a product integral,
The product integral may be defined in a number of (equivalent) ways, one of which is in terms of the Peano-Baker series
Since state p + 1 is absorbing, we have the following structure of the intensity matrices,
The resulting structure of P (s, t) is then (see [2] )
Let the row vector π = (π 1 , ..., π p ) denote the initial distribution of X t which is assumed to be concentrated on the transient states, i.e. π i = P(X 0 = i) and
is then said to have an inhomogeneous phase-type distribution with parameters (π, T (t)) and we write τ ∼ IPH(π, T (t)). From (4), it can be shown that τ has a density
and distribution function
Here t(x) = −T (x)e (column vector) and e is the column vector of ones. If all T (t 1 ) and T (t 2 ) commute, then the density f and the distribution function F of τ simplify to
where exp(·) denotes the matrix-exponential function. If T (t) = λ(t)T , where λ(t) is some known non-negative real function and T is a sub-intensity matrix, then we shall write τ ∼ IPH(π, T , λ) instead of IPH(π, T (t)). In this case, f and F further simplify to
where t = −T e. The classical time-homogeneous case of PH distributions is regained for λ(s) ≡ 1, in which case
and we write τ ∼ PH(π, T ). The latter has Laplace transform
which is a rational function of u, and moments given by µ n = E(τ n ) = n!π(−T ) −n e.
Matrix Mittag-Leffler distributions
Let us now derive a matrix version of the Mittag-Leffler distribution by defining its Laplace transform and identifying the distribution associated to it. To this end, in view of (5) and (2) consider the function (6) φ(u) = π(u α I − T ) −1 t for 0 < α ≤ 1, where (π, T ) is a PH generator.
Theorem 3.1. φ(u) is the Laplace transform of a probability distribution.
Proof. Let g(u) = u α and
). Now T − u α I is a sub-intensity matrix for all u ≥ 0 and therefore (u α I −T ) −1 is a non-negative matrix (Green matrix, see [8, p.134] ). Thus
which has sign (−1) n . Concerning g,
has sign (−1) j+1 . We shall employ Faá di Bruno's formula,
where the summation is over n-tuples for which
Hence all terms in the summation have the same sign (−1) n , and we conclude that also the sum itself has sign (−1) n , i.e. sign(φ (n) (u)) = (−1) n . Since φ(0) = π(−T )t = π(−T )(−T e) = πe = 1, the result then follows with Bernstein's theorem (see [15, 
is the Laplace transform of a probability distribution, which may also be useful in other contexts.
Definition 3.3. Let (π, T ) be a PH generator and let 0 < α ≤ 1. A random variable X is said to have a matrix Mittag-Leffler distribution, if its Laplace transform is given by
In this case we write X ∼ MML(α, π, T ).
Theorem 3.4. Let X ∼ MML(α, π, T ). Then the density function for X is given by
Proof. We show that f has the required Laplace transform. For u sufficiently large one has
The result for all u ∈ [0, ∞) then follows by analytic continuation.
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Corollary 3.5. Let X ∼ MML(α, π, T ). Then the cumulative distribution function for X is given by
Proof. The derivative of this function is
which indeed coincides with the density. It remains to note that F satisfies the boundary condition F (0) = 0.
One can now realize that the matrix ML distribution provides an extension of representation (3) in the following way:
where W ∼ PH(π, T ), and S α is an independent (positive stable) random variable with Laplace transform given by exp(−u α ).
Proof. Simply note that
Corollary 3.7. Let X ∼ MML(α, π, T ). The fractional moments of order ρ < α ≤ 1 are given by
Proof. It is known [28] that the fractional moments of a random variable S α with Laplace transform exp(−u α ) are given by
From [8] we know that the νth fractional moment of a random variable W with PH(π, T ) distribution is given by
By Theorem 3.6, and setting ν = ρ/α, X will have the ρth fractional moment given by
Remark 3.8. Representation (7) is not only useful for establshing closed-form formulas, but it also suggests a simple and efficient simulation technique for X. Simulation algorithms for PH and stable distributions are for instance available in the statistical software R via the packages actuar and stabledist, respectively.
Example 3.1. Consider X ∼ MML(α, π, T ) where (π, T ) is the PH representation of an Erlang distribution with p (p ∈ N) stages and intensity λ, i.e. π = (1, 0, ..., 0) and
In this case 
where γ is a simple path enclosing −λx α , and where in the last step we used the residue theorem. Note that this corresponds to the GML random variable given already for general shape parameter p = β ∈ R + in (3) (although this explicit form of the density was not given in [19] ). Figure 1 depicts the density for a particular choice of parameters. where
! denotes the density of an Erlang distribution and θ i ≥ 0 are weights with θ i = 1. Then it follows immediately from Example 3.1 that the corresponding MML distribution has density
In Figure 2 , a trimodal density is depicted, corresponding to log(X), with X ∼ MML(α, π, T ), for a mixture of three Erlang PH components. 
In Figure 3 four such densities are plotted.
An interpretation in terms of random scaling
Recall that a main purpose of introducing inhomogeneous phase-type distributions in [2] was to allow more flexible dense classes of distributions for modelling risks. It may be natural to go even one step further and randomize the timeinhomogeneity. That is, instead of imposing a deterministic time change in the PH construction (as described in Section 2.3), let us allow for a random scaling factor. Let us correspondingly define a random time-inhomogeneous Markov jump process X t as a jump process with state space E = {1, 2, . . . , p, p + 1}, where p + 1 is an absorbing state, the remaining states being transient, and the intensity matrix given by
where t(t) = −T (t)e, e = (1, 1, . . . , 1) T , 0 = (0, 0, . . . , 0), π = (π 1 , . . . , π p ),
and the independent, positive random variable Y is a random scaling factor. For the resulting absorption time
Note that the special case Y ≡ 1 corresponds to the IPH class in Section 2.3.
for a random variable Y with density g. Then the density f and distribution function F of τ are given by
Proof. Since the dynamics of the inhomogeneous Markov process and Y are independent, it follows that
where τ 0 ∼ IPH(π, T (t)). Denote by X 0 t the underlying inhomogeneous Markov process associated to τ 0 . From [2] it is known that
which implies, by conditioning on the last visited state before absorption, that the density f 0 of τ 0 is given by
and hence
as well as
If the matrices T (t 1 ), T (t 2 ) commute for all choices of t 1 , t 2 ≥ 0, we have
and the following simplification is available.
for a random variable Y with density g. If T (t 1 ), T (t 2 ) commute for all t 1 , t 2 ≥ 0, then the density f and distribution function F of τ are given by
If furthermore we can write T (t) = λ(t) T , the intensity matrix (8) takes the form
in which case we write τ ∼ RIPH(Y, π, T , λ). The following result is then immediate. 
This setup then allows for the following representation theorem.
Theorem 4.4. Let τ ∼ RIPH(Y, π, T , λ) for a strictly increasing function λ(t).
Let h be given by
Proof. We calculate
which is precisely the law of τ .
Remark 4.5. In view of Theorem 3.6 the matrix Mittag-Leffler random variable X ∼ MML(α, π, T ) can hence be interpreted as a particular random scaling of a phase-type distribution τ 0 ∼ P H(π, T ) with h(x) = x 1/α (translating into λ(t) = αt α−1 ) and heavy-tailed random scaling factor Y = S α . As we will illustrate in Section 5, this represents a particularly versatile yet simple class of random variables for fitting purposes of real data. Remark 4.6. For any random variable W with cumulative distribution function F W , it is possible to write
where E is a unit mean exponential random variable. For modeling purposes, the rationale in [2] can be interpreted as approximating the transformation function h W before-hand by some function h (in absence of the knowledge of W ) and then replacing E with a general PH distribution, providing flexibility for the fit with often explicit formulas for the resulting random variable. The matrix-Pareto distributions defined in [2] are then the special case Y ≡ 1 and (up to a constant) h(x) = e x − 1 in (9), which entails λ(t) = 1/(1 + t). The fitting in that case is particularly parsimonious for distributions 'close' to a Pareto distribution (where the distance concept here is then inherited from the distance in the PH domain after the log-transform). The general representation (9) , in contrast, allows to introduce a potential heavy-tail behavior also through the random scaling factor Y , providing more flexibility for the shape of the function h(x) = x 1/α (through the choice of α) in a fitting procedure while keeping the resulting expressions tractable.
Statistical modeling using MML distributions
In this section we present some examples of MML distribution fitting to data. Let us start with an illustration of the maximum likelihood fitting performance to simulated data.
Example 5.1. We simulate 300 observations from X ∼ MML(α, π, T ), with a mixture of Erlang PH component, with parameters chosen in such a way that the log-data is trimodal. The corresponding maximum likelihood fit is depicted in Figure 4 (for visualization purposes the scale of the x-axis is logarithmic). The true parameters are m = 3, α = 0.9, The negative log-likelihood at the fitted parameters was 1020.102, compared to 1023.963 at the true parameters (i.e., in the likelihood sense, the fitted model even outperforms the true model for the simulated data points). Note that the tri-modal shape of the underlying density is nicely identified here (which in pure PH fitting would typically not work as smoothly). We also provide a Hill plot of the simulated data, where the heavy-tailed behaviour can be clearly appreciated.
The fact that MML distributions behave in a Pareto manner with parameter α ∈ (0, 1] in the tail can be seen from (7). Since such a tail will be too heavy for most applications, we introduce a simple power transformation to gain flexibility for the tail behavior, which particularly allows lighter tails as well.
and refer to it as the class of Power-MML (PMML) distributions.
The density function of a PMML(α, π, T , ν) distribution is given by
which will be needed for the maximum likelihood procedure below.
Example 5.2. We consider a real-life motor third party liability (MTPL) insurance data set which was thoroughly studied in [1] , mainly from a heavy-tailed perspective (referred to as "Company A" there). The data set originally consists of 837 observations, having the interpretation of claim sizes reported to the company during the time frame 1995-2010. The data are right-censored, and were analyzed recently in [6] using perturbed likelihood with censoring techniques. For the present purpose, we solely focus on the ultimates, which consists of imputing an expert prediction of the final claim amount for all claims which are still open, i.e. right-censored. We restrict our analysis here to the largest 800 observations, since the inclusion of the 37 smallest claims lead to a sub-optimal fit, but are somehow irrelevant for modeling purposes. For convenience, we divided the claim sizes by 100, 000. The heavy-tailed nature of the data suggests that using MML distributions to model the claim sizes is appropriate. Recently, in [7] , a tail index of α −1 = 0.48 was suggested through an automated threshold selection procedure, using a novel trimming approach for the Hill estimator. Since this (or also other much rougher pre-analysis techniques like Pareto QQ-plots) suggests a finite mean, we employ the PMML distributions for the present purpose. This is in fact advised as a general procedure, since in situations where a pure MML fit is appropriate, the fitting procedure will suggest a value for ν close to 1 anyway. The maximum likelihood procedure identifies here a surprisingly simple PMML distribution as adequate, namely with a PH component just being a simple exponential random variable: α = 0.3025553,T = −0.08293046,ν = 6.941576.
More complex PH components turn out to indeed numerically degenerate into this simple model again. The resulting model density is hence given by
The adequate fit can be appreciated in Figure 5 . Observe that the maximum likelihood approach is concerned not only with the tail behaviour but also with adequately fitting the body of the distribution. Nonetheless, the tail index of the PMML fit is given by (α ·ν) −1 = 0.4761427, which is strikingly(!) close to the 0.48 suggested in [7] . A previous approach to describe the entire data set by one model was given in [1, p.99] , where a splicing point was suggested for this data set at around the 20th largest order statistic, based purely on expert opinion. A semi-automated approach in [7] suggested splicing at the 14th largest data point. Notice that not only does our model fit the data well and is much more parsimonious, but it also circumvents threshold or splicing point selection completely.
Phase-type distributions are weakly dense in the set of all probability distributions on the positive real line. However, often a very large dimension of the PH distribution is needed to get a decent fit to data. Here, we show an example of how the class of PMML distributions can be used to reduce the dimension of a PH fit, thanks to the increased flexibility that the randomization with an α-stable distribution and the power function (·) 1/ν provide.
Example 5.3. We consider n = 500 simulated data points X 1 , . . . , X n following a mixture of two Erlang (40) The (back-transformed) fitted density is plotted in Figure 6 , along with a histogram of the original PH data points. We also include a fitted density using a pure PH distribution of the same dimension and kind: a mixture of two Erlangs of three phases each. We observe how transforming the data into the heavy-tail domain, fitting a PMML and then back-transforming adds only two extra parameters and improves the estimation dramatically. Additionally, a Hill plot of the transformed data is provided, which shows that the tail index corresponds to α −1 ≈ 0.1, such that it is necessary to use the PMML class, as opposed to only the MML. For reference, the resulting tail is (α ·ν) −1 = 0.223427, but here the quantification of the tail behaviour is not the main focus of the estimation, and used only qualitatively. The additional Hill plots of simulated paths of the estimated model in Figure 6 show how the hump at the middle of the Hill plot is not a random fluctuation, but rather a systematic feature. Figure 6 . Left panel: a back-transformed PMML fit (red) using a 6-dimensional matrix representation, and a pure PH fit (blue) of the same dimension, to an 80-dimensional PH simulated data set. Right panel: Hill plot of the transformed data (black, solid), together with Hill plots for simulated data from the resulting estimated model (red, dashed).
Conclusion
In this paper we defined the class of matrix Mittag-Leffler distributions and derived some of its properties. We identified this class as a particular case of inhomogeneous phase-type distributions under random scaling with a stable law, which together with its power transforms is surprisingly versatile for modeling purposes. We illustrate the latter with several examples, and show that this class can simulataneously fit the main body and the tail of a distribution with remarkable accuracy in a parsimonious manner. It also turns out that the flexibility of this heavy-tailed class of distributions can make it worthwhile to transform data into the heavy-tailed domain, fitting the resulting data points and then transforming them back. It will be an interesting direction for future research to further explore the potential of such fitting procedures, both from a theoretical and practical perspective.
