Numerical analysis methods are often employed to improve the efficiency of the design and application of the source-stirring reverberation chamber. However, the state of equilibrium of the field inside the chamber is hard to reach. In this paper, we present a fast simulation method, which is able to significantly decrease the simulation time of the source-stirring reverberation chamber. The mathematical model of this method is given in detail and home-made FDTD code is employed to conduct the simulations and optimizations as well. The results show that the implementation of the method can give us the accurate frequency response of the source-stirring chamber and make the simulation of source-stirring chamber more efficient.
Introduction
Reverberation chamber (RC) is a kind of test facility for EMC, EMI, and antenna measurements [1] [2] [3] [4] . As a new type of RC, the source-stirring reverberation chamber (SSRC) was proposed recently and attracted much notice [5] [6] [7] [8] . The FDTD method is a suitable simulation tool of RCs [9] [10] [11] , especially for SSRCs since they are often designed to cover a broad frequency range, and there are no irregularly shaped mechanical stirrers in SSRCs [12, 13] . However, SSRCs are generally made of good conductors that cause little loss in the chamber. It often takes a long time for the signal inside to reach the condition of equilibrium, which turns to a huge CPU time for the simulation of SSRCs. Previous studies showed that it costs at least 24 hours for simulating a medium size chamber for just one stirring step on personal computers [14] . Thus accelerating the speed of simulation is one of the challenges in the study of SSRCs.
One way to improve the computational efficiency is introducing additional losses to the chamber [15] . Adding some lossy objects or materials to the chamber can make the electromagnetic signal in RCs attenuate more quickly, but excessive loads in the chamber could degrade the field uniformity and field level, which makes the performance of the chamber unacceptable. Another way to accelerate the simulation of RCs is adding artificial loss to the volume inside the chamber [16] , but parameters such as conductivity of the medium inside the cavity used in this method are frequencydependent. If the wide-band result is required, the FDTD iteration has to be conducted repeatedly with the parameters averaged in different narrow bands.
Instead of introducing additional losses in the working volume or on the wall, another method can also be used to accelerate simulation of SSRCs. This method allows us to obtain the frequency response of a nonideal lossy chamber by simulating an ideal lossless chamber and conducting a postprocessing technique on the simulation results. We can obtain a wide-band frequency response of the chamber by running the FDTD iteration just once and subsequently applying the postprocessing at different narrow bands. Although the postprocessing technique was presented in [17, 18] , there are still some problems. For example, different damping functions are used in these two previous studies and both got the desired results, which is contradictory to each other. In this paper, we give the right form of the damping function. Besides, we first time use the postprocessing technique to simulate the frequency response in a source-stirring chamber and the simulation configuration is specified in detail. In addition, we further discuss and optimize the postprocessing technique in This paper is organized in four sections. The mathematical model of the postprocessing technique and the quality factor ( factor) of the chamber is analyzed theoretically in Section 2. The simulation configuration of FDTD method and numerical results of chambers are shown in Section 3. The discussion and optimization of the fast simulation method are described in Section 4.
Mathematical Model

The Postprocessing
Technique. Suppose a pulse excites the ideal lossless chamber, the chamber can seem to be a system, and an arbitrary scalar electric field ( ) sampled in the working volume of the chamber is the response of the pulse. The corresponding frequency response of the chamber is ( ), which can be written as
where is the index of the resonant frequencies and * is the set of nature numbers.
is the coefficient of each resonant frequency and denotes the resonant frequencies of the chamber. The resonant frequencies can be also calculated analytically using
where , , and represent the dimensions of the chamber. Because it is a lossless cavity, the chamber response ( ) will never vanish once the chamber is excited by the pulse and we can not get the frequency response of an endless temporal signal. The response ( ) should be cut by a time window ( ) of duration and multiplied by a damping function associated with the factor of the lossy chamber, which can be written as
where ( ) is a rectangular time window
and ( ) is a damping exponential function
In (5), 0 is the center frequency of the narrow bandwidth where we apply the postprocessing technique and value of factor is the average value of the quality factor of chamber in the desired frequency band. The Fourier transform of ( ) is
where ( ) is the Fourier transform of the damping function that can be written as
Suppose ( ) * ( ) equals ( ), which can be indicated in the time domain as ( ) ⋅ ( ) ≅ ( ), which implies that ( ) ≈ 0. If we use ( ) < 0.01 as the criterion, we obtain the restriction of duration of the time window, which can be written as
and with this restriction, we rewrite (6) as
and substituting (7) for ( ) in (9), we get
Since the factor of the SSRC varies with frequencies and the value of is calculated using the desired center frequency 0 , this equation is only valid over a narrow frequency band centered at 0 .
Calculation of the
Factor. factor is an important parameter measuring the ability of RCs to store the energy. The value of the factor of the lossy chamber depends on the inherent loss mechanism of the chamber and the additional loads [15] . It is defined concisely as
where 0 is the operating frequency, is the energy stored in the chamber, and is dissipated power. For a lossy RC without additional loadings, the losses in the chamber walls, antennas, and equipment under test are the dominant loss mechanisms, and they can be approximately calculated as
where , , and are the dimensions of the chamber, and are the volume and surface of the cavity, and represents the skin depth of the cavity wall as
where and are frequency and permeability of the wall.
eff is the equivalent conductivity of the chamber wall, which means the loss of the chamber wall accounts for all the other loss mechanisms.
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Simulation of the Chambers
Setup and Configuration of the Simulations.
Simulations of two chambers are conducted. One is the chamber with PEC walls (lossless chamber), which is also the prototypical chamber employing the postprocessing technique. The other one is a cavity with the walls of good conductors (lossy cavity), which will be used to assess the feasibility of the fast simulation method. In other words, we get and process the temporal signal from the lossless chamber, then transform it to frequency domain, and compared it with the reference frequency signal obtained from the lossy cavity. The conductivity of the walls of the two chambers is set as PEC = 10 7 and eff = 5000, respectively. Except for the conductivity, these two chambers have the same configurations in terms of the dimensions, which are specified as follows: The dimensions of the chambers are 3 m × 4 m × 2.5 m and the thickness of the chamber wall is 0.025 m. For the sake of simplicity, a dipole antenna operating from 400 MHz to 480 MHz is used as the transmitting antenna. In the Cartesian coordinate system, the dipole is centered at (0.5, 1, 1) alongaxis and excited by a Gaussian pulse, which is indicated by a red dot in Figure 1 . Two observation points P 1 (1.5, 2.5, 1.8) and P 2 (2, 3, 1), shown as green diamonds in Figure 1 , are selected to record the electric field during the simulation.
We use a home-made software package CEMS [19] , which is based on the FDTD method and is able to run on both CPU and GPU to do the numerical analysis of these two chambers.
The Time Domain
Results. The simulation of the lossless chamber is conducted first. The size of Yee's grid along , , and directions is 0.025 m and the time duration of each step is about 45.7 ps. Because there is no electromagnetic wave propagating out of the chamber, the boundaries on positive/negative , , and sides are all PEC. If the total number of simulation steps of the lossless chamber is 1 million, the corresponding signal length is 46 s. The electric fields observed at points P 1 and P 2 are shown in Figure 2 .
It is worth noting that the magnitude of the component is larger than the magnitude of and components due to the orientation of the dipole antenna, which is the same as the results of previous studies [7] . We will only discuss the component of the electric field in the subsequent part of Section 3 and Section 4, since the three components of the electric field have the same characteristics, but the component is the most dominant.
For the lossy chamber, we use the same mesh and time step for the FDTD iteration. In order to calculate the accurate frequency response of the pulse, we should keep the program running until the field observed attenuates to zero, which needs 8 million iteration steps. This simulation costs the personal computer nearly 15 hours. The component of electric field measured at P 1 and P 2 in this lossy chamber is shown in Figure 3 . The magnitude of the field is almost zero when the time equals 3.66 × 10 −4 s. E y at point P 2 E y at point P 1 Figure 3 : The components of electric field observed at P 1 and P 2 in the lossy cavity. lossless cavity. The first step to implement the postprocessing technique is to add a time window ( ) and damping function ( ) to the electric field signal. The damping function is presented in (5) and the length of the time window can be determined by (8) . The factor in these two functions is 1996 at frequency 0 = 440 MHz, which is calculated via (11) and (12) . When the time window 1 ( ) = 7.2 ms, the lossless signal and damped signal are shown in Figure 4 .
Implementation of Postprocessing Technique and Fast
The time for the signal attenuating to zero in the simulation of the lossy cavity is much longer than the time window 1 ( ) used to cut the lossless signal, and the comparison of the attenuating signal from lossy cavity and damped signal is shown in Figure 5 .
From the comparison we can see that the length of the lossy signal is at least 50 times longer than that of the damped signal from the lossless chamber, which means large amount of simulation time is saved. It is very important for the simulation of the SSRC because the simulation of the chamber must be conducted for enough "stirring steps" to get the desired statistically uniform electromagnetic environment inside the cavity.
The fast Fourier transform (FFT) of the damped signal and the attenuating signal from the lossy chamber is performed. Since the frequency response of the damped signal can only be valid around the center frequency 0 = 440 MHz and the operating frequency of the dipole antenna is from 400 MHz to 480 MHz, therefore we choose to do the FFT from 420 MHz to 460 MHz. Figure 6 shows that the frequency waveform of the damped signal, which is postprocessed, does not match that of attenuated signal from the lossy cavity very well especially at some frequencies where the peaks exist. Thus, we further discuss various conditions of the fast simulation method of the SSRCs. In order to measure the effect of the time window on the frequency results, the error function which compares the difference between the signals from the lossless and lossy cavity is defined as
Optimization of the Postprocessing Technique
where damped ( ) and lossy ( ) is the frequency waveform of damped signal and lossy signal, respectively. The errors of the waveform in the frequency domain in the case of the time windows 1 ( ) and 2 ( ) are shown in Figure 9 . The error waveforms are the same in these two cases, which also proves that the change of the time window has no effect on the frequency results from the lossless cavity.
In the second attempt, a coefficient is introduced to the damping function ( ). We add the coefficient to (5), which can be rewritten as
If the value of the coefficient = 1/3, and the proper length of time window ( ) = 2 ( ) is chosen here, the damped signal and lossy signal in the time domain are shown in Figure 10 , and the frequency waveforms of these two signals are shown in Figure 11 . Figure 11 illustrates that the introduction of the coefficient improves the frequency waveform on the basis of the time decreases to almost zero over the whole frequency range in the case of 3 ( ) and = 0.2, which means this condition gives the best match of the damped signal (obtained in the lossless cavity and postprocessed) to the reference lossy signal (obtained in the lossy chamber) in the frequency domain.
The length of the time window should be chosen depending on the purpose of the simulation of the chamber. The time window should be larger if one is interested in the accurate field inside the chamber, and for other purposes such as the optimization of the transmitting antenna, the minimum time window can be used.
The postprocessing technique allows us to obtain the frequency response of the real lossy chamber via the FDTD iteration of the lossless chamber. The simulation time of this method is also very short compared to traditional simulation method of SSRCs. All the simulations are run on both a personal computer (GPU: GeForce GTX 750 Ti, 2 G Ram) and a server (GPU: GeForce GTX TitanX, 12 G Ram). The iteration steps, the length of the signal, and the simulation time of lossless cavity in terms of different cases and the lossy cavity are shown in Table 1 . The time spent on the FDTD iteration of the lossless cavity on a PC is much shorter than the time of the lossy cavity. The simulation time is even shorter if we conduct the simulation on a server. The short simulation time of the SSRCs can greatly improve the efficiency since the simulation should be run for dozens of times at each stirring step to get the accurate statistical characteristic of the chamber. And this fast simulation method makes it possible to run the full wave simulation of SSRCs on a PC. 
Conclusion
The fast simulation method of the SSRC is presented in this paper. In this method, one does not have to wait long for the state of equilibrium to get the frequency response of a lossy chamber. To implement this method, the FDTD iteration of a lossless chamber and the postprocessing technique of the FDTD results are required. The theoretical model of the postprocessing technique, the factor used to represent the loss mechanism of the lossy chamber, and the setup configuration of the FDTD method are all introduced. In order to verify this fast simulation method, both a lossy and a lossless cavity are simulated. The simulation results of these two SSRCs are given in detail, which show that the fast simulation method can achieve the good frequency response of the chamber and reduce the simulation time dramatically. Although the frequency response is obtained in a narrow band in this paper, we can get the frequency response for a wider band by applying this method to other center frequencies. More importantly, repetitive FDTD iteration is not needed to expand the frequency results. The further discussion of the postprocessing technique shows that proper application of time window and coefficient in the damping function can further improve the accuracy of frequency waveform of the simulation results.
