It is known that there are infinitely many primes ≡ 1 (mod n) for any integer n > 1. In this paper, we use an elementary argument to prove that the least such prime satisfies p ≤ 2 φ(n)+1 − 1, where φ is the Euler totient function.
Introduction
Dirichlet's well known prime number theorem [2] essentially states that, if a and n are relatively prime integers, there exist infinitely many primes in the arithmetic progression a, a + n, a + 2n, · · · . The proof of this theorem is not very elementary [16, 17] . However, many simpler proofs are known for the particular case a = 1 [3, 4, 5, 10, 12, 13, 14, 15, 19] .
Linnik [8, 9] proved that, if (a, n) = 1, there are absolute constants c 1 and c 2 , such that the least prime ≡ a (mod n) satisfies p ≤ c 1 n c2 . His proof employs analytic methods. In 1992, it was proved by Heath-Brown [6] that the value of the constant c 2 could be taken as 5.5. Recently this value was improved to 5.2 by T.Xylouris [20] . The value can further be improved to c 2 = 2 + , provided the Generalized Riemann Hypothesis is assumed. In a private communication, we learn that J. Oesterle proved, by assuming Generalized Riemann Hypothesis, that p ≤ 70n(log(n)) 2 , for all n > 1. These results are not elementary and involve a detailed study of zeroes of Dirichlet L-functions. Consequently, simpler proofs of bounds in special cases are sought after. Recently, Sabia and Tesauri [13] gave an elementary argument using divisibility properties of the nth cyclotomic polynomial to prove the bound (3 n − 1)/2 for the least prime p ≡ 1 (mod n), n ≥ 2. The bound 2 n + 1 for the same was given by S.S Pillai [11] , in 1944, using divisibility properties of the numbers 2 n + 1, but this result did not receive much attention since it was mentioned as a lemma.
In this paper, we build upon the idea employed in [13] to prove the following result.
Theorem 1. For a given integer n ≥ 2, the least prime p ≡ 1 (mod n) satisfies
where φ(n) is the Euler totient function.
Preliminaries
For any integer n ≥ 1, the n-th cyclotomic polynomial can be defined as:
This is a polynomial of degree φ(n) whose roots are the primitive n-th roots of unity. It is known that Φ n (x) is a monic irreducible polynomial over Q with integer coefficients and that
. A suitable form for Φ n (x) can be obtained using the Möbius function, µ(n), which is defined as
It can be seen that µ is a multiplicative function, that is, µ(mn) = µ(m)µ(n) whenever (m, n) = 1. Some of the properties of the Möbius function are stated in the following Lemma.
We state two more lemmas which will be useful. Their proofs can be found in the references cited.
Lemma 3. ([13])
For any integer b ≥ 2, the prime factors of Φ n (b) are either prime divisors of n or are ≡ 1 (mod n). Moreover, if n > 2, any prime divisor of n can divide Φ n (b) only to the exponent 1, that is,
This lemma was used by Sabia and Tesauri [13] to prove that the least prime
Lemma 4. ( [7] ) For every integer n > 2, n = 6, we have,
Also, we will use the following identity. For x ∈ [0, 1), we have
Theorem 5. For any integers n ≥ 2 and b ≥ 2, we have,
Proof. From Lemma 2, we know
We define
It is enough to show that
We shall first prove the upper bound:
By the equation (2),
Case 2. µ(n) < 0
In this case, n = p 1 p 2 · · · p k , k being odd. Hence for any prime p | n, we have µ(n/p) = 1. Let q be the least prime divisor of n. Any divisor of d of n which is = 1 and not a prime is ≥ q 2 . Now,
Thus, the upper bound follows. Now, for the lower bound, we see that case µ(n) ≤ 0 is analogous to the upper bound for the case µ(n) ≥ 0. Similarly, the case µ(n) > 0 is analogous to the upper bound for the case µ(n) < 0. Hence, we omit the proof for the lower bound here. This completes the proof.
Proof of Theorem 1.
Proof. For a positive integer n, let s(n) denote the square free part of n. Having proved Theorem 5, we observe that, for any integers b > 1 and n > 2; if the
holds, then Φ n (b) > s(n). Using Lemma 3, we can conclude that there exists atleast one prime p | Φ n (b) such that p does not divide n, and hence this prime must be ≡ 1 (mod n). Then, p | Φ n (b) implies that p ≤ Φ n (b). Using Theorem 5 once again, we obtain,
This gives us an upper bound for p. Theorem 1 gives the closest possible upper bound using this method. In order to prove it, we must put b = 2 in the above discussion and examine the corresponding inequality obtained by putting b = 2 in (1):
If this inequality holds for all integers n ≥ 2, then we are done. From Lemma 4, we know that φ(n) ≥ √ n, for all integers n > 2 except n = 6. Hence,
for all n > 2, n = 6. It is enough to prove that 2
Since we know that n ≥ s(n), consider the following real valued function:
It can be checked that this is an increasing function for x > (2/ log 2) 2 ≈ 8.325. The first integer value of x for which this function is positive is 40. This means that the function takes positive values for all integers n ≥ 40. Thus,
This proves Theorem 1 for integers n ≥ 40. When n = p, a prime, Φ p (2) = 2 p − 1 > p for all primes p ≥ 2.
Now, we shall prove that Theorem 1 is true for all composite numbers n ≤ 39. It is enough to show that Φ n (2) > n
holds for integers n, with 2 ≤ n ≤ 39. This can be checked by computing the values of Φ n (2) for these integers. We list the results as follows: It can be seen that (6) holds for all n such that 2 ≤ n ≤ 39, except for n = 6. For n = 6, Theorem 1 easily follows with p = 7. This proves Theorem 1.
