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Abstract
Semiclassical approximation based on extracting a c-number classical component from
quantum field is widely used in the quantum field theory. Semiclassical states are consid-
ered then as Gaussian wave packets in the functional Schro¨dinger representation and as
Gaussian vectors in the Fock representation. We consider the problem of divergences and
renormalization in the semiclassical field theory in the Hamiltonian formulation. Although
divergences in quantum field theory are usually associated with loop Feynman graphs, di-
vergences in the Hamiltonian approach may arise even at the tree level. For example,
formally calculated probability of pair creation in the leading order of the semiclassical
expansion may be divergent.This observation was interpretted as an argument for con-
sidering non-unitary evolution transformations, as well as non-equivalent representations
of canonical commutation relations at different time moments. However, we show that
this difficulty can be overcomed without the assumption about non-unitary evolution. We
consider first the Schrodinger equation for the regularized field theory with ultraviolet and
infrared cutoffs. We study the problem of making a limit to the local theory. To consider
such a limit, one should impose not only the requirement on the counterterms entering to
the quantum Hamiltonian but also the requirement on the initial state in the theory with
cutoffs. We find such a requirement in the leading order of the semiclassical expansion
and show that it is invariant under time evolution. This requirement is also presented as
a condition on the quadratic form entering to the Gaussian state.
Keywords: quantum field theory, semiclassical expansion, renormalization, diver-
gences, Schro¨dinger equation, complex-WKB method, pair creation, external field, canon-
ical commutation relations, quantization.
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1. Introduction
Semiclassical approximation is of widely use in quantum field theory. Examples of
applying this approximation are:
(i) qunatization in the vicinity of soliton solutions to the classical field theory [1,2,3];
(ii) investigation of processes in strong external electromagnetic and gravitational
fields [4,5,6,7];
(iii) Gaussian approximation of refs. [8,9,10].
To construct semiclassical theory, one usually starts from considering the field model
with action depending on fields ϕ and small paremeter g as follows,
1
g
S[ϕ
√
g]. (1)
Then one extracts classical part of the field which is large, of order 1/
√
g, according to the
following formula,
ϕ = Φc/
√
g + φ (2)
Substituting eq.(2) to eq.(1), one finds that the leading order of the action (1) is quadratic,
1
2
φ
δ2S
δΦcδΦc
φ+ const, (3)
since the term which is linear in φ vanishes because of the classical equations of motion.
Since the field theory (3) is the theory with quadratic Lagrangian, it is exactly solv-
able. Quantization of the action (3) leads to the Schro¨dinger equation with quadratic
Hamiltonian depending of the creation and annihilation operators a±(k) as follows,
Hˆ2 = [
1
2
a+Aˆta+ + a+Bˆta− +
1
2
a−Aˆt∗a−] + γt, (4)
where notations like a±Oˆa± are used for bilinear forms in creation and annihilation op-
erators,
∫
dkdpa±(k)O(k,p)a±(p), k and p are momenta of particles, the operator with
the kernel O(k,p) is denoted by Oˆ, γt is a number.
Note that the coefficients At, Bt are time-dependent for the case of non-stationary
classical field solutions,
To construct exact solutions to eq.(3), one can use the following Gaussian ansatz for
the vector of the Fock space,
ct exp(
1
2
a+Mˆ ta+)Φ(0), (5)
Eq. (5) obey the quadratic Schro¨dinger equation if
i
˙ˆ
M
t
= Aˆt + BˆtMˆ t + Mˆ t(Bˆt)T + Mˆ tAˆt∗Mˆ t. (6)
However, in this approach the problem of divergences and renormalization in quantum field
theory are not taken into account. This leads to some difficulties in the semiclassical field
theory which have been studied in refs. [4,11]. Namely, expression (5) really determines
1
the vector of the Fock space if and only if [12] the kernel of the operator Mˆ t, M t(k,p) is
square integrable, ∫
dkdp|M t(k,p)|2 <∞, (7)
because the two-particle component of the vector (5) that corresponds to creation of the
single pair of particles with momenta k and p isM t(k,p), so that expression (7) is the full
probability of pair creation. This probability should be finite. However, evolution of the
quantity (7) is prescripted by eq.(6). It was found in refs.[11,4] that for some field models
like quantum gravity or QED the quantity (7) may be divergent even if it converged at
the initial time moment.
This difficulty of semiclassical theory lead to the assumption that time evolution in
quantum field theory is non-unitary, so that one should consider non-equivalent represen-
tations of the canonical commutation relations [11,13].
We will show in this paper that this difficulty can be overcomed in the leading order
of the semiclassical expansion without the assumption about non-unitary evolution.
We will consider the renormalization procedure in the Hamoiltonian formulation. It
will be shown that state vectors of the linearized quantum theory (3) are not in one-to-one
correspondence with elements of the renormalized state space. This means that not the
condition (7) but another condition should be imposed on the function M t(k,p). Namely,
the functionM t(k,p) is the probability amplitude to emit bare particles. However, physical
particles are not identical to bare particles, because one should consider also the processes of
self-interaction (see, for example, [14]); there is ”dressing transformation” that transforms
bare particles to physical particles. We will analyse this transformation and find the more
complicated condition on the quadratic form entering to the Gaussian state (5) which will
provide the convergence of all probabilities computated for physical particles.
This paper is organized as follows. Section 2 deals with semiclassical approximation
for the field theory with ultraviolet and infrared cutoffs. Since the divergences do not arise
in such a regularized theory, one can investigate the semiclassical asymptotics rigorously.
We will also associate this semiclassical approach with the functional - Schro¨dinger - equa-
tion variational approach suggested in [8,9,10]. It will happen that these approaches are
equivalent at small values of g. In section 3 we will consider the problem of making limit to
the local field theory. We will study conditions on the regularized Hamiltonian and on the
possible states which are necessary to make the renormalized theory finite in the leading
order of the semiclassicla expansion. We will construct ”dressing transformation” by using
the Bogoliubov method [15,16] of variable intensity of the interaction. We will find the
correct condition on M t instead of (7). Section 4 deals with the direct analysis of eq.(6).
We will find that the obtained condition onM t is invariant under time evolution, so that it
is not necessary to consider non-unitary evolution or non-equivalent representations of the
canonical commutation relations at different time moments. Section 5 contains conclusion
remarks and discussions of the obtained condition on M t.
2. Semiclassical approximation for the regularized field theory
This section deals with constructing the semiclassical asymptotics in quantum field
theory. For the simplicity, we consider in this paper the case of the single scalar field only,
2
because other cases can be considered analogously. We will study the action of the form
S[ϕ, g] =
∫
dx[
1
2
∂µϕ∂
µϕ− m
2
2
ϕ2 − 1
g
Vint(
√
gϕ)], (8)
where x = (x0, ..., xd), Vint(Φ) = O(Φ
3), ∂µ = ∂/∂x
µ.
It is well-known that quantization of the field theory with the action (8) lead to ultra-
violet and volume divergences. Therefore, one usually studies the action with ultraviolet
and infrared cutoffs instead of (8). The regularized action is
S0Λ,L[ϕ, g] =
∫
dx[
1
2
∂µϕ∂
µϕ− m
2
2
ϕ2]−
∫
dxχ(x/L)
1
g
Vint(
√
gϕΛ(x0,x)], (9)
where
ϕΛ(t,x) =
∫
dyρ(Λ(x− y))ϕΛ(t,y),
χ and ρ are smooth and rapidly damping functions, χ(0) = 1,
∫
dzρ(z) = 1. If Λ, L→∞
then action (9) takes the form (8).
However, the corresponding quantum field theory is not well-defined as Λ, L → ∞.
To make this limit, Λ, L→∞, possible, one should add to (9) the counterterms:
S0Λ,L + S
ct
Λ,L, (10)
where the added term SctΛ,L(ϕ, g) depends on the small parameter g like this:
Sct(ϕ, g) =
∑
n≥1
gn−1SnΛ,L(ϕ
√
g)
. The purpose of the functional SnΛ,L is to remove the n-loop divergences.
Let us consider quantization of the field theory with the action (10) and constructing
semiclassical asymptotics in different representations.
Classical Hamiltonian corresponding to the action (10), depends on the fields ϕ(x)
and canonically conjugated momenta π(x). It can be presented as a sum
HΛ,L = H
0
Λ,L +H
ct
Λ,L
of the functional
H0Λ,L =
1
g
H
(0)
Λ,L[π
√
g, ϕ
√
g] =
1
g
H0[π
√
g, ϕ
√
g] +
1
g
HintΛ,L[π
√
g, ϕ
√
g], (11)
where
H0[Π(·),Φ(·)] =
∫
dx[
1
2
Π2(x) +
1
2
(∇Φ)2(x) + m
2
2
Φ2(x)],
HintΛ,L[Π(·),Φ(·)] =
∫
dxχ(x/L)Vint(Φ
Λ(x)),
3
and the counterterm Hamiltonian depending on the small parameter g as
HctΛ,L =
∑
n≥0
gnH
(n+1)
Λ,L [π
√
g, ϕ
√
g].
We will define the form of H
(n+1)
Λ,L later.
The procedure of canonical quantization is well-known. One should substitute fields
ϕ and momenta π by the operators ϕˆ and πˆ, which act in the Hilbert state space H, and
obey the canonical commutation relations,
[ϕˆ(x), ϕˆ(y)] = 0, [πˆ(x), πˆ(y)] = 0, [ϕˆ(x), πˆ(y)] = iδ(x− y), (12)
Evolution of the state is prescribed by the Schro¨dinger equation
i
d
dt
ΨtΛ,L,g =
∑
n≥0
gn−1H(n)Λ,L[
√
gπˆ(·),√gϕˆ(·)]ΨtΛ,L,g,ΨtΛ,L,g ∈ H (13)
One usually chooses the Fock space as the space H. Operators πˆ and ϕˆ are presented
through the creation and annihilation operators as follows
πˆ(x) = i
(2pi)d/2
∫
dk
√
ωk
2 [a
+(k)e−ikx − a−(k)eikx],
ϕˆ(x) = 1
(2pi)d/2
∫
dk
√
1
2ωk
[a+(k)e−ikx + a−(k)eikx],
(14)
where ωk =
√
k2 +m2.
Since the operators πˆ and ϕˆ are non-commutative according to eq.(12), there is a prob-
lem to order the operators: it is not clear how to construct operatorsH
(n)
Λ,L[πˆ(·)
√
g, ϕˆ(·)√g],
using the functionals H
(n)
Λ,L[π(·)
√
g, ϕ(·)√g] In quantum field theory one ususally uses the
Wick ordering: the operators of fields and momenta are expressed through the creation and
annihilation operators according to eq.(14), then the creation and annihilation operators
are ordered in such a way that creation operators act later than annihilation operators.
Let us consider construction of semiclassical solutions to eq.(3).
In quantum mechanics, the well-known semiclassical approach is the WKB-approach,
which enables one to construct semiclassical solutions to the Schro¨dinger equation
ih¯
∂ψ(x, t)
∂t
= H(x,−ih¯ ∂
∂x
)ψ(x, t) (15)
of the rapidly oscillating form
ψ(x, t) ∼ φ(x, t) exp( i
h¯
S(x, t)), (16)
where action S is a real function. One can easily show that the wave function (16) really
obeys approximately the Schro¨dinger equation (15) as h¯ → 0. However, the form (16) is
not the only possible ansatz of the wave function, obeying approximately eq.(15) in the
4
semiclassical approximation, h¯ → 0. One can construct other, non-WKB, semiclassical
solution to (15).
Another example of semiclassical wave function is the wave-packet approximate solu-
tion to eq.(15):
ψ(x, t) ∼ e ih¯S(t)e ih¯P (t)(x−Q(t))f(t, x−Q(t)√
h¯
) (17)
corresponding to the particle moving on the classical trajectory (P (t), Q(t)). The wave
function (17) can be considered as
U h¯P (t),Q(t),S(t)χ
h¯, (18)
where
χh¯(x, t) = χ(t, x/
√
h¯), (19)
while U h¯P,Q,S is an unitary operator of the form
U h¯P,Q,S = e
i
h¯Se
i
h¯Pxe−
i
h¯Q(−ih ∂∂x ). (20)
One can show by using the complex-WKB (or complex germ) technique of ref.[17] that
eq.(17) really satisfies eq.(15) as h¯→ 0. Wave function (17) have been also considered as
a test function in the variational method of refs.[18,8,9].
It is the semiclassical wave function (17) rather than the WKB-function (15) that gen-
eralizes to the secondary-quantized systems [19,20]. Quantum-field analog of the complex-
WKB method is the soliton quantization.
Let us construct quantum-field-theory analog of the asymptotics (17).
We consider the more general case of the Hamiltonian H
(0)
Λ,L of the form
1
g
H
(0)
Λ,L[π
√
g, ϕ
√
g] =
1
g
H0[π
√
g, ϕ
√
g] + ξ(t)
1
g
HintΛ,L[π
√
g, ϕ
√
g], (21)
where ξ(t) is a smooth function of t. If ξ(t) = 1 then the operator (21) takes the form (11).
Note that the small parameter g is an analog of the Planck constant h¯, operators ϕˆ
√
g
and πˆ
√
g are analogs of the quantum mechanical coordinate and momentum operators,
x and −ih¯∂/∂x. The g-independent state vector is an analog of the wave function (19),
while the unitary transformation
UgΦ,Π,S = e
i
gSe
i√
g
∫
dx[Π(x)ϕˆ(x)−Φ(x)pˆi(x)]
,
where S is a real number, Φ(·), Π(·) are real functions, is the analog of eq.(20). It follows
from the canonical commutation relations (12) that
(UgΦ,Π,S)
−1ϕˆ(x)UgΦ,Π,S = ϕˆ(x) + Φ(x)/
√
g,
(UgΦ,Π,S)
−1πˆ(x)UgΦ,Π,S = πˆ(x) + Π(x)/
√
g,
(UgΦ,Π,S)
−1 d
dtU
g
Φ,Π,S = Dt
(22)
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where
iDt = −1
g
(
S˙t +
1
2
∫
dx(Π˙t(x)Φt(x)− Φ˙t(x)Πt(x))
)
+
1√
g
∫
dx(Φ˙t(x)πˆ(x)− Π˙t(x)ϕˆ(x)) + id/dt.
Consider the following element of the space H,
Ψt = UgΦt,Πt,StY
t, (23)
where state vector Y t is regular as g → 0. Subsituting state vector (23) to eq.(13), making
use of commutation rules (22), one obtains the following equation on Y t:
iDtY
t =
∑
n≥0
gn−1H(n)[Π(·) +√gπˆ(·),Φ(·) +√gϕˆ(·)]Y t, (24)
where indices Λ, L are omitted.
Eq.(24) contains singular as g → 0 terms of orders O(1/g) and O(1/√g). In order to
obtain a regular equation for Y t, one should make these terms equal to 0. One finds the
following relation
S˙t =
1
2
∫
dx(−Π˙t(x)Φt(x) + Φ˙t(x)Πt(x)))−H(0)[Π(·),Φ(·)]. (25)
and the Hamiltonian system
Φ˙t(x) =
δH(0)
δΠ(x)
, Π˙t(x) = − δH
(0)
δΦ(x)
. (26)
Eqs.(25) and (26) imply the following equation on Y t as g → 0,
i
d
dt
Y t = H2[πˆ(·), ϕˆ(·)]Y t, (27)
where quantum operator Hˆ2 = H2[πˆ(·), ϕˆ(·)] corresponds to the classical functional
H2[π(·), ϕ(·)] = 1
2
π
δ2H(0)
δΠδΠ
π + π
δ2H(0)
δΠδΦ
ϕ+
1
2
ϕ
δ2H(0)
δΦδΦ
ϕ+H(1). (28)
the Wick ordering is assumed for H2[πˆ(·), ϕˆ(·)]. In eq.(28) the arguments Φ(·),Π(·) of the
functionals H(0) and H(1) are omitted, while integrals like
∫
π(x) δ
2H(0)
δΠ(x)δΠ(y)π(y)dxdy are
denoted as π δ
2H(0)
δΠδΠ
π.
Note that an alternative way to derive the Schro¨dinger equation (27) for the linearized
field theory is to extract the classical part of the field according to eq.(2) and to quantize
the Lagrangian (3) canonically.
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Let us consider exact solutions to eq.(27) being of the type (4), where
Aˆt(k,p) =
∫
dxdy
(2π)d
e−ikx
1
4
(
1√
ωk
δ2H(0)
δΦ(x)δΦ(y)
1√
ωk
−√ωk δ
2H(0)
δΠ(x)δΠ(y)
√
ωk
)
e−ipy,
Bˆt(k,p) =
∫
dxdy
(2π)d
e−ikx
1
4
(
1√
ωk
δ2H(0)
δΦ(x)δΦ(y)
1√
ωk
+
√
ωk
δ2H(0)
δΠ(x)δΠ(y)
√
ωk
)
eipy, (29)
while γt = H(1). We have taken into account that δ
2H(0)
δΠδΦ = 0.
Eq.(4) hash solutions of the form (5), where (6) is satisfied, while
ic˙t = (TrAˆtMˆ t +H(1))ct. (30)
To construct other exact solutions to eq.(4) which obey initial conditions of the type
P (a+) exp(
1
2
a+Mˆ0a+)Φ(0),
where P (a+) is a polynomial in creation operators, one can introduce the so-called complex
germ (or complex-WKB) creation operators of ref.[17]:
Λ[pt, qt] =
∫
dx[pt(x)ϕˆ(x)− qt(x)πˆ(x)] (31)
Because of the canonical commutation relations
[i
d
dt
− Hˆ2,Λ[pt, qt]] = iΛ[p˙t + δH2
δq
, q˙t − δH2
δp
] (32)
operator (31) transforms a solution to eq.(27) into a solution if
p˙t(~x) = −δH2(p
t(·), qt(·))
δq(x)
, q˙t(~x) =
δH2(p
t(·), qt(·))
δp(x)
. (33)
Let us simplify eqs.(6) and (30). Consider the operator M˜ t with the kernel being the
Fourier transformation of the kernel M t(k,p) of the operator Mˆ t,
(M˜ tf)(x) =
∫
dkdpdy
(2π)d
ei(kx+py)M t(k,p)f(y), (34)
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Making use of this substitution (34), one finds that
i ˙˜M
t
=
1
2
(1 + M˜ t)
1√
ωˆ
δ2H(0)
δΦδΦ
1√
ωˆ
(1 + M˜ t)− 1
2
(1− M˜ t)
√
ωˆ
δ2H(0)
δΠδΠ
√
ωˆ(1− M˜ t) (35)
where ωˆ is the operator ωˆ =
√−∆+m2. while δ2H(0)
δΦδΦ
and δ
2H(0)
δΠδΠ
are operators with the
kernels δ
2H(0)
δΦ(x)δΦ(y)
and δ
2H(0)
δΠ(x)δΠ(y)
correspondingly. Eqs.(30) can be written as
(lnct)˙ = − i
4
[(
1√
ωˆ
δ2H(0)
δΦδΦ
1√
ωˆ
−
√
ωˆ
δ2H(0)
δΠδΠ
√
ωˆ)M˜ t]− iH(1). (36)
Equation for the quadratic form entering to the Gaussian state vector, can be simpli-
fied if one considers the functional Schro¨dinger representation of refs.[8,9] instead of the
Fock representation. In the functional representation, states are presented as functionals
Ψ[φ(·)] of a real function φ(x), operators ϕˆ(x) are presented as operators of multiplication
by φ(x), operators π(x) are differential operators, −iδ/δφ(x).
Let us transform the Gaussian vector (5) of the Fock space into the Schro¨dinger
representation. Notice that the vector (5) is determined uniquely from the relation
(a−(k)− (Mˆ ta+)(k))Y = 0. (37)
which can be easily transformed into the Schro¨dinger representation, because the creation
and annihilation operators can be expressed through the field and momenta operators.
Namely, the operators
a˜±(x) =
∫
dk
(2π)d/2
a±(k)e∓ikx,
are expressed as follows,
a˜± =
√
ωˆ
2
ϕˆ∓ i 1√
2ωˆ
πˆ.
so that eq.(37) can be presented as[
(1− M˜)
√
ωˆ
2
φ− (1 + M˜) 1√
2ωˆ
δ
δφ
]
Y [φ(·)] = 0.
The solution to this equation has the Gaussian form,
Y [φ(·)] = ctq exp
[
i
2
∫
dxφ(x)(Rφ)(x)
]
(38)
where
R = i
√
ωˆ(1− M˜)(1 + M˜)−1
√
ωˆ (39)
These Gaussian functionals were considered as test functionals of the variational method
of [8,9].
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The equation for the quadratic form takes the form
R˙ +R2 +
δ2H(0)
δΦδΦ
= 0, (40)
where the relation δ
2H(0)
δΠδΠ = 1 is taken into account. Making use of the following transfor-
mation of the pre-exponential factor,
ctq =
ct√
det(1 + M˜)
(41)
one finds from eq.(30) that
(lnctq )˙ = −
1
2
Tr(R− i
√
−∆+m2 − i
2
√−∆+m2
δ2H(0)
δΦδΦ
)− iH(1). (42)
Note that eqs.(40),(42) can be found by direct substituting of the functional (38) to eq.(27).
The relation between pre-exponential factors in eqs. (5) and (38) can be obtained by
expressing the vector (5) through the coherent states according to [12] and using the well-
known formulas for the coherent state in the functional representation.
Let us substract the argument of the complex factor ctq. Consider the real and imagi-
nary parts of the operator R, which are Hermitian. Since the imaginary part of R satisfies
the equation (ImR)˙ = −ReRImR − ImRReR, one has (lndetImR)˙ = −2TrReR. Thus,
the quantity
at = ctq/(detImR)
1/4 =
ct
(det(1 + M˜))1/2(detImR)1/4
(43)
satisfies the equaton
i(lnat)˙ = −1
2
Tr(ImR−
√
−∆+m2 − 1
2
√−∆+m2
δ2H(0)
δΦδΦ
)−H(1). (44)
3. The problem of renormalization in the Hamiltonian formulation
Let us consider the semiclassical formulas in the limit Λ→∞, L→∞. This problem
is non-trivial because the evolution operator is singular in this limit, contrary to the S-
matrix: formal Schro¨dinger equation in the local field theory is not well-defined because
of the Stueckelberg divergences [21].
In the constructive field theory (see, for example, [22,23,24,25]) this limit is considered
as follows. One considers the ”renormalized” state space Hren and unitary operator TΛ,L :
Hren → H, depending on the parameters of the ultraviolet and infrared cutoffs. Let U tΛ,L
be the evolution operator in the regularized theory. The operator TΛ,L which is usually
called as ”dressing transformation” is shoosen in order to make the operators
W tΛ,L = (TΛ,L)
−1U tΛ,LTΛ,L (45)
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regular as Λ, L→∞. The operator limΛ,L→∞W tΛ,L is the renormalized evolution operator.
This definition means the following. If the initial condition for eq.(13) is of the form
TΛ,LX, (46)
where X is Λ, L-independent renormalized state vector from Hren, then the solution to
the Schro¨dinger equation is written in analogous way,
TΛ,LX
t + ZtΛ,L,
where ZtΛ,L tends to zero as Λ, L→∞.
Note that if the operator expressions (TΛ,L)
−1a±(k)TΛ,L are regular as Λ, L → ∞
then the transformation TΛ,L allows us to construct a representation of the canonical
commutation relations. This representation may be of the Fock or of the non-Fock type.
However, the transformations TΛ,L have been constructed beyond perturbation theory
only for some simple cases, namely, for two-dimensional and three-dimensional models
[22,23,24,25]. For general quantum field models the operator TΛ,L can be constructed only
as a formal perturbation series in g1/2 (examples are cited in refs.[14,23,26]). One can
prove then that the coefficients of the expansion of the operator (45) are regular.
Let us define the notion of the semiclassically-regular operator (45). We will say
that the operator is semiclassically regular if the parameters entering to the constructed
semiclassical asymptotics of the vector W tΛ,LΨ
g
Λ,L have limits as Λ, L → ∞. This means
that for all pairs of smooth and rapidly damping functions Φ0(x), Π0(x), there exists the
pair of functions Φ0Λ,L(x),Π
0
Λ,L(x) and number S
t that the operator
V tΛ,L,g = (U
g
Φt
Λ,L
,Πt
Λ,L
,St
Λ,L
)−1W tΛ,L,gU
g
Φ0,Π0,0 (47)
has a limit as g → 0, while the operators
lim
g→0
(Ug
Φt
λ,L
,Πt
Λ,L
,St
Λ,L
)−1W tΛ,L,gU
g
Φ0,Π0,0 (48)
are regular as Λ, L → ∞. We will call the operator TΛ,L entering to eq.(45) as the
”semiclassical dressing transformation”.
Let us construct such an operator, making use of the Bogoliubov method of variable
intensity of the interaction [15,16] (see also [27]).
Consider the smooth function ξ(τ), τ ≤ 0 vanishing as τ < −T1 and being equal to 1
at τ > −T2 (fig.1). Consider the operator
HΛ,Lint = ξ(τ)
∫
dxχ(x/L)
1
g
Vint(
√
gϕΛ(x)) +Hct(
√
gϕˆ(·),√gπˆ(·), τ, ξ(·)) (49)
When τ ∈ (−T2, 0), the functional Hct is τ -independent, while Hct = 0 as τ < −T1 The
counterterm Hct is to be constructed in the next section.
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Let H0 =
∫
dkωka
+(k)a−(k) be a free Hamiltonian. Consider the operator
TΛ,L = T exp[−i
∫ 0
−∞
dτeiH0τHΛ,Lint (τ)e
−iH0τ ] (50)
which transforms the initial condition of the Cauchy problem
idX
τ
dτ = e
iH0τHΛ,Lint (τ)e
−iH0τXτ
X−∞ = X
(51)
to the solution to this problem as τ = 0. The right-hand side of eq.(51) vanish at τ < −T1,
so that the initial condition at τ = −∞ can be substituted by the initial condition at
τ = −T0 < −T1.
Consider the semiclassical approximation for the vector (46).
Introduce the following notation. Let S and lna be real numbers, Φ(x), Π(x), q(x),
p(x) be smooth and rapidly damping at the infinity functions, R be an operator with
symmetric kernel and positively defined imaginary part. Consider these objects as initial
conditions for the dynamical equations (26), (25), (44), (33), (40) at t = t1:
pt1 = p, qt1 = q,Φt1 = Φ,Πt1 = Π, Rt1 = R, St1 = S, at1 = a. (52)
Consider the solutions of these equations at t = t2:
pt2 , qt2 ,Φt2 ,Πt2 , Rt2, St2 , at2 . (53)
Denote this transformation as U t2,t1ξ(·) :
(pt2 , qt2 ,Φt2 ,Πt2 , Rt2, St2 , at2) = U t2,t1ξ(·) (pt1 , qt1 ,Φt1 ,Πt1 , Rt1 , St1 , at1)
where ξ(·) enter to eq.(21).
To construct state TΛ,LX−∞ as g → 0, consider the substitution Ψt = e−iH0τXτ for
eq.(51). The Cauchy problem (51) takes the form
idΨ
τ
dτ = [H0 +H
Λ,L
int (τ)]Ψ
τ
Ψ−T0 = eiH0T0X−∞
(54)
Let us consider the initial condition X−∞
X−∞g = U
g
Φ,Π,0cΛ[p1(·), q1(·)]...Λ[pk(·), qk(·)]
× exp( 1
2
∫
dka+(k)(Ma+)(k))Φ(0),
(55)
Φ,Π, c,M are regular as Λ, L→∞, ||M || < 1, and the property (7) is satisfied.
According to the previous section, asymptotic solution to the Cauchy problem (54) at
τ = 0 is
Ψ0g = U
g
Φ′,Π′,S′c
′Λ[p′1(·), q′1(·)]...Λ[p′k(·), q′k(·)]
exp( 12
∫
dka+(k)(M ′a+)(k))Φ(0),
(56)
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where the parameters entering to eq. (56), have the form
(p′j , q
′
j,Φ
′,Π′, R(M ′), S′, a(c′)) = U0,−T0ξ(·) U−T0,00 (pj , qj,Φ,Π, R(M), 0, a(c)),
j = 1, k,
R(M) is the operator (39), and a(c) has the form (43).
Since eqs. (25), (26), (33) are regular as Λ, L → ∞, parameters Φ′,Π′, S′, p′j , q′j are
also finite in this limit.
However, the integral (7) can be divergent in this limit, even if it was finite at
The operator M ′ is a solution to eq. (6), which is equal to M−T0 at the initial time
moment t = −T0. Remind that the integral (7) should be convergent at t = −T0 even if
one makes a limit Λ, L → ∞. However, the integral (7) can be divergent in this limit at
t = 0.
Thus, we see that the Gaussian vector (23) of the regularized theory
ugΦ,Π,0const exp(
1
2
∫
dka+(k)(Ma+)(k))Φ(0) (57)
correspond to renormalized state vector not if the quantity (7) is finite for the operatorM ,
but if it is finite at t < −T0 for the solution to eq.(35), which is equal to M˜ at t = 0. The
pre-factor of (57) is singular as Λ, L→∞; the dependence on Λ, L is determined from the
following condition: the solution to eq. (36) which coincides with c0 at t = 0 is regular at
t < −T1 as Λ, L→∞.
Let us reformulate this statement for the operator R. Consider the operator M˜ as a
function of the coordinate and differential operators: M˜ = M˜(
2
x,
1
−i∂/∂x). The function
M˜(x,k) is called as a symbol of the operator M˜ . If the behaviour of the symbol at the
infinity is the following
M˜(x,k) = O(|k|−d/2−δ).
then the property (7) is satisfied as δ > 0 and not satisfied as δ ≤ 0. It follows from the
formula (39) that the behavour of the symbol of the operator R at the infinity is
R(x,k) = i
√
k2 +m2 +O(|k|−d/2−δ+1) (58)
At Λ, L→∞, the classical Hamiltonian system (26) takes the form
Φ¨c −∆Φc +m2Φc + ξ(t)V ′int(Φc) = 0 (59)
while eq.(40) takes the form,
R˙ +R2 + (−∆+m2 + ξ(t)V ′′int(Φc(t,x)) = 0 (60)
Let Φ(t,x) be a solution to eq.(59) which satisfies the initial condition Φc|t=0 = Φ, Φ˙c|t=0 =
Π. Consider the state vector of the regularized theory (57). It corresponds to the following
functional Φ[φ(·)] in the Schro¨dinger representation,
Φ[φ(·)] = const exp[ i
g
Π(x)(φ(x)
√
g − Φ(x))
+ i2
∫
dx(φ(x)− Φ(x)√g )(R(φ− Φ√g ))(x]
(61)
12
The obtained result can be formulated as follows.
Statement 1. The Gaussian functional (61) corresponds to the renormalized state,
if the solution to eq.(60), which is equal to R at t = 0, satisfies at t < −T1 the condition
(58) for δ > 0. If the property (58) is satisfied for δ > 0 at t < −T1, then the functional
(61) does not correspond to any state vector of the renormalized state space.
In the next sextion we will analyse eq.(60) and formulate this condition in the more
convenient form.
Let us consider the problem of regularity of the operator (48) as Λ, L → ∞. Any
vector of the Fock space can be approximated by the linear combinations of vectors
Y = cΛ[p1(·), q1(·)]...Λ[pk(·), qk(·)]Φ(0), (62)
Consider the vector (62) and analyse the problem of regularity of the vector
lim
g→0
V tΛ,L,gY (63)
at Λ, L→∞. Semiclassical asymptotics of the vector
W tΛ,L,gU
g
Φ0,Π0,0Y = (TΛ,L)
−1U tΛ,LTΛ,LU
g
Φ0,Π0,0Y
is constructed according to the previous section. It has the form UgΦ′,Π′,S′Y
′, where
Y ′ = c′Λ[p′1(·), q′1(·)]...Λ[p′k(·), q′k(·)] exp(
1
2
∫
dka+(k)(M ′a+)(k))Φ(0), (64)
The parameters entering to eq.(64) are
(p′j, q
′
j ,Φ
′,Π′, R(M ′), S′, a(c′)) =
U0,−T00 U−T0,0ξ(·) U t,−T0ξ(·) U−T0,00 (pj , qj ,Φ0,Π0, R(0), 0, a(c)), j = 1, k,
(65)
the function ξ(t) is continued at t > 0 as ξ(t) = 1. If Φtλ,L = Φ
′, ΠtΛ,L = Π
′, StΛ,L = S
′,
then the vector (63) coincides with the vector (64).
Since p′j , q
′
j are regular as Λ, L→∞, it is sufficient to show that
(i) for M ′ the integral (7) is finite;
(ii) c′ is regular as Λ, L→∞.
Note that the requirement (ii) is equivalent to the requirement that the quantity
lna′ = lna(c′) is finite if the condition (i) is satisfied. The requirement (i) means that for
the symbol of the operator R′ = R(M ′) the property (58) is satisfied.
Let us show that the conditions (i) and (ii) really take place, if one chooses the
counterterm H(1) properly.
4. Singularities of the quadratic form
Consider (60). Denote by R(x,k) the symbol of the operator R:
R = R(
2
x,
1
−i ∂
∂x
).
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Indices 1 and 2 mean that the differential operators act first and multiplication operators
act next:
R
∫
dkf(k)eikx ≡
∫
dkR(x,k)f(k)eikx. (66)
In this section we investigate the asymptotics of the symbol R(x,k) at k→∞.
We consider the asymptotic expansion of the sumbol in 1/ωk, ωk =
√
k2 +m2 at
k→∞:
Rt(x,k) = Rt(x,k) = iωk +
∑
m≥1
Rtm(x,k/ωk)
ωmk
, (67)
where Rtm(x,n) are smooth functions, rapidly damping at x→∞ with all their derivatives.
For the case of x- independent fields, such an expansion was considered in ref.[9].
Let us substitute eq.(67) to eq.(60) and find the conditions which are necessary to
make the left-hand side of eq.(60) of order O( 1
ωj
k
), where j – is an arbitrary number.
Let us use the formula for the symbol of the product of the operators (see, for example,
[28,29]). Let Aˆ = A(
2
x,
1
−i ∂
∂x
), Bˆ = B(
2
x,
1
−i ∂
∂x
) be operators. Then their product AˆBˆ has
the following symbol A ∗B,
AˆBˆ = A ∗B(2x,
1
−i ∂
∂x
),
which is presented as follows:
(A ∗B)(x,k) = A(2x,
1
k− i ∂
∂x
)B(x,k). (68)
(A ∗B)(x,k) =
∫
dzdp
(2π)d
A(x,k− p)B(x+ z,k)eipz (69)
To obtain eq.(69), it is sufficient to make use of the relation
Bˆ
∫
dpf(p)eipx =
∫
dkeikx
∫
dzdp
(2π)d
ei(p−k)yB(y,p)f(p),
and of the formula (66). Formula (68) is a corollary of eq.(69).
Perform the formal expansion of the right-hand side of the formula (68). One obtains:
(A ∗B)(x,k) =
∑
l≥0
(−i)l
l!
∂lA(x,k)
∂ki1 ...∂kil
∂lB(x,k)
∂xi1 ...∂xil
, (70)
where we sum over repeated indices. If A and B are
A =
At1(x,k/ωk)
ωm1k
, B =
Bt1(x,k/ωk)
ωm2k
,
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the series (70) is an asymptotic series in terms of 1ωk , because the l-th term of formula (70)
is of order O(ω−m1−m2−lk ) at k→ ∞. One can prove eq. (70) by applying the stationary
phase method [30] to the integral (69).
Making use of formula (70), substituting the symbol R ∗ R of the operator R2 to
eq.(60) and considering the terms of order O(1/ωsk), s ≥ 0, we find:
2iRt1(x,n) + ξ(t)V
′′
int(Φ
t(x)) = 0
at s = 0 and
R˙ts(x,n) + 2iR
t
s+1(x,n) +
∑
l+m=s+1
l,m≥1
ωl−1k
(−i)l−1
l!
∂lωk
∂ki1 ...∂kil
∂lRtm(x,n)
∂xi1 ...∂xil
,
+
∑
m+n+l=s
m,n≥1,l≥0
(−i)l
l!
ωm+lk
∂l
∂ki1 ...∂kil
Rtm(x,k/ωk)
ωmk
∂lRtn(x,n)
∂xi1 ...∂xil
= 0, (71)
at s ≥ 1; in this formula n = k/ωk. We have used the assumption that quantities R˙ts and
Rts are of the same order.
Recursive relation (71) allows us to express Rts+1 through the previous orders of the
perturbation expansion in 1/ωk, R
t
1, ..., R
t
s. Note that the constructed function R
t
s+1 is
determined uniquely if one knows the values of the field Φt(·) and momenta Πt(·) at this
time moment t and values of the function ξ and its derivatives at time t.
If ξ(t) = 0, .. t < −T1, the obtained coefficients are also equal to zero, so that
Rt = iωk at these values of t. If t > −T2 the asymptotics is ξ-independent.
The first functions Rts defined from eqs. (71) have the form:
Rt1(x,n) =
i
2
ξ(t)V ′′int(Φ
t(x)),
Rt2(x,n) = −
1
4
(
∂
∂t
+ n
∂
∂x
)
ξ(t)V ′′int(Φ
t(x)).
Note that the first derivative of Φt is expressed through the momentum Πt, while next
derivatives entering to next functions Rs, can be expressed from classical equations of
motion through Φt and Πt.
We have constructed the asymptotics at |k| → ∞ only for one solution to eq.(60)
corresponding to vacuum at t < −T1, because it is equal at these values of t to iωk.
Consider the construction of the asymptotic solution to eq.(60) which obeyes the initial
condition (58). Consider the following substitution to eq.(60):
Rt = Rt + rt,
where Rt is the constructed solution (67). Considering the leading order in 1/ωk, one
obtains that:
r˙t + 2iωkr
t = 0.
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The solution to this equation is rT = r−T0 exp(−2iωk(t + T0)); the corrections are con-
structed in [31].
Thus, statement 1 can be reformulated as follows.
Statement 2. The Gaussian functional (61) correspond to the renormalized state if
and only if R0 is equal to R0 (eq.(67)) up to O(|k|−d/2+1−δ)
R0 = R0 +O(|k|−d/2+1−δ), (72)
The requirement (72) does not depend on choice of the function ξ(t) and depends on the
functions Π0(x) and Φ0(x) only.
Let us check the conditions (i) and (ii) formulated for R′ and a′ at the end of the
previous section.
The condition on R′ is a corollary of the property of invariance of the asymptotics
(67) under substituting the function ξ(t) by the function ξ(t− t0), where t0 = const.
The quantity a′ is finite if the counterterm H(1) compencate the divergences arising
when one calculates the trace of R. To find the form of the counterterm, one should
consider asymptotic solutions of the regularized equation (40):
RtΛ,L(x,k) = iωk +
∑
m≥1,j≥0
Rtmj(x,k/ωk,k/Λ)
ωmk Λ
j
,
extract the divergence in the trace
Tr(ImRtΛ,L − iωk) ∼
∑
m=1,d,j=0,d
∫
dkdxImRtmj(x,k/ωk,k/Λ)
ωmk Λ
j
,
add it to the divergence part of the trace 12Tr
1
ωˆ
∂2H(0)
∂Φ∂Φ and consider H
(1) to be equal to
this sum. Since Rtmj depends only on Φ
t(·), Πt(·) and on values of the function ξ and its
derivatives at time moment t, the counterm H(1) is a functional of the field and of the
momenta at t > −T2. Thus, we have checked the requirements (i) and (ii).
5. Conclusion
Thus, we have found the condition formulated in statements 1 and 2 instead of eq.(7).
If this condition is satisfied, the Gaussian functional (61) corresponds to an element of the
renormalized state space.
Let us compare the obtained condition on the quadratic form entering to the Gaussian
vector with the prescriptions formulated in other papers on the semiclassical field theory. It
is usually non-manifestly assumed in the papers that do not contain the analysis of renor-
malization that the renormalized states coincide with states in the regularized field theory,
so that one should use the condition (7). This means that the requirement (58) should be
imposed on R. However, this condition may be non-invariant under time evolution.
It was suggested in ref.[32] that one should consider initial states which are eigenstates
for the Hamiltonian operator at the initial time moment. Such states correspond to the
Gaussian functionals with the following singular part of the operator Rt:
(R ∗R)(x,k) ∼ −(k2 +m2 + V ′′(Φtc(x))) (73)
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Formulas (58) and (73) are colloraries of our condition (72) if and only if the asymptotics
is constucted as |k| → ∞ up to O(1/|k|) and O(1/|k|2) accuracy correspondingly. For
general non-stationary solutions, this is correct only for sufficiently small number of the
space-time dimensions. On the other hand, for stationary solutions the condition (73) is
always correct.
Although we have considered the case of the single scalar field only, the more compli-
cated cases can be studied analogously.
For gauge theories [33], one can consider the Coulomb gauge and write the evolution
equation in this gauge. Then the Bogoliubov’s procedure of ”switching on” the interaction
can be applied.
For theories with fermions, one can also consider the ansatz (23), where the operator
U contains the boson fields only. Eq.(23) will obey the quantum equation of motion if the
state vector Y t satisfies the fermionic Schro¨dinger equation with the quadratic Hamilto-
nian. This is an exactly solvable equation [12].
The obtained condition on the operatorR does not depend on counterterms; it depends
on the classical action only. Thus, the obtained requirement on R can be written both for
renormalizable and non-renormalizable cases.
The pre-exponential factor depends on the one-loop counterterm H(1). This is in
agreement with the well-known calculations of the functional integral in quantum field
theory by the saddle-point technique: tree Feynman graphs correspond to the classical
action, while one-loop graphs correspond to the determinat of fluctuations.
The problem of divergences and renormalization in quantum field theory is usually
associated with loop Feynman graphs. We see from the obtained results that renormal-
ization is very important even at the tree level, i.e. in the classical field theory. It is the
problem of divergences and renormalization that leads us to the conditions on the solution
to eq.(60). This equation is classical, not quantum, because it does not depend on the
counterterms.
We have also seen that the pre-exponential factor in eq.(57) can be divergent, because
the countertermH(1) compensates the infinite phase of ct, while the divergence in |ct| which
arises from the combination of determinants (43) cannot be removed. This observation
can be interpretted as follows. It is known that the Heisenberg fields ϕˆ(x, t) are well-
defined operatoer distributions (i.e. expression
∫
dtdxϕˆ(x, t)f(x, t), where f is a c-number
function, determines the operator). However, Schro¨dinger field operators may not be
defined as operator distributions [34,13,35] (i.e. expression
∫
dxϕˆ(x, t)f(x) is not a well-
defined operator). This means that the interpretation of the Schro¨dinger functional as a
probability amplitude that the value of field ϕ is given is not consistent. On the other
hand, the notion of the quadratic form entering to the wave functional can be introduced.
We have considered the leading order of the semiclassical approximation only. One
can investigate larger orders in analogous way. However, one should take into account
the volume divergences corresponding to the Haag theorem [35,34]. This means that the
transformation TΛ,L should be choosen as a composition of the constructed transformation
(50) and the Faddeev transformation [14] which removes the vacuum divergences.
The problem of regularity of the renormalized evolution operator at larger orders of
the semiclassical expansion can be reduced to the problem of regularity of the Bogoliubov’s
17
S-matrix corresponding to the interaction which is ”swithched” off at the infinity. If the
classical solution vanishes, the problem can be solved by using the Bogoliubov-Parasiuk
theorem [16,36,37].
We will consider these problems in details in our following publications.
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