Legacy codes remain a crucial element of today's simulation-based engineering ecosystem due to the extensive validation process and investment in such software. The rapid evolution of highperformance computing architectures necessitates the modernization of these codes. One approach to modernization is a complete overhaul of the code. However, this could require extensive investments, such as rewriting in modern languages, new data constructs, etc., which will necessitate systematic verification and validation to re-establish the credibility of the computational models. The current study advocates using a more incremental approach and is a culmination of several modernization efforts of the legacy code MFIX, which is an open-source computational fluid dynamics code that has evolved over several decades, widely used in multiphase flows and still being developed by the National Energy Technology Laboratory. Two different modernization approaches,'bottom-up' and 'top-down' , are illustrated. Preliminary results show up to 8.5x improvement at the selected kernel level with the first approach, and up to 50% improvement in total simulated time with the latter were achieved for the demonstration cases and target HPC systems employed.
Introduction
Legacy computational fluid dynamics (CFD) software plays a crucial role in today's simulation-based engineering due to the confidence level established through extensive validation of over time. As the complexity of the problems tackled increased with their size, programming languages used in legacy codes such as Fortran have gained an important role in high-performance computing (HPC). Modern Fortran programming language (e.g. compilers supporting Fortran 2008 and 2015 standards) is still a viable choice for engineering and scientific codes compared to other modern programming languages like C++. However, modernixing legacy CFD software based on older Fortran versions poses unique challenges. For example, refactoring the code by eliminating obsolete constructs and revising the data structures to employ modern Fortran features may require a significant rewrite of the entire code. Such a rewrite requires stand-alone verification and validation to re-establish the credibility of the revised code. On the other hand, there is a strong motivation and substantial need to optimize the legacy CFD codes for modern HPC platforms in order to take advantage of potential performance gains the hardware offers. Rapidly evolving and increasingly heterogeneous processor architectures with new memory CONTACT Aytekin Gel aike@alpemi.com technologies and communication over high-speed networks pose a range of challenges for legacy CFD code developers to optimize the performance of their software. In addition, features such as extensive parallelism through many cores (threads) as well as vector capabilities of modern HPC platforms require significant changes to legacy codes to enable parallelism and vectorization that can result in orders of magnitude higher performance. In this study, we present preliminary results of our various modernization and optimization efforts for a legacy CFD code, MFIX, which is commonly used for device scale reacting gas-solid multiphase flow simulations. These efforts are organized in two categories, both targeting optimization of the linear solvers of MFIX in this initial proof-of-concept demonstration study. The first effort is a bottom-up approach where modernization through hotspot-guided code refactoring and optimization was tested on new Intel R architectures such as Xeon R and Xeon Phi TM . The second effort is based on a top-down approach by modernizing the linear solvers by interfacing MFIX and several state-of-the-art numerical solver libraries from the open-source Trilinos project framework (http://trilinos.org). The details of each approach are discussed throughout the paper. The outline of the paper is as follows. In Section 2, a brief introduction This material is published by permission of the Sandia National Laboratories for the US Department of Energy under Contract No. DE-AC-AL. The US Government retains for itself, and others acting on its behalf, a paid-up, non-exclusive, and irrevocable worldwide license in said article to reproduce, prepare derivative works, distribute copies to the public, and perform publicly and display publicly, by or on behalf of the Government.
to MFIX and the benchmark cases employed in the study is provided. Section 3.1 presents the bottom-up approach by demonstrating how code refactoring can be employed towards modernization of MFIX, specifically targeting new architectures. The top-down approach is presented in Section 3.2 for modernization by leveraging the stateof-the-art linear solvers within the Trilinos framework and development of a Fortran to C++ interface for a legacy code like MFIX to communicate efficiently with the external library. Preliminary performance improvements achieved with each approach are presented for the selected benchmark cases typically encountered by MFIX users. For the purposes of this paper, both approaches targeted the linear equation solvers; however, both can be used for other parts of the code. Some of the experiences and best practices are provided in the concluding remarks for other developers considering modernization of their legacy codes.
Legacy CFD software MFIX and brief background
MFIX is an open-source CFD software that has been developed and maintained by the National Energy Technology Laboratory of the U.S. Department of Energy for over two decades (Benyahia, Syamlal, and O'Brien 2012) . It employs state-of-the-art models for simulating complex chemically reacting multiphase flows. MFIX offers several different methodologies and modes of operation for modelling diverse range of multiphase flows through a unified framework within a single code base. Although the proposed techniques in this study are applicable to most commonly used modes of operation in MFIX, i.e. two-fluid method (TFM), continuum discrete method (CDM) and discrete-element method (DEM) (Garg et al. 2012) , the demonstration cases have been selected for the first two modes as they cover the majority of the use cases. The two-fluid model solver (MFIX-TFM) is based on a continuum multiphase flow model that considers gas and solids to form interpenetrating continuum with Eulerian-Eulerian representation. On the other hand, DEM solver (MFIX-DEM) employs a purely Lagrangian approach for modelling granular flows, where the actual particles are tracked individually and their collisions with the other particles or walls are resolved directly. MFIX also offers CDM mode where both MFIX-TFM and MFIX-DEM solvers are employed in tandem for solving a carrier phase that is treated as a continuum and a dispersed phase, which is represented as discrete particles.
MFIX-TFM is primarily based on a finite-volume discretization scheme for continuous phase, which can be in three-dimensional (3D) Cartesian or cylindrical coordinate systems. Time integration for transient flow simulations can be achieved with the backward Euler method. Users can select among several choices for the first-and second-order spatial discretization schemes. At each time step, a semi-implicit iterative method is used to solve the set of coupled, highly nonlinear equations that arise from the discretization of the conservation equations. The strong coupling between phases results in the nonlinearity, which makes the solution computationally expensive. As part of several modernization efforts over the years, MFIX has been updated to use Fortran 90 constructs. It also has been parallelized to employ both shared-and distributed-memory parallelism through OpenMP and MPI, respectively. Hybrid mode (MPI+OpenMP) enables the use of multicore systems effectively. Additional details on MFIX are available at https://mfix.netl.doe.gov.
This study covers modernization efforts to address performance issues that arise not only in TFM mode but also in CDM and DEM modes. In DEM mode, only dispersed phase (Lagrangian) solution process takes place through the use of the DEM solver. In TFM mode, continuum phase (Eulerian) solution process is employed for all phases through the CFD solver, whereas CDM mode is the hybrid mode that employs both DEM solver and CFD solver. To study the performance issues, two representative benchmark problems were selected to run either on a single core or many cores depending on the code modernization approach employed. The first benchmark problem simulates a rectangular fluidized bed with 2.6 million particles, where the inlet at the bottom of the domain introduces carrier fluid for fluidization of the Geldart-type D particles. The solution requires CDM mode, which employs both TFM and DEM solution processes. Due to the governing physics of the multiphase flow modelled in the first benchmark case, the initial phase of the solution process is governed by MFIX-TFM solver and then MFIX-DEM solver becomes more dominant. However, for the purposes of the current study, we targeted the initial phase first as we aimed to demonstrate code modernization with two different approaches to improve the performance of the same code features, i.e. linear equation solvers. Simulations with a grid resolution of 64 x 200 x 64 (0.8M cells) were performed. Further details on this benchmark case can be found in Gopalakrishnan and Tafti (2013) . Original benchmarks were performed on 64-256 cores, but for this study, a single core was utilized to isolate performance bottlenecks at processor level (e.g. vectorization efficiency, data locality, etc.). The second benchmark simulation case employed TFM mode, as MFIX-Trilinos integration was primarily targeting the modernization of linear equation solvers. A transient reacting multiphase flow simulation with several species for gas and multiple solid phases are computed in a fluidized bed reactor configuration. A grid resolution of 60 x 700 x 60 with 2.5 million cells was employed for the simulations, which is a relatively fine grid resolution for typical MFIX-TFM runs.
Code modernization approaches
The approaches employed in this study can be grouped as follows:
(1) Bottom-up approach with hotspot-guided optimization: The performance of the computational science software is assessed via profiling of several representative test problems. Performance profiling results are analyzed to identify hotspots based on metrics like execution time (or number of clock cycles). These hotspots are analyzed and optimized by code refactoring and other well-established optimization techniques, which have been documented in various case studies Jeffers 2015a, 2015b; Reinders, Jeffers, and Sodani 2016; Levesque 2010) .
Alternatively, one can employ a hierarchical method to identify bottlenecks by drilling down through the use of a structured process where performance profiling is employed to answer questions like, 'is the application CPU bound or memory bound?' , 'if memory bounded then is it more due to bandwidth or latency boundedness?' , etc. This approach is particularly suitable for applications that have a flat profile that makes it hard to prioritize specific functions or regions of code for focused optimization. In this study, hotspot-guided optimization approach was employed.
(2) Top-down approach by leveraging external libraries: This approach enables taking advantage of state-of-theart external libraries such as those in the Trilinos project through the use of an interface developed between the legacy code and the external libraries. This approach offers the legacy code developers to focus on actual physical model development by utilizing well-established libraries, which are developed and maintained by subject matter experts such as Trilinos project packages.
Bottom-up approach: hotspot-guided code refactoring and optimization
Code refactoring and optimization are performed to achieve optimal scaling (across many threads and cores), better vectorization and data locality directly targeting the HPC architectures where MFIX will be running in production mode, i.e. Intel R Xeon R and Xeon Phi TM platforms. There are number of initiatives that have been deployed to get scientific modelling and simulation software ready for the new-generation architectures such as Knights Landing based Intel Xeon Phi (NES 2016; IXP 2016) . Unlike in the past, in this study, performance profiling primarily targets single node performance first (Gel, Ould-Ahmed-Vall, and Kalinkin 2015) . For this purpose, several HPC systems at NERSC (National Energy Research Scientific Computing Center, Lawrence Berkeley National Laboratory), University of Oregon, and Intel Corporation were employed to better understand the bottlenecks (or hotspots) and how well CPU and memory are utilized across diverse range of processors. Edison at NERSC is an Intel Ivy Bridge based system with 12 cores per CPU, whereas Babbage at NERSC is a test bed Knights Corner based Intel Xeon Phi system. A new Knights Landing system using Intel Xeon Phi Processor 7250 (16GB, 1.40 GHz, 68 cores) at University of Oregon and several other systems at Intel Corporation were utilized for the performance tests. Past experience has shown that focus on single node performance is often neglected when optimizing for today's massively parallel and heterogeneous HPC platforms. Achieving peak performance on a single node facilitates the isolation of communication and other bottlenecks. Hence, it is an important starting point for any modernization effort.
... Implementation process for hotspot-guided optimization and modernization
We adopted the following multistep process to eliminate hotspots during the modernization of MFIX: In this study, two performance profiling software tools, TAU (Tuning Analysis and Utilities) and Intel R VTune TM Amplifier were employed. The TAU performance tool suite (TAU 2015) , open-source software developed at the University of Oregon, offers a diverse range of performance profiling capabilities. The user can make few basic changes to their build process by modifying their makefiles to utilize TAU wrapper functions for compilation. After several minor modifications in the compilation process, TAU can automatically parse the source code and insert instrumentation calls to collect profile and/or trace data. TAU has been used in profiling MFIX on a diverse range of HPC platforms since 2008. Intel R VTune TM Amplifier provides advanced profiling capabilities that leverage low-level hardware events and counters. It can be used to analyze the performance of both serial and parallel codes. Hence, it can give insights into how applications exercise core, cache and memory resources on the platform (Int 2015). Figure 1(a) shows the single-core performance profiling of MFIX on Babbage at NERSC for the benchmark problem presented in Section 2. The metric shown is % time spent exclusively in a subroutine. The profiling results show that for this problem size and duration of simulation, a particular loop in the matrix vector multiply subroutine (LEQ_MATVEC) took nearly 40% of the overall time, which qualifies this subroutine as a hotspot. Our past experience also confirms this finding, i.e. linear solvers have been identified as the primary bottleneck, which also initiated the effort for MFIX-Trilinos integration (Section 3.2). Hence, first, code refactoring and optimization were performed for the LEQ_MATVEC subroutine. In addition to TAU, Intel VTune Amplifier was also used for generating the profiling of the performance of MFIX when running the same problem but for a different duration. However, this time a sampling-based approach was employed instead of automated instrumentation. The review of the profiling analysis results from Intel VTune Amplifier (Figure 1(b) ) also shows that again LEQ_MATVEC has the most clockticks (the measurement metric used). Hence, profiling the benchmark case shows the linear equation solver dominating the solution process for the initial phase, which this study particularly targeted.
... Phase : analyze profiling results for identification of hotspots
Figure 2(a) shows a close-up view of the hotspot loop in LEQ_MATVEC and the corresponding assembly language generated by the compiler. This can be used to analyze the performance by looking at the code generated by the compiler for key loops. For example, Figure 2 (a) shows that scalar floating-point instructions are generated instead of packed vector FP instructions. VTune makes it easy to rank code blocks based on time spent in each and finding the corresponding assembly code generated for each. Additional information on this loop was obtained by reviewing the compiler vectorization report (Figure 2(b) ), as the assembly language review of this loop indicated no vectorization was taking place. The compiler report was generated with compiler directives "-qopt-report=5 -qopt-reportphase=vec". Loop counters (jstart, jend) were identified as inhibiting the automatic vectorization as these variables were passed through modules loaded. In particular, this made it impossible for the compiler to know at compile time how many iterations the loop runs. Since the compiler does not know whether there are enough iteration to fill one vector, it issues scalar code as shown in the assembly.
... Phase : performance improvements through code refactoring and optimization
A stand-alone kernel that represents the hotspot section of the code with triple loops was extracted from the LEQ_MATVEC subroutine to address the issues identified in the previous phase. The extracted kernel is a standalone Fortran program that effectively replicates the same operations on a given matrix-vector data.
Similar data was generated for several different grid resolutions in order to test the effectiveness of the code refactoring and optimizations. Developing the standalone kernel was not only critical in isolating the hotspot but also useful in helping co-authors who have no experience in MFIX to focus on the hotspot problem directly without the complication of dealing with a large legacy code like MFIX. For the purposes of this study, the kernel from LEQ_MATVEC subroutine was extracted and generated manually, which could be a time-consuming operation to repeat for other hotspots. There are several potentially promising solutions to perform this operation in an automatic fashion, such as KGEN Fortran Kernel Generator . The performance issues identified in the previous phase were also replicated with the extracted kernel, and several iterations of code refactoring were employed, which will be discussed briefly in the remaining section.
Iteration 1: For the first round, minimal changes in the code were targeted. To achieve this, several new 1D arrays that stored the cell indices (e.g. A_im1jk()) instead of function lookups (e.g. im_of(ijk)) were introduced. Also, the DO loop counters were replaced with locally defined variables instead of variables retrieved through modules (i.e. ljstart versus jstart). These code refactoring changes improved the compiler's automatic vectorization capability for this loop, which is shown in the vectorization report in the upper right corner of Figure 3 . The vectorization report suggested no significant improvement could be achieved. However, !DIR$ vector always directive was added anyway to force the compiler to vectorize the inner j loop independent of the compiler assessment, since the compiler cost model is not perfect and trying to force vectorization was relatively easy in this case. The first iteration of code refactoring, as shown in Figure 3 , was first tested with the kernel and then implemented in MFIX to document the improvements. For brevity, the results will be discussed together with the second iteration improvements.
Iteration 2: The second iteration necessitated more structural changes in the kernel code to take advantage of particular internal sparse matrix storage format, which is more suitable for multilevel-cache-based hierarchical memory structures available on Intel Xeon systems. There exists a number of different sparse matrix storage formats. Compressed Sparse Row (CSR) format stores matrix value and columns of ordered elements, and Diagonal (DIA) format stores diagonal of matrix as a set of arrays. Internal matrix representation can dramatically affect the performance of matrix-vector multiplication. Diagonal format was chosen as it allows the use of cache blocking with effective vectorization, but it is suitable only for diagonals or 'almost' diagonal matrices. The native MFIX sparse matrix storage scheme was much like DIA format with the exception near the border of the computational domain, where zeros were added to obtain full diagonals. Thus one can represent the original MATVEC operation (that is, reference code is implemented using a stencil) as multiplication of a 7-diagonal matrix by a vector. The implementation of such an operation using Intel MKL functionality reduces the number of uploads for matrix to 1, the vector used in multiplication to 7, and solution vector to 1. Moreover, it should be noted that loads occur sequentially and implementation of the MATVEC operation in this case is equivalent to combinations of operations, such as
..,NB that enables the full use of vectorization. Although Phase 3 involves an iterative procedure with maximum iterations subject to constraints such as time and performance gains with each iteration, for the purposes of this paper, the results of the first two iterations will be presented in the next section. Figure 4 (a-c) shows the performance improvements achieved with the kernel after the first two iterations when compared to the performance of the original kernel on two different architectures, i.e. Xeon and Xeon Phi. The test-bed system used for performance comparison in Figure 4 (a) was an Intel Xeon Haswell (HSW) CPU E5-2699 v3, containing 18 cores and 36 threads and clocked at 2.30 GHz supporting 45 MB L3 Cache. The platform used for the experiments in Figure 4 (b) was an Intel Xeon Phi 7120 co-processor (Knights Corner). The system is equipped with 16 GB GDDR5 memory and includes a 61-core co-processor running at 1.23 GHz. The platform used for the experiments in Figure 4 (c) was second-generation Intel Xeon Phi 7250 (Knights Landing) with 1.4-GHz-based system. The kernel was called 100,000 times to represent the number of calls during a typical run, and timings were obtained as the average of several sampling runs.
... Comparison of performance improvement results of Phase  Iterations  and :
The performance improvements shown in Figure 4 (ac) were obtained with code refactoring and optimizations implemented in the kernel code instead of MFIX itself.
To document the actual performance improvement, Iteration 1 related modifications were implemented into MFIX's LEQ_MATVEC subroutine (see Figure 3 ). Tests were conducted with the same conditions of the benchmark problem. Figure 5 shows Iteration 1 gave a factor of 1.24x improvement with MFIX when compared to the original version of the matrix-vector multiply. These experiments were performed on the test-bed system at NERSC (Babbage), where original performance profiling was obtained. Instead of elapsed CPU time, MFIX was executed for a fixed wall-clock time (two hours) on SandyBridge cores to determine how many seconds of simulation for the transient multiphase flow case can be achieved. The results were obtained as an average of three sampling runs for each iteration of improvements. Implementation of Iteration 2 modifications in MFIX is still underway as it requires substantially more structural changes in the code, and accompanying adequate verification process.
Top-down approach: modernization by leveraging scalable parallel preconditioners and linear equation solvers from Trilinos project
One of the modernization strategies routinely employed is to leverage external libraries that provide state-ofthe-art algorithms that are well optimized for the targeted architectures. Such preconditioner and linear solver libraries are widely available both as commercial (e.g. Intel Math Kernel Library (Wang et al. 2014) ) and opensource software (e.g. Trilinos framework (Heroux and Willenbring 2012; Tri 2015) , PETSc library (Balay et al. 2015) ). However, for a legacy code like MFIX, this approach posed unique challenges due to requirements like mixed-language programming (Fortran and C++) and different data structures. One of the objectives of this study is to share our experiences in overcoming these types of challenges and demonstrate how open-source external libraries can be utilized.
As part of the effort to modernise MFIX, the Trilinos framework from Sandia National Laboratories was selected. The present work began in 2009 and established the first phase of this study. In Phase 1, MFIX was interfaced with the open-source Trilinos framework to utilize several state-of-the-art numerical linear solver and preconditioner libraries. Hence, the first-phase objective was proof-of-concept in interfacing a legacy CFD software based on Fortran programming language with modern C++ libraries. The results of this initial phase were presented during the 2011 Parallel CFD Conference with a demonstration for a simple test case (Gel and Hu 2011) . The second phase is based on a recent study (Gel and Hu 2015) to demonstrate the applicability of the proposed integration for more complex multiphase flow cases, and show the overall performance gains that could be potentially achieved.
The primary objective was to enable the users of a legacy validated CFD code to have easy access to a diverse range of state-of-the-art linear solvers in the Trilinos project. The secondary objective was to relieve as much as possible application code developers from developing and maintaining linear equation (LEQ) solvers for increasingly heterogeneous many-core HPC architectures. MFIX has been demonstrated to scale to thousands of cores on the national leadership computing facilities, such as Oak Ridge's Cray XT platform, as part of an earlier INCITE project (Gel et al. 2010) . However, keeping up with the rapidly evolving many-core HPC platforms imposes substantial burden on the development and maintenance of MFIX. Frameworks like Trilinos have specialized numerical libraries developed by domain experts and optimized for modern architectures. Leveraging these scalable libraries is expected to allow MFIX researchers/developers to focus their areas of expertise, namely advanced model development to capture the actual complex physics taking place on the application domain side.
... Trilinos project framework
The Trilinos project framework is an open-source collection of modern state-of-the-art numerical libraries, called 'packages' . Developed by domain experts, these packages target current and emerging high-performance many-core architectures. Capabilities include highperformance sparse linear algebra kernels, parallel iterative methods, algebraic preconditioners, multilevel preconditioners, parallel sparse and dense direct solvers, nonlinear solvers, eigensolvers, continuation methods, meshing, finite element discretizations, time integration, intrusive and non-intrusive optimization, sensitivity analysis, load balancing, and automatic differentiation. Trilinos project framework also provides many lower level utilities that enhance development of higher level algorithms, such as automatic memory management, parameter lists, timers and FLOP counters (Heroux and Willenbring 2012) . Most packages are written in C++. The Trilinos project uses modern software development practices, such as automated nightly and almost-continuous integration testing, version control via git, and automatic configuration using cmake. Trilinos runs on all of the U.S. Department of Energy's leadership-class supercomputers, as well as Linux-, Macand Windows-based scientific workstations.
... MFIX-Trilinos integration
During the first two phases of the study interfacing with Trilinos, we concentrated on using packages from the Epetra solver stack: AztecOO, which provides Krylov subspace methods for symmetric and nonsymmetric linear systems; Ifpack, which supplies algebraic preconditioners such as incomplete factorizations, Schwarz methods, and successive over-relaxation, and ML, which provides algebraic multigrid algorithms based on smoothed aggregation (Vaněk, Mandel, and Brezina 1996) . Figure 6 (a) shows the Trilinos packages currently used by MFIX, as well as those that will be used in a future implementation. Figure 6 (b) shows a general overview of the communication interface between MFIX and Trilinos. Additional details on the implementation will be provided in the following sections.
... Implementation details
In order to minimize structural changes within MFIX, the MFIX-Trilinos implementation was isolated within few subroutines in MFIX. The current implementation offers Trilinos solvers as an option to the user in addition to those built-in preconditioners and linear solvers in MFIX.
As MFIX data is already distributed over processors, the mapping between MFIX data structures to those employed by Trilinos framework was determined to be one of the most critical steps in the implementation. This mapping is performed after the matrix and right-handside vector formation. However, to reduce overhead each time the linear solver is called; this mapping needs to be performed in an efficient manner.
MFIX and Trilinos communicate exclusively through a thin solver manager, which is based on ideas laid out in Heroux (2006) . The manager is in fact a C++ class and is the single point of contact for MFIX and Trilinos. The manager owns the Trilinos matrices, vectors and solvers. Creation and access to these objects from MFIX is through manager class methods, e.g. a 'LoadMatrix' method that invokes internal Trilinos calls to populate a sparse matrix. Rather than accessing the manager class methods directly, MFIX calls C wrapper functions that, in turn, invoke various manager class methods. In this way, MFIX can create a manager class instance, populate linear algebra matrices and vectors, set up linear systems, choose solver objects,and iterate on the linear systems. To avoid passing C++ pointers back and forth between MFIX and Trilinos, we make use of opaque handles, which are simply integers that are indices into matrix and vector tables owned by the solver manager. This is very similar to the opaque handles used in MPI for communicators.
An important aspect of the MFIX/Trilinos interaction is the ability to manipulate solver options at run time. The main way that Trilinos handles this is through parameter lists, which are simply nested lists of key/value pairs. The key is a string denoting some solver option. In a typical C++ application, parameter lists are very easy to manipulate. Because of the mixed language environment, however, we have implemented a translation layer. In Fortran, the parameter list is actually three character arrays. The first array stores the key string. The second array stores the type of the value (integer, double, string, bool). The third array stores a character string representation of the value. The parameter list translation layer converts the three arrays into a native Trilinos parameter that is owned by the solver manager. The main advantage of this approach is that MFIX can use the same options and values to guide Trilinos as outlined in Trilinos documentation. There is no need for MFIX developers to hand code, translate or validate any solver options, as they are passed transparently to Trilinos.
Phase 1 was to establish proof-of-concept; therefore, we did not concentrate on optimal performance during initial development of the interface. For example, due to limitations in mapping MFIX data to the compressed row storage (CRS) format used in Trilinos, domain decomposition only in the i-and k-directions were permitted. For Phase 2, the MFIX/Trilinos interface was overhauled, removing all such assumptions and making it ready for more general use. In particular, performance assessment became an important consideration.
... Preliminary results and conclusions
In order to assure accurate implementation, several test cases available with MFIX distribution were selected as verification and benchmarking cases. During Phase 1, results from MFIX's native BiCGSTAB linear solver were compared to results using the BiCGSTAB solver from the AztecOO library in Trilinos project. This comparison was useful both for verifying the results and also quantifying the overhead due to data mapping and transformation between MFIX and Trilinos framework when the same solver with the same convergence criteria is employed. The overall overhead was determined to be acceptable for the tested problem sizes, the number of cores employed and conservation equations solved.
For Phase 2, as the objective was testing with more realistic problems and documenting performance improvements achieved by using Trilinos, two types of performance benchmarking metrics were employed to assess the performance gains:
(1) Fixed simulated time to assess % reduction in CPU time required: All simulations ran up to t = 0.01 seconds to get a quick turnaround on the Edison system at NERSC. (2) Fixed wall-clock time to determine improvement in total simulated time: All simulations are given fixed wall-clock time to run. To achieve a quick turnaround on Edison at NERSC batch queue, the total wall-clock time permitted was two hours.
Due to the nature of the flow and problem setup, it required that we use MFIX-TFM where gas and solid phases are interpenetrating continua with Eulerian-Eulerian representation. Hence, linear solvers are called many times for each conservation equation. The decision was made to test only the gas pressure solution phase using MFIX's native BiCGSTAB linear solver and preconditioners and solvers from the Trilinos ML and AztecOO libraries. For this problem, the summary of solver statistics reported by MFIX at the end of typical simulation shows that the pressure solver is called nearly eight times more than the solution of other conservation equations. Hence, for demonstration purposes, the pressure solution phase was selected for benchmarking by setting LEQ_METHOD(1) = 2 for native BiCGSTAB implementation and LEQ_METHOD(1) = 6 for MFIX-Trilinos interface version. For the latter, Trilinos settings were provided in a separate input file and passed directly to Trilinos.
Figure 7(a) shows the preliminary results from Edison at NERSC based on the first performance metric, i.e. how much elapsed CPU time improves as a result of the use of Trilinos preconditioners and solvers when compared to MFIX's native BiCGSTAB-based linear solver. As Trilinos offers numerous solver and preconditioner options, determining the best choice of parameters for Trilinos packages when running MFIX plays an important role in taking advantage of the diverse set of choices offered within Trilinos project framework. However, this requires a stand-alone separate study for systematic testing of preconditioner and solver options to determine the settings that provide faster convergence and improve wall-clock performance of MFIX for different ranges of multiphase flow simulations. For the purposes of this study, we have used the settings for preconditioner such as SA with smoother: type, Chebyshev and conjugate gradient solver (AZ_solver, AZ_cg) with a tolerance for AZ_tol, 1e-4 after several trials and are not necessarily the optimal settings. Figure 7(b) shows the preliminary results based on the second performance metric, which assesses how much time can be simulated within a fixed wall-clock time. The typical simulations in multiphase flows are generally transient in nature and require many restarts to accumulate adequate simulated time. Hence, this metric is more relevant for the end user as it shows that one can achieve more simulated time through the use of Trilinos linear solvers.
The preliminary results for a representative complex MFIX-TFM problem show that with the replacement of a single conservation equation linear solver substantial performance improvements (e.g., up to 40% reduction in CPU time) was achieved for the given grid resolution, number of cores and duration of simulation on Edison at NERSC, as demonstrated. Additional testing with different cases are needed and under way in order to come up with default set of parameters that can be used by any user who does not want to know or explore the details of Trilinos solver settings.
Summary and conclusions
Legacy CFD codes still play a crucial role in simulationbased engineering of today. However, modern HPC architectures are forcing legacy code developers consider about performance improvements via incremental code modernization as an alternative to a complete rewrite. In this study, code modernization through two different approaches was employed and demonstrated. The first approach, which is classified as 'bottom-up' , uses hotspotguided optimization to address performance bottlenecks observed when running representative problems of interest on the target architectures, such as Intel R Xeon R and Xeon Phi
TM . An iterative procedure that consists of three phases was employed. In Phase 1, several performance profiling tools were utilized to profile singlenode performance issues with serial runs first, as this is often ignored in today's massively parallel environment. Phase 2 involved review of the performance profiling results and identification of bottlenecks. Phase 3 was the iterative step that employed code refactoring and optimization to resolve or reduce the bottleneck. Extracting a stand-alone kernel that replicates the hotspot in the code was determined to be one of the best practices. Although such extraction process might be time consuming, a stand-alone kernel let other experts work on the isolated hotspot quickly without having to deal with the complexities of a large code base. The first iteration aimed to perform minimal code change and specifically targeted the vectorization by including proper instruction set compiler flags (such as -xMIC-AVX512 for KNL). As a result, up to a 2.2x improvement was achieved on the secondgeneration Intel Xeon Phi (Knights Landing). The second iteration was totally independent of the first iteration and made substantial changes in the matrix storage format.
These changes enabled the use of a different matrix vector multiply subroutine that is better suited for cache blocking and vectorization. Up to 8.5x and 2.6x improvements were demonstrated on Xeon Phi (KNL) and Xeon (HSW) cores, respectively, with these modifications. The second approach, referred to as 'top-down' , considered the linear solver in MFIX as a black box and replaced it with linear equation solvers from the Trilinos project. This approach was more challenging due to the difficulties in creating an interface with a mixed-language programming environment and different data structures. A custom interface was developed in C language to establish the communication between Fortran90-based MFIX and C++-based Trilinos framework. After extensive debugging and testing, the new MFIX interfaced with Trilinos packages has shown substantial performance improvements just by solving the pressure equation with Conjugate Gradient solver preconditioned by multigrid. Multigrid preconditioning did not exist previously as a choice for MFIX users. For example, for a relatively fine mesh of 2.5 million cells, MFIX-Trilinos executed with at least 30% less CPU time to reach the same simulation end time. These results were achieved without an exhaustive exploration of solver settings. A systematic study could provide better suggested settings for problems of interest in MFIX; this will be the focus of a future study. Also, in the next phase of this work, we will explore transitioning to Trilinos solvers that can fully exploit multicore parallelism as shown in Figure 6 (a) through the use of Tpetra stack and Kokkos.
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