The continuity of the gauge fixing condition n · ∂n · A = 0 for SU (2) gauge theory on the manifold R S 1 S 1 S 1 is studied here, where n µ stands for directional vector along xi-axis(i = 1, 2, 3). It is proved that the gauge fixing condition is continuous given that gauge potentials are differentiable with continuous derivatives on the manifold R S 1 S 1 S 1 which is compact.
I. INTRODUCTION.
It is well known that the Faddeev-Popov quantization [1] of non-Abelian gauge theory is hampered by the Gribov ambiguity [2, 3] . Especially, as proved in [3] , there is no continuous gauge condition that is free from the Gribov ambiguity for non-Abelian gauge theories on 3-sphere(S 3 ) and 4−sphere(S 4 ) once the gauge group is compact. The conventional Faddeev-Popov quantization procedure [1] of gauge theory is based on the equation:
where α(x) is the parameter of Gauge transformation, G(A) represents the gauge fixing function. According to results in [3] , it is impossible to choose suitable continuous gauge fixing function G(A) so that the equation (1) holds for non-Abelian gauge theory on 3-sphere(S 3 ) and 4−sphere(S 4 ) given that the gauge group is compact. In addition, degeneracy of the gauge fixing condition relies on configurations of gauge potentials and may affect calculations of physical quantities.
While concerning infinitesimal gauge transformations, the Gribov ambiguity originates from zero eigenvalues(with nontrivial eigenvectors) of the Faddeev-Popov operator [2, [4] [5] [6] . Thus one can work in the region in which the FaddeevPopov operator is positive definite to eliminate infinitesimal Gribov copies. Such region is termed as Gribov region in literatures [2, 6] . Studies on the Gribov region are interesting and fruitful(see, e.g. Refs. [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). The Gribov region method is extended to linear covariant gauges in [18] through the field dependent BRST transformation [19] [20] [21] . It can also be extended to other gauge conditions(see, e.g. Refs. [22] [23] [24] [25] [26] ). We emphasize that the Gribov ambiguity does not vanish even for one works in the Gribov region, although expectation values of gauge invariant quantise are not affected by such ambiguity while working in the Gribov region [27] . Other works on the Gribov ambiguity can been seen in [28] [29] [30] [31] [32] and references therein.
In [33] , We present a new gauge condition n·∂n·A = 0 for non-Abelian gauge theory on the manifold R⊗S 1 ⊗S 1 ⊗S 1 , where n µ is the directional vector along x i -axis(i = 1, 2, 3). We have proved that n · ∂n · A = 0 is a continuous gauge for non-Abelian gauge theory on R ⊗ S 1 ⊗ S 1 ⊗ S 1 given that generators of Wilson lines along n µ are continuous on the manifold R 4 , where the generator of a unitary matrix U (x) = exp(iφ(x)) means the Hermitian matrix φ(x) not infinitesimal generators of Lie group in this paper. In addition, we have proved that the gauge condition is free from the Gribov ambiguity except for configurations with zero measure.
In this paper, we study SU (2) gauge theory on R ⊗ S 1 ⊗ S 1 ⊗ S 1 to investigate the continuity of the gauge condition n · ∂n · A = 0. Although the theory is quite simple, studies on SU (2) gauge theory are helpful for understanding properties of the Gribov ambiguity of non-Abelian gauge theories. The work in this paper is also meaningful for the study on effects of the Gribov ambiguity on the weak interaction. We will prove that the gauge fixing condition n · ∂n · A = 0 is continuous for the theory considered here once gauge potentials are differentiable with continuous derivatives. To simplify the proof, we consider the theory on the manifold R ⊗ S 1 ⊗ S 1 ⊗ S 1 with finite lengths along every direction(including the time direction) in this paper. That is to say, the manifold considered here is compact. For the case that the length along the time direction tends to ∞, the conclusion is not affected given that gauge potentials satisfy suitable boundary conditions. The paper is organized as follows. In Sec.II, we describe the gauge theory on R ⊗ S 1 ⊗ S 1 ⊗ S 1 briefly. In SecIII, we consider SU (2) gauge theory on R ⊗ S 1 ⊗ S 1 ⊗ S 1 and present the proof that the gauge condition n · ∂n · A = 0 is continuous given that gauge potentials are differentiable with continuous derivatives on the manifold. Our conclusions and some discussions are presented in Sec.IV.
II. GAUGE THEORIES ON
In this section, we describe the gauge theory on the finite 3 + 1 dimensional surface R ⊗ S 1 ⊗ S 1 ⊗ S 1 . The manifold considered here can be obtained from the manifold R 4 through the identification
where L i (i = 1, 2, 3) are large constants. In addition, we require that the surface is finite along the time direction. That is,
where T is a large (positive)constant. It is clear that the manifold considered here is compact. We consider continuous gauge potentials on the surface R ⊗ S 1 ⊗ S 1 ⊗ S 1 in this paper. We have,
Gauge potentials are continuous functions on the compact manifold. As a result, we have,
where a represents the color index. For simplicity, we consider SU (2) gauge theory in this paper and have a = 1, 2, 3. Effects of center vortexes like those shown in [34] are not considered here. As a result, we require that
for continuous gauge transformation on the manifold considered here. We study the continuity of the gauge condition n · ∂n · A = 0 in this paper, where n µ represents directional vectors along x i -axis(i = 1, 2, 3). Without loss of generality, we take n µ as n µ = (0, 0, 0, 1).
It is proved in [33] that the gauge condition n · ∂n · A = 0 is continuous on
is a continuous on the manifold R 4 , where the generator of a unitary matrix U (x) = exp(iφ(x)) should be understood as the Hermitian matrix φ(x) not infinitesimal generators of Lie group in this paper. For Abelian gauge theory, generator of the Wilson line (8) is a continuous function on R 4 given that n · A(x) is continuous R 4 . In fact, the Wilson line (8) can be written as
for Abelian gauge theory. Generator of the Wilson line (9) reads
which is continuous on R 4 . Thus the transformation
is continuous on
for Abelian gauge theory, where
For non-Abelian gauge theory, the situation is more subtle. For example, we consider the following Wilson line
where σ i (i = 1, 2, 3) are Pauli matrixes. The gauge potential corresponding to such Wilson line reads,
which is continuous on
The generator of the Wilson line reads,
where N 1 (x) and N 2 (x) are arbitrary integers which may vary from point to point. It is clear that one can not choose suitable N i (x)(i = 1, 2) so that φ(x) is continuous on R 4 . In this paper, we consider the SU (2) non-Abelian gauge theory for simplicity. We study the continuity of the gauge condition n · ∂n · A = 0 in following texts.
III. CONTINUITY OF THE GAUGE CONDITION
In this section we consider the continuity of generator of the Wilson line
For a unitary matrix U (x) = exp(iφ(x)), we call the Hermitian matrix φ(x) as the generator of U (x). One should not confuse it with infinitesimal generators of Lie group. W (x) is an element of SU (2) group and can be written as
where θ represents an arbitrary real number, I represents the unit matrix in color space, σ represents Pauli matrixes, l represents an arbitrary unit vector. We emphasize that l may not be well defined for sin(θ) = 0. Generator of W (x) can be written as θ l · σ(x), which may be singular for sin(θ) = 0, θ = 0. The Wilson line W (x) is differentiable on R 4 given that the gauge potential n · A(x) is differentiable on R 4 . Derivatives of W (x) are continuous on R 4 given that derivatives of n · A(x) are continuous on R 4 . However, as analysed above, generator of the Wilson line is not necessary to be continuous on R 4 . We will prove that one can always choose a continuous gauge transformation V (x) on R ⊗ S 1 ⊗ S 1 ⊗ S 1 so that the generator of the Wilson line
is differentiable with continuous derivatives on R 4 .
A. Continuity of the generator of W (x) at non-zero points of n · A(x)
In this subsection, we consider differentiable gauge potentials of which derivatives are continuous functions on R ⊗ S 1 ⊗ S 1 ⊗ S 1 . We will prove that the generator of the Wilson line (17) is differentiable with continuous derivatives on R 4 except for zero points of n · A(x). We start from the differentiable matrix
of which derivatives are continuous R 4 . We notice that
and conclude that cos(θ)(x) and sin 2 (θ(x)) are differentiable on R 4 and derivatives of them are continuous on R 4 . In addition, we can always choose the sign of the vector l so that
We see that sin(θ(x)) is differentiable with continuous derivatives on R 4 except for points at which sin(θ(x)) = 0. We define the angle θ(x) as θ(x) = arccos(cos(θ(x))) (23) and conclude that θ(x) is differentiable with continuous derivatives on R 4 except for points at which sin(θ(x)) = 0. For the vector l(x), we notice that
and conclude that the matrix σ · l(x) is differentiable on R 4 except for zero points of sin(θ(x)). Derivatives of σ · l(x) are continuous on R 4 except for these points. The generator of W (x) can be written as θ l · σ(x). Thus the generator of W (x) is differentiable with continuous derivatives on R 4 except for points at which W (x) = I. We then consider the behaviour of W (x) in the neighborhood of points at which W (x) = I. Without loss of generality, we denote one of these points as x 0 . We have, sin(θ(x 0 )) = 0, cos(θ(x 0 )) = 1.
In the neighborhood of x 0 , we have,
where the ellipsis represents higher order terms about ∆x, ∆x is defined as
We then have,
For the case that l is continuous at x 0 , we have,
which is well defined for n · A(x 0 ) = 0. According to (29) , we see that l · σ is differentiable at x 0 and derivatives of l · σ are continuous at x 0 given that l · σ is continuous at x 0 and n · A(x 0 ) = 0. We notice that
and conclude that sin θ is differentiable at x 0 and derivatives of sin θ are continuous at x 0 in this case. In addition, we notice that
and conclude that θ and θ l · σ are differentiable at x 0 and derivatives of them are continuous at x 0 given that l · σ is continuous at x 0 and n · A(x 0 ) = 0. We then consider the case that l · σ is not continuous at a point x 0 and W (x 0 ) = I. We have,
For the case that l · σ is not continuous at x 0 , we have,
for W (x) is differentiable at x 0 and derivatives of W (x) are continuous at x 0 . That is, sin θ is differentiable at x 0 and d sin θ(x 0 ) = 0. We notice that cos θ is also differentiable at x 0 as W (x) is differentiable at x 0 and have
We notice that
and conclude that n · A(x 0 ) = 0 given that l · σ is not continuous at x 0 and W (x 0 ) = I. According to above proofs, we see that the generator of the Wilson line (17) is differentiable with continuous derivatives on R 4 except for those points at which n · A = 0.
B. Gauge transformation to eliminate zero points of n · A(x)
In this subsection, we prove that one can always choose continuous gauge transformation
n·A(x) is continuous on the finite compact manifold R⊗ S 1 ⊗ S 1 ⊗ S 1 , so are eigenvalues of n·A(x). Thus maximum of eigenvalues of n · A(x) does exist, which is denoted as λ max . In addition −λ max is the minimum of eigenvalues of n · A(x) as n · A(x) is traceless. We consider the following gauge transformation,
where N represents an arbitrary integer with
One can verify that V (x) is a continuous gauge transformation on R ⊗ S 1 ⊗ S 1 ⊗ S 1 . Under the transformation V (x), we have,
We see that one can always choose the continuous gauge transformation V (x) on
It is interesting to consider the limit T → ∞, where T is the upper bound of the time t as exhibited in (3) . The proof in this subsection relies on the fact that the manifold R ⊗ S 1 ⊗ S 1 ⊗ S 1 is compact. We consider the case that gauge potentials are convergent in the limit T → ∞, that is,
where C µ 1 ( x) and C µ 2 ( x) represent arbitrary depreciable matrixes with continuous derivatives on the sub-manifold (S 1 ) 3 . It is reasonable to believe that the proof in this subsection works given that eigenvalues of C 1 ( x) and C 2 ( x) are continuous and bounded function on the sub-manifold (S 1 )
3 . According to proofs in this and last sections, we see that one can always choose continuous gauge transformation . According to such result and the result in this section, we see that n · ∂n · A is a continuous gauge on the compact manifold
for SU (2) gauge theory given that gauge potentials are differentiable with continuous derivatives on the manifold.
IV. CONCLUSIONS AND DISCUSSIONS
For SU (2) gauge theory on the manifold R ⊗ S 1 ⊗ S 1 ⊗ S 1 with finite length along every direction, we present the proof of the continuity of the gauge condition n · ∂n · A = 0 given that gauge potentials are differentiable with continuous derivatives on the manifold. Given suitable boundary conditions of gauge potentials, it is believed that the the continuity of the gauge condition does hold even for the length of the manifold along the time direction tends to ∞. Compactness of the manifold considered here plays an important role in the proof of the continuity of the gauge condition n · ∂n · A = 0.
As displayed in above sections, differentiability of gauge potentials is essential for the proof of the continuity of the gauge condition n · ∂n · A = 0. However, such differentiability may be destroyed by gauge transformations U (x) which satisfy the equation n · ∂n · A U = 0. In fact, although the Wilson line (19) is differentiable, derivatives of the Wilson line (19) are not necessary to be differentiable. Transformations of gauge potentials involving derivatives of elements in SU (2) group. It is possible that gauge potentials are no longer differentiable after the gauge transformations U (x). If gauge potentials are analytic on the manifold considered here, however, then it is reasonable to believe that analyticities of gauge potentials are not affected by these gauge transformations.
For the case that the length of the manifold along the time direction tends to ∞, suitable boundary conditions at t → ±∞ are necessary to guarantee the continuity of the gauge condition considered here. In fact, special boundary conditions at t → ±∞ are necessary for the vanishing of surface terms in perturbative theory. Thus we assume that the boundary condition (41) does hold for quantities one concerning.
