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Abstract
The energy of a graph is deﬁned as the sum of the absolute values of all the eigenvalues of the graph. Let
G(n, d) be the class of tricyclic graphs G on n vertices with diameter d and containing no vertex disjoint
odd cycles Cp,Cq of lengths p and q with p + q ≡ 2 (mod 4). In this paper, we characterize the graphs
with minimal energy in G(n, d).
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1. Introduction
Let G be a simple graph with n vertices. Let A(G) be the adjacency matrix of G. The charac-
teristic polynomial of G is
φ(G, λ) = det(λI − A) =
n∑
i=0
aiλ
n−i .
Sachs theorem states that [2] for i  1,
 The research is partially supported by National Science Foundation of China (Grant No. 10671081).
∗ Corresponding author.
E-mail addresses: lscmath@mail.ccnu.edu.cn (S. Li), xcli@uga.edu (X. Li).
0024-3795/$ - see front matter ( 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2008.08.004
S. Li, X. Li / Linear Algebra and its Applications 430 (2009) 370–385 371
ai =
∑
S∈Li
(−1)p(S)2c(S),
where Li denotes the set of Sachs graphs of G with i vertices, that is, the graphs in which every
component is either a K2 or a cycle, p(S) is the number of components of S and c(S) is the
number of cycles contained in S. In addition a0 = 1. The roots λ1, . . . , λn of φ(G, λ) are called
the eigenvalues of G. Since A(G) is symmetric, all eigenvalues of G are real. Other undeﬁned
notation may refer to [1,2].
The energy of G, denoted by E(G), is then deﬁned as E(G) = ∑ni=1 |λi |. In chemistry,
the energy of a given molecular graph is of interest since it is clearly related to the total π -
electron energy of the molecule represented by that graph. See Refs. [2,3,4] for more details on
graph-energy concept and a survey of the mathematical properties.
It is known that [2] E(G) can be expressed as the Coulson integral formula
E(G) = 1
π
∫ +∞
0
dx
x2
ln
⎡
⎢⎣
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⎝
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2 ∑
i=0
(−1)ia2ix2i
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⎠
2
+
⎛
⎝
n
2 ∑
i=0
(−1)ia2i+1x2i+1
⎞
⎠
2
⎤
⎥⎦ . (1.1)
Let b2i (G) = (−1)ia2i and b2i+1(G) = (−1)ia2i+1 for 0  i  n2 . Clearly, b0(G) = 1 and
b2(G) equals the number of edges ofG. Thus, by (1.1),E(G) is a strictlymonotonically increasing
function of bi(G), i = 1, . . . , n/2. A quasi-order is introduced (see [2]): if G1 and G2 are two
graphs, then
G1  G2 ⇔ bi(G1)  bi(G2) for all i  0.
IfG1  G2, and there exists one j such that bj (G1) > bj (G2), thenwewriteG1 
 G2. Therefore
G1 
 G2 ⇒ E(G1) > E(G2).
This increasing property of energy has been used in the study of extremal values of energy over
some classes of graphs. For instance, Gutman [6] determined the trees with minimal and maximal
energies. Yan and Ye [21] determined the trees of a given diameter with minimal energy. Li and
Zhou [13] determined the unicyclic graphs of a given diameter with minimal energy. Recently,
Yang and Zhou [26] determined the bicyclic graphs of a given diameter with minimal energy.
More results in this direction can be found in Refs. [5,7,9–11,13,15,16].
Let Cn and Pn denote a cycle and path of n vertices, respectively. A connected simple graph
with n vertices and e = n + 2 edges is called a tricyclic graph. Let G(n, d) be the class of
tricyclic graph G with n vertices, diameter d and containing no disjoint two odd cycles Cp,Cq
with p + q ≡ 2 (mod 4). Let G0n be the graph formed by joining 3 pendent vertices to a vertex
of degree one of the K1,n−1 (e.g., see Fig. 1), and G1n,d be the graph formed by joining n − d − 3
pendent vertices and a path Pd−2 of length d − 3 respectively, to two vertices of degree 4 of the
complete bipartite graphK2,4 (e.g., see Fig. 1). In this paper, we show thatG1n,d (G
0
n, respectively)
has minimal energy in G(n, d) for n  11, d  3 (in G(n, 2), respectively). Be aware of that
b2i+1(G1n,d) = 0, b2i+1(G0n) = 0 for i  1, it is sufﬁcient to evaluate b2i (G) for G ∈ G(n, d).
The following lemmas are needed in the proof of our main theorem.
Lemma 1.1 [25]. LetG be any graph. Then b4(G) = m(G, 2) − 2s,wherem(G, 2) is the number
of 2-matchings of G and s is the number of quadrangles in G.
Lemma 1.2 [15]. If G ∈ G(n, d), then b2i  0 for 0  i  n2 .
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Lemma 1.3 [25]. LetG be a graph with n vertices and let uv be a pendent edge ofGwith pendent
vertex v. Then for 2  i  n, bi(G) = bi(G − v) + bi−2(G − u − v).
Lemma 1.4 [21]. If G ∈ G(n, d) with uv ∈ E(G) and Csj (sj  0) are cycles of G containing
edge uv, then
b2i (G) = b2i (G − uv) + b2i−2(G − u − v) +
∑
uv∈Csj
f (Csj )2b2i−Sj (G − Csj ),
where f (Csj ) = −1 if sj ≡ 0 (mod 4), and f (Csj ) = 1 otherwise.
We call the edge uv of G in Lemmas 1.3 and 1.4 reduce-edge of graph G. LetT(n, d) be the
set of trees with n vertices and diameter d and Tn,d be the tree obtained by attaching n − d pendent
vertices to an end vertex of Pd. Let U(n, d) be the class of unicyclic graphs with n vertices and
diameter d, and letUn,d be the graph obtained by attaching n − d − d pendent vertices and a path
Pd−3 to two non-adjacent vertices of a quadrangle, respectively (see Fig. 1). Following results
comes from [26].
Lemma 1.5. (1) If T ∈Tn,d , then b2i (T )  b2i (Tn,d).
(2) If G ∈ U(n, d), b2i (G)  b2i (Tn,d).
(3) b2i (Tn,d)  b2i (Tn,d0) where n − 2  d  d0  3.
2. Lemmas and main results
In this section, we shall determine the tricyclic graphs in G(n, d) having the minimal energy.
Our idea is to show E(G) > E(G1n,d) for any G ∈ G(n, d).
Following two facts are immediate.
Fact 1. For any G ∈ G(n, d), there are at most three edge-disjoint cycles contained in G.
Fact 2. b2i (G0n,3)  b2i (G1n,3). That is E(G0n,3)  E(G1n,3).
Note that b2i (G1n,3) = 0 for (i  3). By Lemma 1.3 and the facts that b2(G1n,3) = n + 2,
b4(G
1
n,3) = 4n − 24 and b2(G0n,3) = n + 2, b4(G0n,3) = 4n − 18, we have our result.
Lemma 2.1. For G1n,d and Tn,d (see Fig. 1), b2i (G
1
n,d)  b2i (Tn,d)(3  d  n − 2).
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Proof. We prove it by induction on n and d. Firstly, let d = 3, 4 since b2i (G1n,d) = b2i (Tn,d) = 0
for i  3, we need to evaluate the values of b4(G1n,d) and b4(Tn,d) only. By direct calculation,
we have b4(G1n,3) = 3n − 15, b4(Tn,3) = n − 3, b4(G1n,4) = 4n − 21, b4(Tn,4) = 2n − 7, so our
statement is true for d = 3, 4 (n  9). Secondly, we assume that the statement is true for the
number of vertices less than n and diameter is less than d. At last, we are to show that the result
is true for n and d. We choose edge xy as the reduce-edge of G1n,d and by induction hypothesis,
we have
b2i (G
1
n,d) = b2i (G1n−1,d−1) + b2i−2(G1n−2,d−2)
 b2i (Tn−1,d−1) + b2i−2(Tn−2,d−2) = b2i (Tn,d)
Hence, the statement is true. 
Let B(n, d) be the class of bicyclic graphs with n vertices and diameter d and let Bn,d be the
graph formed by joining n − d − 2 pendent vertices and a path Pd−2 respectively, to two vertices
of degree of 3 of the complete bipartite graphK2,3 (see Fig. 1). Denote the star with n edges by Sn.
Lemma 2.2. For Un,d(d  3), Bn,d(d  3) and G1n,d , we have
(1) b2i (Un,d) = b2i (Tn−1,d ) + b2i−2(Sn−d−1 ∪ Pd−3) + b2i−2(Pd−2).
(2) b2i (Bn,d) = b2i (Un−1,d ) + b2i−2(Sn−d−2 ∪ Pd−3) + b2i−2(Pd−2).
(3) b2i (G1n,d) = b2i (Bn−1,d ) + b2i−2(Sn−d−3 ∪ Pd−3) + b2i−2(Pd−2).
(4) b2i (G1n,d) = b2i (G1n−1,d ) + b2i−2(Pd−2) + 3b2i−4(Pd−3).
(5) b2i (G1n,d) = b2i (G1n−1,d−1) + b2i−2(G1n−2,d−2).
Proof. (1) and (2) are directly obtained by Lemma 1.4.
(3) We choose edges uv and vw as reduce-edges of graph G1n,d and graph G
1
n,d − uv respec-
tively, then we have
b2i (G
1
n,d) = b2i (G − uv) + b2i−2(G − u − v) − 6b2i−4(Pd−3)
= b2i (G − uv) + b2i−2(Td,d−2) − 6b2i−4(Pd−4)
= b2i (B1n−1,d ) + b2i−2(Sn−d ∪ Pd−3) + 3b2i−4(Pd−3)
+ b2i−2(Pd−2) − 6b2i−4(Pd−3)
= b2i (B1n−1,d ) + b2i−2(Sn−d−3 ∪ Pd−3) + b2i−2(Pd−2).
(4) We choose zu as the reduce-edge of G1n,d ,
b2i (G
1
n,d) = b2i (G1n−1,d ) + b2i−2(Td+2,d−2)
= b2i (G1n−1,d ) + b2i−2(Pd−2) + 3b2i−4(Pd−3).
(5) It is straightforward if edge xy be chosen as a reduce-edge of G1n,d . 
Let Q(n, d) be the class of graphs of diameter d with n vertices whose components are (i) all
trees, or (ii) all trees except one being unicyclic, or (iii) all trees except one being bicyclic.
Lemma 2.3. Let G ∈ Q(n, d), then b2i (G)  b2i (Sn−d−3 ∪ Pd−3) + b2i−2(Pd−2).
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Fig. 2. Graphs Rn,Wn, Sn and Qn.
Proof. It is obvious by Lemma 2.2. 
LetJn= {Rn,Wn, Sn,Qn}, where Rn,Wn, Sn,Qn are depicted in Fig. 2.
Lemma 2.4. For each G ∈ G(n, 2), then b2i (G)  b2i (G0n), that is G0n has minimal energy in
G(n, 2).
Proof. By Theorem 2.8 in [15], ifG /∈ Jn, the result is true for nwith n  max{11, d + 3}.Now
we verify that if G ∈ Jn, the result is also true.
The values of bi for each graph inJn are listed below:
b3(Rn) = 6, b3(Wn) = 6, b3(Sn) = 6, b3(Qn) = 8,
b4(Rn) = 3n − 6, b4(Wn) = 3n − 7, b4(Sn) = 3n − 8, b4(Qn) = 3n − 9,
b5(Rn) = 12, b5(Wn) = 8, b5(Sn) = 4, b5(Qn) = 2n − 8,
b6(Rn) = 3n − 14, b6(Wn) = 2n − 10,
b7(Rn) = 6,
where each bi(Gj ) = 0 except the values listed above.
Note that b3(G0n) = (−1)a3 = −((−1)21 × 2) = 4, b4(G0n) = 3(n − 5) + 6 = 3n − 9,
bl(G
0
n) = 0(l  5). For G ∈ Jn, Let
E(G) − E(G0n) =
1
π
∫ ∞
0
dx
x2
ln
fj (x)
fg(x)
,
where
fg(x) = [1 + (n + 3)x2 + (3n − 9)x4
]2 + [4x3]2,
f1(x) = [1 + (n + 3)x2 + (3n − 6)x4 + (3n − 14)x6]2 + [6x3 + 12x5 + 6x7]2,
f2(x) = [1 + (n + 3)x2 + (3n − 7)x4 + (2n − 10)x6]2 + [6x3 + 8x5]2,
f3(x) = [1 + (n + 3)x2 + (3n − 8)x4]2 + [6x3 + 4x5]2,
f4(x) = [1 + (n + 3)x2 + (3n − 9)x4]2 + [8x3 + (2n − 8)x5]2.
Using case by case checking, it is easy to see that fj (x) − fg(x)  0 (j = 1, . . . , 8), where n  9
and x > 0. Hence E(G0n) < E(G) for G ∈ Jn. Therefore, the statement is true for each graph
in G(n, 2). 
Lemma 2.5. For each G ∈ G(n, 3), then b2i (G)  b2i (G1n,3)(n  11).
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Proof. It is obvious that G /∈ {Rn,Wn, Sn,Qn,G0n}. By Theorem 2.8 in [15], b4(G) > b4(G1n,3)
(n  11), that is b2i (G)  b2i (G1n,3) since b2i (G)  0 by Lemma 1.2 and b2i (G1n,3) =
0 (i  3). 
Lemma 2.6. ForagraphG ∈ G(n, 4)with nopendent vertices, thenb2i (G)  b2i (G1n,4)(n  8).
Proof. It is evident that G /∈ {Rn,Wn, Sn,Qn,G0n}, by Lemmas 2.2–2.5 in [15], b4(G)  n
2
2 +
n
2 − 23. Then, b4(G) − b2i (G1n,4) = n
2+n
2 − 23 − (5n − 31) = 12 (n − 4.5)2 − 178 > 0 for
(n  8.) 
For a graph G, it will be convenient to denote the diameter of G by diam(G).
Lemma 2.7. For each graph G ∈ G(n, 4) with at least one pendent vertex, then b2i (G) 
b2i (G
1
n,4) where n  8.
Proof. We are to prove it by induction on n. Since G is tricyclic and has diameter 4, so n  8.
Firstly, we are to show the statement is true when n = 8. All the graphs in G(8, 4) is isomorphic
to one of the graphs in Fig. 3.
Using case by case checking, we have b4(G)  b4(G18,4) = 4, and note that b2i (G18,4) = 0
(i  3). Thus E(G)  E(G18,4). Secondly, we assume that the statement is true for n  8.
Let u be a pendent vertex and v be its neighbor and we choose uv (zu, respectively) as the
reduce-edge of G(G1n,4, respectively). By induction hypothesis, b4(G − u)  b4(G1n−1,4). So, to
prove Lemma 2.7, it is sufﬁcient to show that b2(G − u − v)  b2(G1n,4 − z − u)= b2(K1,5) =
5. Suppose to the contrary, G − u − v contains at most 4 edges. Note that |E(G)| = n + 2
which implies that d(v)  n − 2. Note that diam(G) = 4 which leads us to that diam(G −
u − v)  2, thus G − u − v contains a P3 as its a subgraph. Hence, |V (G)|  n − 2 + 1 + 2 =
n + 1, a contradiction. So we have b4(G) = b4(G − u) + b2(G − u − v) b4(G1n−1,4) + 5 =
b4(G
1
n,4). 
By Lemma 2.6 and Lemma 2.7, we obtain the following Lemma.
Fig. 3. Graphs in G(8, 4) with some pendent vertices.
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Lemma 2.8. For any graph G in G(n, 4), b2i (G)  b2i (G1n,4)(n  8).
Lemma 2.9. For each graph G ∈ G(n, d) with at least one pendent vertex, then b2i (G) 
b2i (G
1
n,d) where n  max{11, d + 4}.
Proof. We prove it by double induction on n and diameter d. The base cases d = 3 and d = 4
have been done by Lemma 2.5 and Lemma 2.8, so we assume from now on that the result is true
for d  5.
Suppose that there is a pendent vertex u of G such that the degree of its neighbor v is
two. Then G − u ∈ G(n − 1, d − 1) and G − u − v ∈ G(n − 2, d − 2). By induction hypoth-
esis, b2i(G − u)  b2i (G1n−1,d−1), b2i−2(G − u − v)  b2i−2(G1n−2,d−2). By Lemma 2.2(5),
b2i (G
1
n,d) = b2i (G1n−1,d−1) + b2i−2(G1n−2,d−2), hence, we have b2i (G)  b2i (G1n,d).
Next, we suppose that the neighbor of any pendent vertex has degree at least 3. Let u be the
pendent vertex and v be its neighbor. First, we assume that uv is not on all diametrical paths of
G. Then diam(G − u) = diam(G) = d. By induction hypothesis, b2i (G − u)  b2i (G1n−1,d ).
Now we need only to verify that b2i−2(G − u − v)  b2i−2(Td+2,d−2) since b2i (G1n−1,d ) +
b2i−2(Td+2,d−2) = b2i (G1n,d).Note thatG is tricyclic and diam(G − u − v)  d − 2, so |V (G −
u − v)|  2d − 1. Note that G − u − v is a forest, or unicyclic, or bicyclic. If G − u − v is a
forest, by Theorem 1.1 in [21], we have b2i−2(G − u − v)  b2i−2(Td+2,d−2). If G − u − v is
unicyclic, by the result in [26], b2i−2(G − u − v)  b2i−2(Un−2,d−2) and then by the result (1) in
Lemma 2.2, we have b2i−2(Un−2,d−2)  b2i−2(Td+2,d−2). If G − u − v is a bicyclic, by Lemma
12 and Theorem 3 in [26], E(G − u − v)  E(Bn−2,d−2), then by result (2) in Lemma 2.2, we
again have b2i−2(G − u − v)  b2i−2(Td+2,d−2).
Secondly, we assume that edge uv is on each diametrical path of G. Now diam(G − u) =
d − 1. By induction hypothesis, b2i (G − u)  b2i (G1n−1,d−1). By Lemma 2.2(5), b2i (G1n,d) =
b2i (G
1
n−1,d−1) + b2i−2(G1n−2,d−2), to prove the result, it is sufﬁcient for us to show thatb2i−2(G −
u − v)  b2i−2(G1n−2,d−2). Let all neighbors of v be {u, v1, v2, . . . , vi} where 2  i  6. Then
degree of each vk(k  i) must be 2 and vk must be on some cycles, otherwise uv is not on each
diametrical path of G. Please note that i /= 5, 6. Otherwise, there exist two edge disjoint cycles
sharing one common vertex which is v by the property of uv being on each diametrical path.
Then there exists a maximal path which does not pass through edge uv and but is longer than
diametrical path with u as an end vertex. We have a contradiction. And furthermore each vertex
vk must be an end vertex of at least one diametrical path of graph G − u − v. So G − u − v is a
tree, or unicyclic, or bicyclic (see Fig. 4). We are to evaluate the b2i−2(G − u − v) by discussing
following three cases according to the structure of G − u − v.
Case 1. Assume that G − u − v is a tree.
Since uv is on each diametrical path of G, G − u − v must be a graph formed by four edge-
disjoint pathsPd−1 with one common vertex (see Fig. 4). LetGfork be the graph formed by joining
...
...
...
...0
x1x
2x
3x
4x
...
...
...
0x1x
2x
...
G-u-v is a tree or forest. G-u-v is unicyclic. 
..
.
...
Fig. 4. When G − u − v is a forest, or is unicyclic.
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three end vertices of three edge-disjoint paths Pd−1. We choose edge x0x1 as the reduce-edge of
G − u − v:
b2i−2(G − u − v) = b2i−2(Pd−2 ∪ Gfork) + b2i−4(Pd−3 ∪ 3Pd−2)
= b2i−2(Pd−3 ∪ Gfork) + b2i−4(Pd−4 ∪ Gfork) + b2i−4(Pd−3 ∪ 3Pd−2)
 [b2i−2(Pd−3) + b2i−2(Gfork) + |E(Gfork)|b2i−4(Pd−4)]
+ b2i−4(Pd−5 ∪ Gfork) + b2i−6(Pd−6 ∪ Gfork)
+ b2i−4(Pd−3 ∪ 3Pd−2).
There are four vertex-disjointPd−5 in graphPd−5 ∪ Gfork and |E(Pd−5 ∪ Gfork) − Pd−5|  3d −
3, thus b2i−4(Pd−5 ∪ Gfork)  4(3d − 3)b2i−6(Pd−5). Similarly, graph Pd−3 ∪ 3Pd−2 contains
four vertex-disjoint paths Pd−5, then b2i−4(Pd−3 ∪ Pd−2)  4b2i−4(Pd−5). Hence, we have
b2i−2(G − u − v) b2i−2(Pd−3) + (3d − 3)b2i−4(Pd−4)
+ 4(3d − 3)b2i−6(Pd−5) + 3b2i−4(Pd−5)
 b2i−2(Pd−3) + (n − d + 2)b2i−4(Pd−4)
+ 3b2i−4(Sn−d−1 ∪ Pd−5) + 3b2i−4(Pd−5). (2.2)
On other hand, by Lemma 2.2(3), (2) and (1), we have
b2i−2(G1n−2,d−2) = b2i−2(Bn−3,d−2) + b2i−4(Sn−d−1 ∪ Pd−5) + b2i−4(Pd−4)
 b2i−2(Un−4,d−2) + 2b2i−4(Sn−d−1 ∪ Pd−5) + 2b2i−4(Pd−4)
 b2i−2(Tn−4,d−2) + 3b2i−4(Sn−d−1 ∪ Pd−5) + 3b2i−4(Pd−4)
= b2i−2(Pd−3) + (n − d − 1)b2i−4Pd−4 + 3b2i−4(Sn−d−1 ∪ Pd−5)
+ 3b2i−4(Pd−4)
 b2i−2(Pd−3) + (n − d + 2)b2i−4(Pd−4) + 3b2i−4(Sn−d−1 ∪ Pd−5)
+ 3b2i−4(Pd−5). (2.3)
Comparing (2.2) and (2.3), we have b2i−2(G − u − v)  b2i−2(G1n−2,d−2), thus the result holds.
Case 2. Assume that G − u − v is unicyclic.
uv is on each diametrical path of G, G − u − v must be a graph in Fig. 4. Let G be the graph
G − u − v − Pd−2. We choose edge x0x1 as the reduce-edge of G − u − v.
b2i−2(G − u − v) = b2i−2(G − u − v − x0x1) + b2i−4(G − u − v − x0 − x1)
= b2i−2(Pd−2 ∪ G) + b2i−4(Pd−3 ∪ (G − x0))
= b2i−2(Pd−2 ∪ G) + b2i−4(Pd−4 ∪ G − x0)
+ b2i−4(Pd−5 ∪ G − x0).
Since graph Pd−2 ∪ G is unicyclic with diameter at least d − 2 and number of vertices n − 4,
b2i−2(Pd−2 ∪ G) b2i−2(Un−4,d−2). Please note that Pd−i ∪ (G − x0) is acyclic and |G −
x0|  n − d − 2 and there are three vertex-disjointPd−5 in acyclic graphPd−5 ∪ (G − x0), thus
b2i−4(Pd−5 ∪ G − x0)  2b2i−4(Sn−d−2 ∪ Pd−5). It is obvious that Pd−4 ∪ (G − x0) con-
tains three vertex-disjoint paths Pd−4, then b2i−4(Pd−3 ∪ (G − x0))  3b2i−4(Pd−4). Hence,
we have
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b2i−2(G − u − v) b2i−2(Un−4,d−2) + 2(2d − 3)b2i−6(Pd−5) + 2b2i−4(Pd−5)
+ 2b2i−4(Pd−5)
= b2i−2(Un−4,d−2) + 2b2i−4(Sn−d−1 ∪ Pd−5) + 2b2i−4(Pd−4). (2.4)
On other hand, by Lemma 2.2(3), (2) and (1), we have
b2i−2(G1n−2,d−2) = b2i−2(Bn−3,d−2) + b2i−4(Sn−d−3 ∪ Pd−5) + b2i−4(Pd−4)
 b2i−2(Un−4,d−2) + 2b2i−4(Sn−d−2 ∪ Pd−5) + 2b2i−4(Pd−4). (2.5)
By comparing (2.4) and (2.5), we have b2i−2(G − u − v)  b2i−2(G1n−2,d−2).
Case 3. Assume that G − u − v is bicyclic.
Let v∗1( /=u) be the neighbor of v, we have diam(G − u − v − v1) = d − 2 and G − u − v1 is
bicyclic. Note that diam(G − u − v − v1 − v∗1)  d − 4 and v∗1 is a pendent vertex of G − u −
v − v1. By Theorem 3 in [26], b2i−2(G − u − v − v1)  b2i−2(Bn−3,d−2). By Lemma 2.3 and
Lemma 1.5(2), we have
b2i−4(G − u − v − v1 − v∗1) b2i−4(Un−4,d−4)
 b2i−4(Tn−4,d−4)
= b2i−4(Sn−d ∪ Pd−5) + b2i−6(Pd−6)
= b2i−4(Sn−d−1 ∪ Pd−5) + b2i−4(Pd−5) + b2i−6(Pd−6)
= b2i−4(Sn−d−1 ∪ Pd−5) + b2i−4(Pd−4).
Hence,
b2i−2(G − u − v) = b2i−2(G − u − v − v1) + b2i−4(G − u − v − v1 − v∗1)
 b2i−2(Bn−3,d−2) + b2i−4(Sn−d−1 ∪ Pd−5) + b2i−4(Pd−4)
= b2i−2(G1n−2,d−2),
where the last equality comes from Lemma 2.2(3).
Now we complete the proof of b2i (G)  b2i (G1n,d) for G ∈ G(n, d) and G has at least one
pendent vertex. 
Next, we list some properties that will be useful in the proof of our main result.
Lemma 2.10. (1) b2i (Tn,d) = b2i (Pd) + (n − d − 1)b2i−2(Pd−1).
(2) b2i (Bn−1,d−1) + 2b2i−2(Bn−3,d−2)  b2i (G1n,d).
(3) b2i−2(Un−1,d−1) + b2i−2(Un−3,d−2)  b2i−2(Sn−d−3 ∪ Pd−3) + b2i−2(Pd−2).
Proof. (1) By Lemma 1.3,
b2i (Tn,d) = b2i (Tn−1,d ) + b2i−2(Pd−1)
= b2i (Tn−2,d ) + 2 × b2i−2(Pd−1)
= · · ·
= b2i (Pd+1) + (n − d − 1)b2i−2(Pd−1).
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(2) By Lemma 1.3, and (1), (2) in Lemma 2.2,
b2i (Bn−1,d−1) + 2b2i−2(Bn−3,d−2)
= b2i (Bn−2,d−1) + b2i−2(Td,d−3) + 2b2i−2(Bn−4,d−2) + 2b2i−4(Td−1,d−4)
 b2i (Bn−2,d−1) + b2i−2(Pd−3) + 2b2i−4(Pd−4) + 2b2i−2(Bn−4,d−2)
+ 2b2i−4(Pd−3) + 2(2)b2i−6(Pd−5)
= S1 + S2,
where
S1 = b2i (Bn−2,d−1) + b2i−2(Pd−3) + b2i−2(Bn−4,d−2) + 2b2i−4(Pd−4),
S2 = b2i−2(Bn−4,d−2) + 2b2i−4(Pd−4) + 4b2i−6(Pd−5).
On other hand, by (3), (4) and (5) in Lemma 2.2,
b2i (G
1
n,d) = b2i (G1n−1,d−1) + b2i−2(G1n−2,d−2)
= b2i (G1n−1,d−1) + b2i−2(Gn−3,d−2) + b2i−4(Pd−4) + 3b2i−4(Pd−5)
= [b2i (Bn−2,d−1) + b2i−2(Sn−d−3 ∪ Pd−4) + b2i−2(Pd−3)]
+ [b2i−2(Bn−4,d−2) + b2i−4(Sn−d−4 ∪ Pd−5) + b2i−4(Pd−4)]
+ b2i−4(Pd−4) + 3b2i−4(Pd−5)
= S1 + b2i−2(Sn−d−3 ∪ Pd−4) + b2i−4(Sn−d−4 ∪ Pd−5) + 3b2i−4(Pd−5)
= S1 + S3,
where S3 = b2i−2(Sn−d−3 ∪ Pd−4) + b2i−4(Sn−d−4 ∪ Pd−5) + 3b2i−4(Pd−5).
Next we will evaluate S2 and S3. Applying Lemma 2.2, we have
S2 = b2i−2(Tn−6,d−2) + 2b2i−4(Sn−d−4 ∪ Pd−5) + 2b2i−4(Pd−4) + 4b2i−6(Pd−5)
= [b2i−2(Pd−1) + (n − d − 3)b2i−4(Pd−4) + b2i−4(Sn−d−4 ∪ Pd−5)]
+ b2i−4(Sn−d−4 ∪ Pd−5) + 2b2i−4(Pd−4) + 4b2i−6(Pd−5)
=
d−3∑
k=d−5
b2i−4(Pk) + [b2i−2(Pd−4) + (n − d − 3)b2i−4(Pd−4)
+ b2i−4(Sn−d−4 ∪ Pd−5)]
+ b2i−4(Sn−d−4 ∪ Pd−5) + 2b2i−4(Pd−4) + 4b2i−6(Pd−5)
 b2i−2(Sn−d−3 ∪ Pd−4) + b2i−4(Sn−d−4 ∪ Pd−5) + 3b2i−4(Pd−5)
 S3.
(3) By (1) and Eq. (1) in Lemma 2.2,
b2i−2(Un−4,d−2) = b2i−2(Tn−5,d−2) + b2i−4(Sn−d−3 ∪ Pd−5) + b2i−4(Pd−4)
= b2i−2(Pd−2) + (n − d − 4)b2i−4(Pd−3)
+ b2i−4(Sn−d−3 ∪ Pd−5) + b2i−4(Pd−4),
b2i−2(Un−3,d−2) = b2i−2(Pd−2) + (n − d − 3)b2i−4(Pd−3)
+ b2i−4(Sn−d−2 ∪ Pd−5) + b2i−4(Pd−4).
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Hence,
b2i−2(Un−4,d−2) + b2i−2(Un−3,d−2)
 b2i−2(Pd−2) + b2i−2(Pd−3) + (n − d − 3)b2i−2(Pd−4)
= b2i−2(Pd−2) + b2i−2(Sn−d−3 ∪ Pd−3). 
We are now in a position to prove the main result. We know, by [15], that a tricyclic graph G
contains at least 3 cycles and at most 7 cycles, furthermore, there do not exist 5 cycles in G. In the
rest of this article, we are to prove b2i (G)  b2i (G1n,d) if G has no pendent vertices by following
three lemmas.
Lemma 2.11. For each G ∈ G(n, d) with exactly 3 or 4 cycles and no pendent vertices, then
b2i (G)  b2i (G1n,d), that is E(G)  E(G1n,d).
Proof. For each graph G in Fig. 5, there exists a cycle, say Ca, has at most one common vertex
with other cycles. To limit the number of cases discussion in the proof due to the analogue, we
consider the graphs (d) and (k) here.
First we consider the graph (d). Assume that cycle Ca is connected to cycle Cb by a path
Pl , Cb is connected to Cc by a path Pk. To make proof cleaner, we will discuss two cases. Case
(I): at least one of cycles {Ca,Cc} is even cycle, say Ca , and further assume that |Ca| = a ≡ 0
(mod 4), and Case (II): Two cycles Ca and Cc are odd.
Proof of Case (I). Using Lemma 1.4 repeatedly, and be aware in mind, we choose edges along
cycleCa in clockwise order as our reduce-edges respectively (see Fig. 5). Then we have b2i (G) =
[b2i (G − u2) + b2i−2(G −∑31 uk) + b2i−4(G − Ca)] + [b2i−2(G −∑31 uk) + b2i−4(G − Ca)]
− 2b2i−4(G − Ca) = b2i (G − u2) + 2b2i−2(G −∑31 uk). Note that diam(G − u2) = d, and
diam(G −∑31 uk)  d − 2 due to a  4. Hence diam(G − u1u2 − u2u3)   a2  + (l − 1)+
 b2 + (k − 1) +  c2  d. Similarly, diam(G − u1 − u2 − u3u4)  d and diam(G − u2 − u3 −
u4u5)  d − 1 where d  5. For more detail, see expression of b2i (G) below. By Lemma 1.4
and Lemma 1.5,
.  .  . 
.  .  . 
)( h )( i )( j )( k
.  .  . .  .  . .  .  . 
.  .  . 
.  .  . 
.  .  . 
.  .  . 
)(a )(b )(c )(d
)(e )( f )(g
.  .  . 
.
.
.
1u 2u 
3u
a
u aC
Fig. 5. (a)–(g) are 7 possible cases for the arrangement of three cycles in G and (h)–(k) are four possible cases for the
arrangement of 4 cycles in G.
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b2i (G) = b2i (G − u1u2 − u2u3) + b2i−2(G − u2 − u3) + b2i−2(G − u1 − u2)
+ f (Ca)2b2i−a(G − Ca)
(where f (Ca) = −1 if a ≡ 0 (mod 4) and f (Ca) = 1 otherwise)
= b2i (G − u1u2 − u2u3) + b2i−2(G − u2 − u3 − u4u5) + b2i−4
(
G −
5∑
k=2
uk
)
+ b2i−2
(
G −
3∑
k=1
uk
)
+ b2i−4
(
G −
4∑
k=1
uk
)
− 2b2i−a(G − Ca)
 b2i (G − u1u2 − u2u3) + b2i−2(G − u2 − u3 − u4u5) + b2i−2
(
G −
3∑
k=1
uk
)
 b2i (Bn−1,d−1) + b2i−2(Bn−3,d−2) + b2i−2(Bn−3,d−2)
 b2i (G1n,d).
The last inequality comes from Lemma 2.10.
Proof of Case II. Two cycles Ca and Cc are odd.
The item f (Ca)2b2i−a(G − Ca) in the expression of b2i (G) in the proof of Case (I) equals
2b2i−a(G − Ca) here where a is odd. We are going to show that the value of 2b2i−a(G − Ca) is
none negative. Hence the inequality in the proof of Case (I) still holds. We choose edge v1v2(z1z2,
respectively) on the cycleCb (Cc, respectively) as our reduce-edge.We denoteG − Ca(G − Ca −
Cb, respectively) by G∗(G∗∗,respectively) without confusion. So we have
2b2i−a(G∗)
= 2b2i−a(G∗ − v1v2) + 2b2i−a−2(G∗ − v1 − v2) + 4b2i−a−b(G∗ − Cb)
= 2b2i−a(G∗ − v1v2 − z1z2) + 2b2i−a−2(G∗ − v1v2 − z1 − Z − 2)
+ 4b2i−a−c(G∗ − Cc − v1v2)
+ 2b2i−a−2(G∗ − v1 − v2 − z1z2) + 2b2i−a−4(G∗ − v1v2 − z1 − z2)
+ 4b2i−a−c−2(G∗ − v1v2 − Cc)
+ 4b2i−a−b(G∗∗ − z1z2) + 4b2i−a−b−2(G∗∗ − z1 − z2) + 8b2i−a−b−c(G∗∗−Cc).
Please note that, for any acyclic graph G, b2k+1(G) = 0 and b2k(G)  0. So from expression
above, we have 2b2i−a(G − Ca)  0.
From the discussion on case (I) and case (II), we can see that the expression of b2i (G) may
have the least value if |Ca| = a ≡ (mod 4) since f (Ca)2b2i−a(G − Ca) = −2b2i−a(G − Ca).
Hence from now on, in order to compare the value of b2i (G) and b2i (G1n,d) more efﬁciently, we
only consider the the weakest case, that is, each cycle is of length of multiple of 4.
Graph (a) (or graph (b), (c), respectively) is a special case of graph (d) (or graph (d), graph
(e), respectively) with one or two connecting paths having length of zero.
Next we consider graph (k) in Fig. 5. Let G be the graph (k). Since G has exactly four cycles,
by Fact 1, there are two cycles, say Cb and Cc, having t (t  1) common edges and there is a path
Pl connecting Ca and Cb,Cc. (e.g., see Fig. 5).
In order to consider the worst case, let |Ca| = a ≡ 0 (mod 4), hence diam(G − u1u2 −
u2u3)  (a − 1) + (l − 1)+ b+c2  − t  d. Similarly, diam(G − u1 − u2 − u3u4)  d and
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( a ) ( b ) ( c ) 
Fig. 6. Three possible cases for the arrangement of six cycles in G.
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Fig. 7. One possible case for the arrangement of seven cycles in G.
diam(G − u2 − u3 − u4u5)  d − 1 where d  5. We choose edges u1u2, u2u3, u3u4, u4u5
respectively as our reduce-edge of graphs G,G − u1u2,G − u1u2 − u2u3, . . . ,G − u1u2 −
· · · − u3u4 respectively. The proof is similar to the previous case for graph (d), so we omit
the proof here. Graphs (h)-(j) are special cases of graph (k). 
Lemma 2.12. If G ∈ G(n, d) has exactly six cycles with no pendent vertex, then b2i (G) >
b2i (G
1
n,d).
Since G has six cycles, then it is straightforward to check that either any two of the six cycles
have exactly two vertices in common, or there are two cycles either having exactly one vertex in
common, or having no vertex in common; see Fig. 6. Since the proof of Lemma 2.12 is not only
similar to but easier than the proof of Lemma 2.13, so we are to give the detail proof of Lemma
2.13 only.
Lemma 2.13. For eachG ∈ G(n, d)with exactly 7 cycles and no pendent vertices, then b2i (G) 
b2i (G
1
n,d), that is E(G)  E(G1n,d).
Proof. Let three elementry cycles are Ca,Cb and Cc and let C1 = Ca,C2 = Ca ∪ Cb, C3 =
Ca ∪ Cc, C4 = Cb ∪ Cc,C5 = Ca ∪ Cb ∪ Cc; see Fig. 7. To make the proof simpler, we consider
the worst case, that is |Ci | = 0 (mod 4).
To evaluate the b2i (G), we are to break up cycles. Note that each edge is on at least 4 cycles.
Please note that each cycle of {Ca,Cb, Cc} plays the same role as others since there is no pendent
vertices. Without loss of generality, let C1(=Ca) be the longest cycle and let u1u2 be an edge
of C1. Edge u1u2 is in four cycles, say C1, C2, C3 and C5. If v1, . . . , vi are the vertices of G,
we denote G − v1 − v2 − · · · − vs by G −∑s1 vi and similar notation will be used repeatedly
through the proof.
Note that diam(G)  5 since the base cases of diam(G) = 3, 4 have been done by Lemma 2.5
and Lemma 2.8, and by our assumption that |Ca| = 0 (mod 4), so |Ca| = a  max{2diam(G),
12} = 12. Hence notation G −∑s1 uk (s  10) is meaningful.
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We choose edges uiui+1, wkwk+1, vsvs+1 as our reduce-edges of the according graphs.
By Lemma 1.4,
b2i (G) b2i (G − u1u2 − u2u3) + b2i−2(G − u2 − u3) + b2i−2(G − u1 − u2)
− 2
∑
i=1,2,3,5
b2i−|Ci |(G − Ci). (2.6)
During the processing to breakG − u1 − u2 andG − u2 − u3 down into smaller pieces of graphs
by choosing ukuk+1 as the reduce-edge of the according graphs of G −∑k−21 uk−1 and G −∑k−2
2 uk−1, either G −
∑k−2
1 uk−1 or G −
∑k−2
2 uk−1 will use vertex w1 to break up cycle Cc
depending on k being odd or even where w1 = uk or w1 = uk+1. Without loss of generality,
let k(=2s) be even, so G − u2 − u3 will use the vertex w1(=u2s) to break the cycle Cc. Hence
b2i−2(G − u1 − u2) will not be involved with the item of −2b2i−|Cc|(G − C4), but b2i−2(G −
u2 − u3) will do. We give the expression of b2i−2(G − u1 − u2) ﬁrst
b2i−2(G − u1 − u2)
= b2i−2(G − u1 − u2 − u3u4) + b2i−4
(
G −
4∑
1
uk
)
= b2i−2
(
G −
3∑
1
uk
)
+ b2i−4
(
G −
4∑
1
uk − u5u6
)
+ b2i−6
(
G −
6∑
1
uk
)
...
= b2i−2
(
G −
3∑
1
uk
)
+ b2i−4
(
G −
5∑
1
uk
)
+ b2i−6
(
G −
7∑
1
uk
)
+ b2i−8
(
G −
8∑
1
uk
)
...
 b2i−2
(
G −
3∑
1
uk
)
+ b2i−4
(
G −
5∑
1
uk
)
+ 2b2i−|C1|(G − C1). (2.7)
Denote G −∑3k=1 uk, G −∑5k=1 uk by G∗,G∗∗, respectively, then
b2i−2(G∗) = b2i−2(G∗ − v2v3) + b2i−4(G∗ − v2 − v3)
= b2i−2(G∗ − v2) + b2i−4(G∗ − v2 − v3 − v4v5) + b2i−6
(
G∗ −
5∑
k=1
vk
)
...
 b2i−2(G∗ − v2) + b2i−4
(
G∗ −
3∑
1
vk
)
+ 2b2i−|C2|(G − C2). (2.8)
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b2i−4(G∗∗) = b2i−4(G∗∗ − u6u7) + b2i−6(G∗∗ − u6 − u7)
= b2i−4(G∗∗ − u6u7) + b2i−6(G∗∗ − u6 − u7 − u8u9)
+ b2i−8
(
G −
9∑
1
uk
)
...
 b2i−4(G∗∗ − u6 − u7) + 2b2i−|C5|(G − C5). (2.9)
Denoted u2s by w1 (see Fig. 7), and denoted G −∑2s−12 uk by G, then
b2i−2(G − u2 − u3)
= b2i−2(G − u2 − u3 − u4u5) + b2i−4
(
G −
5∑
2
uk
)
− 2b2i−2−|Cc|
(
G − Cc
)
...
 b2i−2
(
G − w1w2
)
+ b2i−4
(
G − w1 − w2
)
− 2b2i−2−|Cc|
(
G − Cc
)
− 2b2i−2−|C4|(G − C4)
= b2i−2
(
G − w1w2 − w2w3
)
+ b2i−4
(
G − w2 − w3
)
+ b2i−4
(
G − w1 − w2 − w3w4
)
+ b2i−6
(
G −
4∑
k=1
wk
)
− 2b2i−2−|Cc|
(
G − Cc
)
− 2b2i−2−|C4|
(
G − C4
)
= b2i−2
(
G − w2
)
+ b2i−4
(
G − w2 − w3 − w4w5
)
+ b2i−6
(
G −
5∑
k=2
wk
)
+ b2i−4
(
G −
3∑
1
wk − w4w5
)
+ b2i−6
(
G −
5∑
1
wk
)
+ b2i−6
(
G −
4∑
1
wk − w5w6
)
+ b2i−8
(
G −
6∑
1
wk
)
− 2b2i−2−|Cc|
(
G − Cc
)
− 2b2i−2−|C4|
(
G − C4
)
...
 b2i−2
(
G − w2
)
+ 2b2i−2−|C3|
(
G − C3
)
+ 2b2i−2−|Cc|
(
G − Cc
)
+ 2b2i−2−|C4|
(
G − C4
)
− 2b2i−2−|Cc|
(
G − Cc
)
− 2b2i−2−|C4|
(
G − C4
)
= b2i−2
(
G − w2
)
+ 2b2i−2−|C3|
(
G − C3
)
. (2.10)
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Hence, by inequalities (2.6)–(2.10), we have
b2i (G) b2i (G − u1u2 − u2u3) + b2i−2(G∗ − v2) + b2i−2(G − w2)
 b2i (B1n−1,d ) + b2i−2(Un−4,d−2) + b2i−2(Un−3,d−2)
 b2i (B1n−1,d ) + b2i−2(Pd−2) + b2i−2(Sn−d−3 ∪ Pd−3) (2.11)
= b2i (G1n,d), (2.12)
where (2.11) comes from Lemma 2.10 (3) and (2.12) comes from Lemma 2.2(3). 
Combining Lemma 2.9 and Lemmas 2.11–2.13, we have our main result.
Theorem 2.14. For each graph G ∈ G(n, d), b2i (G)  b2i (G1n,d) where n  max{11, d + 4}.
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