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DISPERSIVE ESTIMATES FOR THE WAVE EQUATION
ON
RIEMANNIAN MANIFOLDS OF BOUNDED CURVATURE
YUANLONG CHEN AND HART F. SMITH
Abstract. We establish space-time dispersive estimates for solutions
to the wave equation on compact Riemannian manifolds with bounded
sectional curvature, with the same exponents as for C∞ metrics. The
estimates are for bounded time intervals, so by finite propagation veloc-
ity the results apply also on non-compact manifolds under appropriate
uniform conditions. We assume a priori that in local coordinates the
metric tensor components satisfy gij ∈ W
1,p for some p > d, which en-
sures that the curvature tensor is well defined in the weak sense, but this
can be relaxed to any assumption that suffices for the local harmonic
coordinate calculations in the paper.
1. Introduction
We assume throughout this paper that (M, g) is a d-dimensional Rie-
mannian manifold of C1 structure with the following property: there exists
r0 > 0, C0 < ∞, and p ∈ (d,∞], such that for each z ∈ M there is a C
1
coordinate chart Φz : Br0 →M with Φz(0) = z, in which the induced metric
gij on Br0 ⊂ R
d satisfies
gij(0) = δij , sup
ij
‖gij‖W 1,p ≤ C0.
As shown in [26, Chapter 3 §9] or Section 2 of this paper, the Riemannian
curvature tensor components Rijkl are then well defined as distributions
in W−1,p(Br0). We make the assumption that the Rijkl are measurable
functions, and that for some C0 uniform over the coordinate charts,
sup
ijkl
‖Rijkl‖L∞(Br0 ) ≤ C0.
In Theorem 2.2 we show that the Sobolev spaces Hs(M) for −2 ≤ s ≤ 2
defined using local harmonic coordinates are equivalent to those defined
using fractional powers of −∆g via the spectral calculus. For −1 ≤ s ≤ 2
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the following Cauchy problem for the wave equation on (M, g) can then be
solved using the spectral decomposition for ∆g and Duhamel’s formula,
(1.1)
(
∂2t −∆g
)
u(t, x) = F (t, x) ∈ L1([−T, T ];H−2(M)),
u(0, x) = f(x) ∈ Hs(M),
∂tu(0, x) = g(x) ∈ H
s−1(M).
In this paper we prove two types of dispersive estimates on the solution u,
under the above assumptions on (M, g). Recall that a triple (s, q, r) with
2 ≤ q, r ≤ ∞ is said to be admissible for the wave equation if
1
q
+
d
r
=
d
2
− s,
1
q
≤
d− 1
2
(1
2
−
1
r
)
.
Theorem 1.1 (Strichartz estimates). If (s, q, r) and (1− s, q˜, r˜) are ad-
missible, and r, r˜ < ∞, then for a positive T depending only on (M, g),
solutions to (1.1) defined using the spectral decomposition of ∆g satisfy
‖u‖Lq([−T,T ];Lr(M)) + ‖u‖L∞([−T,T ];Hs(M)) + ‖∂tu‖L∞([−T,T ];Hs−1(M))
≤ C
(
‖f‖Hs(M) + ‖g‖Hs−1(M) + ‖F‖Lq˜′ ([−T,T ];Lr˜′(M))
)
.
Note that under these assumptions 0 ≤ s ≤ 1, and since q˜ ≥ 2 we see
that H
3
2 (M) ⊂ Lr˜(M), hence F ∈ L1
(
[−T, T ];H−
3
2 (M)
)
.
The next estimate is due in the smooth case to Mockenhaupt-Seeger-Sogge
[11]. Here we consider only the critical exponent qd, but similar results with
sd ≤ s ≤ 2 hold by Sobolev embedding.
Theorem 1.2 (Squarefunction estimate). Let qd =
2(d+1)
d−1 , and sd =
1
qd
.
Then for a positive T depending only on (M, g), solutions to (1.1) satisfy
‖u‖Lqd (M ;L2([−T,T ])) ≤ C
(
‖f‖Hsd (M)+‖g‖Hsd−1(M)+‖F‖L1([−T,T ];Hsd−1(M))
)
.
A straightforward consequence of the squarefunction estimate are the fol-
lowing L2 → Lq bounds for unit-width spectral projection operators, which
were originally established for smooth metrics by Sogge [17].
Corollary 1.3. Suppose that λ ≥ 0, and let Π[λ,λ+1] denote the L
2(M)
projection onto the span of eigenfunctions {φj} such that −∆gφj = λ
2
jφj
with λj ∈ [λ, λ+ 1]. Then for some C depending only on (M, g),
‖Π[λ,λ+1]f‖Lq(M) ≤ C λ
d
(
1
2
− 1
q
)
− 1
2 ‖f‖L2(M), qd ≤ q ≤ ∞.
Corollary 1.3 is proven for q = qd from Theorem 1.2, and for q > qd it
follows by Sobolev embedding. See [14] for details. It is shown there that
the q = ∞ case, which is related to the spectral counting remainder esti-
mates of Avakumovic´-Levitan-Ho¨rmander, holds more generally on compact
manifolds with metrics g of Lipschitz regularity.
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The first version of Strichartz estimates was obtained globally on Rd+1
by Strichartz in [21], [22], for s = 12 and q = r =
2(d+1)
d−1 . The results were
subsequently extended to other values of the exponents, and to the setting
of smooth Riemannian manifolds using a Fourier integral representation of
the fundamental solution. More details can be found in [18], [8], [9], and
[10]. Of particular interest are the critical indices, when equality holds in
the second admissibility condition.
For a non-smooth metric g, the standard constructions of the fundamen-
tal solution do not work. However, the second author used paradifferen-
tial techniques and wave packet parametrices in [13] to prove homogeneous
Strichartz estimates in dimensions d = 2, 3 under the condition that the
metric g is C1,1. For all dimensions this is the minimal regularity condition
on g in the context of Ho¨lder spaces that implies the Strichartz estimates.
Indeed, Smith and Sogge in [16] produced explicit examples of C1,α metrics
for which the homogeneous Strichartz estimates fail, for each 0 < α < 1.
The key idea in handling non-smooth metrics is to introduce a para-
differential approximation P to
√
−∆g, in that P
2 + ∆g behaves as a first
order operator on a suitable range of Sobolev spaces. By energy estimates
it then suffices to establish the bounds of Theorems 1.1 and 1.2 when ∆g is
replaced by −P 2 in (1.1). The operator P has symbol of class S1
1, 1
2
and is
obtained by mollifying the coefficients of g over scale 2−
k
2 when acting on
functions at frequency scale 2k.
One then seeks a construction of the evolution operator e−itP for which
the desired dispersive bounds can be proven. In [13], an approximation
E(t) to e−itP was obtained by working in a frame of dyadic-parabolic wave
packets (curvelets). A key property of such wave packets is that the action of
e−itP on each element of the frame is well approximated by rigid translation
of the packet along the Hamiltonian flow of P , and E(t) was defined as
this rigid motion. This operator E(t) failed to satisfy the unitary group
property E(t)E(s)∗ = E(t− s), however, which is a crucial requirement for
the established proofs of dispersive bounds such as in [9]. This limited the
results of [13] to low dimensions. The Strichartz estimates of Theorem 1.1
for C1,1 metrics and general dimensions were subsequently established by
Tataru in [23], [24], [25], where space-time bounds on the FBI transform
were used. The paper [15] of Smith used a modified FBI transform to
translate the problem to phase-space, and e−itP was approximated on the
transform side by the Hamiltonian flow map. This forms a unitary group,
and the estimates in Theorems 1.1 and 1.2 (with F = 0 in Theorem 1.1)
were established for C1,1 metrics, in all dimensions.
For metrics of bounded curvature the paradifferential construction of the
self-adjoint operator P goes through as above, provided one works in har-
monic coordinates on (M, g). In such coordinates the metric g has second
derivatives belonging to BMO , which is sufficient to show that P 2+∆g maps
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Hs → Hs−1 for a range of s. The wave packet methods fail to give a useful
construction of e−itP , however, since the error estimates for the rigid trans-
lation or Hamiltonian flow approximations depend explicitly on pointwise
bounds on ∂2xg
ij(x). On the other hand, by the Jacobi variation formula
L∞ bounds on the Riemannian curvature tensor imply that the geodesic
and Hamiltonian flows are bilipschitz. A consequence is that the solution to
the eikonal equation in any local harmonic coordinate system has bounded
second derivatives, the same regularity as for C1,1 metrics.
This naturally leads us in this paper to imitate the Lax parametrix con-
struction for e−itP . It turns out that solving the transport equations for the
amplitude produces no further improvement beyond setting the amplitude
to be identically one, as all terms in the expansion of the amplitude would be
symbols of order zero, due to the fact that the symbol of P is of class S1
1, 1
2
.
On the other hand, to have a unitary group we need work with the exact
operator e−itP . We achieve this by producing e−itP exactly as an iterative
expansion of the Lax approximation, which we show converges uniformly on
finite time intervals in the Hs operator norm for every s ∈ R.
To prove the dispersive estimates of Theorems 1.1 and 1.2 we establish
bounds on the integral kernel of e−itP localized dyadically in frequency.
These bounds capture the pointwise decay of the fundamental solution away
from the light cone, and are of the exact same form as for smooth metrics. An
advantage of this proof is that we can obtain the inhomogeneous estimates
stated in Theorem 1.1. We establish the kernel bounds using a version of the
wave packet frame of [13] rescaled by time t. This method is well adapted
to handle the multiple products arising in the iterative expression for e−itP ,
since the bounds can be phrased in terms of operator bounds in certain
weighted norm spaces.
The proof of Theorems 1.1 and 1.2 is composed of multiple distinct steps,
and we divide it up into sections as follows. A more detailed summary of
each section is included at its beginning.
In Section 2, we present the details of harmonic coordinates on (M, g)
and the regularity results for g in such coordinates. The procedure is similar
to that in Taylor [26], Chapter 3 §9. We then reduce matters to working
with a compact perturbation of the Euclidean metric on Rd. We introduce
the paradifferential operator approximation P , and equate the estimates of
Theorems 1.1 and 1.2 to Lebesgue space mapping properties for e−itP .
In Section 3, we use the Jacobi variation formula to study the regularity
of the geodesic flow for the metric gk that is obtained by mollifying g at
scale 2−
k
2 . The estimates on the derivatives of the geodesic flow are exactly
those obtained in the case g ∈ C1,1.
In Section 4, we use the results derived in Section 3 and a dilation ar-
gument to prove symbol type estimates on the solution ϕk(t, x, η) of the
eikonal equation for gk. A key result is obtaining better estimates for small
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t, which is crucial to proving the dispersive estimates on the kernel of e−itP
when |t| ≪ 1.
In Section 5, we introduce an approximation W (t) to e−itP , which is a
sum over k of terms(
Wk(t)f
)
(x) =
1
(2π)d
∫
eiϕk(t,x,η) ψk(η)fˆ (η) dη,
where ψk is a Littlewood-Paley partition of unity. We show that(
∂t + iPk
)(
Wk(t)f
)
= Bk(t)f
where Bk(t) is an oscillatory integral operator with phase ϕk, and symbol
bk(t, x, η) of order 0 that satisfies derivative bounds similar to those for ϕk.
Section 6 is concerned with energy flow properties of iterated compositions
of W (t) and B(t), which arise in the expansion of e−itP . In particular, we
show that multiple compositions preserve dyadic localization in frequency up
to smoothing errors. Thus, in proving dispersive estimates for e−itP we need
only handle the composition of terms Wk and Bk all of which are localized
at the same dyadic scale. We also prove “sideways” energy estimates that
arise in the proof of Theorem 1.2.
In Section 7 we prove that, for small t, the kernelKk(t, x, y) of e
−itPψk(D)
satisfies, modulo a smoothing operator, the same bounds as for smooth
metrics:
|Kk(t, x, y)| ≤ CN 2
kd
(
1 + 2k|t|
)− d−1
2
(
1 + 2kdist(x, St(y))
)−N
,
where St(y) is the geodesic sphere centered at y and dist(·, ·) the geodesic
distance for gk. Together with standard arguments these estimates yield
Theorems 1.1 and 1.2. The proof of this estimate proceeds, for a given value
of t, by representing e−itPψk(D) in a wave packet frame that is obtained
by scaling by |t| the dyadic-parabolic frame from [13]. The kernel estimates
follow by showing that the operator e−itPψk(D) maps a frame element at
time 0 to a similar function translated along the Hamiltonian flow through
its center. This fact is deduced from showing the same result for the terms
Wk(s) and Bk(s) for 0 ≤ s ≤ t that arise in the iterative formula for e
−itP .
2. Preliminaries and Reduction to the Model Operator
In this section we establish regularity estimates for the metric g in local
harmonic coordinate charts. We then consider Sobolev spaces on M , and
define the wave group for
√
−∆g using the orthonormal basis for L
2(M)
consisting of eigenfunctions of ∆g. We conclude by reducing the proof of
Theorem 1.1 to estimates for the evolution group e−itP of the self-adjoint
first order pseudodifferential operator P on Rd, where P is an extension to
R
d of a paradifferential approximation to
√
−∆g in one of a finite cover by
M of local harmonic coordinate charts.
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2.1. Harmonic coordinates on (M, g). We start with the assumption
that (M, g) is a Riemannian manifold of C1 structure with the following
condition: there exists r0 > 0, C0 <∞, and p ∈ (d,∞], and for each z ∈M
a coordinate chart Φz : Br0 →M with Φz(0) = z, so that the induced metric
g on Br0 ⊂ R
d satisfies
gij(0) = δij , sup
ij
‖gij‖W 1,p ≤ C0.
Since W 1,p functions are of Ho¨lder regularity 1 − dp > 0, by shrinking r0 if
needed we may additionally assume that, given c0 > 0 to be determined,
sup
x∈Br0
|gij(x)− δij | ≤ c0.
Following Taylor [26], Chapter 3 §9, in particular [26, ch. 3, Prop. 9.1]
and the comments following [26, ch. 3, (9.39)], after replacing r0 by ρ0 =
ρ0(d, p, C0, c0), we may assume that the induced coordinate functions, f
i
z :
Φz(Bρ0)→ R, are harmonic functions with respect to the Laplace-Beltrami
operator of g, and that overlapping harmonic coordinate charts have tran-
sition functions of regularity W 2,p on their overlaps. The harmonic coor-
dinates are related to the coordinate functions of Φz by a W
2,p change of
coordinates over Br0 , and it follows that the original coordinates were nec-
essarily of regularity W 2,p ⊂ C1,1−
d
p on their overlaps. Consequently, M is a
manifold with W 2,p structure. This is consistent with the fact that a metric
g maintains its W 1,p regularity under a W 2,p change of coordinates, which
can be seen by (2.1) below.
For every integer m ≥ 0, there is a continuous linear extension operator
of Wm,p(Bρ0) to W
m,p(Rd); see e.g. [19, ch. VI §3 Thm. 5]. We may thus
apply [26, ch. 2 Prop. 1.1], together with the inclusions
W 1,p(Rd) ⊂ L∞(Rd), H1(Rd) =W 1,2(Rd) ⊂ L
2p
p−2 (Rd),
to see that the following hold, both on Rd and Bρ0 ,
(2.1) ‖fg‖W 1,p ≤ C ‖f‖W 1,p‖g‖W 1,p , ‖fg‖H1 ≤ C ‖f‖W 1,p‖g‖H1 .
The Riemannian curvature tensor R for g is given in coordinates by
Rijkl =
1
2
[
∂2gik
∂xj∂xℓ
+
∂2gjℓ
∂xi∂xk
−
∂2giℓ
∂xj∂xk
−
∂2gjk
∂xi∂xℓ
]
+Q(g, ∂g),
where Q(g, ∂g) is a quadratic form in first order derivatives of gij , with
coefficients given by a combination of coefficients of g, hence Q(g, ∂g) ∈ L
p
2
when g ∈ W 1,p with p > d. Then R is defined as a distribution, and our
key assumption is that Rijkl is a bounded measurable function, such that
uniformly in the local coordinates Fz ,
sup
ijkl
‖Rijkl‖L∞(Bρ0 ) ≤ C0.
THE WAVE EQUATION ON MANIFOLDS OF BOUNDED CURVATURE 7
This is implied by assuming that R is a measurable function, together with
the geometric condition that for all continuous vector fields vj,
‖〈R(v1, v2)v3, v4〉‖L∞(M) ≤ C0 if ‖g(vj)‖L∞(M) ≤ 1.
In harmonic coordinates, the Ricci tensor Ric can be written, see for
example [4], in the form
Ricij =
∑
mn
∂xm
(
gmn∂xngij
)
+Q(g, ∂g).
Since Ricij ∈ L
∞(Bρ0), following [26, ch. 3 §10] we conclude gij ∈W
2,q(Bρ)
for all ρ < ρ0 and all q <∞, hence gij ∈ Lip(B.9ρ0).
Take φ ∈ C∞c (B.8ρ0) with φ = 1 on B.7ρ0 , and χ ∈ C
∞
c (B.9ρ0) with χ = 1
on B.8ρ0 , and assume φ and χ take values in [0, 1].
We form a Riemannian metric g˜ij = φ gij+
(
1−φ
)
δij on R
d, and uniformly
elliptic coefficients aij = χ gij +
(
1 − χ
)
δij on Rd. Note that Q(g, ∂g) ∈
L∞(B.9ρ0) since g ∈ Lip(B.9ρ0). Then the following holds globally on R
d,
d∑
m,n=1
∂xm
(
amn∂xn g˜ij
)
∈ L∞c .
Since the amn are globally Lipschitz, from [26, ch. 3, Prop. 10.3] we conclude
that ∂2xg˜ij ∈ BMOc(R
d); more precisely ∂2xg˜ij belongs to BMO(R
d) and is
supported in B.8ρ0 .
Note that the Riemannian curvature tensor R˜ of g˜ belongs to L∞c (R
d),
where we use that g˜ is Lipschitz, so R˜ = φR modulo products of g and ∂xg
and functions in C∞c (B.9ρ0). After shrinking ρ0 by a factor of 2, we conclude
Lemma 2.1. Given c0 > 0, there exists ρ0 > 0 and C0 <∞ so that for each
z ∈M there is a harmonic coordinate chart Φz : Bρ0 →M , with Φz(0) = z,
such that the induced metric on Bρ0 agrees with the restriction of a metric
g defined on Rd that satisfies gij = δij if |x| > 2ρ0, and
‖∂2xgij‖BMO + ‖gij‖Lip + ‖Rijkl‖L∞ ≤ C0, ‖gij − δij‖L∞ ≤ c0.
In particular, gij − δij belongs to W
2,q
c (Rd) for all q <∞.
We now cover M by a finite collection of harmonic coordinate charts
Φj ≡ Φzj : Bρ0 → M , each of which satisfies the conditions of Lemma 2.1,
such that there is a partition of unity χj on M with supp(χj) ⊂ Φj(Bρ0/3)
and χj ◦ Φi ∈W
2,p(Bρ0) for each i, j. In particular, χj ◦ Φj ∈W
2,p
c (Bρ0).
By (2.1), multiplication by χj ◦ Φj maps H
s
loc(Bρ0) into H
s
c (Bρ0) for s =
0, 1, 2. By interpolation this holds for 0 ≤ s ≤ 2. We may then introduce
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Sobolev spaces Hs(M) ⊂ L2(M), for 0 ≤ s ≤ 2, by the condition
f ∈ Hs(M) ⇔ f ◦ Φj ∈ H
s
loc(Bρ0) ∀j,
‖f‖Hs(M) =
∑
j
‖(χjf) ◦ Φj‖Hs(Rd).
(2.2)
If g ∈ Hsc (Bρ0) then
‖(χj · g ◦ Φ
−1
i ) ◦ Φj‖Hs ≤ C‖g‖Hs ,
for C depending on the support of g. This holds for s = 0, 1 since Φ−1i ◦Φj
is a C1 diffeomorphism. It holds for s = 2 since D(Φ−1i ◦ Φj) ∈ W
1,p is a
multiplier on H1 by (2.1). It then holds by interpolation for 0 ≤ s ≤ 2.
Consequently, there are natural continuous inclusions Hsc (Bρ0) → H
s(M)
for 0 ≤ s ≤ 2 given by g → g ◦ Φ−1j , and one may identify H
s(M) with a
closed subspace of the finite direct sum over j of Hs(Bρ0).
An element of (Hs)∗ thus induces an element of H−sloc (Bρ0), and if we
identify H−s(M) with (Hs)∗ for 0 ≤ s ≤ 2, then the condition (2.2) holds
for −2 ≤ s ≤ 2, with approximate equality for the norm.
We observe here the following regularity property for ∆g in harmonic
coordinates, which follows, for example, from [7, Thm. 8.9]. Suppose that
u ∈ H1(Bρ0) is a weak solution to ∆gu = f , where f ∈ L
2(Bρ0). Then
u ∈ H2(Bρ) for all ρ < ρ0, and
(2.3) ‖u‖H2(Bρ) ≤ Cρ
(
‖u‖H1(Bρ0 ) + ‖f‖L2(Bρ0 )
)
.
The Sobolev spaces for |s| ≤ 2 can also be characterized using the spectral
decomposition of ∆g on L
2(M). Consider the quadratic form on H1(M)
given by
Q(u, v) = −
∫
u (∆gv) dmg =
∫
g(du, dv) dmg.
Then Q is symmetric, nonnegative, and coercive. By the Rellich compact-
ness theorem there is a complete orthonormal basis {vj} of L
2(M,dmg) that
diagonalizes Q, in that for f, g ∈ H1(M)
Q(f, g) =
∑
j
λ2j cj(f) cj(g), cj(f) =
∫
M
vj f dmg,
and 0 = λ0 ≤ λ1 ≤ · · · is a sequence of real numbers converging to ∞.
The vj are weak solutions in H
1(M) to −∆gvj = λ
2
j vj , hence (2.3) gives
‖vj‖H2(M) ≤ C λ
2
j . It follows that cj(f) can be defined for f ∈ H
s(M) when
−2 ≤ s ≤ 0 as the action of f on vj.
The operator (1 −∆g) is equivalent to multiplication by (1 + λ
2
j ) in the
basis {vj}, and the following theorem then gives a more natural definition
of Hs(M).
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Theorem 2.2. For −2 ≤ s ≤ 2, the mapping f → {cj(f)}
∞
j=0 defines a
homeomorphism of Hs(M) with the space ℓ2
(
N, (1 + λ2j )
s
)
. In particular,
uniformly over −2 ≤ s ≤ 2, we have
‖f‖2Hs(M) ≈
∞∑
j=0
(
1 + λ2j
)s
|cj(f)|
2 , cj(f) =
∫
M
f vj dmg,
and
∑∞
j=0 cj(f) vj converges to f in the topology of H
s(M).
Proof. The theorem holds for s = 0 by orthonormality, and for s = 1 since
‖f‖2H1 ≈ ‖f‖
2
L2 +Q(f, f). For s = 2, we note that the partial sums
N∑
j=0
cj
(
(1−∆g)f
)
vj =
N∑
j=0
(
1 + λ2j
)
cj(f) vj = (1−∆g)
N∑
j=0
cj(f) vj
converge in L2(M) to (1−∆g)f if f ∈ H
2(M). It follows by elliptic regularity
that
∑
j cj(f) vj converges in H
2(M) to f . Surjectivity onto ℓ2
(
N, (1+λ2j )
2
)
follows similarly. The theorem follows for 0 ≤ s ≤ 2 by interpolation, and
for −2 ≤ s ≤ 0 by duality. 
We note that the proof also shows that −∆g conjugates to multiplication
by {λ2j} in the basis {vj}, as a map from H
s(M) → Hs−2(M), provided
0 ≤ s ≤ 2.
2.2. The wave equation on (M, g). For data (f, g) ∈ L2(M) ⊕H−1(M)
and F ∈ L1t
[
−T, T ];H−2(M)
)
we define the solution of the Cauchy problem
(1.1) to be
(2.4) u(t, x) =
∞∑
j=0
(
cos(tλj) cj(f) + λ
−1
j sin(tλj) cj(g)
+
∫ t
0
λ−1j sin((t− s)λj) cj(F (s, ·))
)
vj(x)
where we set 0−1 sin(0t) = t. We show here that Theorem 1.1 can be deduced
from the following assertion:
Assume that u ∈ C0(Hs(M)) ∩C1(Hs−1(M)), and that u is given by (2.4).
Then for s, q, q˜, r, r˜ as in Theorem 1.1, the following estimate holds,
‖u‖Lqt ([−T,T ];Lr(M)) ≤ C
(
‖u‖L∞t ([−T,T ];Hs(M)) + ‖∂tu‖L∞t ([−T,T ];Hs−1(M))
+ ‖F‖
Lq˜
′
t ([−T,T ];L
r˜′(M))
)
.
To see that this result implies Theorem 1.1, consider first the case F = 0.
Then by the spectral representation of u we have
‖u‖L∞t ([−T,T ];Hs(M)) + ‖∂tu‖L∞t ([−T,T ];Hs−1(M)) ≈ ‖f‖Hs(M) + ‖g‖Hs−1(M),
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and Theorem 1.1 follows from the assertion. We apply this to the triple
(1− s, q˜, r˜) and use duality to see that, when f = g = 0,
‖u‖L∞t ([−T,T ];Hs(M)) + ‖∂tu‖L∞t ([−T,T ];Hs−1(M)) ≤ C ‖F‖Lq˜
′
t ([−T,T ];L
r˜′(M))
.
The continuity of u and ∂tu follows by translation continuity, and Theorem
1.1 then follows from the assertion for the case F 6= 0.
As a result we may assume that
u ∈ C0(Hs(M)) ∩ C1(Hs−1(M)) ∩ C2(Hs−2(M)),
and in particular, ∂2t u = ∆gu in the weak sense on Bρ0 in each of the local
harmonic coordinate charts Φj.
If the data (f, g, F ) is localized in Φj(Bρ0/3), then finite propagation ve-
locity shows that u(t) is supported in Φj(B2ρ0/3) if |t| ≤ ρ0/6, where we use
W 2,p regularity of g for all p <∞, and closeness of gij to δij for c0 small.
Using the partition of unity χj, we can thus reduce the proof of Theorem
1.1 to the case that the Cauchy data is supported in Φj(Bρ0/3), and thus
work on Rd with a metric satisfying the conditions of Lemma 2.1. After
rescaling space and time by a factor R ≥ 1, where R−1C0 ≤ cd, we can
reduce Theorems 1.1 and 1.2 with T = R−1ρ0/6 to the following Theorem
2.3. The constant cd will be fixed depending only on the dimension, and in
particular will be small enough to rule out conjugate points for |t| ≤ 1.
Theorem 2.3. Assume g is a Riemannian metric on Rd, such that for a
prescribed constant cd depending on the dimension d,
‖Rijkl‖L∞ + ‖gij − δij‖Lip + ‖∂
2
xgij‖BMO ≤ cd.
Assume that (s, q, r) and (1 − s, q˜, r˜) are admissible with r, r˜ < ∞, and let
u ∈ C0
(
[0, 1];Hs(Rd)
)
∩ C1
(
[0, 1];Hs−1(Rd)
)
be a weak solution to
(∂2t −∆g)u = F, u(0, ·) = f, ∂tu(0, ·) = g.
Then there is a constant C <∞ depending only on d, so that
‖u‖Lq([0,1];Lr(Rd)) ≤ C
(
‖u‖L∞([0,1];Hs(Rd)) + ‖∂tu‖L∞([0,1];Hs−1(Rd))
+ ‖F‖Lq˜′ ([0,1];Lr˜′(Rd))
)
.
If qd =
2(d+1)
d−1 and s = sd = q
−1
d , then
‖u‖Lqd (Rd;L2([0,1])) ≤ C
(
‖f‖Hsd(Rd) + ‖g‖Hsd−1(Rd) + ‖F‖L1([0,1];Hsd−1(Rd))
)
.
2.3. The model operator P . We construct here the paradifferential ap-
proximation to
√
−∆g, where we will assume that g is a metric on R
d that
satisfies the conditions of Theorem 2.3.
We fix a family of dyadically supported functions βk(ξ) for k ≥ 0, such
that βk(ξ) = β1(2
1−kξ) if k ≥ 1, and such that ψk(ξ) = βk(ξ)
2 gives a
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Littlewood-Paley partition of unity. We will assume that
supp(β1) ⊂ {
9
10 ≤ |ξ| ≤
20
9 } , β0(ξ)
2 +
∞∑
k=1
βk(ξ)
2 = 1.
We introduce a family of metrics gk(x) that are mollifications of g(x) on
spatial scale 2−
k
2 . Precisely, fix a radial function χ ∈ C∞c (B1), so that∫
χ(x) dx = 1,
∫
xαχ(x) dx = 0 if 1 ≤ |α| ≤ 3.
For k ≥ 1 define a smooth metric gk on R
d by
(gk)
ij(x) = 2
kd
2
∫
χ
(
2
k
2 (x− y)
)
gij(y) dy.
From the conditions on g in Theorem 2.3 it follows that ‖gk − I‖Lip ≤ cd.
Also,
‖∂βxg
ij
k ‖L∞ ≤ Cα
{
1 + log(k), |β| = 2,
2
k
2
(|β|−2), |β| ≥ 3.
The estimate for |β| = 2 holds when k = 1 since ∂2x(χ ∗ g) = (∂xχ) ∗ (∂xg).
For k ≥ 2 we use that χ(2
1
2 ·) − χ(·) is an H1-atom, and ∂2xg ∈ BMO(R
d).
The estimate for |β| ≥ 3 follows by writing
∂βx (gk)
ij(x) = 2
k
2
(d+|β|−2)
∫
(∂β−2x χ)
(
2
k
2 (x− y)
)
∂2yg
ij(y) dy,
and using that ∂θxχ is an H
1-atom, with norm Cα, when |θ| ≥ 1.
We also note here the following bounds:
(2.5)
∥∥∂βx (gk − gk−1)∥∥L∞ ≤ Cβ 2−k+ 12 |β| .
For this, write
χ(ξ)− χ(2
1
2 ξ) = |ξ|2ρ(ξ), ρ ∈ S(Rd) , ρ(0) = 0.
Then, setting ρk(ξ) = ρ(2
− k
2 ξ), we have
gk − gk−1 = 2
−kρ̂k ∗ (∆g).
The bound (2.5) then follows from [20, IV.1.1.4] as above.
Many of the steps in subsequent estimates use only the weaker estimates
that follow from the Lipschitz bounds on g,
(2.6) ‖∂βxg
ij
k ‖L∞ ≤ Cα
{
1, |β| ≤ 1,
2
k
2
(|β|−1), |β| ≥ 2.
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Define pk(x, ξ) =
(∑d
i,j=1 g
ij
k (x) ξi ξj
) 1
2
, so that pk(x, ξ) is homogeneous
of degree 1 in ξ. Then by (2.6) and the conditions of Theorem 2.3∣∣pk(x, ξ)− |ξ|∣∣+ |∂xpk(x, ξ)| ≤ cd |ξ|,
|∂αξ ∂
β
xpk(x, ξ)| ≤ Cα,β2
k
2
max(0,|β|−1) |ξ|1−|α|.
(2.7)
Hence, ∂βxpk(x, ξ)ψk(ξ) ∈ S
1
1, 1
2
, uniformly over k ≥ 1, if |β| ≤ 1. Similarly,
by (2.5) we see that
(2.8) (pk±1 − pk)ψk ∈ S
0
1, 1
2
uniformly over k.
Define
P = β0(D)
2 +
1
2
∞∑
k=1
βk(D)
(
pk(x,D) + pk(x,D)
∗
)
βk(D),
and let p(x, ξ) be the symbol of P . Then P is self-adjoint, and the S1, 1
2
pseudodifferential calculus shows that
p(x, ξ)−
∞∑
k=1
pk(x, ξ)ψk(ξ) ∈ S
0
1, 1
2
.
In particular,
∂βxp ∈ S
1
1, 1
2
for |β| ≤ 1.
We note for future use that the Garding inequality for P follows easily. It
can be verified by letting
b(x, ξ) =
(
ψ0(ξ) +
∞∑
k=1
pk(x, ξ)ψk(ξ)
) 1
2
.
Then b(x,D)∗b(x,D)− P ∈ Op(S0
1, 1
2
), hence for f ∈ H
1
2 , and some real C1
(2.9) 〈Pf, f〉 ≥ −C1 ‖f‖
2
L2 .
Lemma 2.4. The following holds for 0 ≤ s ≤ 2,
‖P 2u+∆gu‖Hs−1(Rd) ≤ C ‖u‖Hs(Rd) .
Proof. By (2.7), we deduce that ∂βxpk(x, ξ)βk(ξ) ∈ S
1
1, 1
2
for |β| ≤ 1, with
uniform bounds over k. Furthermore, βk has disjoint support from βj if
|j − k| > 1. The composition calculus together with (2.8) thus show that
P 2 =
∞∑
k=0
( d∑
i,j=1
gijk (x)DiDj
)
ψk(D) + r(x,D) , r(x, ξ) ∈ S
1
1, 1
2
,
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and in particular r(x,D) : Hs → Hs−1 for all s. We next write
−∆g =
d∑
i,j=1
gij(x)DiDj + det(g)
− 1
2
(
Di
(
det(g)
1
2 gij
))
Dj.
By (2.1) we see that det(g)−
1
2
(
Di
(
det(g)
1
2 gij
))
∈ W 1,p is a multiplier on
Hs for |s| ≤ 1, so the second term maps Hs → Hs−1 for 0 ≤ s ≤ 2.
We thus need establish that, for each i, j, we have
(2.10)
∥∥∥ ∞∑
k=0
(
gij(x)− gijk (x)
)
ψk(D)Diu
∥∥∥
Hs
≤ C ‖u‖Hs if − 1 ≤ s ≤ 1.
By the vanishing moment condition on the radial function χ ∈ C∞c , we
can write
1− χˆ(ξ) = |ξ|2h(ξ) , where |∂αh(ξ)| ≤ Cα
{
min
(
1, |ξ|2−|α|
)
, |ξ| ≤ 1,
|ξ|−2−|α|, |ξ| ≥ 1.
For j, k ≥ 0, we let hj,k(ξ) = ψj(ξ)h(2
− k
2 ξ) and then have
(2.11) |∂αξ hj,k(ξ)| ≤ Cα2
−|2j−k| 2−j|α|.
That is,
{
2|2j−k|hj,k
}∞
j=0
satisfies the derivative estimates and localization
properties of a Littlewood-Paley partition of unity in j, uniformly over k.
We then write
g − gk = 2
−k
∞∑
j=0
gj,k , where gj,k = −(2π)
−n ĥj,k ∗ (∆g).
We observe that
supp
(
ĝj,k
)
⊂ {2j−1 ≤ |ξ| ≤ 2j+2}, ‖gj,k‖L∞ ≤ 2
−|2j−k|.
For the second estimate we use that ‖ĥj,k ∗ (∆g)‖L∞ ≤ C 2
−|2j−k|‖∆g‖BMO .
This follows for j 6= 0 from dilation invariance of BMO and the bound∫
hj,k(x) dx = 0, |hj,k(x)| ≤ C 2
−|2j−k| 2jn
(
1 + 2j |x|
)−n−1
.
See for example [20, IV.1.1.4]. For j = 0 we write g0,k = (∇ĥ0,k) ∗ (∇g).
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If j < k − 1, the function gj,k ψk(D)u has Fourier transform supported
in {2k−1 ≤ |ξ| ≤ 2k+2}, so we can use orthogonality to estimate the corre-
sponding terms in (2.10) over j < k − 1,
∥∥∥ ∞∑
k=0
k−2∑
j=0
2−kgj,kψk(D)Du
∥∥∥2
Hs
≤ C
∞∑
k=0
∥∥∥ k−2∑
j=0
2−kgj,kψk(D)Du
∥∥∥2
Hs
≤ C
∞∑
k=0
( k−2∑
j=0
2−|2j−k|‖ψk(D)u‖Hs
)2
≤ C
∞∑
k=0
‖ψk(D)u‖
2
Hs ≤ C ‖u‖
2
Hs .
If j > k+1, then gj,kψk(D)u is frequency supported in {2
j−1 ≤ |ξ| ≤ 2j+2},
and we estimate the corresponding terms in (2.10) over j > k + 1,
∥∥∥ ∞∑
k=0
∞∑
j=k+2
2−kgj,kψk(D)Du
∥∥∥
Hs
≤
∞∑
k=0
∞∑
j=k+2
2−k‖gj,kψk(D)Du ‖Hs
≤ C
∞∑
k=0
∞∑
j=k+2
2−k+js‖gj,kψk(D)Du‖L2
≤ C
∞∑
k=0
∞∑
j=k+2
2k(1−s)+j(s−2)‖ψk(D)u‖Hs
≤ C
∞∑
k=0
2−k‖ψk(D)u‖Hs ≤ C ‖u‖Hs .
It remains to handle the case |j−k| ≤ 1. For this, we note that, by (2.11), the
function ak(ξ) := 2
k
∑
|j−k|≤1 hj,k(ξ) satisfies the properties of a Littlewood-
Paley partition of unity, as does 2−kψk(D)D := ψ˜k(D). We rewrite the
remaining terms in (2.10) as
∥∥∥ ∞∑
k=0
2−k
(
ak(D)∆g
)(
ψ˜k(D)u
) ∥∥∥
Hs
.
For −1 ≤ s ≤ 0, we dominate this by
∥∥∥ ∞∑
k=0
(
ak(D)∆g
)(
2−kψ˜k(D)u
) ∥∥∥
L2
≤ C ‖∆g‖BMO‖u‖H−1 ,
where we use the paraproduct estimate of Carleson [2] and Fefferman-Stein
[6]; for a proof, see [20, II.2.4 and IV.4.3].
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For s ≥ 0, we use that
(
ak(D)∆g
)(
ψ˜k(D)u
)
is frequency supported in
|ξ| ≤ 2k+3, and bound∥∥∥ ∞∑
k=0
2−k
(
ak(D)∆g
)(
ψ˜k(D)u
) ∥∥∥
Hs
≤
∞∑
k=0
2k(s−1)
∥∥(ak(D)∆g)(ψ˜k(D)u)∥∥L2
≤ C
∞∑
k=0
2k(s−1)‖∆g‖BMO‖ψ˜k(D)u‖L2
≤ C
∞∑
k=0
2−k‖∆g‖BMO‖ψ˜k(D)u‖Hs
≤ C ‖∆g‖BMO‖u‖Hs .

2.4. Reduction to a first order equation. Write (∂2t + P
2)u = F + G,
where G = (P 2 +∆g)u. By Lemma 2.4,
‖G‖
L∞t
(
[0,1];Hs−1(Rd)
) ≤ C ‖u‖
L∞t
(
[0,1];Hs(Rd)
).
If v solves (∂2t +P
2)v = G with Cauchy data set to 0, then by the Duhamel
formula and energy estimates we can deduce
‖v‖LqtLrx + ‖v‖L
∞
t H
s
x
+ ‖∂tv‖L∞t H
s−1
x
≤ C ‖u‖L∞t Hsx ,
provided that we prove homogeneous Strichartz estimates for ∂2t + P
2. By
splitting u = v+(u−v), the Strichartz estimates of Theorem 2.3 can thus be
reduced to the same estimates with −∆g replaced by P
2; that is, by proving
that the following holds on [0, 1] × Rd, provided u ∈ C0Hs ∩ C1Hs−1,
(2.12) ‖u‖LqtLrx ≤ C
(
‖u‖L∞t Hsx + ‖∂tu‖L∞t H
s−1
x
+ ‖(∂2t + P
2)u‖
Lq˜
′
t L
r˜′
x
)
.
We replace u(t, ·) by 〈D〉−su(t, ·), where 〈D〉 = (1−∆)
1
2 , and note that
(∂2t + P
2)〈D〉−su = [P 2, 〈D〉−s]u+ 〈D〉−s(∂2t + P
2)u.
The S1, 1
2
calculus shows that [P 2, 〈D〉−s] ∈ S1−s
1, 1
2
, where we also use that
∂xp(x, ξ) ∈ S
1
1, 1
2
. Consequently, using Duhamel’s principle as above we see
that (2.12) is equivalent to showing that, for u ∈ C0L2 ∩ C1H−1, we have
‖〈D〉−su‖LqtLrx ≤ C
(
‖u‖L∞t L2x + ‖∂tu‖L∞t H
−1
x
+ ‖〈D〉−s(∂2t + P
2)u‖
Lq˜
′
t L
r˜′
x
)
.
By (2.9), with µ = 1 + C1 we have
〈(P + µ)f, f〉 ≥ ‖f‖2L2 ⇒ ‖(P + µ)f‖L2 ≥ ‖f‖L2 when f ∈ H
1.
By elliptic estimates we have ‖(P + µ)f‖L2(Rd) ≥ ‖f‖H1(Rd), consequently
(P + µ)−1 exists as a map from L2(Rd) → H1(Rd). One can show that
(P + µ)−1 ∈ Op(S−1
1, 1
2
), for example by [1].
16 Y. CHEN AND H. SMITH
Note that since (P+µ)2−P 2 ∈ Op(S1
1, 1
2
), the estimate remains unchanged
if we replace P by P + µ. We will therefore assume P is invertible, with
P−1 ∈ Op(S−1
1, 1
2
).
The remainder of this paper is devoted to constructing the exact evolu-
tion group E(t) = exp(−itP ) for the self-adjoint operator P , and proving
dispersive estimates for its kernel. The group E(t) will satisfy following
properties:
• E(t) is a strongly continuous 1-parameter unitary group on L2(Rd).
• E(t) is strongly continuous with respect to t on Hs(Rd) for all s ∈ R.
• ∂tE(t) is strongly continuous with respect to t from H
s(Rd) into
Hs−1(Rd) for all s ∈ R.
• E(0)f = f , and ∂tE(t)f = −iPE(t)f = −iE(t)Pf if f ∈ H
s(Rd)
for some s ∈ R.
The second and third condition imply that E(t)f ∈ C0(Hs) ∩ C1(Hs−1)
if f ∈ Hs(Rd). For s < 0 we understand this to mean that E(t) extends
continuously to such an operator from L2(Rd). It follows from the third and
fourth conditions that E(t)f ∈ Cj(Hs−j) for all s ∈ R and all j ∈ N. We
now let
C(t) = 12
(
E(t) + E(−t)
)
, S(t) = 12
(
E(t)− E(−t)
)
P−1.
The solution u to the Cauchy problem with Sobolev data
(∂2t + P
2)u = F , u(0) = f, ∂tu(0) = g,
is then given by
u(t) = C(t)f + S(t)g +
∫ t
0
S(t− s)F (s) ds.
The Strichartz estimates in Theorem 2.3 are thus reduced to showing that,
for s, q, q˜, r, r˜ as in the statement of Theorem 1.1,
‖〈D〉−sE(t)f‖LqtLrx([0,1]×Rd) ≤ C ‖f‖L2(Rd)
‖〈D〉−s
∫ t
0
E(t− s)F (s, ·)‖LqtLrx([0,1]×Rd) ≤ C ‖〈D〉
1−sF‖
Lq˜
′
t L
r˜′
x ([0,1]×R
d)
(2.13)
Here we have used that 〈D〉1−sP−1〈D〉s is bounded on Lr˜
′
(Rd) since it is a
Caldero´n-Zygmund operator.
Similar steps apply to the squarefunction estimate. For that estimate it
will be more convenient to work with smooth cutoffs of the solution. We
fix φ ∈ C∞c
(
(−12 ,
1
2)
)
with φ(t) = 1 if |t| ≤ 13 . By energy conservation the
squarefunction estimates of Theorem 2.3 are then reduced to showing
(2.14) ‖φ(t)〈D〉−sdE(t)f‖Lqdx L2t (Rd×[0,1])
≤ C ‖f‖L2(Rd).
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3. Regularity of the geodesic and Hamiltonian flows
In this section we establish estimates for derivatives of all order on the
geodesic and Hamiltonian flows of the metrics gk, as well as for spatial
dilates gk(ε ·) for ε ≤ 1. To operate in a general context we will consider a
family of metrics gM on R
d that satisfy derivative estimates depending on
the parameter M ∈ [1,∞).
For a sufficiently small constant cd to be chosen depending only on the
dimension d, we will assume a smallness condition
(3.1) ‖Rijkl‖L∞ + ‖(gM )ij − δij‖Lip + ‖∇
2
x(gM )ij‖BMO ≤ cd.
Here, Rijkl is the Riemann curvature tensor of gM . This tensor, as well
as the Christoffel symbols Γnij, depends on M , but to simplify notation we
suppress the subscript M .
We additionally assume that, for constants Cβ independent of M ,
‖∂βxg
ij
M‖L∞ ≤ CβM
|β|−1 , |β| ≥ 1,(3.2)
‖∂βxRijkl‖L∞ ≤ CβM
|β| , |β| ≥ 0.(3.3)
Let γ(t, y, w) be the geodesic for gM with initial conditions (y,w):
∂2t γ
n =
∑
ij
Γnij(γ)γ˙
iγ˙j , γ(0, y, w) = y, γ˙(0, y, w) = w,
where γ˙ ≡ ∂tγ. Note that by (3.1)–(3.2) we have
(3.4) ‖Γnij‖L∞ . cd, ‖∂
β
xΓ
n
ij‖L∞ ≤ CβM
|β|, |β| ≥ 1,
where in this section a . b means that a ≤ C b, where C depends only on
the dimension d.
Theorem 3.1. Suppose that gM satisfies (3.1)–(3.3), for a suitably small
constant cd. Then there are constants Cα,β, depending only on the constants
Cβ in (3.2)-(3.3), so that over the set
1
2 ≤ |w| ≤ 2 and |t| ≤ 1,
(3.5) |∂yγ − I|+ |∂y γ˙ |+ |∂w γ˙ − I| . cd, |∂wγ − t I| . cd |t|,
and
|∂βy ∂
α
wγ(t, y, w)| + |∂
β
y ∂
α
wγ˙(t, y, w)| ≤ Cα,βM
|α|+|β|−1, |α|+ |β| ≥ 1.
Additionally,
|∂βy ∂
α
wγ(t, y, w)| ≤ Cα,β |t|M
|α|+|β|−1, if |α| ≥ 1 or |β| ≥ 2.
Proof. We produce a (not necessarily orthonormal) frame {Vm}
d
m=1 along
γ(t, y, w) by parallel translation of the standard frame {∂m}
d
m=1. We label
the resulting vector fields Vm(t, y, w) =
∑
n v
n
m(t, y, w)∂n. The dual frame
{V n}dn=1 under gM is obtained by parallel translating
∑
m g
nm
M (y)∂m along
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γ, so vn,l(t, y, w) =
∑
m g
nm
M (y)v
l
m(t, y, w), and derivative estimates for the
functions vn,l will follow directly from those for vlm. We have
(3.6) ∂tv
n
m = −Γ
n
ij(γ)γ˙
ivjm , v
n
m(0, t, w) = δ
n
m.
We expand the variation of the flow in the initial parameters using the frame,
∂ykγ =
∑
m
fmk (t, y, w)Vm =
∑
mj
fmk (t, y, w)v
j
m(t, y, w)∂j ,
∂wkγ =
∑
m
hmk (t, y, w)Vm =
∑
mj
hmk (t, y, w)v
j
m(t, y, w)∂j .
(3.7)
By (3.6) we then have
∂yk γ˙
n = ∂t∂ykγ
n =
∑
m
(∂tf
m
k )v
n
m −
∑
ij
Γnij(γ) γ˙
ifmk v
j
m,
∂wk γ˙
n = ∂t∂wkγ
n =
∑
m
(∂th
m
k )v
n
m −
∑
ij
Γnij(γ) γ˙
ihmk v
j
m.
(3.8)
Since D2t ∂ykγ =
∑
m(∂
2
t f
m
k )Vm, with Dt covariant differention in t, the
Jacobi variation formula yields
(3.9) ∂2t f
m
k =
∑
n
(∑
ijlp
Rijlp(γ)γ˙
ivjnγ˙
lvm,p
)
fnk ,
with the following initial conditions, where the second holds by (3.8),
fmk (0, y, w) = δ
m
k , ∂tf
m
k (0, y, w) =
∑
i
Γmik(y)w
i.
The equation (3.9) holds with f replaced by h, with initial conditions
hmk (0, y, w) = 0, ∂th
m
k (0, y, w) = δ
m
k .
The bound |γ˙| . 1 and |v| . 1, together with (3.4), yield for |t| ≤ 1,
|vnj − δ
n
j |+ |f
m
k − δ
m
k |+ |∂tf
m
k |+ |∂th
m
k − δ
m
k | . cd, |h
m
k − tδ
m
k | . cd|t|.
Together with (3.4) and (3.7)–(3.8) these yield the bound (3.5).
Assume we have shown the following for |α|+ |β| ≤ N − 1, where N ≥ 1,
(3.10) |∂βy ∂
α
w(v
n
j , f
m
k , h
m
k )|+ |∂
β
y ∂
α
w(∂tf
m
k , ∂th
m
k )| ≤ Cα,βM
|α|+|β|.
Using (3.7), (3.4), and (3.8), we conclude that if 1 ≤ |α|+ |β| ≤ N ,
|∂βy ∂
α
wγ
n|+ |∂βy ∂
α
wγ˙
n| ≤ Cα,β M
|α|+|β|−1.
By (3.6) and the Leibniz rule, for |α|+ |β| = N we then can write
∂t∂
β
y ∂
α
wv
n
m = −Γ
n
ij(γ)γ˙
i∂βy ∂
α
wv
j
m +O
(
M |α|+|β|
)
.
Similarly, by (3.9), for |α|+ |β| = N we have
∂2t ∂
β
y ∂
α
wf
m
k =
∑
n
(∑
ijlp
Rijlp(γ)γ˙
ivjnγ˙
lvm,p
)
∂βy ∂
α
wf
n
k +O(M
|α|+|β|).
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and the same for f replaced by h. By the initial conditions, we have
∂βy ∂
α
w(v
m
n , f
m
k , h
m
k , ∂th
m
k )
∣∣
t=0
= 0, |∂t∂
β
y ∂
α
wf
m
k (0, y, w)| ≤ Cα,βM
|α|+|β|.
An application of Gronwall’s lemma then yields, for |α|+ |β| = N ,
|∂βy ∂
α
w(v
m
n , f
m
k , h
m
k )|+ |∂
β
y ∂
α
w(∂tf
m
k , ∂th
m
k )| ≤ Cα,βM
|α|+|β|,
and (3.10) follows for |α| + |β| = N by (3.7) and (3.8), hence all α, β by
induction. As above, this implies the desired bounds for ∂βy ∂αw(γ, γ˙).
The last estimate of the theorem follows from the bound on |∂t∂
β
y ∂αwγ|,
since ∂βy ∂αwγ(0, y, w) = 0 if either |α| ≥ 1 or |β| ≥ 2. 
We now consider the related Hamiltonian flow. Let
pM(x, η) =
(∑
ij
gijM (x)ηiηj
) 1
2
,
and consider the solution
(
x(t, y, η), ξ(t, y, η)
)
to Hamilton’s equations,
x˙ = (∇ξpM)(x, ξ), ξ˙ = −(∇xpM )(x, ξ), x(0, y, η) = y, ξ(0, y, η) = η.
These are related to the geodesic flow by the following,
xi(t, y, η) = γi
(
t, y, w(y, η)
)
,
ξj(t, y, η) = pM (y, η)
∑
j
gM,ij(γ) γ˙
j
(
t, y, w(y, η)
)
,
where
wi(y, η) =
1
pM (y, η)
∑
j
gijM (y) ηj .
It follows from (3.1) that
|∂yw|+ |w − |η|
−1η |+ |∂ηw − (I− |η|
−2η ⊗ η)| . cd,
and from (3.2) and homogeneity that∣∣∂βy ∂αη w(y, η)∣∣ ≤ Cα,βM |β|−1 |η|−|α|.
Observe that I−|η|−2η⊗ η = Π⊥η , the projection onto the plane perpendic-
ular to η. We use this to deduce the following corollary of Theorem 3.1.
Corollary 3.2. Suppose that gM satisfies (3.1)–(3.3), for a suitably small
constant cd. Then there are constants Cα,β, depending only on the constants
Cβ in (3.2)–(3.3), so that for |t| ≤ 1
|∂yx− I|+ |∂ηξ − I| . cd, |∂yξ |+ |ξ − η| . cd |η|, |∂ηx− tΠ
⊥
η | . cd |t|,
and when |α| + |β|+m ≥ 1,
|η||∂αη ∂
β
y ∂
m
t x(t, y, η)| + |∂
α
η ∂
β
y ∂
m
t ξ(t, y, η)| ≤ Cα,βM
|α|+|β|+m−1 |η|1−|α|.
Additionally,
|∂βy ∂
α
η x(t, y, η)| ≤ Cα,β |t|M
|α|+|β|−1 |η|−|α|, |α| ≥ 1 or |β| ≥ 2.
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Proof. The estimates other than those involving derivatives in t follow from
Theorem 3.1. Estimates on derivatives in t follow by induction using Hamil-
ton’s equations and the following consequence of (3.2),∣∣∂βx∂αξ (∇ξpM)∣∣+ |ξ|−1∣∣∂βx∂αξ (∇xpM)∣∣ ≤ Cα,βM |β| |ξ|−|α|.

For the generating function ϕk(t, x, η), we need consider the function
y(t, x, η) that is the inverse of the map y → x(t, y, η).
Theorem 3.3. Suppose that gM satisfies (3.1)–(3.3), for a suitably small
constant cd. Then there are constants Cα,β, depending only on the constants
Cβ in (3.2)–(3.3), so that if |t| ≤ 1 and η 6= 0 the map y → x(t, y, η) is
invertible. The inverse map y(t, x, η) satisfies |∂xy − I| . cd, and
|∂βx∂
α
η y(t, x, η)| ≤ Cα,βM
|α|+|β|−1 |η|−|α|, |α|+ |β| ≥ 1.
Additionally,
|∂βx∂
α
η y(t, x, η)| ≤ Cα,β |t|M
|α|+|β|−1 |η|−|α|, |α| ≥ 1 or |β| ≥ 2.
Also, for the function ξ(t, x, η) := ξ(t, y(t, x, η), η),
|∂βx∂
α
η ξ(t, x, η)| ≤ Cα,βM
|α|+|β|−1 |η|1−|α|, |α|+ |β| ≥ 1.
Proof. We have |x(t, y, η) − y| . |t|, so for each η 6= 0 and |t| ≤ 1 the map
y → x is proper and hence a closed mapping. Since |∂yx − I| . cd it is
an open mapping, hence onto and one-to-one by connectivity and simple
connectivity of Rd. Thus y → x(t, y, η) is a diffeomorphism of Rd, with
inverse satisfying |∂xy − I| . cd. The estimates of the theorem are then a
consequence of the inverse function theorem and Corollary 3.2. 
4. Estimates for solutions of the eikonal equation
In this section we establish estimates on derivatives of the solution to the
eikonal equation for gk. For simplicity we consider 0 ≤ t ≤ 1. Let gk be
the mollification of g at spatial scale 2−
k
2 from Chapter 2, and let ϕk be the
solution to the eikonal equation
∂tϕk(t, x, η) = −pk
(
x,∇xϕk(t, x, η)
)
, ϕk(0, x, η) = 〈x, η〉.
Then ϕk(t, x, η) =
∑
j ηj yj(t, x, η), where y(t, x, η) is as in Theorem 3.3, and
the estimates of that theorem hold with M = 2k. Furthermore,
∂ηjϕk(t, x, η) = yj(t, x, η), ∂xjϕk(t, x, η) = ξj(t, x, η).
We then easily read off the following from Theorem 3.3,∣∣∂βxϕk(t, x, η)∣∣ ≤ Cβ 2k2 (|β|−2)|η|, |β| ≥ 2,(4.1) ∣∣∂βx∂ηϕk(t, x, η)∣∣ ≤ Cβ t 2k2 (|β|−1), |β| ≥ 2,(4.2) ∣∣∂βx∂αη ϕk(t, x, η)∣∣ ≤ Cα,β t 2k2 (|α|+|β|−2)|η|1−|α|, |α| ≥ 2.(4.3)
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Additionally,
(4.4)
∣∣∂x∂ηϕk(t, x, η)| ≤ C.
The following shows that some estimates can be improved for derivatives in
η, which is key to controlling the evolution operators for small t.
Theorem 4.1. Assume that |α| ≥ 2 or |β| ≥ 2. Then when 2−k ≤ t ≤ 1,∣∣〈η, ∂η〉j∂βx∂αη ϕk(t, x, η)| ≤ Cj,α,β (t 122k2 )|α|2k2 (|β|−2)|η|1−|α|,
and when 0 ≤ t ≤ 2−k,∣∣〈η, ∂η〉j∂βx∂αη ϕk(t, x, η)| ≤ Cj,α,β 2k2 (|β|−2)|η|1−|α|.
Proof. By homogeneity it suffices to consider the case j = 0. If |α| ≤ 1, the
estimates for all 0 ≤ t ≤ 1 follow from (4.1)–(4.2). To handle |α| ≥ 2, we
take a parameter ε with 2−k/2 ≤ ε ≤ 1. Let gε,k(x) = gk(εx), where gk is
the localization of g to frequency 2k/2. Similarly, let pε,k(x, ξ) = pk(εx, ξ).
Let ϕε,k be the solution to
∂tϕε,k(t, x, η) = −pε,k
(
x,∇xϕε,k(t, x, η)
)
, ϕε,k(0, x, η) = 〈x, η〉.
Then by homogeneity we have
(4.5) ϕk(t, x, η) = εϕε,k(ε
−1t, ε−1x, η) .
The metric gε,k(x) is mollification of g(εx) at scale ε
−12−
k
2 ≤ 1. Since g(εx)
is Lipschitz with bounded curvature, uniformly over ε ∈ [0, 1], we can apply
estimates (4.1)–(4.3) with 2
k
2 replaced by M = ε2
k
2 .
For 2−
k
2 ≤ t ≤ 1 we take ε = t in (4.5), and apply (4.3) with M = t2−
k
2
to get ∣∣∂βx∂αη ϕk(t, x, η)| ≤ Cα,β t|α|−1 2k2 (|α|+|β|−2) |η|1−|α|.
For |α| ≥ 2 this implies the desired estimate.
For 0 ≤ t ≤ 2−
k
2 we take ε = 2−
k
2 in (4.5), and apply (4.3) with 2
k
2
replaced by 1 to get∣∣∂βx∂αη ϕk(t, x, η)| ≤ Cα,β t 2k2 |β| |η|1−|α|.
Since t ≤ t
|α|
2 2
k
2
(|α|−2) for t ≥ 2−k and |α| ≥ 2, and t2
k
2
|β| ≤ 2
k
2
(|β|−2) for
0 ≤ t ≤ 2−k, this concludes the theorem for 0 ≤ t ≤ 2−
k
2 . 
As a corollary we obtain the estimates we need for linearizing the phase
function, and showing the symbols are slowly varying, for η in an appropriate
conical region. Given a unit vector ν, and 2−k ≤ t ≤ 1, we define the
dyadic/conic region
(4.6) Ωνk,t =
{
η : 232
k−1 ≤ |η| ≤ 322
k+2, |ν − |η|−1η| ≤ 116t
− 1
22−
k
2
}
.
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Note that on this region, since t−
1
2 2−
k
2 ≤ 1,
|η| ≥ 〈ν, η〉 ≥ 34 |η|,
∣∣Πν⊥η∣∣ ≤ t− 12 2k2 ,
where Πν⊥ is projection onto the hyperplane perpendicular to ν.
Corollary 4.2. The following estimates hold if η ∈ Ωνk,t and 2
−k ≤ t ≤ 1.
(4.7)
∣∣〈ν, ∂η〉j∂αη ∂βx (∂2ηϕk)(t, x, η)∣∣ ≤ Cj,α,β t2−k 2−kj (t 12 2− k2 )|α| 2k2 |β|,
(4.8)
∣∣〈ν, ∂η〉j∂αη ∂βx (∂η∂xϕk)(t, x, η)∣∣ + 2−k∣∣〈ν, ∂η〉j∂αη ∂βx (∂2xϕk)(t, x, η)∣∣
≤ Cj,α,β 2
−kj
(
t
1
2 2−
k
2
)|α|
2
k
2
|β|,
and
(4.9)
∣∣〈ν, ∂η〉j∂αη ∂βx (ϕk(t, x, η) − η · ∇ηϕk(t, x, ν))∣∣
≤ Cj,α,β 2
−kj
(
t
1
2 2−
k
2
)|α|
2
k
2
|β|.
For 0 ≤ t ≤ 2−k these hold for η in the dyadic shell 232
k−1 ≤ |η| ≤ 322
k+2 if
t is replaced by 2−k on the right hand side.
Proof. We consider the estimate (4.7). Theorem 4.1 gives the following,∣∣〈η, ∂η〉j∂αη ∂βx (∂2ηϕk)(t, x, η)∣∣ ≤ Cj,α,β t2−k (t 122− k2 )|α| 2k2 |β|.
After rotation we may assume that ν = (1, 0, . . . , 0). We proceed by induc-
tion in j, the case j = 0 being the same as above. Suppose then that (4.7)
holds for j < j0. We expand
〈η, ∂η〉
j0 = ηj01 ∂
j0
η1 +
∑
j+|α|≤j0
j<j0
cj0,j,α η
j
1η
′α∂jη1∂
α
η′
Since η1 ≤
3
22
k+2 and |η′| ≤ t−
1
2 2
k
2 on Ωνk,t, the induction hypothesis yields∣∣ηj01 ∂j0η1∂αη ∂βx (∂2ηϕk)(t, x, η)∣∣ ≤ Cj,α,β t2−k (t 12 2− k2 )|α| 2k2 |β|,
which establishes (4.7) for j = j0, since η1 ≥ 2
k−2 on Ωνk,t. Similar steps
establish (4.8).
The estimate (4.9) follows from (4.7) if |α| ≥ 2, so it suffices to consider
|α| ≤ 1. The proof for |β| 6= 0 will follow from the proof for β = 0 with
ϕk replaced by ∂
β
xϕk, so we assume β = 0. We then rotate to assume that
ν = e1, in which case by homogeneity the estimate becomes∣∣∂jη1∂αη′(ϕk(t, x, η1, η′)− ϕk(t, x, η1, 0) − η′ · ∇η′ϕk(t, x, η1, 0))∣∣
≤ Cj,α 2
−kj
(
t
1
2 2−
k
2
)|α|
.
This estimate follows from a Taylor expansion argument together with (4.7),
since |η′| ≤ t−
1
2 2
k
2 on Ωe1k,t.
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For 0 ≤ t ≤ 2−k the desired estimates follow easily from Theorem 4.1. 
We also record estimates for time derivatives of ϕk, which will be used in
establishing space-time energy estimates.
Corollary 4.3. Assume that 2−k ≤ t ≤ 1. If |α| ≥ 1, then∣∣〈η, ∂η〉j∂αη ∂tϕk(t, x, η)∣∣ ≤ Cj,α(t 12 2k2 )|α|−1|η|1−|α|,
and if m+ |β| ≥ 2,∣∣〈η, ∂η〉j∂βx∂αη ∂mt ϕk(t, x, η)| ≤ Cj,m,α,β(t 122k2 )|α|2k2 (m+|β|−2)|η|1−|α|.
If 0 ≤ t ≤ 2−k, both of these estimates hold with t replaced by 2−k on the
right hand side.
Proof. By homogeneity we may assume j = 0. The estimates that involve no
derivatives in t, the second estimate with m = 0, hold by Theorem 4.1. We
assume both estimates hold for derivatives up to orderm ≥ 0 in t, and prove
they hold for derivatives of order m+1 in t. Write ∂tϕk = pk(x,∇xϕk), and
observe that ∂βx∂αη ∂
m+1
t ϕk can be written as a sum of terms of the form(
∂β0x ∂
γ
ξ pk
)
(x,∇xϕk)
(
∂β1x ∂
α1
η ∂
m1
t ∇xϕk
)
· · ·
(
∂
β|γ|
x ∂
α|γ|
η ∂
m|γ|
t ∇xϕk
)
,
where
∑|γ|
j=0 βj = β,
∑|γ|
j=1 αj = α,
∑|γ|
j=1mj = m. If |β| = m = 0, we must
have |αj | ≥ 1 for all j, and the first estimate of the corollary is a result of
the following bounds from (2.7) and Theorem 4.1,∣∣(∂γξ pk)(x,∇xϕk)∣∣ ≤ Cγ |η|1−|γ|,
|∂
αj
η ∇xϕk| ≤ Cαj
(
t
1
2 2
k
2
)|αj |−1|η|1−|αj |.
Assume that |β| + m ≥ 1. If |β0| ≥ 1, then the second estimate of the
corollary is a result of the following bounds from (2.7) and the induction
assumption,∣∣(∂β0x ∂γξ pk)(x,∇xϕk)∣∣ ≤ Cγ,β0 2k2 (|β0|−1)|η|1−|γ|,∣∣∂βjx ∂αjη ∂mjt ∇xϕk∣∣ ≤ Cαj ,βj ,mj 2k2 (|βj |+mj)(t 122k2 )|αj ||η|1−|αj |.
Finally, if |β0| = 0 then we may assume |β1|+m1 ≥ 1, and use the bounds∣∣(∂γξ pk)(x,∇xϕk)∣∣ ≤ Cγ |η|1−|γ|,∣∣∂β1x ∂α1η ∂m1t ∇xϕk∣∣ ≤ Cα1,β1,m1 2k2 (|β1|+m1−1)(t 122k2 )|α1||η|1−|α1|∣∣∂βjx ∂αjη ∂mjt ∇xϕk∣∣ ≤ Cαj ,βj,mj 2k2 (|βj |+mj)(t 12 2k2 )|αj ||η|1−|αj |.

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5. Parametrix for the dyadically localized equation
In this section, we use the eikonal solution ϕk to produce an approxima-
tion to the wave group for P with data at frequency scale 2k. In the next
section we will use these approximations to produce the exact evolution
group for P by iteration. For k ≥ 2 we define
P˜k =
1
2
k+1∑
j=k−1
βj(D)
(
pj(x,D) + pj(x,D)
∗
)
βj(D).
Let p˜k(x, η) denote the symbol of P˜k. Recalling that β
2
j = ψj, then
(5.1) p˜k(x, η) =
k+1∑
j=k−1
pj(x, η)ψj(η) +
k+1∑
j=k−1
qj(x, η)βj(η),
where qj ∈ S
0
1, 1
2
, uniformly over j. For |η| ∈
[
3
4 2
k, 43 2
k+1
]
we define
bk(t, x, η) = e
−iϕk(t,x,η)
(
∂t + iP˜k
)
eiϕk(t,x,η)
where P˜k acts on x.
We then define Wk(t) for k ≥ 2 by
(5.2)
(
Wk(t)f
)
(x) =
1
(2π)d
∫
eiϕk(t,x,η) ψk(η)fˆ(η) dη .
It follows that
(
∂t + iP˜k
)
Wk(t) = Bk(t), where
(5.3)
(
Bk(t)f
)
(x) =
1
(2π)d
∫
eiϕk(t,x,η) bk(t, x, η)ψk(η)fˆ (η) dη .
Theorem 5.1. For |t| ≤ 1 the symbol bk(t, x, η) satisfies
∣∣〈η, ∂η〉j∂αη ∂βx∂mt bk(t, x, η)∣∣ ≤ Cj,α,β,m

(
t
1
2 2−
k
2
)|α|
2
k
2
(|β|+m), |t| ≥ 2−k,
2−k |α| 2
k
2
(|β|+m), |t| ≤ 2−k.
Proof. The symbol bk(t, x, η) is given by the oscillatory integral
(5.4) i∂tϕk(t, x, η) +
i
(2π)n
∫
ei〈x−y,ζ〉+iϕk(t,y,η)−iϕk(t,x,η) p˜k(x, ζ) dy dξ
where recall that we assume |η| ∈
[
3
4 2
k, 43 2
k+1
]
. We write
ϕk(t, y, η) − ϕk(t, x, η) = (y − x) · V (t, x, y − x, η) ,
where
V (t, x, h, η) =
∫ 1
0
(∇xϕk)(t, x + sh, η) ds.
Then
V (t, x, 0, η) = ∇xϕk(t, x, η) , ∂hiVj(t, x, 0, η) =
1
2∂xi∂xjϕk(t, x, η).
THE WAVE EQUATION ON MANIFOLDS OF BOUNDED CURVATURE 25
We note |V (t, x, h, η) − η| ≤ 18 |η| by (3.1), and for |α| + |β| +m + |γ| ≥ 1
Corollary 4.3 yields
(5.5) |∂αη ∂
β
x∂
m
t ∂
γ
hV (t, x, h, η)| ≤ Cα,β,m,γ2
k
2
(|α|+|β|+m+|γ|−1) |η|1−|α|.
We make the change of variables y → y+h, followed by ζ → V (t, x, h, η)+ζ,
to write the integral term in (5.4) as
(5.6)
∫
e−i〈h,ζ〉p˜k
(
x, V (t, x, h, η) + ζ
)
dh dζ.
We then decompose (5.6) using a smooth cutoff χ, supported in |ζ| ≤ 2,
with χ(ζ) = 1 for |ζ| ≤ 1. Specifically, we write
1 = χ(2−k+4ζ)
(
1− χ(h)
)
+
(
1− χ(2−k+4ζ)
)
+ χ(h)χ(2−k+4ζ).
Since p˜k ∈ S
1
1, 1
2
, the estimates (5.5) imply that if |η| ∈
[
3
4 2
k, 43 2
k+1
]
,
(5.7)
∣∣∂θζ∂αη ∂βx∂mt ∂γh p˜k(x, V (t, x, h, η) + ζ)χ(2−k+4ζ)∣∣
≤ Cα,β,m,γ,θ
{
2k(1−|α|−|θ|) 2
k
2
(|α|+|β|+m+|γ|−1), |α|+ |β|+m+ |γ| ≥ 1,
2k(1−|θ|), |α|+ |β|+m+ |γ| = 0.
Consider first the term r1(t, x, η), defined by∫
e−i〈h,ζ〉p˜k
(
x, V (t, x, h, η) + ζ
)
χ(2−k+4ζ)
(
1− χ(h)
)
dh dζ
=
∫
e−i〈h,ζ〉∆Nζ
(
p˜k
(
x, V (t, x, h, η) + ζ
)
χ(2−k+4ζ)
)
×
(
1− χ(h)
)
|h|−2N dh dζ.
The estimates (5.7) show that the integrand is bounded by 2k(1−2N)|h|−2N ,
and it is supported where |ζ| ≤ 2k−3 and |h| > 1. Similar estimates on its
derivatives in (x, η) yield that, for all N ,
(5.8) |∂αη ∂
β
x∂
m
t r1(t, x, η)| ≤ CN,α,β,m 2
−kN , |η| ∈
[
3
4 2
k, 43 2
k+1
]
.
Next consider the term r2(t, x, η), defined by the integral∫
e−i〈h,ζ〉p˜k(x, V (t, x, h, η) + ζ)
(
1− χ(2−k+4ζ)
)
dh dζ =∫
e−i〈h,ζ〉
(
1−∆ζ
)n
∆Nh
(
p˜k(x, V (t, x, h, η) + ζ)
(
1− χ(2−k+4ζ)
)
|ζ|−2N
)
× (1 + |h|2)−n dh dζ.
The estimates (5.7) show that the integrand is bounded by a constant times
2k(N+
1
2
)|ζ|−2N
(
1 + |h2|
)−n
, and it is supported where |ζ| ≥ 2k−4. It follows
that r2(t, x, η) also satisfies the estimates (5.8).
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Thus, up to rapidly decreasing terms, the symbol bk(t, x, η) is equal to
i∂tϕk(t, x, η) +
i
(2π)d
∫
e−i〈h,ζ〉p˜k(x, V (t, x, h, η) + ζ)χ(2
−k+4ζ)χ(h) dh dζ.
We take a Taylor expansion in ζ of p˜k about ζ = 0 to write the integral as∑
|γ|<2N
1
γ!
∫
e−i〈h,ζ〉Dγh
(
(∂γξ p˜k)(x, V (t, x, h, η))χ(h)
)
χ(2−k+4ζ) dh dζ
+ r(t, x, η),
where r(t, x, η) is given by∑
|γ|=2N
∫ 1
0
(1− s)N−1
∫
e−i〈h,ζ〉Dγh
(
(∂γξ p˜k)(x, V (t, x, h, η) + sζ)χ(h)
)
× χ(2−k+4ζ) dh dζ ds.
The estimates (5.7) show that |∂βx∂αη r(t, x, η)| ≤ CN,α,β 2
k(d+1− 1
2
|α|+ 1
2
|β|−N),
provided that |η| ∈
[
3
4 2
k, 43 2
k+1
]
.
To handle the terms with |γ| < 2N , let φ(h) = 2−4dχ̂(2−4h), which has
integral (2π)n and vanishing moments of all non-zero order, and write the
γ term in the sum as∫
e−i〈h,ζ〉Dγh
(
(∂γξ p˜k)(x, V (t, x, h, η))χ(h)
)
2nkφ(2kh) dh dζ.
We Taylor expand p˜k
(
x, V (t, x, h, η)
)
χ(h) to order N about h = 0. The
N -th order remainder term will lead to a term bounded by 2k(1−
1
2
|γ|−N),
with similar estimates on derivatives in (x, η). All terms with hθ with θ 6= 0
integrate to 0 by the moment condition. Therefore, since ∂tϕk(t, x, η) =
−pk(x,∇xϕk(t, x, η)), we can write bk(t, x, η) as r(t, x, η) plus
(5.9) i
(
−pk(x,∇xϕk(t, x, η)) +
∑
|γ|<2N
1
γ!
Dγh(∂
γ
ξ p˜k)(x, V (t, x, h, η))
∣∣
h=0
)
If |η| ∈
[
3
4 2
k, 43 2
k+1
]
then (ψk−1+ψk+ψk+1)(∇xϕk(t, x, η)) = 1, so by (5.1)
the γ = 0 term combines with −pk(t, x,∇xϕk(t, x, η)) to give
(5.10)
k+1∑
j=k−1
(pk − pj)(x,∇xϕk(t, x, η))ψj(∇xϕk(t, x, η))
+
k+1∑
j=k−1
qj(x,∇xϕk(t, x, η))βj(∇xϕk(t, x, η)).
We will estimate this term similar to the term |γ| = 1, using the following
estimate, which is a consequence of (2.5),
(5.11) |∂βx∂
α
ξ (pk − pj)(x, ξ)| ≤ Cα,β 2
k( 1
2
|β|−1) |ξ|1−|α|.
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The same estimates hold for the term qj(x, ξ) ∈ S
0
1, 1
2
when |ξ| ≈ 2k.
We now examine the terms in the sum when |γ| ≥ 1. Observe that
∂θhV (t, x, h, η)
∣∣
h=0
=
1
1 + |θ|
∂θx∇xϕk(t, x, η).
The γ term in (5.9) is then a finite linear combination of terms of the form
(∂γ+σξ p˜k)
(
x,∇xϕk(t, x, η)
) (
∂θ1x ∇xϕk(t, x, η)
)
· · ·
(
∂θlx ∇xϕk(t, x, η)
)
,
where θ1 + · · ·+ θl = γ, each θi 6= 0, and l = |σ| ≥ 1.
By Corollary 4.3, when θi 6= 0, |η| ∈
[
3
4 2
k, 43 2
k+1
]
, and 2−k ≤ t ≤ 1,∣∣〈η, ∂η〉j∂αη ∂βx∂mt (∂θix ∇xϕk(t, x, η))∣∣
≤ Cj,α,β,m,θ 2
k
2
(|θi|+1)
(
t
1
2 2−
k
2
)|α|
2
k
2
(|β|+m).
A recursion argument and (2.7) then show that, for 2−k ≤ t ≤ 1,∣∣∣〈η, ∂η〉j∂αη ∂βx∂mt ((∂γ+σξ p˜k)(x,∇xϕk) ∂θ1x ∇xϕk · · · ∂θlx ∇xϕk)∣∣∣
≤ Cj,α,β,m,γ,σ 2
k
2
(2−|γ|−|σ|)
(
t
1
2 2−
k
2
)|α|
2
k
2
(|β|+m).
The expression for bk(t, x, η) involves an asymptotic sum over |γ| ≥ 1, where
also |σ| ≥ 1 in all terms, and the sum thus satisfies the statement of the
theorem in case 2−k ≤ t ≤ 1. The estimate for 0 ≤ t ≤ 2−k follows similarly.
It remains to consider the term (5.10). Using (5.11) and a similar recur-
sion argument, we obtain for the case 2−k ≤ t ≤ 1,
∣∣∣〈η, ∂η〉j∂αη ∂βx∂mt ( k+1∑
i=k−1
(pk − pi)
(
x,∇xϕk(t, x, η)
)
ψi(∇xϕk(t, x, η))
)∣∣∣
≤ Cj,α,β,m
(
t
1
2 2−
k
2
)|α|
2
k
2
(|β|+m),
and the proof for 0 ≤ t ≤ 2−k is similar. 
Repeating the proof of Corollary 4.2, we obtain the following.
Corollary 5.2. The following estimates hold for η ∈ Ωνk,t,∣∣〈ν, ∂η〉j∂αη ∂βx∂mt bk(t, x, η)∣∣ ≤ Cj,α,β,m 2−kj (t 12 2− k2 )|α| 2k2 (|β|+m).
For 0 ≤ t ≤ 2−k these hold for η in the dyadic shell 232
k−1 ≤ |η| ≤ 322
k+2 if
t is replaced by 2−k on the right hand side.
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6. Energy flow estimates
In this section we construct the exact wave group exp(−itP ) via a con-
vergent iteration based on the approximate wave group
(6.1) W (t) =
∞∑
k=2
Wk(t) + ψ0(D) + ψ1(D).
Recall (5.2)–(5.3) that (∂t + iP˜k)Wk(t) = Bk(t) is of order 0. To show that
(∂t + iP )W (t) is of order 0 we will show that, for |t| ≤ 1, Wk(t)f remains
localized in frequency to an appropriate dyadic shell at scale 2k, modulo
smoothing errors. This will yield
(∂t + iP )W (t) =
∞∑
k=2
Bk(t) +R(t).
with R(t) a smoothing error. Denoting the right hand side by B(t), since
W (0) = I the wave group can be obtained by convergent iteration of W (t)
and B(t), using Sobolev mapping bounds for both. Dispersive estimates will
then depend on showing that composite terms
W (t− s1)B(s1 − s2) · · ·B(sn−1 − sn)B(sn), t ≥ s1 ≥ · · · ≥ sn ≥ 0,
have similar microlocal mapping properties to W (t) and B(t). For a fixed
n we could show that this term has an oscillatory integral representation
similar to that for B(t), but at frequency scale 2k we will need consider n
up to n ∼ 2kσ, for some σ > 0. To prove preservation of dyadic localization
of the energy we then need to microlocalize the energy mapping of each
term Bk(s) to within 2
k(1−σ) of the Hamiltonian flow. For convenience we
fix σ = 14 , though any σ ∈ (0,
1
2) would work. We then consider frequency
cutoffs with symbols a(η) ∈ S03
4
, that is
(6.2)
∣∣∂αη a(η)∣∣ ≤ Cα 2− 34k|α| , supp(a) ⊂ {η : 45 2k−1 < |η| < 54 2k+2}.
Given any compact set K ⊂ {η : 78 2
k−1 < |η| < 87 2
k+2
}
and δ > 0, there
exists a cutoff a satisfying (6.2) such that supp(a) is contained in the δ2
3k
4
neighborhood of K and a = 1 on the 12 δ2
3k
4 neighborhood of K, and such
that the constants Cα depend on δ but are independent of K. Such an a(η)
can be obtained, for example, by convolving the support function of the
3
4 δ2
3k
4 neighborhood of K with an approximation to the identity supported
in the 18δ ball.
Lemma 6.1. Suppose that a1 and a2 are cutoffs satisfying (6.2), and let K
be the projection onto η of the image of Rd×supp(a1) under the Hamiltonian
flow of pk at time t. Assume that a2 = 1 on the δ 2
3
4
k neighborhood of K.
Then for all N ,∥∥(1− a2(D))Bk(t)a1(D)f∥∥HN ≤ CN 2−kN ‖f‖H−N ,
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where the constant CN depends only on N , the constants Cα in (6.2), and
δ. The same holds with Bk(t) replaced by Wk(t).
Proof. We prove this using a modification of the Co´rdoba-Fefferman wave
packet transform introduced in [3]. We use the particular transform from
[13], which is based on a Schwartz function with Fourier transform of com-
pact support, instead of a Gaussian. Fix g a radial, real Schwartz function
with ‖g‖L2 = (2π)
d
2 and supp(gˆ) ⊂ {|ζ| < 14}, and set
gx,ξ(z) = 2
kd
4 ei〈ξ,z−x〉g
(
2
k
2 (z − x)
)
.
For f ∈ L2(Rd) define
(Tkf)(x, ξ) =
∫
f(z) gx,ξ(z) dz.
Then Tk is an isometry, with adjoint given by(
T ∗kF
)
(z) =
∫
F (x, ξ) gx,ξ(z) dx dξ.
Since |η| ≈ 2k on the support of a1(η), it suffices to show that for all N ,
‖Tk 〈D〉
N
(
1− a2(D)
)
Bk(t)a1(D)T
∗
kF‖L2(R2d) ≤ CN 2
−2kN‖F‖L2(R2d).
The operator on the left is given by the following integral kernel,
Kk(t, x
′, ξ′;x, ξ) =
∫
Rd
(
Bk(t) a1(D) gx,ξ
)
(z) 〈D〉N
(
1− a2(D)
)
gx′,ξ′(z) dz.
Let (xt, ξt) = χt(x, ξ), with χt the Hamiltonian flow for pk. A simple in-
tegration by parts argument, using Lemma 6.2 below, shows that for all
N ,
|Kk(t, x
′, ξ′;x, ξ)| ≤ CN2
kN
(
1 + 2
k
2 |x′ − xt|+ 2
− k
2 |ξ′ − ξt|
)−8N−2d−1
(6.3)
≤ C ′N2
−kN
(
1 + 2
k
2 |x′ − xt|+ 2
− k
2 |ξ′ − ξt|
)−2d−1
,
where in deducing the second bound we used that the integrand vanishes
unless |ξ′−ξt| ≥ δ 2
3k
4 −2
k
2 . The desired L2 bound then follows by the Schur
test, using the fact that (x, ξ) → (xt, ξt) is a volume preserving diffeomor-
phism, which is homogeneous in ξ and bilipshitz on the cotangent bundle
(uniformly over k). 
Lemma 6.2. Let fx,ξ(y) = 2
kd
4 ei〈ξ,y−x〉f
(
2
k
2 (y − x)
)
. Assume that f is a
Schwartz function and |ξ| ∈ [2k−1, 2k+2], and let (xt, ξt) = χt(x, ξ). Then(
Bk(t)fx,ξ
)
(z) = 2
kd
4 ei〈ξt,z−xt〉h
(
t, 2
k
2 (z − xt)
)
,
where for all N, j, γ,∣∣∂jt ∂γz h(t, z)∣∣ ≤ CN,j,γ 2k2 j(1 + |z|)−N .
For each N, j, γ, the constant CN,j,γ is bounded by a Schwartz seminorm of
f , but is uniform over k, x, ξ.
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Proof. Up to a factor of (2π)d, the function h(t, z) is given by the integral∫
eiΦ(t,z,η) bk(t, xt + 2
− k
2 z, ξ + 2
k
2 η)ψk(ξ + 2
k
2 η) fˆ(η) dη,
where
Φ(t, z, η) = ϕk(t, xt + 2
− k
2 z, ξ + 2
k
2 η)− 〈x, ξ + 2
k
2 η〉 − 〈ξt, 2
− k
2 z〉,
Since ϕk is the homogeneous generating function for χt, this equals
ϕk(t, xt + 2
− k
2 z, ξ + 2
k
2 η)− ϕk(t, xt, ξ)
− 2
k
2 η · (∇ηϕk)(t, xt, ξ)− 2
− k
2 z · (∇xϕk)(t, xt, ξ).
By Corollary 3.2, Theorem 4.1, Corollary 4.3, and (4.4), the following esti-
mates hold on the support of the integrand,
|∂jt ∂
β
z ∂
α
ηΦ(z, η)| ≤ Cα,β,j 2
k
2
j if |α|+ |β| ≥ 2.
As Φ vanishes to second order at z = η = 0, then on the region of integration
|∂jtΦ(z, η)| ≤ Cj 2
k
2
j(1 + |z|+ |η|)2,
|∂jt∇z,ηΦ(z, η)| ≤ Cj 2
k
2
j(1 + |z|+ |η|).
By Theorem 3.3 we have |∇z∇ηΦ(z, η)− I| . cd, and since |∇
2
ηΦ(y, η)| ≤ C,
we deduce that |z| ≤ C
(
|∇ηΦ(z, η)| + |η|
)
and thus
1
1 + |∇ηΦ(y, η)|2
≤ C
1 + |η|2
1 + |z|2
.
By Corollary 3.2, Theorem 5.1, and (6.2), since |ξ + 2
k
2 η| ≈ 2k we have∣∣∣∂jt ∂βz ∂αη (bk(t, xt + 2− k2 z, ξ + 2k2 η)ψk(ξ + 2k2 η) fˆ(η))∣∣∣
≤ CN,α,β,j 2
k
2
j
(
1 + |η|
)−N
.
Integrating by parts with respect to the vector field
L =
1− i∇ηΦ(z, η) · ∇η
1 + |∇ηΦ(z, η)|2
then leads to the bounds on ∂jt ∂
γ
z h in the statement. 
The same argument also shows that the kernel of TkBk(t)T
∗
k satisfies (6.3)
with N = 0, and in particular Bk(t) is bounded on L
2(Rd), uniformly over
k and |t| ≤ 1. By applying Lemma 6.1 with a1(η) = 1 on the support of
βk(η), and a2(η) supported in the annulus |η| ∈ [2
k−1, 2k+2], we then obtain
the following by an orthogonality argument.
Lemma 6.3. For all s ∈ R we have
∥∥∑∞
k=2Bk(t)f
∥∥
Hs
≤ Cs‖f‖Hs, uni-
formly over |t| ≤ 1.
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We can now show that W (t) defined above is an approximate evolution
operator for P .
Lemma 6.4. Let W (t) be defined by (6.1). Then(
∂t + iP
)
W (t) =
∞∑
k=2
Bk(t) +R(t),
where R(t) is an integral kernel operator with kernel K satisfying
|∂αx ∂
β
yK(t, x, y)| ≤ CN,α,β (1 + |x− y|)
−N .
In particular, ‖R(t)f‖HN ≤ CN ‖f‖H−N for all N , uniformly over |t| ≤ 1.
Proof. We take ak(η) supported in
{
4
5 2
k < |η| < 54 2
k+1
}
, and equal to 1
where
{
7
8 2
k < |η| < 87 2
k+1
}
, satisfying (6.2) with constants Cα independent
of k. For cd small enough, the condition of Lemma 6.1 with a1 = ψk and
a2 = ak is satisfied for all t with |t| ≤ 1. We need show that the operator
∞∑
k=2
(P − P˜k)Wk(t) =
∞∑
k=2
(P − P˜k)
(
1− ak(D)
)
Wk(t).
satisfies the conditions for R(t), since P ◦
(
ψ0(D) +ψ1(D)
)
does. It suffices
to show we can write
(P − P˜k)Wk(t) = Op(Rk) ◦ ψk(D)
with Rk(t, x, y) an integral kernel satisfying, for all N ,
|∂αx ∂
β
yRk(t, x, y)| ≤ CN,α,β 2
−kN (1 + |x− y|)−N .
Observe that Rk = T
∗
k Op(Kk)Tk, where Kk satisfies (6.3), and vanishes
unless |ξ| ∈ [452
k, 542
k+1] and |ξ′| /∈ [782
k, 872
k+1]. For cd small this implies
|ξt| ∈ [
5
62
k, 652
k+1], hence |ξ′ − ξt| ≥ 2
k−4. Since |x − xt| ≤ 2 for |t| ≤ 1, we
have for all N
|Kk(t, x
′, ξ′;x, ξ)| ≤ CN2
−kN
(
1 + 2−
k
2 |ξ′|
)−N(
1 + |x− x′|
)−N
.
The operator Tk is given by a kernel satisfying for all N
|∂αy Tk(x, ξ; y)| ≤ CN,α2
k
(
|α|
2
+ d
4
)
(1 + 2
k
2 |x− y|)−N .
Since the volume of integration in ξ is less than Cd 2
kd, the estimate for
Rk(t, x, y) follows by composition. 
We now write∫
Rk(t, x, y) (ψk(D)f)(y) dy =
1
(2π)n
∫
eiϕk(t,x,η)rk(t, x, η)ψk(η)fˆ (η) dη,
with
rk(t, x, η) = e
−iϕk(t,x,η)
∫
Rk(t, x, y) e
−i〈y,η〉 dy.
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Then for all N
|∂βx∂
α
η rk(t, x, η)| ≤ Cα,β,N2
−kN , 2k−1 ≤ |η| ≤ 2k+2,
and we can incorporate rk into bk, and hence Rk(t) into Bk(t). Thus we can
write
(∂t + iP )W (t) =
∞∑
k=2
Bk(t) + P ◦
(
ψ0(D) + ψ1(D)) ≡ B(t).
We now can generate the exact wave group E(t) for ∂t + iP by iteration,
E(t) =W (t)−
∫ t
0
W (t−s)B(s) ds+
∫ t
0
∫ s
0
W (t−s)B(s−r)B(r) dr ds−· · ·
To write the iteration more concisely, let Λm ⊂ Rm+1+ be them-simplex, con-
sisting of r = (r1, . . . , rm+1) with rj > 0 for all j, and with r1+· · ·+rm+1 = 1.
Let dr be the measure on Λm induced by projection onto (r1, . . . , rm). Then
(6.4) E(t) =
∞∑
m=0
(−t)m
∫
Λm
W (trm+1)B(trm) · · ·B(tr1) dr .
If Cs is an upper bound for the H
s(Rd) operator norm of both W (t) and
B(t) for all |t| ≤ 1, then the m-th term has Hs(Rd) operator norm at most
Cm+1s t
m/m!, and the following theorem holds.
Theorem 6.5. The expansion (6.4) converges uniformly over |t| ≤ 1, in the
operator norm topology on Hs(Rd) for all s ∈ R. The limit E(t) is a one pa-
rameter group of L2-unitary operators, and for f ∈ Hs, F ∈ L1([−1, 1],Hs),
the solution to (∂t + iP )u = F , u(0, ·) = f is given by
u(t, ·) = E(t)f +
∫ t
0
E(t− s)F (s, ·) ds.
Our next two results show that if we localize E(t) on the right to frequency
scale 2k, then modulo a smoothing operator error one can localize each of
the terms W (trj) and B(trj) in (6.4) to frequencies of scale 2
k. We use the
notation ψ˜k = ψk−1 + ψk + ψk+1, and define
W˜k(t) = ψ˜k(D)(Wk−1 +Wk +Wk+1)(t),
B˜k(t) = ψ˜k(D)(Bk−1 +Bk +Bk+1)(t).
(6.5)
Lemma 6.6. If m+ 1 ≤ 2
k
4 , then for all N ≥ 0 the operator
Rk,r(t) =W (trm+1)B(trm) · · ·B(tr1)ψk(D)
− W˜k(trm+1)B˜k(trm) · · · B˜k(tr1)ψk(D)
satisfies the following, with constant CN independent of m, t, k, and r,
‖Rk,r(t)f‖HN ≤ CN 2
−kN ‖f‖H−N .
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Proof. Fix t and r, and without loss of generality assume t ≥ 0. We intro-
duce a family of intermediate cutoffs ψk,j(D) for 1 ≤ j ≤ m, which depend
on tr. Define points 109 ≤ p
′
j−1 < pj < p
′
j ≤
5
4 as follows. Take c0 and c1
such that p0 = e
c0 = 109 , and e
c0+2c1 = 54 . For j ≥ 0 we set
pj = e
c0+c1(r1+···+rj)t+c1j2
− k
4 , p′j = e
c0+c1(r1+···+rj)t+c1(j+
1
2
)2−
k
4
Thus ψk is supported where |η| ∈ [p
−1
0 2
k, p02
k+1], and ψ˜k(η) = 1 on the set{
η : |η| ∈ [ p′m
−12k, p′m2
k+1]
}
. Also,
|p′j − pj| ≥
1
2 c12
− k
4 , |pj+1 − p
′
j | ≥ c1rj+1t+
1
2 c12
− k
4 .
Let ψk,0 = ψk. By the comments following (6.2) we can construct func-
tions ψk,j(ξ) for j ≥ 1 that satisfy (6.2), with constants Cα that depend
only on the dimension d, such that
supp
(
ψk,j
)
⊂
{
η : |η| ∈ [ p′j
−1
2k, p′j2
k+1 ]
}
, j ≥ 0,
ψk,j(η) = 1 if |η| ∈ [ p
−1
j 2
k, pj2
k+1], j ≥ 1 .
Let c′d = supx,ξ
(
|ξ|−1|∇xpk(x, ξ)|
)
. cd. Then for solutions to the Hamil-
tonian flow,
exp(−c′d trj) |ξ(s)| ≤ |ξ(s+ trj)| ≤ exp(c
′
d trj) |ξ(s)|.
Then if c′d ≤ c1, the condition of Lemma 6.1 with δ =
1
4c1 is satisfied for
a2 = ψk,j and a1 = ψk,j−1. Thus Lemma 6.1 yields, for j ≥ 1,
‖(1− ψk,j(D))B(trj)ψk,j−1(D)‖Hs→Hs ≤ Cs,N 2
−kN , ∀ s,N.
Since B(t)ψk,j(D) = B˜k(t)ψk,j(D), and the number of terms is at most
m ≤ 2
k
4 , we can apply this repeatedly to write
W (trm+1)B(trm) · · ·B(tr1)ψk(D)
= W˜k(trm+1)ψk,m(D)B˜k(trm) · · ·ψk,1(D)B˜k(tr1)ψk(D) +Rk,r(t) ,
where ‖Rk,r(t)‖Hs→Hs ≤ Cs,N 2
−Nk for all s,N. We then prove Lemma 6.6
by observing that the same steps let us write
W˜k(trm+1)ψk,m(D)B˜k(trm) · · ·ψk,1(D)B˜k(tr1)ψk(D)
= W˜k(trm+1)B˜k(trm) · · · B˜k(tr1)ψk(D) +Rk,r(t) ,
for a similar Rk,r(t). Since Rk,r(t) is localized on the right at frequency 2
k,
it follows that ‖Rk,r(t)‖H−N→HN ≤ CN 2
−kN for all N . 
Corollary 6.7. One can write
E(t) =
∞∑
k=0
2
k
4∑
m=0
(−t)m
∫
Λm
W˜k(trm+1)B˜k(trm) · · · B˜k(tr1)ψk(D) dr+R(t),
where for all N we have ‖R(t)f‖HN ≤ CN ‖f‖H−N , uniformly over |t| ≤ 1.
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Proof. Consider
∞∑
m=2
k
4
(−t)m
∫
Λm
W (trm+1)B(trm) · · ·B(tr1)ψk(D) dr.
For |t| ≤ 1 and all N , the HN → HN operator norm of this sum is bounded
by the sum
∑
m≥2
k
4
Cm+1N /m! ≤ CN2
−3kN . It is localized on the right at
frequency 2k, and thus maps H−N → HN with norm ≤ CN2
−kN . 
The arguments leading to Lemma 6.6 apply equally well to conic local-
ization. We take a finite partition of unity on Rd\{0},
1 =
∑
ω∈Ξ
aω(D) , supp(aω(η)) ⊂
{
η :
∣∣∣ω − η
|η|
∣∣∣ ≤ 1
32
}
.
Let a˜ω(η) be a smooth, homogeneous cutoff such that
a˜ω(η) = 1 if
∣∣∣ω − η
|η|
∣∣∣ ≤ 1
24
, supp(a˜ω) ⊂
{
η :
∣∣∣ω − η
|η|
∣∣∣ ≤ 1
16
}
.
We define an angularly localized version of W˜k, recalling (6.5),
W˜ ωk (t) = a˜ω(D)W˜k(t)a˜ω(D),
B˜ωk (t) = a˜ω(D)B˜k(t)a˜ω(D).
(6.6)
Then,
(6.7) Rωk,r(t) =W (trm+1)B(trm) · · ·B(tr1)aω(D)ψk(D)
− W˜ ωk (trm+1)B˜
ω
k (trm) · · · B˜
ω
k (tr1)aω(D)ψk(D)
satisfies the conclusion of Lemma 6.6, and consequently, with R(t) as in
Corollary 6.7,
E(t) =
∞∑
k=0
∑
ω∈Ξ
E˜ωk (t) +R(t),
where we define
(6.8) E˜ωk (t) =
2
k
4∑
m=0
(−t)m
∫
Λm
W˜ ωk (trm+1)B˜
ω
k (trm) · · · B˜
ω
k (tr1)aω(D)ψk(D).
Lemma 6.8. Let fx,ξ(y) = 2
kd
4 ei〈ξ,y−x〉f
(
2
k
2 (y − x)
)
. Assume that f is a
Schwartz function, and let (xt, ξt) = χt(x, ξ). Then one can write(
E˜ωk (t)fx,ξ
)
(z) = 2
kd
4 ei〈ξt,z−xt〉h
(
t, 2
k
2 (z − xt)
)
≡ h(t, ·)xt,ξt,
where for all N , ∣∣∂jt ∂γz h(t, z)∣∣ ≤ CN,j,γ 2k2 j(1 + |z|)−N .
For each N, j, γ, the constant CN,j,γ is bounded by a Schwartz seminorm of
f , but is uniform over k, x, ξ.
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Proof. LetK(s, y, η;x, ξ) denote the integral kernel of TkB˜
ω
k (s)T
∗
k . Following
the proof of (6.3) we can bound, with CN uniform over k and s,
|K(s, y, η;x, ξ)| ≤ CN
(
1 + 2
k
2 |y − xs|+ 2
− k
2 |η − ξs|
)−N
.
Furthermore, this kernel vanishes unless 2k−2 ≤ |η|, |ξ| ≤ 2k+3. By the
bilipschitz property of the Hamiltonian flow, for such η, ξ we have
(6.9) |ys − xs|+ 2
−k|ηs − ξs| ≤ A|y − x|+ 2
−kA|η − ξ|.
For N ≥ 2d + 1, we then bound the kernel of TkB˜
ω
k (tr1)B˜
ω
k (tr2)T
∗
k =(
TkB˜
ω
k (tr1)T
∗
k
)(
TkB˜
ω
k (tr2)T
∗
k
)
by C2N multiplied by the quantity∫ (
1+2
k
2 |y−ztr1 |+2
− k
2 |η−ζtr1 |
)−N(
1+2
k
2 |z−xtr2 |+2
− k
2 |ζ−ξtr2 |
)−N
dz dζ
≤ AN
(
1 + 2
k
2 |y − xt(r1+r2)|+ 2
− k
2 |η − ξt(r1+r2)|
)−N
.
Similarly, for r ∈ Λm the operator TkW˜
ω
k (trm+1)B˜
ω
k (trm) · · · B˜
ω
k (tr1)T
∗
k has
kernel bounded by
CN
(
ANCN
)m(
1 + 2
k
2 |y − xt|+ 2
− k
2 |η − ξt|
)−N
,
and summing over m gives the following bounds for the kernel of TkE˜
ω
k (t)T
∗
k ,
|K˜ωk (t, y, η;x, ξ)| ≤ CN e
tANCN
(
1 + 2
k
2 |y − xt|+ 2
− k
2 |η − ξt|
)−N
.
Let F = Tk(fx,ξ). Then
|F (x¯, ξ¯)| ≤ CN
(
1 + 2
k
2 |x¯− x|+ 2−
k
2 |ξ¯ − ξ|
)−N
.
Then (E˜ωk (t)fx,ξ
)
(z) is equal to
2
kd
4
∫
K˜ωk (t, y, η; x¯, ξ¯)F (x¯, ξ¯) e
i〈η,z−y〉g
(
2
k
2 (z − y)
)
dx¯ dξ¯ dy dη.
The change of variables
(y, η)→ (xt + 2
− k
2 y, ξt + 2
k
2 η)
(x¯, ξ¯)→ (x+ 2−
k
2 x¯, ξ + 2
k
2 ξ¯)
shows that h(t, z) = 2−
kd
4 e−i2
− k
2 〈ξt,z〉
(
E˜ωk (t)fx,ξ
)
(xt + 2
− k
2 z) is equal to∫
K˜ωk (t, xt + 2
− k
2 y, ξt + 2
k
2 η;x+ 2−
k
2 x¯, ξ + 2
k
2 ξ¯)F (x+ 2−
k
2 x¯, ξ + 2
k
2 ξ¯)
× e−i2
− k
2 〈ξt,y〉ei〈η,z−y〉g(z − y) dx¯ dξ¯ dy dη.
By the bilipschitz property (6.9) of χt we have
|y|+ |η| ≤ A|x¯|+A|ξ¯|+ 2
k
2
∣∣(xt + 2− k2 y)− (x+ 2− k2 x¯)t∣∣
+ 2−
k
2
∣∣(ξt + 2k2 η)− (ξ + 2k2 ξ¯)t∣∣,
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and conclude that∣∣K˜ωk (t, xt + 2− k2 y, ξt + 2k2 η;x+ 2− k2 x¯, ξ + 2k2 ξ¯)∣∣
≤ CN
(
1 + |y|+ |η|
)−N(
1 + |x¯|+ |ξ¯|
)N
.
Together with the bound∣∣F (x+ 2− k2 x¯, ξ + 2k2 ξ¯)∣∣ ≤ CN (1 + |x¯|+ |ξ¯|)−2N ,
this leads to the following estimates on ∂γz h(t, z), which is the case j = 0,
(6.10) |∂γz h(t, z)| ≤ CN,γ
(
1 + |z|
)−N
.
The constant CN,γ is seen to be bounded by a Schwartz seminorm of f , but
uniform over k, x, ξ.
To handle time derivatives we proceed by induction, and assume the es-
timates on ∂it∂
γ
z h(t, z) hold for 0 ≤ i ≤ j, and all γ. We write
E˜ωk (t)fx,ξ = W˜
ω
k (t)fx,ξ +
∫ t
0
W˜ ωk (t− s)E˜
ω
k (s)fx,ξ ds,
where on the right the term E˜ωk (t), defined in (6.8), has upper summation
limit reduced by 1. This does not affect the validity of (6.10), since the proof
of (6.10) is done separately for each value of m. By Lemma 6.2 the first
term satisfies the conditions of the statement, since the proof of that lemma
works equally well for Bk(t) replaced by W˜
ω
k (t). The desired estimates on h
are then a consequence of the following, for the given value of j and all γ,
(6.11)
∣∣∣(∂z − iξt)γ(∂t + ipk(xt, ξt))j+1 ∫ t
0
W˜ ωk (t− s)E˜
ω
k (s)fx,ξ ds
∣∣∣
≤ CN,j+1,γ2
kd
4 2
k
2
(|γ|+j+1)
(
1 + 2
k
2 |z − xt|
)−N
.
This is seen by noting that
e−i〈ξt,z−xt〉
(
∂t+ipk(xt, ξt)
)(
ei〈ξt,z−xt〉h(t, 2
k
2 (z−xt))
)
= (∂th)(t, 2
k
2 (z−xt))
−
(
i∇xpk(xt, ξt) · (z − xt)h+ 2
k
2 (∇ξpk)(xt, ξt) · ∇zh
)
(t, 2
k
2 (z − xt)).
The latter terms are controlled by the spatial derivative bounds on h, and
their time derivatives controlled by the bounds
|∂it(∇xpk)(xt, ξt)| ≤ Ci 2
k+ k
2
i, |∂it(∇ξpk)(xt, ξt)| ≤ Ci 2
k
2
i,
which follow by Corollary 3.2 and (2.7).
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To establish (6.11) we expand(
∂t + ipk(xt, ξt)
)j+1 ∫ t
0
W˜ ωk (t− s)E˜
ω
k (s)fx,ξ ds
=
j∑
i=0
(
∂t + ipk(xt, ξt)
)j−i[(
∂r + ipk(xt+r, ξt+r)
)i
W˜ ωk (r) E˜
ω
k (t)fx,ξ
]
r=0
+
∫ t
0
(
∂t + ipk(xt, ξt)
)j+1
W˜ ωk (t− s)E˜
ω
k (s)fx,ξ ds.
The latter term on the right is handled by Lemma 6.2, since we have already
shown that E˜ωk (s)fx,ξ = f(s, ·)xs,ξs where f(s, ·) is a bounded family of
Schwartz functions. The first term on the right expands into a sum of terms
(6.12)
[
∂nt
(
∂r+ ipk(xt+r, ξt+r)
)i
W˜ ωk (r)
]
r=0
(
∂t+ ipk(xt, ξt)
)j−n−i
E˜ωk (t)fx,ξ.
We can write
[
∂nt
(
∂r + ipk(xt+r, ξt+r)
)i
W˜ ωk (r)
]
r=0
as a sum of terms(
∂n1t pk(xt, ξt)
)
· · ·
(
∂nmt pk(xt, ξt)
)[(
∂r + ipk(xt+r, ξt+r)
)l
W˜ ωk (r)
]
r=0
where n1 + · · · + nm +m+ l = n + i, and each nj ≥ 1. By Lemma 6.2 and
the induction assumption we can write[(
∂r + ipk(xt+r, ξt+r)
)l
W˜ ωk (r)
]
r=0
(
∂t + ipk(xt, ξt)
)j−n−i
E˜ωk (t)fx,ξ
= 2
k
2
(l+j−n−i)f(t, ·)xt,ξt
for a bounded family of Schwartz functions f(t, ·). The estimates∣∣∂njt pk(xt, ξt)∣∣ ≤ Cnj 2k2 (nj+1) , nj ≥ 1,
then show that the term in (6.12) is of the form 2
k
2
jf(t, ·)xt,ξt for a bounded
family of Schwartz functions f(t, ·), which implies (6.11). 
We use this to establish sideways energy estimates for E(t), which state
that if the initial data f is microlocalized to frequencies within a small angle
of the co-direction ω, then the L2 norm of the restriction of E(t)f to space-
time hyperplanes perpendicular to ω is dominated by the L2 norm of f . By
rotation and translation invariance it suffices to consider ω = e1 and the
plane x1 = 0.
Theorem 6.9. Suppose φ ∈ C∞c
(
(−12 ,
1
2)
)
. Then∥∥φ(t)(ae1(D)ψk(D)E(t)f)∣∣x1=0∥∥L2x′L2t ≤ C ‖f‖L2
for a constant C that is independent of k.
Proof. By Lemma 6.6 and the comments following Corollary 6.7, it suffices
to show that ∥∥φ(t)(E˜e1k (t)f)∣∣x1=0∥∥L2x′L2t ≤ C ‖f‖L2 .
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For ξ ∈ Rd with |∠(ξ, e1)| ≤
1
2 and |s| ≤ 2, the null bicharacteristic curve
γ(s) ∈ (Rd+1)∗ of τ + pk(y, η) that passes over (x, ξ) at time s = 0 satisfies
4
5 ≤ |y
′
1(s)| ≤
5
4 . Consequently, if |x1| ≤
3
2 and |∠(ξ, e1)| ≤
1
2 there is a
unique value s = s(x, ξ) in {s : |s| ≤ 2} such that γ(s(x, ξ)) ∈ {y1 = 0}. We
parameterize the cotangent bundle of y1 = 0 by (t, y
′, τ, η′), and let T 0k be the
wave packet transform acting on this plane. Observe that the integral kernel
K˜e1k (t, y
′, τ, η′;x, ξ) of T 0k
(
φ(t)E˜e1k (t)T
∗
k
)
vanishes unless |∠(ξ, e1)| ≤
1
2 .
We show that if |x1| ≤
3
2 , then
(6.13)
∣∣K˜e1k (t, y′, τ, η′;x, ξ)∣∣
≤ CN
(
1 + 2
k
2 |(t, y′)−Πt,y′γ(s(x, ξ))| + 2
− k
2 |(τ, η′)−Πτ,η′γ(s(x, ξ))|
)−N
.
The Schur test, and the fact that (x, ξ) → γ(s(x, ξ))
∣∣
y1=0
is a bilipschitz
symplectic map, shows L2 boundedness of T 0k φ(t)E˜
e1
k (t)T
∗
k 1|x1|<
3
2
. We con-
sider the case |x1| >
3
2 afterwards.
To prove (6.13), we use Lemma 6.8 to express K˜e1k (t, y
′, τ, η′;x, ξ) as
2
kd
2
∫
ei〈ξs,(0,z
′)−xs〉−iτ(s−t)−i〈η′,z′−y′〉
× h
(
s, 2
k
2 ((0, z′)− xs)
)
g
(
2
k
2 (s− t, z′ − y′)
)
ds dz′.
Since γ is null, we have Πτγ(s) = −p(xs, ξs) = −〈ξs, ∂sxs〉. We then note
that(
∂z′ + i(η
′ − ξ′s)
)
ei〈ξs,(0,z
′)−xs〉−iτ(s−t)−i〈η′ ,z′−y′〉 = 0 =(
∂s + i(τ + pk(xs, ξs))− i〈∂sξs, (0, z
′)− xs〉
)
ei〈ξs,(0,z
′)−xs〉−iτ(s−t)−i〈η′ ,z′−y′〉.
Applying each of 2−
k
2 ∂z′ , 2
− k
2 ∂s, or 〈∂sξs, (0, z
′)−xs〉 to the amplitude term
h(· · · )g(· · · ) preserves its form. An integration by parts argument, together
with Schwartz bounds on h and g, then shows that the integral is dominated
in absolute value by
(6.14) CN 2
kd
2
∫ (
1 + 2−
k
2 |η′ − ξ′s|+ 2
− k
2 |τ + pk(xs, ξs)|
+ 2
k
2 |s− t|+ 2
k
2 |z′ − y′|+ 2
k
2 |(0, z′)− xs|
)−N
ds dz′.
Note that |(xs)1| ≥
4
5 |s−s(x, ξ)| as |∂s(xs)1| ≥
4
5 . Since 2
−kξs, 2
−kpk(xs, ξs),
and xs are all uniformly Lipschitz in s, the integral is in turn bounded by
CN+2n+1 2
kd
2
∫ (
1 + 2
k
2 |s− t|+ 2
k
2 |z′ − y′|
)−2n−1
ds dz′
×
(
1 + 2−
k
2 |(τ, η′)−Πτ,η′γ(s(x, ξ))| + 2
k
2 |(t, y′)−Πt,y′γ(s(x, ξ))|
)−N
which yields the estimate (6.13) for |x1| ≤
3
2 .
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If |x1| ≥
3
2 , |t| ≤ 1, we have |(xt)1| ≥
1
6 |x1| ≥
1
4 |t|. By a similar proof to
above, (6.14) then leads to the following bounds,∣∣K˜e1k (t, y′, τ, η′;x, ξ)1|x1|≥ 32 ∣∣
≤ CN
(
1 + 2−
k
2 |τ + pk(x, ξ)|+ 2
− k
2 |η′ − ξ′|+ 2
k
2 |x1|+ 2
k
2 |y′ − x′|
)−N
.
Here we use, for example, that
|x1|+ |y
′ − x′| . |(x1)t|+ |y
′ − x′| . |(x1)s|+ |y
′ − x′s|+ |s− t|
by the above. The Schur test, and the fact that (x, ξ1, ξ
′)→ (x, pk(x, ξ), ξ
′)
is a diffeomorphism on |∠(ξ, e1)| ≤
1
2 , proves L
2 boundedness of the operator
T 0k φ(t)E˜
e1
k (t)T
∗
k 1|x1|≥
3
2
. 
We now turn to the proof of (2.13) for the operator E(t), that is
‖〈D〉−sE(t)f‖LqtLrx([0,1]×Rd) ≤ C ‖f‖L2(Rd)∥∥∥〈D〉−s∫ t
0
E(t− s)F (s, ·) ds
∥∥∥
LqtL
r
x([0,1]×R
d)
≤ C ‖〈D〉1−sF‖
Lq˜
′
t L
r˜′
x ([0,1]×R
d)
for s, q, q˜, r, r˜ satisfying the conditions of Theorem 1.1. A consequence of
Corollary 6.7 is that
aω(D)ψk(D)E(t) = aω(D)ψk(D)E(t)a
′
ω(D)ψ
′
k(D) + aω(D)ψk(D)R(t),
with R(t) a smoothing operator, and a′ω(η)ψ
′
k(η) a S
0
1,0 cutoff to a δ2
k neigh-
borhood of the support of aω(η)ψk(η). Since q, r ≥ 2 ≥ q˜
′, r˜′, it suffices by
Littlewood-Paley theory to prove that, for a constant C independent of k,
‖aω(D)ψk(D)E(t)f‖LqtLrx([0,1]×Rd) ≤ C 2
ks‖f‖L2(Rd),
and that∥∥∥∫ t
0
aω(D)ψk(D)E(t− s)a
′
ω(D)ψ
′
k(D)F (s, ·) ds
∥∥∥
LqtL
r
x([0,1]×R
d)
≤ C 2k‖F‖
Lq˜
′
t L
r˜′
x ([0,1]×R
d)
.
Since E(t)E∗(s) = E(t− s), we can apply [9, Theorem 1.2] with a scaling of
(t, x) by 2k to conclude that these are implied by the estimate
‖a′ω(D)ψ
′
k(D)E(t− s)a
′
ω(D)ψ
′
k(D)f‖L∞(Rd)
≤ C 2kd
(
1 + 2k|t− s|
)− d−1
2 ‖f‖L1(Rd).
By Corollary 6.7 and the comments following it, this estimate in turn is
implied by proving the same estimate with E(t− s) replaced by E˜ωk (t− s).
Letting K˜ωk (t, x, y) be the integral kernel of E˜
ω
k (t), we need show that
|K˜ωk (t, x, y)| ≤ C 2
kd
(
1 + 2k|t|
)− d−1
2 , |t| ≤ 1.
We in fact prove a stronger estimate, which captures the decay of the
fundamental solution away from the light cone. We will show in Section 7
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that, for all N , with St(y) the geodesic sphere of radius |t| centered at y,
and dist(x, St(y)) the geodesic distance in gk of x to the set St(y),
(6.15) |K˜ωk (t, x, y)| ≤ CN 2
kd(1 + 2k|t|)−
d−1
2
(
1 + 2k
∣∣dist(x, St(y))∣∣ )−N ,
which will imply (2.13) by the above.
By similar steps and duality, estimate (2.14) reduces to proving that, for
qd and sd as in Theorem 1.2, and φ ∈ C
∞
c
(
(−12 ,
1
2)
)
,∥∥∥φ(t)∫ E˜ωk (t− s)φ(s)F (s, ·) ds∥∥∥
L
qd
x L
2
t
≤ C 22ksd‖F‖
L
q′
d
y L2s
.
It suffices to prove this for ω = e1. We deduce from (6.15) that
|K˜ωk (t, x, y)| ≤ CN 2
kd(1 + 2k|x− y|)−
d−1
2
(
1 + 2k
∣∣t− dist(x, y)∣∣ )−N ,
which uses that dist(x, St(y)) ≥ |t− dist(x, y)
∣∣, and dist(x, y) ≈ |x− y|. As
a consequence, letting x = (x1, x
′), we have∥∥∥φ(t)∫ K˜e1k (t− s, x1, x′, y1, y′)φ(s)F (s, y1, y′) ds dy′∥∥∥
L∞
x′
L2t
≤ C 2k(d−1)(1 + 2k|x1 − y1|)
− d−1
2 ‖F (·, y1, ·)‖L1
y′
L2s
.
On the other hand, writing E(t − s) = E(t)E(s)∗, Theorem 6.9 and the
comments surrounding (6.7) show that∥∥∥φ(t)∫ K˜e1k (t− s, x1, x′, y1, y′)φ(s)F (s, y1, y′) ds dy′∥∥∥
L2
x′
L2t
≤ C ‖F (·, y1, ·)‖L2
y′
L2s
.
Interpolation then yields∥∥∥φ(t)∫ K˜e1k (t− s, x1, x′, y1, y′)φ(s)F (s, y1, y′) ds dy′∥∥∥
L
qd
x′
L2t
≤ C 22ksd |x1 − y1|
−1+ 1
q′
d
− 1
qd ‖F (·, y1, ·)‖
L
q′
d
y′
L2s
,
and an application of the Hardy-Littlewood inequality yields the desired
bound.
7. Wave packets and dispersive estimates
This section is devoted to the proof of (6.15) for |t| ≤ 1. Without loss of
generality we assume 0 ≤ t ≤ 1 throughout to simplify notation.
To motivate the proof we recall Fefferman’s analysis in [5] of exp(−i|D|),
the wave group for the Euclidean laplacian at t = 1. Consider
Kk(x) = (2π)
−n
∫
ei〈x,η〉−i|η| ψk(η) dη.
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Following [5], decompose ψk(η) =
∑
ν ψ
ν
k(η), where ψ
ν
k equals ψk multiplied
by a homogeneous cutoff to a conic neighborhood of angle 2−
k
2 about the
direction ν ∈ Sd−1, and ν varies over a discrete set of directions separated
by distance 2−
k
2 . The function ψνk behaves like a scaled cutoff to a rectangle
of dimension 2k × (2
k
2 )d−1, in that∣∣〈ν, ∂η〉m∂αη ψνk(η)∣∣ ≤ Cm,α2−k(m+ |α|2 ),
with constants independent of k. The angular width is selected since one
can write
e−i|η| ψνk(η) = e
−i〈ν,η〉 aνk(η),
where aνk satisfies the same derivative estimates as ψ
ν
k . This decomposes
Kk(x) =
∑
ν
f νk (x− ν), where f̂
ν
k (η) = a
ν
k(η).
The function f νk (x − ν) is concentrated in a rectangle centered at ν, of
dimension 2−k along the ν direction and 2−
k
2 in perpendicular directions.
By the spacing of the indices ν these rectangles are essentially disjoint, and
simple geometry shows that, for all N ,
|Kk(x)| ≤ CN 2
k(d+1
2
)
(
1 + 2k
∣∣|x| − 1∣∣)−N .
If 2−k ≤ t ≤ 1, the above argument can be scaled by t to decompose the
kernel of exp(−it|D|). This gives a t-dependent splitting ψk =
∑
ν ψ
ν
k,t,
where now ψνk,t is localized to a cone of angle t
− 1
22−
k
2 , and the f νk,t(x − tν)
are concentrated in a rectangle of dimensions 2−k and t
1
22−
k
2 , centered at
tν. These rectangles are again mutually disjoint, leading to bounds
|Kk(t, x)| ≤ CN 2
k(d+1
2
)t−(
d−1
2
)
(
1 + 2k
∣∣|x| − t∣∣)−N .
For 0 ≤ t ≤ 2−k, the symbol e−it|η| is a classical symbol, and the kernel has
the same size as ψ̂k(−x), or as Kk(t, x) at t = 2
−k.
The decomposition of [5] was used in Seeger-Sogge-Stein [12] to estimate
the kernel of oscillatory integral operators with nondegenerate phase func-
tions, for example exp(−iP ) for a smooth metric. The key ingredient is that
the phase function ϕ(x, η) can be linearized in η over the support of each
ψνk , up to an error that behaves like an appropriate amplitude function.
To get the correct kernel estimates for t≪ 1 requires better estimates on
the phase function for it to linearize over the support of ψνk,t. The needed
estimates are precisely those of (4.7), and the corresponding estimates for
amplitudes are those of (4.8).
The proof of the estimates in (6.15) for a single term W˜ ωk (t) or B˜
ω
k (t)
would follow along the lines of [12], using the decomposition ψνk,t, together
with (4.7)–(4.8). We need, however, prove these estimates for a product of
arbitrarily many terms
∏
j B˜
ω
k (trj), where
∑
rj = 1. It is still appropriate
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to use the partition ψνk,t for each term; however, we need a function space
argument in order to handle a product of terms since there is no hope for
controlling the operator product using a symbol calculus. We therefore
work with a wave packet frame and function spaces using weighted norms
in that frame that grow with the distance to a given point (x0, ν0) on the
cosphere bundle. We prove that the operator B˜ωk (s) is bounded from the
space weighted at (x0, ν0) to the space weighted at its time-s flowout (xs, νs).
These function space estimates iterate and yield a convergent sum, which is
sufficient to prove the bounds in (6.15).
7.1. The wave packet frame. We will establish (6.15) for 2−k ≤ t ≤ 1;
the proof for 0 ≤ t ≤ 2−k follows by using the same proof as for t = 2−k.
We consider t to be fixed for this section and suppress the dependence of the
frame on t; however, we note that all constants are uniform over t ∈ [0, 1].
We prove the estimate by studying the behavior of E˜ωk (t) in a family of
wave packets that form a frame for functions that are frequency localized
at scale 2k. The wave packet frame that we use at scale 2k is essentially a
spatial dilation by t−1 of the scale t2k parabolic wave packets of Smith [13].
The only difference is that our frame covers more than one dyadic region,
but we provide the details here for completeness.
We will be expanding functions with Fourier transform supported in the
annulus
Ak = {η :
4
5 2
k−1 ≤ |η| ≤ 54 2
k+2}.
Let A′k = {η :
2
32
k−1 ≤ |η| ≤ 322
k+2}. We construct a partition of unity on
Ak, supported in A
′
k, of the form
1 =
∑
ν∈Υk,t
βνk,t(η)
2 when η ∈ Ak, supp(β
ν
k,t) ⊂ Ω
ν
k,t,
where Υk,t is a collection of unit vectors separated by t
− 1
22−
k
2 , and βνk,t(η)
satisfies the following estimates
(7.1)
∣∣〈ν, ∂η〉j∂αη βνk,t(η)∣∣ ≤ Cj,α 2−kj (t− 12 2k2 )−|α|.
Observe that Ωνk,t, defined in (4.6), is contained in a rectangle of dimension
2k+3 along the direction ν, and t−
1
22
k
2 along the directions orthogonal to ν.
For each ν, let Ξνk,t be a rectangular lattice in R
n with spacing 2π · 2−k−3
along the ν direction and spacing 2π · t
1
22−
k
2 in directions orthogonal to ν.
Let Γk,t =
{
(x, ν) : x ∈ Ξνk,t , ν ∈ Υk,t
}
, which is a discrete subset of the
cosphere bundle S∗(Rd). We use γ = (x, ν) to denote a variable in S∗(Rd),
and for γ ∈ Γk,t we set
φˆγ(η) = 2
− 3
2 2−k(
d+1
4
)t
d−1
4 e−i〈x,η〉βνk,t(η).
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Then, with 〈ν⊥, ∂y〉 denoting derivatives in directions perpendicular to ν,
(7.2)
∣∣〈ν⊥, ∂y〉α∂βy φγ(y)∣∣ ≤ CN,α,β 2k(d+14 ) t− d−14 ×
2k|β|
(
t−
1
22
k
2
)|α| (
1 + 2k|〈ν, y − x〉|+ t−12k |y − x|2
)−N
.
Functions f ∈ L2(Rn) with supp(fˆ) ⊂ Ak admit an expansion in {φγ}γ∈Γk,t ,
f =
∑
γ∈Γk,t
cγφγ , cγ =
∫
φγ(y)f(y) dy.
We define a pseudodistance function on the cosphere bundle S∗(Rd) by
dt(x, ν;x
′, ν ′) = |〈ν, x− x′〉|+ |〈ν ′, x− x′〉|+ t|ν − ν ′|2 + t−1|x− x′|2.
This is the parabolic pseudodistance of Smith [13] scaled like the wave packet
frame, and satisfies, for all t > 0,
(7.3) dt(γ; γ
′′) ≤ 4dt(γ; γ
′) + 4dt(γ
′; γ′′).
It is also approximately invariant under the Hamiltonian flow χs for s ≤ t.
This was proven for C1,1 metrics in [13], we provide the proof here for metrics
of bounded curvature.
Lemma 7.1. For some C and all 0 ≤ s ≤ t ≤ 1, and χs the projected
Hamiltonian flow map for any metric gM satisfying (3.1)–(3.3). Then
C−1 dt(γ; γ
′) ≤ dt(χs(γ);χs(γ
′)) ≤ C dt(γ; γ
′).
Proof. Let η = ν and η′ = ν ′. If (xs, ξs) is the (non-projected) Hamiltonian
flow of (x, η), then
∣∣|ξs| − 1∣∣ . cd, so we can replace νs by ξs in the distance
function. From Corollary 3.2, when |η| = 1 we have the bound |∂ηxs| . s,
|∂xxs|+ |∂xξs|+ |∂ηξs| . 1, and we deduce
|x′s − xs|+ t|ξ
′
s − ξs| . |x
′ − x|+ t|η′ − η|.
Applying this also to χ−s we obtain
t−1|x′s − xs|
2 + t|ξ′s − ξs|
2 ≈ t−1|x′ − x|2 + t|η′ − η|2.
By symmetry it thus suffices to show that
(7.4) |〈η, x′ − x〉 − 〈ξs, x
′
s − xs〉| . t
−1|x′s − xs|
2 + t|η′ − η|2.
Let ϕ be the phase function for gM , and write x = ∇ηϕ(s, xs, η) and ξs =
∇xϕ(s, xs, η). By homogeneity,
〈η, x′ − x〉−〈ξs, x
′
s − xs〉
= 〈η,∇ηϕ(x, x
′
s, η
′)−∇ηϕ(s, xs, η)〉 − 〈∇xϕ(s, xs, η), x
′
s − xs〉
= ϕ(s, x′s, η
′)− ϕ(s, xs, η)− 〈x
′
s − xs,∇xϕ(s, xs, η)〉
− 〈η′ − η,∇ηϕ(s, x
′
s, η
′)〉.
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Observe that, by Theorem 3.3,∣∣〈η′ − η,∇ηϕ(s, x′s, η′)−∇ηϕ(s, xs, η)〉∣∣ . |η′ − η|(|x′s − xs|+ t|η′ − η|)
. t−1|x′s − xs|
2 + t|η′ − η|2.
Consequently, it suffices to show that the error bound for the first order
Taylor expansion of ϕ(s, x′s, η
′) − ϕ(s, xs, η) is bounded by the right hand
side of (7.4). The estimates (4.1)–(4.4) give |∂2xϕk| . 1, |∂x∂ηϕk| . 1,
|∂2ηϕk| . |s|, and hence the remainder is dominated by
|x′s − xs|
2 + |x′s − xs| |η
′ − η|+ t|η′ − η|2 ≤ 32 t
−1|x′s − xs|
2 + 32 t|η
′ − η|2
giving the desired bound. 
For any given integer M ≥ 0 and point γ0 ∈ S
∗(Rd), we define a weighted
norm space
‖f‖2M,γ0 =
∑
γ
(
1 + 2kdt(γ; γ0)
)2M
|cγ(f)|
2, cγ(f) =
∫
φγ(y)f(y) dy.
For dyadically localized f , this norm roughly measures how far f is from
being a wave packet centered at γ0. In the next subsection we will prove the
following theorem.
Theorem 7.2. Suppose that 0 ≤ s ≤ t ≤ 1, γ0 ∈ Γk,t, and χs(γ0) = (xs, νs),
where χs is the projected Hamiltonian flow for gk. Then for all l, β,N , there
are constants Cl,β,N so that
(7.5)
∣∣〈ν⊥s , ∂x〉α∂βx (B˜ωk (s)φγ0)(x)∣∣ ≤ CN,α,β 2k(d+14 )t− d−14
× 2k|β|
(
t−
1
2 2
k
2
)|α|(
1 + 2k|〈νs, x− xs〉|+ t
−12k|x− xs|
2
)−N
.
In the remainder of this subsection we deduce (6.15) from Theorem 7.2.
First we deduce ‖ · ‖M,χs(γ) mapping properties for B˜
ω
k (s) from (7.5). The
left hand side of (7.5) vanishes unless ∠(ω, γ) ≤ 14 , so we may assume
∠(ω, γs) ≤
1
2 .
Lemma 7.3. Suppose that fˆ is supported in the set {n : ∠(η, ν0) ≤
1
2}, and
for all N,α, β we have∣∣〈ν⊥0 , ∂y〉α∂βy f(y)∣∣ ≤ CN,α,β 2k(d+14 ) t− d−14
× 2k|β|
(
t−
1
2 2
k
2
)|α| (
1 + 2k|〈ν0, y − x0〉|+ t
−12k |y − x0|
2
)−N
.
Let γ0 = (x0, ν0). Then for all M ≥ 0 we have ‖f‖M,γ0 ≤ CM , where CM
depends on only a finite number of the CN,α,β.
Proof. Without loss of generality we assume that ν0 = e1. By the derivative
estimates we have
|fˆ(η)| ≤ CN 2
−k(d+1
4
) t
d−1
4
(
1 + 2−k|η1|+ 2
−kt|η′|2
)−N
,
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where for each N the value of CN depends on only a finite number of CN,α,β.
Since φ̂γ is supported where |η
′| ≥ 2k−4|ν − e1|, by Plancherel’s theorem we
obtain for all N , and similar CN ,
(7.6) |cγ(f)| ≤ CN
(
1 + 2kt|ν − e1|
2
)−2N
, cγ(f) =
∫
φγ(y) f(y) dx.
By the pointwise estimates on f(y) and φγ(y), we have
|cγ(f)| ≤ CN 2
k(d+1
2
)t−
d−1
2
∫ (
1 + 2kdt(y, e1; γ0)
)−2N−d
×
(
1 + 2kdt(y, ν; γ)
)−2N−d
dy.
By (7.3), noting that dt(y, e1; y, ν) = t|ν − e1|
2, we have
1
16dt(ν, γ0) ≤ dt(y, e1; γ0) + dt(y, ν; γ) + t|ν − e1|
2.
Together with (7.6), this implies |cγ(f)| ≤ CN
(
1 + 2kdt(γ; γ0)
)−N
. The
lemma then follows from the bound
(7.7) sup
γ′
∑
γ∈Γk,t
(
1 + 2k dt(γ; γ
′)
)−d−1
≤ Cd,
which follows from estimate (2.3) in [13] after rescaling. 
The converse to Lemma 7.3 also holds; we need it only for α = β = 0,
and prove that version in the proof of Corollary 7.5 below.
An immediate consequence of Theorem 7.2 and Lemma 7.3 is decay esti-
mates on the matrix coefficients of B˜ωk (s). Precisely, for all N we have
(7.8)
∣∣∣∫ φγ(y)(B˜ωk (s)φγ′)(y) dy∣∣∣ ≤ CN(1 + 2kdt(γ;χs(γ′)))−N .
We then use this to prove boundedness of B˜ωk (s) in the weighted norm spaces
via the following lemma.
Lemma 7.4. Suppose that M ≥ 0, 0 ≤ s ≤ t ≤ 1, and T : S(Rd)→ S ′(Rd)
is a linear map such that the matrix coefficients
a(γ, γ′) =
∫
φγ(y)
(
Tφγ′)(y) dy
satisfy the bound
|a(γ, γ′)| ≤
(
1 + 2k dt(γ;χs(γ
′))
)−(M+d+1)
.
Then, uniformly over γ0 ∈ S
∗(Rd), we have ‖Tf‖M,χs(γ0) ≤ CM‖f‖M,γ0 .
Proof. It follows from (7.7) that
sup
γ′
∑
γ
|a(γ, γ′)| ≤ C,
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and, since dt(γ;χs(γ
′)) ≈ dt(χ−s(γ); γ
′) by Lemma 7.1, we also have
sup
γ
∑
γ′
|a(γ, γ′)| ≤ C,
where C is independent of s, t and k. By Schur’s lemma we conclude
‖B˜ωk (s)f‖0,χs(γ0) ≤ C ‖f‖0,γ0 .
The weighted case M ≥ 1 follows by noting that(
1 + 2kdt(γ;χs(γ0))
)
.
(
1 + 2kdt(γ;χs(γ
′))
)(
1 + 2kdt(γ
′; γ0)
)
,
which follows from
dt(γ;χs(γ0)) ≤ 4dt(γ;χs(γ
′)) + 4dt(χs(γ
′);χs(γ0)),
and the fact that dt(χs(γ
′);χs(γ0)) ≈ dt(γ
′, γ0). 
Corollary 7.5. Let χs denote the time s projected Hamiltonian flow for gk.
Then for 0 ≤ s ≤ t ≤ 1, and all M ≥ 0,
‖E˜ωk (s)f‖M,χs(γ0) ≤ CM‖f‖M,γ0
with constant CM independent of s, t, γ0, ω, and k.
Proof. By Lemma 7.4 and the estimate (7.8), which holds also for W˜ ωk (s)
by the same proof, we have
‖B˜ωk (s)f‖M,χs(γ0) ≤ CM‖f‖M,γ0 .
The formula (6.8) for E˜ωk (t) and the group property of χs then show that
‖E˜ωk (s)f‖M,χs(γ) ≤
∞∑
m=0
sm Cm+1M
m!
‖f‖M,γ
= CM e
sCM ‖f‖M,γ .

We conclude this section by deriving the bound (6.15) from Corollary 7.5.
Write K˜ωk (t, x, y) =
(
E˜ωk (t)δy
)
(x). Since E˜ωk (t) has the factor ψk(D) on the
right, we may write(
E˜ωk (t)δy
)
(x) =
∑
ν∈Υk,t
(
E˜ωk (t)β
ν
k,t(D)
2δy
)
(x).
The function βνk,t(D)
2δy has Fourier transform e
−i〈y,η〉βνk,t(η)
2. Up to a nor-
malization factor, this behaves like the frame element φγ at γ = (y, ν), and
it is easy to verify that for all M
‖βνk,t(D)
2δy‖M,γ ≤ CM 2
k(d+1
4
)t−
d−1
4 .
By Theorem 7.5, letting γt ≡ (xt, νt) = χt(y, ν) we have
(7.9) ‖E˜ωk (t)β
ν
k,t(D)
2δy‖M,γt ≤ CM 2
k(d+1
4
)t−
d−1
4 .
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This implies that, for all N ,∣∣(E˜ωk (t)βνk,t(D)2δy)(x)∣∣
≤ CN2
k(d+1
2
)t−
d−1
2
(
1 + 2k |〈νt, x− xt〉|+ 2
k t−1 |x− xt|
2
)−N
.
We see this using (7.9), that the frame coefficients {cγ′} of E˜
ω
k (t)β
ν
k,t(D)
2δy
satisfy for all M
|cγ′ | ≤ CM 2
k(d+1
4
)t−
d−1
4
(
1 + 2kdt(γ
′; γt)
)−M
.
From estimates (7.2) on |φγ(x)|, we follow the proof of [13, Lemma 2.5] with
γ′ = (x′, ν ′) to bound
∣∣(E˜ωk (t)βνk,t(D)2δy)(x)∣∣ by
CM2
k(d+1
2
)t−
d−1
2
∑
γ′∈Γk,t
(
1 + 2kdt(γ
′; γt)
)−M(
1 + 2kdt((x, ν
′); γ′)
)−M
≤ CM2
k(d+1
2
)t−
d−1
2
∑
ν′∈Υk,t
(
1 + 2kdt((x, ν
′); γt)
)−M
≤ CM2
k(d+1
2
)t−
d−1
2
(
1 + 2k |〈νt, x− xt〉|+ 2
k t−1 |x− xt|
2
)−M+ d
2 .
Deriving (6.15) from Corollary 7.5 then reduces to showing that∑
ν∈Υk,t
(
1 + 2k |〈νt, x− xt〉|+ 2
k t−1 |x− xt|
2
)−N−d
≤ CN
(
1 + 2k dist(x, St(y))
)−N
.
If (x˜t, ν˜t) = χt(y, ν˜) and (xt, νt) = χt(y, ν), then by Corollary 3.2
4
5 t ≤
|x˜t − xt|
|ν˜ − ν|
≤ 54 t .
Consequently, the points xt are separated by t
1
2 2−
k
2 for ν ∈ Υk,t, and thus∑
ν∈Υk,t
(
1 + 2k t−1 |x− xt|
2
)−d
≤ C.
It therefore suffices to show that, for cd small enough, and for each ν ∈ S
d−1,
(7.10) |〈νt, x− xt〉|+ t
−1 |x− xt|
2 ≥ 14 dist(x, St(y)).
Here, xt ∈ St(y) for each ν, and νt is the unit normal to St(y) at the point
xt, in that 〈νt, ∂ηjxt|η=ν〉 = 0, which follows by homogeneity.
We observe that, by scaling, it suffices to prove (7.10) in the case t = 1.
Precisely, (t−1xt, νt) is the image at time 1 of (t
−1y, ν) under the projected
Hamiltonian flow for the metric gk(t ·), and t
−1St(y) is the corresponding
unit geodesic sphere centered at t−1y, hence the two sides of (7.10) dilate
by the same factor t. Furthermore, the metric gk(t ·) satisfies conditions
(3.1)–(3.3) with M = t2
k
2 ≤ 2
k
2 .
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Without loss of generality we assume ν = e1 and y = 0. We introduce the
notation (x(ω), n(ω)) = χ1(0, ω) to denote the mapping of the unit sphere
S
d−1 onto the unit conormal bundle of S1(0). By Corollary 3.2, this map is
C1-close to the map ω → (ω, ω); precisely
|x(ω)− ω|+ |∇ωx(ω)−Π
⊥
ω |+ |n(ω)− ω|+ |∇ωn(ω)−Π
⊥
ω | . cd.
As a consequence we may parameterize S1(0) ∩ {x1 > 0, |x
′| ≤ 12} as a
graph x1 = F (x
′), where
(7.11)
∣∣∂αx (F (x′)−√1− |x′|2 )∣∣ . cd, |α| ≤ 2, |x′| ≤ 12 .
This holds for |α| ≤ 1 by C1 closeness of x(ω) to ω, and for |α| = 2 since
∇x′F (x
′) = −n′(ω(x′))/n1(ω(x
′)) is C1 close to −x′/
√
1− |x′|2.
The bound (7.10) is equivalent to proving, for x = (x1, x
′) ∈ Rd,
min
ω
|x− x(ω)| ≤ 4
(
|〈n(e1), x− x(e1)〉|+ |x− x(e1)|
2
)
.
We assume that |x− x(e1)| ≤
1
4 , hence |x
′| ≤ 12 , as the bound is immediate
otherwise. The left hand side is bounded above by |x1 − F (x
′)|, and the
bound then follows by the Taylor expansion of F (x′) about x′(e1),
|x1 − F (x
′)| ≤
∣∣x1 − F (x′(e1))− 〈x′ − x′(e1),∇x′F (x′(e1))〉∣∣+ |x′ − x′(e1)|2
= n1(e1)
−1 |〈n(e1), x− x(e1)〉|+ |x
′ − x′(e1)|
2
where we use that ‖∇2x′F‖ ≤ 2 for |x
′| ≤ 12 by (7.11) if cd is small, and
F (x′(e1)) = x1(e1).
7.2. Proof of Theorem 7.2. We follow the key idea of [12], that the action
of a Fourier integral operator on a function f whose Fourier transform is
suitably localized can be decomposed as a pseudodifferential operator acting
on f , followed by a change of coordinates. Suitably localized means that
the phase function can be written as a phase that is linear in η plus a term
that satisfies the estimates of a zero-order symbol on the support of fˆ(η).
Here we take f = φγ , with fˆ supported in the set Ω
ν
k,t defined by (4.6), and
the zero-order symbol estimates are those of Corollary 5.2. The estimates
of Corollary 4.2 will be used to establish the linearization of ϕk on Ω
ν
k,t.
We prove Theorem 7.2 with B˜ωk (s)ϕγ replaced by Bk(s); recall the defi-
nition (6.6) and (6.5). The operators a˜ω(D)ψ˜k(D) is a mollifier on spatial
scale 2−k and commutes with differentiation, hence preserves the estimates
of Theorem 7.2, and a˜ω(D)φγ satisfies the same conditions as φγ . The terms
Bk±1(s) will follow the same proof as for Bk(s).
Without loss of generality we assume γ0 = (0, e1). We need establish the
bounds of Theorem 7.2 for the function(
Bk(s)φγ0
)
(x) = 2−
3
2 2−k(
d+1
4
)t
d−1
4
∫
eiϕk(s,x,η)bk(s, x, η)β
e1
k,t(η) dη.
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We can express this in the form(
Bk(s)φγ0
)
(x) = 2−
3
2 2−k(
d+1
4
)t
d−1
4
∫
ei〈y(s,x),η〉eih(s,x,η)bk(s, x, η)β
e1
k,t(η) dη
where y(s, x) = ∇ηϕk(s, x, e1), and where by (4.9) on the support of β
e1
k,t
the function h(s, x, η) = ϕk(s, x, η) − η · ∂ηϕk(s, x, e1) satisfies∣∣∂jη1∂αη′∂βxh(s, x, η)∣∣ ≤ Cj,α,β 2−kj (t 12 2− k2 )|α| 2k2 |β|.
This, together with Corollary 5.2 and (7.1), leads to the estimates
(7.12)
∣∣∣∂jη1∂αη′∂βx(eih(s,x,η)bk(s, x, η)βe1k,t(η))∣∣∣ ≤ Cj,α,β 2−kj (t 12 2− k2 )|α| 2k2 |β|.
We now express(
Bk(s)φγ0
)
(x) = 2k(
d+1
4
)t−
d−1
4 F
(
x, y(s, x)
)
,
where
F (x, y) = 2−
3
22−k(
d+1
2
)t
d−1
2
∫
ei〈y,η〉eih(s,x,η)bk(s, x, η)β
e1
k,t(η) dη.
The estimates (7.12) and integration by parts leads to the bounds∣∣∂jy1∂αy′∂βxF (x, y)∣∣ ≤ CN,j,α,β 2k2 |γ| 2k|β| (t− 122k2 )|α|(1 + 2k|y1|+ t−12k|y|2)−N .
We now use the chain rule to express x-derivatives of the composition of
F (x, y) with y = y(s, x) as a sum of terms,
∂xiF (x, y(s, x)) = (∂xiF )(x, y(s, x)) + (∇yF )(x, y(s, x)) · ∂xiy(s, x).
The ∂xi in first term on the right counts as a factor of 2
k
2 in the derivative
estimates, which is better than the conclusion of Theorem 7.2. Similar
considerations apply to terms in the expansion of higher order derivatives.
Since we will estimate individually each term arising in such an expansion,
we therefore can consider functions F that are functions of only y. That is,
we assume for all N that
(7.13)
∣∣∂jy1∂αy′F (y)∣∣ ≤ CN,α,β 2kj (t− 122k2 )|α|(1 + 2k|y1|+ t−12k|y|2)−N ,
and prove that the composition with y(s, x) satisfies for all N
(7.14)
∣∣/∂αx∂βxF (y(s, x))∣∣
≤ CN,α,β 2
k|β|
(
t−
1
2 2
k
2
)|α|(
1 + 2k|〈νs, x− xs〉|+ t
−12k|x− xs|
2
)−N
,
where /∂x ≡ 〈ν
⊥
s , ∂x〉 denotes derivatives in directions perpendicular to νs.
Since y(s, xs) = 0, and the map x→ y(s, x) is a globally bi-Lipschitz map
of Rd, with uniform bounds on the map and its inverse, we have
|y(s, x)|2 ≈ |x− xs|
2,
with the ratio of the two sides close to 1 for cd small. For a constant c close
to 1, we also have
cνs = (∇xϕk)(s, xs, e1) = (∇x∂η1ϕk)(s, xs, e1) = (∇xy1)(s, xs).
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We also have the equality y1(s, x) = ϕk(s, x, e1) by homogeneity, which by
(4.1) implies
(7.15) |∂βxy1(s, x)| ≤
{
C, |β| = 1
C 2
k
2
(|β|−2), |β| ≥ 2.
Together with a first order Taylor expansion these imply that, for 0 < t ≤ 1,
(7.16) |y1(s, x)|+ t
−1|y(s, x)|2 ≈ |〈νs, x− xs〉|+ t
−1|x− xs|
2
with uniform bounds on the ratios. Together with (7.13) this gives (7.14)
for j = α = 0.
To bound derivatives, we use the chain rule to express /∂
α
x∂
β
xF (y(s, x)) as
a sum of terms of the form
(∂my1∂
θ
y′F )(/∂
α1
x ∂
β1
x y1) · · · (/∂
αm
x ∂
βm
x y1)(/∂
αm+1
x ∂
βm+1
x y
′) · · · (/∂
αm+|θ|
x ∂
βm+|θ|
x y
′)
where
α =
m+|θ|∑
j=1
αj , β =
m+|θ|∑
j=1
βj , m+ |θ| ≤ |α|+ |β|.
The estimate (7.14) then follows from (7.13) and (7.16), together with the
following bounds for the derivatives of y(s, x) for |α| + |β| ≥ 1, and where
2−k ≤ t ≤ 1,
|/∂
α
x∂
β
xy1(s, x)| ≤ Cα,β 2
k(|β|−1)
(
t−
1
2 2
k
2
)|α|(
1 + t−
1
22
k
2 |x− xs|
)
|/∂
α
x∂
β
xy
′(s, x)| ≤ Cα,β 2
k|β|
(
t−
1
2 2
k
2
)|α|−1
.
The second of these holds by the stronger bound of Cα,β 2
k
2
(|α|+|β|−1) from
Theorem 3.3, where if |α| = 0 we use that 2−k ≤
(
t−
1
2 2
k
2
)−1
and |β| ≥ 1.
For the first, if |α| = 1 and |β| = 0, we use (7.15) and that (/∂xy1)(s, xs) = 0
to see that |/∂xy1(s, x)| ≤ C |x− xs|. If |α| ≥ 2 or |β| ≥ 1 then the estimate
follows directly from (7.15). 
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