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Summary: Calibration, the statistical consistency of forecast distributions and the observations,
is a central requirement for probabilistic predictions. Calibration of continuous forecasts is typically
assessed using the probability integral transform histogram. In this paper we propose significance
tests based on scoring rules to assess calibration of continuous predictive distributions. For an
ideal normal forecast we derive the first two moments of two commonly used scoring rules: the
logarithmic and the continuous ranked probability score. This naturally leads to the construction of
two unconditional tests for normal predictions. More generally, we propose a novel score regression
approach, where the individual scores are regressed on suitable functions of the predictive variance.
This conditional approach is applicable even for certain non-normal predictions based on the David-
Sebastiani score. Two case studies illustrate that the score regression approach has typically more
power in detecting miscalibrated forecasts than the other approaches considered, including a recently
proposed technique based on conditional exceedence probability curves.
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1. Introduction
Calibration of probabilistic forecasts is defined as the statistical consistency of forecast
distributions and the observations (Gneiting et al., 2007). Good calibration is a central
requirement for probabilistic predictions, both from a frequentist (Cox, 1958; Butler, 1986)
and a Bayesian (Dawid, 1982) perspective.
Calibration of probabilistic forecasts can be evaluated in different ways. For binary fore-
casts, various inferential and graphical techniques have been suggested in the literature
(Sanders, 1963; Copas, 1983; Spiegelhalter, 1986; Hosmer and Lemeshow, 1989; Schmid and
Griffith, 2005), some of them based on the famous Brier score (Brier, 1950). For evaluation
of predictions in survival we refer to Graf et al. (1999); Schumacher et al. (2003); Gerds et al.
(2008). These techniques are increasingly used in clinical epidemiology and other fields, see
e.g. Harrison et al. (2007); Lix et al. (2008); Steyerberg (2009).
For univariate continuous forecasts, calibration is traditionally assessed in a more ex-
ploratory manner, using the probability integral transform (PIT) histogram (Dawid, 1984).
Alternatively, strictly proper scoring rules may be used that allow both the sharpness and
the calibration of the predictive distribution to be evaluated (Gneiting and Raftery, 2007).
A general systematic discussion of different notions of calibration for probabilistic forecasts
of continuous variables is given in Gneiting et al. (2007).
Usually, in evaluating continuous forecasts, strictly proper scores are computed but no
formal significance test is performed to determine whether the computed value of the scores
considered provides evidence of lack of calibration of the predictive distribution. In this paper
we present significance tests based on scoring rules to assess calibration of continuous pre-
dictive distributions. For normal predictions we consider the logarithmic and the continuous
ranked probability score (LS and CRPS, respectively). Note that both these scoring rules
are proper (Gneiting and Raftery, 2007), however, propriety is not explicitly used in our
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approach. We study properties of these two scores if the observation is a realisation from the
predictive distribution. In that case the forecast is called ideal and is strongly calibrated in
the terminology of Gneiting et al. (2007). For an ideal normal forecast we derive the first two
moments of these two scores to set up two unconditional tests to assess strong calibration.
These tests are direct generalizations of Spiegelhalter’s z-test (Spiegelhalter, 1986; Schmid
and Griffith, 2005) for calibration of binary predictions based on the Brier score to the setting
of normal predictions.
The logarithmic score for normal predictions can be seen as a special case of the Dawid-
Sebastani score (DSS) (Dawid and Sebastiani, 1999; Gneiting and Raftery, 2007; Czado et al.,
2009; Riebler and Held, 2009), which is based on the first two moments of the predictive
distribution. If these two moments match the corresponding moments of the data-generating
distribution, the expectation of DSS depends only on the log predictive standard deviation in
a known functional form. This fact can be used for a more powerful score regression approach,
which is applicable even for certain non-normal predictions. A score regression approach
based on the CRPS is also suggested, which is useful not only for normal predictions, but
also for any other location-scale family of distributions.
We introduce some notation. Let f(.) and F (.) denote the density and cumulative distribu-
tion function, respectively, of the probabilistic forecast Y . The actual observation is denoted
by yobs. For continuous predictions, the most prominent scoring rules are the logarithmic
score
LS(yobs) = − log f(yobs)
and the continuous ranked probability score
CRPS(yobs) = E |Y1 − yobs| − E |Y1 − Y2| /2,
compare Gneiting and Raftery (2007). Here Y1 and Y2 are independent random variables
both with density f(.).
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We first consider the important case of a normal prediction Y ∼ N(µ, σ2), in which case
the logarithmic score becomes
LS(yobs) =
1
2
{log(σ2) + y˜2obs}, (1)
where y˜obs = (yobs − µ)/σ and the constant log(2pi)/2 has been omitted. Under normality,
the continuous ranked probability score turns out to be
CRPS(yobs) = σ[y˜obs{2Φ(y˜obs)− 1}+ 2ϕ(y˜obs)− 1/
√
pi],
compare Gneiting et al. (2006). Here and throughout, ϕ(.) and Φ(.) denote the density and
the cumulative distribution function, respectively, of a standard normal distribution.
If we specify the predictive distribution only through the first two (finite) moments µ and
σ2, the Dawid-Sebastani score as proposed in Dawid and Sebastiani (1999) has (up to a
multiplicative constant) the same form as the logarithmic score (1) under normality:
DSS(yobs) =
1
2
{log(σ2) + y˜2obs}. (2)
In Section 2 we study properties of DSS(Yobs), LS(Yobs) and CRPS(Yobs) for ideal forecasts.
For DSS, an “ideal” probabilistic forecast is to be understood as one with first two moments
matching the true moments of the data-generating process. Of course, equality of the first
two moments does not necessarily imply that the forecast distribution equals the data-
generating distribution. In Section 3 we construct two unconditional test statistics based on
LS and CRPS to assess calibration of normal predictions. In Section 4.2 we propose a more
powerful score regression approach based on DSS and CRPS, where the individual scores
are regressed on suitable functions of the predictive variance σ2 and which is also applicable
for certain non-normal predictions. In a simulation study, the performance of the new tests
is contrasted with tests for uniformity of the PIT values and a recently proposed technique
based on conditional exceedence probability curves that is described in Section 4.1. All tests
outperform the Kolmogorov-test for uniformity of the PIT values. The various tests are
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further illustrated using a real life application from forensic medicine. In Section 6 we close
with some discussion and outline possible extensions to multivariate forecasts.
2. Properties of DSS, LS and CRPS for ideal forecasts
Assume that mean and variance of the data-generating distribution of Yobs equal the mean
and variance of the distribution of the forecast Y . From (2) it immediately follows that
E{DSS(Yobs)} = 1/2 + log σ. (3)
No normality assumption is needed for this result, it holds for any predictive distribution
with finite second moment. Note that both E{DSS(Yobs)} and DSSmin = log σ, the smallest
possible value of DSS, depend on the logarithm of the predictive standard deviation σ. The
variance of the DSS does not depend on σ and is finite, provided the fourth moment of Yobs
is finite. Under normality, it is immediate that
Var{DSS(Yobs)} = Var{LS(Yobs)} = 1/2. (4)
Obtaining expectation and variance of the CRPS of an ideal forecast is difficult in general,
but possible for normal forecasts. It is useful to write the CRPS more explicitly as
CRPS(yobs) = E(Z |Yobs = yobs)− E |Y1 − Y2| /2,
where Z = |Y1 − Yobs|. We are now interested in the expectation and the variance of the
CRPS, viewed as a function of the random variable Yobs ∼ N(µ, σ2). The law of iterated
expectation states EE(Z |Yobs) = E(Z) = E(|Y1 − Yobs|), so
E{CRPS(Yobs)} = E(|Y1 − Yobs|)− E |Y1 − Y2| /2 = E |Y1 − Y2| /2,
since Y1, Y2 and Yobs are independent and identically distributed. As shown in the Appendix,
it follows that |Y1 − Y2| is half-normally distributed with expectation 2σ/
√
pi, so
E{CRPS(Yobs)} = σ/
√
pi. (5)
Thus, the expected CRPS is proportional to the predictive standard deviation σ with pro-
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portionality constant 1/
√
pi. Note that this is also the case for the lower bound CRPSmin =
σ · (√2− 1)/√pi, only the proportionality constant differs.
The proportionality of E{CRPS(Yobs)} to σ =
√
Var(Yobs) in (5) does not only hold for
normal distributions, but generally for all location-scale families that are associated with a
standard density f0 with finite standard deviation σ0, say. To see this, let Xobs, X1 and X2
be independent random variables with density f0. Then E{CRPS(Xobs)} = E |X1−X2|/2 is
c ·σ0, say, for some c > 0. All members Y of the location-scale family can be written as linear
transformations of a random variable with standard density f0, so let Yobs = a+ bXobs, Yi =
a+ bXi, i = 1, 2 for a ∈ R and b > 0. Of course, σ =
√
Var(Yobs) = b · σ0. Then,
E{CRPS(Yobs)} = E |Y1 − Y2|/2
= bE |X1 −X2|/2
= bE{CRPS(Xobs)}
= b · c · σ0 = c · σ.
For example, the uniform distribution is such a location-scale family with proportionality
constant c = 1/
√
3. For the derivation of the test statistic (11) it is important to note that
the dependence of E{CRPS(Yobs)} on σ is not only linear for the general location-scale family,
but that E{CRPS(Yobs)} is proportional to σ, i.e. the intercept of the linear relationship is
zero.
In the appendix, we show that under normality
Var{CRPS(Yobs)} =
(1
3
− 4−
√
12
pi
)
· σ2 = C · σ2
with C = 0.16275 . . .. This result is needed for the unconditional calibration test described
in Section 3. Similar arguments as above can be used to show that Var{CRPS(Yobs)} is
proportional to σ2 for general location-scale families.
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3. Two unconditional calibration tests for normal predictions
Suppose that i = 1, . . . , n independent normal predictions have been made with predictive
mean µi and variance σ
2
i . Based on the actually observed values yobsi, i = 1, . . . , n, the
corresponding LS values LSi and CRPS values CRPSi have been computed. Let LS =
n−1
∑n
i=1 LSi denote the mean logarithmic score and CRPS = n
−1∑n
i=1CRPSi the mean
CRPS.
The results from the previous section suggest to construct test statistics of the form
zLS = {LS− E0(LS)}/Var0(LS)1/2 and zCRPS = {CRPS− E0(CRPS)}/Var0(CRPS)1/2.
Here
E0(LS) = 1/2 +
1
n
n∑
i=1
log(σi) and Var0(LS) = 1/(2n)
are the mean and variance of the mean logarithmic score LS of an ideal normal forecast,
compare (3) and (4). Similarly,
E0(CRPS) =
1√
pi
1
n
n∑
i=1
σi and Var0(CRPS) =
C
n2
n∑
i=1
σ2i
are the mean and variance of CRPS of an ideal normal forecast. Due to standard arguments,
zLS and zCRPS are approximately standard normal test statistics for ideal forecasts. We reject
the null hypothesis of calibration for large values of |zLS| and |zCRPS|, respectively.
These proposed tests for normal predictions naturally complement Spiegelhalter’s z-statistic
(Spiegelhalter, 1986) for binary predictions based on the Brier score, as implemented for
example in the function brier in STATA (StataCorp., 2003). The above tests are unconditional
in the sense that they average over the individual scores regardless of the underlying predic-
tive distributions. For normal predictions they provide an alternative to tests for uniformity of
the probability integral transform PIT(yobsi) = Fi(yobsi) = P (Yi 6 yobsi), see Dawid (1984)
and Gneiting et al. (2007). Indeed, for an ideal forecast PIT(Yobs) is standard uniformly
distributed if Fi is continuous. Modifications exist for discrete data (Smith, 1985; Czado
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et al., 2009). Standard statistical tests, such as the Kolmogorov-test, can then be used to
investigate uniformity of the PIT of a sample of independent predictions.
However, the two unconditional tests have two distinct disadvantages. First, the expec-
tation and variance of the considered score must be known. Secondly, they average over
the scores regardless of the predictive distribution. In Section 4 we describe two regression
approaches which condition on characteristics of the predictive distribution. These techniques
provide more powerful tools for the detection of miscalibration and are applicable even for
certain non-normal predictions.
4. Regression approaches
The first approach to detect miscalibration of a probabilistic forecast using regression is
described in Cox (1958). However, Cox’s approach is only applicable to binary predictions,
see also the discussion in Miller et al. (1991, Section 2.4).
In the case of continuous predictions, we now describe two regression approaches which
condition on characteristics of the forecast distribution. The first approach, proposed by
Mason et al. (2007), conditions on a specific quantile of the predictive distribution, for
example the median. Logistic regression is used to investigate if conditional exceedence
probabilities depend on the magnitude of the chosen quantile. Motivated by the results of
Section 2, in Section 4.2 we propose regressing the individual score contributions on functions
of the predictive variance to obtain an alternative method to detect miscalibration.
4.1 Logistic regression of conditional exceedence probabilities
Mason et al. (2007) suggested the usage of conditional exceedence probabilities (CEP) to
assess calibration of probabilistic forecasts. The approach can be described as follows. Let
q(p) denote the p-th quantile of the predictive distribution function F . If the forecast is ideal,
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then Yobs is distributed according to F as well, so the conditional exceedence probability
P{Yobs > q(p)} (6)
equals 1 − p for any given p ∈ (0, 1). Note that in Mason et al. (2007), it is assumed that
the predictive distribution is only accessible through a forecast ensemble, i.e. a random
sample drawn from it. Thus, the authors condition on the empirical quantile of interest.
Here, we assume that the predictive distribution is entirely known, and we look at the
exceedence probability P{Yobs > q(p)} for a given quantile q(p). Based on the above result,
Mason et al. (2007) propose a logistic regression approach to test for miscalibration. More
specifically, let yobsi denote the observation predicted by Yi ∼ Fi. Let the binary indicator
wi(p) = I{yobsi>qi(p)} be the response variable in a logistic regression (for fixed p ∈ (0, 1)) with
intercept and explanatory variable qi(p):
logit[P{wi(p) = 1}] = β0 + β1qi(p).
So, for each p we generate a logistic regression model, and obtain estimates β0 and β1. Mason
et al. (2007) suggest testing H0 : β1 = 0 to detect miscalibration in the form of dependence
of the CEPs on the forecast quantile. If the CEP depends on the actual value of q(p), the
predictive distribution is miscalibrated and the CEP curves are non-constant. To test H0,
Mason et al. (2007) use a likelihood-ratio test based on model deviances. Alternatively, one
might consider the more general test H0 : β0(p) = logit(1 − p), β1(p) = 0 with a likelihood
ratio or Wald test, although this has not been considered in Mason et al. (2007). They propose
looking at informal graphical displays of the fitted CEP curves for various values of p. These
are then contrasted with 1 minus the empirical distribution function of the observations yobsi,
i = 1, . . . , n. For some motivation see Mason et al. (2007). The method is illustrated in our
Case study 2, see Section 5.2.
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4.2 Score regression
The functional form of the expected DSS (3) suggests regressing the individual scores DSSi
on the logarithm of their predictive standard deviations σi, i.e. stipulating a regression model
of the form
DSSi = a+ b log(σi) + ²i (7)
for some independent mean-zero errors ²i. For an “ideal” forecast, a = a0 = 1/2 and b = b0 =
1. Since Var(DSSi) does not depend on σi, a simple (homoscedastic) regression model can
be used to compute the least squares estimates aˆ and bˆ. Note that linear model asymptotics
ensure that the estimates are consistent even if the error terms ²i are not necessarily normal.
Of course, the scores DSSi need to have finite variance which requires that the fourth moment
of the data-generating distribution is finite. The data-generating distribution is, however,
hypothetical but it seems reasonable to require that at least the fourth moment of the
predictive distribution, which ideally matches the data-generating distribution, exists. In
addition, the σi’s, i = 1, . . . , n, need to have at least two distinct values. If σi does not
depend on i, the score regression approach cannot be applied.
Similarly, the functional form (5) of the expected continuous ranked probability score
suggests to regress the individual scores CRPSi on the predictive standard deviations σi:
CRPSi = c+ dσi + ²i. (8)
For an ideal normal forecast, c = c0 = 0 and d = d0 = 1/
√
pi, so we can test the
null hypothesis H0 : c = c0, d = d0 using regression. However, Var(CRPSi) ∝ σ2i , so a
heteroscedastic model should be used. This is easily accomplished using the weights 1/σ2i in
a weighted regression analysis. To assess the null hypotheses
H0 : a = a0 and b = b0 for DSS
H0 : c = c0 and d = d0 for CRPS, (9)
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one can perform a standard significance test in each of the fitted models, for example
a χ2-test. To be more specific, let Vˆ denote the estimated variance-covariance matrix of
the (weighted) least squares estimates (aˆ, bˆ)T based on the individual DSS scores, then we
calculate
TDSS = (aˆ− a0, bˆ− b0)V −1(aˆ− a0, bˆ− b0)T , (10)
which - for an ideal forecast - is asymptotically χ2-distributed with two degrees of freedom.
We emphasize that this result is also valid for non-normal predictions.
The test statistic TCRPS for the individual CRPS scores is defined analogously. However,
if the predictions are non-normal then the reference value d0 = 1/
√
pi for the CRPS may
not be valid, but the reference value c0 = 0 still is for location-scale families, as described in
Section 2. It may even be possible to explicitly calculate the reference value d0 for specific
non-normal location-scale families. For example, for uniform predictions d0 = 1/
√
3. If d0 is
not known, one can still consider the reduced null hypothesis H0 : c = c0 = 0 and use the
squared t-statistic
T˜CRPS = (aˆ− c0)2/ se(aˆ)2 (11)
Here se(aˆ) denotes the standard error of aˆ. Under the null hypothesis of an ideal forecast,
T˜CRPS is asymptotically χ
2-distributed with one degree of freedom.
5. Case studies
5.1 Case study 1: Hamill’s forecast
To compare the PIT approach and the tests described in Section 3 and 4 regarding their
power in detecting miscalibration, we extend an example taken from Gneiting et al. (2007).
Suppose that the true data-generating distribution is Yi ∼ N(µi, 1), where the mean µi is a
realization of a standard normal random variable. The mean µi may or may not be known
to the forecaster.
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The ideal forecaster knows both the data-generating distribution and the individual means
µi and therefore uses N(µi, 1) as predictive distribution. The climatological forecaster does
not know µi, and takes the unconditional distribution N(0, 2) as his probabilistic forecast.
Gneiting et al. (2007) showed that both forecasts are probabilistically and marginally cali-
brated. In contrast, a N(0, 1) forecast, say, will be underdispersed and miscalibrated.
A fourth forecaster, called Hamill’s forecaster (Hamill, 2001; Gneiting et al., 2007), knows
the µi’s but picks a N(µi+ δi, σ
2
i ) predictive distribution, where (δi, σ
2
i ) is (1/2, 1), (−1/2, 1)
or (0, 1.69) with probability 1/3 each. Although Hamill’s predictive distribution never equals
the ideal or the climatological forecast and is not calibrated for any of the notions described
in Gneiting et al. (2007), the associated PIT values are approximately uniform, see Gneiting
et al. (2007), Figure 1. Indeed, Gneiting et al. (2007) have shown that |G(p) − p| 6 0.0032
for all p ∈ [0, 1], here G(p) denotes the distribution function of the PIT values.
[Table 1 about here.]
To assess the power of the various tests in detecting miscalibration of Hamill’s forecast, we
simulated 10000 forecasts for each n ∈ {20, 50, 100, 500, 10000, 100000}. We then performed a
Kolmogorov-test relying on the PIT values, the two unconditional calibration tests discussed
in Section 3, the CEP test based on the median (p = 0.5) as well as the score regression
approaches. Table 1 provides for each method the proportion of rejected null hypotheses
based on a significance level of 5%. The Kolmogorov-test based on the PIT values has
the smallest power among all tests, whereas the unconditional score tests perform slightly
better. The latter are beaten by the CEP, and, finally, the CEP is inferior to the two score
regression approaches presented in Section 4.2. For example, for n = 100, the score regression
approaches already have a power of 44% and 48%, respectively, whereas the power of the
Kolmogorov-test is still below the nominal significance level. The CEP test based on the
predictive median has a power of 22%.
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Why is the score regression approach so much more powerful than the two unconditional
tests described in Section 4.1? The answer is simple: because it conditions on the predictive
standard deviation σ. Consider for illustration the CRPS. Based on one particular simulation
with n = 1000 samples, the overall mean CRPS = 0.623 turned out to be fairly close to
the reference value E0(CRPS) = 0.618 (Var0(CRPS)
1/2 = 0.014). However, if we consider
only the 682 predictions with σ = 1, CRPS = 0.650 is very large compared with the new
reference value E0(CRPS) = σ/
√
pi = 1/
√
pi = 0.564 (Var0(CRPS)
1/2 =
√
C/682 = 0.015).
Likewise, for the 318 predictions with σ = 1.3, CRPS = 0.565 is very small compared with
the corresponding reference value E0(CRPS) = σ/
√
pi = 1.3/
√
pi = 0.733 (Var0(CRPS)
1/2 =
1.3
√
C/318 = 0.029). The regression approach detects this imbalance easily, whereas the
unconditional tests do not condition on σ and therefore need a large sample size to detect
miscalibration. Of course, if σ would be the same for all predictions, the score regression
approach cannot be applied.
We now discuss the applicability of the different approaches for non-normal predictions
which are not determined by the first two moments in the context of this example. Suppose
that a modified Hamill forecaster picks a skew normal SN(µi+ δi, σ
2
i , γi) predictive distribu-
tion where the first and second parameter denote mean and variance and the additional third
parameter γi is the usual index of skewness, compare Azzalini and Capitano (1999, Section
5.2). Assume that (δi, σ
2
i , γi) is (1/2, 1, d), (−1/2, 1,−d) or (0, 1.69, 0) with probability 1/3
each for some value d 6= 0. The two unconditional calibration tests are then not directly
applicable since the reference values a0, b0, c0 and d0 are unknown. However, the DSS-
score regression approach is still applicable since the skew-normal distribution has finite
fourth moment and the predictive variances σ2i still vary. The result of that test and the
resulting power will not change compared to Hamill’s original forecast, as the DSS-scores
only depend on mean and variance of the predictive distribution, which have not changed. In
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contrast, the power of the PIT Kolmogorov-test applied to the modified Hamill’s forecast will
depend on d. For example, if d = −0.21 the PIT histogram will be even closer to uniformity
with |G(p) − p| 6 0.0007. In that case the empirical power of the PIT Kolmogorov-test for
n = 10000 is still below the nominal significance level (4.92%), i. e. even worse than for the
original Hamill’s forecast.
On the other hand, if the true data-generating distribution is not determined by the first
two moments, then any calibration test based on the DSS-score will not detect miscalibration
of a forecast which matches the first two moments, but not the exact data-generating
distribution. For example, suppose that the data arise from a SN(µi, σ
2
i , γ) distribution with
γ 6= 0. The forecast N(µi, σ2i ) will then be miscalibrated, but this will not be detected by
the DSS-score regression approach, because E(DSS) only depends on the data-generating
distribution via σ2i .
5.2 Case study 2: Assessing calibration of blood alcohol prediction
In Switzerland it is not allowed to drive a car with a blood alcohol concentration (BAC)
above 0.5 mg/g = 0.5h. A BAC higher than 0.8h will result in revocation of the driver’s
license. Similar laws are applied in Austria and Germany. However, usually only a breath
alcohol measurement (in the unit mg/l) is taken from a suspicious driver. It is therefore
important to accurately transform BrAC to BAC measurements. In statistical terminology,
BrAC needs to be predicted based on a BAC measurement. In particular, the lower bound of
a 95% prediction interval for BAC has been recommended to judges as a lower limit for the
true BAC value. If this lower limit is above 0.5 or 0.8h, then conviction is likely. However,
the correct transformation factor and the correct assessment of the uncertainty associated
with the BAC prediction is subject to debate (Labianca and Simpson, 1996). In Switzerland
a factor of 2000 is currently used, although some experts consider this too low. A study
was therefore conducted at the Forensic Institute of the University of Zurich, where both
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BAC and BrAC measurements have been taken from 212 volunteers after the consumption
of various amounts of alcoholic beverages.
Both BAC and BrAC measurements of 212 persons were made available, where the BrAC
measurements have been already transformed to BAK estimates based on the commonly
used transformation factor 2000. A scatterplot of the original data is given in Figure 1. The
models appearing in the plot are discussed below.
[Figure 1 about here.]
Figure 1 reveals that breath alcohol concentration tends to underestimate blood alcohol
concentration. We fitted four linear regression models to these data in order to derive a
suitable prediction model for BAC given BrAC. Note that the inclusion of further explanatory
variables, such as gender or age is not of interest, as such information is not used in practice.
All models are constructed such that the mean blood alcohol level is 0 if breath alcohol is 0.
The fitted models were:
• Model 1: a simple linear model yi = γ1xi + ui without intercept, where yi and xi are
observed blood and breath alcohol concentration of individual i, γ1 is an unknown slope
parameter and ui is a mean-zero error term with variance τ
2,
• Model 2: as model 1 but with heteroscedastic variance τ 2i = x2i of the error term.
• Model 3: as model 2, but with an additional quadratic term: yi = γ1xi + γ2x2i + ui.
• Model 4: a simple linear model for log yi with unknown intercept γ0 and offset log xi,
i.e. log yi = γ0+log xi+ui. The logarithmic transformation has been suggested by Labianca
and Simpson (1996). Note that if the error terms in Model 1 and 4 would equal zero, then
the two models are equivalent with γ0 = log γ1.
The models are fitted using (weighted) least squares. Note that, for purposes of prediction
only, any measurement error attached to xi does not have to be taken into account explicitly
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in the model (Fuller, 1987). The estimated coefficients of the different models can be found
in Table 2.
Point predictions for blood alcohol concentration can now easily be obtained from the
fitted models. However, interval predictions are of major interest in the present context, in
particular validity of the 95% prediction interval is central. Under an additional normality
assumption on the error term ui the predictive distribution can be computed based on
standard results for the general linear regression model (Weisberg, 1985). The resulting
t-distribution can be well approximated by a normal distribution due to the large number
of degrees of freedom (> 200). In Model 4 this implies that the predictive distribution for
log blood alcohol concentration is normal, hence the predictive distribution for blood alcohol
concentration is log-normal.
A plot (not shown) of the prediction intervals for each model reveals that prediction
intervals resulting from Model 1 are wider than those for the other two models for small
values of BrAC and shorter for large values of BrAC. This already indicates a possible
miscalibration of Model 1.
However, we would like to formally check how well ideally calibrated these models are for
prediction. To this end, we perform a leave-one-out cross-validation to assess calibration of
out-of-sample predictive distributions. Figure 2 displays the PIT histograms for the different
models. The p-values of a Kolmogorov-test on uniformity can be found in Table 2. There
is some indication that Model 1 is miscalibrated, but the evidence is not overwhelming (p
= 0.029). Based on the individual scores, we then applied the score regression approaches
described in Section 4.2, i.e. computed the regression models (7) and (8) yielding least-squares
estimators aˆ, bˆ for DSS and cˆ, dˆ for CRPS. The corresponding scatterplots of individual scores
can be found in Figure 3. Visual inspection indicates that Model 1 is strongly miscalibrated,
with a tendency for increasing score values with decreasing (log) predictive standard devi-
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ation. In a calibrated model, this should be the other way around. The other three models
seem to be sufficiently well-calibrated.
[Figure 2 about here.]
[Figure 3 about here.]
As for score regression, the resulting p-values for global χ2-tests of the hypotheses (9)
can be found in Table 2. The score regression approach clearly identifies Model 1 as not
sufficiently calibrated and appears to have far more power than the Kolmogorov-test based
on the PIT values (very small p-values in both cases). No evidence of miscalibration could be
found for the other three models, which also have very similar mean score values. Note that
CRPS and the corresponding CRP-score regression p-value is not available for log-normal
predictions (Model 4).
Finally, in Table 2 we also provide results of the deviance test for the cumulative exceedence
probabilities, as introduced in Mason et al. (2007), not only for the median, but also for the
1st and 3rd quartile. This approach also shows no evidence of miscalibration of Model 3.
However, results for Models 1 and 2 are ambiguous. Note that contrary to score regression,
the CEP approach has the disadvantage of introducing an additional parameter, the quantile
q(p) of interest, see (6). As a consequence, calibration test results for different quantiles may
differ, as in the current forensic application. See also the discussion in Section 4.1. It is
therefore not clear what conclusion can be drawn from the CEP test regarding calibration
of Models 1 and 2.
[Table 2 about here.]
To gain further insight into the CEP approach, Figure 4 displays the estimated CEP curves
for p = 0.05, 0.1, . . . , 0.95 and the different models. The curves are useful for an explanatory
assessment of calibration. In Model 1, all CEPs have very similar values for large values of
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BAC. This is evidence of underdispersed predictions - regardless of the quantile q(p) - for
large values of BAC. For small BAC values the predictions are overdispersed, the CEP curves
cluster at the extremes values 0 and 1. Model 2 and especially Model 3 seem sufficiently better
calibrated with approximately parallel CEP curves at evenly spaced heights.
[Figure 4 about here.]
6. Discussion
In this paper we have described new methodology for assessing calibration of continuous
probabilistic predictions. In particular, a score regression approach based on scoring rules
has proved to be useful. The method regresses individual scores on functions of the predictive
variance, thus naturally complements the regression approach by Mason et al. (2007), where
quantiles of the predictive distribution serve as covariates. However, note that the different
tests assess different types of miscalibration. This is indicated in the results for Model 2,
see Table 2. For this model, CEP identifies miscalibration for the third quartile, whereas
according to the two score regression approaches no indication for miscalibration is found.
Initially we have focused on normal predictions, in which case analytic forms for the first
two moments of the logarithmic and continuous ranked probability score could be derived for
ideal forecasts. The unconditional tests can be applied for normal predictions, whereas the
score regression approach can also be applied for certain non-normal predictions. Of course,
the score regression approach depends crucially on variation of the individual predictive
variances. If the predictive variance is constant for all predictions considered, the score
regression approach will fail. The unconditional approach can then still be used in that
case, if the predictive distribution is normal.
In two applications we have seen that the score regression approach has typically more
power than other approaches considered. However, a general assessment of the power of any
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of the proposed tests will require some assumptions about the data-generating distribution
under the alternative. It is fairly easy to construct examples where the power of any of
the tests described is low. For example, if the data-generating distribution is not fully
determined by the first two moments, then the DSS-score regression approach may not
be able to detect miscalibration if at least the first two moments of the forecast match
the data-generating distribution. Even the unconditional tests may have poor power if the
data-generating distribution is non-normal. In a small simulation study we found out the
LS calibration test is not able to diagnose miscalibration of a normal forecast, if the true
data-generating distribution has equal mean and variance, but is uniformly distributed. In
this context we note that also the PIT values can be exactly uniform, although the forecast
distribution may not equal the data-generating distribution such as for the climatological
forecaster described in Section 5.1. Further research on the power of the different calibration
tests seems warranted.
It is clear that in order to receive “good predictions” we should insist on having them
calibrated. Calibration then serves as one (of possibly more) criteria for model selection,
together with alternative measures such as AIC or BIC, or the mean score values of e.g. the
CRPS. Understood this way, a significant result of one or more of the different calibration
tests proposed in this paper does not immediately imply that a given set of predictions
is not useful at all, calibration is only one aspect among others. Such an interpretation of
calibration is frequently used in assessment of predictive performance of logistic regression
models especially in the medical context, see e.g. Harrison et al. (2007) or Lix et al. (2008).
An interesting research question is how to re-calibrate a miscalibrated model. This issue
has been discussed for binary predictions resulting from logistic regression models via Cox
(1958) calibration regression, see e.g. Steyerberg et al. (2004); Harrison et al. (2006). Further
research is necessary into how to re-calibrate continuous predictions.
Score regression for calibration 19
Furthermore, it is of interest how much the methods discussed here can be generalized to
multivariate forecasts. Here the Box ordinate transform (Box, 1980; Gneiting et al., 2008)
can be used as an alternative to PIT values. For multivariate normal predictions, the first
two moments of the logarithmic score can be easily derived, and a score regression approach
would be possible with the log predictive standard deviation replaced by the log determinant
of the predictive covariance matrix. Score regression based on the energy score (Gneiting
and Raftery, 2007), the multivariate analogue of the CRPS, is more difficult to employ.
We are currently investigating calibration tests for multivariate forecasts in the context of
longitudinal data analysis.
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Appendix
The folded normal distribution
For a normally distributed random variable Z with mean µ and variance σ2, the random
variable Y = |Z| has a folded normal distribution with expectation
E(Y ) = 2σϕ(µ/σ) + µ{2Φ(µ/σ)− 1} (A.1)
and variance
Var(Y ) = σ2 + µ2 − E(|Z|)2,
see Leone et al. (1961). In the special case µ = 0, a so-called half-normal distribution is
obtained with mean E(Y ) = σ
√
2/pi and variance Var(Y ) = σ2(1− 2/pi).
Variance of the CRPS
Let Z = |Y1 − Yobs|. To calculate the variance of the CRPS, we first note that
Var{CRPS(Yobs)} = VarE(Z |Yobs)
= Var(Z)− EVar(Z |Yobs). (A.2)
Under normality, the first term in (A.2) equals Var(Z) = 2σ2(1−2/pi), due to the properties
of the half-normal distribution. As for the second term, let vµ,σ = EVar(Z |Yobs). Since
vµ,σ = σ
2v0,1 for any µ ∈ R and σ > 0, we assume µ = 0 and σ = 1 in the following.
Then, abbreviating the expectation of a folded normal random variable with mean y ∈ R
and variance 1 as
ψ(y) = 2ϕ(y) + y{2Φ(y)− 1}, (A.3)
(compare (A.1)), we get
v = v0,1 = E{E(Z2 |Yobs)} − E{E2(Z |Yobs)}
= E(Z2)− E{E2(Z |Yobs)}
= 2− E{ψ2(Yobs)}.
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Using (A.3), we thus have
E{ψ2(Yobs)} = E[4ϕ2(Yobs) + Yobs2{2Φ(Yobs)− 1}2 + 4Yobsϕ(Yobs)(2Φ(Yobs)− 1)]
=: 4m1 +m2 + 4m3.
Now,
m1 =
∫
ϕ3(x)dx
= (2 · 31/2pi)−1.
Using integration by parts twice, it turns out that m3 = m1. As for m2,
m2 = E[Yobs
2{2Φ(Yobs)− 1}2]
= 2
∞∫
0
x2ϕ(x){2Φ(x)− 1}2dx.
Inserting x2ϕ(x) = ϕ′′(x) + ϕ(x) and again integrating by parts, one deduces
m2 = 4m1 + 1/3.
Collecting all these results, we obtain in total
Var{CRPS(Yobs)} = 2σ2(1− 2/pi)− σ2{2− (12m1 + 1/3)}
= σ2{1/3− 4/pi + 12/(2pi
√
3)}
= σ2(1/3− 4/pi +
√
12/pi)
= σ2
(1
3
− 4−
√
12
pi
)
≈ 0.16275 · σ2.
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Figure 1. Scatterplots for blood vs. breath alcohol concentrations and fitted regression
models.
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Figure 2. PIT histograms for the three regression models in the forensic application.
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Figure 3. Score regression plots. Shown are the individual scores (dots), a linear fit to the
individual scores (solid), the expected value for ideal forecasts (dashed), and DSSmin and
CRPSmin (dotted), respectively. Note that in the lower three rows, the fitted and ideal lines
basically coincide.
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Figure 4. Estimated CEP curves for p = 0.05, 0.1, . . . , 0.95 and the three different forensic
models. The dotted curves denote slopes significantly different from zero with a significance
level equal to 0.01, and the decreasing step function is 1 minus the empirical distribution
function of the blood alcohol concentration sample.
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Table 1
Proportion of rejected null hypotheses for Hamill’s forecast in 10000 simulations.
n = 20 n = 50 n = 100 n = 500 n = 10000 n =100000
PIT Kolmogorov-test 0.038 0.044 0.044 0.048 0.094 0.729
LS calibration test 0.064 0.072 0.075 0.104 0.579 1.000
CRPS calibration test 0.048 0.050 0.049 0.060 0.280 0.992
CEP test median 0.107 0.142 0.220 0.760 1.000 1.000
DS-score regression 0.141 0.201 0.444 0.999 1.000 1.000
CRP-score regression 0.134 0.222 0.484 0.999 1.000 1.000
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Table 2
Estimates from the different regression models, mean scores, and p-values of calibration tests.
Model 1 Model 2 Model 3 Model 4
effect x x x x2 1
γˆ 1.251 1.234 1.184 0.068 0.171
se(γˆ) 0.008 0.009 0.022 0.027 0.009
δˆ 0.915 0.859
se(δˆ) 0.116 0.114
DSS -1.860 -1.998 -2.007 -2.001
CRPS 0.052 0.050 0.049 NA
Kolmogorov-test PIT values 0.029 0.913 0.996 0.810
CEP test 0.25-quantile 0.117 0.115 0.615 0.0380
CEP test median 0.0113 0.0455 0.886 0.0613
CEP test 0.75-quantile 4.77e-07 0.000729 0.171 0.000726
DS-score regression <2e-16 0.941 0.937 0.702
CRP-score regression <2e-16 0.968 0.98 NA
