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Abstract. With an important class of automata networks we associate a Lyapunov function and 
by doing so we characterize its dynamic behaviour (transient and cycle lengths). As particular 
cases we study threshold and majority networks. 
1. Introduction 
Many authors have studied the dynamical behaviour of automata networks; see 
for instance [1, 2, 3, 5, 6, 8, 9, 13, 14, 19, 21, 23-26]. However, a rather difficult 
combinatorial nalysis is needed in order to handle the discrete nature of the problem 
(transition functions on a finite set, discrete cellular spaces, etc) and hence fully 
general results are not commonly available. 
In recent years automata networks have been introduced as a modelling tool in 
several fields: neural networks in biology [2, 3, 8, 14, 15, 17, 23], majority networks 
in the spin glass problem and other physical models [3-6, 14, 16, 21, 26], chemistry 
and social dynamics [1, 12, 13, 19], and parallel algorithms [25]. 
In this paper we present a mathematical framework for the treatment of an 
important class of such networks which will be called positive automata networks. 
Much of the applications mentioned above are included in this class. Among the 
relevant ones we find threshold networks [3, 5-7, 9, 10, 14, 17, 23, 24] and majority 
networks [12, 19]. 
By the way, this theoretical framework proves to be useful in the complete 
characterization of the dynamics of positive automata networks (cycle length, 
convergence speed, etc). Some results obtained recently appear in this context as 
particular cases [5, 7-9, 12-14, 19, 23-25]. We are also able to deal with the rate 
of convergence towards the steady state while the works mentioned above do not 
give any information about this problem. 
This paper is organized as follows: we first define the positive functions which 
will be the local transition functions of the automata networks. Examples are given 
as well as characterizations. We then give the main theorems about the dynamics 
of positive networks by introducing an energy functional called Lyapunov function. 
Finally we give some applicaffons. 
* Partial support from FNC/1123 is gratefully acknowledged. 
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2. Positive functions 
In this section we give some definitions and properties of positive functions as 
well as cyclically monotone functions, frequently used in convex analysis [22]. 
Relations between convex analysis and some transition functions of automata 
networks have been remarked in [18] in particular cases, but no general dynamic 
theorems have been obtained. In [20] the authors study the dynamics of cyclically 
monotone networks but no result is given for the transient behaviour of such a 
network; furthermore all cyclically monotone applications exhibited there, are also 
positive. 
It seems that the deepest property associated with threshold, majority and cycli- 
cally monotone functions is positivity. From a physical point of view, positivity 
means that there exists a local potential that permits to establish a global energy 
(Lyapunov function) associated with the network. 
Let S, Q be subsets of R p and f a function from S to Q. f will be called positive 
if 
( fx - fy ,  x)>-O Vx, y~S (1) 
= ~ i= ~ uivi. We shall say that f is strictly positive where (,) is the inner product: (u, v) P 
if equality holds only for x = 0 or fx =fy. 
This kind of function is related with monotone and cyclically monotone functions 
usually used in convex analysis [22]. 
A function f is said to be cyclically monotone if: 
For any n e N, n I> 2, and any vector (Xo,. •.,  xn-]) e S" we have 
n--1 
E (Xi--Xi+l,f xi)~O' (2) 
i=O 
where indexes are taken modulo n. It is easy to see that condition (2) is equivalent 
to the following: 
n-- I  
E (fx,+,-fx,, x,+~)>~0. (3) 
i=0  
The function f is said to be monotone if 
( fx - fy ,  x-y)>~O foranyx, y~S.  
It is clear that: 
If f is positive, then it is cyclically monotone. 
If f is cyclically monotone, then it is monotone. 
Furthermore, if  $, Q = R (i.e. p = 1) this kind of functions are equivalent but. 
for p > 1, a function which is cyclically monotone is not necessarily monotone [22] 
However, even for p = 1 there is no equivalence between positivity and monotony 
For instance the real function fx = x is monotone but is not positive. 
If S c R p is a convex set, we may characterize cyclically monotone functions: 
[,emma 2.1. f is cyclically monotone iff there exists a convex function d~: S-*R sucJ 
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that f is a subgradient of dp. 
qb(x)>~dp(y)+(fy, x -y )  Vx, y~S.  
Proof. The proof is a particular case of a theorem in [22, p. 238]. [] 
Hence, we may conclude that, if S is a convex set, any positive function is a 
subgradient of a convex function. 
If f is a real function we have the following lemma. 
Lemma 2.2. Let f be a real function, then it is positive iff it is a threshold function: i.e., 
i ifx<O, 
f (x)  = ifx=O, 
ifx> O, 
with ot <~ 8 ~ ~. 
Proof. If f is a threshold function, the proof is direct from the definitions. 
Conversely, let f be a real positive function, then 
( f(x)-f(y))x>~O Vx, y~R. 
It follows that if x < 0, then f (x)  <~f(y) for any y and if x > 0, then f (x)  >~f(y) for 
any y. 
The result follows in a straightforward way. [] 
Example 
X 
tO x if x<0 
4~(x) = if x=0 
[/3x if x>0 
• e convex function 4~ 
hence 
/3 
8 
i O f  
X 
i f x<O 
i fx=O 
i fx>O 
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It is interesting to see that if f is positive and h" U--> S, we have 
( f (hu) - f (hv) ,  hu)>-O forany u, ve U. 
This property will be essential in the next section. 
The function 
{ c~ 1+- • -+aq g(x)= " 
/3,+?--+/3q 
if x < bl, 
if b~ <~ x < b2, 
i fx ~> bq, 
where bl < b2 <"  • "< bq and a, </3, for i = 1 , . . . ,  q can also be written as 
q 
g(x) = ~, f~(x -  b,) 
,=1  
where 
a, if y< O, 
f~(Y)= /3, ify>~O. 
These functions are named multithreshold functions [11 ]. Since each f~ is a positive 
function, each member of the sum verifies 
( f~(x -b , ) - f~(y -b , ) ,x -b , )>~O,  i= 1, . . . ,  q. 
Although g is not positive, the positivity of each f~ shall be sufficient in order to 
study this kind of functions. 
Now we give some examples of positive functions on RP: 
f :  R p -'> {el,.. •, ep} where e ,=(0 . . .  1 . . .0 )  
i 
defined by 
f (x )=ek  ¢~ f ~Xk~X~ for k~> i, 
t Xk>X~ fo rk</ ,  
i.e., 
k=max{j:x j=maxi  xi}. 
Clearly, f is positive: 
( f (  x ) - f (y  ), x) = ( ek - e,, x) = xk - xm 
= max(x/) - Xm ~ O. 
! 
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Furthermore, f is the subgradient of the convex function 4, : R p -> R, 
{ Xk~X i ifk>-i, c (x) = xk 
Xk>Xi if k< i. 
If tk(x)= Xk and ~b(y)= Ym, we have 
C~(X)--ck(y)--(f(y), x-- y)= xk-- ym --(Xm--Ym) = Xk-- Xm>'O, 
hence, f is a subgradient of ~b. 
Let f be a function from R p into R p defined by 
f (x)  =IOx i fx  = O, 
[ otherwise, 
where Ilxll = <x, x> 1/2 
From the Cauchy-Schwarz inequality we can easily prove that f is positive. 
3. Dynamic behaviour of positive networks 
Let f l , . . .  , f ,  be strictly positive functions from S into Q, where S and Q are 
finite subsets of R p and let A"): Q" -> S be linear for i = 1 , . . . ,  n. 
We are interested in the dynamic of the function F defined by 
F :  Q n , 
x --* ( f1(AO)x - b°)),... ,fn(A(")x - bOO)), 
b ") e R p and A°)x  - b (° ~ 0 for any x ~ Q". 
3.1. Parallel iteration 
x ( t+ l )=Fx( t ) ,  t=O, 1 , . . . ;x(O)~Q ~. 
Clearly, since Qn is a finite set, parallel iteration converges, for any vector x(O), to 
a finite cycle, i.e. for every x = x(O), there exist numbers p(x), t(x) called respectively 
the cycle and the transient length of the iterative sequence {x(t); t 1> 0}: 
and 
x(s+p(x) )=x(s)  fo ranys~ > t(x) 
x(s + q) ~ x(s) for any s < t(x) or 0 < q < p(x). 
We denote 
P(F )  = max{p(x) :  x ~ Q"}, T(F) = max{t(x): x ~ Q"} 
the maximum period and transient length of the parallel iterative sequences associ- 
ated with F. 
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In order to determine bounds of P(F)  and T(F),  we introduce a Lyapunov 
function associated with F and defined by 
E(x, y) = -(x, Ay)+(x + y, b) 
where b = (b(1),... ,  b (n)) ~ S n, Ay = (A(1)y,..., A(n)y) and (,) is the inner product 
in R pn defined by 
n 
(u, v) = Z (x,, v,), u,, v, a p 
i=1  
[,emma 3.1. I f  the functions (f~) are strictly positive and A is symmetric, then 
x ( t+ l )#x( t -1 )  ~ E(x ( t+ l ) ,x ( t ) )<E(x( t ) ,x ( t -1 ) ) ,  t>-2. 
Proof. Let us denote AtE = E(x ( t+ 1), x( t ) ) -E (x ( t ) ,  x ( t -  1)). 
The symmetry of A implies 
hence 
a ,E=- (x ( t+ 1) -x ( t -1 ) ,Ax( t ) -b ) ,  
p 
AtE = - ~, (fi(A(i)x(t) - b (0) . f i (A(i)x(t -2 )  - b(°). A(°x(t) - b(i)). 
i= l  
Since the f~ are positive, it follows that 
(f~(A(')x(t) - b (i)) - f~(A(°x( t -2 )  - b(')), A(°x(t)  - b(°)>~O Vi = 1,. . . ,  n. 
Since x(t + 1) # x( t -  1), there exists at least one index k ~ {1,. . . ,  n} such that 
Xk(t+l)#Xk(t - -1) ,  and from the strictly positivity property and the fact that 
A ( ° -  b (° # 0 for any i = 1 , . . . ,  n, it follows that 
( fk (A(k )x (  t) -- b (k)) -- f k (A(k )x (  t -- 2) - b(k)), A(k)x(t) - b (k)) > O, 
hence AzE < 0. [] 
Theorem 3.2. I f  the functions (f~) are strictly positive and A is a symmetric matrix, 
then any sequence generated by the parallel iteration on F, converges either to a fixed 
point or to a cycle of length two, i.e. P( F) <~ 2. 
Proof. Let us suppose that there exists a cycle of length q I>3, {x(0), x (1) , . . . ,  
x(q -  1)}, such that 
x( t+ l )=Fx( t )  for t =0, 1 , . . . ,  q -2 ,  
x(0)= Fx(q -  1) 
and x( t )# x(1), for 0~ t < l<~ q-2 .  From Lemma 3.1, we have 
E(x(1), x(0)) < E (x(0), x(q -  1)) < . . .  < E(x(1), x(0)), 
which is a contradiction. [] 
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Since Q" is a finite set, we can define the following quantities: 
Em =min{(E(x, y): x, y~ Q"}, EM =max{E(x, y): x, y~ Q"}, 
~ min{(F3x - Fx, AF2x - b): x e Q'}, 
e( f )  l 
I. 0 if F2y = y, Vy ~ Q'I, 
25 
T(F)<~ 
Then we have 
2-~llAI l+4allbl l  
e(F) 
Now we may give some examples of applications of previous theorems: 
and we establish the following result: 
Theorem 3.3. I f  (f~), i= 1,. . . ,  n are strictly positive and A is symmetric, then the 
transient length, T( F), is bounded as follows: 
=0 ife(F)=O, 
T(F) <~max{3, (EM-Em)/e(F)} otherwise. 
Proof. Clearly e(F)= 0 is equivalent o F2y =y for any y e Qn, hence T(F)= O. 
Furthermore, if, for any y ~ Qn, F3y belongs to a cycle, then T(F)<~ 3. Let us now 
suppos e that there exists an iterative s equence (x  ( t)) ,  ~ o with transient length q >I 3, 
i.e. 
x(t)~x(1) V t~ l , t , l=O, . . . ,q  
and x(q) belonging to a cycle. 
Hence, for any t ~ {2 , . . . ,  q}, 
Em <~ E(x(t+ 1), x(t) )  ~ < E(x(t) ,x(t-1))-e(F)<~ EM-e(F).  
Taking t =q it follows that 
q<~(EM-Em)/e,(F) 
and we obtain the result. [] 
From the previous theorem we may give a general bound on T(F). For any 
x, y ~ O n, we have 
IE(x, Y)I <~ Ilxll" Ilyll" IIAII + Ilbll(llxll + IlYlI). 
Since Qn is finite, we take a =max{llzll: z~ Qn}, hence 
IE(x, Y)I ~< a211all + 2~ Ilbll 
where I1" II is a norm associated with the inner product (,) and Ilmll is the induced 
norm on the matrix A. 
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(1) Threshold networks [2, 6, 9, 10, 14, 17, 23, 24]. Let us consider the parallel 
iteration 
x i ( t+ l )=f  ~, a~j(t) -b,  , i= l , . . . ,n  
j= l  
where x(t) ~ {0, 1}'1, A = (a0) is a symmetric n x n real matrix, bi a real threshold and 
{~ i fu<O,  
f(u) = otherwise, is a positive function. 
It is easy to see that without loss of generality we may assume that 
n 
~. aoy j -  bi # 0 Vy ~ {0, 1}'1 and i = 1 , . . . ,  n. 
j= l  
The Lyapunov function associated with the parallel iteration is the following: 
n n i! 
E(x, y) = - ~. x, Y~ a#yj + Y. b,(x, + y,). 
i=1 j= l  i=1 
From previous results we have P(F)<-2. 
Furthermore, in this particular case we can give an explicit bound of T(F) in 
the context of uniform networks: 
Let us take V(i) = {j ~ {1,. . . ,  n}la,j ~ 0} and let us suppose that IV(i)[ = k and 
a# e {-1, 0, 1} for any i, j = 1, . . . ,  n. 
Since the interesting cases are b, ~ [-k,  k] (otherwise we have convergence in one 
step) we can give the following bound of E: 
n ri 
2 ~, b, - ~ ~, aij <~ E (x, y) <<- - Y~ Y, aij + 2 Y, b, 
bi<O i=1 ao=l  i=1 ao=- I  bi>O 
and, since aos{-1 ,  O, 1}, it is easy to see that e(F)>-½ (see [5]), hence 
T(F)<~max{3,2(~=lj~ la~'+2~=l]b,])}, 
T( F) <~ max{3, 2nk + nk} = max{3, 6nk} (linear bound). 
Then we conclude that the convergence in uniform threshold networks is very 
fast; for instance in a two-dimensional toms: 
( i -  1,j) 
I 
( / , j -  l) (i,j) I 
Von Neumann 
(i, j + 1) neighbourhood 
( i+ 1,j) 
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with 
V( i , j )= {(i, j -  1), ( i , j+ 1), ( i -  1,j), ( i+ 1,j)} 
0 if ~ xt(t)<O, 
x#( t+ 1) = ~ v( ~,j) 
1 otherwise, 
we have T( F) <<- max{3, 24N} where N = n 2. 
In the general case; i.e. when A is a real symmetric matrix of order n we can 
give non-uniform threshold networks uch that T(F )= 0(2 "/3) [10]. 
(2) Majority networks [12, 19]. Let n, p be two positive integers and E = {1,. . . ,  p} 
a finite set. We define the functions 
f~'E"--> E, 
f~(x)=k <==> ~'. a#+b~k=max(~,  aij-Fbir) 
xi= k r \x~=r 
where A = (a 0) is a symmetric n x n real matrix and (b~, . . . ,  bip) = b~ is a real vector. 
This function is well defined because we can always choose bi in order to avoid 
equality for the maximum. 
This class of functions can be interpreted in the following way: let us consider a 
society of n persons Pa, . . . ,  P, and let 1 , . . . ,  p be a set of opinions which may be 
assumed by any person. 
In this context bi~,. . . ,  bip represent the local hierarchy adopted by Pi for the 
different opinions: b~s > b~k means that P~ prefers opinion s to opinion k On the 
other hand, a o represents the degree of interaction between Pi and P/. 
Let us now take afgine operators: 
Bi: {el ,  •, • ,  ep}" -> S = R p, 
j= l  j=l  
where 
ei= (0. . .  1 . . .0 ) ,  
i 
and functions 
f~:S->{el , . . . ,  ep} 
such  that  
Ji(x) = ek Ca, Xk = max (x,), 
l~ i~p 
where S = {x ~ R p I xi ~ xj for any i ~j}. 
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It is clear that 
o B~u = ek ¢~ auUjk + big = max ~ aouj, + b~¢ 
j= l  l~r~p \ j= l  
and functions f~ and ~ are equivalent if we change state q by e¢ 
Furthermore functions ~ are strictly positive, and, in this case, the l inear operator 
is the following: 
<-- p -> 
.4 = A ® Ip×p = 
a~ 0 
0 all 
a.,1 0 
0 anl 
Q 
O 
aln 0 
0 aln 
ann 0 
0 ann 
P 
where 
and ® the tensor product. 
Clearly, since A is symmetric, ,4 is symmetric and the Lyapunov function is the 
following: 
where 
E(u, v) = -(u, A® Ipv)+(u + v, b) 
b = (bu, • • . ,  blp, • • •, bnl, . . . .  , bnp) ~ R n". 
Then we conclude that P(F)<~2.  As  for the previous examples, we can give 
bounds on T(F ) .  
3.2. I terat ions with memory  
In a more general context, we are going to study the following iteration on positive 
functions: 
xi ( t )  = AtSx( t -  s) - b <i) , i = 1 , . . . ,  n 
I 
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where b°)~ R p and A ~ are linear operators 
Ai'S:Q"-->ScR p for i= l , . . . ,n ,  
u --> Ai'~u s = 1, . . . ,  k. 
If we define the linear operator 
A(~) : Q"--> S" for s= l , . .  ., k 
A ~ 
U "> U, 
mn,  s 
we can write the following Lyapunov function associated with the iteration: 
k--I / k / k 
E(yO, . . . , yk )=_  ~, Y', Z A(~-I)Y ~ + ~, (yt, b) 
/=0 s=l+l 1=0 
where yi ~ Q,  and b = (b° ) , . . . ,  b (")) e Q". 
Theorem 3.4. I f  (f~) are strictly positive functions and the linear operators A°), . . . , A (k) 
verify 
A (~)= 'A (k-~+l) fors = 1 , . . . ,  k, 
then the cycles of the iteration with memory are divisors of k + 1. 
Proof. Similarly to Lemma 3.1 we have that if x(t)~ x( t -  k-1), we get 
A,E= E(x ( t ) , . . . , x ( t -k ) ) -E (x ( t -1 ) , . . . , x ( t -k -s ) )  
hence 
=-~1(  ~ffit+, ~ A(~-t)x(t-s)> +,ffio ~ (x ( t - l ) ,  b) 
k--l< k > k 
- ~ x ( t - l - l ) ,  ~ A(~-°x( t - l - s )  - ~. (x ( t - l - l ,b ) ,  
l=O k=l+l  l=O 
AtE = -<x(  t ) -  x( t - (k  + 1)), 
k > 
~. A(S)x ( t - s ) -b  
s~l  
( k ) 
=-,~1= x i ( t ) -x i ( t - (k+ l)),~=lE A(S)xi(t-s) -bO) • 
k _ _ b(i) Since x i ( t )~x i ( t - (k+l ) ) ,  ~,~=~ A~S)xi(t s) SO and (f~) are strictly positive 
functions, we have that 
AtE < 0, 
hence, as in Theorem 3.2, the cycles compatible with the Lyapunov function must 
be divisors of k+ 1. [] 
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As an example we can take the following function: 
x i ( t )=f  Y. ao(s)x j ( t -s) -b i  fo r i= l , . . . ,n  
l j= l  
where x( t - s )e  {O, 1}", s=l , . . , ,  k, and 
A (s)= (ao(s)) = tA(k-s+l) for s = 1 , . . . , / c  
From preceding results we conclude that the periods of such an iteration are 
divisors of k + 1. Furthermore, we may exhibit networks having cycles of any divisor 
[6]. We can also give bounds on T(F). 
3.3. Sequential iteration on F 
Let us take the following iteration on ( f ) :  
x,( t) = f,(A(1)x( t -  1)-  bl), 
xi(t) =f(A(0(x l (  t ) , . . . ,  xi-l(t), x,( t -  1 ), .... , x,,( t -  1 )) - b(i)), 
x,(t) = f~ (A(")(xl( t ) , . . . ,  x,_l(t), x , ( t -  1)) - b(")). 
For this iteration we may define the following Lyapunov function: 
E(x)=-½(x, Ax)+(x, b) 
and, as for the preceding results, we may prove the following theorem: 
Theorem 3.5. I f  the ( f  ) are strictly positive functions and A is a symmetric nonnegative 
definite linear operator, then P( F) = 1. 
The proof of Theorem 3.5 is analogous to the proofs of the previous theorems 
and a particular case can be seen in [5]. 
Obviously, we can also give bounds for T(F). 
This kind of iteration has been used by many authors in the spin glass problem 
[5,14,16,21].  
4. Conclusion 
The hypothesis that the local functions of an automata network are positive has 
allowed us to study the dynamics of that system, keeping in mind only the type o! 
iteration and some global properties of the cellular space. Furthermore, the energ3 
or Lyapunov function associated with the network reveals the analogy between th¢ 
dynamics of an automata network and several physical problems (in particular, the 
spin glass problem). 
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Obviously, in the general case (networks with arbitrary local functions) the 
determination of an energy function is rather difficult. Despite this, we believe that 
the focus of development here should extend in two directions: the study of the 
spatial structure of stable configurations and the analysis of nonpositive local 
functions by means of the determination of the morphisms between these functions 
and positive functions. 
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