U ntil recently, the concept of using computer networks in the studio or in real-time performance was only an engineer's dream. That suddenly changed when MIDI [ 1,2] gave thousands of artists a glimpse of the potential of such integrated systems. However, the full potential cannot be realized by MIDI alone. Hence we propose that a new network standard be developed for this purpose.
U ntil recently, the concept of using computer networks in the studio or in real-time performance was only an engineer's dream. That suddenly changed when MIDI [ 1,2] gave thousands of artists a glimpse of the potential of such integrated systems. However, the full potential cannot be realized by MIDI alone. Hence we propose that a new network standard be developed for this purpose.
Connecting all devices involved in a live performance to a common network would give the artist precise control and eliminate worries about operators missing their cues. In the recording or film/video production studio, having several devices on a network would save time by allowing complex sequences of events to be programmed in advance, without the need to change physical device interconnections and make adjustments.
Such networks could include not only musical instruments and signal processors but also lighting and projector controllers, tape transports and gestural, spatial and other input devices. Potentially any device that generates or is controlled by digital data streams could be connected. The result would be an integrated multi-media network. This would require some kind of local-area network (LAN) standard. We claim that existing I A N designs cannot in general meet the demands of real-time performance applications. We further claim that because of market pressures, equip ment manufacturers cannot be expected to design a suitable nonproprietary communication standard. Therefore it is up to the community of potential users to develop and promote a suitable network standard.
THE PROPOSAL
We propose that there be a standard digital network for real-time data communication between devices used in the performing and recording arts (our attention is not restricted to musical equipment done). We have adopted the name ArcoNet (Artist's Computer Network) to refer to the proposed system. The four fundamental purposes of ArcoNet are as follows.
1. It should permit nowincompatible Qpes of multimedia equip ment to be intmjaced, at least to some degree. There are many devices on the market that produce, or can be controlled by, digital data streams. There is also a plethora of different methods for synchronizing different pieces of equipment, such as the SMPTE (Society of Motion Picture and Television Engineers) and MIDI codes and direct digital strobe connections. The first aim of ArcoNet is to provide a standard network to which these devices may be connected, so that they may exchange digital data and event signals. A standard network by itselfwill not enable any two pieces of equipment to be usefully connected. This will usually require specialized hardware (to connect each device to the network), software (to control the interaction, translate codes, etc.) and a defined approach to handling the interaction. A standard network will provide a foundation for such efforts on a technical level and also make them more reasonable on a practical level. 2. It should allow general-purpose computers to be interfaced f i network control plus data generation, processing, storage and distribution. It would include at least one computer, which might serve as (part of) a master production control console, where an operator could monitor and modify the progress of programmed sequences. The term sequence, as used in this paper, means any programmed sequence of events. Examples would be musical note sequences, lighting control sequences, and sequences of operations performed by slide, laser or video projectors. Software for developing and executing such sequences would be the key to ArcoNet's usefulness. When possible, the network should support existing sequencing software such as that developed for MIDI and computer animation systems. In other cases, the existence of a standard network with publicly available specifications will foster the development of new software. to synchronize devices across the network. This facility should be independent of existing disparate timing references (such as 24 frame/sec film and 30 frame/sec video). In this paper, the term ment means any single event within a performance, such as the sounding of a musical note, the projection of an image, a change in lighting, the onset of a particular movement of a performer, and so on. ArcoNet will allow events to be signaled across the network to trigger, or cue, other events. In this way, a performance can be keyed to the actions of human performers (or nondeterministic devices such as kinetic sculptures incorporating some degree of random control).
A B S T R A C T

4.
It should define a standard set of circuits, methods and protocols (subject to controlled reuision) for interfacing existing and future multimdia equipment, which shall be i n the public domain. For the ArcoNet idea to succeed, it is vital that it be accepted as a de furto standard among users and manufacturers alike. Putting the specifications into the public domain is one way to ensure this. Any proprietary measures such as patents and licensing fees will in general only impede the establishment of such a standard. With a truly public standard, even the smallest vendors will have full access to the information they need to produce compatible products.
CONCEPTION OF THE ARCONET SYSTEM
The network would take the form shown schematically in Fig. 1 . At least one general-purpose computer would be included for controlling the network, and a set of hardware node processors would be used to interface other devices to the network.
In performance, which here means music, integrated media, and theatrical performance, all digitally controllable devices will be linked, along with one or more computers for control. It is also possible to connect special detection devices (such as the Mandala system) that sense the position of a dancer, or specially built devices such as motorized props and sets, and to interface them.
As a standard network to which existing equipment could be interfaced, ArcoNet would provide a basis for simpler and more flexible interconnections. Standard protocols defining how events are signalled across the network would provide the basis for general-purpose sequence development software.
In the studio, ArcoNet would provide a more stable foundation for the kinds of studio applications now being developed using MIDI. One possibility would be to use a general-purpose computer as a 'software front panel' for a studio full of linked synthesis and signal processing devices. This would permit not only static device programming but also specification of sequences for automatic execution.
Each node processor would contain a microprocessor and memory as well as network interface circuits. Basic network functions would be wired into each node using read-only memory. Further configuration of the networkspecifying what each node is to do and when-could then be done by downloading programs and/or data into the nodes via the network itself. This a p proach allows many different configurations to be constructed from a few basic node types as building blocks (e.g. ArcoNet/MIDI, ArcoNet/SMPTE, ArcoNet/NuBus and ArcoNet/RS232 nodes) [3] . Not every device connected to the network will require its own node processor. I t is entirely reasonable to have one node processor serve two or more devices.
Each ArcoNet setup will contain at least one general-purpose computer equipped with a network interfaceprobably a more sophisticated one than that possessed by the other nodes. This computer will configure the network with programs and data stored on disk and will then provide a front panel from which the operation of the network can be controlled and monitored. Note that some nodes may also be complete computers with integral mass storage, in which case they could (at least partially) configure themselves.
In live performance applications, it will be necessary to set up and take down the network repeatedly. This suggests that ArcoNet should use inexpensive cable and that it should be self-configuring and self-testing. The latter two capabilities should be built into the standard communication protocols.
Having all the stations in a performance set-up linked by high-bandwidth cable suggests other possible uses for the cable. It should not be difficult to include digitized voice signaling for traditional headset communications over the network. Digitized voice could also be used to play back prerecorded cues to human performers or technicians.
REQUIREMENTS FOR ARCONET
The design of ArcoNet should include three features.
1. It should be bued on sound engzneermgpnnciples. It is vital that we study the general principles of network design, and specific networks, before attempting to develop a new system. Costreducing compromises should be subjected to rigorous examination before being adopted as part of the design.
2. It should be abh to anticipate techne logical changes. The most promising communication medium at the moment is coaxial cable, but an engineering breakthrough might tip the scales in favour of optical fibres in a few years. The design of ArcoNet must be structured so that new technology can be embraced with minimal redesign.
3. It should be able to accommodate as many existingtechnobgies and standards as possible. For ArcoNet to succeed it must become a defacto standard. This cannot happen if an important technology (such as SMPTE synchronization or MIDI) cannot be used with it.
It is important to keep the cost of ArcoNetwithin reasonable bounds, but as already mentioned the final design must not compromise sound engineering in favor of low cost. It should be possible to market ArcoNet node processors for under $550 (US.) each, and ArcoNet controller cards (connectable to computers such as the IBM PC, the Apple Macintosh I1 and the Amiga 2000) for under $2,000 (US.).
The design ofArcoNet should follow logically from engineering experience with other LANs. It should have a layered architecture, permitting some measure of hardware independence.
Experience has shown that it is often desirable to connect several LANs to form a supernetwork. This requires hardware bridging devices called gateways, which act as nodes on two or more networks simultaneously (allowing information to pass from one network to another), and internetworking protocols (which require information exchange). Internetworking capability should be designed into ArcoNet from the outset.
Standard protocols for ArcoNet's basic functions of sequencing, cueing and time-base synchronization must be defined and published. Protocols for other types of messages, such as packet voice communications and MIDI virtual circuits should also be developed. These public standards will form the foundation for third-party software (programs written by software vendors).
Initially, only a few classes ofArcoNet node processors should be needed to allow connection of various classes of equipment to the network. An ArcoNet/MIDI box would probably support between 8 and 16 MIDI (In and Out) connections. An ArcoNet/RS232 box, with two to eight RS232 serial connectors, could be used with devices controlled through that interface, as well as ordinary data terminals. Plug-in boards for connecting computers should be defined for common buses such as A p ple Macintosh 11, IBM PC, Amiga 2000, Multibus or VME bus (e.g. Sun workstation) or the NeXT NuBus. In all, less than a dozen basic designs should be enough to build even very complex networks.
These standard nodes will allow ArcoNet to embrace many existing interface standards, at least at the hardware level. We can go further and ensure that ArcoNet supports the encoding schemes (or presentation-level protocols) as well. For example, since the MIDI presentation-level protocol defines message types for music playback, there is no immediate need to design a new protocol, especially not to support existing synthesizers. We need only define a standard way for MIDI messages to be transported over ArcoNet, with ArcoNet's advantages of error detection and recovery. 
ISSUES IN LAN DESIGN
Packet Switching
Most network designs are based on the concept of packet switching. Long communications between pairs of nodes are divided into small blocks of data called packets. Each packet includes some information specifying the intended recipient. This technique, combined with effective rules to ensure that no single device occupies the network for too long, allows many communications to occur simultaneously. Through packet switching, several devices that need to communicate can share the same transmission facilities, which reduces costs and results in a simpler overall system.
The I S 0 Reference Model for Open Systems Interconnection
The complexity of computer network designs requires that they be broken up into smaller entities. The usual a p proach is to consider a network as a hierarchv of lavers or levels, such that higher layers are constructed using the resources provided by the lower ones.
Recently, the International Standards Organization (KO) has published a standard reference model for networks [6], which has been widely accepted. This model, which is shown schematically in Fig. 2 , identifies seven distinct layers that may exist in a network design. Each layer provides a set of services to the layer above, by building upon the services provided to it by the layer below. Each layer is implemented in hardware, software or both. Some network designs may omit an unnecessary layer or implement the functions of two or more adjacent layers in a single subsystem.
Most networks consist of a set of computers called hosts connected by means of a communications subnet. In larger networks, the subnet often consists not only of communication links but also of computers that serve to route data around the subnet. Figure 2 shows two hosts, whose communication is being handled by two intervening subnet processors. The latter need only implement the lower layers of the IS0 model (those concerned with the actual data transmission). Most local-area networks are sufficiently simple that no subnet processors are needed to route data between hosts.
The subnet is usually considered to be formed by the physical, the data link and the network layers of the IS0 model. The physical layer consists of the transmission medium and the mechanical and electrical standards for accessing that medium. It provides the service of physically linking all stations on the network. The data link layer consists of the network interface circuits and provides the means of sending data between stations and detecting transmission errors. The network layer controls the operation of the subnet and ensures that transmission errors are corrected, usually by retransmission of bad data blocks.
Higher layers in the IS0 model are concerned with how the basic communication facility provided by the subnet is used. The transport layer provides a straightforward way for programs to communicate over the network, independent of the details of the subject's operation. The session layer provides more application-oriented services such as ways for hosts to identify themselves. The presentation layer is concerned with how data are expressed in binary form for transmission over the network. Finally, programs at the appli- Each layer can be implementedwithout regard for the details of how the other layers operate. For example, a subnet based on optical fibres could be substituted for one based on coaxial cable without changing the transport, session, presentation and application layers. Protocols-sets of rules governing communication-can be designed separately for separate levels. When host A communicates with host B, one may consider that layer n on host A is communicating directly with layer n on host B, and vice versa. The fact that the communication must pass through layers 1 through n-1 on both machines is of no consequence. The processes at layer n are pfwprocesses, and their communication is governed by the luyer n protocol.
The CCI'IT X.400 Series Recommendations
Another international standard that may bear on ArcoNet's design is the . These define how networks based on the IS0 model can be used for the exchange of messages between users, as in electronic mail. ArcoNet's primary purpose is to carry messages such as event signals between devices; hence the X.400 recommendations may provide a useful framework in which to express its design. Recommendation X.409 will be particularly important. It gives a standard method for defining how data are to be encoded at the presentation level and a standard syntax for expressing such definitions in print. This will be useful in defining new presentation-level protocols.
Subnet Design Issues
Wood identifies seven major design parameters for a LAN. These are topology, transmission medium, signaling mode, access method, data rate, interfacing device and type of interfaces.
A network's topology is the structure formed by its communication links. Typical topologies are the star, bus and ring, shown schematically in Fig. 3 .
Note that the topology may not be apparent from the physical layout of a network. Figure 4 shows how a ring network might be laid out in the form of a star.
The most popular transmission media are twisted-pair cables and coaxial cables. The former offer better noise rejection, while the latter offer higher bandwidth. Optical fibres, which surpass other media in virtually all respects, still require extremely expensive terminating hardware [ 8 ] .
Networks may operate using either baseband or broadband signaling. In baseband signaling, two voltages or current levels, representing binary l and 0, are impressed directly onto the transmission medium. In broadband signaling, the binary signals are used to modulate a higher-frequency carrier signal.
The access method, part of the I S 0 network layer, determines which station may transmit on the subnet at any particular instant. Time-division methods allow each station a certain amount of time on the network. Polling methods use a central computer to tell other nodes when it is their turn to transmit. In token-passing methods, a special data pattern called a token circulates from node to node around the network, and the node in possession of the token may transmit a message before passing the token on. In contention-based methods, stations may transmit whenever the transmission medium is free, with special action being taken when two messages collide.
A network's data rate places an u p per limit on the total amount of information that can be exchanged between nodes in a given time. Most LANs today operate at rates between 1 and 10 million bits per second (Mbps). MIDI connections require 31,250 bits per second (0.03125 Mbps), so a 1-Mbps network could potentially support over 30 simultaneous MIDI connections without introducing significant delays.
To be cost-effective, network interfaces must be based on commercial, large-scale integrated circuit chips. Such chips, which implement most of the data links of the IS0 model, are now available for bus and ring topology networks. Some form of microprocessor will also be needed with DMA (direct memory access) to move information to and from the network at high rates.
The Institute of Electrical and Electronics Engineers (IEEE) has proposed a set of draft standards for LANs [9] that includes standards for both baseband and broadband CSMA/CD and token buses, and baseband token rings. These standards will likely be implemented in new large-scale integration chips. The token-passing designs may be useful for ArcoNet, since token-pass ing protocols offer predictable message delays.
Low-Level Protocols
Three issues are important in designing data-link, network, and transport protocols for ArcoNet. The first is error detection and recovery. It must be possible to detect and correct errors due to noisy transmission media, and ArcoNet's real-time nature further demands that this be done quickly. The second issue is that different levels of transport service will be required. A big file trans fer from a computer to a sequencer cannot be allowed to clog up the network and delay event-signal messages. Third, the protocols must avoid deudlock and staruutzon. Deadlock occurs when two stations are stuck, each waiting for a message from the other before proceeding. Starvation occurs when some station is never allowed to trans mit (or is not allowed to do so sufficiently often). These two possibilities must also be avoided at the session and application levels.
Presentation-Level Protocols
ArcoNet will need a common format for signalling events across the network. Each event typically will be represented by a short message from one station to one or more others, indicating only a single number representing the type of event. Although this is a presentationlevel concept, it must be supported by lower-level protocols to ensure that event signals can be sent and received with very short and deterministic delays.
A variety of useful presentation-level protocols, or data-encoding schemes, have been defined. These include ASCII (American Standard Code for Information Interchange) for text, NAPLPS [ 10,111 for videotex, and the MIDI messages for musical events. It is important to note that ArcoNet can and should support these existing protocols as well as new ones that may be defined later.
SURVEY OF EXISTING DATA TECHNOLOGIES
This section discusses some of the leading LAN and data-interface technologies in current use and assesses their applicability to ArcoNet.
COMMUNICATION MIDI: A Discussion and Critique
The Music Instrument Digital Interface [ 12,131 is an interface standard primarily designed for point-to-point connections among synthesizers, computers and signal processors. In terms of the I S 0 reference model, MIDI defines a physical layer (MIDI cables and connectors), a data-link layer (the 31.25 Mbps serial transmission method) and a presentation layer (the various messages and their meanings).
It is a tribute to the success of this standard that most new synthesis and signal-processing products since about 1982 have been equipped with MIDI interfaces. This success has led some manufacturers to see MIDI as the basis for integrating all equipment in a studio or real-time setup in a kind of LAN. MIDI is not, however, suitable as a basis for a usable LAN for several reasons.
First, MIDI is a simplex medium.
Each MIDI connection carries data in one direction only, from a sender to'a receiver, without permitting the receiver to respond in any way. Such an acknowledgment capability is vital for error-correction protocols. (Error-correcting codes exist for use with simplex channels, but they are quite inefficient.) Second, MIDI's data rate of 31,250 bits per second is too slow for use in a multi-access network. When driving several synthesizers on different MIDI channels from a single MIDI port, the narrow bandwidth limits playback speed.
Third, MIDI provides only 16 logical channels or station addresses. To be useful, a LAN should provide at least 256 addresses.
Fourth, MIDI is not a multi-access system. It is possible to link several devices to a single MIDI channel, but only one device is allowed to transmit. Although various MIDI mixers have been developed in an attempt to circumvent this, the MIDI standard itself makes no provision for multiple transmitters sharing the same line.
Finally, although a revised MIDI I1
standard is anticipated that presumably will clear up some of MIDI's present defects, it is unlikely to be sufficiently 
PING NETWORK
improved to form the basis for a useful LAN. This is because MIDI is essentially an interface standard for connecting one device to another, rather than a multi-access network standard.
Commercial LAN Products
Virtually all commercial LANs are designed to allow computer resources (i.e. processors, printers, disks) to be shared within an office environment. Hence they tend to be designed for large data transfers rather than for short messages, and for the efficient use of costly cable rather than for real-time performance over inexpensive cable. These differences make it unlikely that commercial IAN products would be usable, unchanged, for ArcoNet.
Probably the best-known LAN design is Ethernet [ 141. This is a contentionbased bus topology network using baseband signaling (usually at 10 Mbps) over special coaxial cable. Ethernet pioneered the CSMA/CD access method (Carrier Sense Multiple Access with Collision Detection), which uses the cable bandwidth well but places no upper limit on the time a message takes to reach its destination. This makes Ethernet unsuitable for demanding real-time applications.
Haugdahl [ 151 has surveyed the LAN product offerings for the IBM PC and compatible machines and reports that in 1984 a plethora of totally incompatible systems was available. None of these products is likely to be usable unchanged for ArcoNet, but some of them embody excellent design ideas that should be examined carefully.
Mitrenet [16] is a broadband bus network that uses standard community antenna television (CATV) cable. It carries one or more digital data channels using CSMA/CD and permits several video, FM radio and voice channels to share the same cable. Elements of this product's subnet design might be adapted for ArcoNet.
IBM Corporation uses its own token network [17] which is a baseband coaxial cable ring network using token passing for access control. The fact that this network conforms to the IEEE 802 standard for token ring systems adds extra weight to the 802 standards. The cost of IBM's network components is very high, however, so they will probably not be usable for ArcoNet.
The General Purpose Interface Bus (GPIB)
Another bus technology is the GPIB (also called the IEEE 488 bus), developed by Hewlett-Packard Corporation [ 181. This is a parallel bus (where several bits can be sent at once) designed for connecting electronic testing equipment to a computer. The GPIB's distance restrictions are not as serious as those of a general-purpose computer bus. Once again, though, the cost of multi-conductor cables makes this technology unsuitable for ArcoNet.
Other High-speed Interfaces
Some synthesizer and signal-processor manufacturers have looked to higherspeed standard interfaces, available on some microcomputers, as alternatives to MIDI. An example is Kurzweil Instruments's use of the RS422 port on the Apple Macintosh computer, designed by Byrd and Yavelow [ 191. These interfaces, offering speeds up to about 1 Mbps, are still designed for point-to-point connections rather than networking. With a true LAN, such connections would be useful for moving data between specific devices and the network itself.
DESIGN DIRECTIONS FOR ARCONET
The final ArcoNet specification must represent a consensus of all interested parties, so at this stage it is too early to prescribe the network in detail; but given the discussion of LAN design and technology in the previous two sections, we can identify at least some desirable aspects of the proposed network.
The I S 0 reference model for Open Systems Interconnection has been accepted as an international standard, and its items of reference are rapidly being assimilated into the vocabulary of design engineers. Hence the ArcoNet architecture should be specified in terms of this model.
The following paragraphs roughly follow the IS0 reference model from bottom to top in discussing aspects of ArcoNet's design.
The IEEE 802 draft standards for local-area network subnets are also being accepted by engineers, and it seems likely that these standardswill be implemented in commercial LSI chips. ArcoNet will benefit, in following these standards, by being able to use these chips.
The LAN subnet will likely have a bus or ring topology, using coaxial or twisted-pair cables. The cables should be inexpensive but also durable and reliable, since ArcoNet networks will need to be set up and taken down regularly in live performance applications. CATV cable would be a good choice, because it is inexpensive and easy to terminate (the connectors are cheap and can be assembled without soldering).
Existing physical and data-link standards, such as MIDI, RS232 and RS422, should be embraced for connecting equipment to ArcoNet node proces-
sors.
Each node processor should contain a microprocessor, memory, and a network interface based on a standard LSI chip. This chip will implement a standard link protocol, and firmware for the microprocessor will implement a network-level protocol to provide for delivery of messages from any station to any other station or group of stations, with automatic error detection and acknowledgment of receipt. For reliable real-time operation, a deterministicdelay access method such as token passing should be chosen.
At the transport level, at least three classes of service should be available. A raw service, providing for fast transmission of messages from one station to one or more others, with acknowledgment but no error correction, could be used for digitized voice transmission. A datagram service would provide message transmission with error correction and would be used for most event signaling. A virtual circuit service, using automatic buffering to allow stations to communicate on a byte-stream basis, would be useful for MIDI information.
At the session level, polling and acknowledgment message classes should be defined, together with a way of sending programs to the microprocessors in each station. At the presentation level, a class of event-signal messages would also be needed, each event being r e p resented by a number in the message, with network control software (at the application level) defining the correspondence of events to event numbers.
Standard ways of using existing presentation-level protocols within ArcoNet should be defined. For example, MIDI messages would usually be sent over virtualcircuit connections, using packet buffering software that know enough about MIDI to operate eficiently without delaying messages.
The ArcoNet specification will have to include some statements about the kind of network management software that will exist at the application level. Such software will probably reside in one master station and will take care of network configuration, testing, detection of station failures, assignment of event numbers to potential events and the synchronization of real-time signals across the network.
After configuration, software distributed across the network would be concerned with the playback of sequences. Since sequences would be cued by predefined event signals, it would be pos sible to specify alternative subsequences to be executed conditionally, depending on which of several cues was received at a given time. This would help the artist escape the 'tyranny of tape', under which once a sequence playback is started it generally cannot be stopped or modified to match live action.
Application-level software for ArcoNet will operate primarily through the transfer of brief messages between stations. In keeping with earlier suggestions about conformance to international standards, this software should conform to the CCIlT's X.400 recommendations for Message Handling Sys tems insofar as possible.
GETTING THERE FROM
HERE
If a standard LAN, designed specifically for the needs of artists working with integrated media, is desirable, we must take steps to develop and promote it.
We have already mentioned the im-
The alternative, however, is anarchy, which seldom yields an optimal outcome.
