Abstract. Given a fixed multigraph H, possibly containing loops, with V (H) = {h 1 , . . . , hm}, we say that a graph G is H-linked if for every choice of m vertices v 1 , . . . , vm in G, there exists a subdivision of H in G such that v i is the branch vertex representing h i (for all i). This generalizes the concept of k-linked graphs (as well as a number of other well-known path or cycle properties). In this paper we determine a sharp lower bound on δ(G) (which depends upon H) such that each graph G on at least 10(|V (H)| + |E(H)|) vertices satisfying this bound is H-linked.
then every graph G of order n ≥ 5k + 6 with δ(G) ≥ It was also verified in [7] that under the conditions of Theorem 1, any H-subdivision in G can be extended to an H-subdivision that spans V (G). This extended an earlier result of Kierstead, Sárközy, and Selkow [4] on k-ordered graphs. Extension results like this and that of [2] provide a framework for generalizing both linkage and strong Hamiltonian-type results, as both involve questions on spanning subgraphs.
In [6] , the work in [7] was sharpened. At the same time a result similar to that of [6] was shown in [1] .
Let B(H) denote the maximum number of edges in an edge-cut of H. In terms of B(H), the main results in [6] and [1] can be summarized as follows.
Theorem 2. Every simple graph G of order n with δ(G) ≥ n+B(H) 2

− 1 is H-linked provided
(i) See [6] . H is a loopless connected multigraph with k edges and δ(H) ≥ 2 and G is of order n ≥ 7.5k. (ii) See [1] . H is a connected multigraph, possibly containing loops, and G is of sufficiently large order n. The purpose of this paper is to provide a merging of ideas from [6] and [1] and to prove a more general result describing the situations also for disconnected graphs H. That is, we wish to show for all multigraphs H, possibly containing loops, a sharp lower bound on δ(G) sufficient to ensure that each graph G on at least 10 
(|V (H)| + |E(H)|)
vertices will be H-linked. It turns out that for disconnected H, the bound is more sophisticated.
We will say that a multigraph H is uneven if it does not contain even cycles.
Denote by c(H) the number of uneven components of H. Let b(H) = |V (H)| − 1 if H is uneven, B(H) + c(H) otherwise.
Note that for uneven graphs, the value b(H) = |V (H)| − 1 is exactly one less than that from the second part of the formula.
Our proof is based on the proof in [6] , modified to handle the more general conditions on H. Our main result is the following theorem.
Theorem 3. Let H be a multigraph with e(H) edges (loops or nonloops) and let k 1 = k 1 (H) = e(H) + c(H).
Let G be a simple graph of order n ≥ 9.5(k 1 + 1). If
then G is H-linked. Moreover, every injective mapping f : V (H) → V (G) can be extended to an H-subdivision in G containing at most 5k 1 + 2 vertices.
Restriction (1.1) cannot be weakened. In the next section we will prove this and derive some simple facts on edge cuts in connected graphs. In the subsequent three sections we prove Theorem 3 for the case of loopless H, and in the final section we prove the theorem in full generality. We briefly discuss the ideas of the proof at the end of section 3.
On edge cuts and constructions.
It is well known (see, e.g., [9, p. 51 
Otherwise, since H is connected, there is a vertex w 2m+1 adjacent to V 1 ∪ V 2 . If w 2m+1 is adjacent to V 1 , then we add it to V 2 , otherwise add it to V 1 . In any case, the number of edges between the new V 1 and V 2 is greater than between the old ones. We continue adding vertices to V 1 ∪ V 2 so that with each added vertex, the number of edges between V 1 and V 2 grows by at least one. When we add the last vertex of H, we get a partition (V 1 , V 2 ) of V (H) such that the number of edges between V 1 and V 2 is at least |V (H)|. Now we show that restriction (1.1) in Theorem 3 cannot be weakened. Suppose first that the multigraph H has no uneven components. 
. Thus, (1.1) is necessary in this case. Suppose now that H has both uneven components and components containing even cycles. Let H 0 be the subgraph of H induced by all uneven components of H and H 1 be the subgraph of H induced by all other components. By our definition and Lemma 4,
. Consider the same graph G as the previous paragraph. Let the mapping f be such that the image of X 1 is completely 
In this case, if an n-vertex graph G satisfies the conditions of the theorem, then δ(G) ≥ (n − 1)/2. Therefore u 1 and v 1 are either adjacent or have a common neighbor. This settles the case of H = K 2 , and from now on we assume that either H is connected and has a cycle or has no uneven components. In this case,
For each edge e j = u
(1) If H has no vertices of degree one, then for every j, let β(e j , u 
β(e, u 0 ) = 1, and hence
Say that a family C of the form {P 1 , . . . , P k } is a partial H-linkage if each P j is either the set {u j , v j } or a u j , v j -path and the following conditions hold:
and α is the number of P j -s that are paths; (II) The internal vertices of the paths P j 's are pairwise disjoint and disjoint from W .
This family satisfies the properties (I) and (II) above with X = k j=1 {u j , v j } = W and α = 0. Therefore, C 0 is a partial H-linkage.
A partial H-linkage C = {P 1 , . . . , P k } is optimal, if as many P j -s as possible are paths and, subject to this, the set X = k j=1 V (P j ) is as small as possible. We will prove that an optimal partial H-linkage is an H-subdivision. This will imply our theorem (for loopless H).
Suppose, to the contrary, that C = {P 1 , . . . , P k } is an optimal partial H-linkage but is not an H-subdivision. Let, for definiteness,
By (1.1) and (2.1), each of A and B has size at least
It follows that we may choose distinct a 1 , a 2 ∈ A and
Let l p be the number of P j 's of length p for p ≥ 1, and l 0 be the number of P j 's that are not paths. Then
We will assume that every path P j is of the form P j = u j , w 1,j , . . . , w pj −1,j , v j . Sometimes, for simplicity we will write p instead of p j and w i instead of w i,j if j is clear from the context. In the rest of the paper, for every j = 1, . . . , k and fixed a 1 , a 2 
In order to add an x, y-path to C and still satisfy condition (I), we are allowed to use only two additional vertices. In the next section, we prove that, for an optimal C, the set X satisfies an inequality stronger than (I) and this allows us to use five additional vertices when constructing an x, y-path. We will eventually show that if even with the help of that many vertices we are not able to create an x, y-path, possibly changing already constructed paths, then either x or y has a low degree.
Main lemma.
We begin with a lemma needed in the proof of Lemma 6. a 1 and a 2 ). Proof. If some z ∈ Z is adjacent to w i and w i+m for some m ≥ 3 (we treat u j as w 0 and v j as w p ), then we can replace P j by a shorter u j , v j -path, a contradiction to the optimality of C. This proves (i), and (ii) is a partial case of (i).
If x and y have interior neighbors at distance at most p − 3 in P j , then we can delete P j from C and add a shorter x, y-path. This proves (iii). The same trick proves (iv), completing the proof of the claim.
In order to prove (a), we consider several cases (depending on p).
Case 2. p = 1. Trivially,
Case 3. p = 2. If each of x and y is adjacent to w 1 and some z ∈ Z is adjacent to both u j and v j , then C is not optimal: we can replace P j by the path u j , z, v j and add the path xw 1 y. Otherwise, either M j ≤ 2(β + γ) + 1 and hence
or L j ≤ 4(λ + 1) and hence 3, β, γ) . Otherwise, because of the symmetry between A and B, we may assume that d j (a 1 ) + d j (a 2 ) > 5 and that d j (a 1 ) > 2.5. Then by (ii), we may assume that a 1 is adjacent to w 1 , w 2 , and v j and that a 2 is adjacent to w 1 and w 2 (and maybe to one more vertex). If yw 2 ∈ E(G), then we can replace P j with u j , w 1 , a 1 , v j and add the path x, a 2 , w 2 , y, a contradiction to the optimality of C. If neither x nor y is adjacent to 
Thus, we can assume that each of x and y has at most one interior neighbor in p, β, γ) . This completes the proof of (a) and hence, of Lemma 5.
Observe that every vertex w / ∈ X contributes to Σ at most 2: if w ∈ R, then it is not adjacent to x and y, and if w ∈ A (respectively, w ∈ B), then it is not adjacent to y, b 1 , and b 2 (respectively, to x, a 1 , and a 2 ). By definition, every vertex in V 0 is not adjacent to any vertex in Z, and therefore contributes at most 1 to Σ . Furthermore, every z ∈ Z contributes at most 1.5 to Σ , since it is not adjacent to itself. Therefore,
By Lemma 5, (3.2), and (3.5),
By (3.4) and (3.5), the last expression is equal to 2n+3k −|V
Combining this again with (3.4) and (3.5), we get Proof. Recall that by the definition of 1 nor a 2 is adjacent to a 1 or a 2 ). It follows that
Thus each vertex has at least 3 neighbors in
2 + 2 = 9.5k − 0.5, a contradiction. For the rest of the section, we fix some distinct a 1 , a 2 ∈ A and b 1 , b 2 ∈ B, and let A = A (a 1 , a 2 ) and B = B (b 1 , b 2 ) .
Lemma 10. Let C be optimal, 1 ≤ j ≤ k − 1, and either a, r, b, y) . Without loss of generality, assume that
Proof. Assume to the contrary that
If s and t are nonadjacent, then by Lemma 9, we have |(N (s)∩N (t))\X| ≥ 3, and therefore there exists q ∈ N (s)∩N (t)\(X ∪{a, b}). In this case, let P j = (u j , s, q, t, v j ) . In both cases, P j is a path disjoint from P k . Thus, in both cases we increase the number of P j -s that are paths by one and, by (4.5), maintain |X| ≤ |W | + 3k − 2b(H) + 2(α + 1) + 3. This is a contradiction which completes the proof.
Lemma 11. Let C be optimal, Proof. Suppose some w i for i < i ≤ p has a neighbor a ∈ A − a 0 . By the definition of A , u j has a neighbor a ∈ A − a 0 . By Lemma 9, the length of a shortest path P from a to a in G[A − a 0 ] is at most two. Thus, we can replace P j by the path (u j , a , P , a , w i , P j , v j ) (where P j is the part of P j connecting w i with v j ) and add the path P k = (x, a 0 , w i , b 0 , y) . The new set of α + 1 paths has at most |X| + 5 vertices, which by (4.5) is at most |W | + 3k − 2b(H) + 2(α + 1) + 3, a contradiction to the choice of C. Note that a similar argument works for w i .
Similarly to d j (v), let d j (u, v) denote the number of common neighbors of u and
= ∅ (otherwise we can find a path xazby not using any vertex of X), we have
Then we will find an edge cut in H with more than a, b) edges, a contradiction to (5.3). Let E be the set of edges e j in H such that an internal vertex of P j contains a vertex of N (a) ∩ N (b). Let V be the set of vertices u 0 in H such that the vertex f (u 0 ) (i.e., the branching
. By our assumption, no vertex in V is incident to an edge in E , and for each e j ∈ E , the path P j contains exactly one vertex of N (a) ∩ N (b). Thus, it is enough to find in H an edge cut of size greater than |E | + |V |.
Let V 0 denote the set of vertices in all components of H containing at least one edge of E ∪ {e k } and let H 0 be the subgraph of H induced by V 0 . Again by Lemma 10, for each e j ∈ E , either u j ∈ A − B and
, and y ∈ B − A . It follows that the set E ∪ {e k } is contained in an edge-cut in H. Let V 1 and V 2 be the disjoint subsets of V (H 0 ) such that (a) each edge in E ∪ {e k } is incident to a vertex in V 1 and a vertex in V 2 , and
If u 0 is adjacent to V 1 , then we add u 0 to V 2 , otherwise add it to V 1 . In any case the number of edges between the new V 1 and V 2 is greater than between the old ones. We continue adding vertices to V 1 ∪V 2 so that with each added vertex, the number of edges between V 1 and V 2 grows by at least one until we add all vertices of V 0 − (V 1 ∪ V 2 ). When we add the last vertex of H 0 , we get a partition (V 1 , V 2 ) of V 0 such that the number of edges between V 1 and V 2 is at least By Lemma 7, |A| + |B| > 2k. We may assume that |A| ≤ |B|. Thus |B| ≥ k. If |A| ≥ k, then since |B| ≥ k, for each a ∈ A there is some j(a) and b 1 (a) and b 2 (a) such that j(a) = j(a, b 1 (a)) = j(a, b 2 (a)). Furthermore, since |A| ≥ k, for some a 1 , a 2 ∈ A, the indices j(a 1 ) and j(a 2 ) are the same. This contradicts Lemma 13.
Thus we may assume that |A| < k. Since |B| ≥ k, for each a ∈ A there is some j(a) and b 1 (a) and
By Lemma 13, the indices j(a) are distinct for distinct a ∈ A and hence |J| = |A|. 
Since u j / ∈ B , we may assume that
we get a contradiction to Lemma 11 with a 0 = x, since w i a ∈ E(G). Thus,
By Lemma 14, x is not adjacent to at least |J| vertices in X − W . It also is not adjacent to itself. Thus,
which yields n ≤ 12k − 5b(H) − 4 < 9.5k − 6.5, a contradiction. This contradiction proves that an optimal partial H-linkage is an H-linkage in the case of loopless H. By condition (I) in the definition of a partial H-linkage, |X| ≤ |W | − 2b(H) + 5k + 3 ≤ 5k + 2.
6. Proof of the general case. As in section 2, it is enough to consider H that either has no uneven components or is connected and has an odd cycle other than a loop, or has at most two vertices. Let H have k nonloop edges and k loops, in total k = k + k edges. Recall that n ≥ 9.5(k 1 + 1), where Let H be the multigraph obtained from H by deleting all loops and let k 1 = k + c(H ). Since H is loopless, our theorem is proved for it, and thus f can be extended to an H -subdivision in G on at most 5k 1 + 2 vertices. If H has an acyclic component, then so does H, and hence by the above, |V (H )| ≤ 2. It was observed in section 3 that in this case G has a subdivision of H on at most 3 vertices. Thus, in either case, f can be extended to an H -subdivision in G on at most 5k + 2 vertices. Among such H -subdivisions choose one, say, F 1 , with the fewest vertices and let X 1 = V (F 1 ). We will extend F 1 to a partial H-subdivision F such that:
(I ) as many loops as possible are mapped to internally disjoint cycles of length at most 4, and (II ) among partial H-subdivisions satisfying (I ), the set X = V (F ) has the smallest size. We claim that such a partial H-subdivision is actually an H-subdivision. Suppose not, then we may assume that F represents the images g(e j ) for 1 ≤ j ≤ q, where k ≤ q ≤ k − 1.
First we observe that by the minimality of F 1 and F , every vertex outside X has at most 3 neighbors in g(e j ) for each 1 ≤ j ≤ q.
Let e q+1 be a loop at vertex u 0 q+1 and u q+1 = f (u 0 q+1 ). Consider graph G = G − (X − u q+1 ).
If H is not an isolated vertex, then every x ∈ W is in X 1 (in fact, x belongs to g(e j ) for some 1 ≤ j ≤ k ), therefore, u q+1 has at most 3(q − k ) neighbors in X − X 1 by (I ). If H is an isolated vertex, then k = 0, V (H) = {u q+1 }, and u q+1 has at most 2q neighbors in X. It follows that It follows that 2n < 15k, a contradiction.
