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Abstract 
Fuzzy entropy clustering (FEC) is sensitive to noises the same as fuzzy c-means (FCM) clustering because the 
probabilistic constraints in their memberships. To solve this noise sensitive problem of FCM, Krishnapuram and 
Keller have presented the possibilistic c-means (PCM) clustering by abandoning the constraints of FCM. A 
possibilistic type of fuzzy entropy clustering is proposed based on fuzzy entropy clustering and possibilistic c-means 
clustering. The proposed algorithm deals with noisy data better than FEC. Furthermore, the parameters of PCM is 
optimized using possibilistic clustering trick. Our experiments show that FEC is sensitive to noises while our 
proposed algorithm is insensitive to noises and has better clustering accuracy than FEC. 
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1. Introduction 
Since Zadeh introduced the fuzzy set [1], it has advanced in many disciplines, such as control theory, 
optimization, pattern recognition, image processing, data mining, etc, in which information is incomplete 
or imprecise. The fuzzy clustering based on fuzzy set theory is used to deal with ill-defined boundaries 
between clusters. The well-known fuzzy c-means (FCM) clustering is conceived by Dunn and generalized 
by Bezdek [2]. FCM that is based on least-squared error clustering criterion assigns the memberships of a 
data point across classes sum to one by the probabilistic constraint. This constraint avoids the trivial 
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solution of all memberships being equal to 0, and it is appropriate to interpret memberships as degrees of 
sharing. However, the memberships do not always correspond to the intuitive concept of degree of belong 
or compatibility. Furthermore, the FCM is sensitive to noises. To overcome these disadvantages 
Krishnapuram and Keller have presented the possibilistic c-means (PCM) clustering [3] by abandoning 
the constraint of FCM and constructing a novel objective function. The PCM can deal with noisy data 
better than FCM. Inspired by Shannon’s statistical entropy theory, fuzzy entropy clustering (FEC) models 
[4,5,6] have been proposed. Based on maximum entropy inference in fuzzy clustering, FEC assigns the 
memberships of a data point across classes sum to one by the probabilistic constraints the same as FCM. 
To overcome the noises sensitivity problem of FEC, in this paper, a possibilistic type of fuzzy entropy 
clustering (PTFEC) is proposed based on fuzzy entropy clustering and possibilistic c-means clustering. 
The proposed algorithm deals with noisy data better than FEC. Furthermore, the parameters of PCM is 
optimized using possibilistic clustering trick. 
2. Possibilistic c-means clustering with optimised parameters 
Possibilistic c-means clustering (PCM) [3] is a model-seeking algorithm, and it abandons the 
probabilistic constraints used by FCM. The objective function of PCM is described as follows: 
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Here  0 1ikt≤ ≤ , 1,m > ik k iD x ν= − . And c is the number of clusters, n is the number of data 
points,  is the typicality of ikt kx  in class , and it depends on all data. Krishnapuram and Keller suggest 
choosing the parameters 
i
iη  that are positive constants by computing [3] 
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In this section, we use the technique that comes from possibilistic clustering algorithm (PCA) [7] to 
compute the parameters iη . Inspired by PCA algorithm, we define the objective function of the new 
PCM as follows: 
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Here the parameter  is a normalization term that measures the degree of separation of the data set, and 
it is reasonable to define as the sample co-variance. That is: 
2σ
2σ
22
1
1 n
kk
x x
n
σ
=
= −∑  with 11 n jjx = n =∑ x                                                              (4) 
Minimizing equation (3) is optimized under constraints and the following equations are obtained: 
2 2
2exp( ), ,
ik
ik
m cDt
σ
= − ∀i k                                                                                            (5) 
1995FU Hai-Jun et al. / Procedia Engineering 15 (2011) 1993 – 1997 FU Hai-Jun，et al / Procedia Engineering 00 (2011) 000–000 3 
1 ,
n
ik k
k
i n
t x
ν i==
∑
1
ik
k
t
=
∀
∑
                                                                                                            (6) 
3. Possibilistic type of FEC 
Because the fuzzy entropy clustering is sensitive to noises, we combine the possibilistic c-means 
clustering with optimized parameters and fuzzy entropy clustering to propose a possibilistic type of FEC 
(PTFEC). The possibilistic type of FEC has no probabilistic constraints, so it is insensitive to noises. Its 
objective function is given as follows: 
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To minimize equation (7), subject to the constraints , we obtain the following equations: 0 ikt≤ ≤1
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If 0ik k iD x ν= − >  for all  and k≥1, and X contains c<n distinct data points, then the algorithm 
described below is called PTFEC -AO algorithm: 
i
 
Initialization 
(1) Run FCM until termination to obtain the class center V as V(0) used by PTFEC, and use Eq.(4) to 
calculate the parameter ; 2σ
(2) Fix c, 1<c<n;  
(3) Set iteration counter r =1 and maximum iteration rmax; 
Repeat  
Step 1 Update membership T(r) by Eq.(8); 
Step 2 Update V(r) by Eq.(9); 
Step 3 Increment r;  
Until   ( ( ) ( 1)V Vr r ε−− < ) or (r> rmax) 
4. Experiments 
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We conduct numerical experiments on data set X12 [8,9] by running FCM-AO, FEC-AO and PTFEC-
AO, respectively. X12 contains 12 data points whose coordinates are given in [8,9]. X12={ x1, x2,…, x12}. 
There are ten points (except x6 and x12) form two diamond shaped clusters with five points each on the 
left and right sides of the y axis. Here x6 and x12 are noises or outliers and they are equidistant from all 
corresponding pairs of points in the two clusters. Computational condition: =0.00001, rmax = 100, m 
=2.0, 
ε
λ =1.0. From table 1, the membership values of x6 and x12 assigned by FEC are: u16=0.89, u26=0.11 
and u112=0.00, u212=1.00. According these membership values x6 should belongs to class 1 and x12 should 
belongs to class 2. But in fact, x6 and x12 are noisy points. So FEC is also sensitive to noises. PTFEC 
abandons the probabilistic constraint in FEC. The typicality values of x6 and x12 are small from PTFEC 
algorithm. Because x12 is farther away from cluster centers than x6, the PCM assigns the smaller typicality 
values of x12 than those of x6. This reflects the real situations. That is to say, x6 and x12 are more atypical 
than other 10 data points. So PTFEC can distinguish the noises from datasets. 
Table 1. Terminal U and T from FEC and PTFEC 
No. FEC PTFEC 
 
1U
T  
2U
T
1
TT 2
TT
1 1.00 0.06 0.29 0.00 
2 1.00 0.03 0.32 0.00 
3 1.00 0.01 0.74 0.00 
4 1.00 0.10 0.32 0.00 
5 1.00 0.09 0.36 0.00 
6 0.89 0.11 0.03 0.03 
7 0.00 1.00 0.00 0.36 
8 0.00 1.00 0.00 0.32 
9 0.00 1.00 0.00 0.74 
10 0.00 1.00 0.00 0.32 
11 0.00 1.00 0.00 0.29 
12 0.00 1.00 0.00 0.00 
Table 2. Clustering Accuracy from FEC and PTFEC on IRIS Data Set  
λ FEC PTFEC 
0.1 89.3% 92.7% 
0.2 88.7% 92.0% 
0.3 88.7% 92.0% 
0.4 89.3% 91.3% 
0.5 89.3% 91.3% 
0.6 89.3% 92.0% 
0.7 90.0% 92.0% 
0.8 90.0% 92.0% 
0.9 89.3% 91.3% 
1.0 89.3% 91.3% 
 
We perform experiments by running FEC-AO and PTFEC-AO on the IRIS data set [10] that is widely 
used in experiments. It is a four-dimensional data set that includes three classes: Setosa, Versilcolor and 
Viginica and each class has 50 data points. The computational condition is =0.00001, maximum 
number of iterations rmax = 100, and the initialization of cluster centers 
ε
0
0.4326 0.2877 1.1892 0.1746
1.6656 1.1465 0.0376 0.1867
0.1253 1.1909 0.3273 0.7258
−⎡ ⎤
⎢ ⎥
= − − − −⎢ ⎥
⎢ ⎥⎣ ⎦
V  
We change the value of λ , and the clustering accuracy of from FEC and PTFEC on IRIS data set are 
illustrated in Table 2. From Table 2 we know PTFEC has better clustering accuracy than FEC. 
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5. The results 
In this paper, we propose a new possibilistic clustering model called possibilistic type of fuzzy entropy 
clustering (PTFEC) for extending fuzzy entropy clustering (FEC) to its possibilistic type. PTFEC 
combines the advantages of FEC and PCM, and overcomes their defects. We make experiments on data 
set X12 to find that PTFEC is more insensitive to noises than FEC. Next example is that we make 
experiments on IRIS data set. The experimental results show that PTFEC has better clustering accuracy 
than FEC. 
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