In this paper, we consider the tensor eigenvalue complementarity problem which is closely related to the optimality conditions for polynomial optimization, as well as a class of differential inclusions with nonconvex processes. By introducing an NCPfunction, we reformulate the tensor eigenvalue complementarity problem as a system of nonlinear equations. We show that this function is strongly semismooth but not differentiable, in which case the classical smoothing methods cannot apply. Furthermore, we propose a damped semismooth Newton method for tensor eigenvalue complementarity problem. A new procedure to evaluate an element of the generalized Jocobian is given, which turns out to be an element of the B-subdifferential under mild assumptions. As a result, the convergence of the damped semismooth Newton method is guaranteed by existing results. The numerical experiments also show that our method is efficient and promising.
Introduction
Complementarity problems has developed into a very fruitful discipline in the field of mathematical programming, which were originally studied in the standard optimality conditions for linear and smooth nonlinear optimization. The distinguishing feature of a complementarity problem is a set of complementarity conditions. Each of these conditions requires that the product of two or more quantities should be zero. They appear prominently in the study of equilibria problems and arise naturally in numerous applications from economics, engineering and the sciences [14] .
As a special type of complementarity problems, the matrix eigenvalue complementarity problem has also been well-studied for the last decade, which first appeared in the stability analysis of finite dimensional mechanical systems with frictional contact [10] . Mathematically speaking, given a matrix A ∈ R n×n and a positive definite matrix B ∈ R n×n , the matrix eigenvalue complementarity problem [19, 34] consists of finding a scalar λ > 0 and a vector x ∈ R n \ {0} such that
where ·, · denotes the inner product of two vectors. For more details about matrix eigenvalue complementarity problems and their applications, the readers are referred to [1, 11, 12, 18, 20] . Meanwhile, as a natural extension of the concept of matrices, a real mth order ndimensional tensor A = (a i 1 ...im ) is a multidimensional array with each entry a i 1 ...im ∈ R for any i 1 , . . . , i m ∈ [n], where [n] = {1, 2, . . . , n}. Denote the set of all real mth order n-dimensional tensors by T m,n . For any vector x ∈ R n , let Ax m−1 be a vector in R n whose ith component is defined by
a ii 2 ...im x i 2 . . . x im .
And let Ax m be the scale denoted by Ax m = x ⊤ Ax m−1 , which is exactly a homogeneous polynomial of x with degree m. We say a tensor A is symmetric if its entries are invariant under permutation. Denote the set of all real symmetric mth order n-dimensional tensors by S m,n . A tensor A ∈ S m,n is called positive definite if Ax m > 0 for all x = 0. Clearly, when m is odd, there is no positive definite tensors. It is possible that the ideas of eigenvalues of tensors had been raised earlier. However, it was the independent work of Lim [24] and Qi [30] that initiated the rapid developments of the spectral theory of tensors. Moreover, these definitions can all be unified under generalized tensor eigenpair framework as follows, introduced by Chang, Pearson and Zhang [4] . Let A, B ∈ T m,n . Assume further that m is even and B is positive definite. We say (λ, x) ∈ C × {C n \ {0}} is a generalized eigenpair if
Different choices of B yield different versions of the tensor eigenvalue problem [4, 21] . After that, the study of tensors and the spectra of tensors with their various applications has attracted extensive attention and interest.
In this paper, we consider the tensor eigenvalue complementarity problem (TEiCP), which consists of finding a scalar λ > 0 and a vector x ∈ R n \ {0} such that
where A ∈ T m,n and B ∈ S m,n is positive definite. This problem is not only a natural generalization of the classical eigenvalue complementarity problem for matrices, but also closely related to the optimality conditions for polynomial optimization [36] , a kind of nonlinear differential dynamical system [8] , as well as a class of differential inclusions with nonconvex processes [22] . In particular, without the constraint λ > 0, any solution λ of (1) is called a Pareto H-eigenvalue or a Pareto Z-eigenvalue by Song and Qi [36] when tensor B has different special forms, respectively. The properties of Pareto eigenvalues and their relationship with polynomial optimization are also studied in [36] . The general properties of TEiCP, including the solution existence and uniqueness, are systematically investigated by Chen, Yang and Ye [8] . Note that the eigenvalue complementarity problem under a given index set is also considered in [8] . When the nonnegative cones in (1) are replaced by a closed convex cone and its dual cone, TEiCP is called the cone eigenvalue complementarity problem for high-order tensors by Ling, He and Qi [22] . Moreover, as a natural extension of quadratic eigenvalue complementarity problem for matrices, Ling, He and Qi [23] also consider the high-degree eigenvalue complementarity problem for tensors. Some properties of Pareto eigenvalues are further studied in [39] . Another kind of complementarity problems related to tensors is considered in [5, 16, 25, 35] . On the other hand, some algorithms for computing the solutions of TEiCP have been proposed, such as shifted projected power method [8] , scaling-and-projection algorithm [22] and alternating direction method of multipliers [23] . Notice that all these methods are first order algorithms that are based on gradient information. In this paper, we present a semismooth Newton method for computing the solutions of TEiCP. It turns out that TEiCP is a parameterized nonlinear complementarity problem. By introducing an NCP-function to get rid of the nonnegative constraints in (1), we reformulate it as a system of nonsmooth operator equations. The main difficulty is that this function is not differentiable. As a result, the classical Newton method cannot apply. Fortunately, this function is strongly semismooth and the semismooth Newton method has been well studied since the work of Qi and Sun [32] . In order to implement the semismooth Newton method, we also propose a new procedure to evaluate an element of the generalized Jacobian, which turns out to be an element of the B-subdifferential under some mild assumptions. The numerical results indicate that our method is efficient to compute the solutions of TEiCP.
The rest of this paper is organized as follows. In Section 2, we recall some basic definitions and results in nonsmooth analysis and nonlinear complementarity problem. In Section 3, we reformulate TEiCP as a system of nonlinear equations. In Section 4, we present a damped semismooth Newton method for TEiCP, as well as convergence analysis. Some numerical results are reported in Section 5. In Section 6, we give two final remarks.
Throughout this paper, we assume that m is even and B ∈ S m,n is positive definite. We use small letters x, y, . . . , for scalers, small bold letters x, y, . . . , for vectors, capital letters A, B, . . . , for matrices, calligraphic letters A, B, . . . , for tensors. All the tensors discussed in this paper are real.
Preliminaries
In this section, we present some basic definitions and properties in nonsmooth analysis and nonlinear complementarity problem, which will be used in the sequel.
Suppose that F : denote the set of points at which F is differentiable. For any x ∈ D F , we write JF (x) for the usual n 2 × n 1 Jacobian matrix of partial derivatives. The B-subdifferential of F at x ∈ U is the set defined by
And Clark's generalized Jacobian of F at x is the set defined by
where "co" denotes the convex hull. In the case n 2 = 1, ∂F (x) is called the generalized gradient. Some fundamental properties about generalized Jacobian are given as follows. For more details, one can refer to [9] .
Proposition 1 Suppose that the function F : U ⊆ R n 1 → R n 2 is locally Lipschitz, where U
is nonempty and open. Then for any x ∈ U, we have (a) ∂F (x) is a nonempty convex compact subset of R n 2 ×n 1 ;
the latter denotes the set of all matrices whose ith row belongs to ∂f i (x) for each i. Vd exists for all d ∈ R n . If F is semismooth at all x ∈ U, we call F semismooth on U. And the function F is called strongly semismooth [33] if it is semismooth and for any x ∈ U and
where
It is worth mentioning [32] that if the function F is semismooth, the directional derivative
Vd.
We say that F is strongly BD-regular at x if all V ∈ ∂ B F (x) are nonsingular. These concepts can be very important for the convergence analysis of semismooth Newton method. In the following, the classical nonlinear complementarity problem is introduced. And it will be shown in the next section that tensor eigenvalue complementarity problem is a special kind of parameterized nonlinear complementarity problem.
Definition 1 Given a mapping
n , the nonlinear complementarity problem, denoted by NCP(F ), is to find a vector x ∈ R n satisfying
Many solution methods developed for NCP or related problems are based on reformulating them as a system of equations using so-called NCP-functions. Here, a function φ :
Given an NCP-function φ, let us define
By definition, x ∈ R n is a solution of NCP(F ) if and only if it solves the system of equations
Here, we present some NCP-functions which are widely used in nonlinear complementarity problems. For more details about NCP-functions and their smoothing approximations, one can refer to [31, 37, 40, 41] and references therein.
• The min function [38] φ min (a, b) := a − (a − b) + .
• The Fischer-Burmeister function [15] φ
• The penalized Fischer-Burmeister function [6] 
where τ ∈ (0, 1).
Here, x + = max{x, 0} for x ∈ R. It has been shown that all these NCP-functions are globally Lipschitz continuous, directionally differentiable, and strongly semismooth. And their generalized gradients are given as follows.
where v is any scalar in the interval [0, 1].
where (σ, η) is any vector satisfying (σ, η) ≤ 1.
(c) For any τ ∈ (0, 1), the generalized gradient ∂φ τ (a, b) is equal to the set of all (v a , v b ) such that
where (σ, η) is any vector satisfying (σ, η) ≤ 1 and
Reformulation
Suppose that m is even. As mentioned before, the tensor eigenvalue complementarity problem has the form of
where A ∈ T m,n and B ∈ S m,n is positive definite. Note that any solution with w = 0 is a generalized tensor eigenpair of (A, B). Denote the solution set of (1) by σ(A, B), i.e.,
for any s > 0. Without loss of generality, we only consider the solution satisfying x 2 = 1. On the other hand, it is clear that σ(A, B) = σ(Ã, B), whereÃ ∈ T m,n is the unique semi-symmetric tensor [27] such that Ax m−1 =Ãx m−1 for all x ∈ R n . Hence, we always assume that A ∈ T m,n is semi-symmetric.
By introducing a new variable t ∈ R, we denote
As a result, TEiCP can be regarded as a parameterized nonlinear complementarity problem, i.e.,
with the constraint x ⊤ x = 1. It follows that the TEiCP can be represented compactly by the system of nonlinear equations
where z = (x, t) ∈ R n+1 , t = 0, and H : R n+1 → R n+1 is defined by
where the mapping Φ : R n+1 → R n is given by
and φ(a, b) is an NCP-function. Moreover, a natural metric function of H(z) is given by
By using the techniques in nonlinear complementarity problem, we can see that finding a solution of TEiCP is equivalent to solve the corresponding system of nonlinear equations.
Proposition 3 Let H(z) be defined by (7) . If (λ, x) is a solution of (3) with x = 1, then
is a solution of (3) with x = 1.
Let H min (z), H F B (z) and H τ (z) be the functions defined by (7), corresponding to the NCP-functions φ min , φ F B and φ τ , respectively. In the following, we will show that these functions are all strongly semismooth, which can be very important for nonsmooth Newton methods.
Lemma 1
The functions Φ min (z), Φ F B (z) and Φ τ (z) are strongly semismooth, where Φ min (z), Φ F B (z) and Φ τ (z) are defined by (8) , corresponding to the NCP-functions φ min , φ F B and φ τ , respectively.
Proof. Notice that for any z = (x, t) ∈ R n+1 , the function F (z) = (t 2 B − A)x m−1 is continuously differentiable and its Jacobian JF (z) is locally Lipschitz continuous. It follows from Theorem 1 of [37] that Φ F B (z) and Φ λ (z) are strongly semismooth. Similarly, Φ min (z) is strongly semismooth since the composition of strongly semismooth functions is again strongly semismooth [26] . ✷
Theorem 1
The functions H min (z), H F B (z) and H τ (z) are strongly semismooth. Moreover, for any z ∈ R n+1 , we have
Proof. It is clear that H n+1 (z) = x ⊤ x − 1 is continuously differentiable. By Lemma 1, the functions Φ min (z), Φ F B (z) and Φ τ (z) are strongly semismooth. It follows that H min (z), H F B (z) and H τ (z) are strongly semismooth since all their components are strongly semismooth. Moreover, by Proposition 2.6.2 of [9] , (10) holds immediately. ✷
Semismooth Newton Method
In order to establish a semismooth Newton method for TEiCP, we need to obtain en element of ∂H(z). First, we have the following result.
Proposition 4 Suppose that the mapping F : R n 1 +n 2 → R n 1 is continuously differentiable and the function φ : R 2 → R is locally Lipschitz. Let Φ : R n 1 +n 2 → R n 1 be the mapping such
Then for any z ∈ R n 1 +n 2 , we have
Let F (z) be defined in (4) and φ(a, b) be one of the NCP-functions φ F B and φ τ . Since A ∈ T m,n is semi-symmetric, by simple computation, the Jacobian of F at z is given by
By Propositions 2 and 4, we can obtain the overestimation of ∂Φ F B (z) and ∂Φ τ (z), respectively. In the following, we present a procedure to obtain an element of ∂Φ τ (z) for any z ∈ R n+1 , where τ ∈ (0, 1]. Note that ∂Φ 1 (z) = ∂Φ F B (z).
Algorithm 1 A procedure to generate an element V ∈ ∂Φ τ (z)
Step 0. Given τ ∈ (0, 1], z = (x, t) ∈ R n+1 and let V i be the ith row of a matrix V ∈ R n×(n+1) .
Step 1.
Step 2. Let c ∈ R n such that c i = 1 for i ∈ S 1 ∪ S 2 ∪ S 3 and 0 otherwise.
Step 3. For i ∈ S 1 , set
Step 4. For i ∈ S 3 , set
Step 5. For i ∈ S 4 , set
Step 6. For i ∈ S 1 ∪ S 3 ∪ S 4 , set
For τ ∈ (0, 1), based on the overestimate of ∂Φ τ (z), we can see that under some assumptions, the matrix
is an element in the B-subdifferential of H τ at z, where V ∈ R n×(n+1) is the matrix generated by Algorithm 1 with τ ∈ (0, 1).
Theorem 2 Let z = (x, t) ∈ R n+1 be given and let V ∈ R n×(n+1) be the matrix generated by Algorithm 1 with τ ∈ (0, 1). Suppose that ∇ x F i (z) ⊤ c = 0 for all i ∈ S 3 . Then the matrix
Proof. Notice that H τ (z) is differentiable except the set
We shall generate a sequence {z k } ∞ k=1 ⊆ R n+1 \ Ω such that JH(z k ) tends to the matrix G.
Then the conclusion follows immediately by the definition of B-subdifferential. The conclusion is trivial if z ∈ Ω, i.e., S 1 ∪ S 2 ∪ S 3 = ∅. In the following, we suppose that z ∈ Ω, i.e.,
, where c ∈ R n is the vector given in
Step 2. It is clear that z
by Taylor-expansion, we have
where ζ k → z as k → ∞. Since ∇ x F i (z) ⊤ c = 0 for all i ∈ S 3 , by continuity, we have that for all i ∈ S 3 , F i (z k ) = 0 when k is large enough. Hence, there exists N > 0 such that
is differentiable for all k > N.
continuity, it is obvious that JH(z k ) i tends to the ith row of G. For i ∈ S 1 ∪ S 2 , we have
For i ∈ S 3 , it is not difficult to show that
Note that for i ∈ S 1 , by substituting (11), we have
Similarly,
It follows that for i ∈ S 1 ∪ S 2 ∪ S 3 , JH(z k ) i tends to the ith row of the matrix G. ✷
We also mention that H F B (z) is differentiable except the set
Hence, H F B (z) i is differentiable for all i ∈ S 3 . By a similar proof of Theorem 2, we can see that the matrix G = V 2x ⊤ 0 is exactly an element of ∂ B H F B (z) without any assumption, where V ∈ R n×(n+1) is the matrix generated by Algorithm 1 with τ = 1.
Theorem 3 Let z = (x, t) ∈ R n+1 be given and let V ∈ R n×(n+1) be the matrix generated by Algorithm 1 with τ = 1.
Now we present some properties of the metric functions Ψ F B (z) and Ψ τ (z).
Theorem 4
The metric function Ψ F B (z) and Ψ τ (z) defined in (9) is continuously differentiable with ∇Ψ(z) = G ⊤ H(z) for any G ∈ ∂H(z).
Proof. By known rules on the calculus of generalized gradients (see [9] , Theorem 2.6.6), it holds that ∂Ψ(z) = H(z) ⊤ ∂H(z). Since it is easy to check that H(z) ⊤ ∂H(z) is single valued everywhere because the zero components of H(z) cancel the "multivalued rows" of ∂H(z) , we have by the corollary to Theorem 2.2.4 in [9] that Ψ(z) is continuously differentiable. ✷
Note that the metric function Ψ min (z) is not continuously differentiable, which makes the generalized Newton direction not necessarily a descent direction. Now we present a damped Newton method for tensor eigenvalue complementarity problem. Here, we only take the NCP-functions φ F B and φ τ .
Algorithm 2 Damped semismooth Newton method for TEiCP
Step 0. Given ǫ > 0, ρ > 0, p > 2, β ∈ (0, 1 2 ) and choose z 0 = (x 0 , t 0 ) ∈ R n+1 . Set k = 0.
Step 1. If H(z k ) ≤ ǫ, stop. Otherwise, go to Step 2.
Step 2. Compute
where V k ∈ R n×(n+1) is the element of ∂Φ(z k ) generated by Algorithm 1. Find the solution d k of the system
If G k in (12) is ill-conditioned or if the condition
Step 3. Find the smallest i k = 0, 1, . . . such that α k = 2 −i k and
Step 4. Set k = k + 1 and go back to Step 1.
The global convergence of Algorithm 2 is also guaranteed by the following theorem, whose proof can be found in the papers [13, 28, 30] . Here, we make several remarks. First, if H(z k ) = 0 for some k, Algorithm 2 terminates right then with a zero solution of H(z). Second, by Theorem 1, H(z) is strongly semismooth. It follows from Lemma 2.3 of [30] that the directional differential H ′ (·, ·) is semicontinuous of degree 2 at z * . Then the convergence is quadratic if H(z) is strongly BD-regular at z * . Third, when H(z) is not strongly BD-regular at z * , i.e., there exists a singular matrix V ∈ ∂ B H(z * ), the local convergence is also established by using adaptive constructs of outer inverses [7] .
Numerical results
In this section, we present the numerical performance of the damped semismooth Newton method for the tensor eigenvalue complementarity problem. All codes were written by using Matlab Version R2012b and the Tensor Toolbox Version 2.5 [2] . And the numerical experiments were done on a laptop with an Intel Core i5-2430M CPU (2.4GHz) and RAM of 5.58GB.
In the implementation of Algorithm 2, we set the parameters ǫ = 10 −6 , ρ = 10 −10 , p = 2.1 and β = 10 −4 . We choose the penalized Fischer-Burmeister function with τ = 0.95.
Numerically, we say that the matrix G k in (12) is ill-conditioned if κ(G k ) ≥ 10 10 , where
denotes the condition number of the matrix M. We let Algorithm 2 run until any of the following situations occur:
Failure (converge to a stationary point but not a solution),
Success (a solution has been detected).
For simplicity, the positive definite tensor B ∈ S m,n is chosen by the identity tensor [21] , i.e., Bx m−1 = x for all x ⊤ x = 1 where m is even.
Our first numerical experiment concerns the symmetric tensor A ∈ S 6,4 described in Table 1 of [8] . We compare the numerical performance between damped semismooth Newton method and shifted projected power method [8] . It has been shown that this problem is solvable, i.e., the solution set is nonempty, since A is symmetric with a 111111 > 0 [8] . In order to get all possible solutions, we take 1000 random initial points for both methods. We adopt the following strategy: one generates a random vector x 0 ∈ R 4 with each element uniformly distributed on the open interval (0, 1), a scalar t 0 ∈ R drawn from the standard normal distribution N(0, 1), and then normalizes x 0 such that x 0 = 1. Note that for the shifted projected power method, the initial point x 0 needs to be chosen such that A(x 0 ) m > 0 while the damped semismooth Newton method do not have this constraint. We also record the time of finding the proper initial point for the shifted projected power method. The numerical results of these two methods are reported in Tables 1 and 2 , respectively. In Tables 1 and 2 , No. denotes the number of each solution detected by the method within 1000 random initial points. Ite. denotes the average number of iteration for each solution. In Table 1 , Time1 and Time2 denote the average time of finding the initial point and the average time of iteration in second, respectively. In Table 2 , Time denotes the average time of iteration and the values in bold are the solutions detected only by the damped semismooth Newton method.
Our second numerical experiment consist of applying the damped semismooth Newton method to a sample of 10 randomly generated tensors. Given order m and dimension n, the tensor A ∈ S m,n is generated as [8] , i.e., we select random entries from [−1, 1] and Table 1 : All possible solutions detected by the shifted projected power method for the tensor A given in Table 1 of [8] No. λ * symmetrize the result. To make TEiCP solvable, we reset its first entry by 0.5. The idea is measuring the rate of success of the damped semismooth Newton algorithm with a given number of initial points. The damped semismooth Newton algorithm is declared successful if a solution is found while working with a prescribed number of initial points (for instance, 1, 5, or 10). The outcome of this experiment is reported in Table 3 .
The third numerical experiment focuses on nonnegative tensors. As pointed out in [8] , there exists a unique solution for TEiCP when A ∈ T m,n is irreducible nonnegative and B = I ∈ S m,n , where I is the diagonal tensor with diagonal entries 1 and 0 otherwise. To be specific, this unique solution is exactly the largest H-eigenvalue of A, associated with the unique positive eigenvector. We generate a symmetric nonnegative tensor A ∈ S 6,4 with all entries randomly selected from (0, 1). The tensor A is given in Table 4 . We test the damped semismooth Newton method with the initial point x 0 = e/ e and t 0 = A(x 0 ) 6 /I(x 0 ) 6 , where e = (1, 1, . . . , 1) ⊤ ∈ R n . The iteration of Algorithm 2 is given in Table 5 . Here we also report the value of α k derived in Step 3 of Algorithm 2. It is worth mentioning that the damped semismooth Newton method can also work for nonsymmetric tensors while the shifted projected power method does not work. We test the damped semismooth Newton method for randomly generated nonnegative tensors with all entries selected from the interval (0, 1). Note that these nonnegative tensors are not symmetric in general, and the order m is not necessary to be even. We use the same initial point in the third numerical experiment. Interestingly, we find that the damped semismooth Newton method always converges to the unique solution. We summarize our numerical results in Table 6 . For each case, we use a sample of 100 random tensors to record the number of success (Suc.), the average number of iteration (Ite.), the average time of iteration (Time) and the average value of λ-solution (λ * ). Table 1 of [8] No. 
Final remarks
In this paper, we propose a damped semismooth Newton method for tensor eigenvalue complementarity problem. Here we make two final remarks.
1. Given an index set J ⊆ [n], the generalized tensor eigenvalue complementarity problem (TEiCP) J is also considered in [8] . In fact, we can also apply our damped semismooth Newton method to (TEiCP) J . Since the results are similar, we omit them in this paper.
2. From the numerical results, we may give a new way to compute the largest Heigenvalue of irreducible nonnegative tensors since this problem can be reformulated as a tensor eigenvalue complementarity problem equivalently.
