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(Received 22 April 2005; published 23 September 2005)0031-9007=Networks of oscillators produce vital activity in diverse natural systems. The dynamics of these
networks are frequently studied via computational models that assume weak coupling, yet this assumption
has not been experimentally validated. We applied weak stimuli to neuronal oscillators in Aplysia
californica and deconvolved infinitesimal phase response curves (IPRCs) that describe the phase response
of a neuron. We show that these IPRCs reliably predict the phase response for weak stimuli, independent
of the stimulus waveform used. These weak stimuli are in the range of normal synaptic activity for these
neurons, suggesting that weak coupling is a likely mechanism.
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FIG. 1. (a) Block diagram of the experimental setup.
(b) Sample voltage traces showing a typical period of the
neuronal oscillator and a perturbed period with the stimulus
applied at ts.Networks of oscillators are ubiquitous in biological,
chemical, and physical systems [1]. Models of these net-
works are used to understand the dynamics of complex
systems, such as entrainment and synchrony [2]. Phase
reduction techniques [3–5] have been employed to model
many types of these systems, including Josephson junc-
tions [6], semiconductor laser arrays [7], populations of
chemical oscillators [8], and neutrino flavor oscillations
[9]. These methods are also commonly used to study neural
dynamics [10–16]. In these theoretical studies, there is an
implicit assumption of weak coupling—that the response
model of a phase oscillator is the convolution of an intrin-
sic response function, often called an infinitesimal phase
response curve (IPRC), with the applied stimulus function.
Here we experimentally validate the feasibility of weak
coupling in a network of neural oscillators. We demon-
strate that for sufficiently weak inputs, the measured phase
response curves (PRCs) from a neural oscillator scale
linearly with stimulus amplitude. We also show that for
weak stimuli, nearly identical IPRCs, deconvolved from
PRCs, are obtained for different stimuli. This is the first
case of an experimentally measured PRC from a neuronal
oscillator being provably decomposed into a sensitivity
function and an influence function [3].




 wi  ZiSj; (1)
where  is the phase of an oscillator along its limit cycle, w
is the natural frequency of the oscillator, Z describes the
oscillator’s infinitesimal response (IPRC) as a function of
the phase of oscillator i, and S is the stimulus waveform as
a function of the phase of another oscillator, j. Analysis of
such models typically reduces a network of phase oscilla-
tors down to a system of variables representing phase
differences, which are solved for the existence of synchro-
nous solutions. These phase reduction methods assume
weak coupling between oscillators, and rely upon a mathe-
matical description of the PRC, initially described by05=95(13)=138103(4)$23.00 13810Winfree [3] as
H 
Z
Z S d ; (2)
where H is the PRC of an oscillator for a given IPRC and
stimulus.
For this study, we generated PRCs from neurons in the
abdominal ganglia of Aplysia californica using different
stimulus waveforms. Figure 1(a) contains a block diagram
of the experimental setup. Standard sharp electrode intra-
cellular recording techniques were used to stimulate and3-1 © 2005 The American Physical Society
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the ganglia. These are tonically firing neurons, which were
used in some of the earliest entrainment studies done by
Perkel [17]. They spike with periods of 200–500 ms. The
firing rate is typically quite regular, with the coefficient of
variation of the interspike interval varying from 0.0072 to
0.1549, with a mean of 0.0436. We used a high Mg2, low
Ca2 solution to synaptically isolate the cells within the
ganglia.
PRCs are commonly measured experimentally as a way
to quantify the behavior of a neuron, without needing to
understand the underlying mechanisms [18,19]. A com-
mon method for generating PRCs is to stimulate the neuron
at different phases throughout its limit cycle and measure
the change in period resulting from the stimuli. An ex-
ample of the procedure is shown in Fig. 1(b). We used the
Model Reference Current Injection (MRCI) dynamic
clamp system [20,21] to create the stimuli. This setup
allowed us to create stimulus currents from alpha-shaped
synaptic conductance waveforms, similar to the ones
shown on the bottom monitor in Fig. 1(a), with various
amplitudes and time constants. The PRC is a plot of the
amount of phase change generated by the stimulus as a
function of the phase where the stimulus is applied. Some














































FIG. 2 (color). Weak amplitude stimuli elicit PRCs that scale
linearly with amplitude, while large stimuli do not. PRCs were
obtained from the same neuron for a wide range of stimulus
amplitudes, for   10 ms. Cobalt chloride saline was used to
eliminate synaptic input. (a) Weak stimuli PRCs measured for
conductances ranging from 0:02 S–0:1 S. (b) Strong stimuli
PRCs for conductances from 0:1 S–0:6 S. (c) Weak stimuli
PRCs scaled, point by point, to a conductance of 0:1 S.
(d) Strong stimuli PRCs scaled to a conductance of 0:6 S.
13810were normalized to the period of the cycle preceding the
stimulus.
It has recently been observed that the utility of PRC
theory is extended if one considers second order phase
resetting [22], i.e., the effects of a stimulus on the cycle
after the one in which it is applied. Such extensions seem
evident when one considers the effect of nonpulsatile input
that arrives towards the end of a cycle. Our analysis in-
corporates these effects as ‘‘negative phase’’ in our PRCs.
Every stimulus is represented by two points on the PRC, a
positive phase point describing the effect of the stimulus on
the current cycle and a negative phase point representing
the effect of the stimulus on the next cycle. Likewise, this
view of the PRC, extending from a normalized phase of1
to 1, is consistent with the facts that our stimuli are applied
transiently and that we have assumed a temporal convolu-
tion integral, rather than the circular convolution integral in
Eq. (2).
To demonstrate that weak coupling is a valid assumption
and Eq. (2) is valid, the PRC amplitude should scale
linearly with stimulus amplitude, but be shape invariant,
and the IPRCs deconvolved from PRCs in response to
different stimulus waveforms should be identical. Ampli-
tude scaling was demonstrated by measuring PRCs in re-
sponse to a wide range of stimulus amplitudes [Figs. 2(a)
and 2(b)]. Individual data points of the PRCs were scaled
to a common maximal conductance [Figs. 2(c) and 2(d)]. It
is evident from these plots that the weak stimuli PRCs scale
linearly [Fig. 2(c)], while the strong stimuli PRCs do not
[Fig. 2(d)].
The scaling results of Fig. 2 are necessary, but not
sufficient, to demonstrate that weak coupling exists. A
more convincing demonstration of this phenomenon is to
obtain IPRCs for different stimulus shapes. Identical
IPRCs signify that the weak coupling integral applies. To
do this, PRCs were measured from each neuron for three
stimulus waveforms, which differed by the time constant,
, of the alpha function defining the stimulus; amplitude
was scaled such that all stimulus waveforms had a similar
integrated conductance. The three PRCs (  10, 20, and
40 ms) with equal integrated conductances will be referred
to as a set.
Each PRC in a set was spline fit to remove noise, and the
stimulus waveform was deconvolved from the spline fit to
obtain the IPRC. Because of the numerical instability of
deconvolution, an error minimization algorithm was used
to create the IPRCs. We assumed the IPRC was a 10th
order polynomial, and found coefficients that minimized
the mean squared error (MSE) between the fitted PRC and
the IPRC convolved with the corresponding stimulus
waveform. Examples of IPRCs for three neurons are shown
in Figs. 3(a)–3(c).
For weak coupling to be valid, the IPRCs must be able to
accurately reproduce the phase response of a neuron for
different stimulus waveform shapes. To test this, each
IPRC was convolved with each of the three stimulus wave-3-2
TABLE I. MSE results for the three experiments in Fig. 3. The
values represent the MSE between the PRC data ( in rows) and
the convolution of the IPRC ( in columns) and the stimulus
waveform ( in rows). Experiments correspond to a set con-
ductance (g) and maximum PRC amplitude of the 10 ms PRC
() of (a) g  0:005 S,   0:038 (b) g  0:04 S,  
0:095 (c) g  0:12 S,   0:694. Numbers in brackets de-
note powers of 10.
Stim. IPRC
Expt.  10 20 40
a 10 3:26 7:76 1:75
20 4:96 2:46 7:16
40 5:26 3:36 1:96
b 10 4:05 6:15 5:05
20 5:65 3:45 4:85
40 2:35 2:75 1:75
c 10 4:84 3:66 9:03
20 4:63 1:64 1:63















FIG. 4 (color). There is a several order-of-magnitude reduction
in MSE for low amplitude PRCs. MSE is plotted as a function of
PRC amplitude across all experiments. Red, green, and blue
points represent MSEs of reconvolved PRCs for IPRCs in
response to   10, 20, or 40 ms stimuli, respectively. IPRCs
are convolved with stimulus waveforms and compared to the
spline fit PRC data. Panels correspond to stimulus waveforms.
(a)   10 ms stimulus. (b)   20 ms stimulus. (c)   40 ms
stimulus.



























































FIG. 3 (color). The IPRCs and reconstructed PRCs for 3 differ-
ent experiments. (a)–(c) Each show three IPRCs recovered for
stimuli with   10, 20, and 40 ms. (d)–(f) The response
functions convolved with stimulus waveforms are better able
to reproduce PRC data for weak amplitude PRCs. Data points
are the measured PRCs in response to stimuli with   20 ms.
The orange line is a spline fit to the PRC data points, red, green,
and blue lines are the convolution of the IPRCs shown in
panels (a)–(c) with the   20 ms stimulus waveform. The
rows correspond to different experiments with a set conductance
(g) and maximum PRC amplitude of the 10 ms PRC () of
(1) g  0:005 S,   0:038; (2) g  0:04 S,   0:095;
(3) g  0:12 S,   0:694.
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form was convolved with the 10, 20, and 40 ms IPRCs. The
resulting waveforms were compared to the original 20 ms
PRCs [Figs. 3(d)–3(f)] and the MSE between the con-
volved waveform and the spline fit of the experimental
PRC was tabulated (Table I). We found for all experiment
sets that the MSE was a very good indicator of the quality
of the fit of the reconvolved PRC [compare fits in
Figs. 3(d)–3(f) with data in Table I].
To compare the quality of fit of the reconvolved PRCs
across all experimental sets, the maximum amplitude of the
PRC was used as a measure of stimulus strength, in lieu of
stimulus amplitude. The use of PRC amplitude accounts
for the fact that different neurons have different input
impedances. Figure 4 illustrates the MSE as a function of
maximal PRC amplitude, for all experimental sets (n  36
sets, from 12 different neurons). At lower PRC amplitudes,
the MSE decreases by several orders of magnitude. Thus,
the convolution integral reliably reproduces the neuronal
response for weak stimulus strengths, but not strong ones.
The weak range includes values that are similar to the13810normal synaptic input seen by these cells. Similar trends
in results were obtained when the R2 metric was used to
measure error.
Prior to blocking synaptic activity in these neurons, the
typical postsynaptic potential has an amplitude of 2.5 to
15 mV and does not trigger an action potential. We quanti-
fied the amplitude of the voltage deflection in response to
our stimuli at a stimulus phase of approximately 0.3. Of
those stimuli that did not elicit action potentials, 75%
produced deflections of 1 to 20 mV, with the remainder
producing larger deflections of up to 40 mV. The stimuli
that did elicit action potentials correspond to PRC ampli-
tudes of 0.5 or larger in Fig. 4.3-3
PRL 95, 138103 (2005) P H Y S I C A L R E V I E W L E T T E R S
week ending
23 SEPTEMBER 2005Others have already demonstrated that experimentally
obtained PRCs predict situations of entrainment or syn-
chronization [17,22,23]. Their methods did not assume
weak coupling, but used a more general type of PRC
theory [identical to assuming pulse coupling in Eq. (1)]
that relies upon maps of prestimulus to poststimulus
phase. Such approaches are limited by the fact that the
measured PRC is valid only for the specific stimulus
waveform used. Other approaches deconvolve input stim-
uli from output measures to obtain a ‘‘kernel’’ that de-
scribes the input-output transformation. This has been
applied in several areas of neuroscience to describe
stimulus-response experiments. For example, Poliakov
et al. showed that Wiener kernels could be used to describe
how input to a motoneuron was transformed into a time
series of output spikes characterized by a peri-stimulus-
time histogram [24]. Our method is primarily different
from these in that we are studying effects upon a single
limit cycle oscillation, while most stimulus-response stud-
ies using kernel-based methods typically study longer-term
aggregate measures of neural activity that span multiple
limit cycles.
Though several groups have measured PRCs from os-
cillatory excitable cells, and many theorists make the weak
coupling assumption in their models, we are aware of only
two attempts to deconvolve IPRCs. Galán et al. [25] im-
plicitly fit the IPRC as part of a PRC estimation procedure,
while Netoff et al. [26] use IPRCs to predict the synchro-
nization of coupled oscillators with multiple synaptic in-
puts. Though these papers implicitly assume weak
coupling by calculating IPRCs, neither attempts to system-
atically validate how consistent the derived IPRCs are with
weak coupling assumptions. For example, Netoff et al. [26]
calculate IPRCs in response to different stimuli. The
IPRCs are similar in general shape, but the amplitude
and alignment of their deconvolved IPRCs, obtained
from the same cell, are noticeably different (Fig. 3 of
Netoff et al. [26]).
We have successfully demonstrated that there is a range
of stimulus strengths where an IPRC can be deconvolved
from the PRC of a neuron and the applied stimulus. This
function accurately reproduces the phase response of the
neuron to other stimulus shapes. The range where this is
possible includes coupling strengths comparable to synap-
tic events seen by these neurons in vitro. The results in this
Letter are the first to demonstrate that such assumptions
may be realistic in specific cases. This evidence supports
assumptions made in phase reduction modeling, which
requires weak coupling within networks of oscillators to
simplify the systems so network behavior can be studied.13810This work was supported by the James S. McDonnell
Foundation and the National Institutes of Health.3-4*Electronic address: rbutera@ece.gatech.edu
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