






































いて処理効果の性質を明らかにす る,(4)多元分類における回帰の研究,等 であるが,本 稿
では回帰に関する研究の方法 として取 り上げ,さ らに,回帰係数のあり方 によって生 じ得る
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場合を,次 のごときい くっかのモデルとして分類 して一般的に論ずることとする。ただ し,
モデル名 はDunnandClarkのに由来するが,本稿 における仮称である。
[H。:モデル0]ReducedModelE(ylX)=α。
回帰が有効ではなく,従 って補助変数の導入が意味をなさず,か っグループ間の差 も認め
られない場合。
[HL:モデル1]ANOVAModelE(yIX)篇 α∫









(fixedmodel),補助変数を一括 して同 じとみなし,定数項が異 なるかどうか,ということで






助変数X、=1と して定数項 も含む)と す る。回帰係数の選択 は検定により行なってもよい
し,先験的に与えてもよい。[モデル0]は全データが均等,[モデル1]は目的変数Yの みを
有効とみなして,グ ループ毎の分析を行 うものであり,実質的にはダ ミー・モデルといえる。
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1.2.モデルの階層構造
回帰係数の推移か ら明 らか なよ うに,こ れ らのモデル は階層構造を な して いる。次 に この
ことを,平 方和 の分解で示 そ う。
ただ し,π∫:第ゴ群 のサ ンプル数,f=1,…,π∫,π=Σπゴ:全サ ンプル数,ρ:補 助変数 の
数Z=1,…,σ,σ=ρ+1:X、 篇1を ダ ミー変数 と して加え た全補助変数の数,κ:グ ループ
数,ゴ=1,…,瓦17=」 竃β.07」 脇,添 字o=グ ル ープ間で共 通,添 字 ブ:グループ間 で異








Σ 、ノ(:隣ノー ア)'=Σ ザ(}㌔一 島)8+Σ 、,σ}一 ア)'
砺=π 一1砺;〃 一κ ・砺=κ 一1
2.猛 ⊂H2
H2:SS7嵩SSGR十SSe(5)
Σ 、,(箔∫一y)2自 Σ(}な,一 】2r、,)2+Σ(:ρr、∫一 ア)2
の%=π 一1{が 』蔚=π 一 σ 銑=σ 一1
3。H1⊂H3
H3:SS7=SS隙 十SS冊(3)
Σ 、∫σ ㌔ 一 ア)'=Σ(y;∫一 艶 、∫)2+Σ(】匹 ∫一 ア)8
ガT=π 一14ん 皿=π 一(9-7-1)一 κ4ん=(4-7-1)+π 一1
1:SSw=ss鰍 一←ss」
Σ 、,(免∫一?)置5Σ(:卵 σ 一:P㌔)2+Σ(1匪 σ一 ア)8
4ん=(σ 一7-1)十 κ 一14ん 鳳=9-7-1伽=K-1
2:SS溜=SS脚 十SS臨(2)
Σ 、,(:隣,一:ρ㌔)'=Σ(:隣 ∫一:色,)2+Σ(:色 ∫一:酵㌔)'




Σ 、」(f㌦ 一 ア)'=Σ(:9㌦ 一 ρ㍉)2+Σ(:ρ ㍉ 一 ア)2
の 「v;(9-r-1)→一K-14んo=κ 一7-1の ち=σ 一1
2:SSσR=SS職 十SSwσ(6)
Σ 、∫(:馬一 】Pρ、,)2=Σ(}弓∫一f㌦)・+Σ(f㌦ 一:ρ%)・
の娠=露 一σ の 転=π 一(9-7-1)一.Kの ρvθ=K-7-1
5.H3⊂H4
H4:SST=SSIR十SS1(4)
Σ 、ノ(y轟一y)2;Σ(y野 一:ρ㌔)2+Σ(】 色,一 ア)'
砺=π 一1の 脹=π 一κ σ 砺=κ9-1
1:SS」=SS〃 十SSw(9)
Σ 、∫(免ザ,)2=Σ(:9㌃ 一]叱,)2+Σ(9㌦ 一 ア)2
のり=K々 一1の ㌔=(σ 一1)α 一1)十7の 「v=(σ一7-1)十K-1
2:SS㈱=SS皿 十SS,w(8)
.Σ 、」(箔,一 艶 ゴ)2=Σ(:晒,一:ρ～,)'+Σ(:9～ノー 艶 サ)2
ガ 欄=π 一(9-7-1)一K晦=π 一K々d騎w=(σ 一1)依 一1)十7







































各 モデルの もとでの解 は次 の ごと く与 え られ る。
[モデル0]H。:αo=Y
補助変数一目的変数間の相関が見 られないので,回帰を用いず,目 的変数のみで分析を行
なう。また,オ ブザベーション ・グループ間の差 も見 られないので,全 データを1グ ループ
とみなし,平均値により推定を行なう。Yに っいての全平均を求 めればよい。










[モ デ ル3]H3:β σ 置(;X'7×7)一1■㌔r
補助変数一目的変数間の相関を利用 して重回帰を用いて分析を行なう。ただし,オ ブザ
ベーション ・グループ間の差異を取 り上げq個 の補助変数中r個 をグループ間で共通(β、=
const),q-r個をグループ間で相違する(β」),と仮定 して,グ ループ毎の分析を行なう




β 』(β 四,・ 一 ・,β 伽 β ろ.+、,・ …,β 、,,β 尾,+、,・ …,β 勿,
・一 ・
,β κ7+、,・ …,β κ曜)
と7+々(σ 一7)次 の ベ ク トル と な る 。 こ の と き,計 画 行 列Xrは











とす ればよ く,こ こでX、(n×r)は各群 に共通 のr個 の補助変数,X}は 相互 に異 な る第J群
のq-r個 の補助変数(n」×(q-r)),0はゼロ行列で ある。
[モ デ ル4]H4:β ノ=(XZ巧)一1浬 アy}ブ=1,● ●●。,κ
補助変数一目的変数間の相関を利用 して重回帰を用いて分析を行なう。ただし,全補助変
数に関 してオブザベーション・グループ間の差異を仮定 し,従って グループ毎に重回帰分析
を行なうことに帰着する。データをグループ毎 に分割 し,個別に重回帰分析を反復 して行な
えばよい(IndividualRegression)。濁 は第J群 の補助変数,Ylは目的変数である。








(2)AIC(赤池)に よる方法:モ デルの適合性を検討する方法 として
。41C=一2Zbg(最大尤度)+2(パ ラメータ数)







取 り扱 う理論として,今 日まで着実な発展をみてきた。当初は純粋の数学的集合理論として









そして,区 間[0,1]を{0,1}とすれば,通常の集合(属 す るか,属 さないかの2値 しか
とらない)に帰するため,フ ァジィ集合は通常の集合の拡張として展開されている。本稿で







通常の集合に見 られる基本性質,例 えば反対称律,推 移律,交 換律,結 合律,分 配律等は
ファジィ集合においても成立するし,通常の集合における主要演算,例 えば相等,包 含,補
集合,和 集合,共 通集合,代 数積,代 数和,等 はファジィ集合でも成立する。また,本 稿で
取 り扱 うメンバーシップ関数を行列表示 した,フ ァジィ行列についても,通常の行列に見 ら
れる演算や基本性質,例 えば,相等,包 含,和,積,行 列積,行 列式,余 因子行列,逆 行列
等は一般の行列 と同様に成立 し,同様の演算が可能であることも確かめ られている脚 ロ8)。







した回帰分析4)として解 くこととする。 すなわち,共 分散分析を多群の重回帰分析 として解
くとき,サンプルのグループを明白(crisp)な属性によるグループとしてではな く,ファジ
ィ・グループとして用いる。
ファジィ ・グループとは,Jajuga,K4)によれば,『等質ではあるが,しか しそれ らは相互に
必ずしも明瞭に分離できない,い くっかの下位集合か らなる観測値の集合』と定義されてい
る。例えば,社会調査における人口学的属性として,「男」・「女」は明瞭なグループであるが,
調査項目に対する回答のパター ンでみるとき,男性が女性に多 く見 られるパターンで回答す
る場合 もあるであろうし,そ の逆 に男性に特徴的な回答を多 く示す女性 のサンプルもあろ
う。 こうした中間のグループを回答パターンか らみるファジィ・グループとして取 り出すこ




シップ関数を0ま たは1と して選択すればよい。 このとき通常の分析 と同 じ結果が得 られ
る。
こうしたファジィ・グループの判別 は,デ ータにクラスター・アナリシスを施 し,樹形図に
よ り,ク ラスター(グ ループ)形成 の過程か ら行な うこともで きるし,フ ァジィ判別分
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析'9)を適用 して ファジィ・グループを抽 出す ること も可能で ある。、
2.3.ファジィ統計量
ファジィ理論を統計学に導入するとき,必要となるのがメンバーシップ関数をどう導入 し
て演算を行なうか,す なわち,フ ァジィ統計量をどう定義するか,で ある。すでに報告 され
ているいくっかの例いLL8)をもとに,こ こでは次のごとく導入する。
観測値0、のファジィ ・グループGへ のメンバーシップ関数を.んとし,Gに おける各種




致する。ファジィ統計量の記号 として～を付す場合 もあるが,以 下本稿では統計処理 として
はファジィ統計処理を指すので,特 に誤解のない限 り煩雑さを避け,一般の統計量 と同じ記
号を用いることとする。
ファジィ ・サ イズ η,=Σ、.ん
ファジィ平均 瓦=Σ 、瓦 ん/πゴ
ファジィ分散Sう=Σ 、(Xl-x})2ん/π∫




共分 散分析 にお けるグループ は明瞭 なイ ンデ ックスによって区別 されたcrispsetであ る
が,フ ァジィ・グル ープの もとで の重回帰分析 はフ ァジィ統計量 を用 いて,次 の ごと くに解 く
ことがで きる。
オ ブザベー シ ョンOiのフ ァジィ・グループGjへ のメ ンバ ーシ ップ関数 を対角行列
1弓(n×n)=diag{fi」}
で表 わ し,こ れを補 助変数 に対す るウェイ トと して用いれば,yに 対 す る推定 値 サは
yj=ΣLX、Lf、」β」L=1弓工β,
で求 あ られ る。 この とき,デ ー タyと の残差平方和 は
Q(β」)=Σ1(y、一ラ、)2
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=Σ 、(y、一 ΣLX、Lf、jβの2=Σ 、(y、一Lxβj)2
=(〃 一瓦 瓦θノ)'(〃一瓦xβ,)




を解 き,β」の最小 自乗解 として
β,=(x㌘弓辺,x)一1x'望弓y'
を得 る。
そ して,こ れを ファジィ・グル ープゴ=1,…,κ について解 いた解 を記述 の便 よわ
B=(βみβめ … ㌧βπ)
と してお く。 また,い ま
Q,=昂雲(x勤 ㌘買)一1Xl珂
とお くと,容 易 に
Q'Q富Q,α=QQ=Q
で示 され,Qは べキ等行列 であ る。 これを用 いれば,ρ,は
召,=易■β,
=昂x(X矧 珂x)}1x勤〃;Q,〃
として求 め られ,ま た この とき,残 差平 方和 をRの2とすれば
R。」2=Σ(y一夕」)2
=(〃一Q,〃)'(〃一(醇〃)=〃'(1-Q,)〃
とな り,こ れ もQを 用 いて容 易に求 め ることがで きる。
残差 に関 して
〃一ρ,=φ～N、(O」,σ21、)
と,正 規性 の仮定 を導入 す ると(正 規 モデル),
〃=ρ,十φ ～N、(yj,σ21、)
とな り,従 って,yの 線型結合
β=α 勤7}π)一1■7}ン=G〃







以上 の ごと く,フ ァジィ重 回帰分析 の解 法は通常 の重 回帰分析 と同様 に展開 す ることがで
きた。 さらに,β,の区間推定,検 定 に関 して も,同 様 に して,ベ キ等 行列Oを 用 いて,次 の
ごとく導 出す ることがで きる。
β,におけ る,任 意 の ウェイ トを ω(第L要 素が1,他 は0)
ω'二(のα …,1ゴ…)
とすれ ば,上 述 の ごとく,β が正 規変 数で あったので ωβ もまた正 規変数 であ り,平 均,分
散 は次 の ごと くである。
E(w'β)=w'E(β)=w'βj
V(w'β)=w'V(β)w=・w'(X'F」'FjX)一Lwσ2
従 って,こ れ を標準化 した
z=(ω β 一E(ωβ))/(y(ω1β))
は標準正規分布に従い,こ れとは独立に残差平方和による統計量1～の2/ゲは自由度 げ 置ン
のκ2一分布に従 うので,両者の比 は自由度ガ 置レの'一分布に従 う。レの値はそれぞれのモ










では各 モデルは相互 に独立に処理されるが,本 ファジィ重回帰分析の場合には,メ ンバー
シップ関数を用いてグループへの帰属を連続的に導入 し,全体 として処理すると同時に,個
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別化か らの視点 も無視することなく処理する,と いうことである。全体,群 内,個別の各回
帰分析を総合 した,モ デル間の中間に位置す る解を得 ることができる。 もちろん,個別の処
理が要求 される場合にはメンバーシップ関数を0ま たは1とすればよい。
一般的にいえば,集合の要素を集合に(帰属,非 帰属)の 二分法 として取 り扱 う従来の集






的に応 じて決定すればよい。精度の低下は必ず しも本法の欠点 とはならない。
3.コ ン ピ ュ ー タ ・ プ ロ グ ラ ム
以上の過程をTHINKPascal(Macintosh版)により,コ ンピュータ ・プログラミングを





ファジィ重回帰分析に際 しては,メ ンバーシップ関数を事前に設定 してもよいし,デ ータ
か ら算出 して もよい。以下の数値例では,メ ンバーシップ関数 としてオブザベーション点か
らグループの重心までの距離を求め,そ れに逆比例する値を標準化 して用いたが,他 のアル
ゴリズムへの変更は容易である。
プログラムの妥当性のチェックとして,PC版SASによる出が 窺13)と比較 し,偏回帰係
数,平方和,残差 ともに同様の結果が得 られることを確認 した。ファジィ重回帰にっいては,
メンバーシップ関数を0ま たは1と して与え,通 常の重回帰分析の解と一致することを確認











てみると,η;0.7642,ん=0.9114となり,高 い相関が示されている。 これに比 し統制群F
(○)はややば らっきが大いようであるが,相関係数は作=0.6610で単調増大の傾向を示 して
おり,各群 ともにXを 補助変数 としてその効果を除去 しての分析が可能のようである。
Sca鰍orgram forcolumns3XIY1_X3Y3
●A(X1,Y1} ■D(X2,Y2) OF{Control,Y3)














































Tab.1数 値 例1・ANCOVATable(PC/SASに よ る処 理)
Source ss(1ン卿1) 冴 認 F-v召zμθ 片
Mode1(H8) ss叩 871.497 3 290.499 18.10 Pr<0,0001
処理(Drug) ssA 293.600 2 146.800 9.15 0.0010
回帰(X) ssl財 577.897 1 577.897 36.01 0.0001
Residual SSw腱 417.203 26 16.046
Tota1 ss7 1288.700 29
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S≧4Sによ る分 析 で はTab.1の ご と く,回 帰 に よ る モ デ ル は有 効 で(F瓢副=18.10,
Pr<0.001),平方和 を薬 とXに 分解 して も共 に有意で あった(凡 ㎎=9.15,Pr=0.01,Fx=
36.01,脅=0.0001)。Xを除去す る以前 か ら3群 は有意 であ るが,補 助変数 を用 いて処理す る
ことによ りさ らに誤差 を減 じて,
r㌔=】隣」一」顎,β
によ る修正後 の平 方和,平 均平方を用 いることにより,よ り詳細 な分析 を行 な うことがで き
る。
SASで共分散分析 を行 う場合 に は,GLM(一 般線型 モデル)プ ロシジァで
〃 α)肌yr4x
と指定 すれば よ く,オプ ションで分析方法 を選択す ることはで きるが,モ デルはH、の1通 り






が推 定 され,結 果的 にH,,H,の2モ デル にっいて解かれてい ることがわか る。予測 によ る各




とな り,2種 類 の薬服用群 と統制群 との差 が縮 ま るが,服 用前 のXの 如何 に拘 らず,な お薬
効 が顕著の よ うで ある。
同 データをH,～H,の4種 類のモデルについて解 いた結果 がTab.2であ る。Yだ けで分類
を行 うH,も 有意 であ り,他 の3種 の回帰 モデル もともに有意 であ る。階層構造 に従 って残差
平方 和を分解 した もの を各 モデルの下 に追加 したが,(1)は 分散分析 との関連,(2)に おい
てTotalRegressionからWithinRegressionにす る こと によ る平 方 和 の増 大 がSSwc=
68.554,さらに(3)に おいてWithinRegressionをIndividualRegressionにす ることによ
り,SS、V=19.645の平方和 を取 り出せる こと,等 がわか る。ただ し,本 デー タの場合 はいず








SumofSquare DF 硲 1∴v己∫%
ss4 293.600 2 146.800 3.983 *
ss4R 995.100 27 36.856 一
ss7 1288.700 29 一 　
(1)ss冊 577.897 1 577.897 36.015 **




ssσ 802.99 1 802.944 46.283 **
ss㎝ 485.756 28 17,348 一
(2)SS聯σ 68.554 2 34.277 2.136




ssワ 1871.4973 290.499 18.104 **
ssl阻 1417.・203 26 16.046
一
(3)SSπ }19・ 磁5 2 9.822 0.593




ss, 1891.1425 178.228 10.759 **
SS皿 1397.5駆 24 16.565
一
Tab.3数値例1・各種回帰による平方和の追加
Soπκ9 ss 1)F 幡 1ゐy召」紹
全回帰によるSSσ 802.944 1 802.944 48.472
群内回帰による追加SSwσ 68.554 2 34.277 2.136
個別回帰による追加SS瀞 19.645 2 9.822 0.593
ResidualSS膿 397.558 24 16.565 一
TotalSS7
.
1 1288.700 29 一 一
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Tab.4数値例1・重回帰分析結果
H2 H3 H4 FuzzyRegression
β、 1.098 0.987 0.745 1.069 1.194 1.133 1.122 1.025
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数により,より多 く部分が説明され除去されていることがわかる。そ して,統制群のYの 値






H、,H,が有意で,H1,H、は有意ではなかった。 この意味するところは,デ ータは全体 とし
Tab.5数値例2・共分散分析結果(モ デル別)
H1:ANOVAMODELY=α1
SumofSquare 1)F 硲 F」v召Z粥
ssA 11.738 2 5。869 1.773
ss4澱 56.262 17 3.310 一
ss7 68.000 19 一 一
H2:TotalRegressionY=α ◎+Xβ σ
ss6 27.368 2 13.684 5.726 *
ss{謙 40.632 17 2.390 一
H3:WithinRegressionY=α,+Xβ.
ssワ 37.780 4 9.445 4.687 *
ss職 30.220 15 2.015 一
H6:IndividualRegressiollY=α」+Xβ,
ss1 44.114 8 5.514 2.540
ss皿 23.886 11 2.171 一
Tab.6数値例2・重回帰分析結果
H2 瓢 H4 FuzzyRegression
β、 0.311 0.650 0.862一 〇.815 0.892 0.308 0.307 0.391
β2 0.524 0.819 1.034 0.193 0。895 0.469 0.491 0.664
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β2は類似 しているが,H、下では第2群 の値が他とやや離れている。そ して,デ ータの変動が
大で重相関係数 も小 さく,他の2群 とは異なった値の回帰係数である。
ファジィ重回帰分析とし七解いた結果は同表の右欄である。切片,回帰係数ともに類似の





全体解 と個別解の両者の特徴を保持 しっっ解 くこととなる。すなわち,各 群をファジィ ・グ
ループとみなし,相互の連関のうちに,全データを使用 して解 く解である。そ して,メ ンバー
シップ関数の選び方により,全体群にも個別群にも近づけた解を得 ることができる。
本データの場合,共 分散分析の結果からでは個別回帰における第2群 の回帰係数が異 なっ
ていたが,フ ァジィ重回帰の結果では,第2群 よりも第3群 が他 と離れているという結果が
得 られた。このことはデータの散布図か らもみてもその傾向を見ることができる。H、個別回





に使用 して解 くためであり,む しろ分析の妥当性を示す数字 と思われる。 グループの境界を
あいまいとして解 くファジィ重回帰分析の特徴がここにも反映されている。
























































































共分散分析 は,.随伴変数 の影響 を除去 した後 の目的変数 の分析 を行 う統計学 的手法であ る




とでの解法を一般線型モデルにより統一的に整理 した。そして,計 画行列をモデル別 に修正
して解 くアルゴリズムを工夫 し,コ ンピュータ ・プログラミングを行 った。
さらに,フ ァジィ理論を重回帰分析に適用 し,フ ァジィ重回帰分析 として展開した。ファ
ジィの概念をオブザベーシ ョンのグループに適用 して ファジィ・グループとし,メ ンバー
シップ関数を導入 して,重 回帰式を解 く方法であり,メ ンバーシップ関数を0ま たは1とす






集合要素を集合に帰属,非 帰属 として二分法的に取 り扱 う従来の集合論に比 し,中間を連
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AnalysisofCovarianceandFuzzyRegressionAnalysis
MitsuoYoshida
AnalysisofCovariance(ANCOVA)isastatisticalmethodforadjustingforany
effectofothervariables,namedconcomitantvariablesorcovariates,usingregression
analysis,Thecomponentsthataffectontheresponsevariablesuchasageneralfactor,
effectsamongtreatmentsorobservationgroups,amountsofconcomitantvariables
andarandomerrorwhichisnormallydistributed,arecombinedasalinearfunction
andthethirdtermoftheconcomitantvariablesisadjustedunderthehypothesisthat
regressioncoefficientsareequalamongintroducedtreatments.
AsanexpansionofANCOVA,fivehierarchicalmodels,Reduced,ANOVA,Total
Regression,WithinRegressionandfinallyIndivldualRegressionmodels,areproposed
hereaccordingtovarietiesofregressioncoefficientsandsolvedbydesignmat丘cesof
thegenerallinearregressionmodel(GLM).Our.interestsarenotthefixedeffectsas
investigatedbyaninterceptoftheregressionline,buttheresultsofthemultiple
regressionanalysisaskingwhichmodelshowsthebestfittothegivendata.
FuzzyRegressionAnalysis(FRA)isproposedasafurtherexpansionofmultiple
regressionanalysis,whichisanapplicationoffuzzysettheorytoregressionanalysis,
introducingfuzzinesstosamplegroupsasfuzzygroups.Inmoststatisticalanalysis,
everyobservationalwaysbelongstoanycrispsamplegroupswhicharedefinedby
demographicitems,forexample,maleorfemale.Fuzzygroupisdefinedasthesetof
observationsthatmaybeheterogeneousandmayconsistofseveralhomogeneous
subsets,butthesesubsetsarenotsufficientlyseparable.
Byapplyingsuchfuzzygroupstoregressionanalysis,Wecanobtainafuzzy;and
intermediatesolutionthatwouldbeobtainedbynotonlytotalregressionbutindi-
vidualregressionintheabovemodels.Membershipfunctionsareapplicableeitherto
anyscoresinadvanceQrcomputedbythedata.Numericalexampleswere.processedby
SAS,astatisticalpackage,andTHINKPascalprogramsconstructedbytheauthor.
TheadvantageoftheFRAistoadoptasoftalgorithmthatmatchesthestateof
natureofthedataandtoobtainthesolutionthatcomesfromthewh61easwellasfrom
theindividuals.
