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Abstract
This paper is concerned with the existence for impulsive semilinear differential equations with nonlocal
conditions. Using the techniques of approximate solutions and fixed point, existence results are obtained,
for mild solutions, when the impulsive functions are only continuous and the nonlocal item is Lipschitz in
the space of piecewise continuous functions, is not Lipschitz and not compact, is continuous in the space of
Bochner integrable functions, respectively.
© 2009 Elsevier Inc. All rights reserved.
Keywords: Nonlocal conditions; Impulsive differential equations; Fixed point; C0-semigroup; Mild solutions
1. Introduction
In this paper, we are concerned with the existence of mild solutions for the following impulsive
differential equation with nonlocal conditions
u′(t) = Au(t) + f (t, u(t)), 0 t  b, t = ti ,
u(0) = g(u),
u(ti) = Ii
(
u(ti)
)
, i = 1,2, . . . , p, 0 < t1 < t2 < · · · < tp < b, (1.1)
✩ The work was supported by the NSF of China (10971182).
* Corresponding author.
E-mail addresses: fzbmath@yahoo.com.cn (Z. Fan), gli@yzu.edu.cn (G. Li).0022-1236/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2009.10.023
1710 Z. Fan, G. Li / Journal of Functional Analysis 258 (2010) 1709–1727where A : D(A) ⊆ X → X is the infinitesimal generator of a strongly continuous semigroup
T (t), t  0, X a real Banach space endowed with the norm ‖ · ‖, u(ti) = u(t+i )−u(t−i ), u(t+i ),
u(t−i ) denote the right and the left limit of u at ti , respectively. f , g, Ii are appropriate continuous
functions to be specified later.
About semilinear differential equations, two directions are studied extensively in recent years.
One is the semilinear differential equations with nonlocal conditions, i.e., nonlocal problems. In
1990, Byszewski and Lakshmikantham [7] first investigated the nonlocal problems. They studied
and obtained the existence and uniqueness of mild solutions for nonlocal differential equations
without impulsive conditions. Since it is demonstrated that the nonlocal problems have better
effects in applications than the classical ones, differential equations with nonlocal problems have
been studied extensively in the literature. And the main difficulty in dealing with the nonlocal
problem is how to get the compactness of solution operator at zero, especially when the nonlocal
item is Lipschitz continuous or continuous only. Many authors developed different techniques
and methods to solve this problem. For more details on this topic we refer to [2,3,5,11–14,18,22,
23,26–28] and references therein.
Another direction is the semilinear differential equations with impulsive conditions. Recently,
the theory of impulsive differential and partial differential equations has become an important
area of investigation because of its wide applicability in control, mechanics, electrical engineer-
ing fields and so on. For more details on this theory and on its applications we refer to the
monographs Benchohra et al. [6], Lakshmikantham et al. [17], the papers of [1,8–10,15,16,19–
21,25] and references therein.
A standard approach in deriving the mild solution of (1.1) is to define the solution operator Q.
Then conditions are given such that some fixed point theorem such as Browder’s and Schauder’s
fixed point theorems can be applied to get a fixed point for solution operator Q, which gives rise
to a mild solution of (1.1). Thus many authors supposed that impulsive functions Ii (1 i  p)
are compact or Lipschitz continuous. This assumption can be found in many previous papers
such as [9,10,15,16,19,20]. However, this property of impulsive functions is not satisfied usually
in practical applications (for examples see Section 6). Thus it is nature to ask whether there exists
a mild solution when the impulsive functions loss the compactness and Lipschitz continuity.
New techniques and methods must be given. In this paper, we mainly apply the techniques
of approximate solutions and fixed point to get the mild solution of nonlocal impulsive differ-
ential equation (1.1) without the compactness or Lipschitz continuity assumption on impulsive
functions. Indeed, we only need to suppose the continuity of them and do not impose any other
conditions in the proof. On the other hand, the technique of approximate solutions also solves the
difficulty involving by the nonlocal item g, i.e., the compactness problem of solution operator at
zero. Therefore, our results essentially generalize and improve many previous ones in this field.
The outline of this paper is as follows. In Section 2, we recall some concepts and facts about
the strongly continuous semigroups and semilinear differential equations. In Section 3, we give
the existence result of Eq. (1.1) when g is Lipschitz in PC(0, b;X). In Section 4, we obtain the
existence results of Eq. (1.1) when g is not Lipschitz and not compact. In Section 5, we discuss
the existence result of Eq. (1.1) when g is continuous in L1(0, b;X). And two examples are given
to illustrate our abstract results in the last section.
2. Preliminaries
Let (X,‖ · ‖) be a real Banach space. We denote by C(0, b;X) the space of X-valued con-
tinuous functions on [0, b] with the norm ‖u‖ = sup{‖u(t)‖, t ∈ [0, b]} and by L1(0, b;X) the
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∫ b
0 ‖f (t)‖dt .
Let PC(0, b;X) = {u : [0, b] → X: u(t) is continuous at t = ti and left continuous at t = ti and
the right limit u(t+i ) exists for i = 1,2, . . . , p}. It is easy to check that PC(0, b;X) is a Banach
space with the norm ‖u‖PC = supt∈[0,b] ‖u(t)‖ and C(0, b;X) ⊆ PC(0, b;X) ⊆ L1(0, b;X).
Throughout this work, we suppose that
(HA) The linear operator A : D(A) ⊆ X → X generates a compact strongly continuous semi-
group {T (t): t  0}, i.e., T (t) is compact for any t > 0. Moreover, there exists a positive
number M such that M = supt0 ‖T (t)‖.
Let us recall the following definitions and facts.
Definition 2.1. A function u ∈ PC(0, b;X) is said to be a mild solution of Eq. (1.1) on [0, b] if
it satisfies
u(t) = T (t)g(u) +
t∫
0
T (t − s)f (s, u(s))ds + ∑
0<ti<t
T (t − ti )Ii
(
u(ti)
)
, 0 t  b.
For more details about strongly continuous semigroup and semilinear differential equations
we refer to Pazy [24]. Using the properties of semigroup, we have the following result, which
has been used in many previous papers, such as [7,19,20].
Lemma 2.2. Suppose that the condition (HA) is satisfied, f : [0, b] ×X → X is a Carathéodory
function, and the mapping Qf : PC(0, b;X) → C(0, b;X) is defined by (Qf u)(t) =∫ t
0 T (t − s)f (s, u(s))ds. Then Qf is a compact mapping.
To discuss the compactness of subsets of PC(0, b;X). We let t0 = 0, tp+1 = b, J0 = J0 =
[t0, t1], J1 = (t1, t2], J1 = [t1, t2], . . . , Jp = (tp, tp+1], Jp = [tp, tp+1] and for D ⊆ PC(0, b;X)
we denote by D|Ji = {u ∈ C(ti, ti+1;X): u(ti) = v(t+i ), u(t) = v(t), t ∈ Ji , v ∈ D}, i =
0,1,2, . . . , p. Then it is easy to see we have the following result.
Lemma 2.3. A set D ⊆ PC(0, b;X) is precompact in PC(0, b;X) if, and only if, the set D|Ji is
precompact in C(ti, ti+1;X) for every i = 0,1,2, . . . , p.
Next, we introduce the Hausdorff measure of noncompactness α(·) defined on each bounded
subset Ω of Banach space Y by
α(Ω) = inf{ε > 0; Ω has a finite ε-net in Y }.
Some basic properties of α(·) are given in the following lemma.
Lemma 2.4. (See [4].) Let Y be a real Banach space and B,C ⊆ Y be bounded, the following
properties are satisfied:
(1) B is precompact if and only if α(B) = 0;
(2) α(B) = α(B) = α(convB), where B and convB mean the closure and convex hull of B ,
respectively;
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(4) α(B + C) α(B) + α(C), where B + C = {x + y; x ∈ B, y ∈ C};
(5) α(B ∪ C)max{α(B),α(C)};
(6) α(λB) = |λ|α(B) for any λ ∈ R;
(7) if the map Q : D(Q) ⊆ Y → Z is Lipschitz continuous with constant k, then α(QB) 
kα(B) for any bounded subset B ⊆ D(Q), where Z be a Banach space.
The map Q : W ⊆ Y → Y is said to be an α-contraction if there exists a positive constant
k < 1 such that α(QC)  kα(C) for any bounded closed subset C ⊆ W , where Y is a Banach
space.
The following fixed point theorem and Schauder’s fixed point theorem play a key role in the
proof of our main results.
Lemma 2.5. (See [4], Darbo–Sadovskii.) If W ⊆ Y is bounded closed and convex, the continuous
map Q : W → W is an α-contraction, then the map Q has at least one fixed point in W .
3. The case g is Lipschitz continuous in PC(0, b;X)
In this section, by using the techniques of approximate solutions and fixed point, we give
the existence result for nonlocal impulsive problem (1.1) when the nonlocal item g is Lipschitz
continuous in PC(0, b;X).
Let r be finite positive constant. We consider the sets Br = {x ∈ X: ‖x‖  r}, Wr = {u ∈
PC(0, b;X): u(t) ∈ Br, ∀t ∈ [0, b]}.
We list the following hypotheses:
(Hf ) f : [0, b]×X → X is a Carathéodory function, i.e., for a.e. t ∈ [0, b], the function f (t, ·) :
X → X is continuous and for all x ∈ X, the function f (·, x) : [0, b] → X is measurable.
Moreover, for any l > 0, there exists a function ρl ∈ L1(0, b;R) such that∥∥f (t, x)∥∥ ρl(t)
for a.e. t ∈ [0, b] and all x ∈ Bl ;
(Hg1) g : PC(0, b;X) → X is Lipschitz continuous with Lipschitz constant k;
(HI) Ii : X → X is continuous for every i = 1,2, . . . , p.
Theorem 3.1. Assume that the conditions (HA), (Hf ), (Hg1) and (HI) are satisfied. Then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[∥∥g(0)∥∥+ kr + ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r. (3.1)
To prove the above theorem, we first need some lemmas.
For fixed n 1, we consider the following approximate problem:
u′(t) = Au(t) + f (t, u(t)), 0 t  b, t = ti ,
u(0) = g(u),
u(ti) = T
(
1
)
Ii
(
u(ti)
)
, i = 1,2, . . . , p, 0 < t1 < t2 < · · · < tp < b. (3.2)n
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nonlocal impulsive problem (3.2) has at least one mild solution un ∈ PC(0, b;X).
Proof. For fixed n 1, set Qn : PC(0, b;X) → PC(0, b;X) defined by
(Qnu)(t) = (Qgu)(t) + (Qf u)(t) + (QInu)(t)
with
(Qgu)(t) = T (t)g(u),
(Qf u)(t) =
t∫
0
T (t − s)f (s, u(s))ds,
(QInu)(t) =
∑
0<ti<t
T (t − ti )T
(
1
n
)
Ii
(
u(ti)
)
for all t ∈ [0, b]. It is easy to see that the fixed point of Qn is the mild solution of nonlocal impul-
sive problem (3.2). Subsequently, we will prove that Qn has a fixed point by using Lemma 2.5.
Firstly, we prove that the mapping Qn is continuous on PC(0, b;X). For this purpose, let
{um}+∞m=1 be a sequence in PC(0, b;X) with limm→∞ um = u in PC(0, b;X). By the continuity of
f with respect to the second argument, we deduce that for each s ∈ [0, b], f (s,um(s)) converges
to f (s,u(s)) in X, and we have
‖Qnum − Qnu‖PC M
[∥∥g(um) − g(u)∥∥+
b∫
0
∥∥f (s, um(s))− f (s, u(s))∥∥ds
]
+ M
p∑
i=1
∥∥Ii(um(ti))− Ii(u(ti))∥∥.
Then by the continuity of g, Ii , and using the dominated convergence theorem, we get
limm→∞ Qnum = Qnu in PC(0, b;X), which implies that the mapping Qn is continuous on
PC(0, b;X).
Secondly, we claim that QnWr ⊆ Wr . In fact, for any u ∈ Wr ⊆ PC(0, b;X), by (Hf )
and (3.1), we have
∥∥(Qnu)(t)∥∥ ∥∥T (t)g(u)∥∥+
∥∥∥∥∥
t∫
0
T (t − s)f (s, u(s))ds
∥∥∥∥∥+
∑
0<ti<t
∥∥∥∥T
(
t + 1
n
− ti
)
Ii
(
u(ti)
)∥∥∥∥
M
[∥∥g(0)∥∥+ kr + ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r
for t ∈ [0, b], which implies that QnWr ⊆ Wr .
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the condition (Hg1), we get that Qg : Wr → PC(0, b;X) is Lipschitz continuous with constant
Mk. In fact, for u,v ∈ Wr , we have
‖Qgu − Qgv‖PC = sup
t∈[0,b]
∥∥T (t)[g(u) − g(v)]∥∥M∥∥g(u) − g(v)∥∥Mk‖u − v‖PC.
Thus, from Lemma 2.4(7), we obtain that α(QgW)Mkα(W) for any bounded subset W ⊆ Wr .
Note that operator Qf is compact due to Lemma 2.2.
Let J0 = J0 = [0, t1], J1 = (t1, t2], J1 = [t1, t2], . . . , Jp = (tp, b], Jp = [tp, b]. To prove that
the operator QIn : Wr → PC(0, b;X) is compact, note that
(QInu)(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, t ∈ J0,
T (t − t1)T ( 1n )I1(u(t1)), t ∈ J1,
· · ·∑p
i=1 T (t − ti )T ( 1n )Ii(u(ti)), t ∈ Jp.
Thus according to Lemma 2.3, we only need to prove that
{QInu: u ∈ Wr}|J1 =
{
T (· − t1)T
(
1
n
)
I1
(
u(t1)
)
: · ∈ J1, u ∈ Wr
}
is precompact in C(t1, t2;X), as the rest cases for t ∈ Ji , i = 2,3, . . . , p, are the same. And, we
recall that v = (QInu)|J1 , u ∈ Wr , which means that
v(t1) = (QInu)
(
t+1
)= T(1
n
)
I1
(
u(t1)
)
,
v(t) = (QInu)(t) = T (t − t1)T
(
1
n
)
I1
(
u(t1)
)
, t ∈ J1.
Thus, by the compactness of T ( 1
n
), we know that {(QInu): u ∈ Wr}|J1(t) is relatively compact
in X for every t ∈ J1.
Next, for t1  s  t  t2, we have∥∥∥∥T (t − t1)T
(
1
n
)
I1
(
u(t1)
)− T (s − t1)T
(
1
n
)
I1
(
u(t1)
)∥∥∥∥
=
∥∥∥∥T (s − t1)[T (t − s) − T (0)]T
(
1
n
)
I1
(
u(t1)
)∥∥∥∥
M
∥∥∥∥[T (t − s) − T (0)]T
(
1
n
)
I1
(
u(t1)
)∥∥∥∥.
Thus, the set {QInu: u ∈ Wr}|J1 ⊆ C(t1, t2;X) is equicontinuous due to the compactness of
{T ( 1
n
)I1(u(t1)): u ∈ Wr} and the strong continuity of operator T (·). By the Arzela–Ascoli the-
orem, we conclude that {QInu: u ∈ Wr}|J1 is precompact in C(t1, t2;X). The same idea can
be used to prove that {QInu: u ∈ Wr}| is precompact for each i = 2,3, . . . , p. Therefore,Ji
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pact.
Thus, for any bounded subset W ⊆ Wr , we have
α(QnW) α(QgW) + α(Qf W) + α(QInW)Mkα(W).
Since the condition (3.1) holds, Mk < 1. Therefore, the mapping Qn is an α-contraction in Wr .
By Darbo–Sadovskii’s fixed point theorem, the operator Qn has a fixed point in Wr , which is just
the mild solution of the nonlocal impulsive problem (3.2). This completes the proof. 
Now, define the solution set D and the sets D(t), D(t+) by
D = {un ∈ PC(0, b;X): un = Qnun, n 1},
D(t) = {un(t): un ∈ D, n 1}, t ∈ [0, b],
D(t+) = {un(t+): un(t+) denotes the right limit of un at t , un ∈ D}, t ∈ (0, b), respectively.
Lemma 3.3. Assume that all the conditions in Theorem 3.1 are satisfied. Then the sets D(ti)
and D(t+i ) are relatively compact for every i = 1,2, . . . , p. Furthermore, {QInun: un ∈ D}∞n=1
is precompact in PC(0, b;X).
Proof. For un ∈ D, n 1,
un(t1) = T (t1)g(un) +
t1∫
0
T (t1 − s)f
(
s, un(s)
)
ds,
un
(
t+1
)= T (t1)g(un) +
t1∫
0
T (t1 − s)f
(
s, un(s)
)
ds + T
(
1
n
)
I1
(
un(t1)
)
.
It is easy to see that {un(t1)}∞n=1 is relatively compact since the compactness of T (t1) and
Lemma 2.2. Without loss of generality, we may suppose that un(t1) → z in X, as n → ∞. From
the continuity of I1, we conclude that∥∥∥∥T
(
1
n
)
I1
(
un(t1)
)− I1(z)
∥∥∥∥

∥∥∥∥T
(
1
n
)
I1
(
un(t1)
)− T(1
n
)
I1(z)
∥∥∥∥+
∥∥∥∥T
(
1
n
)
I1(z) − I1(z)
∥∥∥∥
M
∥∥I1(un(t1))− I1(z)∥∥+
∥∥∥∥T
(
1
n
)
I1(z) − I1(z)
∥∥∥∥
→ 0, n → ∞.
Thus, {un(t+1 )}∞n=1 is also relatively compact. That is, D(t1) and D(t+1 ) are relatively compact
in X. With the same argument, we know that D(ti) and D(t+i ) are all relatively compact in X for
i = 2,3, . . . , p.
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compactness of set {QInun: un ∈ D}∞n=1, note that
(QInun)(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0, t ∈ J0,
T (t − t1)T ( 1n )I1(un(t1)), t ∈ J1,
· · ·∑p
i=1 T (t − ti )T ( 1n )Ii(un(ti)), t ∈ Jp.
Thus according to Lemma 2.3, we only need to prove that
{QInun: un ∈ D}∞n=1|J1 =
{
T (· − t1)T
(
1
n
)
I1
(
un(t1)
)
: · ∈ J1, un ∈ D, n 1
}
is precompact in C(t1, t2;X), as the rest cases for t ∈ Ji , i = 2,3, . . . , p, are the same. And, we
recall that vn ∈ {QInun: un ∈ D}∞n=1|J1 , which means that
vn(t1) = (QInun)
(
t+1
)= T(1
n
)
I1
(
un(t1)
)= un(t+1 )− un(t1), for some un ∈ D,
vn(t) = (QInun)(t) = T (t − t1)T
(
1
n
)
I1
(
un(t1)
)
, for the same un ∈ D, t ∈ J1.
Thus, by the compactness of sets D(t1),D(t+1 ) and operator T (t − t1), we know that
{(QInun)(t+1 ): un ∈ D}∞n=1 and {(QInun)(t): un ∈ D}∞n=1 are relatively compact in X for each
t ∈ J1.
Next, for t1  s  t  t2, we have∥∥∥∥T (t − t1)T
(
1
n
)
I1
(
un(t1)
)− T (s − t1)T
(
1
n
)
I1
(
un(t1)
)∥∥∥∥
=
∥∥∥∥T
(
s + 1
n
− t1
)[
T (t − s) − T (0)]I1(un(t1))
∥∥∥∥
M
∥∥[T (t − s) − T (0)]I1(un(t1))∥∥.
Thus, the set {QInun: un ∈ D}∞n=1|J1 ⊆ C(t1, t2;X) is equicontinuous due to the compactness of{un(t1), un ∈ D, n 1} and the strong continuity of operator T (·). By the Arzela–Ascoli theo-
rem, we conclude that {QInun: un ∈ D}∞n=1|J1 is precompact in C(t1, t2;X). The same idea can
be used to prove that {QInun: un ∈ D}∞n=1|Ji is precompact for each i = 2,3, . . . , p. Therefore,{QInun: un ∈ D}∞n=1 is precompact in PC(0, b;X). This completes the proof. 
Proof of Theorem 3.1. Consider the solution set D of Eq. (3.2), we will prove that it is precom-
pact in PC(0, b;X). For this purpose, let un ∈ D, then
un = Qnun = Qgun + Qf un + QInun, ∀n 1.
And, from Lemmas 2.2 and 3.3, we know that {Qf un: un ∈ D}∞n=1 and {QInun: un ∈ D}∞n=1 are
both precompact subsets of PC(0, b;X). Moreover, Qg is Lipschitz continuous in PC(0, b;X)
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(Lemma 2.4), we obtain that
α(D) α(QgD) + α(Qf D) + α(QInD)Mkα(D).
Since the condition (3.1) holds, Mk < 1. Thus the above inequality implies that α(D) = 0. Con-
sequently, the solution set D is precompact in PC(0, b;X). Without loss of generality, we may
suppose that un → u∗, n → ∞ in PC(0, b;X). And
un(t) = T (t)g(un) +
t∫
0
T (t − s)f (s, un(s))ds + ∑
0<ti<t
T (t − ti )T
(
1
n
)
Ii
(
un(ti)
)
for 0 t  b. Taking the limit n → ∞ in both sides, we obtain that
u∗(t) = T (t)g(u∗)+
t∫
0
T (t − s)f (s, u∗(s))ds + ∑
0<ti<t
T (t − ti )Ii
(
u∗(ti)
)
for 0 t  b, which implies that u∗ is a mild solution of nonlocal impulsive problem (1.1). This
completes the proof. 
Remark 3.4. In many previous papers, such as [9,10,15,16,19,20], the authors proved the ex-
istence results of mild or integral solutions for corresponding differential or integrodifferential
equations under the Lipschitz continuity or compactness assumption on impulsive functions.
However, using the different methods, i.e., the technique of approximate solutions, we do not
impose the strong restriction on impulsive functions and obtain the mild solutions for nonlocal
impulsive differential equation (1.1). And on the other hand, using the Hausdorff measure of
noncompactness, we can also solve the problem of compactness of solution operator at zero,
which is a key point in dealing with nonlocal problems.
4. The case g is continuous in PC(0, b;X)
In this section, by using the techniques of approximate solutions and fixed point, we give
some existence results for nonlocal impulsive problem (1.1) when the nonlocal item g is only
continuous in PC(0, b;X).
We give the following hypotheses:
(Hg2) g : PC(0, b;X) → X is a continuous mapping which maps Wr into a bounded set, and
there is a δ = δ(r) ∈ (0, t1) such that g(u) = g(v) for any u,v ∈ Wr with u(s) = v(s),
s ∈ [δ, b].
Theorem 4.1. Assume that the conditions (HA), (Hf ), (Hg2) and (HI) are satisfied. Then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[
sup
u∈Wr
∥∥g(u)∥∥+ ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r. (4.1)
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For fixed n 1, we consider the following approximate problem:
u′(t) = Au(t) + f (t, u(t)), 0 t  b, t = ti ,
u(0) = T
(
1
n
)
g(u),
u(ti) = T
(
1
n
)
Ii
(
u(ti)
)
, i = 1,2, . . . , p, 0 < t1 < t2 < · · · < tp < b. (4.2)
Lemma 4.2. Assume that all the conditions in Theorem 4.1 are satisfied. Then for any n 1, the
nonlocal impulsive problem (4.2) has at least one mild solution un ∈ PC(0, b;X).
Proof. For fixed n 1, set Qn : PC(0, b;X) → PC(0, b;X) defined by
(Qnu)(t) = (Qgnu)(t) + (Qf u)(t) + (QInu)(t),
with
(Qgnu)(t) = T (t)T
(
1
n
)
g(u),
(Qf u)(t) =
t∫
0
T (t − s)f (s, u(s))ds,
(QInu)(t) =
∑
0<ti<t
T (t − ti )T
(
1
n
)
Ii
(
u(ti)
)
for all t ∈ [0, b]. It is easy to see that the fixed point of Qn is the mild solution of nonlocal impul-
sive problem (4.2). Subsequently, we will prove that Qn has a fixed point by using Schauder’s
fixed point theorem.
Similar to the proof of Lemma 3.2, we can prove that the mapping Qn is continuous
on PC(0, b;X), QnWr ⊆ Wr and the operators Qgn : Wr → PC(0, b;X) and QIn : Wr →
PC(0, b;X) are also compact operators. Note that operator Qf is compact due to Lemma 2.2.
Thus, Qn is a compact mapping. By Schauder’s fixed point theorem, the operator Qn has a
fixed point in Wr , which is just the mild solution of the nonlocal impulsive problem (4.2). This
completes the proof. 
Now, define the solution set D and the sets D(t), D(t+) by
D = {un ∈ PC(0, b;X): un = Qnun, n 1},
D(t) = {un(t): un ∈ D, n 1}, t ∈ [0, b],
D(t+) = {un(t+): un(t+) denotes the right limit of un at t , un ∈ D}, t ∈ (0, b), respectively.
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D|J0(t) is relatively compact in X and D|J0 is equicontinuous on (0, t1]. Furthermore, D|Ji is a
precompact subset of C(ti, ti+1;X) for every i = 1,2, . . . , p.
Proof. For un0 ∈ D|J0 , n 1, we have
un0(t) = T (t)T
(
1
n
)
g(un) +
t∫
0
T (t − s)f (s, un0(s))ds, t ∈ J0,
with un ∈ D.
Let t ∈ (0, t1], ε > 0, un0 ∈ D|J0 , n  1. By the properties of semigroup and the condi-
tion (Hf ), there exists h ∈ (0, t) such that
∥∥un0(t) − T (h)un0(t − h)∥∥=
∥∥∥∥∥
t∫
t−h
T (t − s)f (s, un0(s))ds
∥∥∥∥∥M
t∫
t−h
ρr(s)ds  ε
for all n  1. Combining the above inequality with the compactness of the operator T (h), one
has D|J0(t) is relatively compact.
Now, for t ∈ (0, t1], since D|J0(t) is relatively compact, it is precompact. Thus, there exists a
finite family {v1, v2, . . . , vj } ⊂ D|J0(t) such that for any un0 ∈ D|J0 , there exists i ∈ {1,2, . . . , j}
with
(M + 1)∥∥un0(t) − vi∥∥ ε/3.
On the other hand, we can choose h ∈ (0, t) such that
M
t+h∫
t
∥∥f (s, un0(s))∥∥ds  ε/3, ∥∥T (h)vi − vi∥∥ ε/3
for any un0 ∈ D|J0 , i ∈ {1,2, . . . , j}. Therefore,
∥∥un0(t + h) − un0(t)∥∥ ∥∥un0(t + h) − T (h)un0(t)∥∥+ ∥∥T (h)un0(t) − un0(t)∥∥
M
t+h∫
t
∥∥f (s, un0(s))∥∥ds + ∥∥T (h)vi − vi∥∥+ (M + 1)∥∥un0(t) − vi∥∥
 ε/3 + ε/3 + ε/3
 ε
for any un0 ∈ D|J , i.e., D|J is equicontinuous for t ∈ (0, t1].0 0
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un1(t1) = un
(
t+1
)
= T (t1)T
(
1
n
)
g(un) +
t1∫
0
T (t1 − s)f
(
s, un(s)
)
ds + T
(
1
n
)
I1
(
un(t1)
)
,
un1(t) = T (t)T
(
1
n
)
g(un) +
t∫
0
T (t − s)f (s, un(s))ds
+ T (t − t1)T
(
1
n
)
I1
(
un(t1)
)
, t ∈ J1,
with un ∈ D. Thus, we can also denote un1 by
un1 = (Qgnun)|J1 + (Qf un)|J1 + (QInun)|J1 , n 1. (4.3)
For each t ∈ [t1, t2], since T (t) is compact, we have the set
{
(Qgnun)(t), un ∈ D, n 1
}= {T (t)T(1
n
)
g(un): un ∈ D, n 1
}
is relatively compact in X. For t1  s  t  t2, we have
∥∥(Qgnun)(t) − (Qgnun)(s)∥∥
∥∥∥∥[T (t − t1) − T (s − t1)]T (t1)T
(
1
n
)
g(un)
∥∥∥∥.
Since {T (t1)T ( 1n )g(un): un ∈ D, n  1} is relatively compact in X, we conclude that‖(Qgnun)(t) − (Qgnun)(s)‖ → 0 uniformly as t → s, which implies that {Qgnun: un ∈
D, n  1}|J1 is equicontinuous in J1. Therefore, {Qgnun: un ∈ D, n  1}|J1 is precompact
in C(t1, t2;X).
For {Qf un, un ∈ D, n 1}|J1 , it is precompact in C(t1, t2;X) due to Lemma 2.2.
For the last term of the right side of (4.3), we can also prove that it is precompact in
C(t1, t2;X). In fact, we have proved that for each t ∈ (0, t1], D|J0(t) is relatively compact and
D|J0 is equicontinuous on (0, t1]. Thus for any δ > 0, D|[δ,t1] is precompact. Without loss of
generality, we may suppose that un0 → u as n → ∞ in C(δ, t1;X) for {un0}∞n=1 ⊆ D|J0 . In par-
ticular, un(t1) = un0(t1) → u(t1) as n → ∞. Thus, similar to the proof of Lemma 3.3, we get
that {QInun: un ∈ D, n 1}|J1 is precompact in C(t1, t2;X).
Therefore, we conclude that D|J1 is precompact in C(t1, t2;X). The same idea can be used
to prove that D|Ji is also a precompact subset of C(ti, ti+1;X) for every i = 2,3, . . . , p. This
completes the proof. 
Proof of Theorem 4.1. To prove that the solution set D of Eq. (4.2) is precompact in
PC(0, b;X), we should only to prove that D(0) is relatively compact in X and D is equicon-
tinuous at t = 0 due to Lemmas 2.3 and 4.3.
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un(t) =
{
un(t), t ∈ [δ, b],
un(δ), t ∈ [0, δ],
where δ comes from the condition (Hg2). Then, by condition (Hg2), g(un) = g(un).
At the same time, by Lemma 4.3, without loss of generality, we may suppose that un → u ∈
PC(0, b;X), as n → ∞. Thus, by the continuity of T (t) and g, we get
∥∥un(0) − g(u)∥∥ =
∥∥∥∥T
(
1
n
)
g(un) − g(u)
∥∥∥∥

∥∥∥∥T
(
1
n
)
g(un) − T
(
1
n
)
g(u)
∥∥∥∥+
∥∥∥∥T
(
1
n
)
g(u) − g(u)
∥∥∥∥
 M
∥∥g(un) − g(u)∥∥+
∥∥∥∥T
(
1
n
)
g(u) − g(u)
∥∥∥∥
→ 0,
as n → ∞, i.e., D(0) is relatively compact in X.
On the other hand, for t ∈ (0, t1),
∥∥un(t) − un(0)∥∥ 
∥∥∥∥T (t)T
(
1
n
)
g(un) − T
(
1
n
)
g(un)
∥∥∥∥+
t∫
0
∥∥T (t − s)f (s, un(s))∥∥ds
=
∥∥∥∥[T (t) − I ]T
(
1
n
)
g(un)
∥∥∥∥+
t∫
0
∥∥T (t − s)f (s, un(s))∥∥ds
→ 0
uniformly as t → 0 since D(0) = {T ( 1
n
)g(un): un ∈ D}∞n=1 is relatively compact. Thus, we
obtain that the set D ⊆ PC(0, b;X) is equicontinuous at t = 0. Therefore, D is precompact in
PC(0, b;X). Without loss of generality, we may suppose that un → u∗ ∈ PC(0, b;X) as n → ∞.
By the definition of mild solution for (4.2), we have
un(t) = T (t)T
(
1
n
)
g(un) +
t∫
0
T (t − s)f (s, un(s))ds + ∑
0<ti<t
T (t − ti )T
(
1
n
)
Ii
(
un(ti)
)
for 0 t  b. Taking the limit n → ∞ in both sides, we obtain that
u∗(t) = T (t)g(u∗)+
t∫
0
T (t − s)f (s, u∗(s))ds + ∑
0<ti<t
T (t − ti )Ii
(
u∗(ti)
)
for 0 t  b, which implies that u∗ is a mild solution of nonlocal impulsive problem (1.1). This
completes the proof. 
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result Theorem 4.1, which enable us to get rid of the compactness or Lipschitz continuity of
impulsive functions. However, in many previous papers, such as [9,10,15,16,19,20], etc., the
authors had to impose the compactness or Lipschitz continuity on the impulsive functions in their
proof, as they used the method of fixed point only. In this paper, we only need the continuity of
the impulsive functions. So our results generalize and improve those in [9,10,15,16,19,20] and
have more broad applications. Moreover, we have the following consequences.
Corollary 4.5. Let conditions (HA), (Hf ) and (HI) be satisfied. Suppose that g(u) =∑q
j=1 cju(sj ), where cj , j = 1,2, . . . , q, are given constants, and 0 < s1 < s2 < · · · < sq < b.
Then the nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[
q∑
j=1
|cj |r + ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r.
Proof. It is easy to see that if g(u) =∑qj=1 cju(sj ), condition (Hg2) holds with δ = s1. Thus
all the conditions in Theorem 4.1 are satisfied. Then the nonlocal impulsive problem (1.1) has at
least one mild solution on [0, b]. This completes the proof. 
If we use the following assumption instead of (Hg2):
(Hg2′) g : PC(0, b;X) → X is a continuous and compact mapping.
We may use the same method to get the following results. Note that the operator Qg can be
defined directly by (Qgu)(t) = T (t)g(u), in which T ( 1n ) is not required for the compactness
of g(Wr) under the condition (Hg2′). And we can also get the D(0) is precompact and D is
equicontinuous at t = 0 in this case. So we can get the following result.
Corollary 4.6. Assume that the conditions (HA), (Hf ), (Hg2′) and (HI) are satisfied. Then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[
sup
u∈Wr
∥∥g(u)∥∥+ ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r.
In particular, if g(u) ≡ u0, we can get the following result.
Corollary 4.7. Assume that the conditions (HA), (Hf ), (HI) are satisfied and g(u) ≡ u0. Then
the nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[
‖u0‖ + ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r.
Remark 4.8. To the best of our knowledge, only Cardinali and Rubbioni [8] obtained the mild
solutions for the semilinear differential inclusion of the following form without the Lipschitz
continuity or compactness assumption on impulsive functions recently:
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u(0) = u0,
u(ti) = Ii
(
u(ti)
)
, i = 1,2, . . . , p, 0 < t1 < t2 < · · · < tp < b, (4.4)
where {A(t): t ∈ [0, b]} is a family of linear operators in Banach space X generating an evo-
lution operator, F is a Carathéodory type multifunction. They first gave the mild solution on
the first interval [0, t1] using fixed point theorem, then obtained the mild solution on the second
interval [t1, t2] according to the mild solution on the first interval. By induction, they obtained
the mild solution for differential inclusion (4.4) on [0, b]. Their method is still the standard one
mentioned in the introduction of this paper. And their method cannot be applied to our case.
Because Eq. (1.1) is a nonlocal problem and the nonlocal item g is defined in PC(0, b;X). We
cannot expect to get the mild solution from the local view. Thus, the above results generalize
and improve many previous papers, in which they assumed the impulsive functions are Lipschitz
continuous or compact.
5. The case g is continuous in L1(0, b;X)
In this section, we discuss the existence of nonlocal impulsive problem (1.1) in the case that
the nonlocal item g is continuous in L1(0, b;X). We suppose that
(Hg3) g : L1(0, b;X) → X is a continuous mapping.
It is easy to see that condition (Hg3) implies that g is continuous in PC(0, b;X).
Theorem 5.1. Assume that the conditions (HA), (Hf ), (Hg3) and (HI) are satisfied. Then the
nonlocal impulsive problem (1.1) has at least one mild solution on [0, b] provided that
M
[
sup
u∈Wr
∥∥g(u)∥∥+ ‖ρr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r.
Proof. Since condition (Hg3) implies that g is continuous in PC(0, b;X), we get the result of
Lemma 4.3, which implies that the set Dδ = {u ∈ PC(0, b;X): u(t) = v(δ) for t ∈ [0, δ], u(t) =
v(t) for t ∈ [δ, b], v ∈ D} is precompact in PC(0, b;X) and also precompact in L1(0, b;X) for
any δ ∈ (0, b).
Note that D ⊆ Wr , so for arbitrary ε > 0, there exists δ > 0 such that
∫ δ
0 ‖u(s)‖ds < ε for all
u ∈ D. Thus D is precompact in L1(0, b;X) as it has an ε-net Dδ . By condition (Hg3), we have
{g(un): un ∈ D}∞n=1 is precompact in X. We may suppose that g(un) → z as n → ∞. Thus, it is
easy to prove that T ( 1
n
)g(un) → z as n → ∞, i.e., D(0) = {T ( 1n )g(un), un ∈ D}∞n=1 is relatively
compact.
On the other hand, similar to the proof of Theorem 4.1, ‖un(t) − un(0)‖ → 0 uniformly as
t → 0 and un ∈ D, n  1. Thus, we obtain that the set D ⊆ PC(0, b;X) is equicontinuous at
t = 0. Therefore, D is precompact in PC(0, b;X). The rest of the proof is similar to that of
Theorem 4.1. This completes the proof. 
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main results in the above three sections. The application of it not only makes us to get rid of
the restriction on impulsive functions successfully, but also makes us to solve the problem of
compactness of solution operator at zero caused by the unbounded operator A.
6. Examples
In this section, we shall give two examples to illustrate our results.
Example 6.1. Consider the following partial differential equation of the form:
∂
∂t
w(t, x) = ∂
2
∂x2
w(t, x) + F (t,w(t, x)), 0 t  b, 0 x  π, t = ti ,
w(t,0) = w(t,π) = 0, 0 t  b,
w
(
t+i , x
)− w(t−i , x)= Ii(w(ti, x)), i = 1, . . . , p,
w(0, x) +
q∑
j=1
cjw(sj , x) = u0(x), 0 < s1 < · · · < sq < b, 0 x  π, (6.1)
where u0 ∈ L2[0,π], F : [0, b] × [0,π] → R and cj are given real numbers for j = 1, . . . , q .
Take X = L2[0,π] with the norm ‖ · ‖2, and we consider the operator A : D(A) ⊆ X → X
defined by D(A) = {z ∈ X: z, z′ are absolutely continuous, z′′ ∈ X, z(0) = z(π) = 0}, Az = z′′.
Then, we have
Az =
∞∑
n=1
n2〈z, zn〉zn, z ∈ D(A),
where zn(s) = √2/π sinns, n = 1,2, . . . , is the orthogonal set of eigenvectors of A. It is well
known that A is the infinitesimal generator of an analytic semigroup T (t), t  0, in the Hilbert
space X and
T (t)z =
∞∑
n=1
exp
(−n2t)〈z, zn〉zn, z ∈ X.
More details about these facts can be seen from the monograph [24] of Pazy. Moreover, the
analytic semigroup T (t) generated by A is compact [24] and, there exists a constant M such that
‖T (t)‖M for all t  0. This implies that operator A satisfies the condition (HA).
Now, we assume that:
(1) f : [0, b] × X → X is a continuous function defined by
f (t, z)(x) = F (t, z(x)), 0 t  b, 0 x  π.
Moreover, for each r > 0, there exists an integrable function θr : [0, b] → R (r > 0) such
that ‖f (t, z)‖ θr(t) for t ∈ [0, b] and all ‖z‖ r ;
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g(u)(x) = u0(x) −
q∑
j=1
cju(sj )(x), 0 < s1 < · · · < sq < b, 0 x  π,
where u(s)(x) = w(s, x), 0 s  b, 0 x  π .
(3) Ii : X → X is a continuous function for each i = 1, . . . , p.
Under these assumptions, the problem (6.1) can be reformulated as the abstract problem (1.1),
and conditions (Hf ), (Hg1) are satisfied with ρr = θr , Lipschitz constant k =∑qj=1 |cj |. If also
the following inequality
M
[
‖u0‖ +
q∑
j=1
|cj |r + ‖θr‖L1 + sup
u∈Wr
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r
holds for some r > 0, where Wr = {u ∈ PC(0, b;X): ‖u‖ r}, then according to Theorem 3.1,
the problem (6.1) has at least one mild solution in PC(0, b;X).
Example 6.2. Consider the following partial integrodifferential equation:
∂
∂t
v(t, x) = d ∂
2
∂x2
v(t, x) +
t∫
0
μ
(
t, s, v(s, x)
)
ds + F (t, v(t, x)), 0 t  b, 0 x  π,
v(t,0) = v(t,π) = 0, 0 t  b,
v
(
t+i , x
)− v(t−i , x)= Ii(v(ti , x)), i = 1, . . . , p,
v(0, x) +
q∑
j=1
cj
3
√
v(sj , x) = u0(x), 0 < s1 < · · · < sq < b, 0 x  π, (6.2)
where u0, cj are the same with those in Example 6.1, d is a positive constant number, μ : [0, b]×
[0, b] × R → R, F : [0, b] × R → R are two functions which will be given later.
We also take X = L2[0,π] with the norm ‖ ·‖2, and we also consider the operator A : D(A) ⊆
X → X defined by D(A) = {z ∈ X: z, z′ are absolutely continuous, z′′ ∈ X, z(0) = z(π) = 0},
Az = dz′′.
Then, similar to the discussion in Example 6.1, the operator A satisfies the condition (HA).
Suppose that μ : [0, b] × [0, b] × R → R, F : [0, b] × R → R are two continuous functions
satisfying:
(i) ‖μ(t, s, z(·))‖ θ1(t − s)‖z‖, 0 s  t  b, z ∈ X;
(ii) ‖F(t, z(·))‖ θ2(t)‖z‖, 0 t  b, z ∈ X,
where θ1, θ2 : [0, b] → R+ are two measurable functions.
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(1) f : [0, b] × X → X is a continuous function defined by
f (t, z)(x) =
t∫
0
μ
(
t, s, z(x)
)
ds + F (t, z(x))
for 0 t  b, 0 x  π .
(2) g : PC(0, b;X) → X is a continuous function defined by
g(u)(x) = u0(x) −
q∑
j=1
cj
3
√
u(sj )(x), 0 < s1 < · · · < sq < b, 0 x  π,
where u(s)(x) = v(s, x), 0 s  b, 0 x  π.
(3) Ii : X → X is a continuous function for each i = 1, . . . , p.
Under the above conditions, the problem (6.2) also can be reformulated as the abstract prob-
lem (1.1), and conditions (Hf ), (Hg2) are satisfied with ρr(t) = r(
∫ t
0 θ1(t − s)ds + θ2(t)), δ = s1
(note that (Hg1) is not satisfied). If also the following inequality
M sup
u∈Wr
[
‖u0‖ +
q∑
j=1
∣∣cj 3√u(sj )(x) ∣∣+ r
b∫
0
t∫
0
θ1(t − s)ds dt + r‖θ2‖L1 +
p∑
i=1
∥∥Ii(u(ti))∥∥
]
 r
holds, then, according to Theorem 4.1, the problem (6.2) has at least one mild solution in
PC(0, b;X).
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