A product formula for semigroups of Lipschitz operators associated with semilinear evolution equations of parabolic type is discussed under a new type of stability condition which admits "error term". The result obtained here is applied to showing the convergence of approximate solutions constructed by a fractional step method to the solution of the complex Ginzburg-Landau equation.
Introduction
We are concerned with product formulas for semigroups of Lipschitz operators associated with semilinear evolution equations of parabolic type. For the linear case Trotter [30] established a formula for products of semigroups and Chernoff [4] extended the formula into a more general situation. Product formulas for quasi-contractive nonlinear semigroups were studied by Miyadera-Oharu [25] , Brezis-Pazy [2] , Miyadera-Kobayashi [24] , Kato-Masuda [10] , Reich [29] and Kobayashi [11, 12] and applied to the convergence of approximate solutions of a scalar conservation law [13] . As an extension of quasi-contractive nonlinear semigroups, Kobayashi and Tanaka [14] introduced the notion of semigroups of Lipschitz operators and applied their theory to quasilinear evolution equations. In the case where the infinitesimal generator of such a semigroup is continuous, a generation theorem, a product formula and an application to the convergence of approximate solutions of the Kirchhoff equation by the Lax-Friedrichs difference scheme were discussed in [14, 15] . Recently, their generation theorem for semigroups of Lipschitz operators has been extended to the case where the infinitesimal generator is not necessarily continuous. For example, we considered in [21] the case where the infinitesimal generator is represented as a relatively continuous perturbation of the infinitesimal generator of an analytic semigroup and gave a characterization for semigroups of Lipschitz operators associated with semilinear evolution equations of parabolic type. As an application of the characterization theorem, C 1 well-posedness for the complex Ginzburg-Landau equation was shown there. For extensions to the fully nonlinear case, we refer to [16, 17] .
In this paper we consider a semilinear evolution equation of the form u ′ (t) = Au(t) + Bu(t) for t > 0.
Here A is the infinitesimal generator of an analytic semigroup of class (C 0 ) on a Banach space (X, ‖ · ‖) and B stands for a continuous operator from a subset C of the domain of a fractional power of −A into X . Our objective here is to study a product formula for semigroups of Lipschitz operators associated with semilinear evolution equations of parabolic type under a suitable stability condition. We also give an application of the product formula to the convergence of approximate solutions of the complex Ginzburg-Landau equation by using a fractional step method. To establish a product formula, Kobayashi and Tanaka [15] proposed the following stability condition for a family {F h ; h ∈ (0, h 0 ]} by using a metric-like functional Φ on X × X : Φ(F h x, F h y) ≤ e ωh Φ(x, y) for (x, y) ∈ X × X and h ∈ (0, h 0 ].
(1.1)
Marsden [20] assumed the similar condition to obtain a product formula on Banach manifolds. We note that if Φ(x, y) = ‖x − y‖ then condition (1.1) coincides with the stability condition for quasi-contractive semigroups studied in [2, [10] [11] [12] 25, 29] . In order to construct approximate solutions of (SP) by a fractional step method, we need to apply the product formula with
where {T A (t); t ≥ 0} and {T B (t); t ≥ 0} stand for operator semigroups generated by A and B, respectively. Since the semigroup {T B (t); t ≥ 0} is not quasi-contractive in general, it is difficult to check the stability condition (1.1) for the family {F h ; h ∈ (0, h 0 ]} defined by (1.2) . In this paper we introduce a weaker stability condition which admits "error term" lim sup
h↓0
(sup{(Φ(F h x, F h y) − Φ(x, y))/ h − ωΦ(x, y); x, y ∈ C}) ≤ 0, (1.3) and establish a product formula for (SP) under such a stability condition. The use of this stability condition is the feature of our paper. The paper is organized as follows: Section 2 contains basic assumptions and our main result (Theorem 2.2). The proof of Theorem 2.2 is given in Section 4. An application of the product formula to the complex Ginzburg-Landau equation is discussed in Section 5.
Assumptions and main result
Let (X, ‖ · ‖) be a Banach space and D a closed subset of X . We consider a semilinear Cauchy problem in X of the form
Here A is assumed to be the infinitesimal generator of an analytic semigroup {T (t); t ≥ 0} of class (C 0 ) on X such that ‖T (t)‖ ≤ M A e ω A t for all t ≥ 0, where M A ≥ 1 and ω A < 0 are some constants. Let α ∈ (0, 1) and Y = D((−A) α ). Then Y is a Banach space equipped with the norm
For the operator B we make the following assumptions:
(B-i) The operator B from C into X is continuous and C is dense in D.
Let Φ be a nonnegative functional on X × X satisfying the two conditions below:
Let {F h ; h ∈ (0, h 0 ]} be a family of nonlinear operators from C into itself which satisfies the following two conditions:
(F-i) There exists ω ≥ 0 such that for any null sequence {h n } of positive numbers and any Y -bounded sequences {x n } and {y n } in C,
(F-ii) There exists β ∈ (0, 1) such that for any null sequence {h n } of positive numbers and any convergent sequence {x n } in C with respect to Y norm,
where (S1) S(0)x = x for x ∈ D, and S(t + s)x = S(t)S(s)x for s, t ≥ 0 and x ∈ D.
We are now in a position to state our main result. 
Moreover, the following product formula holds:
where the convergence is uniform on every compact subset of [0, ∞).
The existence of a semigroup {S(t); t ≥ 0} of Lipschitz operators on D satisfying (2.2) is assured by Remark 2.4 and [21, Theorem 5.2] with ϕ defined by ϕ = 0 on D and ϕ = ∞ on X \ D. Thus, we have only to prove the product formula (2.3). The proof will be given in the following two sections.
Remark 2.3. It is easily seen that (F-i) and (F-ii) are equivalent to the following conditions, respectively.
(F-ii) ′ There exists β ∈ (0, 1) such that for any compact set W in C with respect to Y norm,
Remark 2.4. Under (Φ-i) and (F), the following condition holds:
There exists ω ≥ 0 such that for any null sequence {h n } of positive numbers and x, y ∈ C,
Remark 2.5. Without loss of generality, by using the Feller renorming technique [5] if necessary, we may assume that M A = 1 in the proof of Theorem 2.2. We may assume β ∈ (0, 1 − α] in condition (F-ii) as well.
Key estimate for product formula
This section is devoted to estimating the difference between the discrete semigroup {F k h ; k ≥ 0} and an approximate solution x j satisfying
T (t j − s)Bx j−1 ds + ξ j for j = 1, 2, . . . , N . We begin by recalling the following result. ). There exists K 0 ≥ 1 such that for any τ ∈ (0, 1] and for any finite sequence {s k } N k=0 satisfying 0 ≤ s 0 < s 1 < · · · < s N ≤ τ , the following two assertions hold:
(ii) Let ε > 0. Then, for any finite sequence
In the rest of this section the symbol K 0 stands for the constant specified in Lemma 3.1. 
where U Y (v 0 , ρ) denotes the closed ball in Y with center v 0 and radius ρ. Let δ ∈ [0, h], w 0 ∈ C, σ > 0 and G be a measurable function from [0, δ) into X such that
Assume that there exists a sequence {(
Then the following assertions hold:
The above lemma is a special version of [21, Lemma 3.3] where ϕ is a functional on X into [0, ∞] defined by ϕ = 0 on D and ϕ = ∞ on X \ D.
For each h ∈ (0, h 0 ] we define an operator E h from C into Y by
Then for each h ∈ (0, δ] and nonnegative integer N with N h ≤ σ , the following are valid: 
to both sides and summing up the resultant for l = j + 1, . . . , k 0 , we have
Therefore, since {T (t); t ≥ 0} may be assumed to be contractive by Remark 2.5, we have
These two inequalities show that assertions (i) and (ii) hold for 0 ≤ j ≤ k 0 . Setting j = 0 in the last inequality, we observe that
This means that assertion (iii) is valid for k = k 0 . The proof is complete.
Then for each h ∈ (0, δ] the following holds:
Proof. Let h ∈ (0, δ]. By (3.2) we find by a change of variables that
We use these inequalities to estimate (3.4), so that
the desired inequality (3.3) can be obtained by combining the last three inequalities.
The next lemma gives the key estimate for the product formula (2.3). We often use the inequality ‖(−A) γ T (t)‖ ≤ M γ t −γ for t > 0 and γ ∈ (0, 1). Lemma 3.5. Let x 0 ∈ C and ε ∈ (0, 1/2]. Let ω be the constant specified in (F-i). Assume that
and {ξ j } N j=1 be sequences in [0, σ 0 ], C and Y respectively such that they satisfy the following conditions:
Define v(t) = x j−1 for t ∈ [t j−1 , t j ) and j = 1, 2, . . . , N , and
for t ∈ [0, σ 0 ], n ∈ N and h ∈ (0, δ] with nh ≤ τ 0 and |t − nh| ≤ h.
Proof. Let 1 ≤ j ≤ N and h ∈ (0, δ]. By Lemma 3.2 we have ‖Bx j−1 ‖ ≤ M 0 . This and condition (iv) together imply that ‖Bx‖ ≤ M 0 + ε for x ∈ U Y (x j−1 , ρ j ) ∩ C, where
This inequality, the definition of ρ j and conditions (iv) and (v) assure that all the assumptions in Lemma 3.4 are satisfied with M 0 replaced by M 0 + ε, w 0 = x j−1 , ρ = ρ j and σ = t j − t j−1 ;
Combining this inequality and conditions (ii) and (iii), we obtain
Since all the assumptions in Lemma 3.3 are satisfied with M 0 replaced by
By (3.6) through (3.8), all the assumptions in Lemma 3.3 are satisfied with ε = 1, w 0 = x 0 , ρ = ρ 0 , σ = τ 0 and δ = δ 0 ; hence
By (Φ-i), (3.10) and (3.11) we have
and applying Lemma 3.3 with ε = 1, w 0 = x 0 , ρ = ρ 0 , σ = τ 0 and δ = δ 0 again, we have
Here we have used the fact that F q h x 0 ∈ U Y (x 0 , ρ 0 ) ∩ C shown above and the inequality that ‖T (t)x − x‖ ≤ M 1−α α −1 t α ‖x‖ Y for x ∈ Y and t ≥ 0 to obtain the last inequality. Thus, we find by solving the inequality (3.12) combined with (3.13) that
for 0 ≤ j ≤ N . Now, let t ∈ [0, σ 0 ] and let n ∈ N and h ∈ (0, δ] satisfy nh ≤ τ 0 and |t − nh| ≤ h. Then there exists an integer l with 0 ≤ l ≤ N such that |t l − t| ≤ ε and v(t) = x l . By a way similar to the deviation of (3.13) we have
Substituting this inequality and (3.14) into the inequality
we obtain the desired inequality (3.9).
Proof of product formula
Let u 0 ∈ C and τ > 0. Let {S(t); t ≥ 0} be the semigroup of Lipschitz operators on D obtained by the first part of Theorem 2.2 and put u(t) = S(t)u 0 for t ∈ [0, τ ]. By condition (F-ii) one finds δ 1 > 0 and ρ 1 > 0 such that
The continuity of the operator B assures that there exist M 0 > 0 and ρ 2 > 0 satisfying
Set ρ 0 = min{1/2, ρ 1 /2, ρ 2 /2} and choose τ 0 ∈ (0, 1] such that
where K 0 is the constant specified in Lemma 3.1, γ ∈ (α, 1), K γ is a positive constant in the moment inequality that
and M γ ,α (t) is the nondecreasing function on [0, ∞) defined by
for t ≥ 0. Since 0 < α < γ < 1, we have lim t↓0 M γ ,α (t) = 0. This fact guarantees the existence of τ 0 ∈ (0, 1] satisfying condition (4.4). Let σ 0 ∈ (0, τ 0 ) and k 0 ∈ N satisfy k 0 σ 0 = τ . Let k be an integer with 0 ≤ k ≤ k 0 − 1. Then the proof of the product formula (2.3) is inductively completed once it is shown that if 
(4.10) 
These three conditions show that all the assumptions in Lemma 3.3 are satisfied with w 0 = u δ , σ = τ 0 , ρ = ρ 0 and ε = 1; hence
It follows from (4.11), (4.12) and (4.10) that
14) 
17)
We apply Lemma 3.3 with ε = 1 to obtain the inequality
By this inequality and (4.15) we use the inequality (4.16) to find that
and sufficiently small h > 0, we have
To prove (4.7), it remains to estimate ‖F
, by applying Lemma 3.5. It should be noticed that assumptions (3.5) through (3.8) with x 0 = u(kσ 0 ) are satisfied by (4.16) through (4.19) . By condition (F-ii) one findsδ 1 > 0 andρ 1 
The continuity of the operator B assures that there existsρ 2 > 0 satisfying
(4.22)
Setρ 0 = min{ρ 0 ,ρ 1 ,ρ 2 } and choose λ > 0 so that λ ≤ min{δ 0 ,δ 1 , ε} and the following two conditions are satisfied:
Let {t j } N j=0 be a partition of the interval [0, σ 0 ] such that 0 = t 0 < t 1 < · · · < t j < · · · < t N = σ 0 and t j − t j−1 ≤ λ for 1 ≤ j ≤ N . Put s j = kσ 0 + t j and x j = S(s j )u 0 (=u(s j )) for 0 ≤ j ≤ N . In order to apply Lemma 3.5, it suffices to check conditions (ii) through (vi) in Lemma 3.5. Condition (vi) follows from (4.24), sinceρ 0 ≤ ρ 0 and s j−1 ≤ (k + 1)σ 0 ≤ τ for 1 ≤ j ≤ N . Condition (ii) is satisfied by defining
Since we deduce from (2.2) that the right-hand side is written as
Since t j − t j−1 ≤ 1 for 1 ≤ j ≤ N , we observe by these two inequalities and Remark 2.5 that condition (iii) is satisfied. To check the two conditions (iv) and (v), let 1 ≤ j ≤ N and let x ∈ C satisfy ‖x −
, it follows from (4.24) that x ∈ U Y (u(s j−1 ),ρ 0 )∩C. By (4.22) we have ‖Bx −Bu(s j−1 )‖ ≤ ε. This means that condition (iv) is satisfied. In the same way, condition (v) with δ = λ follows from (4.21). Thus, all the conditions in Lemma 3.5 with x 0 = u(kσ 0 ) and δ = λ are proved to be satisfied. Since nh ≤ τ 0 for sufficiently small h ∈ (0, λ] provided that t ∈ [0, σ 0 ] and |t − nh| ≤ h for h ∈ (0, h 0 ], we find by Lemma 3.5 that
Letting λ ↓ 0 and then letting ε ↓ 0, we have by condition (Φ-ii)
This together with (4.20) implies (4.7), since |([(t +kσ
for h ∈ (0, δ 0 ]. Then, by (3.2) we have
. By (4.14) we apply Lemma 3.1 to find that
for sufficiently small h ∈ (0, δ 0 ]. Since the fact that lim h↓0 F 
It follows from (4.10) and (4.6) that lim sup
Here we have used the inequality (a + b) α ≤ a α + b α for a, b ≥ 0. By (2.2) and (4.2) we have
, respectively. By a way similar to the derivation of (4.30) we observe that σ
. Using this inequality, (4.31) and (4.29), we find by the moment inequality (4.5) that lim sup
Combining this inequality, (4.27) and (4.28), we have lim sup
By (4.4) this inequality implies the desired inequality (4.8).
Solvability of the complex Ginzburg-Landau equation by a fractional step method
Let 1 < p < ∞ and let us consider the mixed problem for the complex Ginzburg-Landau equation
Here Ω is a smooth domain in R N where N ≥ 1, and λ > 0, κ > 0, µ, ν, γ ∈ R. Under the assumption that
it is shown in [21] that the (CGL) has a unique solution in the class
For further details, we refer to [1, 6, 7, 18, [21] [22] [23] 27, 28, 31, 32] . In this section we discuss the solvability of the (CGL) by a fractional step method as an application of Theorem 2.2. For simplicity, we consider the case where γ = 0. In what follows we assume that q > 2.
Following [22, Section 2], we first write (CGL) as the abstract Cauchy problem (SP) in L p (Ω ) (see [22] for details). Let X = L p ( ) and ‖u‖ = ‖u‖ L p for u ∈ X . Define a linear operator A in X by
. Then, by (5.1) we deduce from [9, 26] that A generates an analytic semigroup {T A (z); | arg z| < ψ p } of contractions on X and the operator A is the infinitesimal generator of an analytic semigroup {T (z) (:=e −(λ+iµ)z T A (z)); | arg z| < ψ p } of class (C 0 ) on X such that ‖T (t)‖ ≤ e −λt for t ≥ 0, where
. By (5.1) we can choosep such that
Then, by (5.4) we have
for v ∈ X ∩ Lp( ) and t ≥ 0. Moreover, we can choose α ∈ (0, 1) such that 8) where the inclusion in (5.8) is continuous (see [22] ). Let Y = D((−A) α ). Let R > 0 be fixed arbitrarily and let
Then, the (CGL) is rewritten as the semilinear Cauchy problem
by defining a nonlinear operator B from C into X as
The operator B from C into X is already shown [22] to satisfy condition (B) and the locally Lipschitz continuity condition in the following sense: for each ρ > 0 there exists
The purpose is to discuss the solvability of the (CGL) through a fractional step method. Namely, we write (CGL) as u ′ (t) = Au(t) + Bu(t) for t > 0, and u(0) = u 0 by using the nonlinear operator B in X defined by
Then we solve the two simpler problems v ′ (t) = Av(t) and w ′ (t) = Bw(t), and obtain the solution u through the formula u(t) = lim h↓0 (T A (h)T B (h)) [t/ h] u 0 for t ≥ 0, where {T B (t); t ≥ 0} is the semigroup generated by B. To do this, we need to investigate some basic properties on the semigroup {T A (t); t ≥ 0} and the operator B.
Lemma 5.1. The following assertions hold.
(i) There exists K > 0 such that
(Ω ) and t > 0.
(ii) There exists K > 0 such that
for v ∈ D and t > 0. (iii) There exist K > 0 and θ A ∈ (0, 1) such that
In what follows, the symbol K stands for various constants.
Proof. Assertions (i) and (ii) follow from [19, 26] and L p − L q estimates for the heat semigroup. Assertion (iii) will be shown as follows: since 
, and the inequalities (5.16) and (5.17), we have
for v ∈ Y and t ∈ (0, 1]. Assertion (iv) is shown by using the elementary inequality
By a direct computation, the Cauchy problem in C
has a unique solution ξ given by 
By (5.19) we can define a family {T B (t); t ≥ 0} of operators on X by
Lemma 5.2. The family {T B (t); t ≥ 0} has the properties below:
(ii) For each v ∈ D(B) and t ≥ 0, T B (t)v is differentiable with respect to t and
for t ≥ 0 and v ∈ X ∩ Lp (q−1) (Ω ).
Proof. Assertions (i) and (ii) follow from (5.18), (5.19), (5.20) and the dominated convergence theorem. To verify assertion (iii), let v ∈ X ∩ Lp (q−1) (Ω ). By (5.21) we find that
for almost all x ∈ Ω and t > 0. Hence
for almost all x ∈ Ω and t > 0, we have
for t > 0, where θ B = ( p(q − 1) −p)/ p(q − 2). By (5.3) and the fact that p + q − 2 < p(q − 1) we have θ B ∈ (0, 1). Thus, the inequality (5.24) holds.
The following product formula shows the solvability of the (CGL) by a fractional step method. Theorem 5.3. Let u 0 ∈ C. Then there exists a unique C 1 solution u to (CGL) with the initial value u 0 . Moreover, the solution u is obtained through the formula
where the convergence is uniform on each compact subinterval of [0, ∞).
Proof. The existence and uniqueness of C 1 solutions is known. To prove (5.25) we shall check all the assumptions in Theorem 2.2. Let Φ be the nonnegative functional on X × X defined by
for u, v ∈ X , where b is the constant specified in [22, Lemma 4.1] and c ∧ d = min{c, d} for c, d ∈ R. It is shown [22, (4.6) ] that assumption (Φ) is satisfied and that there exists ω ≥ 0 such that
where
Then we deduce from (5.6) and (5.22) that the operator F h maps C into itself. By Remark 2.3 we shall check conditions (F-i) ′ and (F-ii) ′ in place of conditions (F-i) and (F-ii). To prove that condition (F-ii) ′ is satisfied, let W be any compact set in C and let ρ be a positive number such that ‖v‖ Y ≤ ρ for v ∈ W . Put w(t, v) = F t v for t > 0 and v ∈ W . Since
we have
for t > 0 and v ∈ W . By (5.27) we have
28)
for s > 0 and v ∈ W . Since W is compact in C, the sets B(W ) and W are compact in X . This and the strong continuity of {T A (t); t ≥ 0} in B(X ) imply that {b(s, v)} vanishes in X uniformly for v ∈ W as s ↓ 0. Since the semigroup {T A (t); t ≥ 0} is contractive on X , we find by (5.14), 
