In many applications, the dataset under investigation exhibits heterogeneous regimes that are more appropriately modeled using piece-wise linear models for each of the data segments separated by change-points. Although there have been much work on change point linear regression for the low dimensional case, high-dimensional change point regression is severely underdeveloped. Motivated by the analysis of Minnesota House Price Index data, we propose a fully Bayesian framework for fitting changing linear regression models in high-dimensional settings. Using segment-specific shrinkage and diffusion priors, we deliver full posterior inference for the change points and simultaneously obtain posterior probabilities of variable selection in each segment via an efficient Gibbs sampler. Additionally, our method can detect an unknown number of change points and accommodate different variable selection constraints like grouping or partial selection. We substantiate the accuracy of our method using simulation experiments for a wide range of scenarios. We apply our approach for a macro-economic analysis of Minnesota house price index data. The results strongly favor the change point model over a homogeneous (no change point) high-dimensional regression model.
Introduction
Modern statistical modeling and inference continue to evolve and be molded by the emergence of complex datasets, where the dimension of each observation in a dataset substantially exceeds the size of the dataset. Largely due to recent advances in technology, such high dimensional datasets are now ubiquitous in fields as diverse as genetics, economics, neuroscience, public health, imaging, and so on. One important objective of high dimensional data analysis is to segregate a small set of regressors, associated with the response of interest, from the large number of redundant ones. Penalized least square approaches like Lasso (Tibshirani 1994) , SCAD (Fan and Li 2001) , Elastic Net (Zou and Hastie 2005) , adaptive Lasso (Zou 2006) etc. are widely employed for high dimensional regression analysis.
Bayesian alternatives typically proceed by using hierarchical priors for the regression coefficients aimed at achieving variable selection. Bayesian variable selection methods include stochastic search variable selection (George and McCulloch 1993) , spike and slab prior (Ishwaran and Rao 2005) , Bayesian Lasso (Park and Casella 2008) , horseshoe prior (Carvalho et al. 2010) , shrinkage and diffusion prior (Narisetty and He 2014) among others.
Most of the aforementioned approaches assume a single underlying model from which the data is generated. Such homogeneity assumptions may be violated in systems where the variables involved exhibit dynamic behavior and interactions. Common examples include economic time series (Chen and Gupta 1997; Kezim and Pariseau 2004; Lenardon and Amirdjanova 2006) , climate change data (Reeves et al. 2007) , DNA micro-array data (Baladandayuthapani et al. 2010 ) and so on. Change point models provide a convenient depiction of such complex relationships by splitting the data based on a threshold variable and using a homogeneous model for each segment. There exists enormous literature on Bayesian methodology addressing various change point problems (see for example Carlin et al. 1992; Barry and Hartigan 1993; McCulloch and Tsay 1993; Adams and MacKay 2007; Turner et al. 2009 , among others).
Changing linear regression models are a subclass of change point problems, where the linear model relating the response to the predictors varies over different segments of the data.
Segmentation of the dataset is typically based on unknown change points of a threshold variable like time or age or some other contextual variable observed along with the data.
Economic datasets constitute a major domain of application of changing linear models.
Many economic time series datasets may be collected over different political and financial regimes, thereby containing several change points with respect to the association with the predictors. In a low dimensional setting, Carlin et al. (1992) used Gibbs' sampling techniques for changing linear models to deliver fully Bayesian inference about the location of the change points and the regression coefficients for each segment. When the set of possible predictors is high dimensional, an additional objective is to identify the (possibly different) sparse supports for each segment. Despite the abundance of Bayesian literature on high dimensional regression and on change point models, it appears there is no extant Bayesian work on high dimensional changing linear regression.
This manuscript intends to bridge this gap by proposing a hierarchical methodology for high dimensional changing linear models. We embed Bayesian variable selection techniques in a change point setup to simultaneously detect the number and location of the change points as well as to identify the true sparse support for each of the linear models. We use teh newly proposed shrinkage and diffusion priors (Narisetty and He 2014) for the regression coefficients in each segment to perform variable selection. We provide an efficient Gibbs' sampler that delivers full posterior inference on the change points, posterior selection probabilities for each variable for all segments and posterior predictive distributions for the response. Our fully Bayesian approach is flexible to the choice of variable selection priors and offers the scope for several structural modifications tailored to specific data applications.
For example, constraints like grouping the selection of a variable across all the segments can be easily achieved using group selection priors. Other constraints like partial selection within or between the segments can also be accommodated in our setup. Numerical studies reveal that for a wide range of scenarios, our proposed methodology can accurately detect the change points and select the correct set of predictors. We demonstrate the applicability of our method for a macro-economic analysis of Minnesota house price index data. The results strongly favor our change point model over a homogeneous high dimensional regression model.
Classical penalized least square approaches mentioned earlier can also be used in a change point setup. By treating the unknown change points as additional tuning parameters, one can split the data using fixed values of these change points and use some penalized loss function to achieve variable selection for each segment. For example, Lee et al. (To appear) uses Lasso penalty to estimate the coefficients for each segment. Subsequent application of cross validation or model selection techniques will yield the optimal change points from a grid of possible values. However, our fully Bayesian approach has several advantages over this. Firstly, the grid search approach is computationally highly inefficient especially for more than one change points. On the other hand, a prior specification for the change points in our Bayesian model enables standard MCMC techniques to efficiently generate posterior samples. Moreover, in many real applications, change in association between variables can occur over a range of the threshold variable. Point estimates of change points obtained from classical approaches fail to accurately depict such scenarios. Bayesian credible intervals obtained from the posterior distributions provide a much more realistic quantification of the uncertainty associated with the location of the change points, which is very difficulty to accomplish if one uses the grid search approach.
The rest of the manuscript is organized as follows. In Section 2 we present our method-ology in details including extensions to unknown number of change points and alternate prior choices. Results from several simulated numerical studies are provided in Section 3. In Section 4 we present the details of a house price index data analysis using our change point methodology. We conclude this paper with a brief review and pointers to future research.
Method
We consider a traditional high dimensional setup with the n × 1 response vector y = (y 1 , y 2 , . . . , y n ) and corresponding n × p covariate matrix X = (x 1 , x 2 , . . . , x n ) where p can be larger than n. We further assume that for every observation y i we observe another quantitative variable t i such that the association between y i and x i depends on the values of t i . In a linear regression setup, this dynamic relationship between the response y i and the corresponding p × 1 vector of covariates x i can be expressed as E(y i | x i , t i ) = x i β k for all i such that τ k−1 < t i < τ k where τ 0 < τ 1 < . . . < τ K < τ K+1 = n. The change-points τ 1 , τ 2 , . . . , τ K are typically unknown while the number of change-points K may or may not be known depending on the application.
As the number of regressors (p) is large, our goal is to select the relevant variables for this regression. However, for this changing linear regression, the set of relevant regressors may depend on the value of the threshold variable t and variable selection procedures applied disregarding the dependence on t can lead to erroneous variable selection. Let S k denotes the support of β k where s k = |S k | is typically much less than p. Our goal is to simultaneously detect the change-points τ k and estimate S k for all k = 1, 2, . . . , K. We initially assume only one change-point τ i.e. K = 1. Extensions to more than one (and possibly unknown number of) change points are discussed later in Section 2.2.
One Change Point Model
We assume a changing linear regression model
where β 1 , β 2 are both sparse p × 1 vectors such that β 1 = β 2 and i ∼ N (0, σ 2 ) denotes the independent and identically distributed noise. In order to accomplish variable selection both before and after the change point, we use shrinking and diffusion (BASAD) priors proposed in Narisetty and He (2014) for β 1 and β 2 . To be specific, we assume
of zeros and ones. The hyper-parameters γ 0k and γ 1k are scalars chosen to be very small and very large respectively. Hence, β kj -the j th component of β k -is assigned a shrinking prior if Z kj equals 0 and a diffusion (flat) prior if Z kj = 1. Z kj 's are assumed to be apriori independent each following Bernoulli(q k ). Hence q k controls the prior model size for the k th segment. The choices for the hyper-parameters γ 0k , γ 1k and q k are discussed in Section 3.
We assume a uniform prior for the change-point τ and a conjugate Inverse Gamma prior for the noise variance σ 2 . The full Bayesian model can now be written as:
We use Gibbs' sampler to obtain posterior samples of τ , β k and Z k for k = 1, 2. Let τ | · denote the full-conditional distribution of τ in the Gibbs' sampler. We use similar notation to denote the other full conditionals. Let
let Y k and X k denote the response vector and covariate matrix obtained by stacking up the observations U k . From the full likelihood in (2.2), we have
where φ(x) denotes the density of standard normal distribution. We observe that the full conditionals of β k , Z kj and σ 2 follow conjugate distributions and are easily updated via the Gibbs' sampler. Only p(τ | ·) does not correspond to any standard likelihood and we use a Random Walk Metropolis-Hastings step within the Gibbs' sampler to update τ .
Multiple change points
So far we have limited our discussion to the presence of only one change point. However, our method can be easily extended to multiple change points. If we have K change points τ 1 < . . . < τ K , the joint likelihood in (2.2) can be generalized to
To ensure identifiability of the change points, the prior p(τ 1 , τ 2 , . . . , τ K ) should be supported on τ 1 < τ 2 < . . . < τ K . To accomplish this we choose p(τ 1 , τ 2 , . . . , τ K ) as the density of ordered statistics of a sample of size K from U nif (a τ , b τ ). The Gibbs' sampler remains essentially same as in Section 2 with the Metropolis random walk step now being used to update the entire change point vector (τ 1 , τ 2 , . . . , τ K ) .
Determining the number of change points
However, often in applications, the number of change points is unknown. In our fully
Bayesian approach this can potentially be handled by adding a prior for the number of change points (K). Introducing this additional level of hierarchy comes with the caveat that different values of K yields parameter sub-spaces of different sizes and interpretations. To elucidate, a one change point model splits the data into two segments, with separate coefficient vectors β 1 and β 2 , creating a parameter space of dimension 2p whereas a no change point model has a single β of dimension p with a possible interpretation that it is some average of β 1 and β 2 over the two segments. Therefore, a Markov Chain Monte Carlo sampling for K will involve jumping within and between different sub-spaces. Green (1995) proposed the extremely general and powerful reversible jump MCMC (RJM-CMC) sampler for sampling across multiple parameter spaces of variable dimensions. We can seamlessly adopt an RJMCMC joint sampler to obtain the posterior distribution for the number of change points. When naively implemented, RJMCMC experiences poor acceptance rates for transitions to parameter sub-spaces with different dimensionality. This leads to widely documented convergence issues (Green and Hastie 2009; Fan and Sisson 2011) . The problem will be exacerbated in our setup due to the high dimensionality of the parameter spaces.
Several improvements and alternatives to RJMCMC have been proposed over the years including efficient proposal strategies to effectuate frequent cross-dimensional jumps (Richardson and Green 1997; Brooks et al. 2003; Ehlers and Brooks 2008; Farr et al. 2015) , product space search (Carlin and Chib 1995; Dellaportas et al. 2002) and parallel tempering (Littenberg and Cornish 2009). All these approaches can be adapted in our setup to determine the number of change points. However, many of these approaches are accompanied by their own computational burden such as running several chains or apriori obtaining posterior distributions for each individual model before running the joint sampler. We concur with Han and Carlin (2001) and Hastie and Green (2012) that it is often expedient to use simpler model selection approaches based on individual models. Hence, popular Bayesian model comparison metrics like DIC (Spiegelhalter et al. 2002) and l-measure (Gelfand and Ghosh 1998) remains relevant to select the number of change points in our case. For example, if θ is the complete set of parameters associated with the model, for each K we can compute the DIC score
where D(y | θ) is the deviance function and
as effective sample size. Hence, DIC penalizes more complex models and is particularly suitable for our change point context where higher number of change points will lead to overfitting. Parallel computing can be utilized to simultaneously run the MCMC sampler for different values of K and then the optimal K can be selected as the one yielding lowest DIC score.
All the methods for selecting the number of change points discussed here can be used in conjunction with our approach. It is prudent to predicate the choice on the nature of the application at hand and the computational resources available.
Alternate prior choices
We observe from Equation 2.2 that conditional on the value of the change point τ , the joint likelihood can be decomposed into individual likelihoods for the regression before and after the change point along with the corresponding priors for the regression coefficients. This allows for a lot of flexibility in the choice of priors for the regression coefficients.
We have focused on the BASAD prior. One can also use other priors to achieve variable selection. For example, using Laplace (double exponential) priors for the β k 's will yield a Bayesian Lasso (Park and Casella 2008) with change point detection. To facilitate the discussion, consider the one change point model. By using the Laplace prior, the full hierarchical specification for the coefficient vectors β k for k = 1, 2 can be specified as:
The prior specification for σ 2 and τ can be kept same as in (2.2). The Gibbs' sampler for the Bayesian Lasso provided in Park and Casella (2008) can now be used to sample from the following full conditionals:
Additional information regarding grouping or structuring of the variables are often available in the context of variable selection. In presence of a change point, additional constraints can specify grouped selection both within and/or between the β k 's. For example, in a single change point setup, it may be plausible that the set of relevant variables remain unchanged before and after the change point, with change occurring only with respect to the strength of association between y i and x i . Such additional structural constraints both within and across β k 's can easily be accommodated in our setup via a suitable choice of prior. To elucidate, we can rewrite (4.1) as
To incorporate the constraint that β 1 ans β 2 share the same support, one can use a Bayesian group lasso (Raman et al. 2009 ) with M-Laplace priors on the groups ζ j = (β 1j , β 2j ) for
has a convenient two-step hierarchical specification:
The full conditional distributions of the parameters provided in Raman et al. (2009) can now be used to implement the Gibbs' sampler with the additional Metropolis Random walk step for updating the change point τ . Any other information like hierarchical selection or anti-hierarchical selection both within and between the β k 's can also be accommodated via suitable priors.
Often, in real data applications, prior knowledge dictates the inclusion of certain variables in the model and variable selection is sought only for the remaining variables. Such constraints can be easily achieved in our setup by using standard Gaussian prior for that specified subset and BASAD prior for the remaining variables.
Variable selection after MCMC
When there are finite many candidate models, Bayesian model selection typically proceeds by selecting the candidate model with the highest posterior probability. However, in our setup the regression coefficients are continuous. For variable selection, we use the median probability model (Barbieri and Berger 2004) which is computationally easy and is optimal in terms of prediction. To be specific, β kj is included in the model if the posterior probability of Z kj = 1 is greater than 0.5.
Numerical Studies
We conducted numerical experiments to illustrate the performance of our method both for single and multiple change points. For all the simulation studies we used 100, 000 MCMC iterations. Multiple chains were run with different choices of initial values and convergence was typically achieved within the first 20, 000 iterations. Nevertheless, we discarded the first 50, 000 as burn-in and used the subsequent 50, 000 samples for inference.
One change point
We assume t i = i and generate data from the model y i = N (x i β 1 , σ 2 ) for i ≤ τ and and p = 500 were used. The change point τ was chosen to vary between 50.5, 100.5 and 150.5. Since, the sample size is 200, these three choices of τ respectively correspond to changes in the regression model at the initial , middle or later portion of the data. We used three different prior choices for the coefficients -the BASAD prior, the Bayesian Lasso prior (Park and Casella 2008) and the Bayesian Group Lasso prior (Raman et al. 2009 ).
The last choice was used to investigate any possible benefits of using a grouped variable selection as it is known that β 1 and β 2 has same support. The range of the uniform prior for τ was chosen to be (20, 180) and a normal proposal density with tuning variance of 0.1 was used for the Metropolis update of τ . The prior for σ 2 was chosen to be IG(2, 1). The hyper-parameters γ 0k , γ 1k and q k were chosen as follows. Let τ 0 denote the initial estimate for τ . Then n 1 = [τ 0 ] and n 2 = n − n 1 denotes the initial sample sizes for the two segments.
We used
100n k , log n k whereσ 2 k was the sample variance of Y k for k = 1, 2. The hyper-parameters q k were chosen such that the prior model sizes p j=1 Z kj were greater than min(p − 1, max(10, log n k )) with probability 0.1. These choices of γ 0k , γ 1k and q k were adapted from Narisetty and He (2014).
The posterior median estimates of the change points for all the scenarios are provided in Tables 1 (p = 250 ) and 2 (p = 500). We observe that all the 3 models estimate the change Table 1 : Single change point model with n = 200 and p = 250: Posterior median estimates (and 95% confidence intervals) of τ using BASAD, Bayesian Lasso (BL) and Bayesian Group Lasso (BGL) priors. We then turn our attention to variable selection. Let C k and IC k denote the number of true and false regressors respectively selected for the k th segment of the data for k = 1, 2. As discussed earlier, we used a cut-off of 0.5 for the posterior probability of the binary Z kj 's in the BASAD model to select the variables. The Bayesian Lasso and Group Lasso are devoid of such binary selection parameters and variable selection was based on the posterior confidence intervals i.e β kj was not selected if its posterior confidence interval covered zero. Table 3 provides the C k and IC k numbers for each method for p = 250. We observe that the BASAD (Table 4) , the BASAD once again selects the exact set of predictors. However, the performance of the Bayesian Group LASSO and especially the Bayesian LASSO worsens with the latter often being able to select only one correct predictor.
In additional to the variable selection metrics, we also assess the three methods based on the coefficient estimates for the true predictors using the Mean Squared Error truncated on to note that, M SE 1 tends to be higher when τ = 50.5 while M SE 2 is higher when τ = 150.5. This behavior is expected as for τ = 50.5, sample size for estimating β 1 is effectively 50 while that for β 2 is 150. The Bayesian Lasso seems to be worst impacted by this effective sample size. It performs worse for the Compound Symmetry covariance structure and for higher model size (p = 500). The Bayesian Group Lasso, enjoying the additional knowledge of the structural constraint, conceivably performs better than the Bayesian Lasso. However, the BASAD seems to be least impacted by effective sample size, model size or covariance structure producing accurate variable selection, change point detection and estimation across all scenarios.
Two change points
We demonstrate the applicability of our method to multiple change points using a two change point setup. The three coefficient vectors are given by β 1 = (3, 0, 0, . . . , 0) , β 2 = (3, 1.5, 0, 0, . . . , 0) , β 3 = (3, 1.5, 0, 0, 2, 0, 0, . . . , 0)
Three pairs of values for the change points (τ 1 , τ 2 ) are selected -(50.5, 100.5), (50.5, 150.5) and (100.5, 150.5). Other specifications including sample size, model size and covariance of the predictors are kept unchanged from Section 3.1. We observed in Figures 1 and 2 , that the Bayesian Lasso becomes erratic for small effective sample sizes. For 2 change points, the effective sample size is further lowered and the Bayesian Lasso faced convergence issues in the MCMC sampler. The Bayesian Group Lasso also cannot be used here as the coefficient vectors for different segments do not share a common support. Hence, we only present the results for the BASAD prior. identified the exact set of predictors across all scenarios. Figure 3 provides the estimates of the non-zero coefficients in the model. We observe that with the exception of the the second entry of β 2 , all the non-zero coefficients were well within the posterior confidence intervals.
Overall, we observe that even for multiple change points, our methodology can accurately detect the change points, identify the correct sets of predictors, and estimate the regression coefficients.
Minnesota House Price Index Data
In this section we apply our methodology to conduct an empirical analysis of Minnesota house price index data. 
Literature Review
The expansive literature on statistical analysis of house price data can be broadly classified into two major subdivisions based on their objectives. The first category of articles is aimed at forecasting individual house prices based on the constituent characteristics of the houses.
Such hedonic regression models usually incorporate information regarding the structure, location, neighborhood and selling history of the house to determine its price range (refer 
Data and Model
We use quarterly Minnesota hpi data published by the Federal Housing Finance Agency Table 6 .
Financial indices often exhibit strong autocorrelation and consequently autoregressive components commonly feature in house price models (Nagaraja et al. 2011) . Figure 5 plots the partial auto-correlation values of the hpi time series as a function of the lag. We observe that the index lagging one quarter behind (AR(1)) has very high correlation with the hpi time series but it quickly falls off beyond the first lag and all the subsequent lagged indices have insignificant partial correlations. Consequently, we include only the AR1 term in the Our model is stated as follows. Assuming K-change points τ 1 < τ 2 < . . . < τ K where K is to de determined by the data, the regression model at the t th quarter, for τ k−1 ≤ t ≤ τ k is given by:
Here stocks t denote the 16 × 1 vector formed by stacking up the stock prices at time t of the companies listed in Table 6 and β stocks k is the corresponding coefficient vector.
Results
We used the data from the second quarter of 1991 to the second quarter to 2014 for model fitting. The first quarter data of 1991 was used for the AR(1) term, whereas the data for last 2 quarters of 2014 and first quarter of 2015 were held out for out-of-sample validation.
Under the assumption of K change points, separate regression models are fit to each of the K + 1 segments. Hence, although the sample size (n = 93) was larger than the number of predictors (p = 22) in model 4.1, depending on the location of change-points, many segments may have less than 22 datapoints thereby necessitating high-dimensional regression methods.
Higher values of K (≥ 3) implies that average sample size for each segment ((n/(K + 1)) becomes really small (< 25) and the estimates obtained may not be reliable. Hence, we restrict ourselves to the choices K = 0, 1 and 2 and fit model 4.1 using the BASAD priors for the coefficient vectors in each segment. Note that for K = 0 i.e. no change point, the model simply reduces to the traditional BASAD model. The models for different values of K were assessed based on their in-sample DIC score and out-of-sample RMSPE score (Yeniay and Goktas 2002) . Due to the presence of the autoregressive term, out-of-sample forecasts were obtained using one-step-ahead predictions. Table 7 contains the DIC and RMSPE scores and estimated change points for the three choices of K. Both the DIC score and the RMSPE score for K = 0 were significantly worse RMSPE scores for change point models only validate the accuracy of the models after the last change point. We observed that the RMSPE score were similar for K = 1 and 2 with the former turning out to be marginally better. Hence, we present the subsequent analysis only for the single change point model as both in-sample and out-of-sample validations provide strongest evidence in favor of it. Figure 6 plots the probability of selection each of the regressors in model (4.1) before and after the change point using BASAD priors. We observe that the set of variables selected by the median probability model differs before and after the change point. The AR(1) index and precipitation are selected with high probabilities in both segments. However, the selection of stocks differ considerably on either side of the change point. We see that prior to change Turning to the actual coefficient values presented in Table 8 we observe that the value for coefficient for the AR(1) index drops significantly post change point indicating less autoregressive behavior after the change point. We also observe a positive association of hpi with precipitation. Since summer months witness significantly higher precipitation than winter (see Figure 7) , this merely corroborates the traditional 'hot season cold season' trend of The posterior predictive distributions for the hpi at each quarter was also obtained from the MCMC sampler and Figure 8 plots the true hpi versus the in-sample median fits and confidence intervals. We see that that the posterior confidence intervals provide substantial coverage. We also observe that the confidence intervals are wider after the change point. This is expected as there are only about 23 time points compared to around 70 before the change point. The out-of-sample posterior fits are provided in Figure 9 . All the three out-ofsample predictions are very close to their true values. However, the out-of-sample confidence intervals are significantly wider reflecting the uncertainty associated with prediction.
Observe from Figure 6 that in presence of the stock prices of Minnesota based companies, national level macro-economic indicators like the cpi or unemployment were not selected in the model. This perhaps provides evidence in support of the conjecture that hpi is strongly correlated with local macro-economics (Garmaise and Moskowitz 2002) . However, its worthwhile to point out that multivariate regression models, although a simple and powerful tool to determine correlation, rarely implies causality. Any confirmatory assessment of the change points detected and the variables selected by our method would require further economic research. Nevertheless, the model evaluation metrics in Table 7 provide very strong evidence in favor of one or more change points thereby justifying the use of our methodology to analyze the data.
Conclusion
We have presented a very general methodology for analyzing high dimensional data using changing linear regression. Our fully Bayesian approach offers several inferential advantages including quantifying uncertainty regarding the the change points as well as variable selection for each segment. Our framework is flexible to the choice of variable selection priors although the BASAD prior empirically outperformed other competing choices. A wide range of constrained variable selections like grouping or partial selection can be seamlessly accomplished in our setup. The analysis of Minnesota hpi data using our methodology revealed strong evidence for a potential change point with respect to the association with other macro-economic variables.
We have discussed several approaches for handling unknown number of change points.
However, most of them comes with statutory warnings regarding computational requirements. More efficient algorithms for simultaneous detection of number of change points need to be researched. Other potential extensions include accommodating missing data, measurement errors or non-Gaussian responses in a high dimensional changing regression setup. Extensions to change point detection in high dimensional VAR models also need to be explored due to the extensive usage of VAR models in economics research (Christiano et al. 2000; Bernanke et al. 2004) . In a time series context, our work is restricted to detecting historical change points. Detecting future change points in high dimensional time series is equally important to provide accurate predictions. We identify all these areas as directions for future research.
