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This paper deals with entire solutions and the interaction of trav-
eling wave fronts of bistable reaction–advection–diffusion equation
with inﬁnite cylinders. Assume that the equation admits three
equilibria: two stable equilibria 0 and 1, and an unstable equi-
librium θ . It is well known that there are different wave fronts
connecting any two of those three equilibria. By considering a com-
bination of any two of those different traveling wave fronts and
constructing appropriate subsolutions and supersolutions, we es-
tablish three different types of entire solutions. Finally, we analyze
a model for shear ﬂows in cylinders to illustrate our main results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Front propagation occurs in many applied problems, such as chemical kinetics, combustion, trans-
port in porous media and biology. The basic phenomena can often be described by reaction–diffusion
equations. For speciﬁc front propagation—traveling wave solution, there are many works on various
ﬁelds [1,3–5,7,31,37].
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the study of reaction–diffusion equations, which is crucially related to the pattern formation problem,
specially to the time evolutional process of localized patterns, where more important information
on the evolutional process of patterns are given and there are important applications in physical,
chemical, biological, physiological systems [13,14,25,29]. Recently, there were many works devoted to
the interaction of traveling wave fronts of reaction–diffusion equation with monostable and bistable
nonlinearities, see Chen and Guo [10], Chen et al. [11], Fukao et al. [17], Guo and Morita [18], Hamel
and Nadirashvili [21,22], Yagisita [43]. It is observed that as the time variable increases, the two
traveling wave fronts come from opposite directions and collide, and then annihilate and coalesce in
a ﬁnite time. This phenomenon can be described by a class of so-called entire solutions, here and
after an entire solution means a classical solution deﬁned for all t ∈ R. Similar results hold true for
nonlocal reaction–diffusion equations with delayed monostable and bistable nonlinearities [28,39] and
for a class of delayed lattice differential equations with monostable and bistable nonlinearities [40,41].
In particular, Morita and Ninomiya [30] have constructed other types of entire solutions for reaction–
diffusion equations with bistable nonlinearity, respectively, which are different from those obtained
in [10,11,18,21,22,43], see also Guo [19].
On the other hand, from the dynamical points of view, the long-time behavior of solutions of
reaction–diffusion equations under consideration is determined by global attractors (or the maximal
invariant sets) which are invariant under the ﬂow governed by the equations. In particular, a global
attractor consists of entire solutions. Just as Morita and Ninomiya [30] pointed out, the study of entire
solution is essential for a full understanding of the transient dynamics and the structure of the global
attractors. Also, entire solutions can be used to imply that the dynamics of two solutions can have
distinct histories in the conﬁguration, though their asymptotic proﬁles as t → +∞ coincide.
In the previous paper [27], Li et al. considered entire solutions of the semilinear reaction–
advection–diffusion equation in inﬁnite cylinders of the form⎧⎪⎪⎨⎪⎪⎩
∂u(x, t)
∂t
= u(x, t) − α(y) ∂u(x, t)
∂x1
+ f (u(x, t)), (x, t) ∈ Σ ×R,
∂u(x, t)
∂ν
= 0, (x, t) ∈ ∂Σ ×R,
(1.1)
where x = (x1, y) ∈ Σ = R × Ω , Ω ⊂ Rn−1 is a bounded convex smooth domain, and the advection
term α(y) ∈ C1,δ(Ω) for some δ ∈ (0,1). In [27], the monostable and ignition temperature nonlin-
earities were considered by constructing appropriate subsolutions and supersolutions in cylinders.
However, the issue of the interaction of traveling wave fronts of reaction–advection–diffusion equa-
tion (1.1) with bistable nonlinearity, which admits nonplanar traveling wave solutions, is still open. In
this paper, we consider the interaction of nonplanar traveling wave fronts of (1.1) and establish entire
solutions to describe the interaction.
For the sake of convenience, we denote ∂u
∂x1
by ∂1u. The outward unite normal to ∂Ω or to ∂Σ
is denoted by ν . The nonlinearity is induced by the function f . Throughout this paper, a bistable
nonlinearity f means that f is C2(R) and satisﬁes
(F) f (0) = f (θ) = f (1) = 0, f ′(0) < 0, f ′(1) < 0, f ′(θ) > 0, f (s) < 0 for s ∈ (0, θ), f (s) > 0 for
s ∈ (θ,1).
A typical example is
f (u) = u(1− u)(u − θ),
where θ ∈ (0,1) is a given number. The existence of traveling wave solutions of (1.1) under the con-
dition (F) was obtained by Berestycki and Nirenberg [7]. In fact, in [7] they considered not only the
bistable case but also the monostable and ignition temperature cases. For more related results on
the existence of traveling wave solutions, we refer to Bebernes et al. [2], Berestycki and Hamel [3,4],
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Furthermore, Berestycki et al. [6], Roquejoffre [32,33,35], and Vega [36] considered the stability of
traveling wave solutions of reaction–diffusion equations in inﬁnite cylinders. Some applications in
biology were given by Aronson and Weinberger [1], Fisher [16] and Hadeler and Rothe [20].
Following from [7], (1.1) possesses a pair of increasing traveling wave fronts φ(x1 + ct, y) and
φ˜(−x1 + c˜t, y) with wave speeds c ∈ R and c˜ ∈ R, respectively, such that⎧⎪⎪⎨⎪⎪⎩
φ(z, y) − (c + α(y))∂1φ(z, y) + f (φ(z, y))= 0 in Σ,
∂φ(z, y)
∂ν
= 0 on ∂Σ,
φ(−∞, y) = 0, φ(+∞, y) = 1 uniformly in y ∈ Ω,
(1.2)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
φ˜(z, y) − (c˜ − α(y))∂1φ˜(z, y) + f (φ˜(z, y))= 0 in Σ,
∂φ˜(z, y)
∂ν
= 0 on ∂Σ,
φ˜(−∞, y) = 0, φ˜(+∞, y) = 1 uniformly in y ∈ Ω.
(1.3)
Let cˆ = −c˜ and φˆ(x1 + cˆt, y) = φ˜(−x1 + c˜t, y) = φ˜(−(x1 + cˆt), y). Then we have⎧⎪⎪⎪⎨⎪⎪⎪⎩
φˆ(z, y) − (cˆ + α(y))∂1φˆ(z, y) + f (φˆ(z, y))= 0 in Σ,
∂φˆ(z, y)
∂ν
= 0 on ∂Σ,
φˆ(−∞, y) = 1, φˆ(+∞, y) = 0 uniformly in y ∈ Ω,
(1.4)
which implies that φˆ(x1 + cˆt, y) is a decreasing traveling wave front of (1.1) with wave speed cˆ.
Clearly, these boundary conditions imply that there are no ﬂux across the boundary ∂Σ . In particular,
we remark that every solution of (1.2) is nonplanar and also called a traveling curved solution of (1.1).
Motivated by [30], we consider not only the entire solutions describing the interaction between
φ(x1+ct, y) and φˆ(x1+ cˆt, y), but also other types of entire solutions. Coming back to the nonlinearity
condition (F), if we restrict f (u) in the intervals [0, θ] and [θ,1], respectively, (1.1) can be regarded as
two Fisher–KPP equations. Now we ﬁrst consider (1.1) on [0, θ]. Let v(x, t) = θ − u(x, t). (1.1) reduces
to ⎧⎪⎪⎨⎪⎪⎩
∂v(x, t)
∂t
= v(x, t) − α(y) ∂v(x, t)
∂x1
+ g(v(x, t)), (x, t) ∈ Σ ×R,
∂v(x, t)
∂ν
= 0, (x, t) ∈ ∂Σ ×R,
(1.5)
with g(u) = − f (θ − u). Then by [7], there exist c˜∗1 ∈ R and cˆ∗1 ∈ R such that for any c˜1  c˜∗1
and cˆ1  cˆ∗1, (1.5) possesses traveling wave fronts ϕ1(−x1 + c˜1t, y) and ϕˆ1(x1 + cˆ1t, y) satisfying
ϕ1(−∞) = 0, ϕ1(+∞) = θ and ϕˆ1(−∞) = 0, ϕˆ1(+∞) = θ , respectively. Let c∗1 = −c˜∗1, c1 = −c˜1 and
ψ1(x1 + c1t, y) = θ − ϕ1(−x1 + c˜1t, y) = θ − ϕ1(−(x1 + c1t), y) for any c1  c∗1 (or, c˜1  c˜∗1), and
ψˆ1(x1 + cˆ1t, y) = θ − ϕˆ1(x1 + cˆ1t, y) for any cˆ1  cˆ∗1. Then ψ1(x1 + c1t, y) and ψˆ1(x1 + cˆ1t, y) are
traveling wave fronts of (1.1) with wave speeds c1  c∗1 and cˆ1  cˆ∗1, respectively. In particular, we
have ⎧⎪⎪⎨⎪⎪⎩
ψ1(z, y) −
(
c1 + α(y)
)
∂1ψ1(z, y) + f
(
ψ1(z, y)
)= 0 in Σ,
∂ψ1(z, y)
∂ν
= 0 on ∂Σ, (1.6)ψ1(−∞, y) = 0, ψ1(+∞, y) = θ uniformly in y ∈ Ω,
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψˆ1(z, y) −
(
cˆ1 + α(y)
)
∂1ψˆ1(z, y) + f
(
ψˆ1(z, y)
)= 0 in Σ,
∂ψˆ1(z, y)
∂ν
= 0 on ∂Σ,
ψˆ1(−∞, y) = θ, ψˆ1(+∞, y) = 0 uniformly in y ∈ Ω.
(1.7)
On the interval [θ,1], by letting v(x, t) = u(x, t) − θ , it is easy to show that there exists c∗2 ∈ R such
that for every c2  c∗2, (1.1) admits an increasing traveling wave front ψ2(x1 + c2t, y) satisfying
⎧⎪⎪⎨⎪⎪⎩
ψ2(z, y) −
(
c2 + α(y)
)
∂1ψ2(z, y) + f
(
ψ2(z, y)
)= 0 in Σ,
∂ψ2(z, y)
∂ν
= 0 on ∂Σ,
ψ2(−∞, y) = θ, ψ2(+∞, y) = 1 uniformly in y ∈ Ω.
(1.8)
In this paper, we establish some new types of entire solutions to (1.1) by considering a combination
of ψ1(x1 + c1t, y), ψ2(x1 + c2t, y) and φ(x1 + ct, y).
Now we state our main results in this paper.
Theorem 1.1. Assume that f satisﬁes (F). Let (ψi(z, y), ci) (i = 1,2) be the solutions of (1.6) and (1.8) with
c1  c∗1 and c2  c∗2 , respectively. Then (1.1) has an entire solution V1(x, t) ∈ (0,1) satisfying ∂∂x1 V1(x, t) > 0
for all (x, t) ∈ Σ ×R and
lim
t→−∞
{
sup
x1 c1+c22 t
∣∣V1(x, t) − ψ1(x1 + c1t, y)∣∣+ sup
x1 c1+c22 t
∣∣V1(x, t) − ψ2(x1 + c2t, y)∣∣}= 0 (1.9)
uniformly in y ∈ Ω . Moreover, there exists τ ∈ R such that
lim
t→+∞
∣∣V1(x, t) − φ(x1 + ct + τ , y)∣∣= 0 (1.10)
uniformly in y ∈ Ω .
Theorem 1.2. Assume that f satisﬁes (F). Let (φ(x + ct, y), c) be the unique solution of (1.2) and (ψˆ1(x1 +
cˆ1t, y), cˆ1) be the solutions of (1.7) with cˆ1  cˆ∗1 . If cˆ1 < c, then (1.1) has an entire solution V2(x, t) ∈ (0,1)
satisfying
lim
t→−∞
{
sup
x1 c+cˆ12 t
∣∣V2(x, t) − ψˆ1(x1 + cˆ1t, y)∣∣+ sup
x1 c+cˆ12 t
∣∣V2(x, t) − φ(x1 + ct, y)∣∣}= 0
uniformly in y ∈ Ω . Moreover, the entire solution possesses the properties
lim
t→+∞ infx∈Σ
V2(x, t) = θ; lim
t→+∞ supx1∈[−κ,∞)
∣∣V2(x, t) − 1∣∣= 0 for any y ∈ Ω, (1.11)
for any given κ > 0.
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c2t, y), c2) be the solutions of (1.8) with c2  c∗2 . If c2 < cˆ, then (1.1) has an entire solution V˜2(x, t) ∈ (0,1)
satisfying
lim
t→−∞
{
sup
x1 c2+cˆ2 t
∣∣V˜2(x, t) − ψ2(x1 + c2t, y)∣∣+ sup
x1 c2+cˆ2 t
∣∣V˜2(x, t) − φˆ(x1 + cˆt, y)∣∣}= 0
uniformly in y ∈ Ω . Moreover, the entire solution possesses the properties
lim
t→+∞ supx∈Σ
V˜2(x, t) = θ; lim
t→+∞ supx1∈[−κ,∞)
∣∣V˜2(x, t)∣∣= 0 for any y ∈ Ω,
for any given κ > 0.
Theorem 1.4. Assume that f satisﬁes (F). Let (φ(z, y), c) and (φˆ(z, y), cˆ) be the solutions of (1.2) and (1.4),
respectively. Suppose c = cˆ. Then (1.1) admits an entire solution of W1(x, t) ∈ (0,1) satisfying
lim
t→−∞
{
sup
x1 c+cˆ2 t
∣∣W1(x, t) − φˆ(x1 + cˆt, y)∣∣+ sup
x1 c+cˆ2 t
∣∣W1(x, t) − φ(x1 + ct, y)∣∣}= 0
when cˆ < c and
lim
t→−∞
{
sup
x1 c+cˆ2 t
∣∣W1(x, t) − φˆ(x1 + cˆt, y)∣∣+ sup
x1 c+cˆ2 t
∣∣W1(x, t) − φ(x1 + ct, y)∣∣}= 0
when cˆ > c, uniformly in y ∈ Ω . Moreover, the entire solution W1(x, t) possesses the properties⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂W1
∂t
> 0 for all (x, t) ∈ Σ ×R;
lim
t→−∞W1(x, t) = 0 locally in x1 ∈ R;
lim
t→+∞
∣∣W1(x, t) − 1∣∣= 0 for all (x, t) ∈ Σ ×R
(1.12)
when cˆ < c, and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂W1
∂t
< 0 for all (x, t) ∈ Σ ×R;
lim
t→−∞W1(x, t) = 1 locally in x1 ∈ R;
lim
t→+∞W1(x, t) = 0 for all (x, t) ∈ Σ ×R
when cˆ < c.
Remark 1.5. Here we give some illustrations on the ordering relations between c, c1, cˆ1, c2 and cˆ.
Because we can write α(y) into α(y) = α0 + α˜(y) (where α0 =
∫
Ω
α(y)dy,
∫
Ω
α˜(y)dy = 0) and α0
can be added to the wave speed, we only consider the case
∫
Ω
α(y)dy = 0 in (1.1). In fact, if we
replace α(y) by α˜(y) in (1.1), then traveling wave fronts φ(x1 + ct, y), φˆ(x1 + cˆt, y), ψ1(x1 + c1t, y),
ψˆ1(x1 + cˆ1t, y) and ψ2(x1 + c2t, y) of (1.1) become φ(x1 + (c + α0)t, y), φˆ(x1 + (cˆ + α0)t, y), ψ1(x1 +
(c1 + α0)t, y), ψˆ1(x1 + (cˆ1 + α0)t, y) and ψ2(x1 + (c2 + α0)t, y), respectively, which implies that the
quantity α0 =
∫
Ω
α(y)dy does not inﬂuence the traveling wave proﬁles and the ordering relations
between c, cˆ, c1, cˆ1 and c2. Hence, we assume that
∫
Ω
α(y)dy = 0. By integrating the ﬁrst equations
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inequality c1 < c2 always hold for any α(y). Consider cˆ1, cˆ and c. If α(y) ≡ 0, then (1.1) reduces to
the reaction–diffusion equation⎧⎪⎨⎪⎩
∂u(x, t)
∂t
= u(x, t) + f (u(x, t)), (x, t) ∈ Σ ×R,
∂u(x, t)
∂ν
= 0, (x, t) ∈ ∂Σ ×R,
which admit the same traveling wave solutions with the following equation in one-dimensional space
∂u(x, t)
∂t
= u(x, t) + f (u(x, t)), x ∈ R.
For the sake of convenience, we set c = c0, cˆ = cˆ0 and cˆ1 = cˆ10 when α(y) ≡ 0. Obviously, there must
be c0 = cˆ0. In addition, many well known results can be applicable to conﬁrm the ordering between
c0 and cˆ10, see [37]. Therefore, we assume that α(y) ≡ 0 and cˆ10 < c0. Further let α(y) = Aαˆ(y) with
maxy∈Ω αˆ(y) = 1 and A > 0. By Heinze et al. [23], we know that when A → 0, c := c(A) → c0 and
cˆ1 := cˆ1(A) → cˆ10 and in particular, there are estimates
|c − c0| MA2 as A → 0,
|c − c0| MA as A → ∞,
where M > 0 is a constant dependent of the nonlinearity f . For cˆ1 = cˆ1(A), there were similar esti-
mates, see [8,12]. Thus, we have cˆ1 < c if cˆ10 < c0 and A > 0 is small. But for large A > 0, it is diﬃcult
to conﬁrm the ordering between cˆ1 and c. In fact, Berestycki [8] showed that cˆ1 := cˆ1(A) ∼ ρA as
A → +∞ for some ρ > 0. Similarly, we can consider c2 and cˆ.
Remark 1.6. In Section 3, we only give the proof of Theorem 1.4 for the case cˆ < c. When cˆ > c, we
consider a new equation⎧⎪⎪⎨⎪⎪⎩
∂u(x, t)
∂t
= u(x, t) − α(y) ∂u(x, t)
∂x1
+ g(u(x, t)), (x, t) ∈ Σ ×R,
∂u(x, t)
∂ν
= 0, (x, t) ∈ ∂Σ ×R,
(1.13)
where g(u) = − f (1 − u). Obviously, ψ(x1 + cˆt, y) = 1 − φˆ(x1 + cˆt, y) and ψˆ(x1 + ct, y) = 1 −
φ(x1 + ct, y) are two monotone traveling wave fronts of (1.13) with ψ(−∞, y) = ψˆ(+∞, y) = 0 and
ψ(+∞, y) = ψˆ(−∞, y) = 1. Note that the function g satisﬁes (F). Applying the results established for
(1.1) when cˆ < c, we have that there exists an entire solution W˜1 of (1.13) satisfying (1.12) and
lim
t→−∞
{
sup
x1 c+cˆ2 t
∣∣W˜1(x, t) − ψ(x1 + cˆt, y)∣∣+ sup
x1 c+cˆ2 t
∣∣W˜1(x, t) − ψˆ(x1 + ct, y)∣∣}= 0.
Now let W1(x, t) = 1− W˜1(x, t). Then W1(x, t) is an entire solution of (1.1) satisfying
lim
t→−∞
{
sup
x1 c+cˆ2 t
∣∣W1(x, t) − φˆ(x1 + cˆt, y)∣∣+ sup
x1 c+cˆ2 t
∣∣W1(x, t) − φ(x1 + ct, y)∣∣}= 0.
Thus, the proof of Theorem 1.4 for the case cˆ > c is completed. Note that χ(x1 + c2t, y) = 1−ψ2(x1 +
c2t, y) is a monotone traveling wave front of (1.13) with χ(−∞, y) = 1 − θ and χ(∞, y) = 0. Using
χ(x1 + c2t, y) and ψ(x1 + cˆt, y), and applying Theorem 1.2 to (1.13), we can prove Theorem 1.3.
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sults, for example, the asymptotic behavior of traveling wave fronts, which is needed in the sequel. In
Section 3, we prove Theorems 1.1, 1.2 and 1.4 by constructing appropriate subsolutions and superso-
lutions. Furthermore, we give a well-studied example in Section 4 to illustrate our main results.
2. Preliminaries
In this section, we ﬁrst study the asymptotic behavior of traveling wave fronts of (1.1). In the
following, we use the results obtained by Berestycki and Nirenberg [7] to show the asymptotic expo-
nential behavior of traveling wave solutions of (1.1), see also [27, Lemma 2.1] for a similar discussion.
Lemma 2.1. Assume that (F) holds. Then the traveling wave solutions (ψi(z, y), ci) (i = 1,2) of (1.6) and (1.8)
satisfy
ψi(z, y) − αi = Aieλi zϕi(y) + o
(
eλi z
)
, z → −∞, (2.1)
∇ψi(z, y) = Ai∇
(
eλi zϕi(y)
)+ o(eλi z), z → −∞, (2.2)
for any c1 < c∗1 and c2 > c∗2;
ψi(z, y) − αi = Aieλi z
(
ϕi1(y)(−z) + ϕi2(y)
)+ o(eλi z), z → −∞, (2.3)
∇ψi(z, y) = Ai∇
(
eλi z
(
ϕi1(y)(−z) + ϕi2(y)
))+ o(eλi z), z → −∞, (2.4)
for c1 = c∗1 and c2 = c∗2; and
βi − ψi(z, y) = γie−τi zηi(y) + o
(
e−τi z
)
, z → +∞, (2.5)
−∇ψi(z, y) = γi∇
(
e−τi zηi(y)
)+ o(e−τi z), z → +∞, (2.6)
for c1  c∗1 and c2  c∗2 , where (α1, β1) = (0, θ) and (α2, β2) = (θ,1). The traveling wave solution
(ψˆ1(z, y), cˆ1) of (1.7) satisﬁes
α − ψˆ1(z, y) = Aˆ1eλˆ1zϕˆ1(y) + o
(
eλˆ1z
)
, z → −∞, (2.7)
−∇ψˆ1(z, y) = Aˆ1∇
(
eλˆ1zϕˆ1(y)
)+ o(eλˆ1z), z → −∞, (2.8)
for any cˆ1 > cˆ∗1;
α − ψˆ1(z, y) = Aˆ1eλˆ1z
(
ϕˆ2(y)(−z) + ϕˆ3(y)
)+ o(eλˆ1z), z → −∞, (2.9)
−∇ψˆ1(z, y) = Aˆ1∇
(
eλˆ1z
(
ϕˆ2(y)(−z) + ϕˆ3(y)
))+ o(eλˆ1z), z → −∞, (2.10)
for any cˆ1 = cˆ∗1; and
ψˆ1(z, y) − β = γˆ1e−τˆ1zηˆ1(y) + o
(
e−τˆ1z
)
, z → +∞, (2.11)
∇ψˆ1(z, y) = γˆ1∇
(
e−τˆ1zηˆ1(y)
)+ o(e−τˆ1z), z → +∞, (2.12)
for any cˆ1  cˆ∗1 , where (α,β) = (θ,0).
Moreover, the traveling wave solution (φ(z, y), c) of (1.2) satisﬁes (2.1), (2.2), (2.5) and (2.6) with
(αi, βi) = (0,1) and (λi, τi,ϕi, ηi, Ai, γi) = (λ+, τ+,ϕ+, η+, A+, γ +), and the traveling wave solution
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(λ−, τ−,ϕ−, η−, A−, γ −), respectively.
Here λi , τi , λˆ1 , τˆ1 , λ± and τ± are positive constants, ϕi , ηi , ϕi1 , ϕi2 , ϕˆ j , ηˆ1 , ϕ± and η± are strict positive
functions on y ∈ Ω , Ai , γi , Aˆ1 , γˆ1 , A± and γ ± are positive constants, where i = 1,2 and j = 1,2,3.
The following proposition is an immediate consequence of Lemma 2.1.
Proposition 2.2. If f satisﬁes (F), then there exist some positive numbers M± , λi , τi , λˆ1 , τˆ1 , λ± and τ± such
that
∣∣∂ jψi(z, y)∣∣, ∣∣∂ jψˆ1(z, y)∣∣, ∣∣∂ jφ(z, y)∣∣, ∣∣∂ j φˆ(z, y)∣∣ M+eλz, z 0, (2.13)∣∣∂ jψi(z, y)∣∣, ∣∣∂ jψˆ1(z, y)∣∣, ∣∣∂ jφ(z, y)∣∣, ∣∣∂ j φˆ(z, y)∣∣ M+e−τ z, z 0, (2.14)
and
∣∣ψi(z, y) − αi∣∣, ∣∣ψˆ1(z, y) − θ ∣∣, ∣∣φ(z, y) − 0∣∣, ∣∣φˆ(z, y) − 1∣∣ M−eλz, z 0, (2.15)∣∣ψi(z, y) − βi∣∣, ∣∣ψˆ1(z, y) − 0∣∣, ∣∣φ(z, y) − 1∣∣, ∣∣φˆ(z, y) − 0∣∣ M−e−τ z, z 0, (2.16)
uniformly in y ∈ Ω , where (λ, τ ) takes the value (λi, τi), (λˆ1, τˆ1), (λ+, τ+) and (λ−, τ−) for ψi(z, y),
ψˆ1(z, y), φ(z, y) and φˆ(z, y), respectively, ∂ j denotes the derivative on the jth variable, (α1, β1) = (0, θ)
and (α2, β2) = (θ,1). Moreover, there exists a positive constant ρ such that
|∂1ψi(z, y)|
|ψi(z, y) − αi | ,
|∂1ψˆ1(z, y)|
|ψˆ1(z, y) − θ |
,
|∂1φ(z, y)|
|φ(z, y) − 0| ,
|∂1φˆ(z, y)|
|φˆ(z, y) − 1|  ρ, z 0, (2.17)
|∂1ψi(z, y)|
|ψi(z, y) − βi | ,
|∂1ψˆ1(z, y)|
|ψˆ1(z, y) − 0|
,
|∂1φ(z, y)|
|φ(z, y) − 1| ,
|∂1φˆ(z, y)|
|φˆ(z, y) − 0|  ρ, z 0, (2.18)
uniformly in y ∈ Ω , where i = 1,2, (α1, β1) = (0, θ) and (α2, β2) = (θ,1).
Next, we study the following auxiliary ordinary differential equations{
p˙1(t) = c − Neσ p1 ,
p˙2(t) = c + Neσ p2 (2.19)
with the assumptions that c,N, σ > 0, the initial values p1(0) p2(0) < 0. In particular, if we assume
c − Neσ p1(0) > 0, then we have
p1(0) <min
{
1
σ
log
(
c
N
)
,0
}
.
We note that the ODE system (2.19) plays an elementary role in constructing of the sub- and super-
solutions, which was proposed by Guo and Morita [10], see also [17]. For this system, we can solve
explicitly as ⎧⎪⎪⎨⎪⎪⎩
p1(t) = p1(0) + ct − 1
σ
log
{
1− N
c
eσ p1(0)
(
1− ecσ t)},
p2(t) = p2(0) + ct − 1
σ
log
{
1+ N
c
eσ p2(0)
(
1− ecσ t)}.
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w := p1(0) − 1
σ
log
{
1− N
c
eσ p1(0)
}
= p2(0) − 1
σ
log
{
1+ N
c
eσ p2(0)
}
, (2.20)
then
⎧⎪⎪⎨⎪⎪⎩
p1(t) − ct − w = − 1
σ
log
{(
1− r1
1+ r1
)
ecσ t
}
, r1 = −N
c
eσ p1(0),
p2(t) − ct − w = − 1
σ
log
{(
1− r2
1+ r2
)
ecσ t
}
, r2 = N
c
eσ p2(0),
(2.21)
by direct calculations. Thus, we have
0 < p2(t) − p1(t)Recσ t, t  0, (2.22)
for some ﬁnite positive constant R. Consequently, we can get pi(t) (i = 1,2) are increasing in
t ∈ (−∞,0].
3. Entire solutions to the R–A–D equation
In this section, we prove our main results by constructing appropriate subsolutions and superso-
lutions.
Firstly, we give the deﬁnitions of subsolution and supersolution of (1.1) on (x, t) ∈ Σ × (−∞,0].
Deﬁnition 3.1. A function v(x, t) is called a subsolution of (1.1) on (x, t) ∈ Σ × (−∞,0], if v(x, t) ∈
C2,1(Σ × (−∞,0],R) and satisﬁes
⎧⎪⎨⎪⎩
∂
∂t
v(x, t) − v(x, t) + α(y) ∂
∂x1
v(x, t) − f (v(x, t)) 0 ∀(x, t) ∈ Σ × (−∞,0],
∂
∂ν
v(x, t) 0 ∀(x, t) ∈ ∂Σ × (−∞,0].
(3.1)
Similarly, we can deﬁne a supersolution v(x, t) by reversing the inequality in (3.1).
Instead of (1.1), we consider
⎧⎪⎪⎨⎪⎪⎩
∂U (x, t)
∂t
= U (x, t) − α(y) ∂U (x, t)
∂x1
− c ∂U (x, t)
∂x1
+ f (U (x, t)), (x, t) ∈ Σ ×R,
∂U (x, t)
∂ν
= 0, (x, t) ∈ ∂Σ ×R.
(3.2)
Through a transformation u(x, t) = U (x1 + ct, y, t), u is a solution of (1.1) if and only if U is a solution
of (3.2).
4258 N.-W. Liu et al. / J. Differential Equations 246 (2009) 4249–42673.1. Proof of Theorem 1.1
We note that ψ1(x1 − c0t, y) and ψ2(x1 + c0t, y) are two traveling wave solutions of (3.2) with
c = c1+c22 and c0 = c2−c12 . Deﬁne
H(a,b) := (1− θ)ab
a(b − θ) + θ(1− b) , (3.3)
for (a,b) ∈ D1 := [0, θ] × [θ,1] \ {(0,1)}, and denote
Ha = ∂H
∂a
, Hb = ∂H
∂b
, Haa = ∂
2H
∂a2
, Hab = ∂
2H
∂a∂b
, Hbb = ∂
2H
∂b2
.
Since the function H satisﬁes
H(a,b) = a + a(b − θ) 1− a
a(b − θ) + θ(1− b)
= b + (a − θ)(b − 1) −b
a(b − θ) + θ(1− b) ,
for (a,b) ∈ D1, it follows from Morita and Ninomiya [30] that H(a,b) possesses the following proper-
ties.
Lemma 3.2. The function deﬁned by (3.3) satisﬁes
Ha(a, θ) = Hb(θ,b) = 1, Ha(a,1) = Hb(0,b) = 0,
and
Haa(a, θ) = Haa(a,1) = Hbb(0,b) = Hbb(θ,b) = 0
in D1 . Moreover, there exist functions H˜11i , H˜22i ∈ C1(D1) (i = 1,2) satisfying
Haa(a,b) = (b − θ)H˜111(a,b) = (b − 1)H˜112(a,b)
and
Hbb(a,b) = aH˜221(a,b) = (a − θ)H˜222(a,b).
In what follows, we construct a pair of super- and subsolutions to prove Theorem 1.1.
Theorem3.3. Assume that (F) holds. Let (ψi(z, y), ci) (i = 1,2) be the solutions of (1.6) and (1.8)with c1  c∗1
and c2  c∗2 , respectively. Let c = c1+c22 , c0 = c2−c12 , and (pi(t), c0) (i = 1,2) be the solutions deﬁned in (2.21).
Then the functions deﬁned by{
U (x1 + ct, y, t) := H
(
ψ1
(
x1 + ct − p1(t), y
)
,ψ2
(
x1 + ct + p2(t), y
))
,
U (x1 + ct, y, t) := H
(
ψ1
(
x1 + ct − p2(t), y
)
,ψ2
(
x1 + ct + p1(t), y
)) (3.4)
are a pair of super- and subsolutions of (1.1) for t  0. Moreover, there are
U (x1 + ct, y, t) < U (x1 + ct, y, t), sup
x∈Σ
(
U (x1 + ct, y, t) − U (x1 + ct, y, t)
)
 Keσ t, t  0, (3.5)
for some positive constants K and σ as in (2.19).
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U (x1, y, t) := H
(
ψ1
(
x1 − p1(t), y
)
,ψ2
(
x1 + p2(t), y
))
,
U (x1, y, t) := H
(
ψ1
(
x1 − p2(t), y
)
,ψ2
(
x1 + p1(t), y
))
are a pair of super- and subsolutions of (3.2) for t  0. Deﬁne
F(u) := ∂u(x, t)
∂t
− u(x, t) + α(y)∂1u(x, t) − c∂1u(x, t) − f
(
u(x, t)
)
.
By using the above prepared results, direct calculations give
F(U (x, t))= −p˙1(t)Ha∂1ψ1 + cHa∂1ψ1 + α(y)Ha∂1ψ1 − Haψ1
+ p˙2(t)Hb∂1ψ2 + cHb∂1ψ2 + α(y)Hb∂1ψ2 − Hbψ2
− f (H) − Haa|∇ψ1|2 − 2Hab∇ψ1 · ∇ψ2 − Hbb|∇ψ2|2
= (−p˙1(t) − c1 + c)Ha∂1ψ1 + Ha f (ψ1) + (p˙2(t) − c2 + c)Hb∂1ψ2
+ Hb f (ψ2) − f (H) − Haa|∇ψ1|2 − 2Hab∇ψ1 · ∇ψ2 − Hbb|∇ψ2|2
= Ha∂1ψ1Neσ p1(t) + Hb∂1ψ2Neσ p2(t) − Fˆ (ψ1,ψ2) − Hˆ(ψ1,ψ2), (3.6)
where
Fˆ (ψ1,ψ2) := f (H) − Ha f (ψ1) − Hb f (ψ2), (3.7)
Hˆ(ψ1,ψ2) := Haa|∇ψ1|2 + 2Hab∇ψ1 · ∇ψ2 + Hbb|∇ψ2|2. (3.8)
By virtue of (2.19) and (2.22), it follows from (3.6) that
F(U (x, t)) A(ψ1,ψ2)[Neσ p1(t) − P (ψ1,ψ2)], (3.9)
where
A(ψ1,ψ2) := Ha∂1ψ1 + Hb∂1ψ2,
P (ψ1,ψ2) := Fˆ (ψ1,ψ2) + Hˆ(ψ1,ψ2)
A(x, t)
.
Indeed, following from (3.3), we have
Ha(a,b) = θ(1− θ)b(1− b)
(a(b − θ) + θ(1− b))2 , Hb(a,b) =
θ(1− θ)a(1− a)
(a(b − θ) + θ(1− b))2 .
By virtue of the facts
0 < ψ1(z, y) < θ, θ < ψ2(z, y) < 1,
and
∂1ψ1(z, y) > 0, ∂1ψ2(z, y) > 0,
for all (z, y) ∈ Σ , we have A(ψ1,ψ2) > 0 for all (x, t) ∈ Σ × (−∞,0].
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Step 1. We give some estimates on the function H(ψ1(x1 − p1(t), y),ψ2(x1 + p2(t), y)) deﬁned by
(3.3). If p2(0)  −1, it follows from (2.13) and (2.15) that
0 < ψ2
(
x1 + p2(t), y
)− θ  M+
ρ
eλ2(x1+p2(t))  1− θ
2
, (3.10)
for x1  0 and t  0. Thus, there exists a positive constant μ > 0 such that
Ha
(
ψ1
(
x1 − p1(t), y
)
,ψ2
(
x1 + p2(t), y
))
 θ
2(1− θ)(1− ψ2)
(2θ(1− θ))2 μ, (3.11)
for x1  0 and t  0. By a similar argument, if p1(0)  −1, we have
0 < θ − ψ1
(
x1 − p1(t), y
)
 M
+
ρ
e−μ1(x1−p1(t))  θ
2
, (3.12)
for x1  0 and t  0. Consequently, there exists μ > 0 such that
Hb
(
ψ1
(
x1 − p1(t), y
)
,ψ2
(
x1 + p2(t), y
))
μ, (3.13)
for x1  0 and t  0. Furthermore, we have the following estimates on the function H
Haa(ψ1,ψ2) = (ψ2 − θ)(ψ2 − 1) 2θ(1− θ)ψ2
(ψ1(ψ2 − θ) + θ(1− ψ2))3 , (3.14)
Hab(ψ1,ψ2) = θ(1− θ)[(2θ − 1)ψ1ψ2 + θ(1− ψ1 − ψ2)]
(ψ1(ψ2 − θ) + θ(1− ψ2))3 , (3.15)
Hbb(ψ1,ψ2) = ψ1(ψ1 − θ) 2θ(1− θ)(ψ1 − 1)
(ψ1(ψ2 − θ) + θ(1− ψ2))3 . (3.16)
By virtue of (3.12), we have
ψ1(ψ2 − θ) + θ(1− ψ2) θ
2
[(
ψ2
(
x1 + p2(t), y
)− θ)]+ θ[1− ψ2(x1 + p2(t), y)]
= θ
2
[
2− θ − ψ2
(
x1 + p2(t), y
)]
 θ(1− θ)
2
,
for all x1  0 and t  0. Similarly,
ψ1(ψ2 − θ) + θ(1− ψ2) θ(1+ θ)
2
,
for all x1  0 and t  0. Thus, there exists a constant C such that∣∣(Haa, Hbb, Hab)(ψ1(x1 − p1(t), y),ψ2(x1 + p2(t), y))∣∣ C (3.17)
uniformly in (x, t) ∈ Σ × (−∞,0].
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Fˆ (ψ1,ψ2)
A(ψ1,ψ2)
 K1eλ2p2(t), x1  0, (3.18)
Fˆ (ψ1,ψ2)
A(ψ1,ψ2)
 K1eτ1p1(t), x1  0, (3.19)
for some constant K1 > 0. With the aid of Lemma 3.2 and (3.14)–(3.16), let a = ψ1 and b = ψ2, then
the function Fˆ deﬁned by (3.7) satisﬁes
Fˆ (ψ1, θ) = Fˆ (ψ1,1) = Fˆ (0,ψ2) = Fˆ (θ,ψ2) = 0.
Thus, for x1  p1(t), we have the expression
Fˆ (ψ1,ψ2) = ψ1(ψ2 − θ) Fˆ1(ψ1,ψ2).
Similarly, we have
Fˆ (ψ1,ψ2) = (ψ1 − θ)(ψ2 − 1) Fˆ2(ψ1,ψ2)
for x1 −p2(t), and
Fˆ (ψ1,ψ2) = (ψ1 − θ)(ψ2 − θ) Fˆ3(ψ1,ψ2)
for p1(t) x1 −p2(t), where ψ1 = ψ1(x1 − p1(t), y) and ψ2 = ψ2(x1 + p2(t), y) (t  0).
We consider two cases x1 ∈ (−∞, p1(t)] ∪ [−p2(t),+∞) and x1 ∈ [p1(t),−p2(t)], respectively.
(i) x1 ∈ (−∞, p2(t)] ∪ [−p1(t),+∞). By using the above prepared results, we have
Fˆ (ψ1,ψ2)
A(ψ1,ψ2)
= ψ1(ψ2 − θ) Fˆ1(ψ1,ψ2)
A(ψ1,ψ2)
 |ψ2 − θ || Fˆ1|
Ha∂1ψ1/ψ1
 CM
+
μρ2
eλ2p2(t) (3.20)
for x1  p1(t) and t  0. Similarly,
Fˆ (ψ1,ψ2)
A(ψ1,ψ2)
= (ψ1 − θ)(ψ2 − 1) Fˆ2(ψ1,ψ2)
A(ψ1,ψ2)
 |ψ1 − θ || Fˆ2|
Hb∂1ψ2/(ψ2 − 1) 
CM+
μρ2
eτ1p1(t) (3.21)
for x1 −p2(t) and t  0.
(ii) x1 ∈ [p1(t),−p2(t)]. For p1(t) x1  0 and t  0, we have
Fˆ (ψ1,ψ2)
A(ψ1,ψ2)
= (ψ1 − θ)(ψ2 − θ) Fˆ3(ψ1,ψ2)
A(ψ1,ψ2)
 |ψ2 − θ || Fˆ3|
Ha∂1ψ1/(ψ1 − θ) 
CM+
μρ2
eλ2p2(t). (3.22)
By a similar argument, there is
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A(ψ1,ψ2)
= (ψ1 − θ)(ψ2 − θ) Fˆ3(ψ1,ψ2)
A(ψ1,ψ2)
 |ψ1 − θ || Fˆ3|
Hb∂1ψ2/(ψ2 − θ) 
CM+
μρ2
eτ1p1(t) (3.23)
for 0 x1 −p2(t) and t  0. Taking K1  CM+μρ2 and combining (3.20)–(3.23), we conclude that (3.18)
and (3.19) hold.
Step 3. We estimate
Hˆ(ψ1,ψ2)
A(ψ1,ψ2)
 K2eλ2p2(t), x1  0, (3.24)
Hˆ(ψ1,ψ2)
A(ψ1,ψ2)
 K2eτ1p1(t), x1  0, (3.25)
for a constant K2 > 0. By using of (3.14)–(3.16) and by virtue of (2.17), for x1  p1(t), we have
Hˆ(ψ1,ψ2)
A(ψ1,ψ2)
 |Haa||∇ψ1|
2 + 2|Hab||∇ψ1 · ∇ψ2| + |Hbb||∇ψ2|2
Ha∂1ψ1
 nC(M
+)2e2λ1(x1−p1(t))(ψ2(x1 + p2(t), y) − θ)
μρM−eλ1(x1−p1(t))
+ 2nC(M
+)2eλ1(x1−p1(t))+λ2(x1+p2(t))
μρM−eλ1(x1−p1(t))
+ nC(M
+)2e2λ2(x1+p2(t))ψ1(x1 − p1(t), y)
μρM−eλ1(x1−p1(t))
 nC(M
+)2
μρM−
(2M+ + 2)eλ2(x1+p2(t))  K2eλ2p2(t)
for some constant K2 > 0. Similarly, we have
Hˆ(ψ1,ψ2)
A(ψ1,ψ2)
 K2eλ2p2(t)
for p1(t) x1  0. Repeat the above discussions, we conclude that
Hˆ(ψ1,ψ2)
A(ψ1,ψ2)
 K2eτ1p1(t)
for x1  0 and some constant K2 > 0. Thus (3.24) and (3.25) hold.
Step 4. By virtue of (2.19), there exists a positive constant σˆ < λ2 such that λ2p2(t)  σˆ p1(t) < 0
(t  0). Indeed, we can deﬁne
g(t) := λ2p2(t) − σˆ p1(t), t  0,
with g(0) = λ2p2(0) − σˆ p1(0) < 0 for some σˆ > 0. Differentiating g(t) with respect to t , we have
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(
c + Neσ p2)− σˆ (c − Neσ p1)
= (λ2 − σˆ )c + λ2Neσ p2 + σˆNeσ p1  0, t  0.
It follows that g(t) 0 for all t  0. Applying (3.19), (3.20), (3.24) and (3.25), letting N  K1 + K2 and
σ min{σˆ , τ1}, then, we have
F(U (x, t)) A(ψ1,ψ2)[Neσ p1(t) − (K1 + K2)eλ2p2(t)] 0
uniformly in (x, t) ∈ (−∞,0] × Ω × (−∞,0]. By a similar way, there is
F(U (x, t)) A(ψ1,ψ2)[Neσ p1(t) − (K1 + K2)eτ1p1(t)] 0
uniformly in (x, t) ∈ [0,+∞) × Ω × (−∞,0]. Thus, F(U (x, t)) 0 for all (x, t) ∈ Σ × (−∞,0].
Similarly, we can show that F(U (x, t)) 0 for all (x, t) ∈ Σ × (−∞,0].
Finally, we show (3.5). In fact, it is easy to show that Ha  0 and Hb  0 on D1, then combining
(2.22), we have that (3.5) holds. This completes the proof. 
Proof of Theorem 1.1. We prove the existence of entire solutions by considering the following Cauchy
problem ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂t
un(x, t) = un(x, t) − α(y) ∂
∂x1
un(x, t) + f
(
un(x, t)
)
, (x, t) ∈ Σ × (−n,+∞),
∂
∂ν
un(x, t) = 0, (x, t) ∈ ∂Σ × [−n,+∞),
un,0(x) := U (x1 − cn, y,−n), x ∈ Σ.
(3.26)
This problem is well posed and the maximum principle holds. The remainder of the proof is the same
as that [27, proofs of Theorems 1.3 and 1.4], but here we still give the sketch of the proof. As in [33,
Proposition 2.1], it is easy to prove that the operator L, deﬁned by
Lu := −u + α(y)∂1u,
with domain D(L) given by
D(L) =
{
u ∈ X: u ∈
⋂
p1
W 2,ploc (Σ), −u ∈ X and
∂u
∂ν
= 0 on ∂Σ
}
,
is sectorial in X := UC(Σ), where UC(Σ) denotes the space of all bounded, uniformly continu-
ous functions in Σ . Therefore, L generates an analytic semigroup. Thus, as done by Roquejoffre
[33, Proposition 2.1], it follows from [24] that (3.26) has a unique classical solution un(x, t) on
(x, t) ∈ Σ × (−n,+∞) that satisﬁes 0< un(x, t) < 1 and ∂∂x1 un(x, t) > 0 for any (x, t) ∈ Σ × (−n,+∞)
and n ∈ N. In particular, U (x1 + ct, y, t) un(x, t) U (x1 + ct, y, t) for (x, t) ∈ Σ × [−n,0).
Now taking n → ∞, we obtain an entire solution V1(x, t) of (1.1) which is deﬁned for all t ∈ R
such that
U (x1 + ct, y, t) V1(x, t) U (x1 + ct, y, t), t  0,
where (U (x1 + ct, y, t),U (x1 + ct, y, t)) are as in Theorem 3.3. Furthermore, by using of the super-
and subsolution pair, it follows that (1.9) holds. The asymptotic behavior of (1.10) immediately fol-
lows from [35, Theorem 4.5]. The proof of ∂
∂x1
V1(x, t) > 0 is straightforward by using the maximum
principle. This completes the proof. 
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Firstly, we prove Theorem 1.2 in the following way. Deﬁne
H∗(a,b) := θ(a + b) − (1+ θ)ab
θ − ab , (3.27)
for (a,b) ∈ D2 := [0, θ] × [0,1] \ {(θ,1)}. Direct calculations give
H∗(ψˆ1, φ) = ψˆ1 + φ(ψˆ1 − θ) ψˆ1 − 1
θ − ψˆ1φ
= φ + ψˆ1(φ − 1) φ − θ
θ − ψˆ1φ
,
H∗a (ψˆ1, φ) =
θ(θ − φ)(1− φ)
(θ − ψˆ1φ)2
, H∗b(ψˆ1, φ) =
θ(θ − ψˆ1)(1− ψˆ1)
(θ − ψˆ1φ)2
,
H∗aa(ψˆ1, φ) = (φ − θ)(φ − 1)
2θ(1− θ)φ
(θ − ψˆ1φ)3
,
H∗ab(ψˆ1, φ) =
θ(1− θ)[(2θ − 1)ψˆ1φ + θ(1− ψˆ1 − φ)]
(θ − ψˆ1φ)3
,
H∗bb(ψˆ1, φ) = ψˆ1(ψˆ1 − θ)
2θ(1− θ)(ψˆ1 − 1)
(θ − ψˆ1φ)3
,
for (ψˆ1, φ) ∈ D2. Deﬁne {
U∗(x, t) := H∗(ψˆ1(x1 − p2(t), y), φ(x1 + p2(t), y)),
U∗(x, t) := H∗(ψˆ1(x1 − p1(t), y), φ(x1 + p1(t), y)), (3.28)
where H∗ is deﬁned by (3.27). Then with the aid of Proposition 2.2, by a similar argument to that of
Theorem 3.3, we have F(U ∗(x, t))  0 and F(U ∗(x, t))  0 for all (x, t) ∈ Σ × (−∞,0], respectively.
That is (U ∗(x, t),U ∗(x, t)) are a pair of super- and subsolutions of (3.2) for t  0. Thus, we have the
following theorem.
Theorem 3.4. Assume that (F) holds. Let (φ(x + ct, y), c) be the unique solution of (1.2) and (ψˆ1(x1 +
cˆ1t, y), cˆ1) be the solutions of (1.7) with cˆ1  cˆ∗1 . Let c = c+cˆ12 , c0 = c−cˆ12 , and (pi(t), c0) (i = 1,2) be the
solutions deﬁned in (2.19). If cˆ1 < c, then the functions deﬁned by{
U ∗(x1 + ct, y, t) := H∗
(
ψˆ1
(
x1 + ct − p2(t), y
)
, φ
(
x1 + ct + p2(t), y
))
,
U ∗(x1 + ct, y, t) := H∗
(
ψˆ1
(
x1 + ct − p1(t), y
)
, φ
(
x1 + ct + p1(t), y
)) (3.29)
are a pair of super- and subsolutions of (1.1) for t  0, and (3.5) holds for (U ∗,U ∗).
As stated by Remark 1.6, to prove Theorem 1.4 we only consider the case of cˆ < c and construct
the following super- and subsolutions.
Theorem 3.5. Assume that f satisﬁes (F). Let (φ(z, y), c) and (φˆ(z, y), cˆ) be the solutions of (1.2) and (1.4),
respectively. Let c = c+cˆ2 , c0 = c−cˆ2 , and (pi(t), c0) (i = 1,2) be the solutions deﬁned in (2.19). If cˆ < c, then
the functions deﬁned by
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W (x1 + ct, y, t) := H∗
(
φ
(
x1 + ct − p2(t), y
)
, φˆ
(
x1 + ct + p2(t), y
))
,
W (x1 + ct, y, t) := H∗
(
φ
(
x1 + ct − p1(t), y
)
, φˆ
(
x1 + ct + p1(t), y
))
are a pair of super- and subsolutions of (1.1) for t  0, and (3.5) holds for (W ,W ).
We omit the proof of this theorem, since it is similar to that of Theorems 3.3 and 3.4.
Proofs of Theorems 1.2 and 1.4. The proofs of Theorems 1.2 and 1.4 are completely similar to that
of Theorem 1.1. By considering the Cauchy problem (3.26) with the corresponding initial function u0,
we can prove the existence of entire solutions. All the asymptotic behavior as t → −∞ immediately
follows by virtue of the super- and subsolution pair. The proofs of (1.11) and (1.12) are straightforward.
This completes the proofs. 
Remark 3.6. The above method is not valid for the case cˆ = c, since (2.19) is not well-deﬁned for
c0 = c−cˆ2 = 0. We will leave it for a future research.
4. Application and discussions
In this paper, we have established the existence of entire solutions of Eq. (1.1) when the non-
linearity f satisﬁes (F). The main results are Theorems 1.1–1.4. However, if the nonlinearity f has
multizeros in (0,1), the existence, uniqueness and stability of entire solutions of (1.1) remain open
though the solution of (1.1) convergence to stacked waves for t > 0 is discussed in [34]. We leave
these for further researches.
As an application of the current results, we consider a simple mathematical model describing a
chemical reaction in a ﬂuid, the passive–reactive diffusion equation
∂
∂t
T + αˆ(x, y, t) · ∇T = κT + v
2
0
4κ
f (T ), (4.1)
which can be obtained by decoupling the following system of two equations for concentration C and
temperature T of the form
⎧⎪⎪⎨⎪⎪⎩
∂
∂t
T + αˆ(x, y, t) · ∇T = κT + v
2
0
4κ
g(T )C,
∂
∂t
C + αˆ(x, y, t) · ∇C = κ
Le
C − v
2
0
4κ
g(T )C,
(4.2)
where 0 T  1 represents normalized temperature, α the advection velocity, κ thermal diffusivity,
f the reaction and v0 the laminar front speed. For the more information on (4.1) and (4.2), we refer
to Constantin et al. [12], Kiselev and Ryzhik [26]. Assume αˆ(x, y, t) = (α(y),0), then (4.1) reduces to
∂
∂t
T (x, y, t) + α(y)Tx = κT + v
2
0
4κ
f (T ), t > 0. (4.3)
An interesting problem is to consider (4.1) in a strip (x, y) ∈ R × [0, H] with the Neumann boundary
conditions
∂T (x,0, t) = ∂T (x, H, t) = 0. (4.4)
∂ y ∂ y
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monostable and ignition nonlinearities f under the condition
H∫
0
α(y)dy = 0. (4.5)
Now we consider (4.3) and (4.4) for the case that the nonlinearity f satisﬁes (F), that is, f is
bistable type. We know from [7] that (4.3) and (4.4) admit nondecreasing traveling front solutions
T1(x, y, t) = T1(x + c1t, y) and T2(x, y, t) = T2(x + c2t, y) connecting 0 with θ and θ with 1 for any
c1  c∗1 and c2  c∗2, respectively, and admit a nondecreasing traveling front solution T (x, y, t) = T (x+
ct, y) and a decreasing traveling front solution Tˆ (x, y, t) = Tˆ (x+ cˆt, y) connecting 0 with 1 and 1 with
0 for the unique c and cˆ, respectively. Moreover, similar to (1.7), there exists a decreasing traveling
wave solution Tˆ1(x, y, t) = Tˆ1(x + cˆ1t, y) connecting θ and 0 for any cˆ1  cˆ∗1. Here the c∗1, cˆ∗1 and c∗2
are the critical wave speeds. Thus, the main results of this paper, namely, Theorems 1.1–1.4, apply
to Eqs. (4.3) and (4.4) under the condition (F) and we can get many entire solutions different from
those established in [27] for Eqs. (4.3) and (4.4). The entire solutions in Theorem 1.1 can be viewed
as the chemical be ignited in two steps of a reaction at the same time, the normalized temperature
Ti (i = 1,2) rises from 0 and θ , respectively, and then reaches a steady state in ﬁnite time which
could be explained that the reaction has ﬁnished. The entire solutions in Theorems 1.2–1.4 can be
viewed as the chemical be ignited in two ends of a tubular reactor at the same time, and T rises
from the both ends to the center of the reactor, and then reaches a steady state in ﬁnite time that is
the reaction has ﬁnished. Indeed, these are reasonable in chemical engineering, since igniting in two
steps or two ends for a chemical reaction at the same time can accelerate the reaction. Also, all types
of entire solutions we obtained could be used to describe the reactions and the reversible reactions
go along in one chemical reactor at the same time, and then reaches a steady state.
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