The high speed ow of complex materials can often be modeled by the compressible Euler Equations coupled to (possibly many) additional advection equations. Traditionally, good computational results have been obtained by writing these systems in fully conservative form and applying the general methodology of shock-capturing schemes for systems of hyperbolic conservation laws. In this paper, we show how to obtain the bene ts of these schemes without the usual complexity of full characteristic decomposition or the restrictions imposed by fully conservative di erencing. Instead, under certain conditions de ned in section 2, the additional advection equations can be discretized individually with a nonconservative scheme while the remaining system is discretized using a fully conservative approach, perhaps based on a characteristic eld decomposition. A simple extension of the LaxWendro Theorem is presented to show that under certain veri able hypothesis, our nonconservative schemes converge to weak solutions of the fully conservative system. Then this new technique is applied to systems of equations from compressible multiphase ow, chemically reacting ow, and explosive materials modeling. In the last instance, the exibility introduced by this approach is exploited to change a weakly hyperbolic system into an equivalent strictly hyperbolic system, and to remove certain nonphysical modeling assumptions.
Introduction
It is widely believed that numerical methods for discretizing the Euler equations should have discrete conservation of mass, momentum, and energy as well as an entropy x for low viscosity schemes. Conservative schemes have limit solutions which are weak solutions of the Euler equations yielding accurate representation of the shock speeds and jumps. In contrast, nonconservative schemes generally give limit solutions which have incorrect shock speeds and/or jumps, e.g. see 15] . Note that the work in 13] derived and used special viscosity terms that mimic the Navier-Stokes viscosity in order to reduce these types of nonconservative errors.
As models become richer in physics and mathematics, more and more equations are added. Some common examples are the addition of mass fraction equations for chemically reacting ow 7] and the addition of the level set equation for compressible gas ow 18] . Another example is the Baer Nunziato (BN) two phase model for solid explosives and propellants 1], where a second set of Euler equations is added for the solid phase, and a volume fraction equation is added to close the system. In addition, the chemical source terms of the BN model require the addition of many more equations, not all of which are known or agreed upon by the community 10, 2]. As new conservation laws are added to the Euler equations, the Jacobian matrix required for upwind schemes grows accordingly, usually becoming large and unwieldy.
For a given system one can often identify a minimal conservative system that contains the truly nonlinear elds. In the chemically reacting ow model and the level set model the Euler equations are the minimal system containing the sound waves. It will be shown that both the mass fraction equations and the level set equation can be written in advection form and upwinded separately according to the particle velocity without degrading the quality of the numerical solution. In fact, the resulting solution is as good, if not better than the fully conservative method. In the BN model, the minimal conservative system consists of the two sets of Euler equations which contain the truly nonlinear elds for both the gas sound waves and the solid sound waves. The volume fraction equation and the extra equations added for chemical source terms will be put into advection form and upwinded separately according to the appropriate particle velocity (gas or solid). Note that the BN system di ers from the rst two examples, where the minimal system was only the Euler equations and all added equations were put into advection form. The reason for this di erence is that the second set of Euler equations, added to model the solid, contains quantities which have jumps that are not advected along streamlines, e.g. shock waves in the solid.
One often adds new advection equations of the form Z t + uZ x = 0
(1) to the minimal system. The continuity equation is t + ( u) x = 0 (2) where is the density and u is the velocity. Multiplying equation 1 by and adding it to Z times equation 2 results in ( Z) t + ( Zu) x = 0 (3) as a new equation in conservation form. If the correct Rankine-Hugoniot jump conditions of the full system are such that discontinuities in Z are advected along streamlines then the technique introduced in this paper applies. This is the case for the mass fraction equations, the level set equation, and the volume fraction equation of the BN model, but not the case for the second set of Euler equations in the BN model which must be added to the minimal system. As a further illustration, consider S t + uS x = 0 (4) where S is the entropy per unit mass. While this equation is valid away from shocks, discontinuities in S are not necessarily advected along streamlines and the technique introduced in this paper does not apply. The advection of discontinuities in Z along streamlines can be made more precise by considering a discontinuity moving with speed D. illustrating that Z must be continuous, unless u right = D = u left . That is, discontinuities of Z move with the particle velocity. Moreover Z is continuous across shocks. Note that these statements are generally not true for the entropy.
There are two distinct kinds of advection equations which may be added to a minimal system. The rst kind advects quantities that the minimal system depends on, examples include dependence of the pressure on the mass fractions, the level set function, or the volume fraction. The left and right eigenvectors of the Jacobian matrix are needed in order to use an upwind scheme. These types of advection equations dictate an increase in the size of the left eigenvector, since information is needed from these variables to accurately project into the characteristic elds. However, the right eigenvector remains the length of the minimal system, since only the minimal system is updated using the characteristic elds, while the advection equations are updated individually. The second kind of advection equation advects those quantities that the minimal system does not depend on, even though the new equations may be dependent on the minimal system for their characteristic velocity. These types of equations occur in newer models such as the BN equations where the advected quantities have been added in order to model the chemical source terms. These advection equations have no effect on the hyperbolic part of the minimal system and do not change the eigensystem at all, i.e. neither the right nor left eigenvector of the associated Jacobian matrix of the minimal system changes. Here the savings in simplicity of scheme design and programming e ort are enormous using our technique rather than standard conservation form discretizations, because one only needs to discretize simple additional advection equations. There are also signi cant gains in execution time.
In section 5, a conservative equation that introduces a weak hyperbolicity in the BN model (which implies that the problem is mildly ill-posed) is discussed. In this instance, the identi cation of a quantity with discontinuities that advect along streamlines is extremely useful since the conservative equation is equivalent to advecting a quantity which blows up analytically as the reaction proceeds to completion. This problem is easily xed by advecting an equivalent quantity which goes to zero as the reaction proceeds to completion. Furthermore, putting this well behaved advection equation into conservative form and solving in the usual way removes the weak hyperbolicity for the full conservation form as well.
Once the advection equations are isolated from the minimal conservative system, greater exibility in scheme design can be exploited. If the advected quantity is continuous, e.g. the level set function, then one can use high order essentially nonoscillatory (ENO) Hamilton-Jacobi methods which gain an order of accuracy at extrema over the conservative ENO ux method and are also somewhat easier to implement 21, 11] . If the advected quantity is discontinuous, our theoretical and numerical results indicate that nonconservative ux form is preferable. That is, we recommend that the spatial term of whereẐ i+ 1 2 can be viewed as a numerical ux function consistent with Z. For discontinuous advected quantities, the contact discontinuities can be sharpened with arti cial compression methods 22]. In fact, isolating the advection equations in a ux form that allows nonconservative ux di erencing opens up new research avenues such as the pursuit of a fully multidimensional arti cial compression method, which could not be carried out as easily with conservative numerical methods.
Theoretical Justi cation
The general theorem concerns the following system of equations in R 3 R + q t + r f (q; Z) = 0
Z t +ũ rZ = 0 (11) wheref = (f; g; h) andũ = (u; v; w). Note that q, f, g, and h are all`vectors while Z is an m vector. In regions of smoothness, we assume that equations 10 and 11 are equivalent to a conservative system having`+ m dependent variables and that the jump conditions for the conservative system are
Z] ũ Ñ ? D = 0 (13) whereÑ is the unit normal to the surface of discontinuity, and D is the local discontinuity speed in the normal direction. For simplicity of exposition only we consider R 2 R + in the following.
We approximate the system using conservation form for the \q" variables and nonconservative ux based form for the \Z" variables. Thus We make the following assumptions: Suppose, as t; x; y ! 0, a subsequence of the approximate solutions generated by equations 14 and 15 is bounded a.e. convergent to a piecewise di erentiable limit, (q; Z), for which Z has jumps only whereũ is di erentiable. In addition we assume that the rst divided di erences in x and y of these approximations u n i;j and v n i;j are uniformly bounded by an integrable function in any compact set R 2 for which the limit solution (u; v) is di erentiable, i.e. u n i;j and v n i;j are each uniformly bounded in W 1;1 ( ), and that similar statements are true for Z n i;j in any compact set 0 R 2 for which the limit solution Z is di erentiable.
Then we have the following result: Theorem 1. The piecewise di erentiable limit (q; Z) is a weak solution of equations 10 and 11, i.e. it is a classical solution when it is di erentiable and it satis es equations 12 and 13 at jumps. Remark 1. Our assumptions are considerably stronger than those of the classical Lax-Wendro theorem 14] which requires only bounded a.e. convergence. Nevertheless, in our calculations in this paper (and elsewhere) using this method, we have observed that our assumptions were valid. In fact the divided di erences of the approximations toũ were always uniformly bounded away from the discontinuities of the limitingũ in our calculations, and similarly for Z.
Remark 2. The content of our Theorem is along the lines: convergence plus consistency implies the limit solution satis es the original di erential equation. Here, this amounts to showing that the jump conditions in equations 12 and 13 are satis ed and that equations 10 and 11 are true in regions of smoothness.
Remark 3. The Lax-Wendro Theorem states that a converged solution is a weak solution. Thus one has to believe their results have or will converge with further grid re nement. Our Theorem requires this as well as the requirement that Z has jumps only whereũ is di erentiable and that the approximations toũ are uniformly bounded in W 1;1 whereverũ is di erentiable, with similar requirements on Z and its approximations. One has to believe that no singularities will appear and violate these hypothesis as the grid is re ned. This is in the spirit of the Lax-Wendro Theorem, i.e. if it has not happened on the nest computational grid (lack of apparent convergence, or in our case, singularities in the wrong places), then one can quote the appropriate theorem to justify convergence. Remark 4. For an arbitrary system of conservation laws to have the decomposition in equations 10 to 13, it is necessary that one of the eigenvalues of the Jacobian matrix in each dimension be (u; v; w) respectively, each repeated at least m times. This is, of course, only a necessary condition.
Remark 5. Our main theorem may appear to contradict some prevailing wisdom. For example in 16] the authors state that the advection equation 11 \does not hold a priori across a shock". This is, of course, generally true, but we have proven that it does hold in our sense if Z remains continuous there.
Proof. Let '(x; y; t) be a C 1 0 (R 2 R + ) function. We multiply equations 14 and 15 by '(x i ; y j ; t n ) and use the summation-by-parts idea in the proof of the LW theorem, arriving at 
a.e. for bounded measurable functions ), we have
for any such test function '. This, of course, implies that q is a classical solution of equation 10 wherever q and Z are smooth and that q and Z satisfy equation 12 at jumps. Next we use the identity u n i+1;j '(x i+1 ; y j ; t n ) ? u n i;j '(x i ; y j ; t n ) x = u n i+1;j '(x i+1 ; y j ; t n ) ? '(x i ; y j ; t n ) x + u n i+1;j ? u n i;j x '(x i ; y j ; t n ) (20) and the analogous identity involving \y" divided di erences. Choose ' to have support in a region in whichũ is di erentiable. We let x; y; t ! 0 along the converging subsequence. Using equations 17 and 20, the Lebesgue dominated convergence theorem and the usual Lax-Wendro argument we arrive at
If Z is di erentiable in , a simple integration by parts gives us:
for any such ', hence Z is a classical solution of 11 in . If Z has a jump we take to be a sphere centered at a point of discontinuity. We then let the radius of the sphere go to zero in equation 21 and obtain the jump conditions in equation 13 in a standard fashion.
We may prove Z is a classical solution when u jumps with the help of the dominated convergence theorem arriving at equation 22 in a straightforward fashion. noting that is valid in advection form since the values of are meant to advect with the particle velocity u, i.e. along streamlines.
Projection into Characteristic Fields
Modern shock capturing schemes are often based on projection into characteristic elds. Usually the value of the left eigenvector of the Jacobian matrix is frozen and used to locally decompose the system. 
Conservative Eigensystem
The total energy is the sum of the internal energy and the kinetic energy,
where e is the internal energy per unit mass. The pressure can be written as p = p( ; e; ) with partial derivatives p , p e , and p . Alternatively, considering the pressure as p = p( ; u; E; ) allows one to write the partial 
Numerical Method
When discretizing along the lines of 22], the left eigenvectors are used to project into the characteristic elds, the scalar ux in each characteristic eld is discretized based on the associated eigenvalue in that eld, and the right eigenvectors are used to project out of the characteristic elds. Then the contributions from each characteristic eld are added together to produce the total vector ux at a cell interface. These vector uxes are di erenced in the usual manner resulting in a fully conservative numerical method.
In order to correctly project into the characteristic elds, the full left eigenvector is always used. However, since conservation form is not required for the last equation 
The two left eigenvectors are used to project into the two nonlinear elds, while only the rst four entries of the right eigenvectors are used to project out of these elds. The CPM is used to construct the complementary subspaceF
whereF has length four and each of its component can be upwind di erenced in the upwind direction determined by u. The resulting ux is combined with the ux contributions from the two nonlinear elds to yield the net numerical ux for the rst four entries ofF (Ũ). These uxes are di erenced in the usual manner to get the proper upwind conservative discretization for the rst four equations, i.e. for the minimal system. For a dimension by dimension discretization, the same procedure is applied to the ux in the other spatial dimension, and then the total spatial contribution can be used with a TVD Runge Kutta method to update the rst four equations of the 
Examples
Several of the examples from 4] and 7] were recomputed using the nonconservative ux based method outlined in this paper. Overall, the calculations using the new technique agreed well with the old calculations. One particularly di cult example from 7] is repeated here. changing its direction of travel. As this shock wave passes over the gas a second time, the gas is heated enough to initiate chemical reactions. After a suitable induction time, a chemical combustion wave forms at the wall and travels to the right eventually overtaking the shock wave resulting in the formation of three waves. From left to right, there is a rarefaction wave, a contact discontinuity, and a detonation wave. . Figure 2 shows the same calculation using the nonconservative ux based ENO method (outlined in the appendix) for the mass fraction equations. The CPM 6] was used in both calculations. In 7] , this was shown to be a very sensitive problem, and the good agreement of the two methods is promising.
The only major di erence is in the height of the HO 2 peak, although this seems to have no e ect on the rest of the solution.
A grid re nement study was carried out with 100, 200, 400, 800, and 1600 grid cells using 575, 1150, 2300, 4600, and 9200 time steps respectively. Figure 3 shows the results with the fully conservative scheme while gure 4 shows the results with the nonconservative ux based method for the mass fraction equations. The position of the lead detonation wave converges with rst order accuracy for both numerical algorithms. In addition, the peaks in the HO 2 mass fraction seem to converge more uniformly (i.e. monotonically) for the nonconservative ux based method. Figures 5, 6 , and 7 compare the two methods with 100, 400, and 1600 grid points respectively. The fully conservative method is plotted with x's while the nonconservative ux based method is plotted with o's. 
Numerical Method
The seven left eigenvectors are used to project into the characteristic elds, while only the rst six entries of the seven right eigenvectors are used to project out of these elds, since the minimal system consists of the rst six equations. This avoids the common division by zero problem introduced by the seventh term in the right eigenvectors, i.e. the 1 s term. This term blows up when a chemical reaction depletes s to zero and has forced unphysical modeling, e.g. solid cores 10], to avoid the problem. (Another method used to avoid this problem involves the use of central schemes 17, 19] .) In 8], a priori knowledge that the seventh entry of the right eigenvectors could be discarded motivated manipulation of the eigensystem in a manner that forces this division by zero problem into that location eliminating it entirely.
The volume fraction evolution equation
is an advection equation, and it can be discretized independently noting that the characteristic information is determined by u s and that nothing need be conserved.
Examples
In 10], a conservation law for the number of particles per unit volume n t + (u s n) x = 0 The problem with equations 74, 75, and 77 is that they are all derived by advecting a quantity that blows up as the reaction proceeds to completion. This can trivially be avoided by advecting an equivalent quantity that vanishes as the reaction proceeds to completion. As the number of particles per unit mass blows up, the mass per particle vanishes. Replacing equation 75 with used. Note that the solution for the mass per particle variable only contains a simple contact discontinuity propagating to the right, while the solutions for the particle volume variable and the number of particle per unit volume variable both contain shocks and rarefactions. 
B Advection Equation Discretization
Consider an advection equation of the form Z t + uZ x + vZ y = 0
where Z is the advected quantity and u and v are the particle velocities in the x and y direction respectfully. Nonconservative ux based discretizations for Z x are given below. Z y is discretized in a similar fashion and then these two terms are combined with u and v at each grid node before applying a 3rd order TVD Runge Kutta method 9, 22] for time integration.
B.1 Nonconservative Flux Based ENO Discretization
A nonconservative extension of the ENO-Roe discretization is used, since there are no nonlinear waves such as shocks and rarefactions 9, 22].
The numerical ux function F is de ned through the relation 
