This paper suggests an alternative to the standard practice of measuring the graduation rate performance using regression analysis. The alternative is production frontier analysis. Production frontier analysis is appealing because it compares an institution's graduation rate to the best performance instead of the average performance. The paper explains the differences between these two types of analysis and provides examples of their application using data for 187 national universities.
I. Introduction
Students, parents, and state governments are paying increasing amounts for the services offered by colleges and universities. As the funds flowing to higher education have increased there has been an understandable increase in calls to hold colleges and universities accountable for the quality of the education they provide.
1 Those calling for increased accountability are not looking for testimonials. They are looking for simple quantitative measures of university performance.
The paucity of readily available measures of university performance has focused attention on graduation rates. The Federal Student Right-to-Know and Campus Security
Act of 1991 mandates that colleges and universities publish data on graduation rates. For state governments graduation rates are the most frequently used performance measure for public colleges and universities. 2 The academic performance measures for athletes recently introduced by the National Collegiate Athletic Association are strongly influenced by graduation rates. And perhaps most important to some institutions, the rankings published annually by US News and World Report give a considerable weight to graduation rates.
The focus on graduation rates has been accompanied by calls for colleges and universities to improve their graduation rate performance. Clearly this is not always a good recommendation. As Charles Manski and David Wise (1983) emphasize, for some students the best unconstrained choice is to drop out of college because for them the returns to leaving exceed the returns to staying. Universities can always achieve a higher graduation rate by lowering curricular standards or by encouraging more grade inflation.
And any institution could surely achieve higher graduation rates by restricting access to students who are sure bets to graduate. Raising graduation rates in these last two ways clearly is not socially useful since it would weaken the country's commitment to broadbased access and high quality programs.
These concerns about using raw graduation rates as an objective standard for comparing universities are not new. It is common practice to evaluate an institution's graduation rate by comparing it to the predicted graduation rate based on a regression equation controlling for factors that influence the graduation rate. 3 In 1997 US News and
World Report introduced a factor they first called "value added" but eventually called "graduation rate performance." Graduation rate performance is calculated using the residuals from a regression equation in which the graduation rate is regressed on variables measuring entering student quality and expenditures per student. In January 2005 the Educational Trust created a web-based resource, College Results Online, which allows those interested in graduation rate performance to compare graduation rates of a particular institution to those of its peers. 4 Peers are determined by those institutions with similar performance in a regression including a considerably larger set of independent variables than those used by US News.
In this paper we argue that regression analysis may not be the best tool to assess the graduation performance of a college or university. We explore the hypothesis that graduation rates should be compared to best practice measured by a production frontier, not average practice measured by a regression equation. These two methods do not necessarily provide different results. If the regression line through the middle of the data is of the same shape as the production frontier through outer edge of the data, the two techniques will provide the same measures of graduation rate performance. This is a very unlikely outcome. Most likely there will be significant differences between these two measures. The purpose of this paper is to investigate the differences and to evaluate the advisability of using the production frontier technique.
In section II of the paper we briefly discuss the choice between the estimation of production frontiers and regression analysis. The third section discusses data envelopment analysis, which is the procedure we use for determining the production frontier. The fourth section presents the results of production frontier calculation and regression estimates of graduation rates. The fifth section gives a detailed analysis of the differences between the production frontier and regression results. The sixth section discusses additional results from the analysis, and the final section provides a summary and some conclusions. Figure 1 gives a simple example to illustrate the differences between regression analysis and efficiency frontier analysis. The dashed line is the regression line that minimizes the sum of the squared deviations for the seven observations for a one output one input case. 5 The production frontier is a piecewise linear function that goes through the input output combinations for firm one, firm two, and firm three. These firms are the efficient firms. They form the outer shell of the production surface.
II. Efficiency Frontier Measurement and Regression Analysis
Regression analysis would give the highest scores to firms two, three, five and six. These firms have positive residuals. Production frontier analysis would give the highest scores to firms one, two, three and seven. The first three are on the production frontier, and firm seven is very close to it. The two techniques agree in three of the seven cases: firm four has a negative residual, and it is below the production frontier, so it will be ranked poorly using either technique; firms two and three have positive residuals, and they are on the production frontier, so they will be highly ranked using either technique.
The other four points present interesting cases. The cases in which the two techniques give contradictory messages deserve further scrutiny.
First, consider firm one and firm seven. They have extreme values for the level of input and output. Clearly, no firm, or convex combination of firms, could be found that produced firm 1's output level using fewer inputs, so firm 1 defines a portion of the production frontier. Firm seven represents a slightly different case. Firm three has the maximum output, but firm seven's output is just slightly below that output. The production frontier is horizontal at firm three's output, so firm seven is very close to being efficient. These extreme points illustrate important differences between the two techniques. Frontier analysis uses data in the neighborhood of the firm under consideration to determine the efficient boundary, and it does not impose a particular functional form on the production relationship. 6 Regression analysis uses all of the data and imposes a particular functional form. Which are we to believe? Confidence intervals around the estimated regression lines grow as the independent variable deviates from its mean, so we cannot have much confidence in what the regression forecasts say for firms with extreme values of the independent variable. By contrast, the production frontier analysis is clear. There is no firm that outperforms firm one in its neighborhood. 7 Although it is not on the efficient frontier, firm seven also will have a high technical efficiency score because its output is very close to the maximum output in the sample.
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The case of firms five and six is different. Here, two similar firms (firms two and three) were able to outperform the firms in question. In typical data there are few efficient firms, so there will be a large number of firms like four and five that are outperformed by the very best firms. While these two firms are inefficient, they are closer to the production frontier than, for example, firm 4. For firms in the middle of the data, such as firms five and six, the differences between the two types of analysis are not as striking as they are for firms on the edges of the data. Both types of analysis would rate these firms as relatively strong performers. Still, because firm five has a larger residual, regression analysis would rank firm five ahead of firm six. But, since firm six is closer to the production frontier than firm five, production frontier analysis would reverse the ranking of these two firms. Frontier analysis also captures the fact that these two firms are not best practice examples despite their positive regression residuals.
The case for using a frontier instead of a regression is strengthened by considering how the analysis would be affected by adding data. Suppose we include another data point in figure 1 inside the frontier. This will have no effect on the frontier itself, but it may cause the regression line to change. An existing data point that was above the regression line might now have a negative residual instead. Clearly, that firm has not changed its practices, but an observer relying on regression might view that firm less positively. On the other hand, adding a point beyond the frontier could shift the frontier substantially since a new best practice point has been found. Yet the regression line would move much less. Regression is concerned with central tendency, while frontier analysis is much more sensitive to data extremes that define boundaries. If we are concerned with best practice, or efficiency, frontier analysis offers a potentially better tool.
III. Data Envelopment Analysis
There are several production frontier estimation techniques. In this section, we explain our choice of technique and explain the outputs of this type of analysis. The literature on efficiency frontiers has evolved along two tracks. The first is data envelopment analysis (DEA), which uses non-parametric linear programming techniques.
The alternative approach uses econometric methods to identify a stochastic frontier. (1), (3) and (4), but, given that λ vector, the 1/φ required to satisfy constraint (2) is greater than one. Such a solution is dominated by the default solution. Clearly, these two outcomes will not always occur. There will be firms that have feasible solutions for values of 1/φ less than one. These firms are below the production frontier; they are technically inefficient. Figure 2 illustrates the estimation of a production frontier using output-oriented data envelopment analysis. Figure 2 uses the same data as Figure 1 , but we have eliminated the regression line and added points 4', 5', 6', and 7', which are vertical extensions from points 4, 5, 6, and 7 to the production frontier. Firms 1, 2 and 3 are efficient points because in none of these cases is it possible to find a convex combination of the outputs of the other firms that exceeds the output of these firms, i.e. constraint 1 is only satisfied with a λ vector with a one for the firm in question and zeroes otherwise.
On the other hand points 4', 5' and 6' represent convex combinations of the outputs of firms 2 and 3. The output for firms 4, 5, and 6 is less than the output for 4', 5', and 6' respectively, though the input usage is identical. In the language of data envelopment analysis, firms 2 and 3 are peers of firms 4, 5, and 6. The measure of technical efficiency from output-oriented data envelopment analysis is the vertical distance to the point representing the output of a firm over the vertical distance to the extension of that firm's output to the production frontier. For example for firm 4, the measure of technical efficiency would be represented by the output at point 4 divided by the output at point 4'.
Firm 7 is different. Although it is not on the frontier, firm 3 is its only peer. Firm 3 produces more output than firm 7, and it does so using fewer inputs. The measure of technical efficiency would be given by the output for firm 7 divided by the output for firm 7'. Once projected to the frontier, however, a firm like 7 could further reduce its use of input with no loss of output. This illustrates input slack, which is another result of data envelopment analysis. 
IV. Data and Results
Our data are drawn in part from America's Best Colleges published by US News and World Report. We started with the 2003-04 6-year graduation rates for the institutions on the US News and World Report list of national universities. These data were for students who were in their first year in 1998-99. We chose four input variables for both of our analyses. Two of the variables measure student characteristics and two measure institutional effort. The student variables are: (1) the percentage of the incoming class that was in the top ten percent of their high school class and (2) the score that marks the 25 th percentile for the SAT scores of the incoming students. 12 We pick that dividing line because the lowest quartile of the SAT distribution is more at risk of failing to graduate. Our measures of institutional effort are: (1) the percentage of the faculty that are full time and (2) the cost per undergraduate student. The percent full time was available from US News, and the cost per undergraduate student was computed from IPEDS using the technique described in Winston and Yen (1995) . These costs include both operating costs and capital costs. The fact that some of the 2003-04 national universities were not included in the 1998-99 data combined with missing values reduced our final data set to 187 institutions. Table 1 contains descriptive statistics for the data.
Regression Analysis. The underlying data for graduation rates come from zeroone -graduate or not graduate -outcomes for individual students so our dependent variable is an example of grouped qualitative choice data. To estimate our model we transform graduation rate into the log of the odds of graduation. These results are in line with expectations. All of the variables are statistically significant at the 1% level. Universities whose students are more often in the top 10 percent of their high school classes and whose students have higher average SAT scores are more likely to have higher graduation rates. University effort also is significant. The greater the percentage of full-time faculty and the higher the cost per undergraduate, the higher will be the institution's graduation rate. The Appendix lists the residuals from our estimated regression for all the institutions in our sample.
Our regression differs in a number of important ways from the one used by US News to measure graduation rate performance. Three of the explanatory variables (top ten percent, expenditure per student, and SAT scores) are common to both regressions.
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We add a second effort variable (percent of the faculty who are full time). US News does not transform the graduation rate using the log of the odds ratio. But the most important difference is that US News includes a dummy equal to one if the institution is public.
Since the coefficient of this dummy variable is significant in the US News regression, one might argue that we should have included it in our regression. We chose not to do this because there is no theoretical argument that, after correcting for student quality and university effort, public status should affect graduation rates. The fact that the coefficient on the variable is negative in the US News regressions means that their measure of graduation rate performance is biased against private colleges and universities. We see no reason to introduce such a bias in our analysis.
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Production Frontier Analysis As we described above, data envelopment analysis begins by identifying the efficient boundary and then computes for each university a measure of technical efficiency. 17 In our data, we found that thirty-five institutions defined the efficient frontier. The other 152 schools are to some degree inefficient in that they have lower graduation rates than do their peer institutions with similar inputs. 18 The Appendix lists the technical efficiency (TE) score for each of the institutions in our
sample. An example might help with the interpretation of these scores. A score of .93, for instance, tells us that the school with a graduation rate of 70% could have achieved a graduation rate of 75.2% if it were operating on the efficient frontier as defined by its peers.
Figure 3 plots the VRS technical efficiency scores against the graduation rate.
There is no reason a priori to expect that schools that define the efficient boundary would have high graduation rates and that is borne out by the data. The mean graduation rate of efficient schools and off-frontier schools both equal sixty-five percent. On the other hand, as Figure 3 shows, off-frontier schools with high graduation rates are much more likely to have high TE scores than schools with low graduation rates. This is because our production surface exhibits diminishing returns to scale in the neighborhood of every school with a graduation rate higher than .75. Lastly, thirty-nine percent of schools are on or within five percent of the frontier.
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The appendix gives the full ranking of institutions by their technical efficiency score. This technical efficiency score does not capture the full inefficiency for many universities because of the presence of input slack. To exist, slack requires input usage in 
V. Comparison of Regression and Frontier Results
Figure 4 plots the residuals from the regression analysis against the technical efficiency scores from the data envelopment analysis. In any data the average residual is zero. In our sample, the average technical efficiency score is .896. As a result the lines at zero for the residual and a technical efficiency score of .9 divide the diagram into four
quadrants.
An analysis of these four quadrants shows that results of the two types of analysis are similar for the vast majority of the institutions. The upper right-hand quadrant (above average by both measures) contains 79 institutions, and the lower left-hand quadrant (below average by both measures) contains 69 institutions. This means that the two types is that firms favored by production frontier analysis compared to regression analysis would be at the extremes of the data. In contrast, firms favored by regression analysis compared to production frontier analysis would be in the middle of the data. This prediction is consistent with the results presented in Table 2 . The variances for the institutions in the upper left quadrant are consistently higher than the variances in the other quadrants, and the variances for the institutions in the lower right quadrant are consistently lower than the variances in the other quadrants. These results point to the advantages of production frontier analysis. Using regression analysis, the institutions in the lower right quadrant might well be satisfied.
Their graduation rate performance is rated above average. Yet the production frontier analysis suggests that they are far below best practice. As opposed to being satisfied with being above average, these institutions should be taking a look at how their peer institutions are performing so much better than they are. In contrast, using regression analysis the institutions in the upper left quadrant might be displeased. Their graduation rate performance is rated below average. The vast majority of the institutions in this quadrant fit into one of two groups. A large number of them have very high graduation rates, placing them very close to the production frontier that is bounded above by .98, which is the highest graduation rate in the sample (Harvard). It is quite possible for the regression analysis to compare these schools' results to higher graduation rates than actually have been achieved. This kind of out of sample extrapolation can be very inaccurate. A somewhat smaller group has very low graduation rates. The regression analysis tells them they should be doing better. But the production frontier analysis indicates that they are on or very close to the production frontier. Given their inputs, they are doing very well.
VI. Additional Results
Public vs. Private. The data profile for public and private schools contains some meaningful differences. The graduation rate achieved at private institutions is significantly higher, but so are their students' SAT scores and their annual spending per full time undergraduate. There are also differences in the regression residuals between public and private institutions. clear break in these data at fifty percent. We focused on the fourteen institutions with fifty percent or more of their graduates in these fields as our tech schools. Table 3 lists these schools, their logistic residuals and technical efficiency scores. Institute, and California Institute of Technology -do better than average using production frontier analysis. Still, the average rank of these institutions using production frontier analysis (132.9) is only a little higher than the average rank using regression analysis. In general, both regression and frontier analysis suggest that these institutions have poor graduation rate performance.
The tech school case brings up an important point. Institutions that do poorly on measures of graduation rate performance will be inclined to object that graduation rates represent the percentage of entering students that clear a hurdle, and that their graduates soar over the hurdle while the graduates of other institutions barely skim the hurdle. This is a claim about value added. In some cases this is no doubt true. The challenge for institutions making such a claim is to demonstrate that they provide more value added using data as well as argumentation and anecdote. The tech school case is different.
Institutes of Technology could claim that they are producing a different product, a science graduate, and that this product is more difficult to produce than the standard graduate. 20 The data in Table 5 give some support to this notion. It illustrates that one should be very careful when comparing institutions with very different missions.
Ranking Efficient Schools -One of the difficulties of using production frontier analysis is that it generates a large group of efficient institutions with identical technical efficiency scores of 1.00. This leaves us unable to produce a ranking among efficient schools or make any efficiency comparisons among them. In our case 35 schools would be ranked as number one. The notion of "super efficiency scores" has been designed as a partial solution to this problem. Andersen and Petersen (1993) developed super efficiency scores as a measure of how much the efficient boundary is moved because a particular firm is present in the data. It is easy to illustrate the calculation of super efficiency scores by using the example in Figure 2 . If we eliminated firm 3, the production frontier would contain a segment between firm 2 and firm 7. The measure of super efficiency for firm 3 would be firm 3's output over the output for firm 3's inputs on the altered production frontier. If we eliminated firm 2, firm 5 would become efficient, and the super efficiency score for firm 2 would be its output over the output for its inputs on the new segment of the altered production frontier between the points for firm 1 and firm 5. Point 1 presents a problem.
If we eliminate firm 1, the new production frontier will be vertical at the input of firm 2.
There is no way to project firm 1's output on to this altered production frontier, and as a result it is impossible to define a super efficiency score in this case. Table 4 
VII. Policy Analysis and Conclusions
Universities are multi-product firms. They produce value added in the classroom, research activity, and public service to name a few. The graduation rate is a very imperfect proxy for what colleges and universities produce. Unfortunately there exist no good alternative measures of value added from higher education that can be used to evaluate and compare performance across universities. 21 For that reason, as the accountability movement gathers steam graduation rates will assume increasing importance to state legislatures, Congress, private donors, and to students themselves.
The reliance on this performance measure makes universities uncomfortable, especially given the difficulties in evaluating graduation rates that we have discussed. Yet the alternative -qualitative discussion of how each university is special -no matter how attractive it is to colleges and universities, is very unlikely to satisfy those who are calling for greater accountability.
Clearly graduation rates should be put in some type of context. We have argued in favor using a production frontier for this purpose instead of the more commonly used regression analysis. There are several reasons for this. First, production frontier analysis is more intuitively appealing because it compares institutions to best practice, not average practice. Second, it is less restrictive because it does not impose a functional form on the production surface. Third, it is based on comparisons with institutions in the neighborhood of the institution being rated and not an average based on the entire data set. Fourth, none of its judgments are based on extrapolations outside of the observed data. Fifth, production frontier analysis provides several useful measures, like technical efficiency and input slacks that tell an institution how it differs from its close neighbors that are efficient. Production frontier analysis is not without its difficulties. For example, it is not possible to generate a complete ranking using production frontier analysis. Even using super efficiency scores, there are several institutions tied in the rankings.
Finally, we would like to emphasize that the contribution to university ranking schemes provided by analyses of graduation rate performance is by no means the most important outcome of our frontier approach. Of far greater importance is how frontier analysis helps institutions of higher education understand how they compare to their peers so they can devise methods of catching up to the exemplary performers with comparable inputs. The focus on best practice inherent in production frontier analysis should make it very appealing both for institutions seeking to improve their performance and to those wanting to hold institutions accountable. The time when an inefficient institution could get by using what Burke (2002) calls the "resources and reputation" model is waning. The attractiveness of graduation rates is that they measure an output. If an institution is inefficient in producing this output, it is incumbent on the institution to show that it is producing something else that graduation rates do not measure. The adjusted R 2 for this regression is .8, and the coefficient for X is statistically significant at the 1% level.
6 When E. Thanassoulis (1993) compares regression analysis with production frontier estimation, his first advantage for the production frontier estimation is its freedom from the requirement of a functional form.
7 One could criticize this linear example as being two simple. A curve with a declining slope might provide a better fit to the data. Yet observations such as firm 1 would still be possible.
As our results will demonstrate, there will be points on the extremes that will be technically efficient but below the regression line.
8 Although the measure of technical efficiency for firm seven will be quite high, there may be a substantial amount of input slack. This is possible at the edge of a frontier if one (or more) input can be reduced without decreasing output. We discuss input slack more thoroughly later in the paper.
9 See Färe, Grosskopf, and Lovell (1994) for a full discussion of the costs and benefits of non-parametric techniques. 10 The first code for solving the linear programming problem to identify an efficient unit isoquant in the CRS case dates to Boles (1966) . The method became more widely known following the work by Charnes, Cooper and Rhodes (1978) . Banker, Charnes, and Cooper (1984) 16 Suppose on average that public universities grade more leniently or offer a less rigorous curriculum than private universities. In this case public institutions could systematically achieve higher than predicted graduation rates, but the difference would not reflect a positive quality difference in favor of public institutions. 17 In this study we use the multi-stage DEAP Version 2.1 developed by Tim Coelli (1992) to create our approximation of the production frontier for college graduation rates.
18 With four inputs and one output, each institution not on the efficient frontier can have a maximum of five peers that determine for it the local efficient surface. 19 The full output of the DEA analysis is available from the authors on request. The full output includes a listing of each school's peers, the peer weights, a measure of scale efficiency, and all input slacks.
20 Faculty in science departments, for instance, tend to earn more than the university average and the capital needs of most science departments exceeds that of humanities and social science departments. 21 Many studies of university performance use inputs (like research spending, or classroom hours) as proxies for output. We have focused instead on graduation rates as a clear output, recognizing that this single measure does not capture the full scope of a university's function.
