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Abstract
We present the design, fabrication, and operation of a new genera-
tion of thermal alkali vapour nano-cells. The nano-cells include in-
ternal structures with length scales 200 − 2000 nm created by laser
lithography and reactive ion etching. The assembly process adopts
optical contact bonding and glassblowing, avoiding the requirement
for any bonding agents or adhesives. We demonstrate a novel method
for characterising the size of the internal vapour nano-channels. The
design allows for greater optical access and compatibility with high
numerical aperture (NA=0.7) optics; we demonstrate this with total
internal reflection fluorescence spectroscopy and high resolution ima-
ging of the nano-channels. Additionally, we report for the first time on
the photon statistics of light from a thin atomic ensemble. Finally, we
discuss the diffusion of atoms inside confined geometries with a num-
ber of detection methods, and investigate options for controlling and
manipulating the atomic density and its diffusion. In total, we present
our new nano-cell design as a significant advancement of the field and
propose its use in scalable atomic and quantum optics applications and
technologies.
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Chapter 1
Introduction
Atomic physics is a field of study with both a long history and long future,
perhaps due to the wide reaching umbrella term itself. There are numer-
ous specialisations within the field and we explore three varied topics in this
thesis, namely: spectroscopy, temporal correlations, and diffusion. The pur-
pose of this thesis is to introduce a new design of alkali vapour nano-cell
and demonstrate how it advances the study of atomic physics in multiple
directions.
Atoms in confined spaces or near surfaces behave differently to those in bulk
and effects like Dicke narrowing [1] and the Casimir-Polder force [2] have
been documented long ago. Despite the age of the field, thermal vapours
continue to be of interest with modern advanced modelling [3–5] allowing
new technologies to emerge [6].
Micro-fabrication of alkali vapour cells is of interest to miniaturisation of
atomic clocks [7, 8], definition of SI constants [9], and bio-medical applica-
tions like magnetoencephalography [10–12], and optical magnetometry [13]
generally.
Further reduction in the length scales of confined vapours is of key import-
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ance to this thesis and we claim that our design of nano-cells goes further
than other examples [14–16]. The nano-cells produced in this thesis are an
extension of a previous design from our group [17].
Modern atomic physics is often dominated by interest in the study of quantum
physics and the production of quantum technologies. Numerous protocols
have been proposed for quantum networks [18–20] and optical storage and
quantum memories [21–25]. All these applications are predicated on the use of
photons for transfer of information but with interactions mediated by atomic
systems due to the atom-light coupling e.g. [26–30]. Of particular interest
is the production of single photon sources from atomic systems, which has
been demonstrated from collective excitation in hot [31] and cold [32] atoms.
We will explore the quantum nature of light produced by atoms in our nano-
cells, offering a new potential for a controllable single emitter array. Ongoing
theoretical study in arrays of atomic dipoles [33–35] may be realised in our
design of nano-cell.
Prior to the starting of this work, the state-of-the art in nano-cell technology
belonged to the NAS in Armenia [15, 36]. Our early vapour experiments
used Armenian nano-cells [37, 38], and inherited designs continue to be of use
today [39]. The Armenian nano-cells began the study of nano-layer atomic
vapours and still hold scientific value in the fact that the length scale can
be varied down to effectively 0 nm, a feature that inspires new designs [16].
However, the fabrication method limits the versatility of the Armenian nano-
cells particularly with respect to internal structure.
We propose that atomic vapour confined in nanometer scale structures, or
near surfaces, offer further novel control of the atom-light interaction. Va-
pours in nano-cells have already been shown to demonstrate phenomena
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not present in bulk vapours such as velocity selection [1, 40], energy level
shifts [41–43], and possibly bound states [44]. Coupling of atoms to nano
structures is ongoing in both cold atoms near optical nano-fibers [45–48] and
in hollow core photonic crystal fibers [49], but also thermal vapours coupled
to waveguides [50–54]. Devices have also been demonstrated with periodic
structuring of atomic vapour by etched patterns in the containing walls [55].
We proceed further in this direction and explore the effect of novel internal
geometry in our own design of alkali vapour nano-cells.
We use rubidium as our atom of choice in this thesis. The choice is largely
historical and existing lasers of the correct wavelength (λ = 780 nm for the
D2 line) make changing species difficult. However, this old decision is a good
one. In chapter 2 we shall see that the internal energy level structure contains
convenient wavelengths for optical control. Rubidium also has a strong optical
coupling on certain transitions and provides a significant vapour density at
easily accessible temperatures in the lab. To quantify such claims we recall
the scattering rate for a single atom:
γ = Γ2
S0
1 + S0 + 4∆2/Γ2
, (1.1)
where S0 = I/Isat, ∆ is the laser detuning, and Γ ≈ 2pi · 6 MHz [56] is
the natural decay rate of the transition being probed. Thus at saturation
intensity with a resonant laser a single atom may scatter more than a million
photons per second, which is readily recorded by a photon counter with even a
modest collection and detection efficiency. Additionally, for the rubidium D2
line Isat ≈ 2 mW cm−2 and is easily achieved with low power lasers and modest
focusing. It is promising then to use rubidium in the pursuit of isolating a
single atom inside a nano-cell, one of the long term goals of this project.
Additionally, the scattering rate of the rubidium D2 line enables laser locking
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schemes to be realised with low power in room temperature bulk vapour cells
(discussed in detail in the appendices).
Rubidium acts as a proof of principle atom in the studies presented in this
work and changes of the atomic species or building materials of the nano-
cells are discussed later. Throughout this work we will compare our findings
to other similar experiments that operate with different alkali species and
dielectric materials, but the fundamentals are universal and many phenomena
are common across all alkali species.
Figure 1.1 shows the vapour pressure vs. temperature curve for rubidium. We
see that the vapour density varies by many orders of magnitude over a modest
range of temperatures. By extension, the number of atoms in a fixed volume
can then also be tuned over a wide range by control of the temperature. In
this thesis we argue the case that we can produce a sufficiently small internal
geometry in our vapour cell that we may isolate a single atom of rubidium in
the vapour phase. Additionally, we see that the mean inter-atomic spacing
can be varied to be greater than or less than the probe wavelength (780 nm
in most cases) which can cause the appearance of collective effects [57].
Rubidium has a melting point of 39 ◦C, although the phase change of con-
densed rubidium from solid to liquid is typically not noticed as we study the
vapour phase. However, chapter 3 discusses an instance where the liquid form
of rubidium is necessary for loading the nano-cell reservoir.
The study of the mechanical motion of atoms on, and near, surfaces is also
of long historical interest [59]. The processes by which atoms spontaneously
diffuse inside confined geometries [60–62] is of great interest for loading [63]
and curing∗ [64]. Precise control over the diffusion process and of desorption
∗Once an alkali vapour cell is manufactured, it is typical that a waiting time is needed
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Figure 1.1: Rubidium number density [58] (red line) and the mean inter-
atomic spacing (cyan line) as a function of the vapour temperature. Inter-
atomic spacing is calculated as the radius of the mean spherical volume per
particle, d = (4pin/3)−1/3, where n is the number density. Note: the vapour
pressure curve shown here assumes an equilibrated system in the steady state.
of atoms from surfaces has been made possible with light induced atomic de-
sorption (LIAD). Quantitative LIAD studies [65] demonstrate that sufficient
yields could replace the need for heating in thermal vapour based technolo-
gies. A working optical isolator based on this principle is shown by Talker et
al. [66].
1.1 Thesis structure
The remainder of this thesis will have the following structure:
to equally coat the internal surfaces of the vapour cell and to reach equilibrium with the
vapour phase. Often this process is accelerated by heating.
5
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• Chapter 2 introduces some foundation theory and justifies the choice of
atomic species. As the experimental studies in this thesis are diverse,
more specific theory topics are introduced in the relevant chapters as
needed.
• Chapter 3 discusses in detail the design, fabrication, and operation of
the nano-cells used in this thesis. We also consider possible future
enhancements to the nano-cell design.
• Chapter 4 explores the spectral response of atoms in the nano-cell us-
ing the method of total internal reflection fluorescence. We investigate
the angular dependence of the spectra and demonstrate our enhanced
sensitivity to atom-surface effects.
• Chapter 5 looks at the temporal correlations of light scattered by atomic
ensembles within the nano-cell.
• Chapter 6 contains theoretical modelling and experimental results of
the diffusion of atoms within nanometer-scale cavities. We also include
a preliminary look at the control and exploitation of the atomic density
using light induced atomic desorption.
• Chapter 7 concludes this thesis and proposes new directions for each
of the themes explored in earlier chapters. Additionally, we propose a
combination of all methods of this thesis to create a switchable array
of single atoms in thermal vapour.
1.2 Publications arising from this work
The following publications are currently in preparation:
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• High NA imaging of atoms in a nano-structured cavity, William J.
Hamlyn, Tom Cutler, Danielle Pizzey, Ifan Hughes, Jan Renger, Vahid
Sandoghdar and Charles Adams (in preparation)
• Photon statistics of atomic fluorescence emitted by a nano-scale vapour
layer, Sofia Ribeiro, William J. Hamlyn, Tom Cutler, Simon Gardiner,
Danielle Pizzey, Ifan Hughes, Jan Renger, Vahid Sandoghdar and Charles
Adams (in preparation)
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Chapter 2
Atom-light interaction in confined
geometries
The primary purpose of this thesis is to demonstrate the multiple different
phenomena available for study due to our nano-cell design. As such, the
physics explored in this work is varied and plentiful. We present chapters
on spectroscopy, photon statistics, and atomic diffusion. Each investigation
proves the versatility of our nano-cell design by the very nature of their be-
ing distinct. Because of this, the theoretical framework needed to interpret
each result varies depending on the containing chapter. Thus we will use
this chapter to introduce only the common themes through this thesis, the
rubidium atom and some considerations specific to nano-cells, and leave the
relevant more specialised theory work to each chapter as it is needed.
2.1 Particle or wave?
We will begin by getting one thing out of the way, or rather avoiding it
all together. Light can be well described by electromagnetic waves in many
8
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instances. However, the picture of discrete light quanta, termed photons, is
very much required for a correct quantum mechanical description of light.
In this thesis we will see varied experiments, data, and models where the
choice of the wave nature or particle nature of light changes depending on the
setting. We do not address the controversy directly nor seek to conclude that
one model is superior to another. Mostly, the choice is made for convenience
and clarity for the reader. Do not be alarmed to discover that one chapter
discusses laser fields and waves and the next discusses photon counting.
The same can very well be said for the electron of the atom which is the
quantum system we probe with our light. The electron can be described as a
particle, or by its quantum mechanical wavefunction. Although not strictly
equivalent as the wavefunction is a probability distribution, the properties of
wave mechanics can also apply to the electron. However, the case is simplified
here as the atoms are never (intentionally) ionised and so the atom as a whole
is considered as a system with internal states that are driven by an external
light field (or incident photon).
2.2 Ideal quantum systems
In general the ‘ideal’ case is sought by experimentalists of all disciplines.
We use the term to describe a system that is free from the complexities of
true reality∗. Understandably, using ideal models to represent real systems
often leads to disparity. However, progress in understanding can be made by
exploring the areas of parameter space in which they do not agree. We begin
with a most simple model, add layers of known and tested extra complexity
∗multiple competing effects, imperfect equipment, limitations in time, energy, or funds,
and always noise.
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(a) (b) (c)
Figure 2.1: Schematic depictions of the hydrogen atom to symbolise the en-
ergy level structure as more considerations are added. (a) So called gross
structure, an electron (blue circle) in ‘orbit’ around a proton (red circle). (b)
Inclusion of relativity, spin-orbit coupling, and the Darwin term creates fine
structure in the energy levels. (c) Inclusion of the nuclear magnetic moment
produces hyperfine structure.
until we have a model that correctly explains all known phenomena. If this
model disagrees with our data we know where to scrutinise our knowledge,
or lack thereof. The iterative process of collecting data and modelling it to
make further predictions drives the direction of investigation.
2.2.1 Multi-level atoms
We will now construct a theoretical atom from tried and tested theory that
is routinely used in atomic physics experiments and simulations. We will
introduce in turn the relevant quantum numbers required to describe the
internal energy level structure of rubidium. However, for ease, we start with
the most basic atom; hydrogen.
Figure 2.1 shows a schematic depiction of the idealised hydrogen atom as
extra terms and considerations are added to the mathematical solution. One
must abandon classical electromagnetism even in the first case (figure 2.1a)
as stable solution for a charged particle to orbit another exists. We will also
10
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dispense with the term ‘orbit’ as it is misleading. Instead it is more correct
to say that the electron is in a bound state somewhere in the vicinity of the
nucleus∗. Sadly, the adopted convention in the community is to refer to these
bound states as orbitals although I think we can blame the chemists for that,
and the author (and most other physicists) will avoid the term where possible.
Where classical electromagnetism fails to correctly predict stationary states
for the electron-proton system, we can instead use the time independent
Schrödinger equation:
Hˆ |Ψ〉 = E |Ψ〉 , (2.1)
where |Ψ〉 is the electron wavefunction, E is the energy of the bound state,
and Hˆ is the Hamiltonian of the form:
Hˆ = pˆ
2
2m + V (r). (2.2)
The Hamiltonian consists of two terms that describe the kinetic and potential
energy of the electron respectively. Given the spherical symmetry of the
potential, solving the Schrödinger equation in spherical polar coordinates
produces mathematically convenient and separable differential equations.
A detailed derivation exists in any respectable quantum mechanics textbook
(e.g. [67]) and for the sake of the trees it will not be reproduced here. The
main conclusion is that the solutions are discrete stationary states of finite
energy which follow:
En =
−Z2
2n2 Eh, n = 1, 2, 3, ... (2.3)
where Z is the atomic number (hence eZ is the nuclear charge) and Eh is the
atomic unit of energy:
Eh = me
 e2
4pi0h¯
2, (2.4)
∗Probably.
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with: me electron mass, e elementary charge, 0 permittivity of free space.
We have now encountered our first quantum number n which is termed the
principle quantum number∗. These discrete levels form the gross structure of
the atoms energy level landscape.
The azimuthal quantum number, L, describes the orbital angular momentum
of the electron wavefuntion and is obtained from higher degree spherical har-
monic solutions to the Schrödinger equation (for a spherical potential). L can
take the value of any positive integer including 0 with the first few values,
L = 0, 1, 2, 3, ... denoting the familiar electron orbitals s, p, d, f, ... respect-
ively.
The intrinsic properties of the electron provides another quantum number,
S, the spin angular momentum. Coupling of the spin and orbital angular
momentum we obtain the total angular momentum number, J = L + S.
Where J can take any value in the set,
J ∈
[
|L− S|, |L− S|+ 1, ..., |L+ S| − 1, |L+ S|
]
. (2.5)
Additionally, relativistic corrections for the kinetic energy of the electron and
the Darwin term (positional uncertainty from the Heisenberg principle), must
be included. The result is that the gross structure levels are split into sub-
levels known as fine structure, each labelled by the possible values for J.
Lastly, the fine structure levels are further divided by considering the mag-
netic moment of the nucleus, which arises due to the nuclear spin. We denote
the nuclear spin I. The nuclear spin couples to the total angular momentum
∗The quantum number n should not be confused with n the atomic vapour density
also used in this thesis. The use of these numbers is totally different and so context should
make obvious which is being talked about. However, do be aware that n appears more
than once in this thesis.
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of the electron J to make the quantum number F , again an integer, where:
|I − J | ≤ F ≤ |I + J |. (2.6)
The multiple values of F label the hyperfine levels.
Within the hyperfine levels there exist multiple magnetic sub-levels each de-
noted by the integer mf where:
−F ≤ mf ≤ F. (2.7)
The separatemf levels (also called Zeeman sub-levels) are degenerate for each
value of F in the absence of a magnetic field as is the case for the entirety of
this thesis. However, acknowledging the existence of these levels is necessary
to explain the process of optical pumping used to stabilise our laser systems.
This is explored in more detail in appendix A.
With these quantum numbers we can uniquely identify all of the internal
states of the atom, using the term symbol:
n (2S+1)LJ . (2.8)
The (2S + 1) term is usually omitted in monovalent atomic systems as it is
implicit from the spin 1/2 electron and the orbital quantum number L. The F
number is then listed after, hence an example term symbol would be: 5P3/2,
F = 2.
2.2.2 Rubidium
The quantum picture of the atom described in the previous section is general
to all atoms, and having endorsed the benefits of simplicity one might ask:
why not use hydrogen for these experiments? However, there are many reas-
ons to opt for rubidium as the atom of choice in our experiments generally.
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Figure 2.2: Partial energy level diagram for 85Rb showing the relevant trans-
itions used in this thesis. Splittings and frequencies courtesy of [3, 69].
Rubidium naturally exists as a monatomic gas. The ground state transition
(780 nm) is a wavelength easily produced by cheap laser technology∗ and ma-
nipulated by common optical components. The high vapour pressure at room
temperature combined with a strong transition strength make detection (and
laser locking etc.) easy. The fine, hyperfine, and Zeeman level structure make
optical pumping, cooling, and trapping available. It is no surprise then that
with such great optical control, rubidium became the first atomic species with
which a BEC was realised [68].
Figures 2.2 & 2.3 show the relevant portion of the energy level structure of
∗CD players operate at 780 nm.
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Figure 2.3: Partial energy level diagram for 87Rb showing the relevant trans-
itions used in this thesis. Splittings and frequencies found in ref. [3, 69]. The
lower nuclear spin of 87Rb (I=3/2) results in fewer hyperfine levels in the
5D5/2 state. There is also an isotope shift that displaces the weighted centre
of the 5P3/2 state by −77 MHz [3] and the 5D5/2 state by −163 MHz [70]
relative to 85Rb.
rubidium 85 and 87 respectively, as used in this thesis. We have two sets
of energy levels to represent the two isotopes of rubidium that make up the
naturally occurring mixture (72% 85Rb, 28% 87Rb) with which our nano-cells
are filled. It is the differing nuclear spin of the two isotopes (I = 5/2 for 85Rb,
and I = 3/2 for 87Rb), that creates the two unique energy level structures.
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2.3 Lineshapes
So far, our derivation of the energy level structure of the rubidium atom sug-
gests that the levels exist at well defined discrete energies. However, attempt-
ing to observe these spectral lines one will soon discover a finite linewidth.
The profile of the resonance line can tell a great deal about the atomic sys-
tem. The finite lifetime of an excited state introduces an exponential decay
term in the time domain. By Fourier transform, this becomes a Lorentzian
lineshape often called the ‘natural’ lineshape with analytic form:
L(∆) = 12pi
Γ
∆2 + (1/2 Γ)2 . (2.9)
Where ∆ is the detuning from resonance, and Γ is the decay rate of the
transition, and also is the full width half maximum (FWHM) of the Lorentzian
lineshape. For rubidium 5P state Γ5P = 2pi · 6 MHz [56], and for the 5D
state Γ5D ≈ 2pi · 0.6 MHz [71]. One might expect to easily resolve the lines
individually with a narrow line laser, however, Doppler broadening makes this
non-trivial.
The Doppler effect plays a significant role in the overall lineshape when prob-
ing a thermal ensemble of atoms. Figure 2.4 shows how the Voigt lineshape
emerges as the overall spectral profile for a thermal ensemble of atoms. For
each atom, the transition line centre is shifted due to its velocity relative to
the laser field. Integrating over all atom velocities, the result is a broadened
lineshape that in the limit of large atom number tends towards the Voigt
function given by the convolution of a Lorentzian and a Gaussian:
V (ω,Γ, σ) =
∫ ∞
−∞
L(ω − ω′,Γ)G(ω′, σ) dω′
≡ L(ω,Γ) ∗G(ω, σ).
(2.10)
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Figure 2.4: Simulation showing the emergence of the Voigt lineshape in a
thermal ensemble of atoms. A single atom (purple line) has a Lorentzian
lineshape with line centre shifted due to the Doppler effect. A sum of 100
(cyan line) and 100,000 (red line) atoms each with a velocity randomly taken
from a Maxwell-Boltzmann distribution, tends towards a Voigt profile (black
dashed line).
ω′ is the Doppler shift for a particular velocity class of atoms, hence the
Gaussian velocity distribution of atoms is represented in the frequency basis.
Note that we calculate the Doppler shift of each atom, i, in the simulation
by:
ω′i =
−vi ω0
c
, (2.11)
where vi is the velocity of the atom in the direction of the light field k-vector, c
the speed of light, and ω0 the centre frequency of the transition being probed.
Using the convolution is more accurate and faster than a Monte-Carlo ap-
proach, the depiction here was made to provide an intuitive explanation.
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Furthermore, additional broadening effects can be included into the Voigt
profile by modifying the parameters Γ and σ. Increases in the Lorentzian and
Gaussian widths are caused by homogeneous and inhomogeneous broadening
mechanisms respectively.
Alternatively, one can describe the Doppler broadening of an ensemble by
considering the temperature. The temperature is a measure of the average
kinetic energy of the atoms and hence the velocity distribution tells us of the
Doppler width, ∆fDoppler, of the ensemble by:
∆fDoppler =
2 f0
c
√
2 ln2 kBT
m
, (2.12)
Where f0 is the centre frequency of the optical transition, T is the temperat-
ure, and m is the mass of the atoms.
The temperature ranges explored in this thesis (20− 200 ◦C) result in a Dop-
pler width of ∆Doppler = 500 − 650 MHz and hence the hyperfine splitting of
the ground state is well resolved, but the excited states are not (see for ex-
ample figure A.2, or 4.2). The splitting of the 5P3/2 hyperfine states being less
than the Doppler width causes the appearance of the cross-over resonances
in saturated absorption spectroscopy (see appendix A).
2.4 Single atoms
The goal of this thesis is to demonstrate that our unique nano-cell design
represents a significant step forward in the study of fundamental physics and
the creation of applied devices. One branch of this tree is to isolate a single
atom and to have control over the interactions of that atom with external
light fields (optical coupling). A single atom is a common goal of many
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atomic physics experiments and has been realised numerous times in cold
atom experiments. The reason a single atom is of interest is that it is a single
quantum emitter that is capable of coupling to a single photon and preserving
encoded quantum information carried by that photon. Single atoms can also
act as single photon sources. When an atom decays from an excited state it
releases a single quantum unit of light. This is different from a mean photon
number of 1 and has important consequences when the photon is used in
quantum information processing operations. This topic is covered in more
detail in chapter 5 where the quantum picture of light and atoms is required
to understand the experimental data.
2.5 Many atoms
When many atoms are addressed simultaneously the physics can change in
non-linear ways. That is to say that the response of N atoms is not simply
the same response as a single atom made N times stronger. Collective effects
mean that the atoms can now interact with one another via the dipole-dipole
interaction which opens a channel of behaviour that is not available to a lone
atom. The density of an ensemble means that atom-atom collisions may also
play a role (although this occurs more significantly at temperatures beyond
those explored in this thesis).
2.6 Confined atoms
Significant changes to the lineshapes occur when thermal vapours are con-
fined to nano-cells. Most of the data presented in this thesis is taken from a
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2D environment∗, which significantly changes the environment of the atoms.
Throughout this thesis, we adopt the convention that in a 2D environment it
is the z axis that is constrained.
Figure 2.5 shows an atom in a nano-cell to help depict the process by which
some nano-cell specific phenomena occur. In a 2D environment, the atomic
trajectories are limited significantly by the presence of the near walls. Given
the mean thermal speed of the atoms of ∼ 250 m s−1, the transit time of an
atom from one surface to the other is ∼ 3 ns. This is much shorter than the
27 ns [56] lifetime of the 5P state and substantially shorter than the 239 ns [71]
lifetime of the 5D state. As a result, the atom effectively experiences a pulsed
excitation which increases the perceived laser bandwidth. Additionally, atoms
travelling parallel to the laser beam that have the most significant impact on
Doppler broadening are less likely to absorb and fluoresce photons due to
the short interaction time window. Hence the overall Doppler broadening is
reduced. The transit time in x and y is limited by the spot size of the probing
laser or collection volume in instances of fluorescence. Typically this is of the
order of 10’s of µm and does not inhibit the natural decay rate.
The nano-cell is constructed from fused silica which is a dielectric. The ex-
cited atomic dipole induces a mirror charge in the surface provided the atom
is sufficiently close. We will see in chapter 4 that this van der Waals interac-
tion between the atom and the wall causes considerable redshift to the atom
energy levels, specifically the 5D state, resulting in a strong asymmetry in
the spectral features. The negative potential energy landscape experienced
by the excited atom near the dielectric surface also manifests as an attractive
force for the atom onto the wall.
∗We use the term 2D to mean that one of the length scales of confinement is of the
order of the wavelength of the probing light field.
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Figure 2.5: Schematic diagram of an atom in a nano-cell highlighting the
appearance of some key phenomena. The dielectric material of the nano-
cell enables the appearance of mirror charges, creating an attractive van der
Waals interaction. Atomic velocity produces a transit time shorter than the
excited state lifetime due to the layer thickness l = 400 − 2000 nm. The
Doppler broadening term ~k · ~v (equivalent to equation 2.11) is suppressed as
atoms travelling parallel to the beam axis collide with the inner surfaces of
the vapour cell and thus contribute less to the overall spectral response.
Having introduced some standard atomic physics and some considerations
specific to the nano-cell, the next chapter will discuss the nano-cell design
that enables us access to study and control these phenomena. In the later
chapters 4, 5, & 6, we present our experimental data. Due to the variety of
subjects covered, more specific theory topics are introduced as needed.
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Nano-cell fabrication
3.1 Introduction
Manipulation of the environment of an atomic system has presented a wide
range of physics studies, for example, in photonic crystal hollow-core optical
fibers [49, 63, 72], atoms in close proximity to nano-fibers [45, 48, 73], and
drives progress in applied fields such as miniaturisation and production [7,
8]. A number of applications have also been born of atomic vapours in small
geometries [10–12, 74–76].
Sub-wavelength∗ scale atomic vapours have also been produced and stud-
ied [15, 16]. The tiny length scale of these nano-cells makes it possible to
interrogate high density vapours [37, 77] and atoms in close proximity to sur-
faces [41–43]. Historically the nano-cells produced in the NAS, Armenia, have
been the workhorse for thin thermal vapour physics. To this day their cells
are used due to certain unique qualities, mainly their maximum operating
temperature (350 ◦C or more is not uncommon) and extremely short length
∗Typically the wavelength associated with the atomic transition being probed. For the
majority of this thesis that is the rubidium D2 line at 780 nm.
22
3.2. Design
scales (∼ 10 nm [57]). Recently, thin alkali vapour cells have been produced
with a thickness that varies from a few microns continuously down to 0 nm
over a few centimetres [16] offering fine control of the thickness of the vapour
being probed.
In addition to the length scale of the atomic vapour, the spatial extent of
the probing light fields can be altered to deliver new phenomena and optical
control over the system. The choice of the atomic environment and how
light interacts with the system determines the information that is ultimately
yielded to the experimenter.
We have taken influence from experiments with guided light modes and those
with highly confined atoms to move towards a platform that could offer both.
Although guided light modes do not currently exist within our nano-cells
this option is compatible with our current fabrication process, and we have
designed a nano-cell with more flexible optical access than has been demon-
strated previously. To enable such optical access it was necessary to pro-
duce our own nano-cell design and fabrication process (an extension of ref-
erence [17]). The data presented in this thesis was made accessible by the
bespoke design of our own nano-cells.
3.2 Design
Our nano-cells bring significant advancement, not only in operation but also
during the production phase. Here we describe the main features of the nano-
cell. Later, in this chapter we describe explicitly the fabrication process and
the advantages therein.
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3.2.1 The nano-cell
Figure 3.1 shows the core design of the nano-cells used in this thesis. The
nano-cell design has undergone some evolution and improvement through
the course of the work but the fundamental components and assembly are
consistent across all generations of nano-cells used in this work. Changes to
the etched micro-patterns represent the most significant change to the design
and this is discussed in further detail later in this chapter.
Our nano-cells are assembled from three distinct parts that we refer to as the
cover slide, the block, and the reservoir (see figure 3.1). The block is a fused
silica cuboid of dimensions 10 mm × 20 mm × 30 mm with an internal 5 mm
diameter tube. The internal tube acts as a conduit for rubidium vapour to
travel from the reservoir to the micro-cavities once the cell is complete. The
cover slide is a fused silica panel of dimensions 20 mm × 30 mm × 0.5 mm
into which we write micro- and nano-scale structures with direct write laser
lithography and reactive ion etching respectively. The reservoir is a section
of borosilicate glass tube that houses a macroscopic deposit of rubidium that
supplies atomic vapour into the nano-channels.
3.2.2 Optical access
For any atomic physics experiment thought is invested into how light enters
the system, interacts with the atoms, and how outgoing light is collected. It is
in this area that our nano-cells offer a wide range of experimental options for
excitation and detection schemes, including the use of high numerical aperture
(NA) optics which is not typical in the field of thermal vapour physics. The
block is polished on all four perimeter faces enabling light to be coupled
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(d)
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ITO (rear, transparent)
(d)
Figure 3.1: Photograph (left, approximately 150% of life size when printed)
and exploded schematic diagram (right) showing a completed nano-cell and
the key components of the nano-cell respectively. (a) Etched cover slide (b)
Glass block with internal tubing (c) Reservoir with condensed rubidium ad-
ded after bonding and evacuation (d) Sealed end after evacuation and loading.
The full length of the finished nano-cell is ∼ 80 mm. The nano-cell depicted
in the photo has an ITO patch applied to the back (transparent, hence not
visible) and chromium contacts (seen as two dark horizontal rectangles). The
image was taken with a diffuse back light and hence the interference fringes
caused by the cavity are not very pronounced (see the reflection image in
figure 3.2 for contrast). A detailed description of the assembly process can
be found in the text.
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into and out of the nano-cell from almost any direction. We will see in the
following chapters how various optical access schemes are employed, and the
benefits that they provide for studying a nano-scale thermal vapour system.
3.2.3 Internal structure
Central to the work of this thesis and the true novelty of our nano-cell design
is the inclusion of nano-scale structures. Sub-wavelength scale 2D vapour
layers have allowed new physical regimes to be studied. Atomic ensembles
exhibit new and useful properties because of their confinement. To advance
this field of study we form near-arbitrary structures that can be filled with
atomic vapour.
Figure 3.2 depicts the internal structure of the nano-cell and a photograph
clearly shows the nano-cavities. Our nano-cells have internal structures of
2D vapour layers, 1D channels and 0D ‘pockets’ for the vapour to enter. The
typical length scales of theses structures is approximately 2 µm-400 nm. Due
to their size, the channels cause an interference with visible light which is
evidenced by the colours observed when reflecting white light (figure 3.2b).
The appearance of these colours is exploited (see 3.4.1.1) to determine the
cavity length in situ.
3.2.4 Mounting
By using the rectangular glass block as the core element we can produce a
nano-cell that is mechanically robust and can be mounted by clamping to the
regular faces of the block (see Figure 3.1). We mount to the faces that are not
required for optical access so as to maintain the available access for in-going
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Figure 3.2: (a) Schematic cross-section side view of the internal structure of
the nano-cell. After bonding the etched cover slide onto the face of the block,
the etched nano-channels become cavities for the atomic vapour to occupy.
The atomic vapour is supplied from the reservoir via the internal tube of the
block. (b) Photograph of a completed nano-cell taken with a reflected white
light source. The coloured interference fringes indicate the cavities between
the cover slide and the block. The optical contact bond (OCB) is evidenced
as an absence of fringes and here we see that the OCB totally encloses the
patterned area ensuring a vacuum seal. The height and width of the block
are labelled, the depth is 10 mm.
and out-going light coupling. Mounting to the glass block directly to a trans-
lation stage (as opposed to mounting inside an oven, and then a stage) give
increased mechanical stability. To collect light from sub-wavelength struc-
tures, we require long integration times and it is therefore critical that the
nano-cell does not move by more than the structure size during this integra-
tion.
Furthermore, the absence of a cell oven means that high-NA (short working
distance) optics can be employed. Additionally the optics in close proximity to
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the nano-cell less likely to be heated by the oven. A more detailed evaluation
of heating techniques is presented in section 3.4.2.
3.2.5 Materials
A common concern for handling and use of alkali vapours is the high chemical
reactivity, a property that is exacerbated by heating. Alkali metals, like
rubidium, will self-ignite in open atmosphere and hence most vapour cells
are evacuated with others being filled with an inert atmosphere. However,
the alkali vapours are sufficiently corrosive that they will also react with the
glass of the cell they are contained within. This influences the choice of
material when high temperature operation is needed and is the reason for the
Armenian nano-cells (e.g. [15]) (made from sapphire) possessing a relatively
high maximum operating temperature.
However, machining and bonding of sapphire is difficult as the hardness of
the glass also means that conventional glassblowing techniques cannot be
employed. We have selected fused silica as the material of choice for the
nano-cell due to the excellent optical properties (high transmission for a broad
wavelength range), the wide range of machining options that can be employed,
and for its compatibility with conventional glassblowing. Hot rubidium va-
pour will react with the fused silica at temperatures exceeding ∼ 200 ◦C, but
we accept this compromise as it is low temperature operation (ultimately
room temperature) that we seek.
Rubidium is loaded into the nano-cell via traditional glassblowing whereby a
borosilicate glass manifold is attached to the nano-cell. Borosilicate glass is
used for convenience, more detail is provided later in section 3.3.4.
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3.3 Fabrication methods
We employ a range of machining, bonding, and finishing techniques to pro-
duce our nano-cells. The final product is glue-free and all-glass, offering
unique advantages and enabling advanced study of atomic vapour physics.
We believe our production scheme offers real progress towards applied devices,
as our methods are also compatible with integrated photonic techniques e.g.
waveguide growth.
3.3.1 Milling and polishing
The core element of the nano-cell is the glass block, a single piece of fused silica
of dimensions 10 mm × 20 mm × 30 mm. The block is then ultrasonically
milled to create an internal L-shaped tube from the bottom side to the front
face that will later act as a conduit for rubidium vapour between the nano-
structures and the rubidium reservoir. The glass block is optically polished
on four sides to enable light to be delivered and collected through any of the
faces. This also facilitates the method of optical contact bonding (see 3.3.3),
which a key part of the assembly process. The milling and polishing was
performed by a third party supplier, Newcastle Optical.
3.3.2 Etching
To create micro- and nano-structures for the vapour to occupy, we create a
patterned cover slide. The cover slide is a fused silica panel measuring 20 mm
× 30 mm × 0.5 mm into which we write micro- and nano-scale patterns in
photoresist via direct-write laser lithography. We then etch the patterns into
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the glass substrate by reactive ion etching. The etching was performed by our
collaborative technician Jan Renger at the Max Planck Institute in Erlangen,
Germany.
Figure 3.3 shows a microscope image of part of a cover slide after the etching
process is complete. We are able to pattern near-arbitrary shapes and are also
able to select the depth of the etched pattern. We produce batches of cover
slides for redundancy. Multiple new design versions have been completed
to an operational state during the course of this investigation. This stands
as a testament to the flexibility, scalability, and reliability of our fabrication
method.
3.3.3 Bonding
To create a sealed environment for the vapour, the etched cover slide must
be bonded to the glass block. The etched patterns form cavities against the
front face of the glass block. Provided that the glass block and cover slide
are sufficiently polished and clean, an optical contact bond (OCB) can be
made whereby the van der Waals interaction between the two glass pieces
bonds them together. In practice, an OCB does not spontaneously form. We
assemble the nano-cells in an open air environment and hence a thin layer of
air forms between the two glass pieces, evidenced by visible coloured fringes.
In this state, the nano-channels appear as a discontinuity in the fringes, a
useful phenomenon for positioning the cover slide correctly such that the
internal tube of the glass block meets the nano-channels to later provide a
vapour supply.
Once positioned, the cover slide can be pressed against the glass block to expel
the layer of air keeping them apart. An OCB is formed and evidenced by an
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Figure 3.3: A bright field microscope image of a part of an etched cover
slide. Using laser lithography and reactive ion etching we have created sub-
wavelength structures that will later be occupied by atomic vapour. (a)
Etched area of the cover slide creating expansive 2D vapour environment, the
etch depth is ∼ 500 nm in this example. (b) Unetched area of the cover slide,
this surface will form an optical contact bond to the front face of the block.
(c) Set of channels etched with various widths. (d) Some channels include
multiple 0D ‘pockets’. The scale bar in the upper-right corner indicates the
size of these features. Image courtesy of Jan Renger.
absence of fringes or reflections as the two glass surfaces come into direct
contact with each other. The OCB can then be ‘massaged’ to encourage the
bond to form across the cover slide with the minimum requirement being that
the bond totally surrounds the nano-structures (e.g. figure 3.2b). During this
phase, tiny dust particles will be sufficient to keep the glass separated and
these can be seen as an area that appears to repel the formation of an OCB.
The existing OCB is totally reversible and hence the two glass pieces may
be separated, cleaned, and the process repeated until a clean and continuous
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bond that encircles the nano-structures is formed.
To make the OCB permanent the newly formed nano-cell head (block and
cover slide) is fired in a kiln to 1000 ◦C for 6 h. The firing scheme has been
inherited from prior knowledge [17] and a detailed investigation to optimise
the procedure has not been necessary.
3.3.4 Loading
Introduction of rubidium to the nano-cell must be done under a vacuum
or inert atmosphere. We opt to use a vacuum to avoid complications to
the atomic system when a buffer gas is present, although a nano-cell filled
with inert buffer gas may be of future interest. The bonded block and cover
slide are attached to a borosilicate glass manifold which is in turn connected
to a vacuum pump and a vacuum sealed rubidium vial with a break-seal.
The entire manifold is evacuated by the vacuum pump to ∼ 1× 10−6 mbar.
A previously inserted steel bar is manipulated with an external magnet to
break the glass seal, releasing the rubidium into the manifold. Rubidium has
a melting point of 39 ◦C and can be readily liquefied with a low flame. Liquid
rubidium is allowed to flow under gravity until it is made to solidify near
the nano-cell. The nano-cell and nearby rubidium deposit can then be closed
off and detached from the rest of the manifold to produce the self-contained
nano-cell as depicted in figure 3.1. The evacuation, loading, and glassblowing
were performed by the Chemistry department at the University of Durham.
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3.4 Operation
In this section we describe the practical use case of our nano-cells within this
thesis. We include a novel method of measuring the nano-channel internal
thickness in situ, using white light spectroscopy.
We will then discuss the evolution of techniques and technologies used to con-
trol the atomic vapour density. Although most methods are generally applic-
able to thermal vapour experiments, we present the benefits and drawbacks
of each solution with our specific experimental aims in mind. Additionally,
we will discuss rubidium condensation, something typically avoided and seen
as problematic in vapour cell experiments. This leads us to consider how
we might manipulate condensation to our favour. Finally, we end with a
comment on the longevity of our nano-cells.
3.4.1 Characterisation
Precise measurement of the internal dimensions of the nano-cell is essen-
tial for quantifying the atom number involved in experimental observations.
Although the fabrication process is reliable and reproducible, the colour vari-
ation observed across the nano-cavities (figure 3.2b) indicates that the cavity
is not uniform as would be expected from the uniform etch depth. Moreover,
each nano-cell has a unique pattern of coloured Newton’s fringes suggesting
that the internal 2D layer thickness differs between nano-cells. This deviation
is likely to be due to mechanical stress and relaxation that occurs during the
kiln firing stage of bonding. We also observe that the colour fringes change
after the firing process, giving weight to this hypothesis. Therefore it is
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necessary to measure the cavity depth profile after the nano-cell has been
assembled.
Others (e.g. [16, 57]) have employed a method whereby a laser is reflected
from the nano-cavity onto a photodiode. By counting oscillations in the
reflectivity as a function of position, one can determine the thickness of the
cavity relative to a zero thickness cavity. This method requires that the nano-
cavity has a certain property: the area of interest in the nano-cavity must be
continuously connected to a region of zero thickness by a smoothly varying
profile. i.e. the cell must be internally wedge-shaped down to zero thickness.
Our nano-cells do not have this property and hence the laser method cannot
be used. Instead, we have developed our own method to measure the cavity
thickness using white light spectroscopy. Our method is superior to the laser
method in that it is an absolute measurement rather than relative hence it
is a calibration-free in situ measurement that can be used for discontinuous
cavity profiles as will be demonstrated.
3.4.1.1 White light spectroscopy
In contrast to the laser method, white light spectroscopy allows us to observe
multiple cavity transmission peaks and to extract the cavity free spectral
range directly. We exploit the fact that the nano-cell acts as a low finesse
Fabry-Pérot interferometer, with the internal surfaces of the fused silica cavity
acting as low reflectivity mirrors. We recall transmission, T , of a Fabry-Pérot
cavity:
T = (1−R)
2
1− 2Rcos(δ) +R2 , (3.1)
where R is the reflectivity at the fused silica interface, and δ = 2pil
λ
is the
phase shift of each subsequent round-trip reflection, with l the cavity length
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Nano-cellLens Lens Mirror
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Figure 3.4: Schematic diagram of the white light spectroscopy method used
to measure the internal thickness of the cavities within the nano-cell. (a)
Optical table setup showing white light from an LED being collimated by two
apertures before being directed through the nano-cell and collected by multi-
mode fiber to a spectrometer. (b) Close-up look of the white light beam being
focused through the nano-cell cavity. The nano-cell is translated to make
incremental cavity thickness measurements in order to map the cavity profile.
(c) The nano-cell can be translated such that the white light beam does not
pass through the cavity at all. In this position, a reference transmission
spectrum is recorded by the spectrometer.
and λ the wavelength of the probing light.
The free spectral range (FSR) of our micro-cavities is ∆vFSR = c/2l =
150− 300 THz, hence we use white light to span multiple Fabry-Pérot trans-
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mission peaks. Figure 3.4 shows the experimental setup used. We begin by
passing a weakly focused (∼ 100 µm waist) white light beam from an LED
though the block and cover slide but avoiding the cavity and record a reference
transmission in this position (figure 3.4c). The white light focal spot is trans-
lated across the nano-cell such that it passes through the cavity (figure 3.4b)
and the transmission is recorded again. The ratio of the transmission spec-
trum to the reference is taken, and this relative transmission is plotted in
figure 3.5b. The Fabry-Pérot cavity resonances are revealed and fitted with
a model using equation 3.1; the cavity length is extracted from the fit.
Figure 3.6 shows the result of a horizontal sweep across the face of the nano-
cell with white light spectra taken at 0.1 mm intervals at a vertical position of
2 mm. We also observe the discrete depth changes as intended by design, and
also the gradual thickness change that induces the visual colour gradient seen
in the cell photograph (figure 3.2b). In this case the cell is concave showing
a decreasing cavity thickness towards the middle of the patterned area (hori-
zontal position ≈ 5 mm). This bowing is caused by deformation of the cover
slide and is the reason for the inclusion of two fused silica pillars (two circles
at {3.5 mm,1.0 mm} and {7.5 mm,1.0 mm}), to act as spacers preventing the
cavity thickness from deviating further from the design specification when
under vacuum.
3.4.2 Vapour density control
One of the key parameters that can be controlled in atomic vapour experi-
ments is the inter-atomic spacing, which in turn governs the strength of the
interaction between dipoles. With alkali species, the inter-atomic spacing is
typically controlled by tuning the temperature of the system and exploiting
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Figure 3.5: (a) White light spectrum transmitted through solid (no cavity)
part of the vapour cell (as depicted in figure 3.4c) and recorded on a spectro-
meter. (b) Relative transmission of the same white light source when passed
through the micro-channels in the nano-cell (as depicted in figure 3.4b). The
channels act as a low finesse Fabry-Pérot interferometer. The black line is
a fitted Fabry-Pérot model. (c) Residual between relative transmission and
the fitted Fabry-Pérot model.
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Figure 3.6: (a) A close section of the image shown in figure 3.2b. The ‘spacers’
are columns of fused silica left unetched to prevent the cavity from excessive
deformation. (b) Absolute cavity thickness extracted from the fitted Fabry-
Pérot transmission model as a function of lateral position across the nano-cell.
The pass was made at a vertical position of 2 mm. The inset numbers in each
shaded region show the average depth for that region. (c) Deviation found
by subtracting the local region average depth from each data point.
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the generous range of vapour densities afforded by the vapour pressure curve
(figure 1.1). We have explored a number of methods of temperature control in
the nano-cell each with their own merits. They are presented in the following
subsections.
An important consideration when designing a heating solution for an alkali
vapour cell (large or small) is condensation. Regardless of operating temper-
ature, a thermal gradient must always be maintained to ensure that rubidium
condensate does not form on the surfaces that are required for optical access.
Thus a thermal gradient must be engineered into the design of any effective
heating solution.∗
3.4.2.1 Ovens
The most widely used heating method, due to its simplicity, is the cell oven.
The oven acts as the mount and heating enclosure for the nano-cell. Cell
ovens are advantageous in that they are relatively simple and cheap to make.
Ovens are also capable of reaching significant temperatures as their size allows
for the inclusion of effective thermal insulation.
A downside to using cell ovens is their large size. This means that they are
slow (typically many tens of minutes) to change temperature and to reach a
steady state even with active temperature stabilisation. Although, a happy
coincidence of the large thermal mass is that the nano-cell is protected from
thermal shock in the event of a power failure.
Cell ovens were not used for a majority of the work in this thesis due to
optomechanical constraints. Ovens do not typically allow for a great degree
of optical access, nor do they facilitate the use of high NA (and hence short
∗An exception to this case will be discussed in chapter 6.
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working distance) optics. Additionally, the nano-cell is not directly mounted
to the optical table and is therefore subject to positional drift as the oven
undergoes thermal expansion and contraction.
3.4.2.2 Wire wrapping
A short term solution that was used to great effect was to directly attach
heating element wire to the nano-cell. The same wire used in cell ovens was
attached using Kapton tape to the external faces of the nano-cell not needed
for optical access. The major advantage of this approach is that the nano-
cell could be directly mounted to the optical table and be compatible with
short working distance optics. Direct mounting of the cell also provided the
necessary mechanical stability to probe the sub-micron scale structures inside
the nano-cell.
The disadvantage of this method is that with limited surface area to place the
wire and without thermal insulation the nano-cell cannot be heated to such
high temperatures. Additionally, using Kapton tape to secure the wire gave
a limited lifetime (typically 1-2 weeks) as the tape would perish under the
heat of the wire and eventually fail. After failure, the wire can be removed
and replaced with no lasting damage to the nano-cell.
3.4.2.3 CO2 laser
Both the cell oven and the wire wrap method of heating lack the ability to
apply localised heating or to rapidly change the temperature of the nano-cell.
A potential solution for enabling such features was to utilise a CO2 laser at
λ = 10.2 µm to directly heat the nano-cell. The CO2 laser could be focused
to provide spatially selective heating, albeit limited by thermal diffusion in
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the glass. The intensity could also be modulated to induce fast changes in
the vapour pressure. Some tests were done but the method was ultimately
not adopted because of the complexity of delivering the 10.2 µm light via the
same high NA optics used for imaging and spectroscopy. The glass of the
cell strongly absorbs the 10.2 µm light and the beam energy is thus deposited
into the glass which causes the nano-cell to heat. However, the penetration
depth is extremely short and so the CO2 laser would only heat the external
surfaces of the nano-cell, and in turn this heat would diffuse through the glass
to reach the atom layer inside. Therefore the CO2 laser provided a similar
feature set to the cell oven and wire wrap methods, but with considerable
added experimental complexity. Investigatory CO2 laser experiments were
performed by the author in Erlangen, Germany.
3.4.2.4 Indium Tin Oxide (ITO)
The most developed iteration of our nano-cells includes a patch of Indium Tin
Oxide (ITO) on the rear side of the block. The ITO layer is a transparent
conductor that is used as a resistive heater by passing through a current.
Electrical contacts are made by sputtering gold pads along opposite edges of
a rectangular area of ITO (see figure 3.1).
The ITO patches are thermally and mechanically robust. Additionally, the
transparency does not compromise optical access. ITO also enables a large
operational temperature range and long working lifetime.
One difficulty faced with using ITO is connecting the driving power supply to
the chromium contacts to provide electrical power. Silver epoxy and soldering
have been employed to attach wires, each with limited success. An adhesive-
free, press contact solution is in development. ITO development was done
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partly by our collaborative technician Jan Renger at the Max Planck Institute
in Erlangen, Germany. Later iterations were done by a third party supplier
Diamond Coatings, in the UK.
3.4.2.5 Light Induced Atomic Desorption (LIAD)
Perhaps the most ideal solution for manipulating atomic density is to circum-
vent the need for any heating at all, and this is possible with LIAD. LIAD is
a process whereby atoms condensed on the internal surfaces of the nano-cell
are promoted into the vapour phase by a non-resonant light source [78]. The
non-resonant nature of the effect allows for a wide choice of wavelengths to
be used and a compatible choice with the existing experimental setup can
be made. The desorbing light can be well focused and switched rapidly to
provide excellent spatial and temporal resolution of atomic density changes.
The nano-cell does not interact with the desorbing light directly so no heat-
ing effect is observed, and hence all thermal related problems typical of the
heating methods previously described are avoided. A more detailed report of
the initial works involving LIAD can be found in chapter 6.
3.4.3 Longevity
Our nano-cells typically outlive their novelty as production of new internal
architectures move the experiment forward. We have seen nano-cells remain
operational after ∼ 2 yr of use and having undergone hundreds of heating and
cooling cycles in that time. We have constructed close to a dozen operational
nano-cells.
Operation at higher temperatures (above ∼ 180 ◦C) appears to cause a reac-
tion between the rubidium and borosilicate glass of the reservoir as expected.
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The exact chemistry is not known but the reaction of rubidium with oxygen
in the glass to form rubidium oxide seems plausible. The nano-cells that
suffer from internal oxidation are visibly browned, although transmission at
λ = 780 nm is not directly affected. Using transmission spectroscopy, we ob-
serve that heavily oxidised nano-channels have an increased transmission on
resonance implying that the nano-channel has decreased in thickness. This
could be consistent with a build-up of an oxide layer in the nano-channel, but
a direct investigation of this hypothesis has not been made.
During the design phase, consideration was given to the ability of the reservoir
to nano-cell connection to withstand thermal shock. The borosilicate glass
reservoir is attached to the fused silica nano-cell via glassblowing which results
in a section of the completed nano-cell that transitions from one glass type to
another. The two glasses have low, yet differing thermal expansion coefficients
of ∼ 3× 10−6 K−1 [79] for borosilicate glass and ∼ 0.5× 10−6 K−1 [80] for
fused silica, thus causing some mechanical strain across the bonded junction
when heated. Only one nano-cell has failed at the glass bond, having formed
a small crack which allowed atmosphere to enter the nano-cell and oxidise
the rubidium within. This failure occurred after numerous successful thermal
cycles, not during fabrication.
In summary, our design and fabrication method enable us to realise thermal
vapour systems in a new format. We have created a platform for the study of
atomic physics with greater optical access and inclusion of nano-scale struc-
tures. The operation and longevity are more than adequate for reliable ex-
perimental study.
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3.5 Outlook
At each stage of development and advancement, the nano-cell has evolved to
gain access to new physical regimes. In this section we propose some short-
to medium-term goals that are readily accessible with the current fabrication
scheme.
3.5.1 Atom number control
The most promising of all methods used is direct manipulation of the atomic
vapour pressure with LIAD, which circumvents the inherent problems asso-
ciated with heating. LIAD offers the fastest, most localised and most flexible
option for controlling atom density inside the nano-cell. Work is ongoing to
investigate pulsed LIAD such that atoms could be ‘summoned’ on demand,
potentially removing the randomness of the atom number associated with
thermal vapours and creating a switchable single atom source.
Additionally, ITO could be micro-patterned onto the nano-cell or to the inside
of the nano-channels to provide novel thermal gradients within the nano-cell.
This would allow for a closer study of nano-fluidic flow of the thermal vapour.
3.5.2 Photonic structures
Integration of waveguiding structures within atomic systems has already shown
promise for the study of fundamental physics [52, 81, 82]. Devices have been
demonstrated where thermal vapours interface with waveguides [83]. These
systems use a constrained light mode and unconstrained vapour. Inclusion
of waveguides within our nano-cells (which constrain the spatial extent of
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the vapour) would open an avenue of unexplored physics. Given the scal-
able nature of our platform we display great promise for future devices, e.g.
quantum networks and arrays.
Furthermore, waveguides could be used to deliver not just resonant light to
probe the atoms, but also a LIAD light source to manipulate the number of
atoms. Demonstrations of trapping schemes using the evanescent field around
a nano-fiber [45, 46, 84] may be realised within our nano-cells also increasing
the interrogation time of the atoms.
3.5.3 Lattice structures
Cooperative phenomena can occur in structured ensembles of interacting
emitters [33–35, 85]. Experimental realisations of these structured arrays
of dipoles is an emerging field with progress being led with cold atom ap-
proaches like optical lattices [86] and tweezers [87–91]. We propose that our
nano-cell platform could be modified to include lattice-like structures in the
etching process, thus creating an atomic thermal vapour with lattice struc-
ture. This approach is more scalable than arrays of addressable atom traps
and experimentally less complex to implement.
A more speculative avenue of investigation would be to create a LIAD lattice
in the nano-cell. By using a lattice shaped beam of desorbing light, LIAD
could be performed to create a lattice-structured atomic density. Using light
to create lattice shapes returns the benefit of having dynamic control over
the lattice parameters as opposed to an etched structure that is fixed. The
limitation of requiring lattice length scales of order λ could be overcome with
more advanced lithographic techniques, or by selecting an atomic transition
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for which λ is significantly larger than the minimum manufacturable feature
size, e.g. a Rydberg transition.
3.5.4 Miniaturisation
Numerous other groups produce millimetre and micron scale vapour cells
where the external dimensions are impressively reduced to obtain miniaturised
atom based technologies (e.g. [14, 92, 93]). A reduction in the overall external
dimensions will certainly be an avenue for advancement of the current nano-
cell design. The current external dimensions of the nano-cell are constrained
by the practical use of glassblowing to attach the reservoir. An alternative
loading scheme such as a rubidium dispenser might be incorporated in future
designs to remove the need for a reservoir attachment altogether.
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Spectroscopy of atoms in a
nano-cell
4.1 Introduction
In this chapter we explore the behaviour of atoms via the atom-light interac-
tion. Spectroscopy, where the response of an atomic system is explored over
a range of optical frequencies, can reveal many insights into collective [15, 37,
57, 77, 94, 95] and lone atom [42, 48, 73, 96, 97] phenomena. We will show
that the particular choice of measurement determines the effects that become
visible in the recorded spectra and demonstrate how our unique nano-cell
design allows us access to new and unique measurement schemes. We will
explore a familiar optical technique of total internal reflection fluorescence
microscopy [98] but applied in a novel way to a nano-layer of atomic vapour.
We address various transitions in the rubidium energy level manifold to bene-
fit from frequency discrimination in detection. We demonstrate models that
account for the spectral shape observed in the data as well as responding ap-
propriately to the variations in external parameters. Where data and model
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differ we speculate as to the cause and propose a deeper investigation to verify
such claims. Ultimately we establish the accessibility of new spectral inform-
ation made possible by our nano-cell design and suggest the most promising
direction of further exploration of this domain.
4.1.1 Spectroscopy fundamentals
The non-physicist might assume that light and matter readily interact. We
see the world around us, in colour, with light. Objects reflect light, and cast
shadows and it is rare to find something that doesn’t. However, when we look
more closely, specifically at resonant atom-light interactions, we find that the
frequency of the light must be a specific frequency in order to resonate with
a particular transition in a particular atom. In fact, we rely on this truth to
calibrate and normalise the atom-light interaction as laid out in appendix A.
Only when the light and atoms are brought to the same location and the
light is of the correct frequency (within Γ for a particular transition) can a
significant interaction, manifested by an absorption of the incident light and
subsequent fluorescence from the atoms, be observed.
Figures 2.2 and 2.3 show a section of the energy level diagram for 85Rb and
87Rb respectively. We exploit various detection schemes and employ frequency
discrimination in detection all in the pursuit of a greater signal-to-noise ratio,
enough to detect single atoms∗. Our aim to reduce the number of atoms so
extremely necessitates the use of multiple wavelengths and detection schemes
not typically seen in thermal vapour experiments. The combination results
in a platform where novel behaviour is seen in spectroscopy and a single atom
∗This particular motive is explored further in chapters 5 & 6
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might be isolated with all the simplicity that comes with a thermal vapour
experiment.
We primarily adopt fluorescence based detection for its superior sensitivity
and our nano-cell design enables the use of total internal reflection fluores-
cence microscopy. We lose direct knowledge of the frequency of the fluorescent
light but this can be inferred from knowledge of the rubidium energy level
structure and the frequency of the driving light field (or fields) [99]. The
adoption of total internal reflection fluorescence (TIRF) and use of multiple
driving fields reveals spectral signatures of interesting atomic behaviour, spe-
cifically that of the atom-surface interaction and this is explored later in the
chapter.
Finally, we suggest a further method of highly sensitive fluorescence detection
that avoids some complications arising from the multi-level structure of the
rubidium atoms, by using a single frequency two-photon transition to probe
the 5D5/2 state.
4.2 Total Internal Reflection Fluorescence
(TIRF)
Throughout this chapter total internal reflection fluorescence microscopy (TIRF)
[98] is used as the operating scheme of the experiment. This method allows
for the recording of fluorescence spectra with exceptional signal-to-noise ra-
tios. Our nano-cell design is made specifically to accommodate the use of
TIRF. In the first instance we deploy a most essential TIRF implementation
with a single laser that is scanned across the D2 line resonance in rubidium at
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λ = 780 nm. See appendix A for details of the calibration and locking scheme
used for the 780 nm laser system.
4.2.1 Theory
Total internal reflection fluorescence occurs when the probing laser field forms
an evanescent wave within the medium of interest driving excitations and
spontaneous fluorescence from that medium. For total internal reflection
to occur the medium of interest must be of lower refractive index than the
medium that the laser travels through to reach it. An alkali vapour nano-
cell is well placed to meet these condition, as the atomic vapour (refractive
index ≈1) is surrounded by the fused silica of the nano-cell (refractive index
∼1.45 [100]).
Let us define θ1 as the angle between the surface normal and the incident
k-vector of the probing laser, n1 the refractive index of the medium carrying
the laser, n2 the refractive index of the target medium, and θ1 the angle of
the outgoing beam to the surface normal. For a sufficiently small angle, the
beam is simply transmitted (and partially reflected) according to Snell’s law:
n1 sin θ1 = n2 sin θ2. (4.1)
The change in angle as the beam passes from one medium to the other is
called refraction. For a propagating solution to exist we require:
n1 sin θ1
n2
≤ 1, or
sin θ1 ≤ n2
n1
≈ 0.7,
(4.2)
using n2 = 1.45 for fused silica and n1 = 1 for the vapour. Thus there exists
an angle, θc, called the critical angle of incidence, above which there are no
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propagating solutions for the outgoing angle of the transmitted beam. It is
here the total internal reflection occurs.
At the vapour layer where total internal reflection occurs, an evanescent light
field is created∗ that can drive excitation in the atoms and induce fluorescence.
Although strictly 3-dimensional, we consider only the variation of the laser
field as a function of distance from the surface. The evanescent field has the
general form E(z) = E0e−z/d, where E0 is the electric field at the boundary
immediately outside of the medium in which the total internal reflection is
occurring. z is the perpendicular distance from the fused silica wall into the
vapour, and ‘d’ is the evanescent field decay length given by [98]:
d = λ4pi
(
n21sin2θ1 − n22
)−1/2
, (4.3)
with n1 the refractive index of fused silica (≈ 1.45), n2 the refractive index of
the vapour (nominally taken as 1), and λ the vacuum wavelength of the light
field (we probe the D2 line at λ = 780 nm).
The exponential decay of the evanescent field means that the field strength
asymptotically approaches zero but remains finite for all z. Therefore, the
field is able to span the thickness of our 2D regions in the nano-cell and some
degree of frustrated total internal reflection occurs. This is where the evan-
escent wave bridges the low refractive index gap and a transmitted beam is
still produced on the far side of the vapour channel despite the initial beam
being incident above the critical angle. However, in our system the typical
length scale for the evanescent field d is 50 − 100 nm. Thus the transmit-
ted beam produced on the far side of a 500 − 1000 nm vapour layer has a
∗The solution is found by solving Maxwell’s boundary conditions at the interface. One
can also use the complex form of the sine function to solve Snell’s law above the critical
angle. The result is a complex wavevector that effectively changes the z component of the
plane wave solution of the form eikz into a real exponential decay e−|k|z.
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negligible intensity. Moreover, the presence of the transmitted beam has no
influence on the spectral response of the atoms, although detection of this
minor transmitted mode may be of some interest in future investigations.
Thus we have introduced a new length scale, d, the decay length of the evan-
escent field. This length can be controlled by varying the incident angle, θ1.
Atoms travelling through the evanescent field will have a position dependent
driving intensity and an altered transit time effect specifically for excitation.
We explore the evolution of the TIRF spectrum as a function of the incident
angle and model the data with a Monte-Carlo simulation.
Figure 4.1 depicts the core of the experiment when recording TIRF spectra on
the rubidium D2 line. The fluorescence radiates isotropically and is collected
by the microscope objective. The fluorescence is divided by a 50:50 non-
polarising beam splitter (NPBS) cube that allows for simultaneous imaging
of the nano-cell and laser spot (onto an EMCCD) and recording of spectro-
scopic data (on a fiber-coupled APD). The ability to have live video of the
fluorescence spot inside the nano-cell is an essential feature for aligning the
emission and collection areas as well as navigating across the nano-cell (by
translating the cell) to the desired area of interest. This is especially useful
for measurements where the recorded signal is exceptionally weak and thus it
is impractical to align by optimising the signal in real time. For more sensit-
ive work, the NPBS can be removed after alignment effectively doubling the
activity on the APD.
Ideally there is no mechanism by which the probe beam light can enter the
detection path other than by scattering from the atoms and hence the TIRF
signal is a dark background measurement and offers exceptional signal-to-
background ratio compared to transmission spectroscopy. In practice, the
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Figure 4.1: Schematic diagram showing the essential and unique components
and setup of the TIRF implementation in our nano-cells. A 780 nm probe
laser is coupled into the nano-cell with a prism. The beam is then totally
internally reflected at the vapour layer and the atoms are driven by the evan-
escent wave that is formed. Fluorescent light is collected by the objective and
directed to an EMCCD or fiber-coupled APD. The microscope objective can
be switched to alter the magnification of the imaging system. The nano-cell
can be translated in x, y, and z to selectively probe a certain area of interest
or internal structure, and to optimise collection efficiency.
probe beam may still be scattered into the detection path by imperfections
in the glass-vapour interface and so a clean and undamaged inner surface is
essential. A further design advantage made possible with our nano-cells is the
thin cover slide allowing the use of high NA lenses to capture the fluorescence.
In turn, this means that a small collection area can be used and hence we
have a large freedom to translate the nano-cell in x and y to locate an area
where the glass-vapour interface is particularly scatter-free. The signal-to-
background ratio can be continuously monitored as we translate the nano-cell
to assist in finding a low noise area.
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The magnification of the imaging system and the numerical aperture of the
fluorescence capture can be altered by a choice of the microscope objective
directed at the nano-cell. A low magnification lens is used initially for crude
positioning of the nano-cell and alignment of the probe laser and collection
areas. A high-NA microscope objective is then used for precise alignment and
collection of fluorescence from a small area (down to ∼ λ2) with high-NA.
To focus the collection optics into the nano-cell we first illuminate the nano-
cell with collimated incoherent light (typically a white LED torch) from the
rear-side so as to project an image of the nano-cell through the microscope
objective onto the EMCCD. The nano-cell is translated in z until the image is
in focus. Weak laser light can be propagated along the detection path and the
back-reflection used for precise positioning of the nano-cell. Newton’s rings
are observed in the camera and these can be made to converge to a well-
focused spot by z translation of the nano-cell. In the case of large activity,
one can further optimise the positioning by observing the activity in real time
and moving the nano-cell to obtain a maximum. This has the added benefit
of removing any additional focusing error in the camera optics.
4.2.2 Angular dependence of TIRF
The signal-to-noise ratio (SNR) is greatly improved by using TIRF rather
than transmission spectroscopy. The boost to SNR was the initial justifica-
tion for the TIRF method and it has been possible to record TIRF spectra at
room temperature from the nano-cell. Furthermore, provided stray light can
be mitigated, the SNR can be boosted by simply increasing the laser driv-
ing intensity, a property not shared by transmission spectroscopy. Similar
conditions would yield such low optical depth that transmission spectroscopy
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is simply not viable as a detection method. The ability to operate at room
temperature will be a major advantage that will be discussed in later chapters
where low number of atoms and exceptional mechanical stability make other
novel experimental results available. In this chapter we use TIRF to reveal in-
formation about the local environment experienced by atoms in the nano-cell
by scrutiny of the fluorescence spectra, and with computational modelling.
Figure 4.2 encapsulates a number of findings from TIRF spectroscopy. Firstly,
the SNR obtained from a vapour layer of thickness 2 µm at 100 ◦C is clearly
superior to that of transmission spectroscopy (see figure A.2a for example).
Such conditions would lead to an expected absorption of just 2 % (value ob-
tained using ElecSus [4, 101]).
Figure 4.2c shows the trend in FWHM of the spectra as the incident angle of
the probe laser is varied. We see that the spectrum broadens as the incident
angle increases. We attribute this change to the increase in transit-time
broadening due to the shorter evanescent decay length, d. A single-atom
Monte Carlo simulation reproduces the general trend (figure 4.2c, black dots),
although a number of assumptions have been made which will need to be
validated with further investigation.
4.2.3 Simulation and modelling
The model fitted to Figure 4.2a and Figure 4.2b is a simple 4-Voigt sum.
A Voigt line shape is added to represent each of the four hyperfine ground
states. The amplitudes and line centres of each Voigt are left independent
to fit the data but they share common Gaussian and Lorentzian component
widths. The FWHM of a single peak is then extracted after fitting and is
represented by a single circle in figure 4.2c.
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Figure 4.2: (a) TIRF spectrum of the D2 line in rubidium (red) recorded
with an incident angle of θ1 = 47° onto a 2 µm thick vapour layer at 100 ◦C,
and a fitted Voigt model (black dashes). (b) TIRF spectrum (blue) taken
with θ1 = 83°, 2 µm thick vapour layer at 100 ◦C. (c) Extracted FWHM
of the Voigt model as a function of the incident angle (coloured dots). The
extreme data points are colour matched to the spectra shown above. Also
plotted are a series of discrete Monte Carlo simulations (black dots, shaded
area to indicate 1 standard deviation) that simulates the frequency response
of the vapour. The model is described in detail in the following subsection.
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The theory points plotted in figure 4.2c is obtained by Monte Carlo simula-
tion. We employ a single-atom simulation to generate a lineshape for a two
level atom and extract a FWHM from the resulting spectrum. Figure 4.3
depicts the local environment of the atom in the nano-cell during a TIRF
measurement. The model starts by initiating an atom with 3D velocity vec-
tor ~v sampled from a Maxwell-Boltzmann distribution. A Lorentzian peak is
then produced for this atom with a modified linewidth given by:
Γ2eff = Γ2nat +
(
α
ttrans
)2
, (4.4)
where Γnat (= 2pi× 6 MHz [56]) is the natural linewidth, ttrans (= d/vz) is the
transit time of the atom across the evanescent field, and α is a free parameter
that modifies the weighting of the transit-time broadening. The generated
Lorentzian is added to the model spectrum with the centre moved by the
Doppler shift, which now occurs along the x axis:
ω′ = ω0 − ~ke · ~v = ω0 − ~ke · xˆ vx (4.5)
The process is then repeated many times with a newly randomised velo-
city vector until a large number of Lorentzian lines (3000 in this case) have
been added. The resulting sum gives a broadened lineshape centred around
ω0. The FWHM of the resulting lineshape is recorded and the simulation
is repeated multiple times to obtain a standard deviation of the simulated
FWHM. The random error in the simulation is vanishingly small with increas-
ing number of atoms simulated, but a finite simulation must be performed
for the sake of computation time. Thus the simulation produces a mean and
standard deviation for each discrete angle simulated.
Finally, the simulation is repeated across the range of incident angles, θ, as
this affects the evanescent field decay length, d, in turn changing the lineshape
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Figure 4.3: A close view diagram of TIRF and the local environment exper-
ienced by the atoms. The probe laser is incident on the vapour layer with
k-vector ~kin such that total internal reflection occurs. Inside the vapour layer
an evanescent wave is formed with k-vector ~ke which only has a propagating
component in the x direction. The electric field strength decays exponentially
with increasing z. An atom (purple circle) will experience a Doppler shift due
to the x component of its velocity, and a transit-time broadening due to the
z component of its velocity.
width due to the transit-time broadening in z. We find α = 0.3 gives the
optimal fit to the data.
4.2.4 Discussion
The data in figure 4.2c clearly indicates the dependence of the fluorescence
FWHM on the incident angle of the probe beam. Our model recreates this
trend with a crude transit-time broadening mechanism. The necessity for
the parameter α to reduce the transit-time broadening effect demonstrates
the need for inclusion of more features of the physical system. Firstly, the
position dependent laser field intensity due to the evanescent field could result
in a position dependent (and therefore time dependent as the atoms move)
Rabi frequency that populates the excited state.
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We suspect that atoms in extreme proximity to the internal surfaces of the
nano-cell may not have a comparable density or velocity distribution to atoms
in a bulk vapour [2, 43, 61, 62, 102–105]. This is perhaps the most challenging
of questions to answer as knowledge of individual atomic trajectories is not
readily accessible. Instead this can only be inferred by the overall lineshape
seen from interrogation of the whole atomic ensemble.
Collective effects might also play a role. Although the temperature of 100 ◦C
used in these results would not typically warrant the inclusion of collective
effects, the enhanced sensitivity of the TIRF method may well call for such a
complete treatment. A study of the vapour density dependence of the TIRF
spectrum could lead to insights here. Additionally, as we can change the
numerical aperture of the collection with ease, we can control the number of
atoms that are detected. Thus we could conceivably study the evolution of
the spectrum as a function of the total number of atoms contributing to it.
This would allow us to decouple collective effects of the atoms from collective
emission. For example, one could ask what the emission from a single emitter
looks like when that single emitter is part of a strongly interacting ensemble.
In summary, our TIRF spectroscopy shows that we are sensitive to atom-
surface interactions. The proximity of atoms to the surface and the thickness
of the evanescent field appear to cause a broadening effect. To enhance our
sensitivity to the atom-surface effects and boost overall SNR, we can excite
and detect fluorescence from a different set of energy levels in the rubidium
atom. This is done with two infrared probe lasers.
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4.3 Two-photon total internal reflection
fluorescence
To enhance the SNR and explore new spectral features we add a second laser
at λ = 776 nm to the experiment. With both laser fields present we can
drive atoms into the 5P3/2 state with the 780 nm laser, and then drive a
second excitation from 5P3/2 to 5D5/2 with the 776 nm laser. From there,
the atoms may decay via 6P3/2 (with a probability of ∼ 10 % [71]) to the
ground state and release a 420 nm photon in the process (see energy level
diagrams figure 2.2 & figure 2.3). We are then able to frequency discriminate
the fluorescence to achieve an exceptional SNR when detecting the 420 nm
fluorescence.
In this section we will demonstrate the novel spectral response observed when
using 420 nm fluorescence detection from a two-photon TIRF experiment.
Notably we identify two distinct features in the data cased by the two pro-
cesses that lead to population in the 5D5/2 state (and thus 420 nm fluores-
cence): the single-photon process and the two-photon process. One can image
the 776 nm laser as a coupling laser between the 5P3/2 and 5D5/2 states, cre-
ating a dressed state close to the natural line centre of the 5S1/2 to 5P3/2
transition.
The single-photon process excites atoms from the ground state into the dressed
state with a single 780 nm photon and hence is similar to a two-level trans-
ition and subject to Doppler broadening. This mechanism is responsible for
the broad features seen in the data.
The two-photon process occurs when an atom simultaneously absorbs a 780 nm
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and a 776 nm photon and is excited directly from the 5S1/2 ground state to
the 5D5/2 state. This condition is met when the sum of the two photon en-
ergies matches the 5S1/2 → 5D5/2 energy level separation and can still occur
when the two laser are far from resonant with their respective transitions. As
the two beams are counter-propagating this effect is Doppler-free∗ leading to
sharp fluorescence features.
Finally, we highlight the enhanced sensitivity to atom-surface effects of the
5D5/2 state, and present a phenomenological model that reproduces some
features of the spectrum.
4.3.1 Methodology
The optical system is set up in a near identical way to that in figure 4.1 but
with an additional 776 nm beam that is co-linear and counter propagating
along the existing 780 nm beam path. The design of our nano-cell makes the
required optical access readily available. The APD is replaced by an analogue
photomultiplier tube (PMT) for better sensitivity at blue wavelengths. The
same EMCCD is used for alignment purposes.
The 776 nm laser is frequency calibrated as described in appendix B. An EIT
reference is used to determine the detuning of both the 780 nm and 776 nm
lasers.
∗An atom with some velocity component parallel to one beam is still Doppler-shifted.
However, it is equally and oppositely Doppler-shifted for the other beam and hence the
sum of the two Doppler-shifted frequencies remains unchanged regardless of the atom’s
velocity.
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Figure 4.4: 420 nm fluorescence spectra obtained with two-photon TIRF from
a 750 nm thick layer at 165 ◦C. Various discrete detuning of the 776 nm laser:
∆776/(2pi) = (a)1.5, (b)0.5, (c) − 0.1, (d) − 0.7, (e) − 2.0 GHz. The panels
to the left plotted in purple are displayed with a common vertical axis to
highlight the large change in amplitude of the signal as ∆776 is varied. The
neighbouring panel to the right, in cyan, is the same data but normalised to
have unit amplitude for the sake of clearer depiction of the lineshape.
4.3.2 Detuning dependence of two-photon TIRF
spectra
By offsetting the frequency of the 776 nm laser from resonance with the
5P3/2 → 5D5/2 transition, we are able to separate the single-photon and two-
photon driving processes that lead to 420 nm fluorescence.
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Figure 4.4 shows a number of fluorescence spectra recorded with two-photon
TIRF for various discrete detuning of the 776 nm laser to both the red and
blue side of resonance.
Figure 4.4a depicts the spectrum when the 776 nm laser is far blue detuned
(∆776/(2pi) = 1.5 GHz). The 5D5/2 state can now only be populated from the
four hyperfine ground states of rubidium when the 780 nm laser is equally red
detuned to compensate. We observe the four resonances are displaced to the
red side compared to the position expected for D2 line resonance. The single-
photon process is very weak in these conditions as the 780 nm laser is far
detuned from the 5S1/2 → 5P3/2 transition. Instead, the two-photon process
dominates and we observe four Doppler-free resonances. This occurs when
the photon energies sum to allow a transition from the ground state to the
5D5/2 state. These narrow features also exhibit an asymmetry in their long
red tails. This is believed to be due to the atom-surface interaction which
causes a red shift of the 5D5/2 state for atoms in close proximity to the fused
silica walls, see below.
As the 776 nm laser is brought closer to resonance, the overall amount of fluor-
escence increases considerably, and we see a broadening as the single-photon
process begins to contribute (figure 4.4b, ∆776/(2pi) = 0.5 GHz). When
very near resonance (figure 4.4c, ∆776/(2pi) = −0.1 GHz), we see the largest
amount of fluorescence and a very pronounced asymmetry in the lineshape.
The sharp drop in fluorescence on the blue side of each peak is accounted
for by the Doppler-free geometry and the long red tail occurs because of the
‘smearing’ of the 5D5/2 state as atoms distributed in the nano-cell (and hence
with varying atom-surface induced red shift) all contribute to the overall
lineshape.
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Passing beyond resonance with a red detuned 776 nm laser (figure 4.4d,
∆776/(2pi) = 0.7 GHz, and figure 4.4e, ∆776/(2pi) = 2.0 GHz), the signal re-
duces in strength but the narrow, two-photon process remains as a significant
contribution to the overall lineshape. We see that the narrow resonances re-
main in the expected locations of the D2 line for a lone 780 nm laser. The
detection of 420 nm light is again possible due to the atom-surface red shift
of the 5D5/2 state. Population can be driven from the 5P3/2 state up to 5D5/2
with a red detuned 776 nm laser provided the atom is sufficiently close to the
surface that the red shift of the 5D5/2 state matches that of the laser and the
transition is shifted into resonant. We also continue to see the Doppler-free
two-photon process as it is largely independent of the detuning.
4.3.3 Simulation and modelling
For the modelling of the asymmetric two-photon TIRF spectra we assume a
collective lineshape for the medium rather than modelling individual atoms
in a Monte Carlo approach. We divide the nano-cell into separate volumes to
which we assign a lineshape based on the volume size and position. A sum of
all these individual contributions results in our overall lineshape. The model
appears to qualitatively reproduce many of the peculiarities of the data, and
the divergence of the model from the data shows that we have more to learn
by examining such features.
Figure 4.5 depicts the stepwise elements that are included in the model to
arrive at the set of features seen in the data (figure 4.4). We begin by taking
the C3/r3 van der Waals shift of the 5D5/2 state as reported in [42, 59]. The
potential is segmented into discrete steps of detuning. The local gradient of
the potential then tells us the spatial extent over which the discrete value
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Figure 4.5: Sequential graphs showing the key elements that are included in
the model to create the asymmetric lineshape, as seen in the two-photon TIRF
data. (a) Energy shift of the 5D5/2 state caused by van der Waals interaction
between atoms and the surface as a function of distance from the surface. (b)
Centre-shifted Lorentzian lines to represent discrete portions of the potential
(plotted with coarse intervals for clarity). (c) Natural lineshape (black),
high resolution sum of segments (gold), and the effect of also including the
evanescent field exponential decay on the weighting of the segments (red). (d)
Additional Voigt profile to be convolved with previous shape to accommodate
other broadening mechanisms (transit-time, power broadening, etc.). (e)
Asymmetric lineshape before (red) and after (cyan) convolution with (d).
(f) Voigt lineshape with Doppler-broadening to represent the narrow, two-
photon process of populating the 5D state. (g) Weighted sum of (e) and
(f) with variable shifted centres of the two contributions (narrow transiion is
shifted 300 MHz to the red side in this example).
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can be assumed constant∗. The segment of the potential in question (ex-
ample highlighted in gold in figure 4.5a) then contributes a natural linewidth
Lorentzian with amplitude corresponding to the position range spanned by
that segment. We repeat the process to span the range of detuning and loca-
tions in the cell (but avoid the singularities at position = 0 and frequency =
0). A sum of all the segments results in an asymmetric lineshape (figure 4.5c,
gold line). We can also include the effect of the evanescent decay of the light
field, where we assume that segments of the nano-cell further from the surface
are driven more weakly and therefore contribute less to the overall fluores-
cence. Inclusion of this exponential weighting results in an even more extreme
asymmetry (figure 4.5c, red line), and apparent shift of the peak centre.
With the asymmetric line now giving some representation of the 5D5/2 state,
we add a modification to account for other effects in the spectral shape.
We perform a convolution between the asymmetric lineshape and a Voigt
(figure 4.5d) that can have adjustable Gaussian and Lorentzian contribu-
tions to account for extra broadening effects in the system e.g. transit-time
broadening, power broadening, self-broadening. We do not include Doppler-
broadening at this stage as the counter-propagating geometry of the two in-
frared lasers should mean that we create a Doppler cancellation. We then ar-
rive at the expected lineshape of the narrow, two-photon process (figure 4.5e),
which has a further pronounced asymmetry and apparent peak shift.
Finally, we represent the sinlge-photon process with a Doppler-broadened line
(figure 4.5f) that remains at the frequency of the D2 line resonance for the
780 nm laser (i.e. does not depend on the 776 nm laser detuning). Fluores-
cence produced by the sinlge-photon process must occur via population of the
∗This approximation is only valid in the limit of infinitesimal divisions and we therefore
decrease the detuning step size until the outputted lineshape converges and further increase
of resolution has a negligible effect.
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Figure 4.6: 420 nm fluorescence spectra obtained with two-photon TIRF
with various discrete detuning of the 776 nm laser: ∆776/(2pi) =
(a)1.5, (b)0.5, (c) − 0.1, (d) − 0.7, (e) − 2.0 GHz. Left (cyan) is the ex-
perimental data re-normalised to maximum equal to unity (same data as
figure 4.4), right (black) computational model. The model appears to recre-
ate qualitative features of the experimental spectra although the success for
a blue detuned 776 nm laser (a & b) appears to be better than that for a red
detuning (d & e).
5P3/2 state, and hence can only occur when the 780 nm laser is near resonance.
The combined line used to model the data is then simply a weighted sum of
the single- and two-photon processes (figure 4.5g), copied for each of the four
resolved hyperfine ground states.
Figure 4.6 shows a series of spectra and the simulated counterparts for a set
of discrete detuning of the 776 nm laser. We find that the model provides a
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good approximation for the spectral lineshape for blue detuning of the 776 nm
laser but less so for red detuning.
As the 776 nm laser passes through resonance from the blue to the red, it is
necessary to modify the weighting to include a larger fraction of single-photon
driving. This attempts to simulate the emergence of the large broad features
that are observed in Figure 4.6e. However, we see that the simulation appears
to shift the D2 line resonances towards the blue side of the expected location
in the 780 nm laser scan. This is not likely to be a true shift, but an apparent
shift caused by the product of the asymmetric tail of the two-photon process
making the single-photon process also appear asymmetric. Therefore, it is
plausible that the exact form the the red tail of the two-photon process has
a significant bearing on the overall lineshape (especially for a red detuned
776 nm laser). It may be the case that simply tuning the relative weighting of
the single- and two-photon processes may be too crude a solution and in fact
the two effects depend on one another more closely such that the lineshapes
of either feature is affected.
The system has numerous complexities, the atom surface effect, the evanes-
cent decay of the light fields, the two-photon process giving rise to two sep-
arate (yet intertwined) mechanisms to create 420 nm fluorescence, such that
it will be necessary to decouple the effects before they are fully understood.
4.3.4 Discussion
We set out to gain in SNR by employing the two-photon TIRF method and in
the process observed numerous spectral features that have not been reported
before. Our established knowledge of the system allows us to construct a
top-down model that reproduces qualitatively many of the peculiarities in
68
4.4. Conclusion and outlook
the spectra. We open the way for further study on this topic and suggest
the beginnings of a reasonable model. Clearly further phenomena need to be
included in order to quantitatively match the data.
We speculate that a more detailed treatment of the velocity of individual
atoms will be necessary to explain fully what is going on. The lineshape
observed in figure 4.4e (also figure 4.6e) is perhaps comparable to the extreme
cases of velocity selection as reported in [106].
A full treatment of each atom may be necessary with dynamical optical Bloch
equations to allow for the changing conditions that an atom may experience as
it traverses the nano-cell and the two evanescent light fields. This would also
account for the power of the beams causing EIT and Autler-Townes splitting
effects (explored further in chapter 6).
4.4 Conclusion and outlook
The TIRF spectrum lineshape exhibits a number of novel features and the
experimental setup gives a handle on a vast number of free parameters. The
potential lines of investigation are plentiful. In the first instance then, it
should make sense to simplify the system so that individual effects can be
isolated, characterised, and understood.
4.4.1 Line shifts, widths, and asymmetries
For TIRF (and two-photon TIRF for added sensitivity) a precise look at the
evolution of the width, line shift, or potential asymmetry gives detailed in-
formation about the environment experienced by the atoms. By sequentially
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building the experiment and model to include each complexity of the envir-
onment one could work towards a full understanding of the lineshape, and
then exploit that understanding to seek new knowledge. It is clear that the
presence of the dielectric surface modifies the lines dramatically, and perhaps
this could be used as a tool to perform a sensitive search of surface phenom-
ena e.g. surface charges, or a repulsive atom-surface interaction caused by
near resonance with the atom and the dielectric material [107].
4.4.2 Single frequency two-photon spectroscopy
The method of two-photon TIRF used employed a 780 nm laser and a 776 nm
laser. This required two sets of laser stabilisation and frequency references,
and also resulted in the two processes to excite the 5D5/2 state. One such
route to avoid those complications would be to use two photons of equal
frequency that sum to provide the right energy to make the transition 5S1/2
→ 5D5/2 directly. Work has already commenced with this aim using a single
778 nm laser.
Appendix C shows how a 778 nm frequency reference can be made, and fig-
ure 4.7 shows the resulting fluorescence spectrum. The principal idea is that
two 778 nm photons sum to have sufficient energy to drive an atom directly
from the 5S1/2 state to the 5D5/2 state. Additionally, the laser is far detuned
(2 nm) from the 5P state such that the 5P state is not populated and any
issues arising due to Autler-Townes splitting (see chapter 6) are also avoided.
Sufficient optimisation of the frequency reference (and locking system which
would need to be developed) could lead to the ability to individually address
separate hyperfine levels as a Doppler-free configuration could also be realised
with 778 nm light. The advantage would be to work with a system that could
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Figure 4.7: (a) 778 nm spectroscopy of natural abundance rubidium vapour
at a temperature of 142 ◦C, thickness 2 mm. The spectrum is obtained with
a PMT sensitive to blue light fluorescence as atoms decay from the 6P state
back to the 5S ground state. The sub-Doppler features appear due to the
double-pass geometry creating a velocity selection of the atoms with zero
velocity. (b) An identical experiment with vapour at 19 ◦C, thickness 75 mm,
to indicate the boost in activity achieved with heating (note the vertical
scales). The scaling is not proportional to n (the vapour density) as the two
experiments were performed in different vapour cells with different optical
access and therefore collection efficiency. Nevertheless, the signal strength
advantage of using a heated cell is evident by the ×40 increase in recorded
activity. With further optimisation it would be possible to resolve the separate
hyperfine levels of the 5D manifold as demonstrated by [69].
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be more readily modelled with a simple description, e.g. a two-level atom, by
avoiding the single-photon process entirely.
4.5 Chapter summary
We have employed TIRF microscopy on a nano-layer of atomic vapour. Firstly,
with a 780 nm laser on the D2 line we fitted a 4-Voigt model to the spectra
and extracted the FWHM. We saw a broadening of the fluorescence that de-
pended on the incident angle of the laser. We showed that a Monte Carlo
model could explain the broadening as a transit-time broadening due to the
very short evanescent wave. However, an investigation of other parameters
(e.g. temperature) could reveal other dependencies that should be included
into the model, and a more detailed spatial description of the light field ex-
perienced by the atoms is likely to be necessary.
Secondly, we adopted a two-photon TIRF method with both a 780 nm laser
and a 776 nm laser and switched to detecting fluoresced 420 nm photons for
the benefit of the SNR. We uncovered very peculiar lineshapes and are pleased
to be the first to report and model such lineshapes. We produced a phe-
nomenological model that reproduced many qualitative features of the data.
However, we believe a full dynamical simulation will be necessary for a full
understanding and quantitative description.
We propose that single frequency two-photon TIRF with a 778 nm laser
may reduce the complexity of modelling and allow for the advantages of the
surface-sensitive method to be levered.
All of the above findings are a direct result of our nano-cell design. Our
unique fabrication method also allows for different dielectric material choices,
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further enriching the available areas of investigation.
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Chapter 5
Temporal intensity correlation of
fluorescence from a nano-cell
5.1 Introduction
The quantum nature of atomic systems has recently driven experimental and
theoretical investigations. Beyond spectral information and light filtering
(e.g. [4, 108, 109]), it is the quantum nature of the atoms that offers new
understanding and technology [28]. The long coherence time of atomic sys-
tems [23] makes them an attractive candidate for quantum information pro-
cessing. Atoms can be manipulated to couple strongly with light, making the
atom-photon interface a promising avenue for quantum communication pro-
tocols [19] and integrated devices [26]. Our nano-cells offer a novel, flexible,
and accessible platform for such implementations.
Intensity correlation of detected light fields is a routine technique to quantify
the internal states of an atom based quantum system. Historically, temporal
correlations were performed on classical sources [110], however even thermal
light sources offer enhanced applications when one considers the quantum
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nature of the detected light field e.g. ghost-imaging [111].
Quantum memories have already been demonstrated [21, 24] and key para-
meters, such as speed and bandwidth, are being enhanced [22], demonstrating
the operational potential of thermal ensembles in the quantum realm.
Further advancements can be achieved through information of temporal cor-
relations [112], and cold atoms can give novel g(2)(τ) functions [113–115], in-
cluding perfect bunching (g(2)(0) = 2 [116]). Quantum atom-light behaviour
is also possible in hot vapour [117], typically by collective excitation [31, 118].
Although the exploration of temporal correlations of photons from a thermal
vapour is still primitive [119].
Technologies like single photon sources have been demonstrated using thermal
vapours [118, 120] and cold atoms [19, 32], and non-classical light has been
recorded from single atoms [121]. Control of single quantum emitters [122] is
of wide interest to the realisation of quantum networks, communication, and
computation on a system of controlled qubits.
Measurement of the g(2)(τ) function may provide great insight to the quantum
state of the emitting system, and employing a scheme on the nano-scale of-
fers another angle from which to understand the optical dynamics of small
systems [123].
In this chapter we report on the first known observation of the second or-
der temporal correlation of fluorescence from a nano-scale thermal atomic
vapour. The nano-cell design enables unique observation methods and the
flexibility of the architecture allows for near arbitrary spatial confinement of
the atomic vapour. Our nano-cells combine the elements of atomic ensembles
and low emitter number, providing experimental stability and simplicity for
performing quantum measurements (and ultimately information processing)
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in the atom-light domain. We explore a large section of the parameter space
for our system and speculate the cause of the evolution in the g(2)(τ) function.
Finally, we use our findings to propose the most promising direction of future
experimentation.
5.2 Theory
For the duration of this chapter we will consider light as a stream of discrete
photons. The quantum interpretation of light and its sources, is necessary
to explain some observed phenomena. One of the goals of this project is
to isolate a single atom inside the nano-cell and a quantum description of
light is required to interpret the evidence that a single emitter has indeed
been isolated. Although we do not achieve that goal in this thesis, we still
adopt the quantum picture of light to explain our results in a way that might
prove most useful for progressing on to the single atom goal. A more detailed
derivation of the concepts presented here can be found in many quantum
optics texts e.g. [124].
5.2.1 Poissonian light
Let us begin by considering a beam of light with some fixed intensity I, and
frequency ω. Using the energy per photon, h¯ω, we can interpret the beam
intensity as a flux, Φ, of photons per second:
Φ = P
h¯ω
, (5.1)
where P is the beam power calculated as a product of the beam cross-section
area and the intensity. Thus in any unit time T , the expected number of
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Figure 5.1: A laser beam can be considered a stream of randomly placed
photons. A detector divides the incoming beam into time bins and records
if a photon event occurred in that bin. The statistical fluctuations in the
bin populations gives information about the source. For a real detector with
dead time (a period of inactivity after each count), we must ensure that
the time spacing between photons is likely to be larger than the deadtime
(∼ 30 ns) to avoid missed counts, hence the flux must be low, typically less
than 1× 106 photons s−1. This also reduces the probability that a single
time bin of the beam contains two photons, which would be recorded as a
single event by the detector. However, the maximum timing resolution (i.e.
minimum time bin size) can be much faster than the deadtime and is limited
only by the detector jitter (∼ 350 ps).
photons passing a given point (or incident to a detector) is given by N = ΦT .
The fact that N , the number of photons, must be an integer, and the fact
that the exact location of the photons within the beam is not known gives
rise to statistical fluctuations. It is the nature of these fluctuations that are
of interest in this chapter.
Figure 5.1 shows a laser beam incident on a detector that contains a randomly
distributed number of discrete photons. For a laser beam of constant intensity
it can be shown that the photons are randomly distributed in time and that
the occupancy of the bins recorded by a detector follow Poissonian statistics.
Thus the mean bin occupancy is N¯ and the standard deviation is
√
N¯ .
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Figure 5.2: Histograms of 10,000 randomly generated numbers sampled from
a Poissonian (purple) and Bose-Einstein (cyan) statistical distribution, each
with the same mean photon number of N¯ = 10. Normalising by the total
number of samples, the histograms display the effective probability P(N) of
finding N photons in a finite time span for which the long term mean value is
10. For any value of N¯ , the Bose-Einstein distribution has a larger variance,
and is thus classified generally as being ‘super-Poissonian’.
5.2.2 Super- and sub-Poissonian light
We can classify light (and hence its source) by its photon statistics. Spe-
cifically, we look at the variance in the photon number per time interval
and compare this to the variance of the Poissonian distribution, even nam-
ing them accordingly. Light with a variance greater than
√
N¯ is referred to
as super-Poissonian, and light with variance less than
√
N¯ is referred to as
sub-Poissonian.
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Figure 5.2 shows histograms for both Poissonian light and an example of
super-Poissonian light from a thermal source. The histogram for the thermal
source shows specifically one mode of the light field. This is important to note
as thermal light sources can give Poissonian statistics in the limit of a large
number of detected modes. Hence experimentally, thermal statistics can be
missed.
Observing sub-Poissonian light is the goal of many quantum experiments
and acts as a benchmark for the performance of quantum single emitters.
Sub-Poissonian light is not possible to explain in a classical picture and so
constitutes direct proof of the quantum nature of light. Single photon sources,
e.g. a single atom, will produce sub-Poissonian light.
5.2.3 Temporal correlations
To observe the photon statistics of light, one might assume that a setup like
that of figure 5.1 is sufficient. However, one must decouple the statistical
nature of the light from the statistical nature of the photon detection events
in the detector. This is to say, a photon counter will always give discrete
‘clicks’ under incident light, but this is not sufficient to say therefore that
the light source must be quantized. Instead, we must perform a temporal
correlation of the light with itself and look at the resulting occurrences of
pair-wise photon events (or lack thereof). In short we ask: when a photon is
detected at time t, what is the probability that another photon will also be
detected at a time t+ τ?∗
For truly random light (Poissonian) the photon events are totally uncorrelated
and therefore the probability of recording a second photon is equal for any
∗τ can take any value, positive or negative.
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value of τ . Explicitly, what we are formulating is the 2nd order intensity
correlation function, defined as:
g(2)(τ) = 〈I(t) I(t+ τ)〉〈I(t)〉 〈I(t+ τ)〉 (5.2)
Where the parentheses 〈. . . 〉 mean to take a long term average. Obtaining
data that represents the g(2)(τ) is rather subtle and our method is described
in detail in section 5.3.2. We are able to record a histogram that approximates
to the g(2)(τ) albeit in a discrete time basis as a result of the discrete time
binning and post-processing necessary in a real experiment.
The shape of the g(2)(τ) function informs us about the photon statistics of the
light. As alluded to earlier, Poissonian light returns g(2)(τ) = 1, a rather un-
interesting result. Super-Poissonian light, also known as bunched light, mani-
fests as a peak in the g(2)(τ) function centred about τ = 0, thus g(2)(0) > 1.
This tells us that when a photon is detected there is a greater probability of
detecting another photon at the same time rather than at any other time.
The photons are said to arrive in bunches rather than being randomly dis-
tributed along the beam. Sub-Poissonian light is characterised by a dip in the
g(2)(τ) function, or g(2)(0) < 1. This implies that upon detection of a photon,
there is a reduced probability of detecting another photon at the same time
rather than at any other time. The photons are distributed uniformly in
the beam, rather than randomly, and this is referred to as anti-bunching, or
anti-bunched, light.
In all cases, the g(2)(τ) function must tend to 1 in the limit of large τ as
events outside of the correlation time are uncorrelated and random regardless
of the type of source. This fact means that information about the coherence
time of the source can be gained from looking at the shape and width of the
peak (or dip) in the g(2)(τ) function. For lifetime limited sources, the peak
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has general form [125]:
g(2)(τ) = 1 + exp(−2|τ |/τc), (5.3)
and for Doppler-broadened sources has the form [125]:
g(2)(τ) = 1 + exp
(
−pi(τ/τc)2
)
. (5.4)
Where τc is the coherence time in both cases. Note that the form of the g(2)(τ)
function relates to the spectral properties of the lineshape by Fourier trans-
formation into the time domain. Thus the Gaussian lineshape transforms to
a Gaussian, and the Lorentzian lineshape transforms to the exponential. In a
real experiment, the g(2)(τ) function is further blurred by the jitter function
of the detector which is typically Gaussian. Jitter is the term used to describe
the random distribution of time delay inside the detector between a photon
arriving and an electrical signal pulse being generated and it is approximately
350 ps [∗]. Thus all data seen in this chapter will be fitted with an exponential
form convolved with a Gaussian.
5.3 Methods
As demonstrated in chapters 3 & 4 our nano-cell design offers numerous
interrogation schemes and the ability to operate high NA collection optics.
The choice of excitation and collection schemes makes different phenomena
visible and the right choice must be made to be able to correctly interpret
the recorded data. We create an implementation of a Hanbury Brown and
Twiss (HBT) interferometer [110], using two photon detectors. We collect
light using off-axis fluorescence, the choice is justified later in the discussion
section 5.5.1.
∗Excelitas SPCM-AQRH Family datasheet, link to PDF
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Figure 5.3: Schematic diagram depicting an implementation of off-axis fluor-
escence spectroscopy. The λ = 780 nm laser is delivered at a slight angle so as
to avoid the objective lens. It is clear now why this method is only available
with a low NA objective. The physical size and position of the lens limits the
ability to deliver an off-axis beam without conflict.
We also detail the post-processing scheme used to obtain a histogram that
we claim is a valid representation of the g(2)(τ) function. We highlight the
reasons why such a method may not be valid and are careful to avoid these
experimental limitations (e.g. detector deadtime).
5.3.1 Off-axis fluorescence
Figure 5.3 depicts the reduced optical setup for off-axis fluorescence micro-
scopy. This is done for the simplicity of the optical setup, ease of alignment
(fine positioning is less sensitive), and for potential simplicity of the compu-
tational modelling. With a beam transmitted through the nano-cell we avoid
the complication of the exponentially decaying field that is characteristic of
a TIRF type measurement.
A single laser beam with wavelength λ = 780 nm (tuned to rubidium D2 line)
is directed through the nano-cell at a slight angle from the detection axis.
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The off-axis beam ensures that laser light cannot enter the detection optics
unless via scattering with an atom. This method is also a dark background
measurement and achieves an excellent signal-to-noise ratio (SNR). However,
unlike the TIRF method, the laser beam now passes through 3 glass surfaces
(both inner surfaces of the atom channels and the outermost front face of
the nano-cell∗) that can each give undesired scattering to the detection path.
Furthermore, the use of low NA collection means that the acceptance area is
relatively large compared to experiments done in chapter 4 and hence surface
imperfections are harder to avoid by translating the nano-cell. Together these
effects results in a worsened SNR but we find that the increased levels of
background scatter are not a limiting factor for the presented results. Such
effects would be problematic for certain experiments and we will return to
this topic in the thesis outlook.
Although saturation of the atomic transitions is still a concern, the laser
power can be increased for an increase in SNR and total activity. The SNR is
only limited by stray laser light reaching the detector by undesired scattering
e.g. from imperfections in the glass surfaces. We scan the laser across the
D2 line resonances to ensure that the off-resonant activity on the detector is
minimised. This ensures that the light recorded by the detectors when the
laser is locked to resonance, is dominated by light scattered by atoms and not
stray light. To record a g(2)(τ) correlation, the beam is locked to the 85Rb
Fg = 3 → Fe = 2,3,4 transition using polarisation spectroscopy in a separate
vapour cell (see appendix A for details).
∗The fourth surface at the rear of the nano-cell may also scatter, but the laser enters
the glass outside of the detection mode and so does not typically contribute to the noise.
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Figure 5.4: Hanbury Brown and Twiss interferometer configuration for the
collection and processing of photons from the Nano-cell. A resonant laser
beam (a) enters the nano-cell (b) causing excitation and fluorescence in the
atomic vapour. The fluorescence is captured by an objective lens, polarisation
filtered (c), and coupled into a single-mode fiber (d). The light is split by a
fiber beam-splitter (e) and incident onto two avalanche photodiodes (APDs,
1 & 2). The APDs record single photon events and return an electronic
TTL pulse which is fed to a time-to-digital converter (TDC, (g)), with one
detector being delayed by a BNC extension (f). The delay line is purely
for the convenience of post-processing and we ensure that the delay line is
significantly larger than the coherence time of the light. We use two separate
channels on the TDC (g) each started by a common clock cycle and stopped
by an incoming TTL pulse from the corresponding APD. Therefore the TDC
records a time-stamp (a.k.a. timetag) for each individual photon, maximising
the available information for post-processing. The TDC is connected via USB
to a computer (h) that controls the TDC and processes the returned photon
timetags with Python to produce a histogram that represents the g(2)(τ)
function of the collected light.
5.3.2 Hanbury Brown and Twiss interferometry
In this section we detail the process by which we arrive at a histogram that ap-
proximates the g(2)(τ) function. Figure 5.4 depicts the optical and electronic
systems that are involved in the data recording and processing.
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Fluorescence collected from the nano-cell is polarisation filtered before the
fiber coupling. The polarisation filter ensures that we are only sensitive to
one polarisation mode, boosting the magnitude of the correlation as the two
orthogonal polarisation modes are uncorrelated∗. Light is then split by a
50:50 non-polarising fiber beam splitter and incident on two detectors. The
correlation of detection events between the two detectors gives us information
about the g(2)(τ) function.
The time-to-digital converter (TDC) returns an array of tuples to the com-
puter with each element representing a photon detection event. The tuple
contains two values, the first being the time the event was recorded relat-
ive to the start of the exposure, and the second is an integer to indicate
the channel on which the event occurred. To process this timetag array we
search sequentially through the array for neighbouring timetag pairs whereby
the first timetag in the pair occurred on channel 1 and the second timetag
occurred on channel 2. When a pair is found to satisfy this condition, the
time separation of these two events is recorded. A histogram is made of all
the generated time separations to display the frequency with which pair-wise
events are separated. To allow us to perform a single ordered pass of the
timetags†, we add a delay line to the BNC that connects detector 2 to the
TDC. This effectively delays the photon detection events from that channel,
adding an offset to the case for simultaneous photon detection. The delay
must be larger than the coherence time of any expected feature in the g(2)(τ)
function, it is easy to alter and can be done with trial and error. We use a
∗This was confirmed by experimentation in which the polarisation filter was removed.
The resulting g(2)(τ) function was halved in magnitude with all other parameters being
equal. The result was reproducible regardless of the orientation of the polariser.
†We do not need to search for events where channel 2 clicks first followed by a click on
channel 1. This provides a massive computational speed up.
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BNC of length 10 m to add approximately 30 ns of delay∗.
To avoid missed events due to detector deadtime (∼ 30 ns) we keep the activ-
ity intentionally low (<100 Kcps) such that the fraction of deadtime compared
to the recording time is small and the likelihood of a photon arriving whilst
the detector is inactive is negligible. The BNC delay may cause the recor-
ded photon times to become effectively reordered with events from channel 2
recording later than expected. If the BNC delay is excessive, then pair-wise
subsequent photon events can be misreported as the photon arrival order can
be altered in the following way. Let us consider a case where three photons
are incident on the detectors at times 1 ns, 5 ns, and 20 ns arriving at detect-
ors 1, 2, 1 respectively. We would record one pair-wise event here as an event
on channel 1 is followed by an event on channel 2 (1st and 2nd events giving
a separation of 4 ns). With the BNC delay (+20 ns), the event on channel
2 is delayed and hence we record 1 ns, 20 ns, and 25 ns on channels 1, 1, 2
respectively. The nearest neighbour pair-wise time is now changed to 5 ns
(between the 2nd and 3rd events). This is easily corrected by also searching
for next-nearest neighbour pairs and next-next-nearest neighbour pairs, etc.
One can increase the order spacing between considered pair-events until all
the accepted separation times are larger than the histogram span.
After some exposure time and large number of photons, we can record enough
pair-wise events to record a histogram of the separation times of those pairs.
This process is then repeated to produce multiple histograms each from an
equal integration time. These multiple histograms can be combined to form
an average and error bar for the population in each bin. This is the method
used for all g(2)(τ) data presented in this chapter.
∗It is common to see an optical delay added to one of the fiber arms before the detectors
in other similar experiments. The result is equivalent and the delay is later subtracted from
the final histogram such that the g(2)(τ) function is correctly centred about τ = 0 ns.
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5.4 Observations
We shall begin by presenting a general case of the g(2)(τ) data and indicate
the common features that are seen in the nano-cell. We fit to the data a
function formed from a double exponential decay convolved with a Gaussian
function. Later, we explore the evolution of the data as we vary the vapour
density, driving intensity, and thickness of the 2D vapour layer.
Figure 5.5 shows two histograms that are representative of typical g(2)(τ) data
that we have observed in the nano-cell. We first observe thermal light often
referred to as bunched light, or simply bunching, as one would expect from
a thermal vapour [126]. This is indicated by the value of g(2)(τ = 0) being
larger than 1. The width of the bunching feature tells us about the coherence
time of the medium and is 1 − 3 ns. The coherence time is significantly less
than the excited state lifetime (∼ 27 ns [56]) and we attribute this primarily
to motional dephasing. Temperatures in this range give a mean speed of
atoms of ∼ 250 m s−1 which means an atom will move by a full wavelength
(representing an effective 2pi dephasing) in ∼ 3 ns. The mean speed does not
change significantly over this moderate temperature scale and hence a change
in the motional dephasing mechanism cannot account for the dramatic change
in the coherence time (width) of the g(2)(τ) data.
5.4.1 Power dependence
The behaviour of the atomic internal state is coupled to its interaction with
the environment, of which the driving light field is a constituent part. By
varying the driving intensity experienced by the atoms we attempt to reveal
if the short coherence time of the g(2)(τ) is in fact due to a Rabi oscillation
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Figure 5.5: Second order temporal correlation (g(2)(τ)) of off-axis fluorescence
recorded from a 500 nm thick vapour at 105 ◦C (purple) and 146 ◦C (cyan).
Both traces are fitted with convolution between a Gaussian and double ex-
ponential decay (black line). The temperatures reported here correspond to
number densities of 8× 1012 cm−3 and 9× 1013 cm−3 respectively. It appears
that the increased number density suppresses the peak value, and the width,
of the g(2)(τ) function. The lack of structure in the residuals show that the
fitting is good.
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Figure 5.6: (a) Peak value and (b) full-width-half-maximum of the g(2)(τ)
function as a function of the scaled Rabi frequency. For driving strength to
the right of the vertical black line a neutral density filter was added to the
collection paths to avoid saturation of the detectors.
that is too fast to resolve above the detector jitter. A Rabi oscillation would
be manifested in rapidly varying fringes in the g(2)(τ) function, although our
detector jitter (∼ 350 ns) would effectively blur these away.
Figure 5.6 shows the trend of the peak value of g(2)(τ = 0) and the full-width-
half-maximum of the g(2)(τ) function as the driving intensity is varied. We
see that an increase in the driving intensity causes a suppression of the height
and the width of the bunching feature. Intuitively this can be thought of as
the laser field becoming so strong as to dominate over all other dynamics and
environment effects on the atom. We therefore expect to detect an output
light field that is characteristic of the input field i.e. random light from the
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laser where g(2)(τ) = 1 for all τ .
The apparent increase in the full-width-half-maximum at higher powers where
the ND filter is included (to the right of the vertical black line) is due to a
failure of the fitting routine as the data becomes more noisy. In turn this gives
weight to the argument that a more detailed computational model is required
to capture the trend observed. The increased noise comes from shot noise as
the integration time is now very low to compensate for the high count-rate
on the detectors.
5.4.2 Density dependence
A primary motivation for adopting the atomic species rubidium is the wide
control over number density we have via tuning the temperature of the nano-
cell and its contents. We explore the evolution of the g(2)(τ) function as a
function of the inter-atomic spacing by heating the nano-cell in the range 90−
180 ◦C. As the inter-atomic spacing is varied the strength of the dipole-dipole
interaction also varies rapidly with a 1/r6 dependence with r the inter-atomic
spacing. Thus we aim to transition from a regime where the dipole-dipole
interaction is negligible to a regime where it dominates the atom dynamics.
Figure 5.7 shows the evolution of the peak value and full-width-half-maximum
of the g(2)(τ) function as the inter-atomic spacing (temperature) is varied. As
the inter-atomic spacing is reduced below ∼ 250 nm both the peak value and
the FHWM are suppressed. We attribute this to the emergence of collective
behaviour in the regime where the dipole-dipole interaction dominates over
the dipole-laser or dipole-surface interaction. The atoms probed by the light
field begin to act characteristically of a single emitter of which we would
expect a g(2)(τ = 0) = 0.
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Figure 5.7: (a) Peak value and (b) full-width-half-maximum of the g(2)(τ)
function of the off-axis fluorescence for two vapour thicknesses either side of
the probe wavelength (λ = 780 nm). The high density vapour (lower inter-
atomic separation) appears to suppress the size of the bunching feature. All
data points shown here were taken with a driving strength of Ω/Γ ≈ 18.
The reduction of the FWHM may be caused by the proximity of the neigh-
bouring dipoles which increase the decay rate (e.g. superradiance [127]) and
therefore reduce coherence time. However, we know that the FWHM is
already far from the natural coherence time and so we speculate that the
narrowing may be caused by a more subtle effect that is not accommodated
by our fitting function.
5.4.3 Vapour layer thickness dependence
The fabrication method of our nano-cell allows for a wide range of internal
dimensions. The experiments in this chapter relating to the g(2)(τ) function
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were performed in 2D vapour layer environments and a choice of vapour
thickness was readily available. The data shown in figure 5.7 includes the
trends over varying vapour density for two different thicknesses, one larger
than the probe wavelength (1000 nm, purple) and one thinner than the probe
wavelength (500 nm, cyan).
The FWHM appears to be unaffected by the thickness change and this may
suggest that the FWHM is not limited by the atom time-of-flight across the
nano-cell cavity. However, we speculate that transit time effects may be
influential in a further reduced geometry (e.g. 1D or ‘0D’ channels). It
is widely understood that in a thin 2D nano-cell environment the spectral
response is dominated by atoms travelling parallel to the internal surfaces.
These atoms have a longer interaction time with the incoming (and outgoing)
light fields and hence contribute more significantly to the recorded spectral
response. This velocity selection as it is known explains numerous nano-cell
spectroscopy phenomena like Dicke narrowing and the sub-Doppler resolution
of some spectral features. We would therefore expect the internal geometry
of the nano-cell to have a significant effect on the g(2)(τ) function even if such
extreme structures have not been demonstrated thus far.
The peak g(2)(τ = 0) value, however, does appear to show a difference between
the two thicknesses. The 500 nm layer appears to maintain a higher degree
of bunching as the high-density regime begins to take hold. This may be due
to a subtle effect whereby the extremely thin vapour layer effectively shows
fewer ‘phase planes’ to the detector that is positioned in the direction of the
surface normal to the 2D layer. i.e. all atoms are effectively equidistant to
the detector to within 500 nm (less than λ). The same condition is not met
for the 1000 nm thick layer.
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5.5 Discussion
5.5.1 Selection of the numerical aperture
We used the TIRF method (see section 4.2) to allow for a range of collection
optics to be used without alteration of the excitation path. The choice of
NA affects the spatial mode and volume from which fluorescence is effectively
coupled to the detectors. In all cases presented in this chapter, we couple
the light into a single-mode fiber before incidence onto the APDs. However,
the collection volume and therefore the effective number of emitters varies
considerably (10s to 100,000s). Whilst maintaining single-mode behaviour,
the choice of objective lens then alters which mode is collected and the solid
angle from which fluorescence is accepted. This may have the effect of creating
a larger detector and thus averaging over any angular or spatial dependence
of the g(2)(τ) function. Thus it was uncertain if the objective would alter the
recordings and hence a comparison was made.
Figure 5.8 shows three histograms that approximate the g(2)(τ) function for
various choices of the objective lens. We will later discuss the properties of
the observed g(2)(τ) function (height, width, etc.) but for now we will simply
conclude the effect of changing NA: not much at all. We see that the profile is
unchanged within the noise limit and therefore conclude that we may proceed
with any choice of the available NA for further experiment. Accordingly, our
choice of objective now falls to other parameters and specifically working
distance and magnification are considered. We adopt a long working distance
lens (f = 100 mm) for ease of alignment and the further increased optical
access it provides for the probe laser beam.
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Figure 5.8: Second order temporal correlation of TIRF fluorescence for various
numerical aperture [focal length] collection optics, (a) NA = 0.7 [f = 2 mm],
(b) NA = 0.4 [f = 30 mm], (c) NA = 0.13 [f = 100 mm]. The computed histo-
gram representing the g(2)(τ) function is plotted as purple error bars and the
black line is a fitted function formed of a double exponential decay convolved
with a Gaussian. The function is unaffected by the change of collection optic
indicating that the mode-selection of the optical fiber is limiting the spatial
mode of the collection. The spurious bin seen at τ = 3 ns is caused by an
integer rounding error when the timetags are digitised. The computational
error has been resolved in all subsequent data sets.
5.5.2 Trends of the temporal correlations
During the development of the methodology itself we looked at the influence
of the choice of numerical aperture when collecting light via TIRF. We saw
little difference between the choices of NA and used this as a justification for
adopting the off-axis fluorescence method given the ease of implementation
and potential simplification for computational modelling. The change in col-
lection angle associated with a higher NA, and the fact that this too did not
alter the g(2)(τ) function in a significant way might suggest that there is no
angular dependence in the system. However, with a high NA objective we
collect light from a very small volume and effectively reduce the detection
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volume to ‘0D’∗. It is not possible for a ‘0D’ system to exhibit multiple phase
planes. i.e. all atoms detected are equidistant to the detector provided a
sufficiently high NA collection.
The variation in nano-cell thickness appeared to indicate a difference in the
evolution of the g(2)(τ) function as a function of atomic density and this
may be evidence of the formation of phase planes in the nano-cell. A full
investigation of the angular dependence and g(2)(τ) of a distributed atomic
system could give further understanding of the observed phenomena. Skor-
nia et al. [128] postulate that non-classical interference can be seen from
uncorrelated atoms driven by a coherent field, and that the resulting g(2)(τ)
function depends strongly on the emission direction.
We saw in all cases the general shape of the g(2)(τ) function was an example
of bunched light, with the bunching feature having a peak value in the range
1.2 − 1.65 and a FWHM in the range 1 − 3 ns. This is far from the natural
lifetime of the excited state. One possible explanation is motional dephas-
ing as the timescales are consistent with the thermal velocity of the atoms.
However, the thermal velocity does not change significantly over our range of
explored parameters and yet the feature size does, suggesting a dependence
of the g(2)(τ) function on other system parameters (vapour density, driving
intensity, etc.).
By varying the laser driving intensity and the atomic density we were able
to move between regimes where the system is dominated by the atom-laser
interaction or the dipole-dipole interaction and demonstrated the effect on
the g(2)(τ) function. Close scrutiny of the g(2)(τ) function might offer a novel
method of understanding saturation effects in an environment where more
∗We use the term ‘0D’ when all the spatial dimensions relevant to the atom system are
near or below λ
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traditional techniques may not be available. It is already well known that the
nano-cell environment can alter the saturation intensity [3, 129].
Control of the atomic density is a topic we look at in chapter 6 and may
be of great significance in advancing the study of the g(2)(τ) function in the
nano-cell. A combination of on demand density and observation of the g(2)(τ)
function may be the most promising avenue to move forwards towards obtain-
ing an addressable single atom, which would provide great use for quantum
networks, communication, and computing.
5.6 Outlook
First and foremost a theoretical investigation of the photon statistics of atoms
in a nano-cell should be conducted. We have presented a number of observa-
tions with currently only intuitive explanations and not a predictive model.
Extensions of each of the experimental data sets into more simple systems
could also provide the foundation steps to a full dynamical model of the
photon field and its interaction with the atoms in the nano-cell∗. Exploration
of the parameter space in atomic density and laser intensity would allow us
to remain in a regime where these effects are not necessary to include in a
simulation and from there more complex dynamics could be added.
An experimental consideration that may have significance for the result and
hence simulation is the idea of a uniform Rabi frequency in the nano-cell.
We know that this is not physical, as in our experimentation the illumination
area and accepted mode area are of similar size. Figure 5.9 shows how the
∗In fact, this was the motivation for adopting the off-axis fluorescence method over
TIRF. The atoms in the nano-cell now exist in a light field that is uniform in the z
direction in contrast to the exponentially decaying light field produced by TIRF.
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Figure 5.9: Gaussian profiles of the laser excitation spot (red) and the single
mode fiber effective acceptance area (cyan) in the nano-cell. In any real
experiment the excitation and detection spatial modes have finite extent,
and can therefore influence the ability to resolve certain effects. In the ideal
case the excitation area would be much larger than the collection area such
that across the spatial extent of the detector we observe identical conditions.
However, as our modes are similar in size, the detector will be sensitive to
areas of the nano-cell with different Rabi frequencies and the recorded data
will be a weighted sum of all these contributions across the detected spatial
mode.
overlap of the excitation and detection modes can lead to a ‘smearing’ of the
g(2)(τ) function as we effectively record fluorescence from atoms that have
a range of Rabi frequencies. Experimentally this can be avoided by having
an excitation mode much larger than the collection mode, but this creates
problems of its own e.g. laser power requirement is increased and undesired
scattering is increased.
Further extensions to the g(2)(τ) experiments would be to adopt the same
two colour two-photon method as used in chapter 4, and perform an auto-
correlation of the emitted 420 nm photons. Again, close scrutiny of the g(2)(τ)
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function may provide knowledge of how the internal excited states of the atom
behave differently to the first exited state inside the nano-cell. A ladder-
type [130] and diamond-type [118] scheme have been explored but the large
difference in frequency would allow for a more sensitive detection of 420 nm
photons. Moreover, the different k-vectors mean a spatial mode-match is not
required and spatial separation of the beams is more readily achieved. We
saw a difference in the spectroscopy of the 5D5/2 state (see chapter 4) and
thus it stands to reason that we might expect a different g(2)(τ) function too.
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Chapter 6
Spontaneous and stimulated
diffusion of atoms within the
nano-cell
6.1 Introduction
Much is already known about the motion and mechanical interaction of atoms
and surfaces [2, 59, 62, 131]. Specifically we are concerned with alkali atoms
interacting with the internal surfaces of the dielectric nano-cell, a system in
which van der Waals forces [132], non-uniform velocity distributions of desorb-
ing atoms [61, 105], bound surface states [41, 107], and surface charges [133]
can occur. In such a complex environment, multiple mechanisms are at play
which offers both a challenging and rewarding study.
We study the diffusion of atoms inside our nano-cell where atoms coat the in-
ternal surfaces [64] and diffuse in the vapour phase. We shall use transmission
imaging to observe long time-scale temperature induced density gradients.
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Light induced atomic desorption (LIAD) [134–137] is the process by which
atoms are promoted from the condensed phase (typically the inner surfaces
of a vapour chamber) into the vapour phase such that they may interact
with probing or trapping light fields. LIAD has historically been used to
boost the background vapour pressure for MOT loading [138–141] and are
typically achieved with large scale illumination over timescales of seconds. In
contrast, we use a tightly focused pulsed laser to achieve spatial and temporal
control of the LIAD response. Such pulsed work has been reported [142],
but never before in a nano-cell environment where fast control of density is
most beneficial. We detect the LIAD response by changes in the selective
reflection [143–146] signal.
In this chapter we explore the ability to control the atom density inside the
nano-cell. We demonstrate passive control of the density by the internal
structure of the nano-cell, large-scale diffusion of atoms across the nano-cell
by thermal gradients, and fast localised control of the number of atoms by
LIAD. Where possible we model the response of the atoms to understand the
mechanism behind the recorded phenomena.
6.2 Transmission imaging
The simplest detection scheme employed in atomic vapour experiments is
transmission spectroscopy. By extension, the most simple imaging method
is also transmission based. By passing a resonant 780 nm laser with a large
cross section (∼ 5 mm waist), we illuminate the entire nano-cell and observe
an absence of transmitted light where the vapour is optically thick. The
weakness of this approach is that the optical thickness is reduced because
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of the extremely thin vapour layers that are being probed and as such we
are forced to operate the nano-cell at high temperatures near 260 ◦C. This
temperature is enough to induce damage to the interior of the nano-cell via
the chemical reaction between the alkali vapour and the glass∗.
Transmission imaging reveals the spatial distribution of atomic vapour inside
the 2D layer. If one were to assume uninterrupted diffusion of the vapour
then the nano-cell should be evenly filled with vapour of a density that is de-
termined by temperature. We know from long experience that it is necessary
to allow nano-cells to reach equilibrium as the temperature is changed and
the density of atoms is redistributed back and forth between the reservoir and
the nano-channels. Thus we anticipate a gradient in the atomic density for
some transient period whilst the atoms diffuse along the nano-channels. The
time scale of this diffusion becomes large in the limit of a tightly confined
vapour. We shall show that the atoms take some minutes to hours to fully
occupy the nano-cell.
We also create an empirical model of the atomic diffusion that verifies the
sticking time of atoms to the inner surfaces between successive flights. The
model includes no mechanism for atoms to dwell on the inner surfaces as we
show this is computationally challenging. However, a correction can be made
in post-production which produces realistic dwell times.
6.2.1 Methodology
We pass a collimated 780 nm laser through the nano-cell at normal incidence
to the 2D vapour layer. The beam is in the weak probe regime in order to
maximise the contrast in the transmission image. To image the nano-cell
∗This topic has already been discussed in chapter 3.
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we use a 4f imaging system formed by two lenses and capture stills with an
EMCCD. The light levels are sufficiently high that the EM module of the
camera is not active and hence a similar experiment could be done with a
conventional CCD or CMOS camera.
At a particular time or temperature of interest we record two images, one
with a resonant laser∗ and one with an off-resonant laser. By subtracting
the two images we reveal the atomic vapour density in the nano-cell whilst
cancelling most of the interference fringes. This method also accommodates
the fact that the nano-cell moves considerably, as it is mounted in a cell oven
for this particular measurement.
6.2.2 Temperature induced atomic diffusion in two
dimensions
Figure 6.1 shows the result of transmission imaging the nano-cell with em-
phasis on the 750 nm thick channel. In the first panel we see an image taken
with a resonant laser that spans the entire field of view with the nano-cell at
room temperature. Due to the short propagation length through the vapour
the optical depth is negligible and the nano-cell appears transparent. We are
able to resolve the edges of the internal nano-channels as the light diffracts
from the borders of refractive index change (between glass and the evacuated
channel). The fringes that span the entire image are caused by the long co-
herence length of the light source enabling minor reflections at the various
optics in the systems to interfere. They are present even when the nano-cell
is removed entirely and can be removed by calibration in post production.
∗We lock to the 85Rb Fg = 3 → Fe = 2,3,4 for maximal absorption as described in
appendix A.
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(a) (b)
(c) (d)
1 mm
Figure 6.1: Transmission images of a three-chamber nano-cell at: (a) room
temperature, and (b) 260 ◦C. (c) after 10 minutes of diffusion. The purple
box highlights the 750 nm channel and the dynamic range has been enhanced
by 10x for clarity. A radial gradient is seen. (d) after 6 hours of diffusion. The
cyan box highlights the same area, now enhanced by 4x for clarity. The radial
gradient has gone and instead a gradient that corresponds to the channel
thickness is present, suggesting a uniform distribution of atoms.
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In panel b, the cell is heated to 260 ◦C and now the optical thickness is evid-
enced by the dark shadow that fills the extent of the nano-cell. With close
inspection we see that the three large rectangular channels have sequentially
darker shadows from top to bottom which corresponds to the sequential thick-
ness 500 nm, 750 nm, 1000 nm from top to bottom.
Figure 6.1c and 6.1d each show the result of the difference of two images. The
result is found by taking an image with the 780 nm laser resonant and a second
image with the laser non-resonant and subtracting it. The interference fringes
are suppressed and the edge features of the nano-cell are also missing as they
are common to both images. This isolates the change in absorption when on-
and off-resonance. In addition, the 750 nm thick channel (highlighted by the
coloured boxes) has been smoothed and the dynamic range enhanced (10x for
panel c, 4x for panel d). Figure 6.1c shows the distribution of atoms after the
nano-cell has been heated for just 10 minutes. We see that a gradient exists
in the highlighted region that appears to spread out radially from the lower
aperture of the channel (access from to the reservoir).
Figure 6.1d shows the distribution of atoms after the nano-cell has been
heated for 6 hours. The radial pattern of absorption is now gone and the
fact that the dynamic range only requires boosting by 4x suggests an overall
larger quantity of atoms compared to the case after 10 minutes of heating.
We still see a gradient in the absorption, but here it spans from left to right
with minima in each corner of the channel. This variation corresponds to
the variation in the nano-channel thickness, formed when the nano-cell is
fabricated.
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Figure 6.2: 3-dimensional ballistic simulation of atomic diffusion in a nano-
cell after various evolution times: (a) 40 ns, (b) 400 ns, (c) 4000 ns. We see
the atoms initially form a gradient distribution as they travel into the nano-
channel, but have become evenly distributed after the expected time of flight
given the size of the nano-channel and the atomic velocities. This timescale
is faster than what we observe in experiment suggesting that elastic collisions
are not occurring between the atoms and the inner surfaces of the nano-cell.
6.2.3 Ballistic modelling of atomic diffusion
Figure 6.2 shows three snap shots taken from a 3D simulation of the atom
trajectories inside the nano-cell. Each atom is modelled independently and
no atom-atom interactions or collective effects are considered. We model each
atom as a point particle initialised with a thermal velocity. Each atom is then
propagated with time steps of 10 ns. Upon collision with the internal surfaces
of the nano-cell the atoms rebound elastically. The channel has width 5 mm,
height 2.5 mm, and thickness 750 nm.
Despite the simplicity of the model, we do see that in the intermediate stage
(Figure 6.2b) we replicate the gradient seen in experiment before reaching
a uniform distribution. The simulation reaches uniformity after just 40 µs
which is considerably faster than the experimental observations. It is known
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that atoms in such an environment have an extended dwell time on the sur-
faces between successive ‘flights’. The inclusion of such dwell times in the
simulation becomes complex, however an approximation can be made in post-
production where the run time is extended by the average dwell time mul-
tiplied by the number of atom-surface collisions that have occurred in the
simulation. Given that ∼55 collisions that happen every time step, in the
4000 ns simulation shown here we have a total of ∼22000 collisions. There-
fore to match the experimental timescale of some hours, an average dwell
time of ∼ 100 µs is required. However, it can be seen that the calculation
is dependent on the number of atoms in the simulation. The lack of atom-
atom interactions means that the simulated diffusion speed should unaffected
by the atom number, yet the collision rate of atom-surface is linearly de-
pendent on the atom number. Therefore, the adding a finite dwell time per
atom-collision to scale the duration of the simulation may give an incorrect
prediction of the real system.
6.2.4 Discussion
The experimental data demonstrates that collective atomic diffusion is much
slower than the mean velocity of the individual atoms. This rules out the
possibility of elastic collisions between the atoms and the walls. The model
demonstrates that a correction can be made by introducing a finite dwell time,
whereby atoms that collide with a wall stay put for some time before entering
the vapour phase again. This dwell time was required to be ∼ 100 µs in order
to correct the time scale of the model. Additionally, the long dwell time
might suggest that the atom rethermalises and hence leaves the surface with
an entirely uncorrelated velocity vector from the one it arrived with. This
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mechanism would further reduce the diffusion rate as the atoms would now
travel laterally with motion akin to a random walk, or Levy flights. Including
such mechanisms into the model becomes challenging due to the very short
transit time, or average flight time, of individual atoms. The time of flight
is ∼ 3 ns requiring a short time step of simulation to avoid atoms going out
of bounds. However, the data suggests that the full time of the experiment
is on the scale of minutes to hours. Thus an extremely large number of total
time steps would be required for a per atom ballistic model.
An alternative method of deducing the atom dwell time (at equilibrium) is
via knowledge of the vapour density and the surface density of the atoms. for
example, if we have a vapour density of 9× 109 cm−3 at 20 ◦C, given the mean
atom speed we expect 7.5× 1013 cm−2 s−1 atoms hitting the inner surface of
the vapour cell. To maintain equilibrium, atoms must also be leaving the
surface at this rate. If we had knowledge of the number of static atoms on
the surface, the dwell time would be easily obtained. This is not the same
as the quantity of condensed atoms on the surface. If one assumes a surface
density of an atomic monolayer (∼ 4× 1014 cm−2 [65]), we would expect a
dwell time of ∼ 5 s (ratio of monolayer density to collision rate). This is
not observed in experiment, in fact little is known about the surface density
of rubidium and its evolution with temperature hence the curiosity of the
investigations in this chapter. A logical deduction is that the dwell time
would be reduced at higher temperatures. At an increased temperature, the
higher vapour pressure means that the rate of atoms colliding with the walls
would be increased and therefore the rate of atoms leaving the walls must be
similarly increased to maintain the vapour pressure. If the surface density
was unchanged this alone would lead to a reduced dwell time. However, the
equilibrium position on the phase diagram between condensed and vaporised
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rubidium has also changed suggesting that if an increased atom density exists
in the vapour phase, these atoms must have come from the condensed phase
and hence the surface density must be reduced at higher temperatures. It
then also stands to reason that LIAD experiments (as we shall soon explore)
may be more successful at lower temperatures where the surface density is
maximised and the contrast in vapour pressure would be most pronounced
by an artificial out flux of atoms from the surface made by a laser pulse.
6.3 420 nm fluorescence microscopy
For all the benefits of employing 420 nm detection that were explored in
chapter 4, we again use the same excitation and detection wavelengths here.
We can separate the 420 nm fluorescence from the two infrared lasers giving
an enhanced SNR. Additionally the dark background scheme allows us to
operate beyond the saturation intensity for a boosted signal. We demonstrate
the limit of this advantage and show evidence of an Autler-Townes splitting
induced by high laser intensity.
We use independent control of the 780 nm and 776 nm beams and the high
NA microscope objective to separate the focal spots requiring atoms to travel
laterally between the two foci to become excited. An optical Bloch equation
model predicts a spatial asymmetry in the fluorescence, however we will show
the result of increasing the spot separation does not create the expected effect
and speculate as to the cause of the resulting fluorescence image.
Finally, we co-locate the 780 nm and 776 nm in order to probe the in situ
atomic density as we probe inside a 1D atom vapour channel.
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6.3.1 Theory
We model our atom as a three-level system in which we are only able to detect
population in the highest level via the decay mechanism that produces 420 nm
fluorescence. We describe the atom with a 3x3 density matrix, ρˆ = ρij. The
diagonal elements, ρ00, ρ11, and ρ22 represent the populations of each of the
atomic levels respectively. We apply a Hamiltonian, Hˆ, to represent the two
laser fields:
Hˆ =

0 Ω780 0
Ω780 0 Ω776
0 Ω776 0
 , (6.1)
where Ω780 and Ω776 are the Rabi frequencies of the 780 nm and 776 nm lasers
respectively. We then obtain the rate of change of density by:
∂ρˆ
∂t
= i
h¯
[Hˆ, pˆ]−M, (6.2)
where M is the decay matrix allowing for spontaneous decay of the excited
states. Using the time derivative of ρˆ and multiplying by a small time step∗,
we can evolve the population of the three level atom in time.
Figure 6.3 shows the result of a three-level optical Bloch equation simulation
where the two laser spots have been separated by 10 µm. In the simulation,
an atom travels from left to right with a mean thermal velocity of 250 m s−1.
The atom sequentially passes through the 780 nm and then the 776 nm spot
and population is transferred into the 1st and 2nd excited state respectively at
each laser. The power and spatial extent of the beams use real values taken
from the experiment.
∗A compromise is needed as a large time step would reduce accuracy, but a small time
step increases simulation time. We use a step of 1× 10−11 s for the 200 ns simulation in
figure 6.3.
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Figure 6.3: Optical Bloch equation simulation for an atom passing spatially
separated laser beams. (a) 1 dimensional cross-section of the 780 nm and
776 nm laser spots as a function of time. (b) Population in each of the three-
levels in the model atom as a function of position. Note that the position and
time axis are directly related via the velocity of the atom which is taken to
be 250 m s−1, the mean thermal velocity.
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An atom initialised in the ground state (ρ0, purple line) is transferred into
the 5P state (ρ1, cyan line) by the 780 nm beam and then into the 5D state
(ρ2, red line) by the 776 nm beam. As the excitation is sequential, it is clear
that if the atom direction were reversed such that it encountered the 776 nm
whilst in the ground state, then no population can be transferred to the 5D
state. We therefore would expect from experiment that placing two displaced
beams in the configuration shown here into a layer of thermal atoms that the
resulting fluorescence emission should be non-isotropic.
Simulated Raman adiabatic passage (STIRAP) could also theoretically oc-
cur if an atom was to pass through the 776 nm beam and then the 780 nm,
provided the atomic velocity and spatial separation of the beams were suit-
able. Simulation shows that for STIRAP to occur the spatial overlap of the
two laser spots, the spot widths, the atomic velocity, and the laser intensities
have to be just right for the effect to be significant. Given the broad distribu-
tion in atomic velocities we expect that STIRAP would play an insignificant
effect in the overall fluorescence image recorded. However, even if a STIRAP
process were occurring, this would also by non-isotropic, with fluorescence
being produced along a line drawn through both laser foci. We shall see in
the data that there is no evidence for a non-isotropic sequential excitation of
atoms by STIRAP or otherwise.
6.3.2 Methodology
Figure 6.4 depicts the method by which we are able to create independent
laser foci with the two infrared beams. We use an EMCCD to create the
420 nm images in figure 6.5, but replace the camera with a photomultiplier
tube to collect spectra as seen in figure 6.6.
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Figure 6.4: Optical table diagram for 420 nm fluorescence microscopy ima-
ging. The 780 nm (red line) and 776 nm (orange line) lasers are combined on
a polarising beam splitter (PBS) such that the are co-located on the focal
plane of lens 1 (L1). The beams can be independently angled and hence the
two beams are focused onto the mirror in different positions, but with parallel
k-vectors. L2 and the microscope objective are placed to form a 4f imaging
system such that the 780 nm and 776 nm foci formed on the mirror are then
reproduced inside the nano-cell with an extreme magnification (75x in this
case). The two infrared beams can be independently positioned in the nano-
cell. 420 nm fluorescence from the nano-cell is then captured by the same
microscope objective, separated by a dichroic mirror, and imaged onto an
EMCCD. Alternatively, the EMCCD can be replaced by a photo multiplier
tube which has a faster response time and can therefore be used for 420 nm
fluorescence spectroscopy.
6.3.3 Spatially separated two-step excitation
Figure 6.5 shows a series of 420 nm fluorescence images from a 2D vapour
of thickness 750 nm at 75 ◦C. The separation of the two infrared lasers is
sequentially increased and an unexpected pattern emerges in the images.
Figure 6.5a shows co-located laser spots in the nano-cell and the result is a
dark spot (absence of fluorescence) in the centre. We attribute this to the
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Figure 6.5: 420 nm fluorescence imaging of 750 nm thick 2D vapour with
spatially separated beams. Temperature is 75 ◦C, each image has been scaled
to fit to a common intensity axis hence relative intensity is preserved. In all
four cases the locations of the foci of the two infrared beams are indicated
by black crosses, the left most is the 776 nm laser spot centre and the right
most is the 780 nm laser spot centre. (a) Laser spots are co-located. (b)
Separation = ∼ 4 µm. (c) Separation = ∼ 15 µm. (d) Separation = ∼ 20 µm.
113
6.3.3. Spatially separated two-step excitation
large intensity causing an Autler-Townes splitting of the 5P state such that
the 776 nm laser is no longer resonant with the 5P→5D transition.
With the beams separated slightly (figure 6.5b) the splitting of the 5P state
is reduced around the centre of the 776 nm beam and a large amount of
fluorescence can be seen. This can be explained simply by a large overlap of
the intensity profile of the infrared laser spots, but with insufficient intensity
to induce an Autler-Townes splitting.
As the two spots are separated further we notice a few features that provide
clues to the mechanism by which fluorescence is produced. First, the fluores-
cence is predominantly produced from the location of the 776 nm laser (left
most black cross). Second, the fluorescence appears to be isotropically dis-
tributed although the centre is shifted slightly towards the 780 nm spot (right
most black cross). Together, this suggests that fluorescence is not dominated
by atoms that travel sequentially from the 780 nm laser to the 776 nm laser
as would be expected from our optical Bloch model. Instead, it appears that
atomic diffusion is not evidenced here and that 420 nm fluorescence is being
produced by atoms anywhere in the nano-cell that has a sufficient combin-
ation of 780 nm and 776 nm laser power. This is not to suggest that atoms
are not propagating and being sequentially excited, only that this effect is
lost against the background of the more dominant process. Ultimately the
data tells us that it is the position of the atoms that determines the strength
of the fluorescence rather than their velocity. To isolate the effect of atoms
passing sequentially through the two beams in order to become excited to the
5D state, we would need significantly reduced laser intensity or more confined
optical modes such that excitation is only possible in close proximity to each
laser spot centre. The appearance of fluorescence only near the 776 nm laser
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however, does suggest that atoms are excited to the 5D state at that location
and the large radius of the fluorescence pattern does not match the rather
short laser waist of ≈ 2 µm which could suggest that fluorescence occurring
far from the 776 nm laser spot centre is due to atoms that have been ex-
cited travelling some distance before decaying. The 5D state has a lifetime of
240 ns and the mean atomic velocity is ∼ 250 m s−1 which gives a distance of
∼ 60 µm which is consistent with the data. Corrections are likely needed to
accommodate for the angular distribution of atomic velocities (not all atoms
travel parallel to the walls). To summarise, an explanation for the data we
see is that the 780 nm laser intensity is sufficient to populate the 5P state over
a large area of the nano-cell, albeit with a spatial gradient that corresponds
to the spatial mode of the light field. The 776 nm laser is only strong enough
to promote atoms to the 5D state that are very close to the spot centre and
from there the atoms have the 240 ns lifetime to propagate in all direction
before decaying or colliding with the walls (we assume that an excited atom
colliding with a wall decays non-radiatively and hence is not detected).
6.3.4 Diffusion in one dimension
By co-locating the focal spots of the infrared lasers in the nano-cell, reducing
the power to avoid the Autler-Townes splitting, and replacing the EMCCD
with a PMT, we are able to record localised 420 nm fluorescence spectra
from the nano-cell. Moreover, by using the high NA microscope objective for
focusing and collection we can select a very small probe volume to investigate
and are mostly insensitive to unwanted scattering by frequency discrimination
in detection. We employ these tactics to probe the fluorescence signal along
a 1 dimensional channel with width of 1 µm, depth of 500 nm, and length of
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Figure 6.6: (a) Bright field image of a 1D channel etched into the nano-
cell interior. Rubidium vapour is supplied from below from the 2D region
and the arrows indicate the locations where 420 nm fluorescence spectra were
recorded. The channel probed here has a width of 1 µm, depth of 500 nm, and
length of 50 µm. (b) 420 nm fluorescence spectra recorded from each of the
corresponding positions indicated by the black arrows, at room temperature.
The black curve fitted to each spectrum is a 4-Voigt model, although the 87Rb
Fg=2 transition is not present. (c) Extracted area under the curve for each
spectrum obtained from the fitted 4-Voigt model as a function of channel
position. The black line is a fitted exponential decay.
50 µm. Figure 6.6 shows the outcome.
We observe that the vapour density is not uniform along the 1D channel, but
instead decays exponentially as we probe locations further from the rubidium
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reservoir. This indicates that the structure alone is enough to strongly perturb
the steady state density and that the vapour pressure curve relied upon for
bulk vapour experiments cannot be applied to such confined geometry.
6.3.5 Discussion
Displacing the two infrared spots did not reveal evidence of sequential excit-
ation as expected. Although the effect may well be present, it is not visible
above the background fluorescence observed from atoms that effectively do
not travel significant distances laterally. One solution may be to considerably
reduce the beam powers such that the atomic populations are not driven by
any atom that is not in very close proximity to one of the infrared laser spots.
As we suggested in chapter 4, the use of 778 nm light may be of use to allow
high intensity light fields without inducing an Autler-Townes effect.
When combining the two infrared spots and investigating the atomic density
along a 1D channel, we observed a strong deviation from the vapour pressure
curve. This spectroscopic investigation, combined with the earlier transmis-
sion imaging shows that the diffusion of atoms is significantly slowed by the
internal geometry of the nano-cell. Given the great flexibility with which we
can make internal structures, it stands to reason that diffusion phenomena
could be manipulated to engineer a gradient or density of the atomic vapour
that is not possible elsewhere.
6.4 Light induced atomic desorption
The aim of this chapter has been to explore multiple ways in which the atomic
vapour density can be engineered spatially. Further opportunities arise if we
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are able to control the vapour density temporally. Heating the nano-cell or
exploiting the internal structure are slow (compared to the atom internal state
dynamics) or not changing at all. To gain temporal control we attempt to use
LIAD in the nano-cell. LIAD is a process whereby non-resonant incident light
interacts with atoms that are condensed on the inner surfaces of a vapour
chamber and promotes them into the vapour phase. As the mechanism is
light induced we are theoretically limited only by the temporal and spatial
resolution with which we can manipulate the light source, thus offering great
potential for the control of atoms in the nano-cell.
We will demonstrate one scheme of creating and detecting a LIAD response
within the nano-cell. However, we will later draw on our experience in the
other chapters of this thesis to conclude that many other flexible approaches
to LIAD and its application can be achieved due to the design of our nano-
cells.
6.4.1 Methodology
The experiments performed in this section were conducted at the Max Planck
Institute for the Physics of Light in Erlangen, Germany. The data presented
in figures 6.8 and 6.9 result from those experiments. Figure 6.7 shows the
optical setup used for our pulsed LIAD experiments. We combine a 780 nm
probe laser and a 355 nm pulsed laser with a dichroic mirror. The 780 nm
beam is partially reflected by the glass-vapour interfaces inside the nano-cell.
The retro-reflected 780 nm light is then collected by the microscope objective
and partially reflected by a glass blank before being incident on an APD.
The 355 nm laser is used to produce a LIAD response in the nano-cell and
has a pulse width of ∼ 1 ns, maximal repetition rate of 1 kHz, and maximal
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pulse energy of 42 µJ. We select the wavelength of 355 nm for a variety of
reasons, primarily the strength of the LIAD response is greater for shorter
wavelengths [139]. A further shortening of the wavelength requires optics that
are not compatible with the infrared probe lasers, nor is transmitted by the
fused silica of the nano-cell itself. Lastly, we consider the availability of lasers
in the UV/deep blue region. A 355 nm laser is readily available by doubling
and summing a 1064 nm Nd:YAG.
We choose a pulsed laser to perform LIAD such that we may resolve the
dynamics of the response in the nano-cell. We know that the time of flight
of thermal atoms across the nano-cell is ∼ 3 ns, and the excited state lifetime
for 5P is 27 ns. By operating the 355 nm laser faster than these time scales
we are able to look at the response of a single pulse rather than a long term
average effect. This is a crucial step towards creating an on-demand single
atom or array of atoms. As we have seen in chapter 5, the long term average
of our thermal system produces thermal light, hence we must operate faster
than the system dynamics to achieve true single emitter control.
Figure 6.8 shows a spectrum recorded by selective reflection for a hot (160 ° ◦C)
vapour layer in the absence of any LIAD effects. We see a dispersive shaped
response as the 780 nm probe laser is scanned across the D2 line. At room
temperature (low atom density) there would be no observable spectral sig-
nature, just a constant 3% reflection. This contrast in response between
high and low density is the signature we use to identify a LIAD event. The
maximal contrast is achieved near the 85Rb Fg = 3 → Fe = 2,3,4 resonance
and is marked with a vertical purple line. By locking the 780 nm laser to
this frequency, an increase in the atomic vapour density will be evidenced by
a reduction in the recorded reflection intensity. Additionally, any scattered
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Figure 6.7: Optical setup schematic for pulsed LIAD experiments. APD:
avalanche photodiode, GB: glass blank, DM: dichroic mirror. The 780 nm
probe beam is focused into the nano-cell by the microscope objective. The
retro-reflection from the internal surfaces of the vapour channel is partially
reflected by a glass blank and then recorded by an APD. A dichroic mirror is
used to bring the 355 nm pulses into the nano-cell coaxially with the 780 nm
beam.
light from the 355 nm pulse will contribute additional counts, thus the only
mechanism by which the recorded reflection activity can be reduced is by a
presence of atoms in the nano-cell. The measurement is limited in the same
fashion as transmission spectroscopy in that it is bright background and can
be saturated with excess power, but the background is now just a 3% re-
flection rather than the transmitted beam, which boosts contrast by ∼30x
compared to transmission spectroscopy.
To record the spectrum in figure 6.8, and for laser locking when performing
LIAD, the 780 nm probe laser is locked to a tunable high finesse cavity. The
cavity is stabilised to a wavemeter.
120
6.4.2. Observations
0-2-4-6 2 4 6
70
Detuning, ∆780/2pi, (GHz)
60
50
40
30
20
10
A
ct
iv
it
y
(k
cp
s)
Figure 6.8: Reflection spectroscopy of 2D thermal vapour at 160 ◦C, thickness
1 µm. As the 780 nm laser is scanned over the D2 line the reflection coefficient
at the glass-vapour interface changes due to the change in refractive index of
the atomic vapour. During a LIAD experiment, the 780 nm laser is locked to
the minimum of the 85Rb Fg = 3 → Fe = 2,3,4 dispersion (vertical purple
line), for maximal contrast.
6.4.2 Observations
Figure 6.9 shows a histogram of photon counts accumulated over 90,000
pulses, in a room temperature nano-cell. After the incident 355 nm pulse
at time = 0 ns the reflection signal drops to below 10 kcps, a greater contrast
than what was seen in figure 6.8. The dip indicated that the atomic density
changes from n = 1× 1010 cm−3 (room temperature steady state) to in ex-
cess of n = 1× 1015 cm−3 in a few nanoseconds following the 355 nm pulse.
The probe volume is of the order of 1 µm3 suggesting a total of ∼ 1000 atoms
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Figure 6.9: Light induced atomic desorption in 2D layer of thickness 1 µm
at room temperature. The trace shown here is a histogram of photon counts
accumulated over 90,000 separate pulsed LIAD events. The ∼ 1 ns 355 nm
pulse is incident on the nano-cell at approximately 0 ns. After the 355 nm
pulse we see that the background level of signal is reduced for a period of
∼ 100 ns before returning to the steady state level.
are promoted from the inner surfaces of the nano-cell during each 355 nm
pulse. This is consistent with the response reported by Petrov [142]. The
surface density of condensed rubidium reported by Kitagami [65] is again
consistent with the quantity of atoms available to be released to the vapour
phase.
The large number of repeated pulses is a requirement set by the temporal
resolution of the histogram (such that each bin is well populated) and the
maximum sustained activity that can be achieved on the APD∗.
∗For example, say we wish to have 100 photons per bin (such that error is
√
100 = 10
per bin), and timing resolution of 1 ns. At the maximum activity of the APD (1 MHz) a
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6.4.3 Discussion
Figure 6.9 also shows that the reflection intensity does not return to normal
levels until ∼ 100 ns after the 355 nm pulse. The cause of this long time
scale is not presently known. The transit time of ∼ 3 ns would suggest that
the atoms created by LIAD are either not travelling between the walls and
adsorbing again on contact, do not have a typical thermal velocity, or are
perhaps diffusing laterally out of the detection area and hence have a longer
time of interaction with the 780 nm probe beam. By fitting an exponential
to the tail of the LIAD dip (30− 100 ns) we extract a time constant of 13 ns
which is much longer than the transit time between walls, but shorter than any
excited state lifetime, suggesting that some other mechanism is responsible.
Additionally, the origin of the double dip structure is not known. Further ex-
perimentation and modelling is required to understand the many mechanisms
at play when performing pulsed LIAD in a nano-cell.
6.5 Conclusion and outlook
In this chapter we have explored some means to manipulate the atomic dens-
ity of a thermal vapour. To have a greater degree of control over the number,
position, and velocity of individual atoms offers the possibility of creating
scalable quantum devices that rely on the atom-light interaction. We have
demonstrated passive control by changing the atomic density with novel in-
ternal structure and geometry. Thermal diffusion and temperature gradients
single shot of the experiment would register an average bin population of 0.001 photons.
Thus we require 100,000 experimental shots to achieve a significant bin population, and
hence overcome the shot noise.
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have been seen to cause a density gradient. Lastly, we used LIAD to show a
fast and localised control of the atom number in the nano-cell.
We propose that LIAD offers the most promising avenue of exploration for ma-
nipulating the atom density. This is due to the fact that light is more readily
controlled and localised than temperature or internal etched structures. We
suggest that alternative detection methods, for example two-photon TIRF,
could offer a more sensitive and reliable detection scheme for future LIAD
work. Boosting the signal strength and the reducing the number of pulse
events required to populate a histogram would also reduce the risk of surface
depletion.
We speculate that localised heating may still have potential for use in the
nano-cell. Delivery of localised heat may be achieved with a focused CO2
laser, but is limited by the thickness of the glass. Alternatively, heated plas-
monic nano-particles to boost vapour pressure [147] have been demonstrated
and such nano-particles could be included in the fabrication of future nano-
cells.
We have demonstrated the fabrication of alkali nanocells with very small
internal geometry. The goal of the work is to progress towards individual
atom control with the potential to isolate a single atom in such a nano-cell.
This could be used, for example, as a single emitter or scaled to an array
of emitters. Either by lattice structure of the nano-cell internal geometry or
by structured LIAD light beams, one could produce a switchable on-demand
array of single atoms.
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Summary and Outlook
In this thesis we have shown that the design and production of a new type
of alkali vapour nano-cell could allow advancements in the study of atomic
physics. We have demonstrated a number of both fundamental and applied
studies. We have shown experimental data and computational models that
indicate the limits of our understanding, further highlighting how our nano-
cells open up new questions for atomic systems. We will now provide a
recommendation for the future lines of studies for each diverging path of
research and ultimately how these may combine to produce new quantum
technology.
7.1 Spectroscopy
As demonstrated in chapter 2 & 4, the lineshape of the atomic resonances tell
us a great deal about the behaviour of atoms as individuals and as a collective.
Information about the velocity distribution and excited state lifetimes can be
inferred from the spectral profile. Within the nano-cell environment we also
encounter the effects of the atom-surface interaction which effectively gives
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some positional information about the atoms. Furthermore, by using the
TIRF method we can enhance our sensitivity to the atoms closest to the sur-
face as well as performing velocity selective measurements. When expanding
the spectroscopy work to include 2-photon excitation we saw some novel fea-
tures, and also benefited from Doppler cancellation of the counter propagating
beams. As has been done in other atomic systems, we propose that careful
modelling of the fluorescence spectra will reveal detailed information about
the spatial and velocity distribution of the atoms within the nano-cell and
other nano-scale geometries that are yet to be produced in the platform. The
most promising advancement is to use 778 nm photons to perform a single
colour 2-photon excitation in rubidium, as described in the outlook section of
chapter 4. By separating the multiple phenomena observed in figure 4.4 we
stand a better chance of understanding and modelling the atomic response
and therefore extracting useful information.
It is postulated that a repulsive interaction may exist between certain alkali
metals and dielectric materials [107]. This may be manifested in the spectral
signature as a strong asymmetry to the blue side of resonance. If found, such
an effect could be used to ‘trap’ atoms between the close internal surfaces
of the nano-cell thus enhancing the interaction time and potentially altering
diffusion.
7.2 Temporal correlations
Chapter 5 explored the photon statistics of light coming from atoms fluores-
cing in the nano-cell. We initially hoped that the low temperature and low
detection volume would result in the collection of light from very few emit-
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ters (ideally 1), and thus we would see anti-bunched light. However, we saw
thermal light in all cases and this was most likely due to the timescales by
which atoms enter and leave our detection volume being much faster that the
rate at which photons can be extracted from a single emitter. Nevertheless,
a study of the photon statistics gives us information about the dynamics of
the system at very short timescales, which is typically unavailable in spec-
troscopic methods due to the required integration times (for spectra). We
propose that the photon statistics should be continually monitored in all
cases as the implementation is relatively easy and compatible with the other
optical techniques used.
Additionally, we will soon combine the sections of this thesis to propose a
viable method to achieve single atom control in the nano-cell. Temporal
correlations will be necessary evidence to confirm that a single atom has been
isolated.
7.3 Light induced atomic desorption
Of the work done to document and understand diffusion of atoms in chapter 6,
LIAD offers the most potential for manipulating the atomic density. Being the
most flexible in terms of time scale and spatial extent, the control of the atoms
via non-resonant light is a vast improvement over control via temperature.
Further work is needed to quantify the LIAD response and adoption of the
sensitive detection techniques used in the other chapters should be useful for
this.
It has been reported that at low intensities that LIAD behaves in an analogous
way to the photoelectric effect [78]. It then stands to reason that with a
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precise control of the LIAD effect a single atom could be liberated from the
surface on demand. Perhaps a greater understanding of the LIAD effect could
also be used to prevent atoms from sticking to the surfaces at all. This could
act as a trapping mechanism whereby the atoms are continually repelled away
from the inner surfaces of the nano-cell.
Ultimately, the highest contrast when performing a LIAD experiment comes
from having a low background vapour pressure such that an atomic response
is only observed from the desorbed atoms. As such, cryogenic cooling of the
nano-cell may allow us to explore a system where there are no spontaneously
occurring atoms, and only those stimulated into the vapour phase by LIAD
are available for interaction with a light field. This could lead to a switchable
on-demand optical response, in effect a photon-photon interaction mediated
though an atomic ensemble.
7.4 Internal structure design advancements
The core of the thesis is the nano-cell design. We have seen a number of
scientific results and suggested future works to be done using them. The ex-
isting structures already show the promise of new findings. However, there is
no reason that the nano-cell design should not continue in its development.
Internal structures can be elaborated and the fabrication method is also com-
patible with the growth of waveguiding materials. Even within the confines
of the current fabrication methods, we propose new structures that might
realise scalable quantum atomic systems.
Figure 7.1 shows structures made in the latest generation of nano-cells with
the inclusion of ‘0D’ pockets. The pockets are small volumes of ∼ 1 µm in
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50 µm
Figure 7.1: Image of ‘0D’ structures in the nano-cell. In the latest genera-
tion of nano-cells, the thinnest channels include a series of chambers. These
chambers can be fabricated such that all dimensions are less than λ. We refer
to this as zero-dimensional. It is a clear extension then that a 2D lattice
may also be fabricated. Per-site resolution and addressing these pockets in-
dividually will be a new challenge for the experiment, but the robust nature
of thermal vapour cells, and specifically our own nano-cells, makes the route
still more simple than cold atom counter parts. One could reasonably predict
that this platform could be modified to produce an array of pockets with each
pocket containing a single atom and in which neighbours may communicate
by exchanging photons. We propose our nano-cell to be a novel platform for
quantum information protocols.
all three dimensions, placed at intervals along a 1D channel. All the length
scales here are customisable and so chains of atom pockets or 2D lattices can
be made. Work has yet to be done inside such structures, but we propose
that with LIAD and induced diffusion, the sites could be populated with
atoms. Additionally, the vapour pressure of each pocket could be controlled
individually with LIAD with per-site resolution of the desorbing laser light.
Thus an array of coupled quantum emitters could be made possible for the
first in the domain of thermal alkali vapours.
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7.5 On-demand atomic lattice
Combining all the elements of this thesis to a single applied goal could result in
a controlled lattice of quantum emitters. By etching a pattern of ‘0D’ pockets
into the nano-cell we achieve the essential backbone of the lattice structure.
Spontaneous and stimulated diffusion by heat or by LIAD could be used to
fill the pockets with atoms from the reservoir. Each pocket would have some
equilibrium of atoms condensed onto the inner surfaces (i.e. unavailable for
interaction) and in the vapour phase (i.e. available for interaction). Spectro-
scopy would confirm the occupancy of the sites and provide insight into the
spatial and velocity distribution of the atoms within. Finally, precise control
of the occupancy of each site could be adjusted using the LIAD effect. This
would result in an array of quantum emitters in which the site occupancy
could be changed during the operation of the lattice, a feature not present in
cold atom systems.
Considerations could also be made for the material used, as the dielectric
response plays an important role in the behaviour of atoms near a surface.
Additionally, light guiding modes could be added between sights by the de-
position of high refractive index material. Such structures are commonplace
in guided light experiments, although we have not yet attempted to grow
them specifically in our nano-cells.
7.6 Closing remarks
In summary, we have designed and developed a new generation of atomic
vapour nano-cells. We have demonstrated numerous areas where the design
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allows us to study fundamental physics and reveal novel phenomena. Using
spectroscopy we have shown how the greater optical access allows us to use
TIRF, in order to be highly sensitive to atom-surface interactions. Previously
unseen structure in the fluorescence spectra gives us new information about
the spatial and velocity distributions of the atoms. Temporal correlation of
the fluorescent light has shown us the quantum nature of the light and hence
the atomic system from which it originated. We have speculated as to the
cause of the observed trends as a function of laser intensity and atomic vapour
pressure. Finally, we showed how the diffusion of atoms within the nano-cell
is modified by the very nature of the environment and how the density could
be manipulated and controlled with LIAD.
We believe that our new nano-cell design demonstrates a significant advance-
ment of the atomic physics research field, by opening multiple avenues of
investigation and offering a promising platform for quantum technologies.
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780 nm laser calibration,
normalisation, and locking
In the laboratory our detectors are not typically able to detect the frequency
of the recorded light. Photodiodes return a voltage, photon counters give
TTL pulses, and EMCCDs return an accumulated charge, and all of these
devices return these signals as a function of time. Therefore, a degree of post-
processing is necessary to convert the raw recorded data into a more universal
format, namely the frequency domain. This is done with an atomic frequency
reference where well-documented (and narrow) spectral features are produced
that allow a conversion from the time domain of the detector recordings into
the frequency domain of the laser. It is also necessary to compensate for the
power drift of the laser whereby the output beam power depends on the lasing
wavelength and hence varies across a typical 2pi × 10 GHz scan range.
In this appendix we will show the optical table setup used that allows a
number of key operational modes. We will use saturated spectroscopy as the
frequency reference when producing spectra by scanning a laser. Transmission
spectroscopy is used to normalise the laser output power. Finally, the same
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Figure A.1: M: Mirror, PBS: Polarising beam splitter, λ/2: half-wave plate,
λ/4: quarter-wave plate. Partial optical table diagram showing the external
cavity diode laser (ECDL) and frequency reference (for rubidium D2 line). A
75 mm natural abundance rubidium vapour cell is probed by a weak fraction
of the laser beam. The operation of the setup can be changed by the inclu-
sion/exclusion of beam blocks at sites marked ‘a’ and ‘b’. With both blocks
present, we record transmission spectroscopy; with beam block at ‘a’ removed
we see saturated absorption spectroscopy by optically pumping the vapour.
By removing both beam blocks we obtain an error signal that can be used to
lock the laser.
setup can be used to frequency stabilise (lock) the 780 nm laser.
Figure A.1 shows the optical table setup for the frequency reference section
of the experiment. The half-wave plate before the vapour cell prepares the
probe beam with a 45° linear polarisation. The addition or removal of beam
blocks at the locations ‘a’ and ‘b’ in the figure allow the frequency reference to
act in different ways depending on the required purpose. With a beam block
present at both ‘a’ and ‘b’, we reduce the system to a single beam and single
photodiode and are able to record a transmission spectrum from the 75 mm
vapour cell. If the beam block at ‘a’ is removed, then the vapour is pumped by
the counter-propagating beam and we observe a saturated-absorption spec-
trum that can be used for fine resolution frequency calibration. By removing
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the beam block at ‘b’ we independently record the transmission of the two
orthogonal light polarisation modes through the vapour. By taking the dif-
ference, we are then sensitive to the dichroism of the vapour. The presence
of the quarter-wave plate in the counter-propagating pump beam induces a
dichroism in the vapour by optical hyperfine pumping. The dichroism pro-
duces a sharp error signal that can be used in a feedback loop to stabilise the
laser to the atomic signal (laser locking).
A.1 Power normalisation
Figure A.2 shows how the laser power drift can be compensated by extra-
polating a polynomial fit to the off-resonant parts of the spectrum. The
laser is scanned across the D2 line and we observe the characteristic Doppler-
broadened absorption lines of each of the two ground states and of each of
the two isotopes. We also observe that the entire trace is on a sloping back-
ground and this caused by a common occurrence in ECDL systems whereby
the laser output power varies as the lasing frequency is scanned. This is easily
compensated for in post-production. We select the non-resonant portions of
the trace (highlighted in cyan) and fit a 5th order polynomial∗ (grey line) that
approximates the transmission in the absence of any atoms. We then divide
the original data set by the fitted polynomial and we recover the trace plotted
in Figure A.2b. We note that this single point-to-point re-normalisation is
only valid is the photodiode response is zero in the absence of any laser light.
The normalisation can also be applied in an identical way to a saturated
spectroscopy trace.
∗The exact form of the power drift is not known, a polynomial is chosen for simplicity
and the order is made sufficiently high to make a reasonable fit.
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Figure A.2: (a) Transmission spectroscopy (purple line) of a 75 mm Rb va-
pour cell at room temperature, polynomial fit (grey line) is made to the off
resonant sections (cyan) of the trace. (b) same data after division by the
fitted polynomial.
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Figure A.3: A close-up of the 87Rb Fg=1 ground state transmission (purple
line) whilst the vapour is optically pumped by a counter-propagating beam of
the same frequency. Three resonances (solids cyan lines) and three crossovers
(dashed cyan lines) appear as narrow transmission peaks within the Doppler-
broadened absorption dip due to the presence of the pump beam. These
narrow resonances can be used as a frequency reference (see text for detail).
A normalisation has been applied to the transmission axis.
A.2 Frequency calibration
The laser is scanned with a triangle profile across the Rb D2 line. Atoms with
a specific velocity class will be resonant with both the ‘probe’ and ‘pump’
beams at certain laser detunings. When the frequency condition is met and
the atom is driven by both beams, there is an increased transmission of the
probe beam due to a depletion of the ground state by optical pumping. This
is manifested by 6 sub-Doppler width transmission peaks appearing inside
the Doppler-broadened absorption dip. Three of these peaks are due to the
condition whereby a stationary atom is resonant with both ‘probe’ and ‘pump’
beams, the other three are called crossover resonances and occur at each of the
halfway points between resonances. The crossover resonances occur when the
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laser is detuned between resonances. Atoms with the correct velocity class will
see a red-shifted ‘probe’ beam and blue-shifted ‘pump’ beam (or vice versa)
and can be optically pumped, producing an increased transmission. In the
example shown here, only 5 of the peaks are identifiable but the signature
spacing of the transitions allows us to deduce where the 6th must lie. By
identifying the spacings between features that are exact doubles of each other
we can infer which transitions are resonances (solid cyan lines) and which are
crossovers (dashed cyan lines). The known frequencies of these transitions can
be found in the literature and we thus arrive at a set of points that allows us
to convert from the time domain of the laser scan into the frequency domain.
Similar features can be identified in all four of the ground state absorption dips
to create a total of 24 frequency reference points across the laser scan range.
One might assume that just 2 points are necessary to convert from one linear
scale (oscilloscope time base) to another (laser frequency) but this is only
true when the conversion is linear, which is typically not the case. Using the
24 reference points we can reconstruct a polynomial fit between the observed
and expected locations of the sub-Doppler features. With this, we are able
to compensate for the mild non-linearity present in the laser scan. Further
accuracy can be obtained by using a Fabry-Pérot etalon with a convenient free
spectral range (e.g. ∼ 200 MHz). The transmission peaks of the etalon will
be evenly spaced in frequency and can be used as a ruler to linearise the time
axis. A more crude frequency calibration can be performed by simply using
the transmission minima of the Doppler-broadened transmission spectroscopy
trace as four reference points.
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Figure A.4: A trace showing a typical laser lock signal generated via polarisa-
tion spectroscopy. Typically we lock to the 85Rb Fg = 3 → Fe = 2,3,4 error
signal (located near 0 ms) as it is the strongest transition, thus producing a
more stable lock but also inducing the most activity in the atoms when the
laser is used in experiment. The dichroism in the vapour is revealed by taking
the difference between two photodiode signals that each record the transmis-
sion of the vapour for the orthogonal polarisation modes of the light. The
high power used for optical pumping of the medium exaggerates the sizes of
the lock features. However, this causes a power broadening that mixes the
hyperfine levels of the 5P state such that each ground state produces just
a signal locking point. The frequency precision is compromised in favour of
stability. We achieve a gradient of 3 kV s−1 (∼ 4 mV kHz−1). We find that
the D2 line lock is stable for days and is not typically the limiting factor for
integration time in the experiment.
A.3 Locking
Figure A.4 shows the locking signal produced by the 780 nm atomic reference.
We observe just a single zero crossing for each of the hyperfine ground states
rather than the expected 12 (three hyperfine excited levels accessible from
each ground state). This is due to the excess power used to optically pump
the vapour, inducing a power broadening of the error signals into each other.
We therefore do not resolve the separate excited state hyperfine levels, but
the benefit is a larger and more stable (i.e. total time spent locked) lock.
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776 nm laser calibration and
locking
Adding a 776 nm laser allows us to perform excited state spectroscopy on,
and obtain fluorescence from, the 5D5/2 state. As with the 780 nm laser, we
must frequency calibrate the 776 nm laser and this is also done with an atomic
reference.
Figure B.1 shows the experimental setup used to produce an EIT reference
trace and also to lock the 776 nm laser. The setup is very similar to the
polarisation spectroscopy lock used on the D2 line to lock the 780 nm, with
a few subtle differences. We now begin with a 780 nm laser locked to the
85Rb Fg = 3→ Fe = 2,3,4 transition and use this to probe the heated atomic
vapour. The same vapour is optically pumped with a strong circularly po-
larised 776 nm beam that induces a dichroism in the vapour. The dichroism
is observed as an optical rotation which is detected by the differencing pho-
todiode, similarly to the 780 nm system. The 776 nm laser is scanned over
the 5P3/2 → 5D5/2 resonance and although one should expect a separate er-
ror signal for each hyperfine level, the excess power used here broadens the
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Figure B.1: BD: Beam dump, GB: Glass blank, IF: Interference filter, L:
Lens, M: Mirror, PBS: Polarising beam splitter, λ/2: half-wave plate, λ/4:
quarter-wave plate. Diagram showing the optical table setup used to create an
error signal for locking the 776 nm laser, and to produce an atomic frequency
reference for performing two-photon TIRF measurements. The cell is heated
to increase the vapour pressure and therefore size of the atomic signal.
lines such that a single error signal is observed. This is the same compromise
made with the 780 nm polarisation spectroscopy lock where signal strength is
gained at the expense of frequency stability. However, the robustness of the
lock is paramount for long integration times and hence the method is accep-
ted. By including the beam block at ‘a’, we reduce the setup to transmission
spectroscopy with an EIT feature created by the 780 nm beam.
When recording fluorescence spectra of the 5D5/2 state, we use an EIT refer-
ence trace as shown in figure B.2 to measure the offset detuning of the free
running 776 nm laser. The familiar transmission spectroscopy trace is pro-
duced by scanning the 780 nm laser across the D2 line, but additional EIT
features appear due the presence of the counter-propagating 776 nm laser.
We define the detuning of the 776 nm laser, ∆776, as the position of the EIT
window within the 85Rb F=3 ground state (at ∆780 = −1.2 GHz), taken rel-
ative to the centre of the Doppler-broadened absorption dip. The example in
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Figure B.2: (a) EIT reference spectrum used to measure the detuning of the
776 nm laser. (b) 420 nm fluorescence spectrum from two-photon TIRF setup
recorded on analogue PMT.
figure B.2 shows that the EIT window is centred on the Doppler-broadened
feature for the 85Rb F=3 ground state, which defines ∆776 = 0 GHz. Note
that the EIT window for each ground state transition is not centred to its
respective absorption window. This is due to the hyperfine selection rules
constraining the accessible F levels in the 5P and 5D manifold. Figure B.2b
shows a 420 nm fluorescence spectrum from two-photon TIRF setup recorded
on analogue PMT. We see a strong asymmetry of the lines which is explored
further in section 4.3.
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778 nm laser calibration
Figure C.1 shows the optical setup used to create a 778 nm frequency ref-
erence. The counter-propagating geometry creates a Doppler-free excitation
of the 5D5/2 state where the separate hyperfine levels can be resolved [69].
With appropriate electronics and feedback, a stable laser lock could be real-
ised. The level of 420 nm fluorescence coming from the cell could be used as
a feedback signal for stabilising the laser frequency.
Figure C.1 shows the optical table setup used to create a frequency refer-
ence and to identify the single frequency two photon resonance at 778 nm.
This wavelength makes it possible to excite directly from 5S1/2 to 5D5/2.
The 778 nm beam is delivered via fiber and divided using a half-wave plate
and PBS. The reflected port of the PBS is then focused through a heated
2 mm vapour cell and retro-reflected by a plane mirror. The retro-reflection
is mode-matched to the first pass beam by ensuring a good coupling back
up the optical fiber. This is achieved by optimal placement of the two lenses
and the plane mirror inclination. The 778 nm light can drive a two photon
transition from 5S1/2 to 5D5/2 and from there the atoms may decay via 6P3/2
and produce blue fluorescence which is detected by a PMT. The transmitted
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C. 778 nm laser calibration
Experiment
Beam
Dump
λ/2
PBSLLM
PMT
L
420 nm
Hot 2mm
Rb Cell FC
Figure C.1: FC: fiber coupler, L: lens, M: mirror, PBS: polarising beam
splitter, PMT: photomultiplier tube, λ/2: half-wave plate. Table diagram of
the optical system used to make a 778 nm frequency reference. The use of
the optical fiber is non-essential but helps to ensure a single spatial mode of
the laser and provides a mechanism for aligning the system by re-coupling
the retro-reflected beam.
port of the PBS is delivered to the experiment, hence a trade-off must be
made between useful power to the experiment and power used to create the
atomic frequency reference. Instead, using a heated vapour cell produces a
stronger fluorescence signal, requiring less laser power. In theory, the pres-
ence of the beam dump should not be necessary as no polarisation mode of
the light should be able to exit through the right side of the PBS. However,
it is good practice to account for the non-ideal polarisation state of the light
and the non-perfect performance of the PBS. The double-pass configuration
creates a Doppler-free absorption as the velocity of any given atom induces
an equal redshift and blueshift on each beam. The resonance condition to
excite to the 5D5/2 state is met for all atomic velocities provided the laser
centre frequency is matched to the atomic transition.
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