Abstract. We determine the parameter values for the seismic moment-frequency relation using Flinn-Engdahl's regionalization of global seismicity and the Harvard centroid-moment tensor data. The earthquake size distribution is approximated by the gamma law: a version of the Gutenberg-Richter distribution with an exponential taper at the maximum moment. There is no statistically significant variation of the fJ value (the analog of the b value) for all seismic regions except for the midocean ridge systems. For the latter regions fJ = 0.93, whereas for all other zones fJ = 0.63.
Introduction
This paper investigates regional variations in the size distribution of worldwide shallow earthquakes. Herein the scalar seismic moment M is used as a descriptor of size; for comparison with previous investigations, the moment magnitude m is used can be transformed into a power law (Pareto) distribution for the scalar seismic moment with the density 2 m= 3lgM -6,
where 19 = log10. Our symbols differ from the traditional ones to avoid a cumbersome concatenation of subscripts and superscripts and to simplify the notation. In this paper, the moment is measured in newton meters (N m). The earthquake size distribution is usually described by the Gutenberg-Richter magnitude-frequency law IgN(m) = a -bm, (2) where N(m) is the number of earthquakes with magnitude ~ m, and b ~ 1. The Gutenberg-Richter relation Copyright 1997 by the American Geophysical Union.
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0148-0227/97/96JB-03386$09.00 ¢>(M) = j3Mf M-1 -{3 for Mt ~ M < 00, (3) where Mt is the lower moment threshold, and b = 1.5,8 (see (1) and (2)).
Simple considerations of seismic moment finiteness or deformational energy, available for an earthquake generation [Wyss, 1973; KnopofJ and Kagan, 1977] , require that the Pareto relation be modified at the large size end of the moment scale. The distribution tail must have a decay stronger than M-1-{3 with j3 > 1. This problem is generally solved by introducing an additional parameter called the "maximum moment" (Mmax) into the distribution. Anderson and Luco [1983] propose truncation at Mmax of either the cumulative distribution, or its density (the first derivative), or the second derivative of the distribution. Kagan [1993 Kagan [ , 1994 uses the gamma law, a version of the Gutenberg-Richter distribution with an exponential roll-off at large moments, to describe earthquake size distribution. The gamma distribution has a probability density
where C is a normalizing coefficient and Mxg is a max-2835 imum moment parameter. Contrary to other representations for the maximum moment Mmax [Anderson and Luco, 1983; Kagan, 1993] , Mxg has a different meaning here: whereas Mmax represents a "hard" limit (that is, no earthquake can be larger than Mmax), the latter is a "soft" limit. Hence, in the gamma distribution, some earthquakes may have the moment M > Mxg.
From (4), the density value is lower by a factor of e for M = Mxg compared to the Pareto law. Thus, although an occasional observation of a very large earthquake with moment M necessitates the Mxg value reappraisal, it does not force us to take Mxg ~ M.
Many researchers have studied regional variations of the b value using various magnitude data (see, for example, Utsu [1971] , Hattori [1974] , and Kronrod [1984] ). Utsu [1971, p. 396] compares the b values for 15 groups of the seismic regions defined by Gutenberg and Richter [1954] . Using the F distribution to compare all group pairs, Utsu [1971] finds that the null hypothesis (all groups have the same value ofthe b parameter), cannot be decisively rejected. However, Hattori [1974] and Kronrod [1984] point to statistically significant variations in the b value among various tectonic regions. The spatial variability of the b values can be caused by systematic errors in magnitude determination [see Utsu, 1971, p. 390; Kagan, 1991] . The dependence of the b value on the type of magnitude used and the saturation of all the magnitude scales are among the most important features which bias the b value estimation [see Wyss, 1973] . Thus we need to repeat similar studies using seismic moment data for which the above deficiencies are nonexistent or at least significantly smaller.
Relatively few statistical studies have explored how the maximum magnitude of earthquakes varies regionally [see review by Youngs and Coppersmith, 1989] . Standard statistical methods are unreliable, since the magnitude saturation mimics a bend of the magnitudefrequency curve due to the finite size of the maximum earthquake. Most attempts have been based on observations of the maximum magnitude mmax in geologically homogeneous regions [McGuire, 1993; Johnston, 1989 Johnston, , 1994 . However, different mmax estimates in such regions can be caused by different seismic activity levels in tectonically diverse areas. Even in the regions with the highest seismic rate, it is unclear whether the largest possible earthquake has occurred during a relatively short period of historic and instrumental observations. Moreover, evaluating possible errors in the mmax estimates quantitatively is difficult.
Another method for determining mmax is based on correlating magnitudes with a geologically defined length of faults or fault segments (see, for example, Nishenko [1991] ' Wesnousky [1994] , and references therein). However, many large previous earthquakes occur on unrecognized faults. For instance, even in California, where earthquake faults have been extensively studied, several large events (like the 1952 Kern County m=7.5 earthquake, or the 1992 Landers m=7.3 earthquake) have not been anticipated. Even for earthquakes on well-known faults, that is, the San-Andreas fault system in California, the total linear extent of the maximum rupture in one event is not clear. In other seismic regions, tectonic faults are even less well known than in California; thus it is necessary to predict the maximum possible earthquake using other methods.
The availability of catalogs of seismic moment solutions again provides a unique opportunity to investigate the maximum magnitude distribution in various tectonic regions. To do this, we use the hypothesis of the conservation of the seismic moment, that is, the tectonic deformation rate which can be estimated by using modern geodetic and geologic measurements should be matched by the total deformation from earthquakes. The moment conservation hypothesis is used by the characteristic earthquake model [Nishenko, 1991; Wesnousky, 1994] . Anderson and Luco [1983] and Kagan [1993] proposed to use a truncated Gutenberg-Richter relation or a gamma distribution to calculate the seismic moment rate, and, by comparing it with a tectonic deformation rate, estimate the maximum moment.
Applying the moment conservation model depends crucially on how much the tectonic deformation is expressed through a seismic displacement. Davies and Brune [1971] find that the slip rate calculated from seismicity for 31 Gutenberg and Richter's [1954] zones agrees within a factor of 2 with the tectonic deformation rate. Ekstrom and England [1989] also compare these rates for several collision and subduction regions and find that large earthquakes account for between 30 and 60% of the tectonic deformation rate. In comparison, Davies and Brune [19711 and Ekstrom and England [1989] use the summation seismic moments of known earthquakes. This procedure should only yield a lower bound for the total seismic rate because most of seismic deformation is released only by the largest earthquakes [Kagan, 1993] that are unlikely to be found in relatively short catalogs available for most regions. However, if a very large earthquake occurs in a region, the moment summation would lead to significantly overestimating the total seismic rate [Davies and Brune, 1971] .
Several researchers recently investigated the global earthquake size distribution Frohlich and Davis, 1993; Okal and Romanowicz, 1994] , using the Harvard centroidmoment tensor catalog [Dziewonski et al., 1994] . Since the obtained parameter estimates can vary due to random factors, it is necessary to test whether observed differences in parameter values are statistically significant. Except for ' no statistical error analysis has been attempted in the above publications. Kagan [1994] points out possible biases in the standard error determination by .
The least square estimate of fJ violates major requirements for a statistical evaluation of distribution parameters: the estimate is in general biased [Utsu, 1971, pp. 386-387] , and its standard deviation could be as small as zero (if all the points are on a straight line). However, the small variance is misleading since it contradicts the standard deviation value for the optimal (efficient) statistical estimate, u (3 ~ f3 / y'n, where n is the number of earthquakes. No statistical estimate can have a smaller variance than the efficient estimate obtained by the maximum likelihood method.
Although Frohlich and Davis [1993) investigate regional variations for the (3 vaiue, their analysis is based on a narrow range of seismiC moment [see Okal and Romanowicz, 1994) . Earthquakes at the lower range limit may not be uniformly sampled in the catalog.
In this work we analyze the regional variation (or lack thereof) for three parameters characterizing a shallow earthquake occurrence: a mUltiplicative rate a (equivalent to the a value in (2)), a "(3 value" , and a maximum moment Mxg. These parameters are necessary to estimate seismic risk. Kagan and Jackson [1994) use the assumption of f3 and Mxg global stability based on a preliminary statistical analysis of these parameters. They develop a method for estimating a long-term probability of large earthquakes for arbitrary seismic regions. The lack of a parameter variation may also have important implications for any physiCal theory of earthquake generation [Kagan, 1994) .
Below we determine a and (3 for various seismic provinces, using standard statistical techniques. However, the determination of Mxg cannot be carried out for earthquake size distribution, except for global averages [Kagan, 1994; Cornell, 1994) . To evaluate the maximum moment, we compare a with the tectonic deformation rate calculated for seismiC regions using the NUVEL-1 tectoniC plate motion model [DeMets et al., 1990) .
Data
We study the earthquake size distribution for the global catalog of moment tensor inversions compiled by the Harvard group [Dziewonski etal., 1994) . The catalog contains 12,660 solutions in the period from 1977' to June 30, 1995. These solutions have been obtained by the same inversion technique, so we should not expect systematic variations of the moment level due to change in processing methods. However, the configuration of the network evolves, especially in the early years [Ekstrom and Dziewonski, 1988] . To test a possible nonuniformity of the catalog, we compare the numbers of shallow (depth limits 0-70 km) events in about 1 year time intervals (Figure 1 ) throughout the catalog's time span. Whereas the curve for m ~ 5.6 exhibits an obvious temporal trend, especially in the first 2000 days, similar curves for m ~ 5.8 and m ~ 6.0 are reasonably uniform in time. We also compare moment-frequency relations for the first versus the second half of the catalog. The shallow earthquakes with m ~ 5.6 are grossly undersampled in the first half of the catalog time span; the difference exceeds the standard error even for the events in the magnitude range 5.6 ~ m ~ 5.9. Such comparison indicates that the counts for the shallow events may be incomplete even up to m = 6.0. The alternative explanation for these temporal trends is slow long-term variations in seismicity. On the basis of these results, the catalog is essentially complete beginning with m ~ 5.8, although caution should be exercised when interpreting the data in the 5.8 ~ m ~ 6.0 range. We carry out our analysis using both magnitude thresholds: 5.8 and 6.0 (see below). Ogata and Katsura [1993) point out that if events smaller than a threshold level are removed from a sample, the information available in the original catalogs decreases. They propose a maximum likelihood technique to obtain parameter values of the magnitude-frequency law, as well as a quantitative description of the size . Therefore we must ensure that estimates of size in these regions. For example, if regional boundaries distribution parameters are not biased by the random have been defined by using earthquake catalogs (even fluctuations of numbers of earthquakes below and near in an indirect way), the resulting earthquake size disthe threshold level in a catalog. To simplify the inves-tribution may be influenced in a way which is difficult tigations, we delete all events below the cutoff moment to account for. For example, one can draw boundaries from the final catalog.
of a zone to include all of the large earthquakes in a N. Asia 0 region. The earthquake size distribution would be different from that of the whole region -small earthquakes would be underrepresented in the sample. However, if earthquake data are collected after the region boundaries are selected, no such bias exists. Kagan and Jackson [1995, Figure 7 ] compared earthquake size distribution in the zones specified by Nishenko [1991] before and after 1989, the year of Nishenko's regionalization of the circum-Pacific belt. These distributions are significantly different, possibly because of the selection effect. The difference demonstrates the danger of using seismic data for drawing zone boundaries. Flinn-Engdahl's [Flinn et al., 1974 ] regionalization based on the seismic zones defined by Gutenberg and Richter [1954] satisfies the absence of a bias requirement: its creation predates the beginning of the Harvard catalog. Although the seismic data before 1973 have been used in the regionalization, the Harvard catalog list is statistically independent from Flinn-Engdahl's boundaries, thus the size distribution in its zones should be unbiased by selection. There are 50 seismic regions in Flinn-Engdahl's scheme listed in Table 1 . We classify the regions into five broad categories (classes) according to the tectonic deformation style prevalent in each zone: "Subduction zones," "Collision zones," "Intracontinental zones," "Midocean ridges," and "Others", that is, the seismic regions with mixed deformation.
Figure 2 displays cumulative histograms for the scalar seismic moment of four seismic region classes. All the curves display a scale-invariant segment (linear in the log-log plot) for small and intermediate values of the seismic moment. At large M, the curves are bent downward. The deficit of very strong earthquakes results from the finiteness of the seismic moment flux [Knopoff and Kagan, 1977] . The coefficient (3 must be greater than 1.0 as M -t 00 to satisfy the above requirement.
We obtain maps of the log likelihood function for several zone classes (Figure 3 ). The likelihood functions in Figure 3 have been normalized so that their maximum is 3.0. Wilks [1962, chap. 13.8] shows that the log likelihood is distributed for a large number of events as ! X 2 (2) (chi-square distribution with 2 degrees of freedom, corresponding to two parameters in (4)). The 95% confidence level corresponds to the contour value 0.0. The contours are almost elliptical only for subduction zones ( Figure 3a) FE, Flinn-Engdahl seismic region; n, the number of shallow (depth limit 0-70 km) events;
Seismic moment M and moment rate M are measured in N m and N mlyr, respectively. 
.. ). Such limits correspond to the 95% confidence area. These values resemble those obtained for the full catalog of shallow events [Kagan, 1993 [Kagan, , 1994 , which is to be expected since subduction earthquakes dominate global seismicity .
The log likelihood contours for other classes are far from being elliptical. Therefore the likelihood function is not quadratic and the standard methods for its analysis are not applicable. The 95% contours are open toward m xg -+ 00 in Figures 3b-3d . This means that only the lower limit for the maximum moment can be derived from the moment statistical distribution. The f3 estimate at the maximum of the likelihood function (shown by the letter "H" in the plots) differs from that corresponding to the conditional maximum of the likelihood function in Figures 3b and 3c at mxg -1 00. The distribution curves for these classes in Figure 2 are sufficiently convex, so that the best f3 estimate would significantly differ if we used (3) instead of (4) to approximate the distribution. The 95% contour for continents covers the value of f3 = 0; this means that both the pure exponential and the pure power law distributions for the seismic moment could acceptably approximate intracontinental data. Such a result is due to the few earthquakes in these regions (see Table 1 ) [see Cornell, 1994] . quakes, where one event (the November 30, 1983, Chagos Archipelago earthquake) strongly deviates from the rest of the distribution. Estimates of the scalar seismic moment for this earthquake obtained by the Harvard group [Dziewonski et al., 1994) and by Sipkin [1986] differ considerably: M = 4.05 X lO20 (m = 7.74) versus M = 1.06 X lO20 N m (m = 7.35). If we exclude this earthquake from the sample, the likelihood function changes significantly (see Figures 3d and 3e ): The 95% contour extends to the values of (3 = 2/3, that is, the (3 value being compatible with the results for other region
In Figure 2 , we display the approximation of experimental curves by the gamma distribution, using the values of (3 and Mxg corresponding to the maximum of the likelihood functions in Figure 3 . The curves demonstrate that earthquake size data are reasonably well approximated by the gamma distribution. The largest discrepancy is seen for the midocean ridge earth-classes. The maximum moment estimate for Figure 3e is Mxg = 10 19 . 2 -10 20 . 8 N m at the 95% confidence level.
To determine (3 for most seismic zones, we employ a different strategy: We exclude from consideration the earthquakes close to M xg , that is, in the interval where the log-moment-frequency plot becomes nonlinear (see Figure 2 ). The size distribution in the moment range 10 17 . 7 -10 20 . 7 (magnitude range is 5.8-7.8) is approximated by the Pareto distribution truncated at both ends. To obtain estimates of (3 and its standard errors {1f3, the maximum likelihood procedure [Deemer and Votaw, 1955] is employed. The values of (3 ± uf3 are listed in Table 1 for all regions and region categories having a number of events greater or equal to 5.
Let us first compare (3 values for zone classes. The (3 value for all subduction zones agrees with that obtained by fitting the curve in Figure 2 (see above). Ta (5) is distributed for a large number of events (n > 30) according to a normal distribution with a standard deviation of 1. This means, for example, that if the absolute value of z exceeds 1.96, the hypothesis that both (3 values belong to the same population should be rejected at the 95% confidence level. The z value in (5) indicates approximately the parameter difference for the smaller number of events (n < 30). We determine z for all pairs of classes in Table 1 . The parameter z is larger than 2.0 only for pairs involving the midocean ridges seismicity; typically z> 4, signifying that ridge earthquakes have a significantly different size distribution than other events do. Okal and Romanowicz [1994, Figure 4 ] obtained a similar result. For convenience, we refer below to these two separate groups of earthquakes as "Ridge" and "Continental" (or "Nonridge") events.
To test additionally the robustness of the results [see Okal and Romanowicz, 1994] (Figure 4 ) for both halves of the catalog are similar, with the largest difference again in the midocean events. The two-parameter likelihood functions are similar for both parts of the catalog. However, for ridge earthquakes, the contours for the second half are similar to Figure 3e , whereas the plot for the first part resembles that of Figure 3d , again demonstrating the influence of the 1983 Chagos earthquake (see above). Table 1 ). The class averages intersect almost all 
i=l where Table 2 generally agree with the results of the more heuristic analysis discussed above. The null hypothesis is not rejected at the 5% level for the Collision and Intracontinental zones. Its rejection for the Subduction and Other zones is caused by two regions: Guam-Japan 18 and New Zealand 11. If these regions were removed from consideration, the ~ value would change to 3.9 and 14%, for the Subduction and Other classes, respectively. Similarly, rejecting the null hypothesis for the Continental regions is not caused by the different (3 estimates in any particular categories, since the ~ value becomes 6.2% if we remove only one region (Guam-Japan) from the set. Because we use a truncated power law to approximate the earthquake moment distribution, the (3 estimate should have a higher variance than a similar estimate for a nontruncated histogram [Deemer and Votaw, 1955] . Hence the tests based on S statistics are more stringent than those shown in Figure 5 : their results should be considered as a lower-bound estimate.
Pacheco et al. [1992] and Okal and Romanowicz [1994] argue that the (3 value increases over the magnitude range 5.5-8.0. They attribute this change to the finite thickness W of a seismogenic crust. The momentfrequency diagrams seem to corroborate this view: The curves in general are convex. However, we need to distinguish between the curve bend caused by the maximum moment saturation, perhaps due to limitation of the earthquake rupture length I, and the (3 value increase due to the fault width W limits [Kagan, 1994] . Whereas the maximum moment is required by the energy (or the seismic moment) conservation principle [KnopojJ and Kagan, 1977] , the W saturation is based on geometrical arguments which lack similar authority and are subject to different interpretations [Romanowicz and Rundle, 1993; Romanowicz, 1994; Scholz, 1994a,b; Pegler and Das, 1996] . Therefore, in studying the (3 change due to the fault thickness saturation, we need to exclude the largest earthquakes (see above).
To see whether earthquakes in the magnitude range 5.8-7.8 exhibit any nonlinearity due to fault width saturation Okal and Romanowicz, 1994] , we subdivide the catalog into two subsets with a magnitude boundary limit me' The (3 values are determined for two subcatalogs with the magnitude range from 5.8 to me and from ine to 7.8. The Zm value (see (5)) is calculated to test for a statistically significant difference between the (3 values. We use me = 6.3,6.8, and 7.3. The result for me = 6.8 is displayed in Table 1. One needs to exercise caution in interpreting these results. If f3 is significantly higher for the second subcatalog, the total number of events may be too low for the parameter determination. Hence Zm would not be determined, and the result may be biased; that is, the (3 listed in Table 1 indicates an increase in (3, whereas f3 actually decreases for the latter case. The cause of the (3 value decrease is obvious from Figure 2 : a distribution "bump" at about 10 20 N m and larger, corresponding to the magnitude value of 7.3. These results confirm the conclusion by Kagan [1994] : There is no statistically significant evidence for the (3 value change in the magnitude interval 5.8-7.8. If the effect of the finite width exists, it is concealed in the size distribution roll-off around the maximum magnitude, 8.0-9.0. Thus the reported increase of the (3 value at the large moment end of the distribution is caused by saturation due to a finite size of tectonic plates. Using the terminology of Okal and Romanowicz [1994] , we see the I but not the W saturation in moment-frequency plots.
Maximum Moment Earthquake
To evaluate the maximum moment for individual zones and region categories other than the subduction zones, we use the relation between the seismic moment rate and the earthquake size distribution [Kagan, 1993, equations 12-14] . We calculate the maximum magnitude for the gamma distribution as 2
[ .
(l:::f)
where r is a gamma function, at is the yearly number of events above the threshold level (a = n / IlT, To evaluate the seismic moment rate for a region, we need to know the tectonic deformation rate U, the plate boundary length L, the width of the seismogenic fault zone W, and the shear modulus J.L (10) [Davies and Brune, 1971; see also Wesnousky, 1994] . The above formula assumes that all the tectonic deformation is released by earthquakes. We take J.L = 3 X 10 10 Pa, measure L using global seismicity maps and maps of Flinn-Engdahl's zones, and determine the deformation rate for several points on the plate boundaries using the NUVEL-l plate motion model [DeMets et al., 1990] . For the width of the seismic zone W, we take 30 km for subduction zones, 20 km for collision zones, and 7.5 km for midocean ridges [see Okal and Romanowicz, 1994] .
To calculate if, U has been determined for 2-6 points in each of the seismic regions, and the seismic moment rate is integrated using (10 Johnston, 1994) .
The standard deviation for a can be calculated assuming the Poisson distribution of the earthquake numbers in a zone: Such an assumption reasonably approximates large earthquake occurrence when the number of aftershocks is relatively small. Hence U a = va. (13) Statistical tests of the distribution for earthquake numbers show that (13) underestimates the standard variation of a by 30 to 50% (that is, approximately by .;2). The bias is clearly connected with the presence of aftershock sequences in the catalog. Thus we take
There is a bias in a evaluation due to errors in the determination of the scalar seismic moment [Molchan and Podgaetskaya, 1973, p. 47; Tinti and Mulargia, 1985, p. 1690; Pisarenko et al., 1996, equation 32) . This systematic error causes a shift of the a estimate toward larger values, due to the symmetry of the error distribution, more weak earthquakes have their magnitude increased than vice versa. This error does not influence the estimate of the (3 value. Using (9) and appropriate formulas from the above papers, we obtain the following expression for the maximum magnitude bias
ge where u(m) is an error in the moment magnitude estimate, taken 0.2 [Kagan and Jackson, 1995) . If we assume that b = 1, the maximum magnitude correction is +0.09. We apply this correction to all entries in Table 1, the last column, except for the ridge earthquakes. In principle, the u(m) error can also influence the determination of the maximum magnitude by the maximum likelihood (Figure 3) , the magnitude of the systematic error is more difficult to estimate, but the simulations by Tinti and Mulargia [1985, p. 1697) suggest that it is close to zero.
It is more difficult to estimate the standard deviation for the seismic moment rate. If the plate boundaries deform aseismically, (9) gives only the upper bound for ma:g. Each of the multiplicands in (10) has its own uncertainty; for example, the width of the seismogenic layer, W, is known approximately for the intracontinental and subduction regions on the basis of aftershock depth distribution. The depth distribution is usually unknown for the midocean ridges. Judging from the W selection by various researchers Okal and Romanowicz, 1994; Johnston, 1994) , the W accuracy is of the order of a factor 1.5. Even if plate motion calculations are exact within a few percent [DeMets et al., 1990; , the diffuse character of the plate boundaries and seismicity makes it difficult to evaluate Land U with sufficient accuracy. The variation of the f..J, value is not known either [Johnston, 1994) . Therefore a rough minimum estimate for u(lg1\![) = 0.15.
The standard deviation (1m is calculated as
The formula indicates that a is usually controlled by (fm (lgM), which is calculated using a formula analogous to (12) .
If the number of earthquakes in a zone is less than 17 (assuming (3 = 2/3), the first term in the right-hand part of (15) is comparable to the second term. The standard error (15) is shown in Table 1 and displayed in Figure 6 in a format like that of Figure 5 . In these calculations, we assume that (3 is 0.93 for the midocean ridges and 0.63 for the rest of the world. Comparing m xg for various regions shows that the difference between individual subduction zones is statistically insignificant. Moreover, the mzg estimates for collision zones are also compatible with the hypothesis that the maximum moment magnitude has a universal value mxg ~ 8.5 for all these regions.
The m xg values for the midocean ridges clearly differ from those obtained for the subduction and collision zones. The m xg values for the ridges are implausibly high; (9) yields physically impossible maximum moment values in these cases. Why does it happen? (1) In general, as (3 --t 1.0, all the formulas for the seismic moment rate become unstable, since for (3 = 1.0, the seismic rate integral diverges at M = 0, whereas for (3 > 1 the integral converges at M ---+ 00. Hence we need to specify a minimum instead of a maximum moment [Knopoff and Kagan, 1977, p. 5648) . (2) The thickness of the seismogenic zone can be smaller than 7.5 km assumed above [see Solomon and Burr, 1979] . If we decrease the thickness by a factor of 2, the ma:g value decreases by about 3.0. A large change in ma:g value is explained by (3 being close to 1.0 for the ridge zones (see (9». (3) It is quite possible that much ofthe tectonic deformation in the midocean ridges does not produce regular earthquakes. According to the NUVEL-1 model [DeMets et al., 1990] , the tectonic deformation at midocean ridges is an extension, whereas most earthquakes occur at transform faults and have a strikeslip mechanism (see below). This discrepancy suggests that the major part of tectonic deformation is not released by earthquakes [Davies and Brune, 1971 ). If we 11,---,----,----,----,----,----.---,----,----.--- To test whether tectonic deformation style differs in midocean ridge zones, we use only strike-slip earthquakes to determine the moment distribution parameters. We take any earthquake which is rotated no more than 20° from a pure strike-slip focal mechanism [Kagan and Jackson, 1994 ] as a strike-slip event. The numbers of such earthquakes demonstrate how fundamentally different ridge earthquakes are from other zones: We count 244, 34, 5, 230, and 48 earthquakes, respectively, in region classes listed in Table 1 . Whereas the numbers of strike-slip earthquakes constitute 10-15% of the total for the Continental and Other zone classes, more than half (58%) of the ridge events have a strikeslip mechanism. As before, the likelihood function plots for the strike-slip events resemble (taking into account a smaller number of events) Figure 3 diagrams for all classes except the ridge earthquakes, where the function contours are close to those of Figure 3e , that is, demonstrating that f3 = 2/3 and mxg ~ 7.0 are consistent with the data.
If we change the value of (3 from 0.93 to 0.63 (see above), m xg using (9) for the ridge earthquakes becomes 8.70 ± 0.28, that is, comparable to that for the Continental events. As discussed in the previous section and above, there are several possible reasons why ridge earthquakes have a significantly different size distribution. However, relatively small numbers of reliably registered events in these zones prevent us from solving this problem.
If the value of the maximum moment is significantly smaller for ridge earthquakes than for all other events, our assumptions in calculating the j3 value displayed in Table 1 need revision. If the power law part of the distribution is much smaller than the interval m xg = 5.8 -7.8 used in the (3 determination (see above), then the (3 is overestimated.
The mxg value for all the subduction zones in Table 1 (m;g = 8.60±0.27) agrees with that obtained using the likelihood function displayed in Figure 3a (m~g = 8.30±0.17). When comparing these values, the following two factors need to be considered: (1) the statistical estimate for m~g for the Harvard catalog may be too low due to relatively low seismic activity during the last 18.5 years [Kagan, 1994] , and (2) the maximum moment calculated by (9) may be too high since not all of the tectonic deformation is released by earthquakes. However, if we take these estimates at their face value, they demonstrate that there is no statistically significant difference between the maximum moments obtained by the two methods. This suggests that most, if not all, tectonic deformation in subduction zones is released by earthquakes.
We can roughly estimate the probability of two maximum moment values differing by a factor of about 8 (f:lm = m~g -m~g = 0.6), corresponding to the seismic/tectonic moment rate ratio of 50% (see (1) and (9». However, this difference is obscured by random errors. The difference between the two estimates of the max-imum magnitude is distributed as a Gaussian variable with the standard error calculated similarly to (15). We obtain
Hence the probability is 17%; that is, the ~m value we found (0.3) is consistent with both of the following hypotheses: (1) all tectonic deformation is released by earthquakes, and (2) only 50% of tectonic rate is released seismically. However, if we increase the width of the seismic zone W for subduction zones to 50 km, the estimates of m;g would increase by 0.44. The comparison of statistical m~g and tectonic m;g maximum magnitude estimates, using (5), would make the z value statistically significant at the 5% level. This would suggest that slightly less than half the tectonic deformation is released by earthquakes.
To test the robustness of the results, we repeat all the calculations for (3 and mxg using the magnitude threshold 6. There is practically no difference between these results and those corresponding to mt = 5.8. Of course, the standard errors increase by about 25% in the former case.
In the calculations of m xg above, we fix the value of (3. What happens if we allow (3 to float, that is, take the (3 value estimate from Table I ? If (3 ~ 1, (9) is inapplicable. We have performed the computations of mxg for the cases when (3 < 1 and the number of events in a zone is larger than 100. For all the zones and zone categories satisfying the above criteria, estimates of the maximum magnitude are similar to the values listed in Table 1 . The value of the standard deviation is usually higher by a factor of 2 or more, compared to that shown in Table 1 . The increase of (J is especially large when the (3 value approaches 1.0. This can be easily explained by performing the (3 differentiation shown in (11).
Comparison With Johnston's and Cornell's Results
Cornell [1994] and Johnston [1994] analyze in detail the size distribution for earthquakes in stable continental regions (SCR), as well as the global earthquake data, and obtain results which differ from those discussed in this paper. Johnston [1994] subdivides the global seismicity into six broad tectonic categories: plate boundaries, extended SCR (continental rift zones and passive plate boundaries), young oceanic intraplate, old oceanic intraplate, nonextended SCR (continental shields and platforms), and active continental regions. In particular, the following results by Cornell [1994] and Johnston [1994] seem to contradict the stability of the (3 and m xg values described above.
1. In Table 4 -7 by Johnston [1994] , the (3 values for eight out of nine stable continental regions do not show statistically significant variations; however, the North American plate has a significantly smaller (3 value than the other regions. In addition, the combined extended SCR has a significantly smaller parameter (3 value than all the nonextended SCR does.
2. Cornell [1994] suggests, on purely statistical grounds, that the extended SCR have a significantly higher mmax than the nonextended SCR.
3. The maximum magnitude for six global tectonic categories varies and is proportional to the tectonic deformation rate [Johnston, 1994, Figure 4-12] .
Several reasons can account for such discrepancy in results:
1. Cornell [1994] and Johnston [1994] analyze a historic catalog of earthquakes in SCR which has been extensively reviewed with a moment magnitude assigned to each event. Their worldwide analysis is based mostly on catalog compilation. The Harvard catalog surpasses both these data sets in accuracy and homogeneity of coverage.
2. Zone categories and their boundaries are defined differently in this study than by Johnston [1994] : His "plate boundaries" include "Subduction zones" and "Midocean ridge zones" from Table 1 , whereas his active intraplate continental regions are only approximately equivalent to "Collision zones." In Table 1 , three of Johnston's [1994] continental categories are combined into one class (intracontinental zones). Since there are no deformation data for intracontinental zones available at present (Johnston, 1994] , one cannot, using the techniques of this paper, determine the m xg value for these zones.
3. Selection bias can affect the assignment of a region to a certain tectonic category and definition of the region's boundaries can be influenced by available seismicity data. These biases can modify both {3 and mmax values in the work by Johnston [1994] and Cornell [1994] . We partially avoid this bias by using Flinn-Engdahl's [Flinn et al., 1974] regionalization which is statistically independent of new seismic data (the Harvard catalog), although assigning Flinn-Engdahl's seismic regions to tectonic categories still is subjective.
4. Cornell [1994, equation 5-1] and Johnston [1994, equation 4-12] use a truncated exponential distribution (equivalent to Kagan [1993, equation 13] ) to approximate the magnitude-frequency relation. This distribution does not allow any formal statistical estimate of mmax to be smaller than the actually observed maximum earthquake [Kagan, 1993; Cornell, 1994] . The gamma law allows such estimates; thus, for example, the m xg value in Table 1 for all the subduction zones (8.6 ± 0.3) can be smaller that the maximum observed event (the Chile earthquake of 1960 with m R:: 9.5), since m ~ 9.5 has a low but nonzero probability for the gamma distribution. With such a correction, the difference in the mmax values between plate boundaries and "active continental regions" in Figure 4 -12 by Johnston [1994] disappears.
5. Since the mmax entries in Figure 4 -12 by Johnston [1994] are the maximum values for observed earthquakes, the dependence of mmax on the strain rate could be caused by statistical sampling effects. The seismicity level depends on the tectonic deformation rate: Since the observation span is approximately the same for all categories, the size of earthquake catalogs for each tectonic region should be proportional to its strain rate. Thus, even if earthquakes have the same size distribution, one should expect that larger samples would yield, on average, a larger observed extreme event. Moreover, according to the truncated exponential distribution, the observed maximum earthquake defines only the lower limit for the mrnax estimate; statistically the upper limit can be defined only for the subduction events. Thus the entries other than subduction regions in Figure 4 -12 by Johnston [1994] should have their confidence limits open toward large magnitudes, and the regression line in the diagram is only one of several possible interpretations of this data set.
Discussion
Statistical analysis of the size distribution for shallow world wide earthquakes indicates that two separate populations of earthquakes have significantly different statistical properties: midocean ridge events and earthquakes on the continents and their boundaries. For nonridge earthquakes, the (3 value is 0.63 and the maximum magnitude is about 8.6. For ridge events, the maximum magnitude cannot be determined by the methods employed in this study. It is possible that we observe only the exponentially decaying part of the size distribution for these earthquakes. This would explain a large estimate of (3 (0.93). This conjecture would imply that the ridge (3 value is close to that of the Continental earthquakes, but their m xg is significantly lower than 8.5. The maximum magnitude is possibly from 7.0 to 8.0. The Gutenberg-Richter relation with b ;:::: 1 is observed for seismic events in a very broad range of magnitudes. However, the maximum earthquakes should depend on the size of the volume available for brittle fracture. Thus the hypothesis m xg = 7 -8 for ridge events seems plausible. There are two separate types of ridge earthquakes: transform strike-slip events and normal faulting earthquakes [Solomon and Burr, 1979) ; these groups of earthquakes may have different momentfrequency properties. By selecting earthquakes in large Flinn-Engdahl zones, we create a mixture of two distributions, thus, if the maximum moment varies for these two populations of events, the estimates of (3 and m xg may be biased. A more detailed study of midocean ridge earthquakes is needed to solve this problem.
A second major result is that no statistically significant variation of the (3 and m xg parameters occurs in seismic nonridge regions. Contrary to many observations of the b value spatial non uniformity, derived by using various earthquake magnitudes, the (3 parameter, which describes the scalar seismic moment distribution, displays remarkable stability over all the Continental regions and separately over the midocean ridges. Although results of Bartlett's test of the (3 uniformity (see above) are less convincing, they also suggest that the f3 value variation is caused by random errors possibly connected with insufficient knowledge of the Earth's structure. There is no consistent and statistically significant variation of the (3 parameter in the Continental regions.
Comparing the (3 values in Table 1 and Figure 5 suggests that the parameter variation should not exceed 0.05 -0.07 within the earthquake population. Okal and Romanowicz' [1994J results imply that the (3 value does not depend on the focal mechanism type either, supporting the idea that (3 has a universal value [Kagan, 1994) .
The maximum moment can be determined only for some of the rigid plate boundaries; both methods, statistical and based on conservation of seismic moment, yield the same m xg values for subduction earthquakes. The m xg estimates in Table 1 and Figure 6 indicate that the maximum moment magnitude also has the same value: 8.0-9.0 for the subduction and continental collision zones. It does not necessarily mean that mxg values are exactly the same for these regions; we simply cannot distinguish possible inhomogeneities in the maximum earthquake distribution with presently available data and interpretation techniques. Table 1 and Figure 6 suggest that the m xg values for individual subduction and continental collision zones can vary from 7.5 to about 9.8 within the 95% confidence limits. However, there is no obvious pattern to connect this variation with different tectonic plates or geographical regions. These variations of m xg would be even greater, had we subdivided the Earth into smaller seismic zones with fewer earthquakes in each region. If we combine the regions into zone classes, the variation decreases (Table 1) because more earthquakes are available to evaluate m xg • Unless some persuasive model of the maximum moment variation is proposed and confirmed by data analysis, we should consider the m xg value differences as the result of random fluctuations and experimental errors. Similar arguments can be proposed regarding the (3 value fluctuations.
The m xg values imply that the maximum earthquake length lxg is of the order of 300 to 500 km [Scholz, 1994a; Pegler and Das, 1996) , the length significantly exceeding the width of a seismogenic zone. The only distance scale which comes close to lxg ;:::: 500 km is the thickness of the upper mantle. Is it possible that the mechanical and geometrical properties of the upper mantle control the size of the largest earthquakes? If this conjecture is true, m xg should depend on the thickness W of a seismogenic crust, and we should expect the largest earthquakes in the subduction zones where the width W is at maximum. If we calculate the maximum magnitude for different categories of tectonic regions, using lxg = 500 km, f.L = 3 X 1010 Pa, an average seismic slip 12.5 m, and width W, as specified below (10), we obtain m xg = 8.5,8.4 and 8.1 for subduction, collision, and midocean ridge zones, respectively. These values do not contradict the maximum magnitude estimates obtained from Figure 3 . If we assume that intracontinental earthquakes have properties similar to the collision events, the value for maximum magnitude should be m xg = 8.4 for these shocks.
Two factors prevent us from establishing the maximum moment values for intracontinental regions, employing the techniques used in this study: (1) too few earthquakes occur in these regions, and (2) there is little information on deformation rates for intracontinental regions. Johnston and Kanter [1990] , Johnston [1989, 1994] , and Johnston [1996] list several very large earthquakes in stable continental regions, the most spectacular ofthese being the 1811-1812 sequence of m ~ 8 New Madrid earthquakes. It would be natural to assume that maximum earthquakes in intracontinental regions are similar in size to those observed in collision or subduction zones. If, for example, the deformation rate is 0.1 mm/yr, over 1 million years 100 m of total displacement should be released either by aseismic slip or by earthquakes. If all or a significant part of the deformation is released seismically, no a priori constraint prevents some of these earthquakes from being in the magnitude range 8.0 to 9.0.
The estimates of the maximum moment obtained above may seem excessive since earthquakes with m=8.5-9.0 have only been observed during historic/instrumental periods spanning several hundred years in very few regions. However, the extrapolation of the magnitude-frequency relation indicates that the recurrence time of earthquakes m ~ 8.5 is 46.4 years for the most active subduction zones (we use n = 200 for m ~ 5.8 in 18.5 years time span, f3 = 2/3, and the Gutenberg-Richter law in this example). If we use the gamma distribution with ma:g = 8.5 for such an extrapolation, the return time is increased by a factor of about 9 [Kagan, 1993] , that is, to 416 years. On the basis of these calculations, it seems unlikely that even the most active subduction zones experience earthquakes approaching or exceeding ma:g in historic time. The time intervals should be increased by a factor of 10 for less active subduction and collision zones (n ~ 20). According to Johnston [1994] , stable intracontinental regions have tectonic seismicity levels hundreds to thousands times lower than subduction zones. Thus the recurrence time for the strongest earthquakes (such as m ~ 8.5) should be from 10 4 to 10 6 years.
The equality or near equality of the maximum moment for the Continental earthquakes has implications for the characteristic earthquake model [Wesnousky, 1994, and references therein] . That hypothesis assigns a specific maximum possible earthquake which ruptures through the total length of the fault to every fault or a fault segment. The characteristic magnitude value thus depends on the length of a fault segment and is typically in the range 6.5-7.5. The ma:g values calculated in this work are significantly higher, of the order 8.0-9.0 for almost all the zones studied, implying that the strongest earthquakes rupture through several large segments of one fault or through several faults. Table 1 testifies that the ma:g values obtained by (3) are similar for the subduction and continental collision zones and correspond to the global value, determined by statistical analysis [Kagan, 1994] . Similarly, for southern California, comparing the tectonic deformation rate with the earthquake history of the last 150 years implies the same value for m xg [Kagan, 1994] . A similar result is obtained by Anderson and Luco [1983, pp. 488-489] for California. The characteristic hypothesis which presumes that ma:g changes drastically even within relatively small regions becomes less credible [Jackson, 1996] .
Many current techniques for earthquake hazard assessment [McGuire, 1993] are based on the hypothesis that maximum magnitude significantly varies over the continental seismic zones. This assumption has never been critically and rigorously tested [Kagan and Jackson, 1994; Jackson, 1996] , and there are many regions of supposedly low seismic risk that were shaken by very large earthquakes.
Statistical analysis of the seismic moment-frequency relation using global data indicates that the gamma distribution describes well the behavior of earthquakes worldwide, with only the multiplicative rate parameter a showing significant variations. The stability of two major parameters of the size distribution should have important consequences for both seismic risk evaluation and the physical theory of earthquakes. For example, if f3 and ma:g have universal values in the Continental regions, we can calculate seismic activity a only from geodetic deformation measurements. This is especially important for the less seismically active regions, where earthquake history is insufficient to draw seismic risk conclusions [Johnston, 1994] .
Conclusions
Parameters for the earthquake size distribution and their standard errors have been determined by the maximum likelihood procedure for the Harvard catalog. The results can be summarized as follows:
1. Worldwide shallow earthquakes can be subdivided into two populations, occurring at the midocean ridges and on or near the continental boundaries.
2. The parameter f3 (the analog of b values for the Gutenberg-Richter law) has a universal value 0.63 for all continents and their boundaries.
3. There is no statistically significant variation in Ma:g for subduction and continent collision zones: We conjecture that the maximum moment has the same universal value (10 21 -2 X 10 22 N m) for all continents and their boundaries.
4. Available data for the midocean ridge earthquakes are insufficient to determine reliably the parameters of the moment-frequency relation. There are two possibilities: either f3 ~ 0.93 and the value of the maximum moment is uncertain, or f3 = 2/3 and the maximum moment is of the order 10 20 N m.
