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A B S T R A C T 
In this paper we investigate whether conventional text categorization methods may suffice to infer dif-
ferent verbal intelligence levels. This research goal relies on the hypothesis that the vocabulary that 
speakers make use of reflects their verbal intelligence levels. Automatic verbal intelligence estimation 
of users in a spoken language dialog system may be useful when defining an optimal dialog strategy 
by improving its adaptation capabilities. The work is based on a corpus containing descriptions (i.e. 
monologs) of a short film by test persons yielding different educational backgrounds and the verbal intel-
ligence scores of the speakers. First, a one-way analysis of variance was performed to compare the mono-
logs with the film transcription and to demonstrate that there are differences in the vocabulary used by 
the test persons yielding different verbal intelligence levels. Then, for the classification task, the mono-
logs were represented as feature vectors using the classical TF-IDF weighting scheme. The Naive Bayes, 
/c-nearest neighbors and Rocchio classifiers were tested. In this paper we describe and compare these 
classification approaches, define the optimal classification parameters and discuss the classification 
results obtained. 
1. Introduction 
Next-generation spoken language dialog systems (SLDSs), devel-
oped to provide users with required information and/or to help them 
to accomplish certain goals, are expected to be able to deal with dif-
ficult tasks and react to a wide range of situations and problems. 
They should help users to feel free and comfortable when interacting 
with them. Moreover, they should also be user-friendly and easy to 
use. Including aspects of adaptation to users into SLDS may help to 
increase the systems' communicative competences and influence 
on their acceptability (Fig. 1). Next-generation SLDS may change 
the level of dialog depending on users' experience. For example, a 
spoken dialog system aimed at providing guidance and support for 
the installation of some software may try to estimate whether the 
user is an expert or a novice in this field. Based on this information 
suitable words and explanations may be generated. These explana-
tions may be very detailed and without specific vocabulary for a 
non-experienced user; in contrast, for an expert, the system may 
provide only a sequence of important steps or inform about more dif-
ficult operations. From the beginning of the dialog, SLDS may analyse 
the user's speech, behavior and requests and also the existing diffi-
culties. When deciding on the best response to a user, the dialog 
manager may change words and sentence structures based on the 
information about cognitive processes. Its responses may become 
more helpful and the user-friendliness of the system may be im-
proved. For this purpose it is necessary to identify differences in 
language use of people yielding different educational background 
and abilities to analyse situations and to solve problems. 
The ability to use language for accomplishing certain goals is 
called verbal intelligence (VI) (Cianciolo & Sternberg, 2004; Goe-
thals, Sorenson, & Burns, 2004). In other words, verbal intelligence 
is "the ability to analyse information and to solve problems using 
language-based reasoning" (Logsdon, 2011). Automatic verbal 
intelligence estimation may help dialog systems to choose the level 
of communication and be more simple, useful and effective. 
Fig. 2 explains the adaptation process of spoken dialog systems 
based on verbal intelligence estimation in more detail. When talk-
ing to the system, all j spoken utterances of a user are analysed for 
the verbal intelligence determination. This means that the intelli-
gence level is re-estimated at each turn based on features extracted 
from the new spoken utterances and from all the phrases which 
were pronounced at the previous turns. In Fig. 2 the SLDS has three 
different dialog scenarios corresponding to users yielding a higher, 
an average and a lower verbal intelligence. At the beginning of the 
dialog, the systems uses scenarios corresponding to users yielding 
an average verbal intelligence. At the following turns, the system 
might switch to alternative dialog scenarios. 
The automatic estimation of users' verbal intelligence may help 
SLDS to more effectively control the flow of the dialogs, engage 
users in the interaction and be more attentive to human needs 
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and preferences. For training machine learning algorithms, we need 
to know a maximum number of language features that reflect dif-
ferences in language use of people yielding different verbal intelli-
gence. In this work we investigate to which extent the vocabulary of 
test persons reflect their levels of verbal intelligence when they all 
describe the same event and explain their thoughts and feelings 
about it. The investigation is based on a corpus containing descrip-
tions of a short film along with the corresponding intelligence 
scores of the speakers (Zablotskaya, Walter, & Minker, 2010). 
The paper is structured as follows. In Section 2 we describe the 
corpus which was used for the experimental research. Section 3 
describes our primary efforts at defining film related features 
which could be useful for distinguishing test persons yielding dif-
ferent verbal intelligence. Section 4 describes typical TF-IDF ap-
proaches and explains the details of the feature selection process 
for the monologs. In Section 5 we describe and compare the Naive 
Bayes, fe-nearest neighbors and Rocchio classifiers. Classification 
results are presented and discussed in Section 6. Finally, Section 
7 presents conclusions and future work. 
2. Corpus description 
For the data acquisition in Zablotskaya et al. (2010), a short film 
was shown to German native speakers. It described an experiment 
on how long people could stay without sleep. The test persons 
were asked to imagine that they met an old friend and wanted to 
tell him about this film. Our goal was to record everyday speech 
when talking to relatives and friends. This corpus, described in 
Zablotskaya et al. (2010), consists of 56 descriptions (3, 5 h of audio 
data) of a short film (i.e. monologs). 
The test persons were also asked to participate in the verbal 
part of the Hamburg Wechsler Intelligence Test for Adults (HAWIE) 
(Wechsler, 1982). According to Wechsler, intelligence is "the global 
capacity of a person to act purposefully, to think rationally, and to 
deal effectively with his environment" (Wechsler, 1939). The ver-
bal part consists of the following subtests: 
• Information: this subtest measures general knowledge and 
includes questions about history, geography, literatures, etc. 
For example, What is the capital of Italy? 
• Comprehension: test persons are asked to solve different practi-
cal problems and explain some social situations. For example, 
What would you do if you lost your way in a forest? 
• Digit Span: test persons are asked to repeat increasingly longer 
strings of numbers forward and then backward; the subtest 
measures short-term memory. 
• Arithmetic: test persons are asked to solve some arithmetic prob-
lems given in a story-telling way; the subtest measures their con-
centration and computational ability. For example, How many 
rolls you can buy if you have 36 cents and one roll costs 4 cents? 
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Fig. 3. Verbal part of the hamburg wechsler intelligence test for adults. 
• Similarities: test persons are asked to find a similarity between a 
pair of words. For example, Please find a similarity between 
"wood" and "alcohol"? 
• Vocabulary: test persons are asked to explain increasingly more 
difficult words using their vocabulary. For example, What does 
"to creep" mean? 
Raw scores of each test person on the verbal test are based on 
the correct answers (Fig. 3). The raw scores are then converted into 
"Scaled Scores" using special tables (Wechsler, 1982). The Scaled 
Scores vary between 0 and 16 and may be used to compare the per-
formance of the participants. The sum of the scaled scores and the 
age of a test person are used to estimate the corresponding verbal 
intelligence score. 
Overall, 56 test persons yielding different educational levels 
were tested, therefore 56 monologs about the same topic were col-
lected. All the monologs and the film were transcribed according to 
the transcription standards by Mergenthaler (1996). 
3. Modelling verbal intelligence by using film derived features 
To analyse the vocabulary of people yielding different verbal 
intelligence when describing the same event, at first we decided 
to compare the monologs with the film transcription. Fig. 4 shows 
excerpts from the film and from one of the monologs.1 
For the comparison, the following features were extracted: 
• Number of reused words - number of words which a test person 
"reused" from the film. For our example in Fig. 4 the reused 
words are: fifty, eight, hours, they, and, they, despite, they, and, 
the, and, the. 
• Number of unique reused words. It includes the number of reused 
words without repetitions. In Fig. 4, the unique reused words 
are: fifty, eight, hours, they, and, despite, the. 
• Number of all reused lemmas. This feature is similar to the Num-
ber of all reused words, but referred to lemmas instead. 
• Number of unique reused lemmas. This feature is similar to the 
Number of unique reused words, but considering unique lemmas 
instead. 
• Cosine similarity between the film and a kth monolog using lem-
mas. For this feature extraction, we created a matrix consisting 
of all unique lemmas from the film, including the frequency of 
these lemmas within the film and within a kth monolog. Table 
1 shows this matrix for the texts from our example (Fig. 4). 
The frequencies were normalized by the total amount of words 
in the corresponding text; the cosine similarity between the 
two normalized vectors (lemma frequencies within the film 
and lemma frequencies within a kth monolog) was calculated as: 
similarity = 
where n is the number of unique lemmas in the film, a, is the fre-
quency of ith lemma in the film, £>, is the frequency of ith lemma in 
the monolog.2 
• Number of reused n-grams. For this feature we have calculated 
the number of n-g (n = 2,10) that were used in the film and 
then reused by a test-person in the corresponding monolog. In 
our example, the number of reused 2-g equals to 2 (reused 2-g 
are fifty-eight and eight hour), the number of reused 3-g equals 
to 1 [fifty-eight hour), etc. 
• Cosine similarity using n-grams. The cosine similarity was calcu-
lated from a feature vector composed by the counts of different 
n-g for each monolog. 
• We also determined the number of lemmas that were used by 
the candidates but were not used in the film. For each monolog 
the following features have been calculated: 
n 
Own lemmas! = V" frequency(lemma¡) * count(lemma¡) 
and 
Own lemmas2 = y ^ frequency(lemma¡), 
¡=i 
where n is the number of unique lemmas that were used by a test 
person but were not used in the film; count(word,) shows how 
many times lemma, was used in the monolog; frequency( lemma,) 
shows the frequency of lemma, according to a frequency dictionary 
of the German language (Kupietz, Bélica, Keibe, & Witt, 2010). This 
dictionary consists of 40,000 German words with frequency from 1 
to 17: 1 corresponds to more frequent words, 17 corresponds to less 
frequent words. If a word from the monologs was not found in the 
dictionary, its frequency was set to 20. 
3.1. Feature analysis 
The fe-means algorithm, which is frequently used for data clus-
tering in machine learning, was applied on the scaled scores of the 
test persons (Fig. 5). For the feature analysis two experiments were 
performed. In the first experiment the observations were parti-
tioned into two clusters: cluster ?! consisted of test persons yield-
ing a lower verbal intelligence, P2 contained candidates yielding a 
higher verbal intelligence. In the second experiment the test per-
sons were partitioned into three clusters: Px is the lower verbal 
intelligence, P2 is the average verbal intelligence, and P3 is the 
higher verbal intelligence. 
The averaged values of all the features from the two clusters 
were compared using a one-way analysis of variance (ANOVA). 
In Experiment I with two clusters, features with small p-values 
were: 
• Number of reused 3-g (averaged value for the first class 
AViow = 0.021, averaged value for the second class AVhigh = 0.031, 
p = 0.012, F= 6.63); 
• Cosine similarity using lemmas (AV]ow = 0.79, AVhigh = 0.83, 
p = 0.03, F= 4.64); 
1
 As the conversation language is German, the example was directly translated into 
English. 
2
 Cosine similarity will be further used in the Rocchio classification approach that 
will be explained in detail in Section 5.2. 
Excerpt from the film 
Max and Funda have been without sleep for fifty eight hours. They have 
laid down on the sofa. Is it a mistake? Actually they would like to move. 
But now they cannot any more. The blood pressure is down, the energy 
reserves are over. They both are freezing despite the fire-place and the 
jacket. The question is who closes the eyes first. It is Max. Funda wins. 
She stays awake a few minutes longer. 
Excerpt from a corresponding monologue 
After fifty eight hours, they were really tired. And, they had frozen. 
Despite they had very warm clothes. And then the man fell asleep and 
then the woman. 
Fig. 4. Excerpts from the film and one of the recorded monologs. 
Table 1 
Matrix for lemma frequency. 
Lemmas from film Frequency (film) Frequency (monolog) 
Max 
and 
Funda 
have 
be 
without 
sleep 
for 
fifty 
eight 
hour 
2 
1 
1 
2 
6 
1 
1 
1 
1 
1 
1 
• Cosine similarity using repeated n-g (AV¡ow = 0.13, AVhigh = 0.15, 
p = 0.01, F= 7.07). 
In Experiment II with three clusters, a feature with a small p-va-
lue was: 
Cosine similarity using repeated n-g (AV]ow = 0.13, AVa-, 
AVhigh = 0.16, p = 0.01, F= 7.07). 
r = 0.14, 
As we can see, participants with a higher verbal intelligence 
used more words from the film and the similarity between their 
descriptions and the film was higher than the similarity of partic-
ipants with an average and a lower verbal intelligence. This may be 
explained in the following way. 
Test persons yielding a higher verbal intelligence (class HIGH) 
may have a better ability to listen to and recall spoken information 
from the film. Memory is indeed one of the verbal sub-tests of HA-
WIE so that a high memory score relates to a high verbal intelli-
gence score of a test person. Therefore, people with good memory 
(i.e. higher verbal intelligence) were easier able to remember many 
details of the film and to use words which they heard when watch-
ing the program. They may also better understand the relationships 
between language concepts, make more sophisticated language 
analogies or comparisons and perform a more complex language-
based analysis. 
Hence, we may conclude that the vocabulary of test persons 
yielding different verbal intelligence was different when they 
talked about the same event, even despite they were asked to talk 
about this film just after they had watched it. 
4. Text categorization solutions 
Film derived features presented in the previous section showed 
to be good predictors of verbal intelligence. Particularly, some of 
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Fig. 5. The k-means algorithm. 
them suggested that test persons belonging to different verbal 
intelligence classes may be distinguished by word or lemma pat-
terns, even regardless of the order of these words and lemmas in 
the monologs. 
This result led us to the main hypothesis that we investigate in 
this work: is it possible to solve the problem of inferring the corre-
sponding level of verbal intelligence by simply applying conven-
tional text categorization (TC) techniques? 
To validate this hypothesis, typical TF-IDF features (introduced 
in the next section) have been extracted from the transcripts of the 
monologs (henceforth we do not make any use of the film 
transcription). 
Three of the most popular TC methods have been applied for the 
automatic classification of monologs into three groups: test per-
sons yielding a lower, an average and a higher verbal intelligence. 
4.1. TF-IDF based approaches 
TF-IDF (term frequency-inverse document frequency) based 
approaches are often used in information retrieval and text mining. 
As an example of a typical text mining task we may refer to the text 
categorization. The goal of TC is the classification of documents 
into a fixed number of predefined categories. 
The applicability of TC techniques has significantly grown in re-
cent years. Organizing news by subject topics (e.g. to disambiguate 
information and to provide readers with greater search experi-
ences) or papers by research domains (e.g. for large databases of 
information that need indexing for retrieval) are just some of the 
most popular examples. Moreover, Security (e.g. analysis of plain 
text sources such as internet news), Biomedical (e.g. indexing of 
patient reports in health care organizations according to disease 
categories) or Software (e.g. for tracking and monitoring terrorist 
activities) domains also have benefit from these techniques. 
New domains, like Marketing (e.g. analytical customer relation-
ship management) or Sentiment analysis (e.g. analysis of movie re-
views), start using text mining solutions. In this work we have 
applied these techniques to a new domain: the estimation of 
speakers' verbal intelligence. 
For TC, every document has to be transformed into a represen-
tation which could be suitable for learning algorithms and classifi-
cation tasks. As reviewed in Miao and Kamel (2011), most TC 
algorithms are based on the vector space model (VSM). TC state-
of-the-art systems widely apply the VSM approach (Baeza-Yates 
& Ribeiro-Neto, 1999; Miao & Kamel, 2011; Vinciarelli, 2005). 
Information retrieval (IR) research suggests that words work 
well as representation units. In VSM, each document in a corpus 
is represented by a list of words (i.e. bag of words). Each word is 
considered as a feature; the value of the feature is a weight trans-
formation of the number of times the word occurs in the document 
(i.e. word's frequency). Thus, a document is represented as a fea-
ture vector and its relevance to a query submitted by a user is mea-
sured through appropriate matching functions. These matching 
functions are typically based on statistical measures, like TF-IDF, 
that basically weight the importance of each word. The importance 
of a word increases proportionally to its frequency within a docu-
ment but is offset by its frequency within a corpus. 
Variations of this TF-IDF weighting scheme are often used by 
search engines as a central tool in scoring and ranking a docu-
ment's relevance given a user query. 
4.1.1. Mathematical details 
TF-IDF is a common feature transforming or weighting func-
tion. The term count, n,¿, denotes the frequency of a given term t, 
in a given document d¡. This count is usually normalized to prevent 
a bias towards longer documents. Thus, the term frequency £/y 
measures the importance of a term t, within a document d¡ and 
is defined as follows: 
where the denominator is the number of words in a document d¡, 
that is, the size of the document \d¡\. 
The inverse document frequency idft is a measure of the general 
importance of a term: 
idf
'^jrfk} (2) 
where \D\ is the total number of documents in the corpus, (j:f¡ e d¡] 
is the number of documents where the term t, appears (i.e. docu-
ments for riij ^ 0). 
The feature weighting function is then computed by using the 
following formula: 
tfidfij^tfij-idf, (3) 
These weights show the importance of the words in each docu-
ment. As can be seen, more frequent terms in a document are more 
representative and, if the number of documents in which this term 
occurs increases, this term becomes less discriminative. 
At this point, we may view each document as a vector that con-
tains terms and their corresponding weights. For those terms from 
the vocabulary that do not occur in a document this weight equals 
to zero. In the following sections we will show the advantage of 
such a document representation. 
4.2. Feature selection 
Typical TC approaches make use of different feature selection 
techniques to further reduce the dimensionality of the data space 
by removing irrelevant features that have no contribution to cate-
gory discrimination. 
Different feature selection techniques through information the-
ory were well studied in Yang and Pedersen (1997). As a result of 
this study, information gain (IG) and v2-test (CHI) were reported 
to be the top performing methods out of five methods under test 
in terms of feature removal aggressiveness and classification accu-
racy improvement. However, the document frequency threshold-
ing approach, the simplest method with the lowest cost in 
computation, was reported to perform similarly. 
The Document Frequency (DF) is the number of documents in 
which a term occurs. As described in Yang and Pedersen (1997), 
it is possible to compute the document frequency for each unique 
term in the training corpus and to remove from the feature space 
those terms whose document frequency is less than a certain pre-
defined threshold. By doing so we are adopting a basic assumption: 
rare terms are either non-informative for the category prediction 
(i.e. intelligence estimation in our case) or not influential in global 
performance. In either case, removal of rare terms contributes to 
the reduction of dimensionality of the feature space and improves 
the classification accuracy (i.e. if rare terms happen to be noise 
terms). 
If we try to summarize both pros and cons of using the docu-
ment frequency thresholding approach, we may say that positive 
aspects are: 
• It is the simplest technique for vocabulary reduction (easily 
scalable to a very large corpora). 
• Computational complexity is approximately linear with the 
number of documents. 
while on the other hand, negative aspects are: 
• The technique is usually considered as an ad hoc approach to 
improve the efficiency instead of a principled criterion for a pre-
dictive features selection. 
• The technique is typically considered, from an IR point of view, 
as a non-appropriate approach for aggressive term removal 
(low-DF terms are assumed to be relatively informative and 
therefore should not be removed aggressively). 
In this work a slightly modified version of this DF thresholding 
approach was applied to the data: TF-IDF measures instead of DF 
measures were used. As another remarkable difference, we did 
not remove the lowest TF-IDF terms but just selected the highest 
TF-IDF terms. In particular, instead of defining a threshold for 
TF-IDF measures, we defined a fixed number of terms to be se-
lected (i.e. JV). Therefore, we first sorted all the terms according 
to their TF-IDF measures. Then, we selected the top N most repre-
sentative or indicative terms according to their TF-IDF weights. 
The remaining terms were removed as stop or common words that 
did not add any meaningful content. By observing the evolution of 
the classification accuracy with an increasing N value, we deter-
mined the minimum size of the vocabulary (i.e. dimensionality) re-
quired to achieve the optimum performance. 
4.2.1. Class-based vs corpus-based 
As stated above, in our framework each word is considered as a 
feature and each document is represented as a feature vector. In 
Ozgür, Ózgür, and Güngór (2005) two alternative ways for imple-
menting the selection of these keywords or features are presented. 
In the first one, the so-called corpus-based keyword selection, a 
common keyword or feature set that reflects the most important 
words for all classes (i.e. highest TF-IDF terms) in all documents 
is selected. 
In the alternative approach, named as class-based keyword 
selection, the keyword selection process is performed separately 
for each class. In this way, the most important and specific words 
for each class are determined. 
4.2.2. Word lemmatisation 
Word lemmatisation is often applied in the area of IR, where the 
goal is to enhance the system performance and to reduce the num-
ber of unique words (Solka, 2008). Particularly, word lemmatisa-
tion is part of the data pre-processing required to convert a 
natural language document to the feature space. Formally, it is 
the process for reducing inflected (or sometimes derived) words 
to their lemmas. For example, as a result of lemmatisation, differ-
ent words like "play", "plays", "playing" and "played" are related 
to the same feature identification (i.e. lemma) "play". 
Word lemmatisation was applied to our monologs to assess its 
impact on performance (i.e. classification accuracy). Like removing 
stop words, lemmatisation also contributed to the reduction of the 
size of the lexicon, thus saving on computational resources. 
5. Vector space classification 
As stated above, the vector space model represents each docu-
ment as a vector with one real-valued component (i.e. TF-IDF 
weight) for each term. Therefore, we need text classification meth-
ods that can operate on real-valued vectors. In this section we 
introduce those ones that have been tested so far. 
A number of classifiers has been used to classify text docu-
ments, including regression models, Bayesian probabilistic ap-
proaches, Nearest Neighbors approaches, Rocchio algorithm, 
decision trees, inductive rule learning, neural networks, on-line 
learning, Support Vector Machines (SVMs), and combining classifi-
ers (Hui, Wang, Bell, Bi, & Greer, 2003; Lewis, Yang, Rose, & Li, 
2004; Sebastiani & March, 2002; Yang & Liu, 1999). In this work 
we used three well-known vector space classification methods: 
Naive Bayes (NB), Rocchio and Nearest Neighbor classification 
(kNN). 
NB is often used as a baseline in text classification research as it 
combines efficiency (training and classification can be accom-
plished with one pass over the data) and good accuracy (particu-
larly if there are many equally important features that jointly 
contribute to the classification decision). The Rocchio algorithm 
is a very simple and efficient text categorization method for appli-
cations such as web searching, and on-line query because of its 
simplicity in both training and testing (Vinciarelli, 2005). kNN re-
quires no explicit training and can use the unprocessed training 
set directly in classification. However, it is less efficient than the 
other classification methods (i.e. with kNN all the work is done 
at run-time so that it can have poor run-time performance if the 
training set is large). 
Rocchio and Naive Bayes are linear classifiers whereas kNN is an 
example of a non-linear one. Generally speaking, if a problem is 
non-linear and its class boundaries cannot be approximated well 
with linear hyperplanes, non-linear classifiers are often more accu-
rate than linear classifiers (particularly, if the training set is large, 
then kNN can handle complex classes better than Rocchio and 
NB). On the other hand, if a problem is linear, then it is better to 
use a simpler linear classifier. However, this needs to be taken with 
a little bit of salt since the previous assertion is always conditioned 
by the well-known bias-variance trade-off (i.e. with limited train-
ing data, a more constrained model tends to perform better). These 
approaches are described in more detail in the following sections. 
Among the enumerated alternatives, SVMs are widely used 
mainly because they have much current theoretical and empirical 
appeal and perform at the state-of-the-art level. According to 
Sebastiani and March (2002), SVMs, example based methods, 
regression methods and boosting based combining classifiers deli-
ver top-notch performance. Lewis et al. (2004) also found that 
SVMs perform better on Reuters-RCVl corpus than kNN and 
Rocchio. 
Nonetheless, recent revisions of the selected algorithms have 
proposed enhanced versions of these methods that achieve rela-
tively close performance to the top-notch TC classifier: SVMs. For 
instance, Miao and Kamel (2011) have re-examined the applicable 
assumptions and parameter optimization method of the traditional 
Rocchio algorithm and proposed an enhanced version of this meth-
od that clearly outperforms the former one by using a pairwise 
optimized strategy. Salles et al. (2010) also presents a methodology 
to determine the impact that may have temporal effects on TC and 
to minimize it. By extending the three algorithms (namely kNN, 
Rocchio and NB) to incorporate a Temporal Weighting Function 
(TWF), experiments showed that these temporally-aware classifi-
ers achieved significant gains, outperforming (or at least matching) 
state-of-the-art algorithms. 
In any case, and as discussed in Manning, Raghavan, and Schtze 
(2008), despite believes of many researchers that SVM is better 
than kNN in terms of effectiveness, kNN is better than Rocchio 
and Rocchio is better than NB, the ranking of classifiers ultimately 
depends on the classes, the document collection and the experi-
mental setup. 
5.1. Naive Bayes classification 
The first supervised learning method we introduce is the multi-
nomial Naive Bayes or multinomial NB model, a probabilistic 
learning method (Manning et al., 2008). According to this method, 
the probability of a document d being in a class c can be computed 
as: 
P(c,d)<xP(c). I ] p(tk\c) (4) 
where P[tk\c) is the conditional probability of a term tk occurring in a 
document of a class c. It may also be interpreted as a measure of 
how much evidence tk contributes that c is the correct class. P(c) 
is the prior probability of a document occurring in a class c. Terms 
(t-i, t2 tnd) are part of the vocabulary that is used for the classi-
fication; nd is the number of terms. 
In NB classification, the best class for a document d is deter-
mined as: 
Cmap = arg max P(c\d) = arg max P(c) • ]J HW (5) 
where P refers to the parameters to be estimated from the training 
data by applying the Maximum Likelihood Estimation (MLE). The 
interpretation of this equation is rather simple. Each conditional 
parameter P[tk\c) is a weight that indicates the quality of an indica-
tor tk for a class c. Similarly, the prior P(c) is a weight that indicates 
the relative frequency of c. More frequent classes are more likely to 
be determined as the correct class. 
To reduce the number of parameters, we adopted the Naive 
Bayes conditional independence assumption where attribute val-
ues are independent of each other given the class so that for our 
multinomial model: 
P(d |c)=P«t 1 , r 2 , . . . , t„ d ) |c)= I I p(xk = tk\c) (6) 
where Xk is a random variable for a position k in the document and 
the values of Xk are terms from the vocabulary. P[Xk = tk\c) is the 
probability that in a document of a class c a term t will occur in a 
position k. 
To further reduce the complexity of our multinomial model 
(assuming a different probability distribution for each position k 
in the document still results in too many parameters), we made a 
second independence assumption: conditional probabilities for a 
term are the same regardless of its position in a document: 
P{Xkí=t\c)=P{Xk¡=t\c) (7) 
where X is a single distribution of terms which is exactly the same 
for any position k1} k2 k¡. Eq. (7) applies for all terms t and clas-
ses c. This positional independence assumption is equivalent to 
adopting the bag of words model, which we introduced in Section 
4.1. This bag-of-words model discards all information that is com-
municated by the order of words in natural language sentences. 
5.1.1. A variant of the multinomial model 
A critical step in solving a text classification problem is to 
choose the document representation. An alternative formalization 
of the multinomial model represents each document d as a M-
dimensional vector of counts: tf—idfc¡d, tf-idft2d tf—idfMd 
where tf—idft.d is the TF-IDF measure for a term t, in a document 
d. P(d\c) is then computed as follows: 
P(d\c) = P « t / - i d / M , tf-idfh4,..., tf-idftu4)\c) (8) 
All the model parameters (i.e. class priors and feature probability 
distributions) may be estimated from the training set by using MLE. 
For every class' prior we calculated an estimate for the class proba-
bility from the training set (i.e. (prior for a given class) = (number of 
samples in the class)/ (total number of samples)). To estimate the 
parameters for our feature distribution, we adopted the typical 
assumption that the continuous values associated with each class 
are distributed according to a Gaussian distribution. Particularly, 
assuming that the training data contains continuous attributes, i.e. 
TF-IDF measures for each term and document, we first segmented 
the data by the class and then computed the mean and variance of 
every term specific TF-IDF measure in each class. 
5.3.2. About the independence assumptions 
Typically, TC tasks rather look at the words themselves and not 
at their corresponding positions in the documents (i.e. bag of 
words). This relies on the hypothesis that each topic or class to 
be distinguished is fairly represented by only some specific words 
from our bag. The NB models often perform well for TC tasks de-
spite the conditional independence and the positional indepen-
dence assumptions. In fact, both assumptions are very important 
to avoid problems in estimation owing to data sparseness. 
By adopting both independence assumptions, we are committed 
to a specific way of processing the evidence. Particularly, in the NB 
classification we look at each term separately so that we do not 
make a difference between word A followed by word B and word 
B followed by word A (although there is a difference between 
them). However, the conditional independence assumption does 
not really hold for text data as terms are conditionally dependent 
on each other. Additionally, the position of a term in a document 
by itself may carry more information about the class than expected. 
5.2. The Rocchio approach 
The Rocchio classification (Rocchio, 1971) divides the vector 
space into different regions centered on prototypes. These proto-
types or centroids, one for each class, define the class boundaries 
(i.e. hyperplanes). For a given training dataset, the centroid of a 
class c can be computed as the vector average or center of mass 
of its members (i.e. all documents in the class) (Ittner, Lewis, & 
Ahn, 1995; Manning et al., 2008). 
^
c)=TñlE^(d) (9) 
\Uc\ rlcn. 
where Dc is the set of documents from class c : Dc = {d -. (d,c) e D}; 
V(d) = Vi(d) • • • VM{d) is a vector that contains tf-idf weights for 
each term of a document d. 
As many vector space classifiers (e.g. computing the nearest 
neighbors in kNN classification), the Rocchio approach relies on 
distance-based decisions (from a TC point of view, the relatedness 
of two documents can be typically expressed in terms of similarity 
or distance). Particularly, the Rocchio classification rule is to clas-
sify a point in accordance with the region it falls into. To do this, 
basically we determine the centroid p.{c) that the point is closest 
to and then assign it to c. 
In our experiments, we used the cosine similarity measure as 
the underlying distance. Cosine similarity is the cosine of the angle 
between two vectors and determines whether they are pointing in 
roughly the same direction. Since the components of our vectors 
(i.e. tf-idf weights) could not be negative, the angle between two 
tf-idf vectors could not be greater than 90°. 
The vector representation V(di) and V(d2) of the cosine simi-
larity between two documents dx and d2 is: 
\V(d1)\\V(d2)\ 
where V{d])\ and V{d2)\ it the Euclidean length of the vectors. 
By using this measure, we are also applying a normalization 
process which makes each vector of the same length (Saltón, 
1989). If we have a look at the magnitude of the vector difference 
between two vectors corresponding to documents with very simi-
lar content, it may happen that this difference is significantly sim-
ple because one is much longer than the other. Cosine similarity 
measure compensates this effect of document length so that the 
similarity between document vectors is reduced to only measuring 
the cosine of the angle between them. 
We can rewrite Eq. (10) as follows: 
sim(dl,d2) = v(dl)-v(d2) (11) 
where v{d-í) = V{d-í)/\V{d-í)\ and v{d2) = V(d2)/\V(d2)\. The 
assignment criterion for a document d and its vector representation 
V'(d) can be defined as: 
Cmcchio = arg maxsim(fi(c), V(d)) (12) 
OEC 
In our implementation of the Rocchio approach (Dumais, Piatt, 
Heckerman, & Sahami, 1998; Joachims, 1998) only positive train-
ing samples are considered for obtaining the prototype for each 
class (i.e. training samples that belong to the corresponding class). 
However, recent variations of Rocchio (Bi, Bell, Wang, Guo, & Guan, 
2007; Moschitti, 2003; Sebastiani & March, 2002) consider the ef-
fects of negative samples (i.e. training documents that belong to all 
other classes) when computing the prototypes for the defined clas-
ses. Different parameters may be used to control the relative 
importance of positive and negative samples. These Rocchio classi-
fiers reward not only the closeness of a test document to the cen-
troid of the positive training instances, but also its distance from 
the centroid of the negative training instances. 
5.3. k-Nearest neighbors 
In pattern recognition, the fe-nearest neighbor algorithm (kNN) 
is a method for classifying objects based on the closest training 
examples in the feature space. In TC, kNN takes an arbitrary input 
document and ranks the k nearest neighbors among the training 
documents through the use of a similarity score (i.e. cosine similar-
ity distance). It then assigns to the input the category or the class of 
the most similar document or documents. A constant k, defined by a 
user, denotes the number of neighbors included in the evaluation. 
The kNN algorithm is a valid non-parametric method. Despite 
being amongst the simplest of all machine learning algorithms, it 
is one of the best methods when the text is described by using 
VSM (Yang & Liu, 1999). However, traditional kNN has two main 
drawbacks: the intensive computational effort, especially when 
the size of the training set grows (training examples are vectors 
in a highly multidimensional feature space), and its sensitiveness 
to the local structure of the data (Jianliang & Yongcheng, 2004). 
New nearest neighbor algorithms have been recently proposed 
mainly with the purpose of reducing the number of distance evalu-
ations actually performed, thus trying to make kNN computation-
ally tractable even for large data sets. For instance, (Wang & 
Wang, 2007) presents a fast kNN algorithm that reduces the cost 
of similarity computing in order to raise the classifying speed and 
applicability of kNN. 
In Naive Bayes and Rocchio classification we have to estimate 
corresponding parameters: priors and conditional probabilities 
and centroids. In kNN we do not need to estimate any parameters 
but simply memorize all examples in the training set and then 
compare a test document to them. For this reason, kNN is also 
called memory-based learning or instance-based learning. 
The kNN algorithm is known because of its strong consistency 
results. As the amount of data approaches infinity, the algorithm 
is guaranteed to yield an error rate no worse than twice the Bayes 
error rate (the minimum achievable error rate given the distribu-
tion of the data) (Manning et al., 2008). kNN is guaranteed to ap-
proach the Bayes error rate for a certain value of k (where k 
increases as a function of the number of data points). The fe-nearest 
neighbor methods may be improved by using proximity graphs 
(Toussaint, 2005). 
5.3.3. Choosing the class for an unclassified document 
To make a decision on a number of unclassified documents, we 
measure their similarity with all the documents that have already 
been classified. The unclassified documents are then ranked 
according to their similarity scores. Appropriate classes for the 
documents may be assigned in the following ways: 
• If we choose k = 1, the class is predicted to be the class of the 
closest training sample. This is called the nearest neighbor 
algorithm. 
• If we choose k>\, then all the documents which ranks are 
smaller than or equal to k will be included in the ranked list. 
We can then use different means to find a class for our docu-
ment, like: 
- we may assign the document to the most common class 
amongst its k nearest neighbors (if we are dealing with a 
binary, i.e. two-class, classification problem, it is helpful to 
choose k to be an odd number as this avoids tied votes). 
- we may estimate the probability of membership in a class c 
as the proportion of the k nearest neighbors in c. This is com-
monly referred as the probabilistic version of the kNN classi-
fication algorithm. 
- for the individual classes, we may sum the distances to all 
the documents in which the class occurs, and then choose 
the class corresponding to the highest accumulated distance 
(remember that we are using cosine distance). 
- etc. 
If we decide to use either the basic "majority voting", the 
probabilistic method or the sum of distances based classification, 
those classes with more frequent examples will tend to dominate 
the prediction of a new vector. This is actually a drawback as they 
tend to come up in the k nearest neighbors when the neighbors 
are computed due to their large number (it is important to re-
mind that the available data is certainly imbalanced). To over-
come this problem, we compensate this possible imbalance by 
introducing a slightly modified classification method for our 
kNN based approach. 
Typically, the implementation of these versions of the algorithm 
starts by computing the distances from the test sample to all stored 
vectors of the training data set. Next, all these training samples are 
sorted according to these distances thus ranking the nearest k 
training samples regardless of their corresponding class. If we look 
at those already labeled classes instead (neighbors are taken from a 
set of documents for which the correct classification is known), we 
could then identify specific top k neighbors for each class c (i.e. k 
nearest neighbors labeled as c, thus resulting in an overall list com-
posed of k x C elements). Finally, by computing distance to each 
class as the average distance between the test sample and those 
top k class specific neighbors, we will then manage to compensate 
any possible imbalance in the distribution of the training data 
among the defined classes. 
The best class for kNN classification can then be derived from: 
CWN = al"g maxceCscore(c, d) 
= argmaxc e C ] i- J ] sim{v{d'), í>{d)) (13) 
d<ESk(c,d) 
where Sk(c, d) is the c class specific set of d's k nearest neighbors. As 
could be derived from Eq. (13), it may also be useful to weight the 
contributions of the neighbors so that nearer ones contribute more 
to the average than more distant ones (Tan, 2005). This classifica-
tion method is weighted by taking into account not only the dis-
tance from the test sample to the c set of k nearest neighbors, but 
also the class compactness particularly for high values of k. 
5.3.2. Parameter selection 
The parameter k in kNN is typically defined by using some pre-
vious experience or specific knowledge about the classification do-
main. Normally, INN is found to be not very robust. The accuracy 
of the kNN algorithm can be severely degraded by the presence of 
noisy or irrelevant features (also if the feature scales are not con-
sistent with their importance). INN means that the classification 
decision for each test document only relies on the class of a single 
training document, whose label could eventually be incorrect or 
atypical. feNN for k> 1 are more robust as larger values of k tend 
to reduce the effect of noise on the classification (although also 
make boundaries between classes less distinct). 
As an alternative, a good value of k can be assigned heuristically 
via cross validation technique or empirically via bootstrap method 
(Hall, Park, & Samworth, 2008). In our experiments, instead of 
applying any of these parameter selection methods, we tried differ-
ent k values, thus finally selecting the optimal k as the value which 
was used when obtaining the best performance. 
6. Experimental results and discussion 
6.1. Experimental set-up 
Our main goal is to identify the algorithm that best computes 
class boundaries and reaches the highest classification accuracy. 
In our experiments for comparing the performance of the different 
approaches, a Leave-One-Out cross validation (LOO-CV) method 
was used. The idea of this method is to use JV — 1 observations 
for training (where N is the number of data points) and only 1 data 
point for testing. This procedure is repeated N times and each 
observation is used once as the testing data. 
6.2. Baseline approach: class-based vs corpus-based feature selection 
As introduced in Section 4.2.1, our experiments covered the 
comparison of the class-based and corpus-based keyword selection 
approaches. 
The corpus-based approach implies the selection of a common 
feature set for all classes with the top N most representative or 
indicative terms. The class-based approach instead implies the 
selection of the most important words for each particular class. 
In this case, to preserve the balance between classes, N/M words 
for each specific class were selected, where M is the number of 
classes. For our classification task M equals to 3, where the first 
class contained test persons yielding a lower verbal intelligence, 
the second class contained participants yielding an average verbal 
intelligence and the third class contained participants yielding a 
higher verbal intelligence. Then, we composed our feature vector 
by concatenating all the class-specific features, thus resulting into 
a vector comparable to the N-dimensional vector corresponding to 
the corpus-based approach. 
However, when using the class-based approach, a particular 
word may be included in various class-specific subsets (i.e. a word 
that is important to not only one single class but to several classes). 
To avoid using duplicate features, we only used the intersection 
between all the class-specific subsets. Therefore, the dimension 
of the resulting feature vector in these cases had to be necessarily 
lower than N. For simplicity, we will better refer to the number of 
features per class (i.e. F = N/3) rather than to the final dimensions 
of the vectors. Consequently, if we report, for instance, about 50 
words or features per class, this means that we are using a 150-
dimensional corpus-based vector. In this case for the class-based 
approach, 150 is the maximum number of dimensions. To defi-
nitely determine its value, it is necessary to check the possible 
intersection. 
Of course, the higher the value of F, the more significant the 
intersection between class-specific word subsets, and also the big-
ger the difference with respect to the corpus-based vector dimen-
sions. Analysing the corpus, 2210 different words were extracted 
from all the monolog transcripts. Table 2 shows how the intersec-
tion evolved according to F. Considering the size of the vocabulary, 
the observed difference is significant. 
Fig. 6 presents the accuracy results obtained using either the 
corpus-based or the class-based feature selection methods. The re-
sults were obtained using the NB approach for different dimen-
sions of the feature vector. Confidence intervals of 95% are also 
shown in the figure. 
As it can be derived from the figure, the class-based approach 
clearly outperformed the corpus-based one regardless of any dif-
ference about the used dimension. Although the observed differ-
ences were not statistically significant in any case, it is 
interesting to pinpoint the result for the 155-dimensional value. 
At this point the class-based approach reached the top perfor-
mance while the difference with the corpus-based alternative also 
turned to be the biggest one thus becoming almost significant. 
From a different point of view, we may also try to analyse the 
minimum dimensionality required by the class-based approach 
Table 2 
Dimension differences between class-based and corpus-based approaches. 
# of features per class (3 classes) 
100 
300 
289 
11 
3.7 
150 
450 
393 
57 
12.7 
200 
600 
486 
114 
19 
to outperform the corpus-based one. The corpus-based approach 
obtained a maximum accuracy of 51,79%. As can be observed in 
Fig. 6, this performance was reached with dimensionality equal 
to or higher than 110. Also derived from this figure, we may check 
that the class-based approach obtained a better performance of 
57,14% (though not statistically significant) using "only" 20 fea-
tures per class. The class-based feature selection, by definition, fo-
cuses on finding the most crucial or indicative class keywords. On 
the other hand, the corpus-based one simply tends to find general 
keywords concerning all classes. This clearly tips the balance in fa-
vor of the class-based approach particularly when we use a re-
duced set of features. This is important as there may be a 
significant gain in classification time when a small number of fea-
tures is used. 
By confirming these differences with additional statistical evi-
dence (i.e. more data), we may also conclude that the class-based 
feature selection improved the performance of the corpus-based 
one for the NB approach not only in terms of accuracy but also in 
terms of time. Similar results were already confirmed in Ózgür 
et al. (2005). 
When using the corpus-based approach, most features (i.e. 
words) tend to be selected from the prevailing classes so that rare 
classes are not well represented. In contrast, when using the class-
based approach all the classes are represented equally well as for 
their representation class specific features are used. Thus, the 
class-based approach achieved consistently higher accuracies than 
the corpus-based approach. 
Similar differences between the class-based and corpus-based 
methods have been consistently observed throughout all of our 
experiments. Therefore, in the next sections we will only focus 
on the class-based versions. 
6.3. Comparison between approaches: Rocchio "Wins" 
In this section we compare the results that were obtained using 
different approaches. Before proceeding with this comparison, we 
need first to assign the optimal configuration (i.e. k value) for the 
kNN approach. 
Fig. 7 presents classification results corresponding to several k 
values. As expected, INN was found to be not very robust. Optimal 
performance may be reached by using k = 3 in combination with 
dimensionality of 155. However, if we keep increasing the value 
of k, which is typically more robust as it helps to reduce the effect 
of noise on the classification, then the results apparently start to be 
affected by sparse data bias. 
As a result of the initial fe-means clustering, only 13 samples 
were defined to be part of the least populated class. Therefore, start-
ing with INN we checked out up to k = 12 values leaving one sam-
ple out for testing (the LOO approach was applied). For clarity, Fig. 7 
presents classification results only with some values of k. 
The observed differences were found to be statistically signifi-
cant for the top performance dimensionality (i.e. F= 155) when 
comparing the best configuration (i.e. fe = 3) with all the others 
for k > 5. No statistically significant differences where observed be-
tween the best k and any k sg 5 configurations. 
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Fig. 6. Baseline approach: Class-based vs corpus-based feature selection. 
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Fig. 7. kNN results for different k values. 
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Fig. 8 allows to compare the results of the NB approach, the Roc-
chio approach and the kNN approach with k = 3. 
A first important result that we can derive from Fig. 8 is that 
both Rocchio and kNN are clearly outperforming the NB approach, 
although the top performance is defined for different dimensional-
ities in each case. The kNN performance had a maximum accuracy 
of 92.86% for 155-dimensionality, while Rocchio just required 15 
features per class to improve it up to 95.6%. Both results denoted 
a statistically significant difference when compared to the NB top 
performance, 66.07% also for 155-dimensionality. However, we 
did not observe any significant difference between Rocchio and 
3NN (naturally, Rocchio was also significantly outperforming any 
k> 5 approach). 
As it typically occurs in TC tasks, most of the learning takes 
place with a small yet crucial portion of features (i.e. keywords) 
for a class. This is evident in the steeper learning curves that reach 
the top performance at relatively low dimensionality. Therefore, 
we may conclude that the class-based feature selection approach 
is shown to be successful in quickly finding the most crucial or 
indicative class keywords. 
NB vs Rocchio vs kNN (3 classes) (with k-means clustering) 
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Fig. 8. Comparison between approaches: Rocchio wins. 
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Fig. 9. Classification results using words vs lemmas. 
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Another visible result in Fig. 8, common to all the tested ap-
proaches, is the performance decrease as the value of F increases 
(particularly beyond a 200-dimensional value). As we already 
introduced in Section 6.2 and proved in Table 2, the higher the 
value of F, the more significant the intersection between class-
specific word subsets. If we expand this interpretation, the more 
significant the intersection, the less discriminative the class-
specific subsets, the more likely to include words that are not 
really indicative of any of the classes, and so the performance 
decreases. 
6.4. Using words vs lemmas 
As we introduced in Section 4.2.2, we also tried a word lemmat-
isation strategy (i.e. to group together those words that are in dif-
ferent forms but with the same lemma). This strategy was 
implemented as part of the data pre-processing stage during the 
classification task. Fig. 9 shows the results with and without word 
lemmatisation for our top performing approach: the Rocchio one. 
The main advantage of word lemmatisation is to reduce the 
dimensionality of the data space. In a TC task, it is basically applied 
under the assumption that all the documents belonging to the 
same category or topic may include these lemmas appearing in dif-
ferent forms, and of course, it makes sense to use them as they 
refer to words with similar meanings. TC tasks typically rely on 
this. However, to be successful and thus really enhance system 
performance, there is another important hypothesis that also 
needs to be confirmed: each topic or class to be distinguished 
should be fairly represented by only some class-specific lemmas. 
While the former one happens to be true for most of the cases, 
the latter one, though also successfully applied in typical TC tasks, 
may reasonably not be true in our case. The main reason for this 
would be that, from this point of view, all the documents (i.e. 
monologs) could be regarded as belonging to the same category 
according to their topic or content: all the documents are about 
the film which the participants watched. Consequently, we could 
expect an important number of lemmas to be shared among the 
participants as they all were talking about the same topic. 
This is an important difference with conventional TC tasks 
where, normally, the topics or classes are well separated according 
to their conceptualization. In contrast, in our domain we may ex-
pect the participants to be identifiable among others not by the 
concepts or ideas themselves but by the way they express these 
ideas. Therefore, in this particular case, we may expect lemmas 
not to have much contribution to category discrimination but the 
different endings and forms instead. Hence, missing this discrimi-
native information because of lemmatisation (simplifying words 
with different forms into their more common roots) could have 
some undesirable consequences in classification and clustering. 
Moreover, the fact that all the participants were German native 
speakers could be particularly critical for this problem. In this re-
gard it is important to remark that German is a very agglutinative 
language (Olsen, 2000). Compound words or words that consist of 
more than one lemma (i.e. compounding or word-compounding 
occurs when a person attaches two or more words together to 
make one word), can be found very often in the German language. 
"Donaudampfschifffahrtsgesellschaftskapitánsmütze" (i.e. Danube 
steamboat shipping company Captain's hat) is a good example of 
how long these compound words could be (they can be practically 
unlimited in length, particularly in case of biochemistry). 
The meaning of a compound word differs from the meanings of 
words which it consists of. Lemmatisation of compound words 
would simply reduce them to their more common lemmas thus 
loosing this discriminative information. 
To what extent this argument could be either true or false is 
something that can be derived from Fig. 9. In fact, the word-based 
approaches systematically outperform the lemma-based ones. 
Confidence boundaries for both cases are also shown in this figure. 
As we can observe, differences become statistically significant 
mostly around the same dimensionality range that was previously 
pinpointed when referring to the top performance for both kNN 
and NB (particularly at a 155-dimensional value). However, the dif-
ferences are not statistically significant at F = 15, the point at which 
Rocchio reaches its maximum accuracy for both word-based and 
lemma-based approaches. 
6.5. Tempted to use more classes 
Although the three-classes scheme can be found entirely suit-
able from a practical implementation point of view (i.e. participants 
yielding a lower, an average and a higher verbal intelligence), we 
were also interested in analysing the performance of the suggested 
approaches for a higher number of classes. This would enable a bet-
ter granularity for the verbal intelligence classification. 
Fig. 10 presents benchmarking results for 4 classes instead of 3 
(as it was shown in Fig. 8). From a practical point of view, these 
classes may correspond to the following levels of verbal intelli-
gence: poor, average, high and very high respectively. 
In this regard it seems to be important to remark that working 
with a higher number of classes, like 5 or more, was practically 
infeasible because of sparse data problems (i.e. k-means resulted 
into unpopulated classes). 
As for three classes, the Rocchio approach showed the highest 
accuracy again (i.e. 87.5% at F = 15). The optimal dimensionality re-
mained to be the same as for three classes (i.e. F= 15). Regarding 
the comparison between Rocchio and kNN, the observed differ-
ences also remained to be not statistically significant. 
Additionally, both Rocchio and kNN clearly outperformed the 
NB algorithm, once again by a significant margin. For these two, 
NB vs Rocchio vs kNN (4 classes) (with k-means clustering) 
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Fig. 10. Tempted to use more classes: 4 classes. 
Table 3 
Confusion matrix corresponding to Rocchio's top performance using 4 classes (F = 15). 
Actual value a = Poor 
b = Average 
c = High 
d = Very high 
Prediction outcome 
a 
4 
1 
1 
0 
b 
0 
14 
0 
1 
c 
1 
1 
22 
1 
d 
0 
0 
1 
9 
another effect starts to become evident: the top performance re-
gion, previously observed for dimensionality values up to 200, 
now turns to be narrower, locating its limit approximately around 
a value of 100. As we simply increase the number of classes, it 
seems to be evident that the number of terms or features that 
are really indicative of each particular class becomes smaller, thus 
affecting the performance. 
From a general point of view, the resulting performance can still 
be deemed to be satisfactory as the error rate is only roughly 7% 
higher than with three classes. If we look at the confusion matrix, 
presented in Table 3, we may check that by adopting the four clas-
ses into three by grouping high and very high classes, predictability 
would be more similar reducing the gap roughly to the half (i.e. 
94.64% for three classes and 91.07% for four classes adopted into 
three). 
Finally, it may be interesting, particularly from a practical point 
of view, to have a look at the upper-right and lower-left corners of 
the matrix: 0 errors. This means there was not any critical errors 
like regarding a lower verbal intelligence individual as a higher 
verbal intelligence one and vice versa. 
7. Conclusions and future work 
This work showed that verbal intelligence may be recognized 
by computers through language cues. The achieved classification 
accuracy can be deemed as satisfying for a number of classes that 
is reasonably high enough to enable its integration into SLDSs. To 
our knowledge, this is the first report of experiments attempting 
to automatically predict verbal intelligence. 
Some of the most popular TC algorithms were applied to this 
task: NB, Rocchio and kNN. NB models are typically expected to 
perform well for TC tasks despite the conditional independence 
and the positional independence assumptions. However, the per-
formance of NB approach was significantly worse than with the 
other approaches: kNN and Rocchio. This suggests that this proba-
bilistic classifier was more sensitive to the low number of exam-
ples available, mainly resulting into inaccurate probability 
estimates, than the vector space ones (computing distances to 
some relevant members or to a prototype of each defined class 
seems to be more robust against sparse data). 
On the other hand, and connecting with those independence 
assumptions, it is well known that conditional independence does 
not really hold for text data (even worse considering that our fea-
tures are highly correlated). Furthermore, we firmly believe that, 
for this specific task, the position of a term in a document by itself 
could carry more information about the class than expected, 
mainly because of the above mentioned peculiarities of our classi-
fication task (i.e. it is not only about the words that participants 
used to denote their intelligence, but also the way they combined 
them). Therefore, our data is somehow violating these indepen-
dence assumptions, thus finally explaining why the NB approach 
performed so poorly. In this regard, it would be very interesting 
to test a LM based TC approach to better validate this argument. 
Using the class-based feature selection approaches has proven 
to be an essential factor, not only to achieve a better inference per-
formance but also to reduce its computational cost. 
Despite typically successful when applied to TC tasks, word 
lemmatisation was not really helpful for our task. The word-based 
approaches systematically outperformed the lemma-based ap-
proaches, thus pointing out some peculiarities of the classification 
task. Particularly, these results were found to be mainly explained 
by two different factors: the same topic for collecting monologs 
and the use of the German language. 
Unlike typical TC tasks, our verbal intelligence prediction task is 
influenced by the necessary fact that the different categories or 
classes to be identified are not well separated from a conceptuali-
zation point of view. Of course, it might be easier to distinguish 
people talking about different topics from their everyday life 
although the results for such a comparison might not be objective. 
By letting the participants (i.e. people with different interests and 
hobbies) to discuss their own topics, we would be then recognizing 
the topics themselves rather than people with different cognitive 
processes. 
On the other hand, the use of German, a very agglutinative 
language, resulted to be a drawback with regards to word lemmat-
isation. By lemmatisation of compound words (compounding is a 
pretty common phenomena in German) we are basically loosing 
the extra meaning that arises from the combination of the interre-
lated words. This meaning has proven to be really helpful to cor-
rectly discriminate between different levels of verbal intelligence. 
In future work, it would also be interesting to examine how well 
the suggested approaches perform when integrated into existing 
SLDS. In this regard, it is important to remark that any application 
involving speech recognition will always introduce noise in the 
features that we used. This needs to be considered as it will surely 
reduce the presented accuracies. Testing these approaches with 
conventional SLDS would allow us to assess whether the accuracies 
we achieve are high enough or not for our intended application (i.e. 
dialog system adaptation). 
On the other hand, this also suggests the importance of finding 
some other features that could be more robust when being used in 
a conventional system. Prosodic features could be a good alterna-
tive; so it would be interesting to start working on an multimodal 
inference framework that could jointly exploit the potential of, 
among others, this kind of features. As we have already mentioned, 
the linguistic cues that we have used in this work could pose a 
problem, for instance, if we want to apply these solutions with 
the same users but across different domains. In this regard, pro-
sodic features would be found to be advantageous as they would 
also allow us to explore the possibility of finding topic independent 
solutions. 
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