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Summary
This dissertation explores how the rise of intangible inputs - such as software and informa-
tion technology - affects the growth rate of total factor productivity. It is motivated by the
fact that productivity growth has slowed down significantly between 2005 and 2020. Average
productivity growth in the United States fell below 0.5%, well below the long-term average
of 1.3%. A similar slowdown occurred across most of Europe, causing productivity in coun-
tries such as France and the United Kingdom to flatline. This coincided with rapid increases
in the use of intangible inputs in production; software alone now makes up over 17% of cor-
porate investments.
The first chapter argues that the rise of intangible inputs can cause a slowdown of growth
through the effect it has on production and competition. I hypothesize that intangibles
cause a shift from variable costs to endogenous fixed costs, and use a new measure to show
that the share of fixed costs in total costs rises when firms increase IT and software invest-
ments. I then develop an endogenous growth model with heterogeneous multi-product
firms in which intangibles reduce marginal costs and endogenously raise fixed costs, which
gives firms with low adoption costs a competitive advantage. This advantage can be used to
deter other firms from entering new markets and from developing higher quality products.
After structurally estimating the model with micro data from France and the U.S., I show
that the rise of high-intangible firms is able to explain a significant fraction of the slowdown
of productivity growth, the fall in business dynamism and the rise of market power.
The second chapter is a shorter exercise that contains a dynamic analysis of the model from
the first chapter. It shows that despite the long-term negative effect of the rise of high-
intangible firms on growth, there is initially a positive effect. This is because high intangible
firms are able to produce at lower costs than other firms, which raises the level of total factor
productivity. Because these firms raise their markups proportionally to their cost advantage,
wages do not benefit from the additional productivity growth, causing the labor share to de-
cline. This chapter also analyzes the welfare effect of the rise of high-intangible firms, and
shows that it is significantly negative despite the initial boom in growth.
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The third chapter considers an alternative explanation for the slowdown of total factor pro-
ductivity: the Global Financial Crisis. In particular, it assesses the empirical validity of ex-
planations for the lack of recovery from the crisis that rely on endogenous growth theory.
The hypothesis is that the crisis caused a one-time reduction in intangible capital invest-
ments - such as research and development - which have a persistent effect on output and
productivity. Such a drop temporarily slows the rate of technological progress below the bal-
anced growth path. When the crisis fades and investments recover, technological progress
regains its original growth rate. The level of GDP does not recover from losses during the
crisis, however, and remains on a lower trajectory. The chapter finds evidence in favor of
this mechanism using a shift-share approach. In particular, it shows that U.S. firms with
greater exposure to the crisis - measured through the crisis-exposure of banks that they bor-
row from - reduce intangible investments more than other firms. Over the medium-run they
furthermore face persistent losses to revenue and to innovation output, measured through
the value of awarded patents.
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Chapter 1
Market Power and Innovation in the Intangible Economy
This chapter offers a unified explanation for the slowdown of productivity growth, the de-
cline in business dynamism and the rise of market power. I claim that the increasing use of
intangible inputs – such as software – explains these trends because it causes a shift from
variable costs towards fixed costs, which changes the way that firms produce and compete.
Using data on the universe of French firms and U.S. publicly listed firms, I first show that the
ratio of fixed to total costs rises when firms invest in intangibles. I then develop a quantita-
tive framework with heterogeneous firms and endogenous productivity growth in which in-
tangibles reduce marginal costs and raise fixed costs, which gives firms with high-intangible
adoption a competitive advantage. This advantage deters other firms from entering new
markets and lowers the overall rate of creative destruction. Economic activity reallocates
disproportionately towards high-intangible firms, which have higher markups and lower
labor shares. I structurally estimate the model and show that the model accounts for one-
third of the productivity slowdown in the U.S., one-half of the rise of markups and most of
the decline in dynamism.
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1.1. Introduction
The decline of productivity growth has played a prominent role in recent academic and pol-
icy debate. Average productivity growth in the United States was less than 0.5% between
2005 and 2018, well below the long-term average of 1.3% (Figure 1a). A similar slowdown
occurred across most of Europe, causing productivity in countries such as France and the
United Kingdom to flatline (Adler et al. 2017). This followed after a decade of above-average
growth in the 1990s, fueled by rapid improvements in information technologies (Fernald
2014). The slowdown occurred despite an increase in productivity-enhancing investments:
U.S. investments in corporate research and development have increased by 61% as a frac-
tion of national income over the last 30 years (Figure 1b). The slowdown therefore does not
seem to be driven by a lack of effort to become more productive, but rather by a decline in
the effect of innovative investments on productivity growth.1
The initial surge and subsequent decline in productivity growth coincided with two
other trends: the slowdown of business dynamism and the rise of markups. Signs that dy-
namism is weakening include the decline in the rate at which workers reallocate to different
employers (e.g. Davis et al. 2006, Decker et al. 2014), the decline in skewness of the firm-
growth distribution (e.g. Decker et al. 2016) and the decline in the start-up rate (e.g. Pugs-
ley and S, ahin 2018). The rise of markups has recently attracted academic attention (e.g.
De Loecker et al. 2018) and has been linked to the decline of the labor share in GDP (e.g.
Karabarbounis and Neiman 2013, Autor et al. 2017). Though the timing of these trends dif-
Figure 1. Trends in Productivity Growth and Research & Development Investments







































Notes: Figure 1a plots annual productivity growth from the Fernald series (FRBSF). The plot is smoothed using an HP filter
with an annual smoothing parameter of 100. 1b plots corporate R&D as a percentage of GDP. Data is from the BEA NIPA
tables.
1Bloom et al. (2017) provide an elaborate analysis of the decline in the effectiveness of research. They use
multiple measures to show that the aggregate effect of innovative efforts is falling. They also show declines in
the effectiveness of research in various case studies such as the research effort needed to double the power of
computer chips (Moore’s Law), agricultural productivity and pharmaceutical innovation. Using both Compustat
and U.S. Census data, they further show that the effect of research on growth is also falling at the firm level.
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Figure 2. Rise of Intangible Inputs: Software as a Percentage of Total Investments



















Notes: The figure plots investment in software as a percentage of total private fixed investments, excluding residential
investments, research and development and entertainment. Data is obtained from the BEA NIPA tables.
fers across countries, they are visible across most advanced economies (Calvino et al. 2016,
Diez et al. 2018). Despite the body of evidence detailing these trends, there is thus far no
consensus on what has caused them.
This paper claims that the trends in productivity growth, business dynamism and markups
can jointly be explained by a secular shift in the way that firms produce. Specifically, I claim
that an increase in the use of intangible inputs (in particular, the use of information technol-
ogy and software) can drive these patterns. The rise of intangible inputs in the past decades
has been dramatic: Figure 2 illustrates that software alone is now responsible for 17% of U.S.
corporate investments.2 Intangible inputs can explain the three trends because they have
two features: they are scalable, and firms differ in the efficiency with which they deploy
them.
Intangibles are scalable in the sense that they can be duplicated at close-to-zero marginal
cost (e.g. Haskel and Westlake 2017, Hsieh and Rossi-Hansberg 2019). This implies that
when intangible inputs are used to produce a good, the cost structure of production changes.
Firms invest in the development and maintenance of intangibles (which have depreciation
rates upwards of 30%) but face minimal additional costs of using them when production
is scaled up. An example of such an input is Enterprise Resource Planning (ERP), which
allows firms to automate business processes such as supply chain and inventory manage-
ment. ERP allows firms to automatically send invoices or order supplies, for example, which
reduces the marginal cost of a sale. Alternatively, firms that sell products that include soft-
ware (e.g. the operating system of a phone, the drive-by-wire-system of a car), face mini-
mal marginal costs of reproducing that software in additional units. The rise of intangibles
therefore shifts production away from variable costs towards fixed costs.
2This percentage understates expenditure on software by firms, as an increasing part of software expenses
is incurred ‘as a service’ (SaaS). This is expensed and not counted as investment.
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The ability to reduce costs through intangible inputs is not equal across firms. A consid-
erable literature has found that for a given expenditure level on intangibles, some firms are
able to reduce their marginal costs by a greater fraction than others. Bloom et al. (2012), for
example, show that American-owned European establishments achieve greater productivity
improvements from the use of information technology (IT). Their evidence suggests that in-
tangible input productivity is a firm characteristic, especially because the IT productivity of
European establishments increases when they are acquired by an American multinational.
Schivardi and Schmitz (2019) furthermore show that inefficient management practices can
explain not only the low IT adoption by Italian firms but also why the productivity gains that
these firms obtain from using IT are limited.3
I show that intangible inputs modeled along these lines can qualitatively and quantita-
tively explain the trends in productivity growth, business dynamism and markups. To do so,
I develop and estimate an endogenous growth model that is both tractable and sufficiently
rich to allow a quantification of the effect of intangibles. The model embeds intangibles as
scalable production inputs in a framework with heterogeneous markups and endogenous
entry/exit dynamics, in the spirit of Klette and Kortum (2004). Intangibles enable firms to
reduce marginal costs, in exchange for a per-period cost to develop and maintain the in-
tangible inputs. These costs do not depend on the quantity that firms sell. Firms produce
one or multiple products that are added or lost through creative destruction. They invest
in research and development (R&D) to produce higher quality versions of goods that are
produced by other firms. Successful innovation causes the innovator to become the new
producer, while the incumbent ceases to produce the good. Firm-level innovation along
this process drives aggregate growth through the step-wise improvement of random goods.
Intangible inputs introduce a new trade-off between quality and price to this class of
models. In most Klette and Kortum (2004)-models, firms that innovate become the sole
producer of the good when they develop a higher quality version. Other firms may have
the same marginal cost but are unable to produce the same quality, and hence cannot com-
pete. Intangible inputs change this results, if some firms are able to reduce their marginal
costs by a greater fraction than others. Heterogeneity in the efficiency with which a firm
adopts intangible inputs, for example, will cause some firms to produce their output at lower
costs, thereby allowing them to sell at lower prices. If a firm with a lower level of intangible-
adoption develops a higher quality version of a good sold by one of these firms, the incum-
bent could undercut the innovator on price. Only if the quality difference is sufficiently
large to offset the gap in marginal costs would the innovator become the new producer. The
presence of firms with a high take-up of intangible inputs, therefore, deters other firms from
3Bloom et al. (2014) also find that structured management practices are closely related to IT adoption in
American firms. Evidence also suggests that workplace organization and organization capital affect a firm’s IT
productivity (e.g. Crespi et al. 2007, Bartel et al. 2007). Changes to organization design come at the price of high
adjustment costs, which makes IT productivity a persistent firm characteristic (e.g. Bresnahan et al. 2002).
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entering new markets and from developing higher quality products. Paradoxically, the rise
of firms with high intangible input productivity can therefore negatively affect growth.
To analyze whether this can explain the macroeconomic trends, I introduce a group of
high-intangible firms to an economy where firms initially have similar levels of intangibles.
These firms have lower marginal costs than their competitors, therefore sell their goods at
higher markups and, after paying the fixed costs of intangibles, greater profits. The presence
of high-intangible firms raises the level of total factor productivity because they produce at
lower average costs. The higher level of productivity is not matched by higher wages, how-
ever, because high-intangible firms set proportionally higher markups. Steady-state growth
falls because most start-ups do not have sufficiently low marginal costs to compete with
high-intangible incumbents. Incumbents with low levels of intangibles similarly have fewer
incentives to innovate. Although overall R&D efforts increase, they concentrate around a
smaller group of firms. Because the returns to these investments are concave (in line with
evidence; e.g., Akcigit and Kerr 2018 or Bloom et al. 2002), the concentration of R&D low-
ers its effectiveness. This, combined with the fact that a fraction of innovations fail be-
cause high-intangible incumbents undercut innovators on price, explains how productivity
growth can fall along the new balanced growth path while innovative investments increase.
I quantify the model using two calibrations, one for the United States and one for France.
While evidence on the macroeconomic trends is stronger for the United States, I show that
the trends are largely visible for France as well. Furthermore, I provide evidence on the
mechanisms of the model using data from tax filings of the universe of French firms be-
tween 1994 and 2016. The advantage of using French data is that the full income statement
and balance sheet are available for both public and private firms of all sizes, and that the
data can be merged with surveys on innovation activities and investments in software or the
adoption of IT systems. This allows a close inspection of the empirical validity of the model’s
mechanisms. Using a new measure of fixed costs, I show that the share of fixed costs in total
costs has gradually increased from 9.5 to 14% in France between 1994 and 2016 and from 12
to 22.5% in the United States between 1980 and 2016. There is a positive within and across-
firm correlation between fixed costs and investments in software, as well as the adoption of
intangible inputs such as ERP. Firms with a high fixed-cost share also have higher markups,
invest more in research and development and have higher average growth rates, in line with
the model’s predictions.
I then quantitatively analyse the effect of a rise in intangible inputs by structurally esti-
mating the model. The French estimation relies on the administrative data for the universe
of firms while that for the U.S. relies on data for listed firms. Matched moments include
average growth, fixed costs, R&D investments and firm dynamics for 1994 in the French
calibration and for 1980 in the U.S. calibration. A group of high-intangible firms is then in-
troduced to match the empirical increase in the ratio of fixed costs over total costs along the
13
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Notes: Figure 3a plots sales-weighted percentiles of software investments per employee. Data on software comes from the
Enquête Annuelle d’Entreprises (EAE), merged with employment data from FARE (Section 1.2). Figure 3b plots the standard
deviation after controlling for 5-digit industry fixed effects, a third degree polynomial of log sales and industry time-trends.
new balanced growth path. The model predicts a slowdown in steady state growth of 0.21
percentage points in the French calibration and 0.37 percentage points in the U.S. calibra-
tion, on a base of 1.3%. Markups increase by 10.6 and 16.7 percentage points in the respec-
tive calibrations. The entry rate falls by 3.6 and 5.6 percentage points, respectively. Overall,
the model is able to explain a significant part of the slowdown of productivity growth and
the rise of markups, and most of the decline in business dynamism.
A central assumption behind these predictions is that firms are heterogeneous in their
use of intangible inputs. In support of that assumption, Figure 3 uses the French admin-
istrative data to plot various measures of inequality in software investments (either devel-
oped in-house or purchased externally), expressed per employee. Figure 3a plots various
sales-weighted percentiles of software investments and shows that the increase in software
spending has been concentrated among the higher percentiles.4 While there was a modest
increase in median spending from 100 to 300 euros per employee, spending at the 75th and
95th percentiles rose from 190 and 620 euros to 1240 and 5000 euros, respectively. Figure
3b shows that the rising inequality of intangible spending is also present within narrowly
defined industries, also with controls for size.
Related literature The theoretical framework builds on Schumpeterian growth models of
creative destruction in the tradition of Aghion and Howitt (1992) and Grossman and Help-
man (1993). In particular, I build on the strand of Schumpeterian models where firms pro-
duce multiple products (Klette and Kortum 2004). This framework is attractive because it is
analytically tractable, yet able to replicate many empirical features of firm dynamics when
4Unweighted percentiles show similar divergence over time.
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quantified (Lentz and Mortensen 2008). The framework was recently used to study the re-
allocation of innovative activity (Acemoglu et al. 2018), to discern the effect of innovation
policy (Atkeson and Burstein 2015) and to compare different sources of innovation (Akcigit
and Kerr 2018, Garcia-Macia et al. 2016). It has also been used to analyze imperfect compe-
tition in a setting with heterogeneous markups (Peters 2018).
I extend this framework with intangibles as scalable production inputs and, while pre-
serving the framework’s analytical flair and realistic firm dynamics, show that the model
predicts the macroeconomic trends in productivity, business dynamism and market power.
The extension furthermore offers two theoretical insights. First, I show that the aggregate
effect of research and development on productivity growth depends on on how this expen-
diture is distributed across firms. Because firm-level returns are concave in expenditure,
concentration of research and development negatively affects growth. Firm heterogeneity
is therefore an important ingredient for this type of endogenous growth models. Second, I
introduce a new distinction between quality and price to the framework. Quality accumu-
lates step-wise through research and development and is the engine of long-term growth.
Productive (high-intangible) firms are able to sell at lower prices, which can compensate for
lower quality and can be used to undercut innovators. Differences in production efficiency
across firms therefore reduce the effect of research and development on growth.
This paper is most closely related to recent work that jointly explains low productivity
growth, the fall in business dynamism and the rise of market power. Aghion et al. (2019)
build a model where a decline in the cost of IT increases a firm’s span of control, thereby
allowing firms with ex-ante higher productivity to grow larger. Because productive firms
are likely to face productive competitors, this reduces their expected markups and lowers
incentives to innovate. This reduces aggregate research and development and hence low-
ers growth. My mechanism is distinct: intangibles are a production technology that allows
firms to reduce variable costs, at the expense of higher overhead fixed costs. This has a neg-
ative effect on innovation and business dynamism if firms differ in intangible productivity
and adoption. High-intangible adopters can undercut other firms on price, which has a
negative effect on the innovative activity of other firms. There is an increase in aggregate
research and development, but because it is concentrated among a smaller group of highly
profitable, high-intangible firms, there is a negative effect on aggregate growth. This paper,
furthermore, explains why entry rates have fallen, which is due to the fact that such high-
intangible firms eventually produce a disproportionate number of goods. This reduces the
probability of successful entry and raises effective entry costs. Peters and Walsh (2019) relate
the decline of entry rates to the fall in labor force growth. The lack of entry stimulates expan-
sion by incumbents, which raises firm concentration and markups and causes a slowdown
of productivity growth. Liu et al. (2019) relate low productivity and business dynamism to
a decline in interest rates in a model where two firms compete for leadership through R&D.
15
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A lower interest rate increases investment incentives most strongly for the market leader,
discouraging investments by the follower and diminishing growth. Akcigit and Ates (2019)
find that intellectual property rights are increasingly used anti-competitively, which also
discourages entrants from investing. Both forms of discouragement differ from my frame-
work, as my discouraging effect arises from the inability of low-intangible firms to compete
on price. My framework is also different in that the rise of intangibles initially leads to a rise
in productivity growth. It furthermore explains why markups could have increased rapidly
at a time of low inflation: they were offset by a decline in marginal costs.
Other papers explain a subset of the macroeconomic trends. In close relation to my hy-
pothesis, Hsieh and Rossi-Hansberg (2019) suggest that intangibles such as software explain
the rise of firm concentration in services, wholesale and retail, as software can be deployed
across markets after paying a fixed cost. This paper is complementary to their work as it
shows that fixed-cost intangibles can also explain the rise of markups and the slowdown
of productivity growth. Brynjolfsson et al. (2018) claim that artificial intelligence is a new
General Purpose Technology that initially requires firms to invest in unmeasured intangible
capital, causing measured productivity growth to decline but eventually increase. This does
not, however, explain the coincidental reduction in business dynamism and rise in concen-
tration. Hopenhayn et al. (2018) add that the average age of firms has increased and link
that to demographic aging. Their model predicts that the decline in the growth rate of the
U.S. labor force is sufficient to explain most of the fall in business dynamism. Korinek and
Ng (2019) show that intangible inputs can give rise to natural monopolies and may therefore
explain the rise in industry concentration. Martinez (2019) shows that automation technol-
ogy can drive a decline in the labor share, also when capital and labor are complimentary at
the aggregate level.
This paper also contributes to the literature on the static costs of markups. In a model
where large firms charge higher markups, Edmond et al. (2018) find that markups reduce
welfare by 7.5%. Baqaee and Farhi (2018) argue that eliminating markups would increase
TFP by 20%, but also document that the upward trend of markups is driven by reallocation
towards high-markup firms. This implies that allocative efficiency is improving, as high-
markup firms produce inefficiently little. This is in line with the finding in Autor et al.
(2017) and Kehrig and Vincent (2017) that the decline in the aggregate labor share is pri-
marily driven by a reallocation of economic activity towards firms with a low labor share.
My model similarly predicts that the rise of markups is driven by the reallocation of activity
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towards high-markup (high-intangible) firms, as these have a greater incentive to expand
by investing in research and development.5
This paper also relates to the recent literature that studies the trends in productivity
and market power from a disaggregated perspective. As summarized by Van Reenen (2018),
there is substantial heterogeneity in the extent to which firms are subject to these trends,
causing productivity and profitability to diverge across firms. Andrews et al. (2016) show
that productivity growth at the most productive firms within 2-digit industries has not de-
clined across the OECD.6 Decker et al. (2018) similarly find an increase in productivity dis-
persion within the U.S.7 The rise in markups in De Loecker et al. (2018) is also strongest
in the highest deciles, a result that has been confirmed for several countries by Diez et al.
(2018) and Calligaris et al. (2018).8 This paper contributes to this literature by showing that
an increase in the ability to use intangibles by some firms can impose a negative external-
ity on others, thereby driving the growing differences across firms as well as the aggregate
trends in productivity growth, business dynamism and markups.
This paper also relates to work on the rise of market power and corporate profits more
broadly. Barkai (2016) finds that the share of excess profits increases over time because the
sum of (estimated) payments to labor and capital has declined as a percentage of national
income. Caballero et al. (2017) remark that this is partly offset by a rise in equity risk premia.
Karabarbounis and Neiman (2019) add that unmeasured capital also explains the rise of
excess profits, which they refer to as factorless income. IMF (2019) find that markups are
increasing across advanced economies but not in emerging economies, and show that there
is an inverse U-shaped relation between innovative activities and markups at the firm level.
There is also a growing literature that relates the rise of industry concentration to an increase
in entry costs - due for example to occupational licences or increases in regulation (e.g.
CEA 2016 and Furman 2016). Gutiérrez and Philippon (2019b) show that the response of
entry to profitability of incumbents has declined over time, and that this correlates with
anti-competitive lobbying efforts.9 Gutierrez and Philippon (2017) further relate the lack of
investments relative to Tobin’s Q by U.S. listed companies to a decline in competition.
5This reallocation fades over time as the share of all products produced by these firms approaches its steady
state level. The fading contribution of these high-intangible firms is somewhat in line with the finding by Gutiér-
rez and Philippon (2019a) that the contribution of the highest-valued firms on U.S. stock markets has fallen over
time, though this depends on the extent to which market valuations reflect whether a firm has high intangibles
in model’s spirit.
6Dispersion in pay is also increasing across firms, as found by Berlingieri et al. (2017) and Song et al. (2018).
7Kehrig and Vincent (2019) note that an increase in productivity dispersion at the establishment level may
reflect an improvement in factor allocation and a reduction of internal credit market frictions.
8Their methodology to estimate markups in these papers is critized by Traina (2018). Recent summaries on
the debate of markups and estimation methodologies are found in Syverson (2019) and Basu (2019).
9Gutiérrez et al. (2019) provide a theoretical exploration of this hypothesis in a structural model with entry
cost shocks. While similar in terminology, these entry costs are distinct from the endogenous fixed costs of
intangibles, as firms can choose to enter markets without facing these higher costs. This raises effective entry
costs indirectly because low-intangible incumbents are less likely to successfully enter the market.
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Whether the rise of market power is equally present across advanced economies remains
a subject of debate. The slowdown of productivity growth and the decline of start-ups have
been documented carefully in past work (see, e.g., Adler et al. 2017 and Calvino et al. 2016).
The rise of market power and firm concentration, however, seems to be larger in the United
States. Döttling et al. (2017) and Cavalleri et al. (2019) find no increase in industry concen-
tration in Europe between 2000 and 2013, using Bureau van Dijk’s Orbis data. In contrast,
Bajgar et al. (2019) document a rise in industry concentration for most European countries
when accounting for ownership structures and improvements in the coverage of small firms
in Orbis. Aquilante et al. (2019) also find an increase in firm concentration in the United
Kingdom between 1998 and 2016. I find a modest rise in 5-digit industry concentration
for France in the administrative data, especially between 1995 and 2005. In contrast to the
United States, the labor share in European countries does not show a strong decline when
controlling for fluctuations in residential housing income (Gutiérrez and Piton 2019). The
rise of markups also seems to be stronger in the U.S. De Loecker et al. (2018) find an increase
in U.S. markups of 40 percentage points, while markups across advanced economies on av-
erage increased by only 8 percentage points (IMF 2019). I show that markups in the French
administrative data display a similarly modest upward trend.
I also contribute to recent work that links the trends in productivity growth, business dy-
namism and market power to the rise of intangibles. In empirical work, Crouzet and Eberly
(2018) show that intangibles have caused an increase in market power and productivity for
leading U.S. public firms. Similarly, McKinsey (2018) and Ayyagari et al. (2018) show that
firms with high profitability and growth invest more in software and R&D. Bessen and Righi
(2019) find that productivity of U.S. firms increases persistently after an increase in the stock
of their IT-staff. Farhi and Gourio (2018) show that unmeasured intangibles can explain the
rising wedge between the measured marginal product of capital and risk-free rates. In close
connection to my results, Bajgar et al. (2019) find that sectors with high intangible invest-
ments experienced a greater increase in industry concentration across the OECD. In related
work, Bessen (2017) finds a positive relationship between the rise of firm-concentration and
the use of IT systems in U.S sectors. In contrast to my approach, he stresses that the scala-
bility of intangibles is advantageous to firms that are already large. Firm-level evidence on
this is provided in Lashkari and Bauer (2018). Also at the sector level, Calligaris et al. (2018)
find a positive correlation between the use of digital technologies and the rise of markups
and concentration. Bijnens and Konings (2018), documenting a decline in Belgian business
dynamism that resembles trends established for the U.S. by Decker et al. (2016), remark that
the decline is strongest in industries with a higher IT intensity.
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Outline The remainder of this paper proceeds as follows. Section 1.2 introduces scalable
intangible inputs empirically. Section 1.3 presents the growth model and discusses the main
mechanism. The model is estimated in Section 1.4, and results are discussed in Section 1.5.
Section 1.6 presents extensions, while Section 1.7 concludes.
1.2. Intangibles as Fixed Costs
This section introduces intangibles as inputs that cause a shift from marginal to fixed costs.
To provide a foundation for the paper’s main analysis, I first introduce a simple framework
where intangibles are modeled as such an input. I then introduce micro evidence on two
facts that are consistent with this model: the share of fixed costs has increased over time,
and there is a positive within and across-firm correlation between fixed costs and either
software investments or measures of information technology adoption. I furthermore show
that high-fixed cost firms have higher markups and research and development investments
than their competitors, and subsequently grow faster. These results serve as the foundation
for the full model in Section 1.3.
1.2.1. Framework
Consider a first-degree homogeneous production function z(zi t ,1, zi t ,2, .., zi t ,k ) ·ωi with k
traditional (tangible) production factors and Hicks-neutral productivityωi t . Firm i’s marginal
cost function is c(w1t , w2t , .., wkt ,ωi t ), where wkt denotes the factor price of tangible pro-
duction factor k at time t. Intangible inputs are defined as inputs that allow firms to reduce
their marginal costs by a desired fraction si ∈ [0,1).10 In the framework, the production
function therefore reads
yi t = 1
1− si t
· z(zi t ,1, zi ,2, .., zi t ,k ) ·ωi t , (1)
which is associated with marginal costs mci t = (1− si t ) · c(w1t , w2t , .., wkt ,ωi t ).11 To reduce
their marginal costs by si t , firms must spend some amount on intangible inputs. The rela-
tionship between si t and expenditure on intangibles is governed by a twice-differentiable
function f (si t ,φi ). φi is a firm-specific parameter that captures the efficiency with which
firm i uses intangibles: firms with higher levels of φi are able to reduce their marginal costs
by a greater fraction for a given expense on intangible inputs. f (φi , si t ) is strictly convex on
the domain si t ∈ [0,1) and satisfies ∂ f (φi , si t )/∂φi < 0, f (φi ,0) = 0 and limsi t→1 f (φi , si t ) =
10This definition applies to a subset of the total of possible intangible assets and inputs that firms may de-
ploy. It might not apply, for example, to research and development expenses, which are treated separately in the
model in Section 1.3. Throughout the text, the term ‘intangible inputs’ refers to inputs for which the definition
applies.
11Instead of dividing by 1− si t one could multiply z(·) by some productivity term that depends on the use
of intangibles. That approach is isomorphic to my approach, which I prefer because it leads to a convenient
expression for marginal costs.
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∞. The latter implies that the cost of eliminating marginal costs completely is infinite, such
that all firms have positive marginal costs in equilibrium. Firms pay f (φi , si t ) before pro-
duction occurs which, combined with the fact that f (φi , si t ) does not directly depend on
the amount that a firm sells, explains why they represent a fixed cost.12 The term fixed here
is different from usual, in the sense that firms choose the level of f (φi , si t ) through a reduc-
tion in variable costs. Firms that do not increase their use of intangible inputs do not face
an increase in fixed costs, and intangibles do not directly raise entry costs.
In this setup, total costs tci t equal
tci t = (1− si t ) ·c(w1t , w2t , .., wkt ,ωi t ) · yi t + f (si t ,φi ),
where the first term contains all variable costs while the second term contains fixed costs. It
is straightforward to show that when firms increase their expenditure on intangibles there
is a shift from variable to fixed costs, provided that a reduction in marginal costs does not
lead to a large increase in demand. Formally, ∂ f (si t )/tci t /∂si t > 0, provided that
∂ ln z(zi t ,1, zi t ,2, .., zi t ,k )
∂si t
< 1. (2)
Under this condition, which I view as mild, the rise of intangible inputs is reflected by an
increase in the average share of fixed in total costs, and this share should increase at the
firm level when firms increase their use of intangible inputs.
1.2.2. Data
To test the empirical validity of the framework, I use administrative data on the universe of
French firms and data from financial statements on U.S. publicly listed firms. Both can be
used to analyze trends in the share of fixed in total costs over time. The French data ad-
ditionally contains information on software investments and the adoption of IT systems,
which allows a direct assessment of the link between intangible inputs and fixed costs. Ap-
pendix D replicates the macroeconomic trends that motivate this paper for France, and con-
firms that it has incurred a decline in productivity growth and business dynamism, as well
as a modest increase in markups and concentration.
The French data comes from two administrative datasets (FICUS from 1994 to 2007 and
FARE from 2008 to 2016, both are based on tax data from DGFiP). The data contains the full
balance sheet and income statement, with detailed breakdowns of revenues and costs. I ap-
pend FICUS with FARE using a firm identifier (the siren code) that consistently tracks firms
over time. The unit of observation is a legal entity (unité légale), although subsidiaries of the
12This does not mean that there is no correlation between f (φi , si t ) and output, as large firms have greater
incentives to reduce marginal costs and choose a higher f (φi , si t ). The empirical analysis therefore includes
controls for size.
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Table 1: Descriptive Statistics
Mean Std. Dev. Median 10th Pct. 90th Pct. Obs.
French Firms (FICUS-FARE, ’94-’16)
Sales (revenue) 4,684 103,285 617 149 4,996 9,913,058
Employment (headcount) 19 356 5 1 28 9,913,058
Wage bill 622 10,753 144 38 831 9,913,058
Capital stock 1,738 131,183 92 12 895 9,913,058
Intermediate inputs and raw mat. 2,234 58,699 136 0 1,923 9,913,058
Other operating expenses 1,210 35,652 124 33 1168 9,913,058
U.S. Firms (Compustat, ’80-’16)
Sales (revenue) 2,370,409 14,147,340 189,447 13,237 3,521,189 125,231
Operating expenses 2,011,057 12,196,450 164,736 12,767 2,990,300 125,231
Cost of good sold 1,596,605 10,677,900 113,106 7,007 2,290,489 125,231
Selling, General, and Adm. exp. 414,452 1,970,337 39,066 3,857 635,171 125,231
Capital stock 1,567,708 10,485,090 77,258 4,889 2,072,819 125,231
Notes: Nominal figures in thousands of Euros (France) and Dollars (U.S.). Sales, operating costs and materials are deflated
with KLEMS sector deflators; the wage bill and capital are deflated with the GDP deflator.
largest companies are grouped as a single entity. I restrict the sample to private firms and
drop contractors, state-owned enterprises and non-profit organisations, as well as compa-
nies that receive operating subsidies in excess of 5% of sales. Firms in financial industries
and firms with missing or negative sales, assets, or employment are also excluded. Details
on variable definitions are provided in Appendix B. The remaining sample contains data on
1,087,726 firms across 651 NACE industries between 1994 and 2016. Summary statistics for
the main firm variables are provided in the upper panel of Table 1.13
Data for U.S. firms is obtained from S&P’s Compustat. Compustat contains balance
sheet and income statement data for all publicly listed firms in the U.S. I restrict the sam-
ple to firms outside of the financial, insurance and real estate industries between 1980 and
2016, and drop firms with missing or negative sales, assets and operating expenses. Fol-
lowing Baqaee and Farhi (2018), I also drop firms with ratios of sales to cost of good sold
or of sales to selling, general, and administrative expenses outside of the 2.5-97.5 percentile
range. The remaining sample covers 10,738 firms in 788 6-digit NAICS industries. Summary
statistics are provided in the lower panel of Table 1.
1.2.3. Measurement
Testing the framework requires a measure of fixed costs. Past work typically infers fixed costs
from the sensitivity of a firm’s operating costs or profits to sales shocks, under the assump-
13Access to the FICUS and FARE datasets was initially obtained for Burstein et al. (2019). The code to merge
FICUS and FARE was developed for their project, and is partly provided by Isabelle Mejean. I thank them for
their help in obtaining data access and for permission to use the data for this project.
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tion that all variable costs are set freely.14 This is problematic when firms face adjustment
costs for some variable inputs (when adjusting the size of their labor force, for example), and
limits the analysis of changes to fixed costs over time. I therefore derive a new time-varying
measure of fixed costs from the difference between the marginal cost markup and the profit
rate, which equals operating profits over revenue. Under the first-degree homogeneity as-
sumption of z(zi t ,1, .., zi t ,k ), the accounting definition for the profit rate is
πi t
pi t · yi t
=
(
pi t −mci t
) · yi t
pi t · yi t
− f̃i t
pi t · yi t
,
where fixed costs f̃i t are the sum of expenditures on intangibles and other fixed costs (ηi ),
such that f̃i t = f (si t ,φi )+ηi t . Isolating fixed costs and defining the markup µi t as the ratio
of prices to marginal costs yields
f̃i t







pi t · yi t
. (3)
I multiply the right-hand side of (3) with revenues and divide by total operating costs to
obtain fixed costs as a share of total costs. The straightforward intuition behind (3) is that
markups capture the firm’s marginal profitability, while profits capture the firm’s average
profitability. Because fixed costs are incurred regardless of sales, a firm with positive fixed
costs should have a profit rate below the markup. This also implies that rising markups do
not necessarily reflect rising profitability.
To implement the measure in equation (3), I require data on operating profits, revenues
and markups. Operating profits and revenues are obtained from the income statement.
Markups are not directly observed because income statement and balance sheet data lacks
information on marginal costs and prices. Instead, I estimate markups using the method
proposed by Hall (1988). He shows that markups are given by the product of the output
elasticity βm of a variable input m and the ratio of a firm’s sales to its expenditure on that
input. Formally:
µi t =βmi t ·
(
pi t · yi t
wmt · zmi t
)
,
where the zmi t denotes the quantity of m that firm i deploys in year t, and w
m denotes that
input’s unit cost. Revenue and expenditure on the input are observed on the income state-
14Examples include Lev (1974) and García-Feijóo and Jorgensen (2010). Alternatively, De Loecker et al. (2018)
assume that selling, general and administrative expenses on the income statement are fixed. Though appropri-
ate for their purpose, it is likely that some of these costs (like shipping costs and sales commissions) are variable.
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Notes: Sales-weighted average of fixed costs as a percentage of total costs, universe of French firms (left) and U.S. listed firms
(right). Fixed costs are inferred from the difference between profits as a percentage of sales and the marginal cost markup.
ment, while I obtain the output elasticity by estimating a translog production function using
the iterative GMM procedure proposed by De Loecker and Warzynski (2012).15
1.2.4. Empirical Analysis
Figure 4 depicts the sales-weighted average ratio of fixed to total costs as measured along
equation (3). In line with trends in intangible such as software, the measure shows a per-
sistent increase over the sample in both France and the United States. Fixed costs made
up 9% (13%) of costs for French (American) firms at the lowest point over the sample, and
close to 15% (24%) at the highest.16 Over the entire episode there is a greater increase in
fixed costs for U.S. listed firms, but this seems to be due to the difference in time samples.
Between 1995 and 2015, firms in both datasets have an average increase in the fixed costs
share of approximately 5 percentage points. The increasing trend in fixed costs is robust
to using alternative estimates for the markup, as shown in Appendix C. The appendix also
contains a between-within decomposition which shows that 73% of the increase in fixed
costs in France can be explained by a reallocation within 2-digit sectors, while the entirety
of the increase in fixed costs of U.S. public firms occurs within sectors. An illustration of the
sectoral composition of fixed costs is provided in Figure 5. It shows that fixed costs are es-
pecially high in the information sector, while variable costs are relatively important in retail
15Details are provided in Appendix C. The advantage of this approach to estimating markups is that it does
not assume any form of market structure or competition, and is consistent with the framework in Section 1.2.1.
Furthermore, markups are estimated based on a single variable input m. Other inputs may be fixed, variable or
a combination of both: as long as one freely-set variable input is observed the markup is estimated consistently.
16The level of the fixed-cost measure mostly depends on the estimate of the supply elasticity that is used
to calculate markups. Some estimations of these elasticities are consistently lower than the level used for fixed
costs in Figure 4, and therefore imply a lower level of fixed costs. The trend was similar across estimations,
however. Appendix C contains a full robustness check of all results in this section using different production
function estimates.
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Figure 5. Weighted-Average Ratio of Fixed Costs to Total Costs across Sectors
















































Notes: Sales-weighted average of fixed costs fraction by sector for universe of French firms (left) and U.S. listed firms (right).
Sectors are ordered by the average fixed-cost share in the last ten years of the French sample. Industry definitions for France
(NACE/ISIC): JB, JC for information, I, M, N for services, B, C, D, E for manufacturing, and G for wholesale and retail; for the
U.S. (NAICS): 51 for information, 64 and above for services, 31, 32 for manufacturing, and 42, 44, 45 for wholesale and retail.
and wholesale. Nearly all broad sectors have seen an increase in their share of fixed in total
costs.
I next assess the relationship between the rise of fixed costs and the rise of intangible in-
puts. The framework in Section 1.2.1 implies that firms with higher intangible inputs should
have greater fixed costs as a fraction of total costs, and that this fraction should increase
when firms make additional investments in software. This can be tested using the French
data, as it contains various measures of investments in software and information technol-
ogy. The additional data comes from two surveys that are based on a (post-weighted) rep-
resentative sample. The first is the Enquête Annuelle d’Entreprises (EAE), which is an annual
survey of around 12,000 firms between 1994 and 2007. The survey provides a comprehen-
sive panel of firms with more than 20 employees, and samples smaller firms in most sectors.
I use this survey to obtain the amount that firms spend on software, either developed in-
house or purchased externally.17 I estimate the following regression:
f̃i t
tci t
=αi +ψt +γ · fi t
pi t · yi t
+β′g (pi t · yi t )+εi t ,
where fi t is observed software in Euro, g is a polynomial of size controls, while αi and ψt
respectively denote firm- and time fixed effects. Fixed effects are feasible because the full
coverage of larger firms gives a sufficiently large panel. Results are presented in Table 2.
Observations are weighted by their sample weights and variables are winsorized at their 1%
tails. The table shows a consistently positive relationship between software investments and
17The survey was previously used to measure firm-level software investments by Lashkari and Bauer (2018).
I follow their steps when constructing the variables of interest. Details are provided in Appendix B.
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Table 2: Relationship between Software Spending and Fixed-Cost Share (France)
Fixed-Cost Share I II III IV V VI
Software Investments 5.60*** 5.19*** 3.03*** 2.69*** 1.45*** 0.55***
(0.235) (0.235) (0.242) (0.242) (0.138) (0.127)
Year fixed effects No Yes No Yes No Yes
Firm fixed effects No No No No Yes Yes
Industry fixed effects No No Yes Yes No No
Size Poly. Yes Yes Yes Yes Yes Yes
R2 0.125 0.132 0.289 0.295 0.073 0.196
Observations 136,208 136,208 136,208 136,208 136,208 136,208
Dependent variable is fixed costs as a percentage of total costs. Explanatory variable is software investments as a percentage
of sales. Sales is deflated with the sector-specific gross output deflator, software with the investment input deflator from
EU-KLEMS. Firm-clustered standard errors in parentheses. *, **, *** denote significance at the 10, 5 and 1% levels,
respectively.
fixed costs, though the strength of the relationship depends on the inclusion of fixed effects.
The latter may be due to the fact that only firms with more than 20 employees are sampled
more than once. The fact that the positive relationship is also present when controlling for
firm-fixed effects suggests that fixed costs increase when firms increase their use of software.
This supports the assumption to model intangible inputs as endogenous fixed costs in pro-
duction. The coefficients in Table 2 are economically significant: a firm that moves from the
median to the 95th percentile of software investments increases its fixed-cost share by 0.4
(column VI) to 4 (column I) percentage points.
I next show that there is also a positive relationship between fixed costs and the adop-
tion of specific information technologies. Data on technology adoption comes from the
Enquête sur les Technologies de l’Information de la Communication (TIC). This survey con-
tains questions on the use of IT systems from 2008 to 2016 and covers an annual sample of




=αhj +ψht +γh ·T hi j t + (βh)′g (pi j t · yi j t )+εhi j t ,
where T hi j t is a dummy that equals one if firm i in 5-digit industry j has adopted technology
h. The TIC samples different firms each year and is therefore not a panel, except when firms
have been sampled multiple times. This is mainly the case for large firms, which makes the
sample unrepresentative as a panel. The specification therefore includes industry rather
than firm effects. Though the TIC contains various measures of technology adoption, I fo-
cus on five production technologies that are available for a number of years and that are
likely to capture si t in the framework. Table 3 presents the results. The top of each column
presents the technology used for T hi j t . ERP refers to enterprise resource planning, CRM to
customer resource management software, CAD to computer-aided design, SCM to supply
chain management software and RFID to radio frequency identification. The explanatory
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Table 3: Relationship between Technology Adoption and Fixed-Cost Share (France)
Software Adoption
Fixed-Cost Share ERP CRM CAD SCM RFID Skill
Adoption Dummy 0.015*** 0.006*** 0.020*** 0.004 0.023*** 0.045***
(0.002) (0.002) (0.006) (0.003) (0.006) (0.004)
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes
Size Poly. Yes Yes Yes Yes Yes Yes
R2 0.320 0.319 0.317 0.346 0.385 0.355
Observations 63,928 69,200 30,415 45,685 16,847 46,806
Notes. Explanatory variable is a dummy for the adoption of the technology specified in the column header (details provided
in main text). Industry fixed effects at the 5-digit NACE level. Firm-clustered standard errors in parentheses. *, **, *** denote
significance at the 10, 5 and 1% levels, respectively. Observation counts differ as not every measure was included in each
survey year.
variable in the final column is a dummy that equals one if the firm employs IT specialists.
Observations are weighted by their sample weights for representativeness. Except for SCM
they have a strong positive correlation with the share of fixed costs. The estimates are eco-
nomically significant: a firm that uses ERP on average has a fixed cost ratio that is 1.5 per-
centage points higher than similarly-sized firms in the same 5-digit industry without ERP.
The results so far support the notion that intangible inputs in the form of software in-
vestments or IT system adoption raise fixed costs. I next show that firms with higher fixed
costs also have higher markups, investment more in research and development, and have
higher rates of sales growth. These relationships are essential because this paper’s theo-
retical analysis builds on the premise that high-intangible firms have higher markups and
profits, causing them to have a greater incentive to invest in research and development and
to subsequently grow faster. I test whether (conditional) correlations run in the appropri-
ate direction in the French and the U.S. data, with the cautionary remark that this does not
imply causality.
I start by estimating the following linear regression with OLS:
µi t =αi +ψt +γ · f̃i t
tci t
+β′g (pi t · yi t )+εi j t , (4)
where µi t denotes the markup of firm i in year t, estimated using De Loecker and Warzyn-
ski’s (2012) iterative GMM implementation of the Hall (1988) markup equation, f̃i t denotes
fixed costs, g (·) is a polynomial of real sales to control for size, while αi and ψt respectively
denote firm- and time fixed effects. Results are presented in Table 4. The first four columns
present OLS estimates for both the French and American samples. The results show a ro-
bustly positive correlation between fixed costs and markups, also when accounting for firm
fixed effects. Column IV suggests that an increase of the fixed ratio by 10 percentage points
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Table 4: Relationship between Markups and Ratio of Fixed- to Total Costs
OLS 2SLS
I II III IV V VI
French Firms (FICUS-FARE, ’94-’16)
Fixed-Cost Share 1.74*** 1.74*** 1.26*** 1.28*** 1.85*** 0.67***
(0.002) (0.002) (0.002) (0.002) (0.449) (0.224)
R2 0.71 0.71 0.49 0.52
First Stage F-stat. 242 16.6
Observations 9,457,679 9,457,679 9,457,679 9,457,679 140,861 140,861
U.S. Firms (Compustat, ’80-’16)
Fixed-Cost Share 2.54*** 2.54*** 1.63*** 1.66***
(0.025) (0.025) (0.030) (0.031)
R2 0.65 0.65 0.63 0.62
Observations 125,231 125,231 125,231 125,231
Year fixed effects No Yes No Yes No Yes
Firm fixed effects No No Yes Yes No Yes
Size polynomial Yes Yes Yes Yes Yes Yes
Notes: Firm-clustered standard errors in parentheses. *** denotes significance at the 1% level. Size is controlled for through a
third-degree polynomial in log real sales. 2SLS regressions instrument fixed costs through a third-degree polynomial in the
ratio of software to sales. Variables are winsorized at 1% and 99% tails.
is associated with a markup that is 12.8 percentage points (France) or 16.6 percentage points
higher (United States).
The positive correlation in Table 4 may be spurious because measurement error in markups
correlates positively with measurement error in fixed costs through (3). To address this,
columns V and VI re-estimate this relationship with two-staged least squares. In the first
stage I regress the fixed-cost share on a third-degree polynomial of software intensity, the
dependent variable in Table 2. The fitted value of that regression is the explanatory vari-
able in the second-stage regressions, such that the coefficient is only based on variation in
fixed costs that is due to differences in software intensity. Column VI’s estimate suggests
that measurement error in OLS estimates indeed causes an overestimation on the correla-
tion between markups and fixed costs, though an economically and statistically significant
relationship remains.
I next assess the relationship between the ratio of fixed- to variable costs and a firm’s
research and development activities. Data on innovation activities for French firms is ob-
tained from the Enquête Communautaire sur L’Innovation (CIS). The CIS was held in 1996
and 2000, and biannually since 2004. The main variable from this dataset is expenditures
on research and development, including externally purchased research and development
and expenditures on external knowledge or innovation-related capital expenditures. For
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Table 5: Relationship between R&D and Ratio of Fixed- to Total Costs
I II III IV
French Firms (FICUS-FARE, ’94-’16)
Fixed-Cost Share 0.024*** 0.023*** 0.027*** 0.019**
(0.001) (0.001) (0.005) (0.005)
R2 0.007 0.012 0.003 0.016
Observations 92,536 92,536 92,536 92,536
U.S. Firms (Compustat, ’80-’16)
Fixed-Cost Share 0.114*** 0.106*** 0.037*** 0.034***
(0.003) (0.003) (0.003) (0.003)
R2 0.16 0.17 0.13 0.15
Observations 125,231 125,231 125,231 125,231
Year fixed effects No Yes No Yes
Firm fixed effects No No Yes Yes
Size polynomial Yes Yes Yes Yes
Notes: Firm-clustered standard errors in parentheses. ** and *** denote significance at the 5 and 1% level, respectively.
Size is controlled for through a third degree polynomial in log real sales. Variables are winsorized at 1% and 99% tails.
Compustat firms, I use research and development expenditures from the income statement
(xrd).18 The estimation equation reads
r di t
pi t · yi t
=αi +ψt +γ · f̃i t
tci t
+β′g (pi t · yi t )+εi j t , (5)
where R&D intensity is the dependent variable, as is standard in the literature (e.g. Hall
et al. 2010). Results are presented in Table 5. The upper panel represents results for the
French survey data, while the bottom panel presents results for the U.S. data. Upon adding
firm fixed effects (columns III and IV), the tables present similar coefficients: firms with
higher fixed shares are likely to invest more in research and development. The coefficients
are reasonably large: average firms in Compustat invest 3.7% of their sales on R&D over the
sample, and this number increases by 0.34 percentage points if the fraction of fixed in total
costs increase by 10 percentage points.
Table 6 presents the regression coefficients from an estimation of equation (5) with the
growth of sales as an alternative dependent variable. The explanatory variable is lagged to
prevent a mechanically negative relationship through sales shocks, because fixed costs as a
percentage of total costs fall inherently when sales increase unexpectedly.19 Though point
estimates vary, there is a clear positive relationship between growth and fixed costs. Jointly,
18According to U.S. accounting standards research and development is expensed in Compustat and there-
fore negatively affects profit. I correct for this by adding xrd to the profitability measure in equation (3).
19A lag is furthermore appropriate because the effect of higher R&D investments by high-φ firms is unlikely
to be immediate. Taking additional lags (e.g. the second or third) rather than the first lags also yields a signifi-
cantly positive relationship between fixed costs and sales growth.
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Table 6: Relationship between Sales Growth and Ratio of Fixed- to Total Costs
I II III IV
French Firms (FICUS-FARE, ’94-’16)
Lagged Fixed-Cost Share 0.155*** 0.155*** 0.455*** 0.514***
(0.001) (0.002) (0.002) (0.002)
R2 0.082 0.084 0.057 0.049
Observations 8,670,007 8,670,007 8,670,007 8,670,007
U.S. Firms (Compustat, ’80-’16)
Lagged Fixed-Cost Share 0.125*** 0.132*** 0.055*** 0.107***
(0.009) (0.009) (0.025) (0.025)
R2 0.014 0.037 0.13 0.15
Observations 111,397 111,397 111,397 111,397
Year fixed effects No Yes No Yes
Firm fixed effects No No Yes Yes
Size polynomial Yes Yes Yes Yes
Notes: Firm-clustered standard errors in parentheses. *** denotes significance at the 1% level.
Size is controlled for through a third-degree polynomial in log real sales. Variables are winsorized at 1% and 99% tails.
the correlations in this section provide preliminary evidence on favor of the mechanisms on
which the model relies.
1.3. Intangibles, Firm Dynamics and Growth
I now embed scalable intangible inputs into a model of firm dynamics and endogenous
growth in the spirit of Klette and Kortum (2004). The model features endogenous entry and
exit, multi-product firms and heterogeneous markups in a general equilibrium setting.
1.3.1. Preferences and Market Structure
A continuum of identical households with unit mass choose the path of consumption that




exp(−ρ · t ) · ln Ct d t ,
where Ct is aggregate consumption and ρ is the discount factor.20 Time is continuous and
indexed by t, which is suppressed when convenient. The household is endowed with a sin-
gle unit of labor which is supplied inelastically. The consumption good is composed of a
continuum of intermediate goods, indexed by j. Each good can be produced by the set of
firms I j t that own the production technology, a patent, to produce good j at a certain level
of quality qi j ≥ 0. The level of quality determines the value that each unit of a good pro-
20It is straightforward to generalize the setup to feature a CRRA utility function. This would change the
Euler equation and the relationship between discount factor ρ and interest rate r and hence require a different
calibration of ρ.
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duced by a firm i ∈ I j t contributes to aggregate consumption. The intermediate goods are







qi j · yi j
)
d j ,
where Y denotes aggregate output, and yi j ≥ 0 is the amount of good j that is produced by
firm i. All output is consumed such that Y =C .21
The firms that own the patent to produce good j compete à la Bertrand. This implies
that, while multiple firms own the patent to produce good j at some level of quality, only one
firm will produce the good in equilibrium. In a model where firms have identical produc-
tion technologies this would always be the firm with the state-of-the-art patent that allows
the firm to produce j at the highest quality level. In this paper’s setup, intangibles create het-
erogeneity in production efficiency, which causes some firms to produce at lower marginal
costs than others. It is optimal for the profit-maximizing aggregator to only demand good j
from the firm that offers the highest combination of output and quality (qi j · yi j ) at a given
expenditure. In other words, goods will be produced by the firm that is able to offer the
lowest quality-adjusted price pi j /qi j .
1.3.2. Firms and Intangibles
There is a continuum of firms, indexed by i. In the spirit of Klette and Kortum (2004),
firms are able to produce all goods for which they have a patent in their portfolio Ji t ={
qi j : j ∈ i ’s patents
}
. This means that firms (potentially) produce more than one good.
Given the market structure, firms produce the set of goods J̃i t ∈ Ji t for which they are able
to offer the lowest quality-adjusted price pi j /qi j . A firm that does not produce any good in
its patent portfolio exits the economy.
Following the general setup in Section 1.2, firms use tangible and intangible inputs.
They choose the optimal fraction si j ∈ [0,1) by which they reduce their marginal costs through
the use of intangibles. Firms optimize this fraction separately for each good that they pro-
duce and choose si j before production occurs each period. To preserve tractability, the only
21The Cobb-Douglas aggregator implies that the demand function has a unit elasticity such that prices of
producers in the Bertrand-Nash equilibrium are bound by the marginal cost of the second-best firm. A gen-
eralization to CES would imply a similar bound on prices, up to the point that the wedge in marginal costs
between the first- and second-best firms exceeds the monopolist markup (see, e.g., Lentz and Mortensen 2008).
This gives rise to a kink in the profit function and puts a ceiling on the model’s predicted markups. Given the
absence of such a ceiling on markups in the data and to preserve tractability, I rely on the Cobb-Douglas tech-
nology instead.
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tangible input is production labor, such that intangibles allow firms to cut the amount of
labor required to produce an additional unit of output. The production function reads
yi j = 1
1− si j
· li j , (6)
where li j denotes production labor dedicated by i to good j .22 The marginal cost of pro-
ducing j equals mci j = (1− si j ) · w , where w is the wage rate. The reduction in marginal
costs through the use of intangibles comes at a cost f (si j ,φi ). This function satisfies the
properties of the fixed-cost function in Section 1.2: fixed costs increase exponentially in si j ,
firms that do not reduce their marginal costs pay no fixed costs, and the costs of reducing
marginal costs fully (si j → 1) are infinite. To allow a quantification of the model I choose the
following functional form:








where ψ is a curvature parameter and φi captures the efficiency with which firms are able
to implement intangible technologies. Firms draw their type φi from a known discrete dis-
tribution G(φ) at birth and benefit from their level of intangible efficiency on each good that
they produce. Note that fixed costs are not sunk as firms pay the fixed costs at each time t.
The motivation for that is twofold. First, Li and Hall (2016) estimate depreciation rates of
software investments to range between 30 and 40% per year. This implies that firms must
spend considerable amounts each year to maintain a constant level of software. Second, an
increasing share of enterprise software is sold as a service (SaaS), which means that firms
pay periodic licence fees instead of an upfront cost for perpetual use.23 Note that this does
not mean that the model features no accumulation of intangible capital in the spirit of, e.g.,
Corrado et al. (2009). Firms also invest in research and development, and these investments
have long-term effects on both firm size and national income.
1.3.3. R&D Investments
Firms expand their portfolio of patents by investing in research and development (R&D).
When investing, firms choose the Poisson flow rate xi ≥ 0 with which a new patent is added
to their portfolio. In exchange for achieving xi , firms employ r d x scientists along
r d x (xi ) = ηx · xψ
x
i ·n−σi , (8)
22In independent work, Korinek and Ng (2019) also model digitization as a shift from marginal to fixed costs.
Rather than having heterogeneous fixed costs of marginal cost reduction, their model features heterogeneity in
the maximum fraction of marginal costs that firms are able to cut.
23For example, 35% of Microsoft’s enterprise sales in Q2 of 2019 came from SaaS, at an annual growth of 48%.
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where ψx > 1 and ηx > 0. The number of researchers that the firm employs is convex in
the rate of innovation and declines in the number of goods that the firm produces, ni . The
former implies that the marginal return to R&D is diminishing within each time t. The latter
is an assumption from Klette and Kortum (2004), and reflects the assumption that large
firms have more in-house knowledge or organizational capital than small firms. Practically,
the presence of n−σi governs the relationship between firm size and firm growth. For σ =
ψx − 1, the model satisfies Gibrat’s law of constant firm growth in size, while for σ = 0 a
firm’s growth declines rapidly with size. Following Akcigit and Kerr (2018), I allow for an
intermediate case between these two extremes, and estimate σ ∈ [0,ψ−1] by targeting the
empirical relationship between size and growth in the data.
A firm that innovates successfully becomes the owner of a state-of-the-art patent for
a random good j. Innovation is not directed, in the sense that firms are equally likely to
innovate on all products. As in Aghion and Howitt (1992), the state-of-the-art patent allows
firm i to produce its new good at a quality level that is a multiple (1+λi j ) of the level of the
current producer of the good:
qi j = q−i j · (1+λi j ),
where −i denotes the incumbent of good j while λi j denotes the realized innovation step
size, which is drawn from an exponential distribution with mean λ̄:
λ∼ Exp(λ̄).
The level of firm i’s quality reflects the increase in quality from its innovation to product j,
as well as the increases from all past successful innovations on that good. Because the latter
is not internalized when firms choose their optimal level of R&D, the model is characterized
by inefficiently low innovative investments, which is a standard feature of Schumpeterian
growth models (see, e.g., Lentz and Mortensen 2016).
1.3.4. Innovation and Intangibles
Innovation in the model is different from the standard Klette and Kortum (2004) setup be-
cause the innovator of a certain good will not necessarily become its new producer. Inno-
vators always become the producer in other models because firms have identical marginal
cost while the innovator owns the patent to produce at the highest quality level. Here, the
owner of a lower-quality patent may still be the sole producer if it can offer the best com-
bination of quality and price. The lowest price that the incumbent and the innovator are
willing to set are their respective choke prices. The choke price pchoke (φi ) is the price at
which, after payment of the fixed costs, firm profits are zero.24 If the incumbent has a lower
24This is with slight abuse of nation as pchoke (φi ) also depends on output Y and wage w. It is expressed only
in terms of φi because the ratio of choke prices between any two firms only depends on their relative φs.
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Figure 6. Innovation with and without Intangible Inputs




Firm 1 Firm 2













Notes: Illustration of the case where Firm 2 develops higher quality version of j , currently produced by Firm 1. The left-hand
case is the model without intangibles, where Firm 2 always becomes the new producer. The right-hand case is the model
with intangibles, where Firm 1 remains the producer if φ1 >φ2 causes the choke price to be sufficiently lower for Firm 1.
choke price than the innovator does, the incumbent can undercut the innovator on price if
the quality of the innovator is sufficiently close to that of the incumbent. Formally, the in-







where the choke price is a decreasing function of φi because high-φ are able to reduce their
marginal costs by a greater fraction for a given expenditure on intangibles. Rewriting yields




The innovator is able to offer product j at a superior quality than the incumbent, but
the incumbent can hold on to its product if it has a sufficiently low choke price. A greater
difference between the choke prices is needed when the innovator has drawn a significant
innovation (the realization of λi j is high), and the innovator will always become the new
producer if its φi is the same or higher than that of the incumbent.
Figure 6 illustrates the hypothetical case where an innovator is unable to take over pro-
duction. Firm 1 is the incumbent of the product on which firm 2 innovates. In other Klette
and Kortum (2004) models, firm 2 becomes the new producer of the good because it is able
to produce at greater quality. That is not necessarily the case in this model, however, be-
cause firm 1 may be of a higher φ-type than firm 2. Firm 1 could sell its product at a lower
price, allowing consumers to compensate for the lower quality of the good by purchasing a
greater quantity.
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1.3.5. Quality and Intangibles
It is useful to highlight the difference between quality and price in this framework. In most
models of growth through creative destruction the two are isomorphic. Prices reflect the
ability of firms to produce at low marginal costs (that is; with high productivity). It may
seem that this is equivalent to quality, in the sense that a firm can achieve a higher level
of effective output qi j · yi j using the same tangible inputs through either selling at higher
quality or deploying a greater share of intangibles.
The difference between the two lies in the extent to which they contribute to long-term
growth. Innovation leads to an increase in the state-of-the-art level of quality qi j with which
good j can be produced. If an innovating firm successfully takes over production, this offers
both a private benefit and an economy-wide benefit. The private benefit is the stream of
profit that the firm earns while it produces j. The economy-wide benefit is the fact that all
future innovations on j are step-wise improvements over qi j : the innovation by firm i al-
lows good j to be produced at a permanently higher quality. This positive externality makes
the step-wise improvement of quality across products the source of long-term economic
growth.
Intangibles do not come with a similar externality. They only improve production effi-
ciency for the current producer. Intuitively, the fact that the incumbent is efficient at using
software applications to reduce marginal costs does not benefit an innovating firm when it
takes over production at some point in the future.
1.3.6. Entry and Exit
There is a mass of entrepreneurs that invest in R&D to obtain patents to produce goods
that are currently owned by incumbents. The R&D cost function is analogous to the cost
function for innovation by incumbents:
r d e (e) = ηe ·eψe , (10)
where r d e (e) denotes the number of researchers employed by potential entrants to achieve
start-up rate e, and where ηe > 0, ψe > 1. Entrepreneurs that draw an innovation improve
the quality of a random good that is currently produced by an incumbent. In similar spirit to
models where firms draw idiosyncratic productivities at birth (e.g. Hopenhayn 1992, Melitz
2003), entrants then draw their intangible productivity φe ∈Φ from the known distribution
G(φ), and learn about the intangible efficiency of their incumbent. The entrant becomes the
new producer of its good if it has drawn a sufficiently large step-size λe j to overcome any
difference between its choke price and the choke price of its incumbent, along condition
(9).
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A firm exits the economy if it does not produce any good in its patent portfolio Ji . This
happens when entrants or other incumbent develop higher-quality versions of the sole good
that a firm produces, as explained in the next section.
1.3.7. Creative Destruction
Firms cease to produce a good if a different incumbent or an entrant successfully innovate
on that product. The rate at which this happens is the rate of creative destruction, τ(φi ).
The rate of creative destruction is endogenous, as it is determined by the respective efforts
that incumbents and entrants put into innovation. It is a function of the firm’s intangible
efficiency φi , because a firm with a relatively high intangible efficiency is more likely to be
able to undercut an innovative challenger on price. The rate of creative destruction for a














M(φh ,n) · x(φh ,n)+e ·G(φh)
]
(11)
where M(φh ,n) denotes the measure of firms with intangible efficiency φh that produce n
products.25 The outer-summation reflects that an incumbent with intangible efficiency φi
faces innovative competitors from each intangible efficiency level φh ∈Φ. Within the sum-
mation there are two terms: the probability that an innovation by a firm with efficiency φh
is successful, multiplied by innovation efforts by firms with that level of efficiency. Under
the exponential distribution, the probability that condition (9) is satisfied when i is the in-

















where the right-hand side is the cumulative density function of the exponential distribu-
tion with mean λ̄. This probability (and hence the creative destruction rate) is strictly lower
when the incumbent is a high-φ firm, as these have a lower choke price. The term for in-
novation effort contains two parts. The first captures innovation efforts by incumbents of
typeφh . As is shown below, a firm’s innovation effort is a function of its intangible efficiency
as well as the number of products it currently produces, which explains the inclusion of the
summation over n. The Poisson rate x(φh ,n) is multiplied by the measure M(φh ,n) to ob-
tain total innovation effort. The second term measures innovative activities by entrants of
type φh . It is equal to the entry rate e multiplied by the probability G(φh) that the entrant
has that level of intangible efficiency.
25In a model with a discrete number of firms, the measure of firms M(φh ,n) would simply be the number of
firms with efficiency φh that produce n products. Here, it is the fraction of products produced by these firms,
divided by n.
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1.3.8. Optimal Pricing and Intangibles
The firm maximizes operating profits for each good it produces by statically choosing the
optimal price pi j and the fraction by which it reduces marginal costs si j . The optimal price
is determined by the wedge between the firm that produces good j and the efficiency of the
second-best firm for that good. The following timing assumption applies. At the start of
each time t, all firms with a patent to produce good j observe the qualities and intangible
efficiencies of all firms with a patent to produce good j. They then choose si j and commit to
paying the associated fixed costs f (si j ,φi ) and subsequently post their prices and produce
the goods demanded by consumers. In the Nash equilibrium of the associated simultaneous
move game, firms that are unable to offer the lowest quality-adjusted price have no incentive
to set si j > 0. Their marginal cost therefore equals the wage w. The demand for output from
the firm with the lowest quality-adjusted choke price has a unit demand elasticity:
yi j
Y = p−1i j .
The profit-maximizing price of the firm i with the lowest choke price is therefore bound by
the marginal cost of the firm with the second-lowest choke price -i, adjusted for differences
in quality between both firms:




where −i identifies the second-best firm, mc−i j = w , and qi j /q−i j − 1 is innovation real-
ization λi j . The markup of firm i is found by dividing the profit-maximizing price by firm






which yields that markups increase in the difference in quality between the producer and
the second-best firm, as well as the firm’s use of intangibles. Note that while intangibles
increase the markup, profits do not increase proportionally because the firm incurs an ex-
pense on intangibles. A part of the increase in markups is therefore a compensation for fixed
costs.
To find the optimal intangible fraction si j , consider the definition of operating profits:
πi j = (pi j −mci j ) · yi j −w · f (si j ,φi ),
where the fixed-cost function (7) is multiplied by w as costs are denominated in terms of
labor. Inserting the demand function and markups (13) gives the following first-order con-
dition:
si j = 1−
(
[1+λi j ] · w
Y




or si j = 0 when the right-hand side is negative. It follows that firms with lower intangible
adoption costs are able to reduce their marginal costs by a greater fraction and consequently
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have higher markups. Note that the firm with the lowest quality-adjusted choke price sets si j
along (14) irrespective of the level of intangible efficiency of the second-best firm, because
that firm always sets s−i j = 0 in the Nash equilibrium.
1.3.9. Equilibrium
I now characterize the economy’s stationary equilibrium where productivity, output and
wages grow at a constant rate g.
1.3.10. Optimal Innovation Decisions
Firms choose the level of spending on research and development that maximizes firm value.
The associated value function, where notation is borrowed from Akcigit and Kerr (2018),
reads as






πt (φi ,λi j )+
τ(φi ) ·
[















Vt (φi , J̃i ∪+λi j )−Vt (φi , J̃i )
]
−wtηx (xi )ψx n−σi −F (φi ,ni )

The value function is split into two parts. The first part on right-hand side contains the sum
of all good-specific items. The first line gives the contemporaneous profits for a firm that
sets prices along (13) and the fraction of marginal costs reduced through intangibles along
(14). The second line gives the change in firm value if the firm would cease production of





denotes the value of producing the set of goods J̃i except some good j with innovation real-
ization λi j . The second part is not specific to product lines. The first line gives the expected
increase in firm value from external innovation. V (φi , J̃i ∪+ λi j ) denotes the firm’s value
if it successfully takes product j from firm −i . The change in firm value is multiplied by
both the innovation rate as well as the probability that the firm is able to offer a sufficiently
low quality-adjusted price. The final line gives the costs of research and innovation and a
fixed term F (φi ,ni ). Firms must pay the latter to operate, and it is assumed to equal the
option value of research and development. This ad-hoc restriction, borrowed from Akcigit
and Kerr (2018), ensures that the value function scales linearly in the number of goods that
a firm produces, such that the model admits an analytical first-order condition. In Section
1.6 I remove this assumption and show that, though significantly reducing tractability, the
results are qualitatively and quantitatively robust.
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Proposition 1. The value function of a type φ in the stationary equilibrium firm can be writ-
ten as
V (φi , J̃i ) =
∑
j∈ J̃i π(φi ,λi j )
r − g +τ(φi )
,
which is increasing in φi . The optimal rate of of innovation reads as
x(φi ,ni ) =









































The first-order condition in (15) is intuitive. Firms engage in more innovation when
the expected increase in the value function is larger, and invest less when the innovation
cost-parameters are high. Innovation increases in the number of product lines ni , though
if σ < ψx − 1 the firm’s expected growth rate will decline with size. Firms that are better
at adopting intangible technologies (higher φi ) choose a higher innovation rate because
their ability to reduce marginal costs and raise markups increases contemporaneous prof-
its. They furthermore experience a lower rate of creative destruction, which decreases the
effective discount factor. Firms with higher φi s also have a higher probability of becoming
the new producer on products that they innovate on, which increases the expected prof-
itability of research and development. Jointly, these effects cause a positive relationship
between φi and the rate of innovation.
Innovation by entrants is such that the marginal cost of increasing the entry rate e is
equal to the expected value of producing a single good, adjusted for the probability that the
entrant is able to take over production from the incumbent by offering a sufficiently low
quality-adjusted price. Because entrants only learn about their type after they have drawn
an innovation, the expectation of the value of producing a good is taken over the distribution
of firm types at entry G(φ).
Equation (15) predicts a positive relationship between between φi and innovation ef-
forts at the firm level. In line with this, the empirical analysis in Section 1.2 finds a sig-
nificantly positive correlation between a firm’s intangibles and its innovative activities and
subsequent growth. How is this consistent with a slowdown of productivity growth?
A homogeneous increase ofφi improves profitability for all firms and therefore raises in-
novation rates and productivity growth. That is not the case, however, when only a fraction
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of firms receive a higher intangible efficiency. High-φi firms would have a greater incentive
to invest in research and development, which leads them to produce a disproportionate
fraction of all goods. This has two negative externalities. First, the incentives to engage in
research and development for lower-φi firms decline as some of their innovations are now
unsuccessful. Second, there is a decline in the rate of entry; because high-φi firms expand,
it is more likely that entrants face a high-φi incumbent than that they, themselves, are high-
φi firms. In Section 1.5, I show that these externalities undo the positive effect of the high
innovation rates by high-φi firms for a wide range of calibrations. Indeed, the increase in
research and development by high-φi can be so large that aggregate research and develop-
ment spending increases (in line with Figure 1), but growth declines because the spending
is concentrated among a smaller group of firms.
1.3.11. Dynamic Optimization by Households
Maximizing life-time utility with respect to consumption and savings subject to the stan-




= r −ρ. (17)
Along the balanced growth path, consumption grows at the same rate as output and pro-
ductivity, such that
r − g = ρ.
1.3.12. Firm Measure and Size Distribution
The optimal innovation rate in (15) is a function of a firm’s intangible input efficiency φi
and the number of goods ni it produces. The rate of creative destruction (and hence the
growth rate of output and productivity) therefore depends on the equilibrium distribution
of n and φ across firms. Along the balanced growth path, these distributions are stationary.
To find the stationary distributions, consider the law of motion for the measure of firms that
produce more than one product:
Ṁ(φi ,n) =
(









+ (M(φi ,n +1) · [n +1]−M(φi ,n) ·n) ·τ(φi ),
where the first term captures entry into and exit out of mass M(φi ,n) through innovation by
firms of type φi with n−1 products and n products, respectively. The second term captures
entry and exit of firms with n+1 and n products that ceased producing one of their products
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e ·G(φi )−x(φi ,1) ·M(φi ,1)




+(2 ·M(φi ,2)−M(φi ,1))·τ(φi ).
(19)
The stationary properties of the firm-size distribution follow from setting both equations to
zero, which is done iteratively. The fraction of the unit measure of goods that is produced by
firms with intangible efficiency φi is given by
K (φi ) =
∑∞
n=1 n ·M(φi ,n)∑
φh∈Φ
∑∞
n=1 n ·M(φh ,n)
. (20)
1.3.13. Labor Market Equilibrium
The solutions to the static and dynamic optimization problems of firms allow the labor mar-
ket equilibrium conditions to be defined. Labor is supplied inelastically by households at a
measure standardized to 1. Equilibrium on the labor market requires that employment of
workers on the various types of work in the economy satisfies
1 = Lp +L f +Lr d +Le ,
where Lp is the labor used to produce intermediate goods. Inserting the unit-elastic demand

















[1+λi j ] · w
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· (1+λ)−1 di d j ,
where 1 j∈ J̃i is the indicator function that equals one when firm i produces good j. L
f is the





1 j∈ J̃i ·
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[1+λi j ] · w
Y




· (1−φi ) di d j .
Lr d is the labor involved with research and development carried out by existing firms:
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while Le is the labor involved with research and development carried out by entrants Le =
ηe ·eψe , where innovation rates x(φh ,n) and e are the dynamically optimized along (15) and
(16).
1.3.14. Aggregate Variables

























The first term of (21) is the standard CES productivity term. The second term is the inverse
of the expected markup. Note that a rise in the use of intangibles has no effect on the level
of the wage because si j cancels out. While a firm that deploys more intangibles becomes
productive, it is able to proportionally raise its markups. These have offsetting effects on the
level of the wage.
Aggregate output is given by
















1 j∈ J̃i · ln µ−1i j di d j∫ 1
0
∫
1 j∈ J̃i ·µ−1i j di d j
. (22)
As in the model with heterogeneous markups and misallocation by Peters (2018), the last
term captures the loss of efficiency due to the dispersion of markups. If all markups are
equalized the term is equal to 1, while it declines as the variance of markups increases. Total
factor productivity is the product of the second- and the last term in (22).
Equation (22) reveals that a rise in the use of intangibles has two counteractive effects
on the level of output. The spread of markups increases when the average si j increases
along (13), because si j amplifies the heterogeneity in markups caused by the heterogeneous
innovation steps (the second term in 22). On the other hand, the increase in si j has a direct
positive effect on total factor productivity because it increases the CES productivity index
(the first term in 22). As will be clear below, the second effect dominates the first effect in
feasible calibrations. That means that a rise in the use of intangibles initially has a positive
effect on the level of output and on total factor productivity. The next proposition shows,
however, that this may not be the case for growth along the balanced growth path.
1.3.15. Growth
The growth rate of productivity and output is a function of creative destruction.
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Proposition 2. The constant growth rate of total factor productivity, consumption C, aggre-
gate output Y and wages w is given by
g = ∑
φi∈Φ
K (φi ) ·τ(φi ) ·E−φi (λh j ), (23)
where E−φi (λh j ) is the expected realization of λh j when a firm with φi is the incumbent on a
product before a different firm h becomes the new producer due to successful innovation.
Proof: Appendix A.
The proposition states that growth equals the product of the expected increase in quality
if a good gets a new producer and the rate at which this happens, weighted by the fraction
of product lines that firms of each intangible efficiency own.
Equation (23) shows the counteracting effects of an increase inφ at a subset of firms. On
the one hand, firms with a higher φ have a greater incentive to invest in research and devel-
opment, which causes the rate of creative destruction to increase. On the other hand, even
at a constant innovation rate, the presence of high-φ firms has a negative effect on the rate
of creative destruction because firms with lower productivities φ have a lower probability
of successfully becoming the new producer. This has not only a direct effect on growth at
given innovation rates, but also an indirect effect as these firms reduce their expenditure on
research and development.
1.3.16. Equilibrium Definition
Definition 1. The economy is in a balanced growth path equilibrium if for every t and for










Y ,C , w,Q
}
grow at a constant rate g that satisfies (23), aggregate output Y satis-
fies (22), innovation rates x(ni ,φi ) satisfy (15), the entry rate e satisfies (16), firm distribution
Kφi and measure Mφi are constant and satisfy (18) and (19), markups µ(φi ,λi j ) satisfy (13),
the fraction of marginal costs reduced through intangibles s(φi ,λi j ) satisfies (14) for all λi j ,
the rate of creative destruction τ(φi ) satisfies (11), and both the goods and labor market are in
equilibrium such that Y =C and Lp = 1−Ls +Lr d +Le .
1.4. Quantification
In this section I set up the model for the analysis of the rise of intangible inputs. I first
calibrate the model in Section 1.4.1 using a combination of parameters from the literature
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and results from a structural estimation, in order to match empirical characteristics of either
the French or the United States economy. In Section 1.4.2 I then analyse the model’s ability
to replicate a set of targeted and untargeted moments along the original balanced growth
path. The effects of the rise of intangibles on productivity growth, business dynamism and
markups is analyzed in Section 1.5.
1.4.1. Calibration
In the baseline calibration all firms have the same intangible efficiencyφ, which leaves nine
parameters to be calibrated. Five parameters are calibrated using a structural estimation
while four parameters are taken from the literature. The structural estimation is conducted
separately for France and the United States, using the micro data from from Section 1.2.
Externally Calibrated Parameters
The model is calibrated at annual frequency. I calibrate the curvature of research and de-
velopment for entrants (ψe ) and incumbents (ψx ) to 2. This is a key parameter because it
determines the concavity of the return to research and development. If innovative activities
concentrate among a small number of firms, the fact that ψx > 1 implies that the average
effect of these investments on growth is lower. The literature that studies the elasticity of
research and development with respect to the user costs of such activities typically finds
elasticities around 1.0 for tax credit changes (see, e.g. Bloom et al. 2002 for a review, or Ap-
pelt et al. 2019 for recent evidence). The parameter ψx is the inverse of that elasticity. It is
the same parameter value as the one used for corresponding parameters in Akcigit and Kerr
(2018) and Acemoglu et al. (2018).
I calibrate the curvature parameter ψ of fixed cost function f (·) to match empirical esti-
mates of the pass-through of marginal costs to markups. To see how these are related, note
that the first-order conditions for markups (13) and for intangibles (14) imply an equilib-
rium log markup of
ln µi j t = ln (1+λi j )− ln
(
(1+λi j ) · wt
Yt




The elasticity of marginal costs with respect to wages is (ψ+1)/(ψ+2), such that the elasticity
of markups with respect to marginal costs at a given level of Y is
∂ ln µi j t
∂ ln mci j t
=− 1
ψ+2 .
I set ψ to 2, which achieves a pass-through of marginal costs to markups of -25%. Empir-
ical estimates of this elasticity vary. Amiti et al. (2019) find a pass-through of markups to
marginal cost shocks of -35% in their main results. In robustness checks on the full sample
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they find values between -39% and -25%. For firms with fewer than 100 employees they find
coefficients of -3%.
The discount rate ρ is set to 0.01, which gives rise to a 2.3% risk-free rate.
Structurally Estimated Parameters
The remaining five parameters are estimated using indirect inference by matching moments
from either the French administrative data or the U.S. Compustat data on listed firms. The
French calibration targets moments in the first year of the data (1994), or the first available
year for variables based on surveys. The U.S. calibration targets moments for 1980, which is
the first year that firm variables from Compustat can be complemented with administrative
data on business dynamism.
The estimation proceeds as follows. I use the Genetic Algorithm to choose combinations
of parameters within broad bounds on their possible values.26 For a given combination of
parameters I solve the equilibrium of the model as a fixed point in line with Definition 1
and obtain the equilibrium values for innovation and entry rates, the firm-size distribution,
rates of creative destruction and aggregate quantities such as the efficiency wedge, wages
and output. Details are provided in Appendix E. I then simulate the economy for 32,000
firms until the the distribution of si j has converged, and simulate data for five more years
to collect moments on the simulated sample.27 The Genetic Algorithm then updates the
combinations of parameters based on a comparison of the theoretical and data moments




| modelk −datak |
(| modelk | + | datak |) ·0.5
·Ωk , (24)
where modeli and datai respectively refer to the simulation and data for moment i with
weightΩi .
The following moments are used for the French calibration. I calibrate the initially ho-
mogeneous intangible efficiency parameter φ to match the 1994 ratio of fixed to variable
costs of 9.5% in Section 1.2. The cost scalar of research and development by entrants (ηe )
is estimated by targeting an entry rate of 10%. This is the fraction of firms that enter the
FARE-FICUS dataset for the first time in 1995, the second year for which data is available
and therefore the first year that entry is observed. The cost scalar of innovation by existing
firms (ηx ) is estimated by targeting the average ratio of research and development over sales
in the CIS for 1996, which is 3.1%.
26The Genetic Algorithm is a method for finding global minimums that is inspired by the process of natural
selection. It involves taking convex combinations (children) of parameter vectors (parents). The performance
of children on the optimization criteria determines their likely hood of becoming parents in the next generation
of the algorithm. The algorithm was significantly better at finding global minimums than alternatives such as
Simulated Annealing.
27The firm simulation builds computationally on Akcigit and Kerr (2018) and Acemoglu et al. (2018).
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Table 7: Overview of Parameters
Parameter Description Method Value (France) Value (U.S.)
ρ Discount rate External .010 .010
ψ Intangibles cost elasticity External 2.00 2.00
ψx Cost elasticity of innovation (incumbents) External 2.00 2.00
ψe Cost elasticity of innovation (entrants) External 2.00 2.00
ηx Cost scalar of innovation (incumbents) Indirect inference 1.52 2.49
ηe Cost scalar of innovation (entrants) Indirect inference 1.93 2.10
λ̄ Average innovation step size Indirect inference .061 .061
σ Relationship firm-size and firm-growth Indirect inference .622 .587
φ Intangible efficiency Indirect inference .752 .800
Following Akcigit and Kerr (2018), I calibrate the parameter that governs the extent to
which R&D scales with size (σ) by targeting a regression of size on growth. Specifically, I
estimate the following OLS regression:
∆i
(
p · y)=αs +β · ln (pi · yi )+εi , (25)
where the left-hand side is the growth rate of sales using the measure of growth in Davis
et al. (2006), αs is a sector fixed effect, and data comes from 1994-1995. The estimated β
is -0.035, which implies that a firm with 1% greater sales is expected to grow 0.035% less.
The average innovation step-size λ̄ is estimated by targeting a balanced growth path rate of
1.3%, which is the average growth rate of total factor productivity between 1969 and 1994 in
the Penn World Tables.
The United States calibration relies on the American counterpart of the French mo-
ments. The intangible efficiency parameter is calibrated by φ matching the 1980 ratio of
fixed to variable costs of 12% in Compustat. The cost scalar of research and development
by entrants (ηe ) is estimated by targeting an entry rate of 13.8% for 1980 in the Business
Dynamics Statistics. The cost scalar of innovation by existing firms (ηx ) is estimated by tar-
geting the average ratio of research and development for firms with positive expenditures
over sales in that year, at 2.5%. I calibrate σ to match the coefficient β in (25) in a regression
on U.S. firms. Akcigit and Kerr (2018) run this regression on Census data and find a β of
-0.035, coincidentally the same coefficient as I find for France. The average innovation step-
size λ̄ is estimated by targeting the average growth rate of total factor productivity between
1969 and 1980 in the Fernald series (1.3%) along the balanced growth path.
Table 7 presents an overview of the calibrated and estimated parameters. The lower R&D
intensity of American firms gives rise to a slightly higher estimate of the innovation-cost
scalar ηx , while their higher ratio of fixed- to variable costs causes their estimated intangible
efficiency φ to be higher than for France.
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Table 8: Comparison of Empirical and Theoretical Moments (Targeted)
France United States
Parameter Moment WeightΩ Data Model Data Model
λ̄ Long-term growth rate of productivity 1 1.3% 1.3% 1.3% 1.3%
φ Fixed costs as a fraction of total costs 2 9.5% 9.5% 12.0% 12.0%
σ Relation between firm growth and size 1 -.035 -.035 -.035 -.035
ηe Entry rate (fraction of firms age 1 or less) 1 10% 10% 13.8% 12.2%
ηx Ratio of research and development to sales 1 3.2% 2.6% 2.5% 2.5%
Notes: Data columns present the empirical moments while model columns present the theoretical moments. French
moments are for 1994 or the first subsequent year for which the moment is present in the micro data. U.S. moments are for
1980 except for the regression coefficient of firm growth on firm size, which is taken from Akcigit and Kerr (2018).
1.4.2. Model Properties
A comparison of theoretical and empirical targeted moments is provided in Table 1. The first
column lists the parameter that corresponds most closely to the moment, the second col-
umn describes the moment, and the third column summarizes the moment’s weight in the
structural estimation. All moments receive the same weight except the share of fixed costs,
which is most important for this paper’s purpose. The model is able to match moments on
growth, fixed costs and the relationship between firm growth and firm size precisely for both
countries. The entry rate is also matched for France, while the estimated model implies an
R&D intensity that is 0.6 percentage points below target. For the United States, the R&D
intensity is matched precisely, but the entry rate is 1.6 percentage points below target.
The firm size distribution is untargeted. As in most Klette and Kortum (2004)-models,
the Cobb-Douglas aggregator implies that a firm’s revenue is determined by the number of
goods that it produces. Figure 7 compares the distribution of the number of goods that a
firm produces in the model to its counterpart in the data. Figure 7a plots the results for
France. Data comes from the Enquête Annuelle de Production dans L’Industrie (EAP). This
dataset is only available for firms in manufacturing, but contains product identifiers for each
product that the firm sells.28 The figure shows that distribution of the number of products
that firms sell in the model is closely matched by the data. Figure 7b plots the same results
for the United States. Because the Census counterpart of the EAP is not publicly available,
I instead rely on the Compustat Segments data to count the number of NAICS industries
that firms have segments in.29 This is the orange-circled line in the figure. Results show
that the sample of publicly listed U.S. firms are on average active in more sectors than the
model predicts. Note that the Compustat segments are an imperfect measure of the number
of products that firms produce because firms apply heterogeneous reporting standards on
what a segment is. Further to that, 29.5% of firms do not report their segments at all. The
green-squared line plots an alternative distribution of the product count setting the number
28The first year of the survey is 2009, which is plotted here. Further details are provided in Data Appendix B.
29The first year with NAICS segment codes in the data is 1990, which is plotted here. Further details are
provided in Data Appendix B.
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Figure 7. Number of Products by Firm: Theory and Data



































Notes: French data is taken from the Enquête Annuelle de Production dans L’Industrie (manufacturing only, 2009). U.S. data is
taken from the Compustat Segments file and counts the number of primary 6-digit NAICS codes that firms report to operate
in during 1990. Adjusted segments data assigns a segment count of 1 for firms that are not included in the segments file.
of products to one for non-reporting firms. This brings the distribution closer to what is
predicted. The difference between the fraction of firms with 2 and 3 (and 3 and 4) products
is also accurately predicted.
Table 9 presents a set of additional untargeted moments. The left-hand columns present
moments from the French administrative data while the right-hand columns present mo-
ments from U.S. firms in Compustat. The first panel analyzes the relationship between size
and age. Size is measured as sector-deflated sales, while age is measured as years since cre-
ation in France and as years since entry into Compustat for the U.S. Both are transformed to
within-year quartiles indexed from 1 to 4.30 The model correctly predicts that young firms
are on average smaller than older firms, as they have had less time to accumulate additional
patents through research and development. The model also correctly predicts for France
that young and small firms are more likely to exit and less likely to stop producing one of
their products. For the U.S., the model accurately predicts that small firms are more likely
to exit and less likely to stop producing a product, but cannot explain the relationship be-
tween exit and age. This could be because U.S. exit rates are calculated within Compustat,
which can reflect that a firm was acquired or delisted. Exit rates for the U.S. in Table 9 are
therefore not necessarily due to firm closure.
1.5. Analysis
I now turn to the main exercise: an analysis of the effect of a rise of intangibles on pro-
ductivity growth, business dynamism and markups. In Section 1.5.1 I first discuss how the
30The first entry of the upper panel, for example, implies that firms in the first age quartile have a 1.21 average
score on a 1-4 scale of the size quartiles.
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Table 9: Comparison of Theory and Data for Untargeted Moments
France United States
Quartile Model Data St. Dev. Model Data St. Dev.
4*Size and Age 1st (Age) 1.21 1.98 (1.01) 1.23 2.17 (1.04)
2nd (Age) 1.61 2.39 (1.06) 1.62 2.28 (1.05)
3rd (Age) 1.92 2.69 (1.07) 1.93 2.47 (1.09)
4th (Age) 2.11 3.04 (1.03) 2.14 3.05 (1.08)
4*Exit Rate and Age 1st (Age) .145 .060 (.238) .149 .114 (.318)
2nd (Age) .121 .055 (.229) .132 .122 (.317)
3rd (Age) .105 .038 (.190) .118 .110 (.306)
4th (Age) .094 .036 (.189) .106 .075 (.265)
4*Exit Rate and Size 1st (Size) .159 .114 (.318) .156 .127 (.333)
2nd (Size) .159 .040 (.196) .156 .109 (.312)
3rd (Size) .029 .028 (.165) .156 .091 (.287)
4th (Size) .004 .024 (.153) .023 .067 (.251)
4*Product Loss Probability and Age 1st (Age) .175 .105 (.306) 0.172 .045 (.208)
2nd (Age) .205 .127 (.333) 0.195 .048 (.213)
3rd (Age) .234 .152 (.359) 0.218 .055 (.228)
4th (Age) .252 .164 (.370) 0.233 .068 (.252)
Notes: French data is from the full FICUS-FARE dataset (1994-2016). U.S. data is from Compustat data from 1980 to 2016.
Size is measured as sector-deflated sales, age as the number of years since creation or Compustat entry. Exit is a dummy
equal to 1 if a firm no longer appears in FICUS-FARE/Compustat in subsequent years. Product loss is a dummy equal to 1 if a
firm produces fewer goods the subsequent year. Items under ‘model’ and ‘data’ are the mean of the variable within the
quartile considered.
original calibration, which reflects the economy before the rise of intangibles, is changed
to achieve the increase in fixed costs discussed in Section 1.2. I then quantitatively analyse
the model’s predicted slowdown of productivity growth, fall in business dynamism and rise
of markups along the new balanced growth path in Section 1.5.2. The transition path to
the new balanced growth path is described in Section 2.3, which shows that the rise of in-
tangibles initially causes a boom in productivity growth, in line with empirical trends since
the mid-1990s. In Section 1.5.3 I present comparative statics to show that these results are
quantitatively robust to changes in parameter estimates.
1.5.1. Introducing Heterogeneous Intangible Efficiency
I analyze the effect of intangibles by comparing the calibration in Section 1.4 to a calibration
where a fraction of all entrants have a higher intangible efficiency than other firms.31 This
approach captures two empirical characteristics of the rise of intangibles. First, it matches
that the average share of fixed costs in total costs increased by 4.5 percentage points in
France and by 10.6 percentage points in the United States. Second, it matches that the
31The model is able to analyse the effect of any finite combinations of intangible efficiencies. Computational
complexity is exponential in the number of different levels of φ, however, which is why this calibration sticks to
two types.
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increase in intangibles after 1994 was not homogeneous (see Figure 3), even for firms of
similar sizes in narrowly defined industries.
To implement this approach I recalibrate the level of intangible efficiency φ̄ of entrants
that incur higher efficiency and the fraction G(φ̄) of entrants to which this applies. Both
parameters are related because when a greater fraction of entrants draws φ̄, a smaller re-
duction in φ̄ is sufficient to achieve the empirical increase in fixed costs along the new bal-
anced growth path. I calibrate φ̄ and G(φ̄) by targeting the increase in the ratio of fixed to
total costs and the decline in the rate of entry. The former corresponds directly to φ̄ because
a higher average intangible efficiency leads to a greater use of intangibles and, hence, to
higher fixed costs. The rate of entry depends on the share of firms with a higher intangible
efficiency G(φ̄) because the latter determines what fraction of entrants benefit from the rise
of intangibles. For low levels of G(φ̄) there is little chance that an entrant is highly efficient
at intangibles. Because high-intangible firms expand strongly, however, entrants are likely
to face a high-intangible incumbent when they attempt to enter. This raises effective entry
costs and lowers the incentive to enter. In the French calibration, 4% of all new entrants
benefit from the high-intangible efficiency, which is 25% higher than that of other firms. In
the U.S. calibration, 6% of all new firms benefit from a 30% higher intangible efficiency.32
1.5.2. Balanced Growth Path Comparison
The balanced growth path after the rise of intangibles is summarized in Table 10. It presents
the main variables of interest in differences from the original balanced growth path. The up-
per panel presents the change in the fraction of total costs that is fixed as well as the change
in the entry rate. Both are targeted, and matched well in the new calibration. The bot-
tom panel of Table 10 presents results for untargeted objects in the new versus the previous
steady state. These include the slowdown of productivity growth, the decline in business dy-
namism and the rise of markups. In the French calibration, the model is able to explain all
of the decline in the reallocation rate and nearly all of the rise of markups. The model prod-
ucts a 0.2 percentage-point decline in productivity growth. While this does not explain why
productivity growth has fallen to zero in France, it does imply a 16% reduction in growth.
For the United States, the model is able to explain about half of the rise of markups and
more than one-third of the slowdown of productivity growth. The model overestimates the
32An alternative experiment would be to allow incumbents to differ ex-ante in their ability to use intangibles,
but to allow that ability to ‘activate’ at a certain moment (e.g. due to a technological change). That would
imply the same steady state results as in Table 10. It would cause the transition to the new steady state to be
faster because part of the high-intangible firms would already be active as incumbents. The difference is not
quantitatively significant.
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Table 10: Balanced Growth Path before and after Increase in Intangible Efficiency of Top
Firms
France United States
Targeted ∆Model ∆Data ∆Model ∆Data
Rise of Intangibles
Average Fixed-Cost Share Yes 4.5 pp 4.5 pp 10.1 pp 10.6 pp
Slowdown of Productivity Growth
Productivity Growth Rate No -0.21 pp -1.3 pp -0.36 pp -0.9 pp
Aggregate R&D over Value Added No 37.7% 2.1% 43.0% 64.5%
Decline of Business Dynamism
Entry rate Yes -3.6 pp -3.6 pp -5.6 pp -5.8 pp
Reallocation Rate No -27.6 % -23 % -36.7 % -23 %
Rise of Market Power
Average Markup No 10.6 pt 11 pt 16.7 pt 30 pt
Notes: Data columns present the empirical moments, while model columns present the theoretical moments. The change in
productivity growth is the difference between growth from 1969-1994 (France) or 1969-1979 (U.S.) to growth post 2005.
Other French moments equal the difference between values in 1994 and in 2016. Other U.S. moments equal the difference
between 1980 and 2016.
decline in business dynamism as measured through reallocation (though not for entry), be-
cause all growth in the model occurs through creative destruction.33
The model predicts a decline in productivity growth despite an increase in aggregate re-
search and development, in line with the data in France and the United States.34 In a model
with homogeneous firms this would be paradoxical, because there is a direct relationship
between aggregate research and development and growth. Higher investments and lower
growth co-exist in this model because innovation activity is concentrated in a smaller group
of high-intangible firms, and because some innovations by low-intangible entrants and in-
cumbents fail to enter the market.
The increase in firm concentration is illustrated in Figure 8, which plots the distribution
of firms over the number of products that they produce. This is the most direct measure
of firm-concentration in the model. The original balanced growth path (solid-blue line) is
characterized by a lower firm concentration as there are more firms that produce one or
two goods than in the new balanced growth path (squared-green line). Conversely, the right
tail of the firm-size distribution is fatter, indicating that there are more large firms along the
33An empirically relevant additional source of innovation is the improvement of goods that firms already
produce (e.g. Garcia-Macia et al. 2016, Akcigit and Kerr 2018). In the context of the model, internal innovation
would be affected similarly by the rise of intangibles. The rate at which firms innovate depends on the rate at
which they discount future profits. This rate is highest for low-intangible firms, which would therefore invest
less. High-intangible firms do have a strong incentive to invest in internal innovation. In a model like Peters
(2018), however, internal innovation primarily raises a firm’s market power, hence furthering the rise of markups
and the decline in (relative) wages.
34The French increase in Table 10 is measured over 1994-2016 while the U.S. increase is measured over 1980-
2016. France experienced a 28.7% increase in the ratio of R&D over national income between 1980-2016, which
is closer to what the model predicts.
50
Maarten De Ridder Essays in Macroeconomics and Productivity
Figure 8. Product Count before/after an Increase in Intangible Efficiency of Top Firms
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Notes: Lines plot the fraction of firms that produce the number of products on the horizontal axis. Solid lines are from the
original calibration in Section 1.4 and correspond to the bars in Figure 7. Squared lines present the counterpart for the
balanced growth path after a group of high-intangible firms has been introduced.
new balanced growth path. Note that the increase in concentration is endogenous: high-
intangible firms have higher markups and therefore have more incentives to invest in re-
search and development. This causes them to produce a disproportionate fraction of all
goods and to grow larger than other firms.
Productivity growth falls along the new balanced growth path because the rise of intan-
gibles is unequal: only a fraction of entrants benefits from the higher φ̄. This means that
the new balanced growth path is characterized by both a higher expected level of intangible
efficiency for entrants and a higher variance of intangible efficiency. The more widespread
the increase in intangible efficiency, the higher productivity growth is along the new bal-
anced growth path. Figure 9 illustrates this. It plots the effect of an increase in intangible
efficiency of 0 to 100% of firms. In line with the calibration behind Table 10, high-intangible
firms in the French calibration (Figure 9a) have a 25% higher φ, while high-intangible firms
in the U.S. calibration (Figure 9b) have a 30% higher φ than other firms. The horizontal axis
denotes the fraction of all entrants that benefit from the higher intangible efficiency G(φ̄).
At G(φ̄) = 0 the economy is in the original steady state. As the share of entrants with high
intangible-efficiency becomes positive there is a large decline in growth and entry. This
is because the smaller G(φ̄) > 0, the greater the increase in variance and the smaller the
increase of the expected intangible efficiency. If all firms would see an increase in φ, aver-
age markups increase and the incentive to innovate by investing in research and develop-
ment would increase. A sufficiently homogeneous increase in intangible efficiency therefore
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Figure 9. Balanced Growth Effects of an Increase in Intangible Efficiency for Top Firms
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Notes: The figures present the balanced growth path levels of the growth and entry rate for various levels of G(φ̄). 9a plots
results for the French calibration, in which φ̄ exceeds the φ of other firms by 25%. Figure 9b plots the U.S. calibration, in
which φ̄ exceeds the φ of other firms by 30%. Red-dashed lines present G(φ̄) in the calibration of Table 10 which equals 4%
for the French calibration and 6% for the U.S. calibration. The lowest G(φ̄) > 0 plotted is 2.5%.
raises entry and growth above the old steady state level.35 Conversely, a mean-preserving
spread of φ has a negative effect on growth because it reduces incentives to enter.
1.5.3. Comparative Statics
I now quantitatively analyze the modeling choices and parameter choices that drive the
slowdown of productivity growth, the fall business dynamism, and the rise of markups along
the new balanced growth path.
Figure 10 illustrates the difference between an increase in the variance of intangible effi-
ciency and an increase in the level of intangible efficiency. Figures 10a and 10b respectively
plot the steady state growth and entry rate (vertical axis) for mean-preserving spreads (hor-
izontal axis) of intangible efficiency, while Figures (c) and (d) plot the effect of an equal
increase in φ for all firms. The mean-preserving spread is such that the expected level of
φ remains 0.8, in line with the U.S. calibration.36 As the variance of φ increases there is a
persistent decline in the growth and entry rate. Firms with high intangible efficiencies have
a greater incentive to expand through research and development and therefore produce a
disproportionate fraction of their goods. For example, if high-φ firms have a 25% higher
intangible efficiency than low-φ firms, the former produce 84% of goods in the steady state
while they represent only 6% of entrants. The probability that an entrant benefits from a
35In Figure 9 this happens when around 45% of entrants receive the higher efficiency in both calibrations.
Note that this is an exaggeration because the figure does not correct for the fact that the increase in the model’s
steady state fixed-cost share would exceed the empirical increase when a larger fraction of entrants receive φ̄.
In the French calibration, for example, fixed costs increase by 14 percentage points when G(φ̄) = 1, compared to
4.5 percentage points in the data.
36Because of the qualitative nature of this exercise, results are only presented for the U.S. calibration. Corre-
sponding graphs based on the French calibration are provided in Appendix F.
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Figure 10. Balanced Growth Effects of Increase in the Variance versus the Level of φ
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Notes: Figures 10a and 10b plot growth and entry at different variances of φ, implemented through a mean preserving spread
(MPS). The MPS is such that 6% (94%) of entrants have various levels of high (low) intangible ability while the expected φ
remains 0.8. Figures (c) and (d) plot growth and entry at different levels of φ. The horizontal axis expresses the % difference
from φ= 0.8.
higher intangible efficiency is therefore much lower than the probability that it faces such
a firm as an incumbent, which drives the negative effect on entry in Figure 10b. The effect
of a higher level of intangible ability for all firms as plotted in in Figures 10c and 10d is uni-
formly positive because it raises profitability of production without preventing a subset of
firms from successfully entering.
I next show how the effects in Section 1.5.2 depend on the model’s key parameters. The
first is σ, which governs the degree to which innovation efforts scale with size. For σ = 1,
the growth rate is constant with size, while for σ< 1 small firms on average grow faster than
large firms. Figure 11 plots the relationship between the calibration ofσ and the growth rate
in the new steady state. The Red-dashed lines present the estimated value of σ. The figure
shows that the effect of introducing a subset of high-intangible firms is higher for low values
of σ. This is because high-intangible firms invest more in research and development than
other firms, and subsequently grow larger. Forσ< 1, their innovation intensity falls because
the costs of choosing a higher innovation rate are convex within periods. At higher levels of
σ this is offset because the costs of a given innovation rate fall mechanically with size, allow-
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Notes: Figures plot the growth rate of productivity in the new steady state for varying levels of σ, holding all other parameters
constant. Dashed-red lines present the value of σ in the baseline calibration (0.62 for France, 0.58 for the United States). σ
governs the relationship between firm growth and firm size. Firm growth is unaffected by size if σ= 1. The Vertical axes are
expressed in percent of the original steady states where firms have a homogeneous intangible efficiency (see Table 7).
ing the growth rate of large firms to remain high. When σ is calibrated such that the model
matches empirical firm dynamics, however, growth is lower when industry concentration is
higher.
Figure 12 provides similar plots for the cost elasticities of research and development by
incumbents (ψx ) and entrants (ψe ). Solid-blue lines plot the effect of changing ψx , holding
ψe constant, while squared-green lines plot the effect of the converse. The model’s results
Figure 12. Comparative Statics: New Balanced Growth Rate at Calibrations of ψx , ψs
1.5 2 2.5

























































Notes: Figures plot the growth rate of productivity in the new steady state for varying levels of either ψx or ψe , holding other
parameters constant. Dashed-red lines present the value of ψx and ψe in the baseline calibration (2 in both calibrations).
Vertical axes are expressed in percent of the original steady states, where firms have a homogeneous intangible efficiency
(see Table 7).
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are robust to changes in ψe , but depend critically on the assumed level of ψx . The parame-
ter ψx determines the degree of concavity of the returns to research and development. For
anyψx > 1, the productivity of research and development is maximized when all same-sized
firms spend an equal amount on research and development. The introduction of inequality
in intangible efficiency causes some firms to invest more than others in research and devel-
opment as high-φ firms have a greater incentive to invest. This lowers the average rate of
return of these investments. For low values ofψx , high investments by high-intangible firms
are sufficient to offset the lack of entry and investments by other firms in the French cali-
bration. A value ψx = 2 is standard in the literature, however, and comes with a significant
decline in growth compared to the original steady state.
1.6. Extension: Value Function Specification
The preceding analysis has relied on a simplified dynamic optimization problem where
firms did not internalize the change in their innovation capacity when they added a new
product to their portfolio. This assumption significantly improves tractability, as it allows
for a closed-form expression of the first-order conditions for innovation. This section shows
that results are qualitatively and quantitatively robust to removing this assumption. The
new value function is characterized by






πt (φi ,λi j )+
τ(φi ) ·
[















Vt (φi , J̃i ∪+λi j )−Vt (φi , J̃i )
]−wtηx (xi )ψx n−σi )

The solution of this function is considerably less tractable than the solution in Section
1.3 because the function no longer scales linearly in firm size. As the firm gets larger the op-
tion value of investing in research and development increases, causing it to choose a higher
innovation rate. The innovation rate does not fully scale with size, however, because the
estimated value of the scaling parameterσ is such that the model matches the negative em-
pirical relationship between firm size and growth. The following proposition summarizes
the new solution:
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Table 11: Structural Estimation - Alternative Value Function Specification
France United States
Parameter Moment Par. Value Data Model Par. Value Data Model
λ̄ Productivity Growth 0.07 1.3% 1.3% 0.07 1.3% 1.3%
φ Fixed Costs (%) 0.76 9.5% 9.5% 0.82 12.0% 12.0%
σ Gibrat’s Law 0.59 -0.035 -0.035 0.46 -0.035 -0.035
ηe Entry Rate 2.99 10.0% 9.9% 2.86 13.8% 12.2%
ηx R&D Intensity 2.64 3.1% 2.6% 3.95 2.5% 2.5%
Notes: Data columns present the empirical moments while model columns present the theoretical moments. French
moments are for 1994 or the first subsequent year for which the moment is present in the micro data. U.S. moments are for
1980 except for the regression coefficient of firm growth on firm size, which is taken from Akcigit and Kerr (2018).
Proposition 3. The value function of a firm with intangible-ability φi that produces a port-
folio of goods J̃ i with cardinality ni grows at rate g along the balanced growth path and is
given by
Vt (φi , J̃i ) =
∑
j∈ J̃i
Υ1t (φi ,λi j )+Υ2t ,ni (φi ),
where Υ1 is the present value of the profit flow from producing good j. Matching coefficients
gives
Υ1(φi ,λi j ) =
πt (φi ,λi j )
r − g +τ(φ) ,
whileΥ2ni is the option value of research and development which evolves along this sequence:
Υ2t ,ni+1(φi )+Υ1t (φi ,λi j ) =
 (r − g ) ·Υ2t ,ni (φi )+ni ·τ(φi ) ·
[













·ψx · (η ·wt )ψx−1 ·n− σψxi +Υ2t ,ni (φi ),
such that the first-order condition for optimal research and development and read
x(φi ,ni ) =






































To structurally estimate the alternative specification of the model, I match the same
moments as in Section 1.4. I solve for the sequence of option values numerically as an inner
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Table 12: Comparison of Steady States - Alternative Value Function Specification
France United States
∆Old Model ∆New Model ∆Old Model ∆New Model
(Section 1.4) (Section 1.6) (Section 1.4) (Section 1.6)
Avg. Fixed-Cost Share 4.5 pp 4.6 pp 10.1 pp 10.6 p.p.
Entry Rate -3.1 pp -2.6 pp -5.6 pp -5.0 p.p.
Productivity Growth -.21 pp -.21 pp -.36 pp -0.37 pp
Reallocation Rate -27.6 % -28.8 % -36.7 % -38.4 %
Avg. Markup 10.6 pp 11.3 pp 16.7 pp 19.3 pp
loop within the main solution routine and apply the Genetic Algorithm to minimize loss
function (24). Estimation results are presented in Table 11. The first panel presents results
based on moments for France while the second panel presents results for the United States.
Compared to the calibration in Table 7, the estimated values for innovation step-size λ and
the initially homogeneous intangible-efficiency φ are largely unchanged. The value of σ,
which governs the firm-size and growth relationship, falls by 0.03 in the French calibration
and by 0.13 in the United States calibration. In both calibrations there is an increase in the
innovation cost-shifters ηx and ηe , which ensures that innovation intensities remain at their
target level while the option value of future research and development provides a greater
incentive to invest.
Table 12 compares the effect of introducing a group of high-intangible firms in the model
with the new value function specification compared to the previous model. Conditional on
calibration, both models predict a decline in productivity by 0.2 percentage points annu-
ally in France and 0.4 percentage points in the United States. Because growth is driven by
creative destruction, this implies that the models also have very similar decline in the re-
allocation rates. The increase in average markups is slightly larger in the United States in
the new specification, which is due to the high-intangible firms occupying a slightly greater
fraction of all products in equilibrium. Intuitively, the σ in equation (8) governs the degree
to which an expansion of n increases innovation capacity. Given thatσ<ψ−1, the change in
innovation capacity diminishes in n. As before, it further implies that research and develop-
ment costs do not fall proportional to firm size. Both channels create a negative relationship
between firm size and growth. The parameter σ was previously calibrated such that empir-
ical deviation from Gibrat’s Law was matched by the model through the second channel.
Adding the option-value channel has limited effects because the change in the relation be-
tween firm size and growth is largely offset by the new calibration ofσ. This ensures that the
model-implied deviation from Gibrat’s Law is in line with the deviation in the data.
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1.7. Conclusion
This paper proposes a unified explanation for the decline of productivity growth, the fall in
business dynamism and the rise of markups. I hypothesize that the rise of intangible inputs,
in particular information technology and software, can explain these trends. Central to the
theory is that intangible inputs change the way that firms compete and produce, as they
cause a shift towards fixed costs. Using income statement and balance sheet data on the
universe of French firms and U.S. publicly listed firms, I calculate a new measure of fixed
costs and show that the share of fixed costs in total costs has been steadily rising over time.
Fixed costs have a positive correlation, within and between firms, with software expenses
and IT system adoption, suggesting that intangibles can be modeled as scalable inputs to
production. I also find that firms with higher fixed costs invest more in research and devel-
opment, and subsequently grow more than other firms.
I rationalize these findings in an endogenous growth model with heterogeneous multi-
product firms, variable markups and realistic entry and exit dynamics. The model suggests
that when a subset of new firms becomes more efficient at using intangible inputs, the ag-
gregate rise of intangibles is accompanied by a decline in both entry and long-term growth.
I structurally estimate the model to match administrative micro data on the universe of
French firms and U.S. listed firms, and find that intangibles cause a decline of long-term
productivity growth of 0.2 percentage points in the calibration based on French firms and
0.4 percentage points in the U.S. calibration. Despite the decline of growth, there is an in-
crease in R&D expenditures, in line with empirical evidence. Research and development
becomes less effective because it is concentrated among a small number of firms and be-
cause a fraction of innovators are unable to beat high-intangible incumbents.
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Chapter 2
A Dynamic Analysis of Intangibles, Market Power and Innovation
This chapter analyzes the dynamic properties of the model presented in Chapter 1. The
analysis shows that prior to causing a slowdown of productivity growth, the rise of high-
intangible firms causes a boom in productivity for 11 years. This is because high-intangible
firms reduce the costs at which goods are produced. Because high-intangible firms charge
higher markups, the model predicts a decoupling of wages and productivity and a gradual
decline of the labor share. This happens through a reallocation of economic activity towards
the high-intangible (high-markup, low-labor share) firms. These results are consistent with
empirical patterns observed since the middle of the 1990s. Beyond explaining the trends
in productivity growth, business dynamism and market power quantitatively, the model is
therefore also able to explain their micro characteristics and relative timing.
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2.1. Introduction
The slowdown of productivity growth since the mid-2000s has received a lot of attention in
academic and policy debates. Besides causing a deviation from long-term average growth,
the slowdown is also remarkable because it followed after a decade of above-average growth
in the 1990s (Fernald 2014 and Figure 1). In contrast, business dynamism has shown a
monotone decline since the 1980s, both when measured through the reallocation rate of
labor or when measured through entry (e.g. Davis et al. 2006, Decker et al. 2018, Pugsley
and S, ahin 2018). Market power has shown a similarly monotone increase over this time
frame (e.g. De Loecker et al. 2018), while the labor share has shown a monotone decline
(e.g. Karabarbounis and Neiman 2013). Figure 2 illustrates. A theory that jointly explains
the trends in productivity growth, business dynamism and market power should therefore
also be able to explain the relative timing of these trends.
This paper explores the dynamic properties of the Klette and Kortum (2004)-style frame-
work from Chapter 1 to show that it is able to explain both the initial spike in productivity
growth as well as the subsequent slowdown. To do so, I analyse the transitional dynamics
between an initial steady state where firms have similarly low levels of intangible efficiency,
and one where a group of high-intangible firms is introduced. I start from the initial steady
state and numerically solve the path of the economy after the distribution of intangible effi-
ciency among entrants changes. The rise of these firms initially causes a boom in productiv-
ity growth. They ‘disrupt’ sectors across the economy, as they have a greater incentive to in-
vest in R&D. This causes economic activity to concentrate disproportionately around these
firms. Their entry raises productivity because they produce all their goods at lower marginal
cost. The increase in aggregate productivity is not matched by a rise in wages, however, be-
cause high-intangible firms set proportionally higher markups. This causes average (and
aggregate) markups to increase through reallocation. As the economy transitions to the new
Figure 1. Initial Increase and Subsequent Decline in Productivity Growth


















Notes: Annual productivity growth from the Fernald series (FRBSF).
The plot is smoothed using an HP filter with an annual smoothing parameter of 100.
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Notes: Figure 2a plots entrants as a fraction of the stock of firms. Data is from the Census’ Business Dynamics Statistics.
Figure 2b plots the sale-weighted average of markups for U.S. firms from De Loecker et al. (2018).
balanced growth path, there is a decline in entry as most start-ups do not have sufficiently
low marginal costs to compete against high-intangible incumbents. Incumbents with low
levels of intangibles similarly have fewer incentives to innovate. This causes a gradual de-
cline in the growth of productivity, which falls below the initial steady state level around 20
years after high-intangible firms first enter the market.
The dynamic analysis in this paper contributes to the literature in three ways. First, it
shows that the framework in Chapter 1 is able to not just explain the trends in productivity
growth, business dynamism and market power quantitatively, but also explains their rel-
ative timing. The structurally estimated model predicts an 11-year boom of productivity
growth for the U.S. after high-intangible firms first enter the market. This is longer than
the empirical boom of 6 to 7 years, but the model is not calibrated to match the duration
of the transition. This contributes to the theoretical literature that statically explains the
trends in productivity growth, business dynamism and market power (e.g. Peters and Walsh
2019, Akcigit and Ates 2019, Liu et al. 2019).1 Second, it is able to explain some of the mi-
cro patterns behind the empirical increase in markups and the decline in the labor share.
In particular, it matches the empirical finding that markups at the aggregate level have in-
creased because of a reallocation of economic activity towards high-markup firms (Baqaee
and Farhi 2018, De Loecker et al. 2018) with lower labor shares (Kehrig and Vincent 2017,
Autor et al. 2017). Third, the dynamic analysis allows the welfare effect of the rise of high-
intangible firms to be calculated. This is ex-ante ambiguous because intangibles reduce
the average costs at which goods are produced, while they cause an eventual slowdown of
productivity growth. The model predicts a 3.7% decline in welfare in the U.S. calibration,
1A dynamic analysis is provided in Aghion et al. (2019), though their model predicts a slowdown of produc-
tivity growth after a one-time increase.
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Table 1: Overview of Parameters
Parameter Description Method Value (France) Value (U.S.)
Initial
ρ Discount rate External .010 .010
ψ Intangibles cost elasticity External 2.00 2.00
ψx Cost elasticity of innovation (incumbents) External 2.00 2.00
ψe Cost elasticity of innovation (entrants) External 2.00 2.00
ηx Cost scalar of innovation (incumbents) Indirect inf. 1.52 2.49
ηe Cost scalar of innovation (entrants) Indirect inf. 1.93 2.10
λ̄ Average innovation step size Indirect inf. .061 .061
σ Relationship firm-size and firm-growth Indirect inf. .622 .587
φ Intangible efficiency Indirect inf. .752 .800
New
φ̄ Intangible efficiency of high-intangible firms .802 .840
G(φ̄) High-intangible firms: % of entrants 4% 6%
measured through consumption-equivalence, when comparing the original and the new
path of consumption.
The remainder of this paper proceeds as follows. Section 2.2 summarizes the computa-
tional algorithm used to solve the model along the transition path. Section 2.3 presents the
transitional dynamics and discusses the results. Section 2.4 discusses the implications for
welfare, while Section 2.5 concludes.
2.2. Summary of Algorithm
This section summarizes the algorithm that is used to solve for the economy’s transitional
dynamics after the introduction of high-intangible firms. I start by providing a brief overview
of the exercise and then provide a step-by-step discussion of the algorithm.
2.2.1. Exercise
Consider the Klette and Kortum (2004)-style model augmented with intangible inputs as
presented in Chapter 1. Notation is borrowed from that chapter, unless remarked otherwise.
Firms i produce the set of goods for which they own the patent with the highest choke-price
adjusted quality. They choose the fraction by which they reduce their marginal costs by
committing to the purchase of fixed-cost intangibles and they invest in research and devel-
opment to expand the set of goods that they own the patent to produce. They are charac-
terized by the portfolio of goods J̃i of goods that they produce as well as their intangible
efficiency φi , which is assigned at birth along a discrete distribution G(φ). The economy is
initially in a steady state where parameter values are given by the upper panel of Table 1.
Firms have identical intangible efficiencies such that φ= 0.75 in the French calibration and
φ= 0.80 in the U.S. calibration.
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The rise of high-intangible firms is modelled by changing the distribution G(φ) of en-
trants. In particular, a fraction of entrants is assigned a higher intangible efficiency φ̄ from
time t = 0 onwards. The changes to the calibration are summarized in the bottom panel of
Table 1.
2.2.2. Computation
I initialize the algorithm as follows. I first discretize the model and create a fine grid with
a T-year horizon, allowing each year to consist of T̃ instances. When performing the dis-
cretization I maintain the continuous-time setup of the value function by omitting cross
terms for probabilities of gaining or losing a product, in the spirit of their Poisson flow rate
interpretation. This is valid provided that T̃ is sufficiently large such that the annual prob-
abilities in the value function (e.g. the rate of creative destruction, the rate of innovation)
are smaller than 1 when divided by T̃ . I then guess a path for the value of obtaining a new
product V k (φ) at the new steady-state level for each point k ∈ T on the grid for each firm
type φ ∈Φ. I similarly guess the initial paths of productivity-adjusted wages w/Q and output
Y/Q at their new steady-state level.
The initial distribution of firm types across products is set to its initial steady state. That
is, all products are initially produced by firms of the lower intangible efficiency. This means
that during the transition, the rise of intangibles initiates only from entrants. The transi-
tional dynamics could alternatively be solved with a group of high-intangible firms among
incumbents, which yields similar results.2
I then perform the following iteration. I first solve the static optimization problem and
solve for the optimal innovation decisions for incumbents and entrants on each point of
the grid using the initial guess for V k (φ). Based on the innovation decisions, I numerically
track the distribution of the innovation step sizes (the realizations λi j ) and the intangible-
efficiencies of producers for a large (N ) number of simulated products. This simulation is
needed because the transitional changes to the composition of firm types mean the dis-
tribution of realized λs has no analytical representation. These serve as the basis for the
algorithm’s next iteration. The innovation step-sizes over the transition path are stored in
the N × (T · T̃ ) matrix Λ. From the innovation rates and the simulations for ownership and
innovation step sizes of the N simulated goods, I calculate the equilibrium wage at each in-
stance k along:
2The initial boost to productivity growth from the reduction in marginal costs by high-intangible firms
would last 9 rather than 11 years. There would furthermore be an initial spike in productivity growth similar
to the spike in Aghion et al. (2019).
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where the solution to the static optimization problem from Chapter 1 implies that the markup
of firm i in the sale of product j in instance k is given by:
µi j k =
1+λi j
1− si j k
, (3)
while the optimal reduction of marginal costs through intangibles is given by:
si j k = 1−
(
[1+λi j ] · wk
Yk




From the new sequences for Y, w, the firm-type and -size distribution, and distributions
for markups and λs stored in Λ I calculate the value function for the next iteration. I first
calculate expected path of profits πkt (φi ,λi j ) for firm that starts producing good j at time k
over the grid t = 1, ..,T −k separately for each k. I then calculate V k (φi ) along:










·πkt (φi ,λi j )
]
which is a discretization of the original value function, where ε is set sufficiently high such
that the present value of profits in instances exceeding ε · T approaches zero and where
τhk (φi ) is the rate of creative destruction at time k +h for a firm of type φi .3 This serves
as the new guess of the value function. I continue this process until the path of the value
function has converged.
3I set T = 3000 (corresponding to 60 years), ε = 11 (allowing for a profit horizon of 10 times the studied
transition, 600 years), and set N = 10000.
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Figure 3. Transition: Growth Rate of Total Factor Productivity














































Black- and red-dashed lines (respectively) indicate the original and the new steady state.
2.3. Results
This section presents the results from numerically solving the transitional dynamics after
firms with a high intangible efficiency first enter the market. I start by plotting the path of
productivity growth and show that, in line with the data, there is an initial boom in pro-
ductivity growth that lasts for 11 years. There is a concurrent decline in entry that causes
a subsequent slowdown of growth, while total expenditures on research and development
increase. Markups rise over time, causing a decoupling of wages and productivity.
2.3.1. Transitory Boom in Productivity Growth
The path of productivity growth is presented in Figure 3. Figure 3a presents results for the
French calibration, Figure 3b for the U.S. calibration. The solid-blue line plots the path of
growth in total factor productivity. The dash-dotted yellow line plots the increase in produc-
tivity due to the step-wise improvement of quality, which is the source of long-term growth.
When high-φ firms start entering the economy in year 0 there is initially a slight increase
in productivity growth compared to the original steady state (the black upper-dashed line).
This is because of a slight rise in entry, driven by the fact that new firms now have a positive
probability of being the profitable high-φ type, while the low-φ entrants do not face high-φ
incumbents yet (Figure 4). As the high-types enter the economy there is a further increase in
productivity because they reduce the marginal costs of any good that they produce through
the use of intangibles. This causes productivity growth to temporarily exceed the growth rate
of quality. At peak growth, which happens 11 years after the introduction of high-φ entrants
in the U.S. calibration, this boosts growth up to 1.6%. This is similar to the empirical rise
of productivity in both magnitude and length, as plotted in Figure 1. The transitional boom
evolves more slowly and is of a smaller magnitude in France, because a smaller fraction of
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Figure 4. Transition: Contributors to Productivity Growth













(a) Entry Rate - France














(b) Contribution of Intangibles - Fr.













(c) Entry Rate - United States














(d) Contribution of Intangibles - U.S.
Black- and red-dashed lines (respectively) indicate the original and the new steady state. Calibration is for the U.S.
start-ups benefit from the from the higher intangible efficiency (4% in the French calibration
versus 6% in the U.S. calibration). The extraordinary growth is predominantly intangible-
driven (Figure 4b and d), consistent with the finding that above-average productivity growth
from the mid-1990s to the mid-2000s was primarily caused by IT (Fernald 2014). Note that
neither the size of the transitory productivity growth spike nor the length of the transitional
dynamics are targeted.
A slowdown of productivity occurs from year 12 onward in the U.S. calibration. The
entry rate is on a steady decline because high-φ incumbents produce an increasingly large
share of all products in the economy. The probability that an entrant benefits from draw-
ing a high-φ therefore falls below the probability that the entrant faces a high-φ incumbent,
which increases the likelihood of a failed innovation. The additional transitory growth from
software peaks 16 years after the high-φ firms first enter. Transitional growth declines as
the fraction of all products that are produced by high-φ converges to its level along the bal-
anced growth path. While the increase in productivity brought by intangible-adoption is
permanent, the additional productivity growth is not.
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Figure 5. Transition: Research and Development Intensity and Effectiveness




















(a) Innovation Effort - France















(b) Innovation Effectiveness - France




















(c) Innovation Effort - U.S.















(d) Innovation Effectiveness - U.S.
Black- and red-dashed lines (respectively) indicate the original and the new steady state. Calibration is for the U.S.
2.3.2. Innovative Investments and ‘Ideas TFP’
Figure 5 plots the path of research and development (R&D) by incumbents. Figure 5a and c
plot average R&D intensity, which is the ratio of expenditures on research and development
to sales. One of the empirical facts of the post-2005 slowdown of productivity growth is that
it occurred despite an increase in the intensity of research and development (e.g. Bloom
et al. 2017). This fact is matched by the model: average R&D intensity in the United States
calibration increases from 2.5 to 7%. This is quantitatively similar to the data. Among U.S.
public firms with positive R&D, the average R&D intensity increased from 2.5 (the calibra-
tion target) to 8.7%. R&D intensity among all public firms increased from 2.0 to 6.7%, again
similar to the increase predicted by the model. French R&D expenditure over sales increased
from 3.1% among positive spenders (the calibration target) to 4.0%, which is less than the
increase in the model.
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Figure 5b and d plot the ratio of productivity growth to the average intensity of R&D,
which measures the effectiveness of innovative investments. A unit value implies that pro-
ductivity grows by one percent when R&D intensity is 1%. The decline in the effectiveness
of innovative expenditures is in line with empirical estimates of the ‘ideas production func-
tion’ in Bloom et al. (2017). They find that innovative investments have an increasingly small
effect on innovation at both aggregate, sector, and micro levels, from which the authors con-
clude that ideas are getting harder to find. This paper provides an explanation for that result.
Because high-intangible firms have higher markups, they have a greater incentive to inno-
vate. Because the returns to R&D are concave these additional investments have limited
effects on growth but increase average R&D intensity considerably, causing the decline in
the productivity of research. The presence of high-φ incumbents further means that a frac-
tion of the innovations fail to be introduced to the market, further diminishing the effect of
research on growth.
2.3.3. Markups and the Decoupling of Wages and Productivity
The transitional dynamics also shed light on two recent macroeconomic puzzles. The first
is why wages did not keep up with productivity growth in the past 20 years (e.g. Kehrig and
Vincent 2017), which has caused a decline in the labor share. While the entry of higher-φ
firms leads to a reduction of marginal costs and an increase in productivity, there is no in-
crease in wages because productivity is offset by higher markups. The rise of markups is
plotted in Figure 6a for the French calibration and Figure 6c for the U.S. calibration. This
leads to a decoupling of wages (dashed-yellow) and productivity (solid-blue), as plotted in
Figure 6b and d. Wages continue to grow at the rate of the increase in quality, but do not
benefit from the transitory increase in productivity growth from intangible adoption. A sec-
ond puzzle addressed by this paper is how markups could have increased while inflation
remained low. This is one common critique, for example, on De Loecker et al. (2018). In
my framework, markups increase proportionally to a reduction of marginal costs through
intangible adoption. As prices are the product of the markup and marginal cost, they are
therefore unaffected.
2.4. Welfare
I next assess how the rise of high-intangible firms analyzed in Section 2.3 affects welfare.
The model predicts that intangibles have two counteracting effects. There is an initial boost
of growth which permanently raises the level of productivity, which is positive for welfare.
There is a subsequent slowdown of growth that lowers the growth rate beyond the previous
steady state, which reduces welfare. The increase in R&D expenditures as a percentage of
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Figure 6. Transition: Markups and Wages









(a) Markups - France






















(b) Wages and Productivity - France









(c) Markups - U.S.






















(d) Wages and Productivity - U.S.
Black- and red-dashed lines in Figure 6(respectively) indicate the original and the new steady state. Calibration is for the U.S.
GDP furthermore implies that a smaller fraction of the labor force is dedicated to the pro-
duction of consumption good, which has a further negative effect on welfare.
To assess which of the two effect dominates I compare utility of the original path of





(1+ρ)t ·T̃ · log Ct ,
where T̃ denotes the number of periods within a year, which I set to 50. Results are pre-
sented in Table 2. Section 2.3 analyzed the effect of assigning a higher intangible efficiency
to 4% of entrants in the French calibration and to 6% of entrants in the U.S. calibration. The
table shows that, despite the transitory increase in growth, the overall effect of these en-
trants on welfare is negative. The decline is economically significant: welfare falls by 2.20%
in the French calibration and by 3.65% in the calibration for the United States.
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Table 2: Welfare Comparison of Various Levels of Intangible Adoption
France
G(φ̄): 0.04 0.10 0.25 0.50 1.0
∆Welfare -2.20% -2.05% -0.86% 0.77% 3.86%
∆Markup 8.29% 8.50% 8.78% 9.16% 9.71%
United States
G(φ̄): 0.06 0.10 0.25 0.50 1.0
∆Welfare -3.65% -3.36% -1.74% 0.94% 5.95%
∆Markup 12.16% 12.17% 12.23% 12.44% 12.82%
Notes: Welfare is expressed in percent change from the original balanced growth path. G(φ̄) is the share of entrants with the
25% higher φ in the French calibration and the share share of entrants with the 30% higher intangible efficiency in the U.S.
calibration. G(φ̄) = 0.04 for France and G(φ̄) = 0.06 for the U.S. in the main analysis. The change in markup is the new
balanced growth path average markup as a percentage of the average markup along the original balanced growth path.
Table 2 also highlights how important inequality is for the welfare effect of the rise of in-
tangibles. If a quarter of entrants are of the high-intangible type, for example, the decline in
welfare is less than half as large as the decline when 4% (France) or 6% (U.S.) of entrants are
of that type. When the majority of firms benefit from higher efficiency the welfare effect is
strictly positive. The potential increase in welfare is large: if all firms are of the high-φ type
there is a 3.86% and 5.95% improvement of welfare compared to the original steady state
in the French and U.S. calibration, respectively. Any policy that improves the diffusion of
intangibles would reduce the variance of φ and raise it’s mean, and therefore have positive
effect on entry, growth and welfare. The bottom row of each panel in Table 2 shows that
such policies lead to a further increase in steady state markups, because a greater share of
products is produced by high-intangible firms. The rise (and the associated decline in the la-
bor share) is modest compared to the increase in welfare, however, because high-intangible
firms always produce a disproportionate number of products in the steady state.
2.5. Conclusion
This paper has analyzed the dynamic effect of the rise of high-intangible firms in a Klette
and Kortum (2004)-type model with intangible inputs along Chapter 1. The transitional dy-
namics show that the model has starkly different predictions for the short- and the long-run
effect of the rise of intangibles. In the short-run, the entry of high-intangible firms causes
a boom in productivity growth because these firms produce their goods at lower marginal
costs than the previous producers. Their cost advantage allows them to charge a higher
markup, which suppresses demand for labor and prevents wages from benefiting from the
boom in productivity growth. Productivity growth in the long-run is lower than the origi-
nal steady-state level because high-intangible firms eventually produce a disproportionate
fraction of all goods. This leaves productivity at a permanently higher level, but the ad-
ditional growth from intangible adoption wears off over time. High-intangible firms have
high innovation rates, but because the firm-level returns to research and development are
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concave, the higher investments are insufficient to compensate for the lack of research and
development by other incumbents and by entrants. A quantitative assessment shows that
the overall welfare effect of the entry of high-intangible firms is negative.
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Chapter 3
Intangible Investments and the Persistent Effect of Financial Crises
on Output
This chapter assesses whether a part of the recent slowdown in growth was caused by the
Global Financial Crisis. Theory suggests that a transitory shortfall in intangible capital in-
vestments - such as research and development - temporarily slows technological progress,
creating a gap between pre-crisis trend and actual GDP. This hypothesis is tested using a
linked lender-borrower dataset on 522 U.S. corporations responsible for 58% of industrial
research and development. Exploiting variation in firm-level exposure to the Global Finan-
cial Crisis, I show that tight credit conditions reduced intangible investments even for very
large corporations, and significantly slowed down revenue growth and innovation output
between 2010 and 2015. This suggests that a part of the recent slowdown of productivity is
not secular.
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3.1. Introduction
Recovery from the Global Financial Crisis of 2007-2008 and the ensuing “Great Recession”
was weak. In the United States, GDP deviated 10% from the level that an extrapolated
trend between 2000 and 2007 predicts. Similar deviations are observed across developed
economies, as Figure 1 illustrates.1 This is at odds with business cycle models, in which
output recovers to its original trend after a transitory shock. In endogenous growth mod-
els, however, a one-time reduction in intangible capital investments - such as research and
development - can have a persistent effect on output. Note that these investments are dis-
tinct from the kind of intangible inputs discussed in Chapter 1. Such a drop temporarily
slows the rate of technological progress below the balanced growth path. When the crisis
fades and investments recover, technological progress regains its original growth rate. The
level of GDP does not recover from losses during the crisis, however, and remains on a lower
trajectory (e.g. Anzoategui et al. 2019, Ikeda and Kurozumi 2019, Queraltó 2019, Garga and
Singh 2016).
While intuitive, that explanation for the lack of recovery is not without controversy. In
particular, the crisis coincided with a slowdown in the growth rate of productivity, which
commenced around 2005. Since that year, productivity growth in the United States has av-
eraged less than 0.5%, well below the long-term average of 1.5% (Fernald 2014).2 Fernald
et al. (2017) use time-series tests to show that the growth rate of total factor productivity has
a structural break around 2006, and conclude that the productivity slowdown was, therefore,
not a consequence of the crisis. Indeed, the notion that the slowdown of productivity is sec-
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(c) United Kingdom
Solid and dashed lines present actual and trend (log) GDP, respectively. Series are standardized such that 2000Q1 has value 1.
Trends extrapolate growth rate between 2000 and 2007. Data: OECD.
1This is illustrative of the general lack of recovery after systemic banking crises. Based on 117 crises between
1960 and 2001, Cerra and Saxena (2008) show that output on average remains 7% below trend a decade after a
crisis. Similar evidence is found in, e.g., Furceri and Zdzienicka (2012), Reinhart and Rogoff (2014), and Teulings
and Zubanov (2014).
2A similar slowdown is visible across the majority of advanced economies. See Adler et al. (2017) for a review.
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ular is the premise behind the model in Chapter 1. An analysis of structural breaks cannot
preclude, however, that the crisis worsened the productivity slowdown through the endoge-
nous growth channel, especially as the crisis commenced shortly after the structural break.
Micro-level evidence of intangible investments and medium-term growth can be used to
assess whether this is the case.
This paper provides such evidence for a sample of 522 medium- to large-sized firms in
the United States, responsible for 58% of corporate research and development. I show that
the crisis reduced these firms’ intangible investments and persistently affected their rev-
enue. The analysis relies on the shift-share approach (e.g. Borusyak et al. 2019, Goldsmith-
Pinkham et al. 2019), in the sense that the effect of the crisis is identified using firm-level
variation in the degree of exposure to tight credit. I measure exposure to tight credit in
two ways. First, I follow Chodorow-Reich (2014) by exploiting the long-term nature of rela-
tionships between firms and banks to measure exposure to the crisis through the health of
banks that firms borrowed from prior to the crisis.3 Firms that rely on loans from banks that
were highly exposed to Lehman Brothers’ bankruptcy, asset-backed securities, or interbank
markets face greater difficulty and costs when obtaining credit during the Global Financial
Crisis. Second, I measure exposure to the crisis through the fraction of a firm’s long-term
debt that is due at the onset of the crisis. These firms face higher refinancing risk, which re-
duces the optimal intangible investments directly if financed by credit, or indirectly if firms
prioritize short-term capital investments (Garicano and Steinwender 2016).
I find that firms with greater exposure to the Global Financial Crisis experience persis-
tent declines in revenues. The estimated effect is large: revenue is, on average, between 3
and 10 percent lower by 2015 for each standard deviation of crisis exposure. I then explore
whether the persistent effect on revenues is driven by a decline in intangible investments as
predicted by endogenous growth theory, in two steps. First, I show that firms with greater
exposure to the crisis reduce investments in research and development (R&D). While R&D
does not encompass the universe of intangible investments, it is directly observable on the
income statement of U.S. firms and is a standard measure in the innovation literature (e.g.,
Hall et al. 2010). Measured as a percentage of the stock of past R&D, firms reduce their
investments by 0.5 to 1.2 percentage points during the crisis per standard deviation of ex-
posure, though significance depends on the measure considered. Second, I show that in-
tangible investments during the crisis are more likely to drive the crisis’ persistent effect
on revenues than employment and capital investments. To do so, I instrument intangible
investments, capital investments, and employment growth during the crisis with the firm-
level crisis exposure. I then show that only instrumented intangible investments signifi-
3By analyzing the effect of shocks to intangible investments on within-firm growth, this paper does not test
the effect of resource allocation (e.g. Gopinath et al. 2017) or entry and exit (e.g. Clementi and Palazzo, 2016).
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cantly correlate with medium-term revenue growth in a joint estimation. This result holds
in dynamic regressions with various exposure measures, firm, and sector-year fixed effects.
The causal interpretation of these results hinges on two conditions. The first part of the
analysis, showing that crisis-exposed firms face persistent losses to revenue, requires that
exposure to the crisis does not correlate with unobserved determinants of the path of rev-
enue absent the crisis.4 To assess whether this condition is satisfied I deploy the common
strategy of comparing the balance of observable covariates and pre-trends. I find that firms
with higher exposure to the crisis operate in similar sectors, are based in similar states, ini-
tially grow at similar rates and have similar intangible investments, leverage, and profitabil-
ity, though exposed firms are slightly older and larger. Pre-crisis trends on these variables
are also similar. This supports causal interpretation under the assumption that unobserv-
able confounders are correlated with observables (e.g. Oster 2019). Importantly, firms with
high and low exposure also have similar book-to-market and price-earnings ratios, which
suggests that financial markets expected their future profitability and growth to be similar.
I furthermore show that links between firms and banks are quasi-random, because the pre-
dicted decline in new loans from exposed banks to specific borrowers does not depend on
the inclusion of borrower fixed effects (Khwaja and Mian 2008).
The second condition is the exclusion restriction, which is relevant for the analysis of the
effect of intangible investments on post-crisis revenue growth. This effect warrants a causal
interpretation if exposure to the financial crisis does not affect revenue growth through
channels that I do not control for. It is likely that my measure of intangible investments
(R&D) does not capture the entirety of channels, as other innovative investments can also
affect revenue persistently. The analysis does control, however, for capital investments and
changes to employment during the crisis. As intangible investments are the only predictor
of medium-term revenue growth, my results do imply that these investments - and innova-
tive investments that correlate positively with it - are more likely to drive the crisis’ persistent
effect than employment cuts and capital investments.
To provide further evidence on the role of intangible investments in the lack of recovery,
I look at the innovation output of firms that were exposed to the crisis. I measure innova-
tion through the market value of successful patent applications, based on abnormal stock
market returns around announcement days. Results show that the total value of patents
awarded to firms with greater exposure to the crisis is 10 to 20 percent lower per standard
deviation of exposure. The effect becomes significant around 5 years after the crisis, which
implies a plausible lag in the effect of crisis-induced reductions in innovative investments
on innovation output. The lag is furthermore similar to the lag in the response of firm rev-
enues. When estimating the medium-term effects of intangible investments in a regression
4This would be violated, for example, if banks with high exposure to asset-backed securities or Lehman
Brothers’ failure lent to firms with particularly risky investments. Similarly, if having a large fraction of debt
mature at the onset of the crisis reflects poor managerial skills, this would also affect revenue growth.
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with controls for employment, capital investment, firm and sector-year fixed effects, I again
find that only intangible investments explain the lack of patents. These results corroborate
the endogenous growth hypothesis that this paper scrutinizes.
Related Literature This paper relates most closely to Huber (2018), who assesses the impact
of lending cuts by a large German bank and finds persistent effects on firm-size and produc-
tivity. I show that the negative effect of exposure increases over time for a horizon twice as
long as Huber’s, and show this for large firms in the United States. To my knowledge, this
paper is also the first to show that intangible investments form the most plausible channel
through which this persistence operates, rather than reductions in employment and capi-
tal. Subsequent papers also exploit a shift-share design to explain persistent effects of the
Global Financial Crisis. Duval et al. (2019) show that a sample of European firms with high
pre-crisis leverage faced lower growth of revenue productivity after the crisis.5 Dörr et al.
(2018) and Manaresi and Pierri (2018) show that credit affects productivity of Italian firms,
while Linarello et al. (2019) find positive effects on reallocation.
More broadly, my empirical strategy builds on papers that use firm-exposure to lending
shocks to assess the real effects of financial crises. Relevant examples include Chodorow-
Reich (2014), Acharya et al. (2018), Bentolila et al. (2017) and Giroud and Mueller (2017), who
analyze the employment effects of credit shocks using firm-level crisis exposure. Franklin
et al. (2015) conduct a similar exercise for the United Kingdom, and add that tight credit
negatively affected labor productivity in 2008-9. It is similarly related to Amiti and Weinstein
(2011), Almeida et al. (2012), Greenstone et al. (2019), Adelino et al. (2015), Aghion et al.
(2017b), Paravisini et al. (2015). These papers use exposure to credit shocks to analyze the
effect on investments, exports and short-term output.
This paper’s primary contribution is the provision of causal evidence on the premise that
tight credit during financial crises affects intangible investments and subsequent growth.
That is of particular importance to a growing theoretical literature that aims to explain the
persistent effects of financial crises on output in microfounded models. In Aghion et al.
(2010), for instance, liquidity shocks move firms away from long-term intangible invest-
ments in favour of short-run production capital if credit constraints are tight.6 Garcia-Macia
(2015) claims that firms are unable to fund investment in intangible assets during finan-
cial crises, as these investments are hard to collateralize. The models in Ates and Saffie
(2013, 2014) claim that financial turmoil affects technological progress through the ability of
banks to observe project quality under imperfect information. In Queraltó (2019), financial
crises increase the costs of financial intermediation through balance sheet deterioration á la
5While the number of observations in those papers is larger, firms in this paper are responsible for a greater
share of global corporate R&D. This paper’s firms are responsible for 58% of U.S. corporate R&D in 2007, which
exceeds the sum of corporate R&D undertaken in the entire European Union that year by 21%.
6Empirical support for this channel based on French micro data is provided in Aghion et al. (2012).
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Gertler and Kiyotaki (2010), which reduces the entrance of entrepreneurs that need to fund
entry costs. Similar mechanisms are described in a New Keynesian framework by Garga
and Singh (2016) and in the context of the zero lower bound by Moran and Queralto (2018).
Schmitz (2014) adds that the effect of crises on innovation is amplified by the fact that small
and young firms, which produce more radical innovation, are particularly affected.
A related literature suggests that crises reduce the profitability of intangible investments
because demand and prices are low. Financial crises are effectively large recessions. Exam-
ples include Fatas (2000), Comin and Gertler (2006), Ikeda and Kurozumi (2019), Benigno
and Fornaro (2017) and Anzoategui et al. (2019).7 Results in this paper provide support for
models in which financial crises are distinct from large recessions, as restricted loan supply
is a source of the decline in intangible investments and medium-term growth. Reductions
in the profitability of investments could form a complementary channel.
More broadly, this paper lends evidence to the notion that productivity increases as a
consequence of intangible investments like R&D and intangible investments. This hypoth-
esis is at the heart of endogenous growth theory, in the tradition of Romer (1990), Aghion
and Howitt (1992), Grossman and Helpman (1993) and Jones (1995). I am able to identify
the existence of this mechanism causally, as the Global Financial Crisis provides exogenous
variation in credit tightness.
This paper’s second contribution is the finding that intangible investments are affected
by disruptions to bank lending. Existing evidence on the importance of bank loans for in-
vestments in R&D and intangible assets is mixed. The conventional wisdom is that firms
prefer to finance such investments internally using cash flow or equity (Hall and Lerner
2010). In line with this, Brown et al. (2009) find that young firms tend to not finance R&D ex-
penditures with debt. This paper is in line with a growing body of recent work that does
find an effect of bank lending on these investments. Nanda and Nicholas (2014) for in-
stance show that innovative firms in the Great Depression that operated in the same county
as banks which suspended depositor payments produced fewer patents in following years.
Patents at affected firms were also less frequently cited, less general and less original. An
emerging literature, surveyed by Nanda and Kerr (2015), furthermore finds that bank dereg-
ulation during the 1980s benefited innovation. For the 2008-9 financial crisis, Kipar (2011)
shows that German firms were more likely to cancel innovative projects if firms borrowed
from credit unions rather than commercial banks. Garicano and Steinwender (2016) use
Spanish data to show that crises change the composition of investments towards short in-
stead of long-term capital. This paper’s result suggest similar mechanisms apply to the U.S.,
even for medium- to large-sized firms with access to bond markets. This might be because
7Economic activity is also related to endogenous growth in Bianchi et al. (2019).
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bonds and bank loans are imperfect substitutes (Crouzet, 2017; Xiao, 2018), or because the
costs of issuing bonds during the crisis were high (Goel and Zemel, 2018).8
This paper also contributes to the recent debate on causes of the post-crisis slowdown in
productivity growth.9 Fernald (2014) shows that the growth of TFP started to fall in the early
2000s. His findings suggest that the Global Financial Crisis is not responsible for the reduc-
tion in growth. Similar evidence is provided by Reifschneider et al. (2015) from a state-space
model and by Fernald et al. (2017) from a growth accounting exercise. In line with this secu-
lar view of the decline in TFP growth, Bloom et al. (2017) provide aggregate and sector-level
evidence that the effort required to attain productivity growth has increased over time.10 Ac-
cording to Gordon (2016), the recent slowdown of productivity fits in an overall reduction in
the extent to which innovations are transformative. Others have argued that the slowdown
in productivity growth is the result of measurement error. Aghion et al. (2017a) quantify the
understatement of growth due to imputation of outdated goods in the GDP deflator, which
increased by only 0.28 percentage points per year during the Great Recession. While signif-
icant, this increase does not explain the large shortfall in output and productivity.11 Results
in my paper imply that while a secular decline in productivity growth may be present, some
part of the slow post-crisis growth is an endogenous effect of the fall in intangible invest-
ments.
Finally, this paper is related to papers on episodes of slow recovery from recessions.
Shimer (2012) develops a model with rigid wages and show that shocks to capital stocks
have persistent effects on the level of output. Galí et al. (2012) show that recovery from
recessions in the U.S. has been slow after the 1990s, and suggest that an increase in risk pre-
miums in the recessions’ wake is likely responsible. Others have used financial frictions as
a source of persistently low output in the aftermath of shocks (e.g. Hall, 2010; Gertler and
Kiyotaki, 2010). These models predict that GDP will eventually recovery to its original trend.
This paper does not address the empirical question whether the effect of financial crises is
permanent or fades over long horizons, as such an analysis requires decades of data.
Outline The remainder of this paper proceeds follows. The dataset and the main variables
for the analysis are discussed in Section 3.2. Measures of exposure to the Global Financial
Crisis as well as analyses on the effect of exposure on medium-term revenue and patents
are presented in Section 3.3. The effect of exposure on intangible investments is analyzed in
Section 3.4, Section 3.5 concludes.
8This paper is also related to the literature on the effect of innovation and R&D on output and productivity
growth. A discussion of past work and empirical strategies is provided in Cohen (2010).
9A complete review is provided in Adler et al. (2017).
10Cao and L’Huillier (2015) note that a decline in productivity growth prior to the crisis is common across
the Great Recession, Great Depression and Japanese slump of the 1990s.
11Further discussion on the role of measurement in the slowdown is provided by Byrne and Sichel (2017).
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3.2. Data
3.2.1. Construction
The data comes from six underlying datasets. The main dataset is S&P’s Compustat, from
which I obtain variables for investments, revenue and covariates. Data on firm-bank rela-
tionships is taken from Thomson Reuter’s DealScan. Exposure of banks to the Global Finan-
cial Crisis is obtained from both Dealscan, Bureau van Dijk’s Bankscope, and the Federal
Reserve’s FR Y-9C tables. Stock price data is obtained from CRSP, patent data is obtained
from Stoffman et al. (2019) and Kogan et al. (2017).
The analysis relies on firm-level data from Compustat. Compustat contains the balance
sheet and income statement of the universe of U.S. publicly listed firms and is used to obtain
firm variables for investments, output growth and covariates. I start from the Compustat
Annual file and keep firms that report R&D at least once the three years prior to the crisis.
I drop observations with missing or negative total assets and sales, as well as firms that
enter the dataset after 2003 or exit before 2015.12 Firms in finance, insurance and real estate
(FIRE), as well as firms in regulated utility sectors are excluded. All variables are deflated
to 2009 USD using the BEA’s GDP deflator and tails are winsorized for the bottom and top
15 firms. Stock and market capitalization data is obtained by merging the resulting dataset
with CSRP. Firms in finance, insurance and real estate, as well as firms in regulated utility
sectors are excluded. Stock price and market capitalization data is obtained by merging the
resulting dataset with CSRP. All variables are deflated using the BEA’s GDP deflator and are
winsorized for the bottom and top 15 firms.
I obtain the names of banks that these firms borrow from DealScan. DealScan covers the
near universe of syndicated loans in the United States and contains loan-level identifiers of
lenders and borrowers.13 DealScan obtains loan-level data from SEC filings, complemented
by sources such as news reports and contacts inside borrowing and lending institutions.
Because DealScan takes data on loans from public sources, the majority of loans (73%) in
DealScan is syndicated. In contrast to standard loans, syndicated loans are provided by a
group (the syndicate) rather than an individual lender. The choice to divide loans amongst
participants is usually driven by the desire to diversify on the side of banks, as syndicated
loans can be very large. They take the form of fixed term loans, bridge loans, credit lines,
leases, or most other conventional forms. Firms seeking a syndicated loan arrange the basic
terms with a lead arranger, also known as the underwriting bank. Once the loan amount,
interest rate and conditions like collateral and fees have been agreed upon, the lead arranger
recruits other investors to participate in the loan. Loans in DealScan account for over 75%
12Firms that first appear in the data after 2003 are excluded to allow sufficient years to calculate a pre-crisis
growth trend. Attrition in Compustat is high after 2015, for example through mergers and acquisitions.
13Because firm-bank links are required, firms without any syndicated loan from 1995-2007 are not sampled.
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of commercial loans in the U.S., making it the most complete overview of debt transactions
available and the primary source of bank loan data for research.14
To select the sample of loans from DealScan, I roughly follow the criteria in Sufi (2007),
Ivashina and Scharfstein (2010) and Chodorow-Reich (2014). Loans with start dates prior
to 1995 are not included as DealScan’s coverage increased substantially from that year on-
wards. Loans with extraordinary purposes, such as management buyouts, are also excluded.15
Following Chodorow-Reich (2014), I also require that at least one of the lenders for each loan
is part of the top 43 of overall lenders and drop lenders without any loans two years prior to
the crisis, to allow balanced matching with bank data later on. Finally, 260 loans with values
below $10,000 are excluded.
The DealScan data allows me to calculate firm-level measures of exposure to tight credit
during the Global Financial Crisis, based on the health of the banks that firms borrowed
from prior to the crisis. Data on the health of banks is obtained by merging the Compustat-
DealScan dataset of R&D performers with bank balance sheet variables using Bureau Van
Dijk’s Bankscope and Federal Reserve FR Y-9C tables. Bankscope is used for data on in-
ternational banks and investment banks, while Y-9C data is used for American depository
institutions. The datasets are merged using a script kindly provided by Gabriel Chodorow-
Reich. His file creates links for 258 banks which are responsible for the creation of 85% of
loans in the year prior to the crisis. Amongst the remainder, I hand-match 90 large lenders
to Bankscope and Federal Reserve identifiers. Combined, matched banks are responsible
for over 93% of DealScan loans.
The matched Compustat-DealScan sample of R&D performers contains 522 medium- to
large-sized firms. While the sample size is modest compared to work that relies on census
data, the sample is economically large. Total sales of the firms equal 28% of U.S. GDP and
they are responsible for 58% of U.S. corporate R&D in 2007. The latter implies that sampled
firms conduct 21% more R&D than total business enterprise R&D in the entire EU.16 The
cyclical pattern of R&D in Compustat furthermore follows the pattern of aggregate spending
closely (Barlevy 2007).
3.2.2. Main Variables
The main variables of interest are intangible investments during the crisis and medium-
term revenue growth. Intangible investments are measured through research and devel-
opment (R&D). This captures the costs incurred for the development of new products and
14Carey and Hrycray (1999) find that between 50 to 75% of the volume of commercial loans is included in the
dataset, and a large majority of large loans. Coverage since the 1990s is even better (Chava and Roberts 2008).
15Specifically, loans for general corporate purchases, asset acquisitions, aircraft finance, credit enhance-
ment, debt refinancing, project, hardware and software financing, equipment purchases, real estate financing,
ship finance, telecoms build outs, trade finance and working capital are included.
16This is based on the sum of all types of business enterprise R&D in 2007, OECD data.
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services, including software costs. They also include R&D activities undertaken by others
for which the firm paid.17 The intensity of investments during the Global Financial Crisis is
found by taking the ratio of average annual investments in productivity in 2009 and 2010 to
the stock of past R&D in 2007, approximated through the perpetual inventory method.18 In-
vestment in 2009 and 2010 are used because most firms reduced investments in those years
compared to their peak in 2008.19
Medium-term output growth is measured through the growth rate of revenue, which is
a standard outcome variable in the analysis of firm-level effects of innovative investments
(e.g. Gabaix 2011, Bloom et al. 2013, Kogan et al. 2017, Bloom et al. 2017). I prefer this mea-
sure over productivity, on practical and theoretical grounds. Practically, revenue is directly
observable from the income statement. Compustat lacks data on prices, which means that
all measures of productivity capture revenue productivity. Revenue productivity is a mea-
sure of profitability, and (in the case of revenue TFP) furthermore requires an estimation of
the production function. The dependent variable in the regression would therefore depend
on the production function estimation method.20 Theoretically, it depends on the model
whether intangible investments should cause an increase in revenue productivity. Models
of creative destruction, for example, predict no relationship between firm-level innovation
and firm-level productivity. In the canonical Klette and Kortum (2004) model, innovative
investments increase the number of products that firms have a production patent for. Suc-
cessful innovation by firms allows them to produce a new or existing good at greater quality
or productivity than the previous producer. If the good was previously produced at low pro-
ductivity, the innovation allows it to be produced more efficiently and therefore raises ag-
gregate TFP. At the firm level, however, the good may still be produced at lower productivity
than the firm’s other goods, therefore lowering the firm’s average productivity.
Because the endogenous growth hypothesis suggests that a drop of intangible inputs
slows the rate of technological progress, I do test the effect of exposure to the crisis on a firm’s
innovative output. The latter is measured through the value of patents that are awarded to
firms between 2003 and 2015. I obtain patent data from Stoffman et al. (2019), who extend
17This is particularly important as firms increasingly rely on external sources for R&D (e.g. Arora et al. 2016
and Chesbrough et al. 2006). The optimal measure of intangibles would also contain efforts to increase produc-
tion efficiency like employee training. As data on such expenses is unavailable, the measures used here should
be thought of as proxies for a firm’s total effort to increase productivity.
18The stock then evolves along a j ,t+1 = a j ,t (1−δ)+r d j ,t . Past expenditures are assumed to depreciate along
the literature’s standard 15% depreciation rate for intangible capital investments (Li and Hall 2016). The initial
stock equals investments over the depreciation rate. For robustness, all estimations have been conducted where
the ratio of r d j to the average of r d j for three pre-crisis years was used to approximate investment intensity.
This yields similar results.
19An alternative measure that is commonly used for R&D intensity is the ratio of R&D to revenue. The large
demand shock during the crisis, however, means that variation in that measure is primarily driven by revenue
rather than R&D.
20This problem is significant: for this paper’s sample there is a negative correlation between firm-level TFPR
estimated with the Wooldridge (2009) method and TFPR estimated with the De Loecker and Warzynski (2012)
GMM method.
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Table 1: Descriptive Statistics of Firm Characteristics
Variable Median Mean St. Dev. 10th Pct. 90th Pct. Obs. Notes
Intangible Inv. during Crisis
Research and development 0.185 0.209 0.128 0.079 0.360 522 See text
Annual Revenue Growth
Average 2003-2007 7.72 11.18 16.77 2.64 26.71 522 Percentage
Average 2008-2009 -11.79 -11.88 16.14 -32.94 7.43 522 Percentage
Average 2010-2014 3.23 2.98 8.98 8.52 14.34 522 Percentage
Covariates, Avg. 2005-2007
Sales 1145 6602 22131 76.94 12840 522 Mil. ’09 USD
Employment 4.88 15.25 26.24 0.31 44.93 522 Thousands
Age (time since IPO) 3.37 3.43 0.51 2.77 4.16 522 Logarithm
Assets 1220 5666 11347 93.99 15593.12 522 Mil. ’09 USD
Return on assets 5.09 3.86 7.90 -7.91 12.47 522 Percentage
Debt-to-assets 19.13 21.06 15.99 1.31 42.49 520 Percentage
Cash-to-assets 10.56 15.55 14.27 2.47 37.80 521 Percentage
Book-to-market ratio -0.51 -0.53 0.66 -1.43 0.31 498 Logarithm
Price-earnings ratio 17.97 15.23 38.04 -26.42 47.68 501 Ratio
Descriptive statistics for the merged Compustat-DealScan sample. Includes all non-FIRE firms continuously present
in the dataset from 2003 to 2014 that had positive R&D expenditures in at least one year between 2004 and 2007.
the dataset of Kogan et al. (2017) until the end of my sample. The value of a patent is derived
from a firm’s excess stock returns within a narrow window around days in which firms are
issued a patent. This serves as a quality-adjusted measure of innovative output at the firm
level.21 Section 3.4 elaborates.
3.2.3. Summary Statistics
Descriptive statistics for the firm variables are provided in Table 1. The upper panel sum-
marizes the main variable of interest: investment intensity for R&D in 2009 and 2010, which
equals 0.185 for the median firm. Annual real revenue growth is summarized in the middle
panel. It was highest prior to 2008 when the median firm grew more than 7% per year. The
bottom panel summarizes firm characteristics prior to the financial crisis, averaged for 2005
to 2007. The median firm employs almost 5000 employees, holds $1.2 billion in assets and
sold over $1.3 billion prior to the crisis. This implies that sampled firms are much larger
than average U.S. corporations. Return on assets, measured as the ratio of net income to
real total assets, lies around 5%. Financial variables such as the book-to-market ratio are
available for the sub-sample of firms on which data is available in CSRP. These firms have
21This measure can only be calculated for publicly listed firms, which is a further advantage of the Compustat
sample.
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an average price-earnings ratio of 18% and a book-to-market ratio of 0.6. The distribution
of firms across SIC sectors is summarized in Appendix Table A3.22
3.3. The Persistent Effect of Exposure to the Crisis
The first part of the analysis shows that the revenue of firms with greater exposure to the
Global Financial Crisis is persistently lower in the aftermath of the crisis. Section 3.3.1
discusses the measures of firm-level exposure to the Global Financial Crisis, while section
3.3.2 presents the estimation equation and the estimated effect of exposure measures on
medium-term revenue growth.
3.3.1. Measurement
To measure exposure to the Global Financial Crisis, I deploy two approaches. The first relies
on the long-term nature of relationships between firms and banks. Firms tend to borrow
from a limited number of financial institutions, as repeated interaction improves the abil-
ity of banks to screen and monitor lenders (Boot 2000). Firms that borrowed from banks
prior to the crisis that were relatively restrictive in lending during the crisis therefore faced
a stronger reduction in the supply of new loans. Consider an observable measure Ωxh that
correlates with the reduction of credit supply by bank h during the Global Financial Crisis.
To calculate the exposure of firm i through measureΩxh , I calculate the weighted average of
that measure across the set of banks that were involved in the last syndicated loan that firm
i took out in the DealScan data prior to June 2007.23 Chodorow-Reich (2014), on which this
part of the analysis builds, shows that banks involved with the previous loan are most likely




θi h ·Ωxh , (1)
where θi h denotes the share of funds that bank h in syndicate H contributed to firm i’s final
loan.
I consider five measures for Ωh based on previous work. The first four are used in
Chodorow-Reich (2014). The first is the fraction of bank h’s syndicated loans where Lehman
Brothers acted as the lead lender, which captures the extent to which it was exposed to
22The dataset contains a particularly large sample of manufacturing firms, as expected when conditioning
on the performance of research and development. Within manufacturing, the sample contains a substantial
number of firms in chemical, electrical, and computer products.
23If multiple loans were taken at the same date, shares are calculated over all loans. Because ψ is only avail-
able for a minority of loans in DealScan, it is imputed using the structure of syndicates. Shares of lead-arrangers
and participants are based on average shares of either type in loans with the same number of leads and partici-
pants for which shares are available.
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Lehman’s failure.24 The second measure quantifies a bank’s exposure to the collapse of
asset-backed securities (ABX), derived from the correlation between a firm’s daily stock re-
turns with an index that tracks the price of ABX securities issued in 2005 with, at the time, a
AAA-rating.25 The third measure is the ratio of deposits to assets in 2007. Banks with a rela-
tively high stock of deposits have a stable source of short-term funding. Alternative sources
of funding, like short term loans from other banks, were volatile due to the erosion of in-
terbank markets during the crisis (e.g. Brunnermeier 2009). The fourth is losses in a bank’s
trading account as a fraction of assets in 2007-2008, as that is where most banks wrote down
subprime loans.26 The final measure is the bank’s financial leverage ratio in 2007, defined as
its ratio of liabilities to equity. Banks with high leverage contracted credit more than other
banks because losses of a given fraction of assets have a larger effect on equity. Correlations
between the bank-health measures of exposure to the crisis are reported in Table 2.
Measures of exposure to the Global Financial Crisis from firm-bank links can be used to
causally estimate the effect of a firm’s exposure to tight credit if these measures (1) correlate
with reductions in credit supply by banks (instrument relevance) and (2) are uncorrelated
with unobserved determinants of medium-term revenue growth (instrument exogeneity).
The first condition can be tested empirically by measuring the correlation betweenΩxh and
the change in lending by bank h during the crisis. In Table A4 of the Appendix G, I show that
these measures indeed predict a contraction of credit supply. Using a firm-level regression
on the relationship between the crisis-change in new loans from banks that firm i borrows
from to other firms, I find that a one-standard deviation increase in exposure reduces the
number of new loans by 9 to 39 percent, depending on the measure. In Appendix G Table
A5 I show that exposed banks increased their credit spread, which shows that the decline in
loans was not driven by a lack of demand for credit.
The second condition requires that banks are matched quasi-randomly to firms. While
this cannot be verified with certainty, I do show that firms have similar observable character-
istics and pre-trends in Section 3.4. This provides a first validation of instrument exogeneity
if unobservable and observable confounders are correlated (e.g. Goldsmith-Pinkham et al.
2019, Oster 2019). I furthermore use the Khwaja and Mian (2008)-test to show that the pre-
dicted decline in loans from bank h to firm i does not depend on whether firm fixed ef-
fects are controlled for, which is a direct test of randomness in the assignment of banks to
firms. Results and details of the analysis are provided in Tables A6 and A7 of the Appendix
G. Finally, my measures of crisis exposure Ωxh are not directly related to a bank’s corporate
24Ivashina and Scharfstein (2010) explain this is because firms that borrowed from a syndicate with Lehman
had to rely more on credit lines from other banks in the syndicate, preventing these banks from extending new
loans.
25This is preferred over the use of balance-sheet derived measures of ABS-exposure, as foreign banks do not
report such items consistently.
26Chodorow-Reich (2014) furthermore uses real estate write-offs to measure exposure to the crisis, but this
measure is not available in Bankscope.
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Table 2: Correlation Matrix of Firm-Bank Financial Crisis Exposure Measures
Lehman ABX Leverage Deposits Trading
Lead Share Exposure Ratio to Assets Gains
Firm-Bank Measures
Lehman Lead Share 1.00*
ABX Exposure 0.60* 1.00
Leverage Ratio 0.33* 0.35* 1.00
Deposits over Assets 0.42* 0.47* 0.11* 1.00
Trading Gains over Assets 0.62* 0.52* 0.39* 0.65* 1.00
Each measure is calculated at the firm level along Equation (1).
Coefficients represent pairwise correlations, * indicates significance at the 5% level.
lending operations, which further mitigates to risk of endogeneity even if firms were not
randomly matched to banks.
As an alternative to measures of exposure to the crisis based on firm-bank links, I con-
sider a firm-level measure that captures variation in debt structure. Specifically, it measures
the percentage of a firm’s long-term debt due the year after Lehman Brother’s bankruptcy.
Firms with a large fraction of their long-term debt due in middle of the crisis faced increased
rollover risk and higher interest rates. This measure is valid if having a large percentage
of long-term debt due does not reflect poor managerial practices, which may be an unob-
served driver of long-term growth. Decisions on long-term debt payable right at the crisis’
onset were made well before the crisis, however, which makes the measure plausibly ex-
ogenous. It was first used by Almeida et al. (2012), who show that firms with large portions
of debt due were similar to other firms prior to the crisis on a number of dimensions, but
reduced capital investments afterwards. This measure is only calculated for firms with pos-
itive long-term debt.
3.3.2. Estimation Equation and Results
I next show that exposure to the crisis has a persistent effect on revenue for each of these
measures. To do so, I perform a panel regression where revenue is regressed on the (con-
stant) measures of exposure to the crisis, interacted with year dummies to obtain their time-
varying effect on revenue. The estimation equation reads:
log yi j t =φxi +ψxj t +
∑
s∈T
It=s ·γxs ·Ωxi j +βx ′zi j t +εi j t , (2)
where yi j t denotes revenue of firm i that operates in 2-digit industry j in year t . Firm fixed
effects are denoted by φxi , while sector-year fixed effects are denoted by ψ
x
j t . The six mea-
sures of exposure are denoted by Ωxi where x = 1,2, ..; defined at the firm-level along Equa-
tion (1). It=s is an indicator function that equals one if an observation corresponds to year
s = 2004,2005, .. etc. The first year of the sample (2003) serves as the baseline. zi j t is a vec-
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tor of control variables which include dummies for the calendar month in which the firm’s
fiscal year ends, which is usually December.
By estimating the relationship between revenue and crisis-exposure along equation (2)
I absorb any unobservable drivers that are constant within the firm or that are common
across firms within sectors within a year. While exposure to the crisis is a firm fixed effect,
the interaction between exposure and years is not, such that γxs can be estimated. Because
the crisis should only affect revenue during and after the crisis, estimates of γxs for 2004-2006
provide an additional test of the exogeneity of the crisis-exposure measuresΩxi .
Results are plotted in Figure 2. Each plot presents the path of γxs over the time sample
for a separate measure of exposure to the crisis. Figures (a) to (e) plot the response of rev-
enue to exposure measures based on firm-bank links, while Figure (f) plots the response
to having a large fraction of long-term debt due at the onset of the crisis. All measures are
standardized to have unit standard deviations, standard errors are clustered by firm. Fig-
ure 2 shows that exposure to the crisis had a persistently negative effect on revenue. For a
one-standard deviation increase in exposure, revenue is between 3 (share of debt due) and
10 (deposits) percent lower by the end of the sample. The path of revenue depends on the
measure considered. For ABX exposure, leverage and trading gains, there is little to no ini-
tial decline in revenue during the crisis. Over time, however, the effect of exposure to the
crisis becomes increasingly large, reaching its peak at the end of the sample. Exposure to
Lehman’s failure and having a large share of debt due of the crisis has a more immediate
effect on output, which persists over time. Figure (c), where exposure is measured through
the ratio of deposits-to-assets at banks, is concerning: firms already face a shortfall in rev-
enue from the start of the sample. This likely reflects unobserved heterogeneity across firms.
Other measures do not show such pre-trends, however, and results in the remainder of this
paper are robust to excluding a bank’s deposits-to-assets as a measure of exposure to the
2007-2008 financial crisis.
I next analyze whether the decline in revenue of firms with greater exposure to the cri-
sis is mirrored by a reduction in technological progress. I do so by measuring the effect of
exposure on the value of patents that are awarded to firms. The estimation equation reads:
log vi j t =φxi +ψxj t +
∑
s∈T
It=s ·ξxs ·Ωxi j +βx ′zi j t +εi j t , (3)
where vi j t is the value of patents awarded to firm i in section j during year t. The equation is
otherwise analogous to Equation 2. The value of patents is measured in millions of dollars
and is obtained from Stoffman et al. (2019). They extend the measure of Kogan et al. (2017),
who derive the value of patents from the excess returns in stock prices for narrow windows
around the dates on which firms are awarded patents. Their measure is available for all years
of the sample, which makes it preferable over (e.g.) the Harvard Business School Patent
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(f) Exposure: Debt Due (Firm)
Note: axis present estimated values of γxs from Equation (2) and measure the percentage reduction in
revenue from a one-standard deviation increase in exposure to the 2007-2008 financial crisis. Bounds
present 90% confidence intervals based on firm-clustered standard errors. Vertical bars mark 2007 (the
start of the financial crisis) and 2009 (the final year of the crisis-induced recession). Coefficients in
Figure (c) and (e) are multiplied by -1.
Database, which ends in 2010.27 The Kogan et al. measure is furthermore adjusted for the
quality of a patent, as it is derived from the patent’s effect on the firm’s value. I define vi j t as
27Any immediate reduction in patenting behavior is unlikely to reflect a true reduction in technological
progress at firms with high exposure to the crisis. This renders a dataset without post-2010 patent data un-
suitable.
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(f) Exposure: Debt Due (Firm)
Note: axis present estimated values of ξxs from Equation (3) and measure the percentage reduction
in patent value from a one-standard deviation increase in exposure to the 2007-2008 financial crisis.
Bounds present 90% confidence intervals based on firm-clustered standard errors. Vertical bars mark
2007 (the start of the crisis) and 2009 (the final year of the crisis-induced recession). Coefficients in
Figure (c) and (e) are multiplied by -1.
the sum of the value of all patents that are awarded to a firm in a calendar year and deflate
the resulting amount with the GDP deflator.
Figure 3 presents the results. In line with the response of revenue, the value of patents
awarded to firms with greater exposure to the Global Financial Crisis is persistently lower.
All the measures of exposure that rely on firm-bank links show that the effect of exposures
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increases over time and continues until the the end of the sample. There are no pre-trends
and no immediate effect of exposure on the value of awarded patents, which is expected
as patents reflect the output of a firm’s innovative investments. Firms with a greater share
of their long-term debt due at the onset of the crisis do receive fewer patents as soon as in
2009, though the effect persists for the remainder of the sample too. The estimated effect is
large: per standard deviation increase in exposure, annual patent awards fall by 10 to 20%,
depending on the measure.
3.4. Intangible Investments and Growth
The previous section has established that firms with greater exposure to the Global Finan-
cial Crisis face persistent reductions in revenues and receive less patents. The endogenous
growth narrative suggests that a lack of intangible investments during the crisis is the driver
of that; this section analyzes whether that is the case. I first estimate the effect of exposure
to the crisis on intangible investments in Section 3.4.1. I then use the fitted values of invest-
ments to explain the path of revenue and patent awards, controlling for changes to employ-
ment and capital investments during the crisis. Identification is discussed in Section 3.4.2,
results are presented in Section 3.4.3.
3.4.1. Crisis-Exposure and Intangible Investments
I first estimate the correlation between exposure to the crisis and intangible investments in
2009 and 2010 as a fraction of the stock of past investments in 2007 using simple univari-
ate regressions. As described in Section 3.2, investment in 2009 and 2010 are used because
most firms reduced investments in those years, compared to the peak in 2008. Results are
presented in Table 3. It shows that firms with greater exposure to the Global Financial Crisis
invested less in intangible investments during the crisis. The correlation is significant for
the leverage ratio, the deposits to assets ratio, and the share of long-term debt due.28 Note
that coefficients for deposits-to-assets and trading gains are multiplied by (-1). The coef-
ficients are economically relevant: a one-standard deviation increase in exposure reduces
investments around 1.5 percentage points for significant measures.
To perform the analysis dynamically I estimate an equation similar to (2):
Invi j t =φxi +ψxj t +
∑
s∈T
It=s ·χxs ·Ωxi j +βx ′zi j t +εi j t , (4)
Analogous to the cross-sectional measure, investment is defined as the ratio of research and
development in year t and t+1 divided by the second lag stock. Control variables and mea-
sures of exposure to the crisis are defined analogous to Equation (2). Results are presented
28The p-value for significance of the Lehman Brothers’ coefficient has a p-value of 0.12.
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Table 3: Effect of Crisis Exposure on Intangible Investments
(1) (2) (3) (4) (5) (6)
Lehman ABX Deposits Leverage Trading Share of
Lead Share Exposure to Assets Ratio Gains Debt Due
Coefficient (univar. regression) -0.008 -0.004 -0.016*** -0.015** -0.001 -0.012**
(0.005) (0.005) (0.005) (0.006) (0.005) (0.005)
Observations 522 522 522 522 522 458
R-squared 0.004 0.001 0.014 0.013 0.000 0.008
F-statistic 2.53 0.65 9.35 5.75 0.06 5.10
Note: Dependent variable is intensity of intangible investments in 2009-2010. Estimates obtained from univariate
regressions on the measure in the column header. Estimates measure the effect of a 1 s.d. change in the variable.
Industry-clustered standard errors in parentheses. *, **, and *** denote significance at the 10, 5, and 1% level.
in Figure 4. Note that the investment variable is divided by the lagged stock, which pre-
cludes the inclusion of a long pre-trend in the figure.29 The graphs show that, also when
controlling for firm fixed effects and sector-year fixed effects, exposure to the crisis has a
negative effect on intangible investments. The estimates in the figure are similar in magni-
tude to those in Table 3, though many coefficients are insignificant. This may be due to the
inclusion of firm and sector-year fixed effect on a relatively small sample. It is also likely to
reflect that the measure for intangible inputs captures only a fraction of the firm’s innova-
tive investments. Firms furthermore have discretion in what they refer to as research and
development, making the measure noisy.
3.4.2. Intangible Investments and Growth: Strategy and Instrument Validity
In the final part of the analysis, I relate the persistent effect of exposure to the crisis to intan-
gible investments during the crisis. In particular, I assess whether intangible investments in
2009-2010 (as analyzed above) explain revenue and patent awards for all other years in the
sample. When doing so, I instrument intangible investments in 2009-2010 with the mea-
sures of exposure to the crisis. This is done because the returns to such investments depend
on the path of output that a firm predicts. A firm that expects its current set of products
to face lower demand may invest in research and development to expand into new mar-
kets. Alternatively, a firm that expects demand for its goods to rise may invest in order to
reduce its operating costs. Regardless of the direction, omitted variable bias prevents causal
interpretation of OLS results.
29This is possible, however, when looking at other measures of intangible investment spending. Section 3.4.2
shows that firms with greater crisis exposure do not show different trends in intangible investments between
2003 and 2007.
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(f) Exposure: Debt Due (Firm)
Note: axis present estimated values ofχxs from Equation (4) and measure the percentage point reduction
of intangible investments as a fraction of the intangible stock (see 1) from a one-standard deviation
increase in exposure to the 2007-2008 financial crisis. Bounds present 90% confidence intervals based
on firm-clustered standard errors. Vertical bars mark 2007 (the start of the financial crisis) and 2009 (the
final year of the crisis-induced recession). Coefficients in Figure (c) and (e) are multiplied by -1.
For exposure measures to be valid instruments, they need to be relevant and exogenous.
Results in Section 3.4.1 suggest that the instruments are relevant, though the lack of signif-
icance in Table 3 raises the concern that instruments are weak. To alleviate that, I estimate
the first stage with multiple crisis exposure measures. I perform the analysis with two sets
of instruments in the main text. The first includes all six measures of exposure to the crisis,
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Table 4: Covariate Balance from Fitted Values of Intangible Inv. During the Crisis
Bank-Relationship Instruments Incl. Share of Long-Term Debt Due
Low Exposure High Exposure Low Exposure High Exposure
Variable N = 261 N = 261 N = 229 N = 229
Investments, Avg. 2005-2007 Mean St. Dev. Mean St. Dev. Mean St. Dev. Mean St. Dev.
Research and development 0.198 0.073 0.180 0.069 0.194 0.073 0.183 0.070
Annual Sales Growth
Average 2003-2007 0.123 0.151 0.101 0.181 0.110 0.135 0.114 0.200
Average 2008-2009 0.881 0.170 0.880 0.151 0.886 0.170 0.874 0.148
Covariates, Avg. 2005-2007
Age (log) 3.331 0.473 3.523 0.532 3.374 0.482 3.496 0.542
Assets (log) 6.588 1.535 7.685 1.977 6.619 1.589 7.800 1.953
Profitability 0.036 0.096 0.036 0.103 0.034 0.105 0.039 0.091
Leverage 0.186 0.156 0.236 0.161 0.186 0.157 0.242 0.159
Cash-to-Assets 0.175 0.156 0.135 0.125 0.177 0.161 0.126 0.109
Book-to-market ratio (log) -0.566 0.663 -0.498 0.662 -0.578 0.652 -0.473 0.673
Price-earnings ratio 16.58 44.12 15.64 35.88 17.81 42.54 13.89 36.97
Fixed Effects Spearman’s Rank r Product Mom. r Spearman’s Rank r Product Mom. r
Industry Code, 1-digit 0.93 0.99 0.81 0.98
Industry Code, 2-digit 0.68 0.90 0.78 0.89
Headquarter State 0.80 0.79 0.83 0.83
Note: low and high exposure respectively refer to firms with fitted values of research and development above or
below the median, from first stage regressions using bank characteristics, weighted by firm’s last pre-crisis syndicate.
including the crisis-exposure measure that is based on a firm’s debt maturity, the second
only uses the firm-bank measures.30
As in Section 3.3, measures of exposure must be orthogonal to the path of revenue that
would have prevailed in absence of a crisis. Previous sections have shown that the instru-
ments do not show pre-trends, and the Khwaja and Mian (2008)-test suggests that matching
between banks and firms is close to random. Table 4 provides additional scrutiny by as-
sessing whether pre-crisis variables are balanced across firms with high and low exposure.
Firms are assigned high (low) exposure to the crisis if the fitted value of their intangible
investments during the crisis (Inv09−10i j ) is below (above) the median. The left panel uses
exposure variables from firm-bank links to calculate the fitted value, the right panel uses
all measures. Figure 5 additionally plots trend in the covariates using the firm-bank mea-
sures of exposure to the crisis; Figure A13 in Appendix G plots trends using all measures of
exposure. Figure 6 plots trends of intangible investments.31
30In Appendix G I reproduce the next section’s results with different combinations of the exposure measures.
Results are robust, for example, to excluding the deposits-to-assets ratio, which has a mild pre-trend in the
reduced form analysis of exposure on revenue; and trading gains, which has the smallest coefficient in Table 3.
31Plotting these variables provides additional insight into (the lack of) pre-trends over Figure 4. From regres-
sion results this is harder because of the inclusion of firm and sector-year fixed effects (Borusyak and Jaravel
2017). Appendix G provides similar figures for revenues, also over a much longer horizon.
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Note: Solid (dashed) lines plot standardized means for firms with below (above) median exposure, re-
spectively. Fitted values for intangible investments are from bank-relationship measures. Figure A13 in
Appendix G uses the share of long-term debt due in 2009 as an additional measure of exposure, yielding
similar results.
The table shows that average sales growth prior to the crisis and the decline in sales dur-
ing the crisis is nearly identical for both groups. Values for fixed effects are also similar: the
number of firms in each industry and state has correlation coefficients ranging from 0.79
to 0.99, while the rank correlation ranges from 0.68 to 0.93. Firms with high and low fitted
values also have similar book-to-market and price-earnings ratios, suggesting that financial
markets expected their future profitability and growth to be similar. There are some differ-
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(b) R&D (exposure: all)
Note: Solid and dashed lines represent developments at firms with below and above median exposure,
respectively. Fitted values in right-hand figures are from bank-relationship measures using R&D invest-
ments during the crisis as the dependent variable. The right figure uses the share of long-term debt due
in 2009 as an additional measure of exposure, yielding similar results. Series are standardized to 1 in
2007.
ences between both groups of firms: those with higher exposure to the crisis are larger, hold
more cash and are slightly older. In the subsequent analysis, firm fixed effects absorb these
pre-crisis characteristics.
To causally estimate the effect of intangible investments, the instruments would have to
satisfy one additional requirement: they may not affect the path of revenue through other
channels than intangible investments. This condition is unlikely to hold: previous work
(e.g. Almeida et al. 2012, Chodorow-Reich 2014) has convincingly shown that firms with
greater exposure to the crisis reduce capital investments and employment, which may have
persistent effects through adjustment costs or the loss of firm-specific human capital.
In the analysis I therefore explicitly control for capital investments and changes in em-
ployment during the crisis. By jointly estimating the effect of intangible investments, capital
investments and changes to employment, I am able to analyze which of these three cor-
relates most strongly with revenue over the medium run. Note that this reduces omitted
variable bias from capital and employment, but does not address that research and devel-
opment captures only a subset of a firm’s innovative efforts. As long as such investments
correlate more strongly with intangible investments then with changes to employment and
capital, however, the estimated effect of intangible investments can be interpreted as the
approximate effect of these type of investments as a whole.
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(f) ∆ Employment (allΩxi )
Note: Vertical axis denote the percentage decline in revenue after a one-percentage point decrease
in investments (Inv09−10i j ) or employment. Bounds present 90% confidence intervals based on firm-
clustered standard errors. Vertical bars mark 2007 and 2009. Figures (a) to (c) instrument investments
and employment with exposure measures based on firm-bank links, Figures (d) to (f) use all exposure
measures.
3.4.3. Intangible Investments and Growth: Results
I estimate the following equation in the second stage:
log yi j t =φi +ψ j t+
∑
h∈T
It=h ·λIh ·î nv i j +
∑
h∈T
It=h ·λKh ·ĉap i j +
∑
h∈T
It=h ·λEh ·à∆emp i j +β′Xi j t+εi j t
(5)
where φi and ψ j t respectively denote firm and sector-year fixed effects, î nv i j denotes the
fitted value of intangible investments in 2009 and 2010 divided by the stock in 2007, from the
first stage regression on the crisis exposure Ωxi . ĉap i j is the counterpart for capital invest-
ment using property, plants and equipment in 2007 as the stock, while à∆emp i j denotes the
firm’s change in employment in 2009-2010 as a percentage of employment in 2007. Because
the first-stage regression relies on six (all measures) or five (firm-bank measures) instru-
ments, I am also able to instrument capital investments and changes to employment during
the crisis. Provided that point estimates in the first stage differ, there is sufficient variation
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(f) ∆ Employment (allΩxi )
Note: Vertical axis denote the percentage decline in patent value after a one-percentage point decline
in investments (Inv09−10i j ) or employment. Bounds present 90% confidence intervals based on firm-
clustered standard errors. Vertical bars mark 2007 and 2009. Figures (a) to (c) instrument investments
and employment with exposure measures based on firm-bank links, Figures (d) to (f) use all exposure
measures.
to estimate the year-by-year effect of the exposure measures jointly.32 This is needed as, like
intangible, they are endogenous to the path of revenue.
The main results are presented in Figure 7. The top three figures instrument intangi-
ble investments, capital investments and changes to employment with the five bank-health
measures, while the bottom figures use the share of a firm’s long-term debt due as an ad-
ditional instrument. Both yield similar results: intangible investments have a persistently
negative effect on revenue. The negative effect starts around 2011 and gradually increases
over time. By the end of the time sample, revenue is around 3 percent lower for each per-
centage point decline in investment intensity. In contrast, capital investments and changes
to employment during the crisis have a much smaller effect on revenue, and the effect wears
off over time.
Figure 8 repeats the analysis with the value of patents as the dependent variable. This
yields very similar results. Investments in intangible inputs during the crisis do not pre-
dict patenting behavior before and during the crisis, but cause a reduction in the value of
32For robustness, the Appendix G shows that the estimated values of λIh do not significantly change when
capital investments and changes in employment are included as exogenous controls. This alleviates potential
co-linearity concerns from using the same set of instruments for the three explanatory variables.
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(c) IV Estimates (allΩxi )
Note: Vertical axis denote the percentage decline in revenue after a one-standard-deviation increase
in the decline value of investments. Bounds present 90% confidence intervals based on firm-clustered
standard errors. Vertical bars mark 2007 and 2009. Figures (a) is from an OLS estimation of (5) that is
otherwise unchanged.
patents awarded from 2011 onwards. This is a strong indication that the crisis-induced re-
duction in intangible investments caused a decline of technological progress, in line with
the endogenous growth hypothesis.
The results in Figure 7 and Figure 8 are robust to changes in the specification. Figure
A1 of Appendix G presents the estimated effect of intangible investments on revenues and
patents using the specification behind Figure 7(a) and (d) and 8(a) and (d) with alternative
sets of instruments. Omitting the deposits-to-assets ratio, for example, does not signifi-
cantly affect the estimates. Figures A2 and A3 show that adding capital investments and
changes to employment during the crisis as exogenous rather than endogenous controls
again yields similar results. Finally, Appendix G also contains tabled results on the effect of
intangible investments on revenue growth after 2010. Rather than including firm fixed ef-
fects, they present a static analysis where pre-crisis firm characteristics such as its age, size
(measured through assets), leverage, cash holdings, initial crisis exposure, lagged growth,
book-to-market and price-earnings ratios are controlled for separately.33
To finalize this section, Figure 9 illustrates the importance of accounting for the endo-
geneity of (intangible) investments. The first figure plots the effect of investments during the
crisis on revenue from an OLS estimation of (5), while the second and third figure are taken
from Figure 7. While the long-term effect of intangible investments on output is smaller in
the OLS estimation, there is a clear pre-trend: output of firms with lower investments during
the crisis is already declining prior to 2007. This confirms the notion that investments are
endogenous, for example because high-growth firms increase investments regardless of ex-
33The additional controls are not available for all firms. This reduces the sample size the relevance of the
first stage and causes insignificant estimates in a part of the second stage regressions (in particular those where
the first stage F-statistics are low), though point estimates remain large. Note that all pre-crisis characteristics
are absorbed in the results figures in the main text through firm fixed effects.
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posure to the crisis. Instrumenting these investments using exposure to the crisis resolves
that problem and enables a more accurate assessment of the effect of intangible invest-
ments on post-crisis growth.
3.5. Conclusion
The aftermath of the Global Financial Crisis of 2007-2008 was characterized by a slow recov-
ery, in which output did not recover to its pre-crisis trend. A growing theoretical literature
suggests that endogenous growth can explain the slowdown: tight credit reduces intangible
investments, temporarily slowing the rate of technological progress and leaving output on a
lower trajectory.
This paper has analyzed the merits of that narrative. Using plausibly exogenous varia-
tion in firm-level exposure to the Global Financial Crisis, I first show that the crisis exerted a
persistently negative effect on firm revenue and innovation, and that this effect grows over
the medium-term. I further show that exposed firms reduce intangible investments during
the crisis. Finally, I show that in a regression of intangible investments, capital investments
and changes to employment, intangible investments are the only investments that predict
the persistent decline in revenue and patent value of firms with high exposure to the Global
Financial Crisis. Jointly, these results corroborate the endogenous growth hypothesis on the
lack of recovery from the crisis.
The results are relevant for the debate on the post-crisis slowdown of productivity growth.
Recent evidence suggests that the slowdown commenced prior to the crisis, and can there-
fore not be a consequence of the crisis. My results suggest that, while a secular slowdown in
productivity growth may have commenced prior to the crisis, it was worsened by a lack of
intangible investments during the crisis. The mechanism identified in this paper also im-
plies that the effect of a one-time reduction in intangible investments on growth will wear
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Appendix A. Proofs and Derivations
Derivation of positive derivative in Section 1.2.1
The first order condition for intangibles implies that firms with lower adoption costs (higher
φ) choose to reduce their marginal costs by a greater fraction si . To show that these firms
also have a higher share of fixed (intangible) costs in total costs I prove that the latter in-
creases in the fraction of marginal costs automated (si t ). Define bi t as the log of the share
and take the derivative with respect to si t :
∂ bi t
∂ si t
= ∂ f (si t ,φi )/∂si t
f (si t ,φi )
− ∂ f (si t ,φi )/∂si t + (1− si t ) ·c(..) · (∂yi t /∂si t )− yi t ·c(..)




= ∂ f (si t ,φi )
∂si t
·( f (si t ,φi )−1 − ( f (si t ,φi )+ (1− si t ) ·c(..) · yi t )−1)+c(..) · [yi t − (1− si t ) · (∂yi t /∂si t )]
f (si t ,φi )+ (1− si t ) ·c(..) · yi
All terms on the right hand side of this expression are positive, provided that yi ≥ (1− si t ) ·
(∂yi t /∂si t ). Given that yi t = (1−si t )−1·z(zi t ,1, zi t ,2, .., zi t ,k )·ω−1i , this condition can be written
as:
z(zi t ,1, zi t ,2, .., zi t ,k ) ≥
∂z(zi t ,1, zi t ,2, .., zi t ,k )
∂si t
which is the condition set out in equation (2).
Proof of Proposition 1
The value function is given by the following Bellman equation:






πt (φi ,λi j )+
τ(φi ) ·
[















Vt (φi , J̃i ∪+λi j )−Vt (φi , J̃i )
]
−wt ·ηx · (xi )ψx ·nσi −F (φi ,ni )

Guess that the solution takes the following form:
Vt (φi , J̃i ) =
∑
j∈ J̃i
vt (φi ,λi j )
where vt (·) (and hence Vt ) grows at a constant rate g in the balanced growth equilibrium.
Then vt (φi ,λi j ) can be written as:
[
r − g +τ(φi )
] · vt (φi ,λi j ) =πt (φi ,λi j )+Γ
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vt (φi ,λi h)
]−wt ·ηx · (xi )ψx ·nσ−1i
]
−F (φi ,ni )
ni
(1)
which is a function Γ. In order for the value function to scale with size along the guess (a
simplification that is removed in Section 1.6), Γmust not change with the number of goods
that the firm produces. I achieve that by choosing F (φi ,ni ) such that Γ = 0. To find the
F (φi ,ni ) that achieves this, use that the first order condition satisfies:
Prob
(







vt (φi ,λi h)
]=ψx ·wt ·ηx · (xi )ψx−1 ·nσi
such that if Γ= 0, the fixed term satisfies:




With this constraint, optimal research and development expenditures satisfy the equation
in Proposition 1:
x(φi ,ni ) =



















Vt (φi , J̃i ) =
∑
j∈ J̃i πt (φi ,λi j )
r − g +τ(φi )
where operating profits satisfy:
πt (φi ,λi j ) =
1− (λi j · wY · (1−φi )) 1ψ+1
λi j






which increases at rate g along the balanced growth path, confirming the initial guess.
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Derivation of Aggregate Quantities and Proof of Proposition 2
The equilibrium wage is derived as follows. Start with the definition of aggregate output





1 j∈ J̃i ln
(
qi j · yi j
)
di d j
Inserting the firm’s production function yi j = li j /(1− si j ) and demand function yi j = Y /pi j
yields:




1 j∈ J̃i ln
(
qi j · (w · [1− si j ])−1 ·µ−1i j
)
di d j

























1 j∈ J̃i li j di d j











Isolate Y on the left hand side, insert the first order condition for pricing, and insert the
equilibrium wage to obtain:
















1 j∈ J̃i ln µ
−1





i j di d j
(2)
Define total factor productivity Qt as the terms to the right of Lp in expression (2). A bal-
anced growth path equilibrium is characterized by constant type-shares K (φi ). Given that
markups equation λi j /(1− si j ) where si j is given by equation (14), the law of large numbers








di d j = ∑
φi∈Φ
K (φi ) ·τ(φi ) ·E−φi (λh j )
which uses that K (φi ) ·τ(φi ) is the fraction of goods that changes producer each instance
and where initially produced by φi -type firms.
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Proof of Proposition 3
The value function is given by the following Bellman equation:






πt (φi ,λi j )+
τ(φi ) ·
[















Vt (φi , J̃i ∪+λi j )−Vt (φi , J̃i )
]−wt ·ηx · (xi )ψx ·n−σi )

Guess that the solution takes the following form:
Vt (φi , J̃i ) =
∑
j∈ J̃i
Υ1t (φi ,λi j )+Υ2t ,ni (φi )
where firm i produces a portfolio of goods J̃ i with cardinality ni , and whereΥ1t (·) andΥ2t ,ni (·)
(and hence Vt ) grow at a constant rate g in the balanced growth equilibrium. Grouping
terms yields:
(r − g +τ(φi )) ·Υ1t (φi ,λi j ) =πt (φi ,λi j ) ⇒Υ1t (φi ,λi j ) =
πt (φi ,λi j )
r − g +τ(φi )
The proof of proposition 1 showed that profits grow at rate g, confirming the guess. Further-
more:
(
r − g ) ·Υ2t ,ni (φi ) = maxxi
ni ·τ(φi ) ·
[











Υ2t ,ni+1(φi )−Υ2t ,ni (φi )+Υ1t ,ni (φi ,λi j )
]
−wt ·ηx · (xi )ψx ·n−σi )

The first order condition of the maximization reads:
Prob
(







Υ2t ,ni+1(φi )−Υ2t ,ni (φi )+Υ1t ,ni (φi ,λi j )
]= wt ·ψx ·ηx (xi )ψx−1n−σi
Inserting the first order condition and isolating Υ2t ,ni+1(φi ) and Υ
1
t (φi ,λi j ) on the left hand
side gives the sequence forΥ2t ,ni+1 along:
Υ2t ,ni+1(φi )+Υ1t (φi ,λi j ) =
 (r − g ) ·Υ2t ,ni (φi )+ni ·τ(φi ) ·
[













·ψx · (η ·wt )ψx−1 ·n− σψxi +Υ2t ,ni (φi ).
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Appendix B. Data for Chapter 1
B1. Construction of French Administrative Dataset
Balance Sheet and Income Statement The main firm-level datasets are FICUS from 1994
to 2007 and FARE from 2008 to 2016. I keep all firms in legal category 5, which means all
non-profit firms and private contractors are excluded from the sample. I also drop firms
with operating subsidies in excess of 10% of revenues. From 2004, INSEE starts to group
firms that are owned by the same company in single siren codes. This treatment has been
gradually extended over time, which means that data on groups in later years of the data
contain more consolidated firms. From 2009 onwards, data is provided separately for the
underlying firms (legal entities) and for the group. To have a consistent panel (and prevent
an artificial increase in firm concentration), I group firms along the pre-2009 definitions and
extend that treatment backwards and forwards.
Software and IT Data on software comes from the Annual Enterprise Survey (Enquête An-
nuelle d’Entreprises, EAE), which is an annual survey of around 12,000 firms between 1994
and 2007. There are separate surveys for major industries (agriculture, construction, man-
ufacturing, services, transportation) which differ in variables and coverage. The survey is
comprehensive for firms with at least 20 employees, and smaller firms are sampled for all
sectors except manufacturing. The survey is merged to FARE-FICUS using the SIREN firm
identifier. The level of observation is the legal unit, for firms that are aggregated prior to 2009
by INSEE as discussed in the main text. From 2008 onwards I use data from the E-Commerce
Survey (Enquête sur les Technologies de l’Information de la Communication - TIC). This sur-
vey contains questions on the use of IT systems annually from 2008 to 2016. This dataset
contains dummies on the adoption of specific IT systems such as Enterprise Resource Plan-
ning and Customer Resource Management.
Research and Development Data on R&D comes from the Community Innovation Survey
(Enquête Communautaire sur L’Innovation - CIS). The CIS is carried out by national statis-
tical offices throughout the European Union, and is coordinated by Eurostat. The survey is
voluntary, but sample weights are adjusted for non-response to create nationally represen-
tative data. The French survey is carried out by INSEE, and contains consistent variables on
research and development expenditures in 1996, 2000, 2004, 2006, 2008, 2010, 2012, 2014
and 2016.
Product Count The number of products by firm comes from the Annual Production Survey
(Enquête Annuelle de Production, EAP). This survey is used for annual data on industrial
production for the EU’s PRODCOM statistics. The survey is available for manufacturing
only, from 2009 to 2016. I count the number of unique products each year by firm, excluding
products on which the firm acts as outsourcer, or was only involved in product design (M1
and M5).
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B2. Variable Definitions
French Administrative Data
Revenue is total sales, including exports. In FICUS years this is CATOTAL, in FARE years this
is REDI_R310. In regressions, firm-size is controlled for by a third degree polynomial of log
revenue.
Employment Employment is the full-time equivalent of the number of directly employed
workers by the firm averaged over each accounting quarter. In FICUS, the data is based
on tax records for small firms, and on a combination of survey and tax data for large firms
(variable name: EFFSALM). In FARE the variable is REDI_E200, which is based on the ad-
ministrative DADS dataset.
Wage bill The wage bill is defined as the sum of wage payments (SALTRAI in FICUS, REDI_R216
in FARE) and social security contributions (CHARSOC in FICUS, REDI_R217 in FARE).
Direct production inputs are calculated as the sum of merchandise purchases (goods in-
tended for resale) and the purchase of raw materials, corrected for fluctuations in inventory.
In FICUS, the respective variables are ACHAMAR, ACHAMPR, VARSTMA, and VARSTMP. The
corresponding variables in FARE are REDI_R210, REDI_R212,REDI_R211, and REDI_213.
Other purchases Other purchases are defined as purchases of services form other firms.
This includes outsourcing costs, lease payments, rental charges for equipment and furni-
ture, maintenance expenses, insurance premiums, and costs for external market research,
advertising, transportation, and external consultants (AUTACHA in FICUS, REDI_R214 in
FARE).
Operating profits is defined as revenue minus the wage bill, expenditure on direct produc-
tion inputs, other purchases, import duties and similar taxes (IMPOTAX in FICUS, REDI_R215
in FARE) capital depreciation (DOTAMOR in FICUS), provisions (DOTPROV in FICUS), and
other charges (AUTCHEX in FICUS). The sum of the wage bill, material input expenses, cap-
ital depreciation, provisions, and other charges is REDI_R201 in FARE.
Capital stock Capital is measured as the stock of fixed tangible assets. This includes land,
buildings, machinery, and other installations. The associated variable is IMMOCOR in FI-
CUS, and IMMO_CORP in FARE. The capital stock is not calculated using the perpetual in-
ventory method because investment data is unavailable for 2008.
Industry codes Industry codes are converted to NACE Rev. 2 codes using official nomen-
clatures. Firms that are observed before and after changes to industry classifications are
assigned their NACE Rev. 2 code for all years, while other firms are assigned a code from
official nomenclatures. Firms in industries without a 1-to-1 match in nomenclatures are as-
signed the NACE Rev. 2 that is observed most frequently for firms with their industry codes.
Firms that switch industry codes are assigned their modal code for all years.
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Research and Development R&D investments are measured as all innovative expenditures
by firms as reported in the CIS. Subcategories of expenditures fluctuate with each version
of the survey, but total expenditures seems consistently defined. In 2012 total expenditures
are found in RALLX. In some year I add up underlying variables to create a similar variable.
Details for each year are available upon request.
Software Investments The variable for software investments closely follows the definition in
Lashkari and Bauer (2018). The underlying variables are observed from 1994 to 2007 in the
EAE. The main variable for software is I460. This variable contains all software investments
and is available for all sectors. Because missing observations are coded as 0, I drop these
firm-years when analysing software. An additional sub-division into externally purchased
and internally developed software is available for a subset of firms (I461, I462, I463, I464,
I465). Where available, I use this to clean cases where I460 is smaller than I461-I465, and
verify that summary statistics match Lashkari and Bauer (2018).
Compustat Data
Revenue is total sales. The Compustat Fundamentals variable is SALE.
Cost of good sold involves all direct costs involved with producing a good. This includes the
cost of materials and other intermediate inputs, as well as the labor directly used to produce
a good. It is observed on the income statement. The Compustat variable is COGS.
Selling, general and administrative expense are all direct and indirect selling, general and
administrative expenses. They include overhead costs and costs such as advertisement or
packaging and distribution. It is observed on the income statement. The Compustat vari-
able is XSGA.
Operating expenses are the sum of cost of good sold and selling, general, and administrative
expenses. The Compustat variable is XOPR.
Capital stock The firm’s production capital is defined as the contemporaneous balance
sheet value of gross property, plants and equipment (tangible fixed assets). The Compu-
stat variable is PPEGT.
Operating profits are measured as income before extraordinary items. I add expenditures
on research and development because these are expensed in the American data yet not in
the French data. This furthermore prevents a spuriously positive correlation between the
fixed cost measure (which declines in profits) and research and development. The Compu-
stat variable is IB.
Research and development expenditures include all the costs incurred for the development
of new products and services. They also include R&D activities undertaken by others for
which the firm paid. They are observed on the income statement. The Compustat variable
is XRD.
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Product count is obtained from the Compustat Historical Segments File. I count the num-
ber of products that firms produce as the number of unique primary 6-digit NAICS codes of
business segments that firms report. In the adjusted product count I assign a product count
of 1 for firms that are not present in the segments file.
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Appendix C. Fixed Costs Estimation
This appendix summarizes the implementation of the iterative GMM approach along De Loecker
and Warzynski (2012) that is used to estimate the output elasticity of variable input m in Sec-
tion 1.2.2. The production function estimation relies on codes developed for Burstein et al.
(2019) who analyse the cyclical properties of French markups, and I thank the authors for
permission to use the code for this project.
C1. Estimation Procedure
France
Because equation (1) contains both tangible (through z(·)) and intangible inputs (through
si ), the framework in Section 1.2.1 implies a production function along z̃(zi t ,1, .., zi t ,k ;ui t ,1, ..,ui t ,h)·
ωi t with k tangible and h intangible inputs, Hicks neutral productivity ωi t , and potentially
increasing returns to scale. I approximate this general production function by estimating a
flexible translog function that contains the (squared) log of all observed inputs. I first esti-
mate a production function with capital k, labor l and materials m for each 2-digit industry
with at least 12 firms in the data, along:
yi t =βl · li t +βl l · l 2i t +βk ·ki t +βkk ·k2i t +βm ·mi t +βmm ·m2i t +ωi t +εt (3)
where cross-terms are omitted to prevent measurement error in one of the inputs to directly
affect the estimated elasticity of other inputs.34 Capital is measured through fixed tangible
assets, labor is the number of employees and materials equal firm purchases. In contrast to
(i.e.) U.S. Census data, data on materials is available annually for firms in all industries.
The three-factor production function is commonly used in the literature and is therefore
the basis of estimates in the main text. To assess the robustness of these estimates, I also es-
timate a more extensive production function with four production factors. The FARE-FICUS
dataset allows materials to be divided into direct production inputs v (intermediate goods
for resale and expenses on primary commodities) and other purchases o, which include the
purchase of external services like advertising. I estimate an additional production function
that separates these logged factors along:
yi t =βl · li t +βl l · l 2i t +βk ·ki t +βkk ·k2i t +βv · vi t +βv v · v2i t +βo ·oi t +βoo ·o2i t +ωi t +εt (4)
Because of the large number of firms in the data, I estimate this more extensive production
function separately for each 4-digit industry.
34This follows De Loecker and Eeckhout (2017) in their treatment of capital.
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All inputs but material are likely to be a combination of tangible and intangible inputs
in the context of Section 1.2.1’s model, with the exception of direct production inputs.35
Direct production inputs are tangible, as they only include expenses on intermediate goods
for resale or expenses on primary commodities. An output elasticity can only be used to
estimate markups when the factor is freely set each period, which seems most likely to hold
for v. That is why I use the elasticity of output with respect to v to estimate markups from
the four-factor production function.
Both production functions are estimated under the assumption that a firm’s demand for
material is an invertible function m(·) (or v(·)) of the firm’s productivity ωi t and capital and
labor inputs. As a consequence, the production functions can be written as:
yi t =βl · li t +βl l · l 2i t +βk ·ki t +βkk ·k2i t +βm ·mi t +βmm ·m2i t +m−1(ωi t , li t ,ki t )+εt and
yi t =βl ·li t+βl l ·l 2i t+βk ·ki t+βkk ·k2i t+βv ·vi t+βv v ·v2i t+βo ·oi t+βoo ·o2i t+v−1(ωi t , li t ,ki t )+εt
respectively. Under this assumption, I purge log gross output yi t from measurement error
by estimating:
yi t = h(li t ,ki t ,mi t )+εi t and yi t = h(li t ,ki t , vi t ,oi t )+εi t
where h is a non-parametric function approximated by a third degree polynomial in the
inputs.
After purging gross output, the production function is estimated iteratively. The algo-
rithm is as follows. First, I guess the coefficients of the production function using OLS es-
timates. Given (purged) output, inputs, and the production function, I calculate ωi t . The
algorithm then estimates the autoregressive process of productivity along:
ωi ,t = g ′
[
1 ωi ,t−1 ω2i ,t−1
]′+ξi ,t
where residual ξi t captures shocks to productivity not explained by (squared) lagged values
of productivity, while g is a vector of coefficients obtained by minimizing the sum of squared















The algorithm iterates the production function coefficients until the errors of the AR(1) pro-
cess for productivity satisfy:
E
(
ξi t Zi ,t
)= 0 (6)
35Labor may seem a tangible input, but if labor is used to develop or deploy software for production then the
intangible input labor appears on the income statement through the wage bill.
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where Zi ,t is a vector of instruments:
Zi ,t =
[
li t−1 l 2i t−1 ki t k
2




or for the four-factor production function:
Zi ,t =
[
li t−1 l 2i t−1 ki t k
2
i t vi t−1 v
2




By instrumenting k with its current value, I assume that firms cannot increase capital in
response to a contemporaneous productivity shock. By instrumenting l, m, v and o by their
lagged value I assume that they are set freely each period, but require autocorrelation in
factor prices.36
United States
To estimate markups for the calculation of fixed costs of U.S. publicly listed firms I deploy
the same procedure. A constraint of the analysis of markups for these firms is that data on
materials and the wage bill is not available from the income statement. Instead, there is a
broad category of operating expenses (cost of good sold) that captures all expenditures that
are directly related to the cost of production. This is the variable used for flexible inputs in
De Loecker et al. (2018), whose procedure I follow closely. Results in the main text are based
on a fixed cost measure that uses these markup estimates.
One critique on using a production function estimation with capital and cost of good
sold is that it does not account for selling, general, and administrative expenses (SG&A),
which have become more important over time. Adding SG&A to cost of good sold to form a
single input in a production function is evenly problematic because 1) a large part of SG&A
are fixed overhead costs as well as expenditures on intangible inputs,37 and 2) this assumes
that all types of operating expenses are perfect substitutes. Instead, I test the robustness of
my main results by adding SG&A as a separate input in a production function along (3).
C2. Robustness of Fixed Cost Trends
France
The results in the main text are robust to using the more extensive four-factor production
function. After estimating the industry-level production function coefficients, I calculate
the firm-level markup along equation (1.2.3) and calculate the fixed cost share along (3).
36For France it is reasonable to assume that labor is, in fact, not set freely and could therefore be instru-
mented by contemporaneously. This turns out to have no significant effect on the estimated production func-
tion.
37Heterogeneity in fixed costs across firms will then cause an underestimation of the input elasticities and
markups.
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Table A1: Summary Statistics on Estimated Markups
Mean Std. Dev. Median 10th Pct. 90th Pct. Observations
France
Basic production function 1.38 0.43 1.26 0.96 1.91 9,913,058
Extended production function 1.42 1.25 1.01 0.53 2.59 8,477,467
United States
COGS production function 1.52 .620 1.33 1.01 2.27 125,231
COGS and SG&A production function 1.33 .589 1.15 0.86 2.02 125,231
Markups at the firm-level are summarized in Table A1. The table shows that the extensive
production function estimates a very similar average markup to the markup from the stan-
dard three-factor production function. The variance of markups, however, is significantly
greater when using the four-factor production function. This is likely due to the additional
parameters that need to be estimated at the 4-digit level, or because firms have some flex-
ibility in what costs fall under direct production inputs v versus other purchases o. The
firm-level correlation coefficient between both markups is 0.35.
The trends of aggregate fixed costs are plotted in Figure A1. The solid-blue line is repli-
cated from the main text and is for the three-factor standard production function, while the
squared-green line uses the four-factor extensive production function. Both figures show
that the sales-weighted average fixed cost share has increased strongly over the 1994 to 2016
sample, with the largest increase occurring between 1994 and 2010, after which the increase
moderates.
United States
Markups from the two-factor and three-factor production functions are highly correlated.
The bottom panel of TableA1 presents summary statistics for both and shows that they
mainly differ in terms of their their level. When adding SG&A, over 30% of all firms have
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markups below 1 and the median markup is 1.15. Though the 2-factor admits markups
around 15 percentage points above that at most percentiles, both series co-move strongly.
The firm-level correlation is 0.92. While the correlation of the markup series is close, the dif-
ference in levels between the series have a large effect on the predicted level of fixed costs.
The right plot in Figure A1 shows that the 3-factor production function predicts negative
average fixed costs as a percentage of total costs between 1980 and 2004. This is likely to
be driven by an underestimation of the markup; of the firms with a 3-factor markup below
unity, 63% report positive profits. The predicted increase in fixed costs over the sample is 13
percentage points, which is similar to the predicted increase in the main text.38
C3. Within versus Between Sector Changes in Rise of Fixed Costs











∆s j t ·
F̃ j t−1
T C j t−1
+ ∑
j∈J
∆s j t−1 ·∆
F̃ j t
TC j t
Table A2: Decomposition of Changes in Aggregate Fixed Cost Share
Within Sectors Between Sectors Cross Term Total
France 0.73*** 0.21*** 0.06*** 1
(0.003) (0.003) (0.003)
United States 1.02*** 0.00 -0.02 1
(0.053) (0.050) (0.015)
Standard errors in brackets. *** denotes significance at the 1% level.
38Figure A1 does raise concerns about the correct calibration target for the initial level of fixed costs. The
baseline calibration uses 12%. De Loecker et al. (2018) assume that SG&A find that the of fixed costs has in-
creased from 18% to 24% for Compustat firms. In unpublished work, Saibene (2017) finds that the share of fixed
costs and total costs from 10% to 20% for Compustat firms, based on the sensitivity of costs to sales shocks. I
conclude that the 12% calibration target for 1980 is within the plausible range of estimates.
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where F̃t /TCt is the aggregate fixed cost share, F̃ j t /T C j t the sector-level counterpart, and
s j the fraction of sales by sector j. The first term captures changes due to increases in fixed
costs within sectors. The second term captures the ‘between’ share: changes because of
changes in the relative size of sectors. The last term is the interaction of both. I perform
the decomposition annually and regress each term on the change in the aggregate fixed
cost share. The resulting coefficients are presented in Table A2. Figure A2 illustrates the
contribution of the within and between share over time, by plotting the development of
fixed costs holding other contributors constant.
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Appendix D. Macroeconomic Trends in France
The introduction summarizes three recent trends: the slowdown of productivity growth, the
fall in business dynamism and the rise of corporate profits. This appendix gives an overview
of the macroeconomics trends discussed in the introduction for France. The slowdown of
productivity growth is depicted in Figure A3. It plots an index of the log of total factor pro-
ductivity at constant prices, standardized to 0 in 1975. The figure shows that total factor
productivity was growing at a rate close to 2% for most years between 1975 and 2000, and
has not increased (and even modestly decreased) since.





1980 1990 2000 2010
Log TFP at constant prices, 1975=0. Data: Penn World Tables.
The slowdown of business dynamism is summarized with three statistics, following the liter-
ature. The first is the reallocation rate in Figure A4, which is the sum of job destruction and
creation rates. I calculate the reallocation rate across French firms using the FARE-FICUS
dataset for 1994-2016. Because this sample coincides with the Great Recession, which brought
a strong transitory increase in reallocation due to job destruction, I plot the HP trend.







Sum of job creation and job destruction rates across companies. HP Trend.
Source: own calculations based for universe of French firms (FARE-FICUS)
The second fact is the decline of entry of new firms. Figure A5 captures this trend by plot-
ting the fraction of employees that work for a firm that enters the FARE-FICUS dataset in a
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given year. Note that this may include firms that have undergone significant organizational
changes that have caused their firm identifier to change. The figure shows that employment
by entrants has declined by almost half within the 1994-2016 sample.









Percentage of employment by new firms (≤ 1yr) in private sector employment. HP trend
Source: own calculations based for universe of French firms (FARE-FICUS)
The third fact is the decline of skewness of the firm growth distribution. As discussed by
Decker et al. (2017), small (young) high-growth firms have historically been an important
contributor to productivity growth. They infer the decline in skewness of the growth dis-
tribution from the decline between the 90th and 10th, and between the 90th and 50th per-
centile of the growth distribution. Figure A6 shows that both have declined by around 40%
between 1994-2016. The difference between the 50th and 10th percentile has remained flat,
in line with evidence for the U.S.



















Difference (perc. point) in growth between percentiles of the employment-growth distribution. HP trend.
Data: universe of French firms (FARE-FICUS)
The rise of corporate profits is measured through the marginal cost markup. This is a
measure of marginal rather than average profits, a distinction that is key in Section 1.2. Fig-
ure A7 plots the average sales-weighted markups for French firms between 1994 and 2016.
The markups has increased modestly, in line with previous evidence (e.g. IMF 2019).
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Sales-weighted marginal cost markups using the Hall (1988) equation with production function elasticities estimated with
iterative GMM as in De Loecker and Warzynski (2012). Details in Appendix C . Data: universe of French firms (FARE-FICUS)
Concentration displays a modestly positive trend over the sample. This is shown in Fig-
ure A8, which depicts the average Herfindahl Index across 5-digit industries. The rise of
concentration has been linked to the decline in the labor share by Autor et al. (2017) through
the reallocation of activity to firms with low labor shares. This result has been replicated
for France for 1994-2007 by Lashkari and Bauer (2018). Note that the increase in concen-
tration depends on measurement. The graph below presents an average of the Herfindahl
across sectors. Weighing sectors by value added gives an increase in the Herfindahl index
from 2008 from 0.087 in 1994 up to 0.122 in 2008, but a modest decline to 0.117 afterwards.
Further issues with measures of concentration include the fact that geographical segments
(both regional and internal) are not well defined and that industry codes may not accurately
capture product markets.










Average Herfindahl index across 5-digit NACE industries
Source: own calculations based for universe of French firms (FARE-FICUS)
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Appendix E. Computational Algorithm
The balanced growth path equilibrium along definition 1 is found by solving the system of
detrended equilibrium equations as a fixed point. The algorithm works as follows:
1. Solve the fixed point:
(a) Guess a level of Y/Q, w/Q, τ(φ), and K (φ).
(b) Collect choke prices by solving:(
pchoke (φi )−w · [1− s∗(φi )]
)
·Y −w ·(1−φi )·
(
[1− s(φi )]−ψ−1
)= 0 where φi ∈Φ
(c) Given the vector of choke prices and the guess for K (φ), calculate the following
objects:
• a | Φ | × | Φ | matrix P with probabilities that a firm of type φi ∈ Φ suc-
cessfully innovates when facing φ−i ∈ Φ along (12) and a vector with the
weighted average over this probability
∑
φ−i∈ΦK (φ−i ) ·P(φi ,φ−i ) with the
probabilities that a type’s innovation is successful in general.
• the set of distributions of λi j ∼ E xp(λ̄) for each combination ofφi ∈Φ and
φ−i ∈Φ truncated at pchoke (φi )/pchoke (φ−i ).
• the expectation of markups along (13) given the truncated distributions
and the guess for K (φ).
• the optimal innovation efforts by incumbents and entrants given markups,
P, Y, w, τ(φ), and K (φ).
(d) Calculate Y along (22) and w along (21). Use the innovation effort by incum-
bents and entrants to calculate τ(φ) along (11) and (18 ), (19) and (20) to find
K (φ).
(e) Repeat from step (b) until the model has converged.
2. Perform the firm simulation:
(a) Collect the equilibrium Y, w, τ(φ), K (φ), x(φ,n), e for all n and all φi ∈Φ.
(b) Discretize time by introducing a sufficiently large number of instances per year
such that x(φ,n) < 1 and e < 1.
(c) Initialize the firm-size distribution along (18) and (19).
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(d) Simulate firms until the markup distribution has converged, then collect mo-
ments.
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Appendix F. Additional Figures for Chapter 1
Figure A9. Increase in the Variance versus the Level of φ: French Calibration
0 25 50













(a) Growth: Increase in Variance of φ
0 25 50












(b) Entry: Increase in Variance of φ
0 25 50














(c) Growth: Increase in Level of φ
0 25 50













(d) Entry: Increase in Level of φ
Notes: Figures (a) and (b) plot growth and entry at different variances of φ, implemented through a mean preserving spread
(MPS). The MPS is such that 4% (96%) of entrants have various levels of high (low) intangible ability while the expected φ
remains 0.8. Figures (c) and (d) plot growth and entry at different levels of φ. X-axis expresses the % difference from φ= 0.75.
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Appendix G. Additional Tables and Figures for Chapter 3
Table A3: Distribution of Firms Across 2-digit SIC Industries
SIC 2-digit Code Description Count
01 Agricultural Production - Crops 1
10 Metal Mining 1
12 Coal Mining 1
13 Oil and Gas Extraction 6
14 Mining and Quarrying of Nonmetallic Minerals, Except Fuels 2
15 Construction - General Contractors & Operative Builders 1
16 Heamy Construction, Except Building Construction, Contractor 1
20 Food and Kindred Products 19
21 Tobacco Products 2
22 Textile Mill Products 4
23 Apparel, Finished Products from Fabrics & Similar Materials 1
24 Lumber and Wood Products, Except Furniture 3
25 Furniture and Fixtures 11
26 Paper and Allied Products 14
27 Printing, Publishing and Allied Industries 2
28 Chemicals and Allied Products 79
29 Petroleum Refining and Related Industries 3
30 Rubber and Miscellaneous Plastic Products 10
31 Leather and Leather Products 3
32 Stone, Clay, Glass, and Concrete Products 7
33 Primary Metal Industries 7
34 Fabricated Metal Products 20
35 Industrial and Commercial Machinery and Computer Equipment 73
36 Electronic & Other Electrical Equipment & Components 77
37 Transportation Equipment 41
38 Measuring, Photographic, Medical, & Optical Goods, & Clocks 50
39 Miscellaneous Manufacturing Industries 9
48 Communications 7
50 Wholesale Trade - Durable Goods 4
51 Wholesale Trade - Nondurable Goods 3
58 Eating and Drinking Places 3
73 Business Services 51
79 Amusement and Recreation Services 2
80 Health Services 1
87 Engineering, Accounting, Research, and Management Services 3
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Table A4: Effect of Bank’s Crisis Exposure and ∆New Loans to Other Firmsa
(1) (2) (3) (4) (5)
Exposure Variable: Lehman ABX Leverage Deposits Trading
Lead Share Exposure Ratio to Assets Gains
Effect on ∆New Loans -0.330*** -0.480*** -0.094** -0.253*** -0.389***
(0.0729) (0.0573) (0.0402) (0.0804) (0.0847)
Observations 522 522 522 522 522
R-squared 0.271 0.571 0.022 0.159 0.375
aThis table presents the results of univariate OLS regressions. The dependent variable is the ratio of new
loans between October 2008 and June 2009 by banks h ∈ Hi where Hi is the set of banks involved in firm i’s last
pre-crisis syndicate) to other firms than i, divided by their new loans from October to June in 2005 and 2006
(multiplied by 0.5). The explanatory variable is the measure of crisis exposure (Ωxi in Equation 1) listed in the
column header, standardized to have unit standard deviations. *, **, and *** respectively indicate significance at
the 10, 5, and 1% level. Industry-clustered standard errors in parentheses.
Table A5: Effect of Bank’s Crisis Exposure and Spreadsa
(1) (2) (3) (4) (5)
Exposure Variable: Lehman ABX Leverage Deposits Trading
Lead Share Exposure Ratio to Assets Gains
Effect on Spreads 0.048*** 0.045*** 0.047** 0.006 0.048***
(0.008) (0.009) (0.021) (0.015) (0.008)
Observations 522 522 522 522 522
R-squared 0.271 0.571 0.022 0.159 0.375
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
aThis table presents the results of univariate OLS regressions. The dependent variable is average spread
in October 2008 and June 2009 by banks h ∈ Hi where Hi is the set of banks involved in firm i’s last pre-crisis
syndicate) to other firms than i, divided by the average spread from October to June in 2005 and 2006. The
explanatory variable is the measure of crisis exposure (Ωxi in Equation 1) listed in the column header, standard-
ized to have unit standard deviations. *, **, and *** respectively indicate significance at the 10, 5, and 1% level.
Industry-clustered standard errors in parentheses.
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Table A6: Khwaja-Mian Test: Randomness of Distribution of Banks over Firms (Part 1) a
(1) (2)
∆ Log lending in borrower-lender pair
∆New Loans 1.35*** 1.40***
Borrower Fixed Effects No Yes
Observations 1,609 1,609
R-squared 0.01 0.39
aThis table contains results for a test of randomness in the assignment of banks to firms in the spirit of
Khwaja and Mian (2008). I implement the test in a similar fashion as Chodorow-Reich (2014), who also per-
forms the analysis on DealScan (and, as expected, finds very similar results). The sample includes all firms that
took out a loan during the crisis. The test involves running on a regression on the log-change in the volume of
loans from bank h ∈ Hi , comparing loans during the crisis to loans in the final pre-crisis loan syndicate (which
involved banks in the set Hi ). The right hand side variable is the change in loans to other firms than i by firm
h ∈ Hi , where the change is defined as in Table A4, which measures overall tightness of credit by bank h. Column
(1) presents the univariate regression coefficient. Column (2) adds borrower fixed effects, which has a minimal
change on the estimated coefficients. The positive coefficient means that firms took out more loans during the
crisis from banks that were less restrictive in their overall credit supply if they had banks with different levels
of crisis exposure in their last pre-crisis syndicate. The difference in the coefficients is a measure of the extent
to which matching between firms and banks is not random as it captures unobserved borrower characteristics.
The high degree of similarity in results of columns (1) and (2) suggest that this type of omitted variable bias is
minimal. *** indicates significance at the 1% level, standard errors are clustered by lender.
Table A7: Khwaja-Mian Test: Randomness of Distribution of Banks over Firms (Part 2).a
(1) (2) (3) (4) (5)
Exposure Variable: Lehman ABX Leverage Deposits Trading
Lead Share Exposure Ratio to Assets Gains
Effect on Exposure Var. on ∆New Loans
(1) Univariate -0.218 -0.219*** -0.102** -0.0805 -0.123
(0.159) (0.0744) (0.0441) (0.106) (0.160)
Observations 1,628 1,170 1,412 1,493 1,257
R-squared 0.01 0.09 0.02 0.02 0.03
(2) Borrower Fixed Effects -0.191 -0.206** -0.105** -0.0911 -0.128
(0.151) (0.0820) (0.0495) (0.0960) (0.147)
Observations 1,628 1,170 1,412 1,493 1,257
R-squared 0.18 0.28 0.20 0.20 0.22
Robust standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
aIn addition to the main test, conducted in Table A6, this table looks directly at the effect of including the
crisis exposure measures Ωxh . It repeats the regressions of Table A4 at the lender-borrower level. Observation
counts differ because not every member of each lending syndicate has data on all exposure measures. The re-
gression shows that the relationship between credit tightness and measures of crisis exposure are not driven by
unobserved characteristics of the lender. ***, **, and * indicates significance at the 10, 5, and 1% level, respec-
tively. Standard errors are clustered by lender.
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(h) Patents: Alternative IVs 2
Note: Vertical axis denote the percentage decline in revenue after a one-standard-deviation increase
in the decline value of investments. Bounds present 90% confidence intervals based on firm-clustered
standard errors. Vertical bars mark 2007 and 2009. Figures (a) to (d) come from the main text. Figures (e)
and (f) are from an estimation where the measure deposit-to-assets is not included as an instrument,
and neither is the share of long-term debt due. Figures (g) and (h) additionally do not use trading gains
as instruments, but do use the share of long-term debt due.
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(h) Patents: Alternative IVs 2
Note: Vertical axis denote the percentage decline in revenue after a one-standard-deviation increase
in the decline value of investments. Bounds present 90% confidence intervals based on firm-clustered
standard errors. Vertical bars mark 2007 and 2009. Figures (a) to (d) use the combination of instruments
from the main text. Figures (e) and (f) are from an estimation where the measure deposit-to-assets
is not included as an instrument, and neither is the share of long-term debt due. Figures (g) and (h)
additionally do not use trading gains as instruments, but do use the share of long-term debt due. As
opposed to the main text, this figure does not instrument capital investments and capital investments
during the crisis, but considers them exogenous controls.
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(h) Patents: Alternative IVs 2
Note: Vertical axis denote the percentage decline in revenue after a one-standard-deviation increase
in the decline value of investments. Bounds present 90% confidence intervals based on firm-clustered
standard errors. Vertical bars mark 2007 and 2009. Figures (a) to (d) use the combination of instruments
from the main text. Figures (e) and (f) are from an estimation where the measure deposit-to-assets
is not included as an instrument, and neither is the share of long-term debt due. Figures (g) and (h)
additionally do not use trading gains as instruments, but do use the share of long-term debt due. As
opposed to the main text, this figure does not instrument capital investments and capital investments
during the crisis, but considers them exogenous controls. They are included both linearly and squared.
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Note: Solid and dashed lines represent developments at firms with below and above median exposure,
respectively. Fitted values are from bank-relationship measures using R&D investments during the crisis
as the dependent variable, as well as the share of long-term debt due in 2009.
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(b) Revenue (exposure: all)
Note: Solid and dashed lines represent developments at firms with below and above median exposure,
respectively. Fitted values in right-hand figures are from bank-relationship measures using R&D invest-
ments during the crisis as the dependent variable. The right figure uses the share of long-term debt due
in 2009 as an additional measure of exposure, yielding similar results. Series are standardized to 1 in
2007.
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(e) Exposure: Trading Gains
Note: Average sales to firms with above-median (solid lines) and below-median (dashed lines) values
for the exposure variables. 2007 = 1.
140
Maarten De Ridder Essays in Macroeconomics and Productivity
Table A8: Effect of Intangible Investments on Revenue (bank instruments)
Revenue Growth 2010-2014 (1) (2) (3) (4) (5) (6)
R&D Investments 1.631* 1.746 1.674 2.114** 1.893* 2.351
(0.871) (1.078) (1.163) (1.014) (0.974) (2.016)
Capital Investment -0.002 -0.006 -0.043 0.194 0.011 -0.615
(0.030) (0.039) (0.031) (0.329) (0.155) (0.646)
∆ Employment -0.0371 -0.0308 -0.0441 -0.533 -0.171 0.538
(0.0373) (0.0427) (0.0498) (0.708) (0.275) (0.998)
Empl. and Cap. Instrumented No No No Yes Yes Yes
First-Stage Angrist-Pischke F
Prod. Enhancing Inv. 8.583 12.22 10.04 7.694 13.78 7.998
Capital - - - 1.340 7.521 0.638
∆ Employment - - - 0.427 1.273 0.289
Control Variables
Lagged Revenue Growth Yes Yes Yes Yes Yes Yes
Sector Fixed Effects No Yes Yes No Yes Yes
State Fixed Effects No Yes Yes No Yes Yes
Firm Characteristics No No Yes No No Yes
Stock Price Characteristics No No Yes No No Yes
Observations 507 507 487 507 507 487
Note: Dependent variable is ∆y between 2010 and 2014. Instruments: deposits over assets, Lehman lead share,
ABX exposure, leverage, trade gains. Bank variables are weighted by firm’s last pre-crisis loan syndicate. Standard errors,
clustered by industry, in parentheses. *, **, and *** denote significance at the 10 and 5, and 1% level, resp. Control
variable definitions (avg. 2005-2007): Firm characteristics include pre-crisis assets (log), age (log), cash-to-asset
ratio, profitability, leverage and loss of cash flow in ’08. Stock price characteristics: book-to-market and price-earnings ratio.
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Table A9: Effect of Intangible Investments on Revenue (all instruments)
Revenue Growth 2010-2014 (1) (2) (3) (4) (5) (6)
R&D Investments 1.260 1.454 1.434 1.330 1.824* 2.224**
(0.925) (1.148) (1.219) (0.882) (0.996) (1.023)
Capital Investment 0.0179 0.0227 -0.00436 -0.0135 -0.104 -0.352*
(0.0287) (0.0369) (0.0309) (0.0967) (0.0989) (0.196)
∆ Employment -0.0326 -0.0295 -0.0380 -0.0406 -0.0604 0.191
(0.0446) (0.0521) (0.0501) (0.162) (0.133) (0.233)
Empl. Change and Cap. Inv. Instrumented No No No Yes Yes Yes
First-Stage Angrist-Pischke F
Prod. Enhancing Inv. 9.075 32.20 21.51 20.31 37.71 9.764
Capital - - - 5.426 15.53 8.510
∆ Employment - - - 4.970 4.398 3.375
Control Variables
Lagged Revenue Growth Yes Yes Yes Yes Yes Yes
Sector Fixed Effects No Yes Yes No Yes Yes
State Fixed Effects No Yes Yes No Yes Yes
Firm Characteristics No No Yes No No Yes
Stock Price Characteristics No No Yes No No Yes
Observations 444 444 430 444 444 430
Note: Dependent variable is ∆y between 2010 and 2014. Instruments: deposits over assets, Lehman lead share,
leverage, ABX exposure, trade gains, share of debt due Bank variables are weighted by firm’s last pre-crisis loan syndicate. Standard errors,
clustered by industry, in parentheses. *, **, and *** denote significance at the 10 and 5, and 1% level, resp. Control
variable definitions (avg. 2005-2007): Firm characteristics include pre-crisis assets (log), age (log), cash-to-asset
ratio, profitability, leverage and loss of cash flow in ’08. Stock price characteristics: book-to-market and price-earnings ratio.
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Table A10: Effect of Intangible Investments on Revenue (alternative IV set 1)
Revenue Growth 2010-2014 (1) (2) (3) (4) (5) (6)
R&D Investments 2.807* 2.804* 1.948 3.006** 2.902* 1.966
(1.478) (1.574) (1.616) (1.412) (1.627) (2.567)
Capital Investment -0.011 -0.018 -0.045 0.068 -0.066 -0.758
(0.0349) (0.0449) (0.0325) (0.269) (0.143) (1.078)
∆ Employment -0.092 -0.080 -0.056 -0.350 -0.052 0.772
(0.062) (0.0652) (0.070) (0.592) (0.256) (1.753)
Empl. Change and Cap. Inv. Instrumented No No No Yes Yes Yes
First-Stage Angrist-Pischke F
Prod. Enhancing Inv. 4.297 6.964 3.260 7.864 10.72 5.306
Capital - - - 1.975 4.708 0.433
∆ Employment - - - 0.449 1.228 0.132
Control Variables
Lagged Revenue Growth Yes Yes Yes Yes Yes Yes
Sector Fixed Effects No Yes Yes No Yes Yes
State Fixed Effects No Yes Yes No Yes Yes
Firm Characteristics No No Yes No No Yes
Stock Price Characteristics No No Yes No No Yes
Observations 507 507 487 507 507 487
Note: Dependent variable is ∆y between 2010 and 2014. Instruments: ABX exposure, Lehman lead share,
leverage, trade gains. Bank variables are weighted by firm’s last pre-crisis loan syndicate. Standard errors,
clustered by industry, in parentheses. *, **, and *** denote significance at the 10 and 5, and 1% level, resp. Control
variable definitions (avg. 2005-2007): Firm characteristics include pre-crisis assets (log), age (log), cash-to-asset
ratio, profitability, leverage and loss of cash flow in ’08. Stock price characteristics: book-to-market and price-earnings ratio.
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Table A11: Effect of Intangible Investments on Revenue (alternative IV set 2)
Revenue Growth 2010-2014 (1) (2) (3) (4) (5) (6)
R&D Investments 3.566** 3.320** 2.750 3.727** 3.317** 2.569**
(1.592) (1.512) (1.733) (1.781) (1.378) (1.263)
Capital Investment 0.015 0.008 -0.008 0.044 -0.037 -0.295
(0.0267) (0.0367) (0.0288) (0.177) (0.159) (0.270)
∆ Employment -0.143** -0.117* -0.0932 -0.249 -0.175 0.0904
(0.0706) (0.0666) (0.0747) (0.283) (0.204) (0.303)
Empl. and Cap. Instrumented No No No Yes Yes Yes
First-Stage Angrist-Pischke F
Prod. Enhancing Inv. 4.283 7.779 3.109 4.411 11.02 5.849
Capital - - - 6.198 8.263 3.250
∆ Employment - - - 6.800 5.497 3.240
Control Variables
Lagged Revenue Growth Yes Yes Yes Yes Yes Yes
Sector Fixed Effects No Yes Yes No Yes Yes
State Fixed Effects No Yes Yes No Yes Yes
Firm Characteristics No No Yes No No Yes
Stock Price Characteristics No No Yes No No Yes
Observations 444 444 430 444 444 430
Note: Dependent variable is ∆y between 2010 and 2014. Instruments: ABX exposure, Lehman lead share,
leverage, share of long-term debt due. Bank variables are weighted by firm’s last pre-crisis loan syndicate. Standard errors,
clustered by industry, in parentheses. *, **, and *** denote significance at the 10 and 5, and 1% level, resp. Control
variable definitions (avg. 2005-2007): Firm characteristics include pre-crisis assets (log), age (log), cash-to-asset
ratio, profitability, leverage and loss of cash flow in ’08. Stock price characteristics: book-to-market and price-earnings ratio.
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