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Abstract
Malignant melanoma is one of the most aggressive forms of skin cancer. Early
detection is important as it significantly improves survival rates. Consequently,
accurate discrimination of malignant skin lesions from benign lesions such as
seborrheic keratoses or benign nevi is crucial, while accurate computerised clas-
sification of skin lesion images is of great interest to support diagnosis. In this
paper, we propose a fully automatic computerised method to classify skin lesions
from dermoscopic images. Our approach ensembles deep features from several
well-established convolutional neural networks (CNNs) at different abstraction
levels in combination with a support vector machine classifier to distinguish
malignant melanomas from benign lesions. Importantly, the CNNs are pre-
trained on a common natural image database and then fine-tuned on a limited
set of dermoscopic skin lesion images. Finally, prediction probability classifi-
cation vectors obtained from different models with different training settings
are fused to provide improved classification performance. Evaluated on the 600
test images of the ISIC 2017 skin lesion classification challenge, the proposed
algorithm yields an area under receiver operating characteristic curve (AUC) of
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87.3% for melanoma classification and an AUC of 95.5% for seborrheic keratosis
classification, outperforming the top-ranked methods of the challenge while be-
ing simpler compared to them. The obtained results convincingly demonstrate
our proposed approach to represent a reliable and robust method for feature
extraction, model fusion and classification of dermoscopic skin lesion images.
Keywords: Dermatology, skin cancer, melanoma, dermoscopy, medical image
analysis, deep learning.
1. Introduction
Malignant melanoma (MM) is a very aggressive form of skin cancer. Al-
though occurrences of non-melanoma skin cancer are far more common (MM
represents less than 5% of all skin cancers), 70% of skin cancer deaths are due
to MM. 132,000 melanoma skin cancers occur globally each year [1], and both5
incidence and mortality rates have increased throughout most of the developed
world over the past 30 years [2]. Prevention as well as early detection are crucial
to reverse this trend [3]. If identified early enough, skin cancer can be cured
through a simple excision, while diagnosis at later stages is associated with a
greater risk of death - the estimated 5-year survival rate is over 95% for early10
stage diagnosis, but below 20% for late stage detection [4, 5].
Seborrheic keratosis (SK) is one of the most common benign skin lesions.
SKs can exhibit wide variations in its clinical features, and some types of SK re-
semble melanomas or other skin tumors. Moreover, melanomas may appear ad-
jacent to or within SKs. Therefore, it can be difficult to distinguish melanomas15
from SKs. Likewise, benign nevi (BN), which are pigmented skin growths with
no current signs of pathology, can appear similar to melanomas, while patients
with numerous nevi have a significantly higher risk of developing skin cancer [6].
Pathological analysis of a biopsy specimen enables differentiation between
different types of skin lesions with certainty, but this type of analysis is both20
time and labour intensive and not always possible. Dermoscopy, in contrast,
is a non-invasive, microscopy-based diagnostic method, which allows for en-
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hanced visualisation of the internal structures of lesions [7]. When performed
by well-trained and experienced dermatologists, dermoscopy supports a diagnos-
tic accuracy of about 80% [8, 9] and leads to a reduced number of unnecessary25
excisions [6]. However, visual inspection of dermoscopic images by dermatol-
ogists requires training and experience, since the diagnostic accuracy achieved
by non-experts using dermoscopy is no better than with the unaided eye [10].
Despite the definition of commonly employed diagnostic schemes such as the
ABCD rule [11] or the 7-point checklist [12], due to the difficulty and subjectivity30
of human interpretation as well as the variety of lesions and confounding fac-
tors encountered in practice, computerised analysis of dermoscopic images has
become an important research area to support diagnosis [13, 14]. Conventional
computer-aided methods for dermoscopic lesion classification typically involve
three main stages: segmenting the lesion, extracting hand-crafted image feature35
from the lesion area and its border, and classification [15, 16]. In addition, often
extensive pre-processing is involved to improve image contrast [16, 17], perform
white balancing based on colour constancy algorithms [18], apply colour nor-
malisation [19] or calibration [20], colour space transformation [16], illumination
correction [16], or remove image artefacts such as hairs [13, 21] or bubbles [13].40
Accurate segmentation of the lesion area is considered important, since the
shape of the lesion gives crucial clues for diagnosis, while the subsequent pro-
cessing steps rely on a precise division between lesion and skin areas. A variety
of segmentation algorithms have been developed for border detection [22, 16]
including thresholding-based methods [23], region merging approaches [24], clus-45
tering techniques [25], active contours [26] and machine learning techniques such
as artificial neural networks [17]. Based on the segmented lesion area, domain
specific features are then extracted. These features can relate to lesion type
(primarily morphological features), lesion configuration (secondary morphologi-
cal features), colour, shape, texture and lesion border [15, 27]. In order to select50
the most relevant features and to reduce the dimensionality of the feature space,
a number of feature selection methods can be utilised, which in turn can lead
to improved classification performance and lower training and testing time [28].
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In supervised approaches, where the ground truth of a subset of data is
available, the selected features together with the corresponding labels are used55
to train a classifier (such as support vector machines (SVMs), random forest
classifiers or multi-layer perceptrons (MLP) [28, 4, 29]), while the extracted
features can also be utilised in unsupervised learning approaches such as k-
means clustering or principle component analysis [30]. For both supervised and
unsupervised approaches, the trained model can then be employed for classifying60
new skin lesion images. An overview of classifiers that have been used for skin
lesion classification can be found in [28] and shows that a SVM is a common
choice due to its relatively good generalisation properties [28], the possibility
to incorporate of kernel functions to simplify and enhance the classification
of non-linear feature distributions in high-dimensional spaces, and competitive65
classification performance compared to the more complex classifiers [28, 31].
The main drawback of conventional approaches is a lack of generalisation
capability due to high variations in dermoscopic images, different artefacts and
insufficient training data. Variations in dermoscopic images are due to differ-
ent zooming configurations, lighting conditions, instruments or operators, while70
common artifacts in dermoscopic images include not just skin hair and bubbles
but also, among others, dark corners/borders, light reflections or shadows, skin
lines, ruler or calibration chart artefacts or ink markings, which can lead to
failures of segmentation algorithms, changes in extracted image features and
consequently a negative effect on classification accuracy [32, 16].75
Deep neural networks (DNNs), in particular convolutional neural networks
(CNNs), are superior to other methods for tasks such as object detection and
natural image classification [33, 34]. To achieve high accuracy, well established
CNN architectures such as AlexNet [33], VGGNet [34] and ResNet [35] are
typically trained on large image databases such as ImageNet [36] which comprise80
millions of heterogenous images. However in medicine, access to validated data is
heavily restricted and expensive to obtain, which makes training such networks
from scratch problematic [37]. One way to address this problem is to use transfer
learning, which employs a pre-trained network (i.e., one trained on other tasks
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such as generic image classification) and adapt it to the problem at hand. This85
pre-training allows the network to identify useful features even when training
samples are limited [27].
In medical image analysis, transfer learning has been used for a variety of
applications including radiology, cardiology, ultrasound imaging, gastroenterol-
ogy, retinopathy, microscopic imaging as well as dermoscopy [38, 27]. So far,90
mainly two different approaches of transfer learning were used for medical im-
age analysis and in particular for skin lesion classification [38]. On the one
hand, pre-trained CNNs were used as feature generators. In this setting, im-
ages are fed to pre-trained models and deep features extracted from a certain
fully connected (FC) layer or convolution layer. The generated extracted fea-95
tures are then used to train a classical classifier such as an SVM [39, 27]. In
some extended studies, these features were encoded to more invariant and dis-
criminative representations [40] or combined with other hand-crafted feature
descriptors [41, 29] to enhance classification performance. On the other hand,
trained models can be adapted to the problem at hand by fine-tuning. To100
fine-tune deep models, FC layers of the pre-trained networks were typically re-
placed by one or more new logistic layers and then the networks re-trained to
adapt the weights of the newly added layers for classifying skin lesions [42].
The pre-trained models used in both approaches for skin lesion classification
varied in different studies and include AlexNet [39, 32, 41], VGG16 [32, 27, 43],105
VGG19 [32], GoogleNet [44, 45, 43], ResNet-50 [43, 46, 47], ResNet-101 [48],
ResNet-152 [49, 50] Inception-v3 [42, 51], Inception-v4 [48, 49], variations of
DenseNets [31, 49], SeNets [31, 50] and PolyNets [31]. Moreover, ensembles
of fine-tuned deep networks [48, 46] and fusing outputs of classical and deep
models [41, 40] were utilised to boost classification performance.110
In this paper, in contrast to former studies, we utilise both schemes of trans-
fer learning in one single approach. We exploit several well-known CNNs pre-
trained on ImageNet and fine-tune them on a limited dataset of dermoscopic
lesion images. We ensemble deep features, that is the outputs of the last few
fully-connected layers, in an SVM classifier that then gives the classification of115
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the lesion type. Unlike previous works using deep features for skin lesion classi-
fication [27, 29, 39], which were limited to exploit specific network architectures
or using specific layers for extracting features, in our approach, we hypothesise
that extracting features from different layers of different abstraction levels and
from different deep models can improve the classification results. More impor-120
tantly, we fine-tune pre-trained networks for feature extraction to achieve better
classification performance for skin lesion categorisation. Moreover, compared to
conventional methods and some fusing approaches, we avoided using extensive
pre-processing steps, lesion segmentation masks or engineered hand-crafted fea-
ture descriptors to potentially increase the generalisation ability and at the same125
time its adaptability to be extended for other classification tasks. Finally, we
perform a thorough investigation of the performance of each component of our
proposed method to justify our approach and to provide a useful guideline for
further developments of CNN-based algorithms for skin lesion classification.
2. Materials and Methods130
Our proposed skin lesion classification method consists of the following ma-
jor steps: image pre-processing, deep neural network fine-tuning and feature
extraction to train a SVM classifier, and ensembling the model outputs. In the
following, we describe the utilised datasets, and cover in detail each of the stages
of our approach.135
2.1. Dataset
We used the training, validation and test images of the ISIC 2016 chal-
lenge [52] as well as the training and validation images of the ISIC 2017 chal-
lenge [53]. These probably represent the most challenging skin lesions datasets
that are publicly available to date for ternary skin lesion classification. From140
these two datasets, 2,187 training images were extracted for training which in-
cluded 441 MMs, 296 SKs and 1450 BN images. We tested our trained model on
the 600 images that comprise the test set of the ISIC 2017 challenge and which
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were not used in the training phase. All training and test images are 24-bit
RGB images of various sizes (ranging from 1, 022 × 767 to 6, 748 × 4, 499 pix-145
els), perspectives, and lighting conditions, while a significant number of images
contained various artefacts.
2.2. Pre-processing
In our proposed pipeline, we aimed to keep the pre-processing steps to a
minimum to support better generalisation ability when tested on other datasets.150
Three pre-processing steps were applied in our approach where only one was task
specific (related to skin lesion classification) while the other two were standard
pre-processing steps to prepare the images before feeding them to deep networks.
2.2.1. Colour standardisation
As the images were acquired under different lighting conditions and with155
different devices, we performed colour normalisation using the gray world colour
constancy algorithm, which has been reported to support improved skin lesion
classification [18, 46] .
2.2.2. Normalisation
In order to utilise pre-trained deep networks, a common normalisation tech-160
nique is to subtract the mean RGB value of the ImageNet dataset from all
training and test images [33]. Other approaches were also tested, including
subtracting mean RGB values computed over each individual image and sub-
tracting mean RGB values computed over the whole training dataset from all
training and test images as suggested in [39] and [40].165
2.2.3. Resizing
Since all pre-trained networks used in our implementation expect the input
images to be of the same size defined during training, we resized all images to
the appropriate size (227×227 and 224×224 pixels) using bicubic interpolation.
For non-square images, the aspect ratio was changed during this resizing step.170
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2.3. Pre-trained deep learning models and fine-tuning
In order to extract optimised features from the images, we used well-established
CNN architectures, namely AlexNet [33], VGGNet [34] and two variations of
ResNet [35] which have shown excellent performance in previous classification
tasks such as the Image Large Scale Visual Recognition Challenge (VGGNet175
was the runner-up of the challenge in 2014, while AlexNet and ResNet were the
winners of the challenge in 2012 and 2015, respectively [54]. While AlexNet has
a well-established architecture with 5 convolutional layers and 3 FC layers, the
original implementations of VGGNet and ResNet come with several variations.
In our work, we used VGG16, which has 16 weight layers, 13 convolutional and180
3 FC layers as well as ResNet-18 and ResNet-101 which exhibit different depths.
In general, ResNet’s architecture consists of special building blocks called resid-
ual blocks and one FC layer on top which performs the classification.
In order to extract features from these DNNs, one approach is to simply
run the images through the pre-trained networks and take the output of the FC185
layers as was done in some previous works [27, 39]. However, we hypothesise
that fine-tuning of pre-trained networks using skin lesion images should lead to
higher quality features from the images.
Fine-tuning of the selected networks was performed as follows. First, the
last FC layer and the output layer of all pre-trained networks were removed190
and replaced by two new FC layers with 64 and 3 nodes to solve the ternary
(MM/SK/BN) classification problem, as shown in Fig. 1 with ResNet as an
example. The weights of the added fully connected layers were randomly gen-
erated from a Gaussian distribution with zero mean and standard deviation of
0.01. In order to prevent overfitting and to speed up the training, we froze195
the weights of the initial layers of the deep models. For AlexNet and VGG16,
we froze the initial layers up to the 4-th and 10-th convolutional layers, while
we froze the layers up to the 4-th and 30-th residual blocks for ResNet-18 and
ResNet-101, respectively.
We tested different optimisers with regularisation terms for the loss function200
in order to perform fine-tuning. In particular, we utilised stochastic gradient
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Figure 1: Generic structure of the original ResNet (top) and the modified architecture adapted
for fine-tuning in our proposed approach (bottom). The final FC layer of the original archi-
tecture (red block) is replaced by two FC layers (green blocks).
descent with momentum (SGDM) [55, 56], root mean square propagation (RM-
SProp) [57] and adaptive moment estimation (Adam) [58] optimisers in our
experiments.
The SGDM optimiser updates the weights and biases of the network in205
each iteration in order to minimise the error (i.e., minimise the loss function
output) by taking small steps in the negative direction of the gradient. We used
the momentum term in order to prevent oscillations along the steepest descent
path. The general SGDM term employed in our approach is
θi+1 = θi − α∇ER(θi) + γ(θi − θi−1), (1)
where θ is the parameter vector of the network, i represents the iteration num-210
ber, α is the learning rate, ER indicates the loss function, and γ is the momen-
tum term which determines the contribution of the previous gradient step to the
current iteration. We used the cross-entropy loss function in the optimisation
process as
E(θ) = −
∑
l
k∑
m=1
tlm ln(ym(xl, θ)) (2)
and215
ER(θ) = E(θ) + λΩ(w), (3)
where k is the number of classes, tlm indicates that the l-th sample belongs
to the m-th class and ym(xl, θ) is the network output of the l-th sample. The
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added term in Equ. (3) is the regularisation term, where w is the weight factor,
λ is the regularisation factor coefficient and Ω(w) is the regularisation function
defined as220
Ω(w) =
1
2
wTw. (4)
RMSProp minimises the loss function based on
θi+1 = θi − α∇E(θi)√
vi + 
, (5)
where vi is
vi = β2vi−1 + (1− β2)[∇E(θi)]2, (6)
and β2 is the decay rate which needs to be set as an hyperparameter ( is a very
small number and prevents division by zero).
While SGDM uses a single learning rate for updating the parameters, RM-225
SProp tries to adapt the learning rate for different parameters based on the loss
function being optimised. In the RMSProp optimisation approach, the learning
rate of the parameters with large gradients will be reduced and the learning rate
of the parameters with relatively small gradients will be increased.
The Adam optimiser, similar to RMSProp, adapts the learning rate for op-230
timisation but with a momentum term as
θi+1 = θi − αmi√
vi + 
, (7)
where m is
mi = β1mi−1 + (1− β1)∇E(θi), (8)
and v is as in Equ. (6). β1 is the gradient decay factor, another hyperparameter.
The added momentum term in Adam controls the parameter updates. If the
gradients over many iterations are similar, the updates will be larger and if the235
gradient varies a lot (e.g. through noise) then the updates will be small.
In our experiments, we set the initial learning rate to 0.001 for the SGDM
optimiser and to 0.0001 for RMSProp and Adam, but we kept the learning rate
of the new FC layers 10 times bigger compared to all other learnable layers.
Weight decay was set to 0.0001 and the momentum term for SGDM was set to240
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0.9. β1 and β2 in Equ. (6) and Equ. (8) were set to 0.9 and 0.999, respectively.
For AlexNet, the batch size was set to 128, for VGG16 to 32, and for the ResNets
to 16 in order to fit into GPU memory. The learning rate was dropped by a
factor of 10 after 6 epochs and we retrained all models for 12 epochs.
In order to prevent overfitting of the networks to our limited training dataset,245
we artificially increased the training size by data augmentation. For this, we
used rotation (90, 180 and 270 degrees) and horizontal flipping as main data aug-
mentation techniques. Moreover, the images randomly underwent small changes
in each iteration in the training process. These changes included random ro-
tations (-5 to 5 degrees), random scaling (0.9 to 1.1) and random shearing (-2250
to 2 degrees). From the derived modified training data, we randomly split the
dataset to 90% for training and 10% for validation.
2.4. Ensembling deep features and fusion of networks
The deep features are the outputs of the FC layers from the pre-trained
or fine-tuned DNNs. We tested two strategies to extract deep features from255
DNNs. The first was to use the output of only the first FC layer following
the convolutional layers. The second was to concatenate the outputs of all FC
layers. For the fine-tuned networks, we also included the outputs of the two
added/replaced layers in the modified networks, i.e. the FC64 and FC3 outputs
in Fig. 1.260
The extracted deep features along with the corresponding labels identifying
the lesion types were used to train a ternary SVM classifier. We tested both
linear and radial basis function (RBF) kernels and observed slightly better per-
formance with the RBF kernel, similar to others [16, 31]. We therefore utilised
one-versus-all multi-class SVM classifier with RBF kernels in our final models.265
The SVM scores were mapped to probabilities using logistic regression [59], and
the classification results were the probabilistic prediction vectors derived from
the trained SVMs for the three different classes, which can also be used to iden-
tify the predicted lesion type. Data augmentation, similar to that employed
during the DNN fine-tuning step, was also performed. During the inference270
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stage on testing data, 8 copies of a single test image (0, 90, 180 and 270 de-
gree rotation, with and without horizontal flipping) were fed to the pipeline.
The final classification for each individual test image was based on the average
probabilities of the 8 results for each model.
Finally, we employed an extensive yet straight-forward ensembling approach275
to boost our classification performance and to improve the robustness of our
approach. For each architecture, we took the average over different prediction
vectors which were acquired from the same model architecture, but with dif-
ferent training parameters. The varied parameters in the ensembling approach
were the normalisation technique (ImageNet mean subtraction or training mean280
subtraction) and the optimisers (SGDM, RMSProp and Adam). Moreover, we
trained each model 3 times and took the average over the results. Hence, the
final results of a single architecture (e.g. ResNet-18) were acquired from 18
different models.
2.5. Evaluation285
Evaluation of the proposed method was performed by calculating the area
under the receiver operating characteristics curve (AUC) which is the main
evaluation metric in the ISIC 2017 challenge [53].
Since the ISIC 2017 challenge evaluation was based on two binary classi-
fication tasks (MM vs. all and SK vs. all), we converted our three elemental290
prediction vectors to two elemental binary vectors by a one-versus-all approach.
For these binary tasks, we also evaluated the results based on the accuracy at
the threshold of 50%. Moreover optimal sensitivity and specificity of our best
performing approach were calculated using Youden index method [60].
3. Results295
The obtained results are derived from the 600 test images of the ISIC 2017
challenge. These are comprised of 117 MMs, 90 SKs, and 393 BN images not
used in the training phase. All test images underwent the same pre-processing
steps that were applied to the training images.
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Table 1: Effects of gray world color constancy (using fine-tuned ResNet-18).
AUC MM (%) AUC SK (%) average AUC (%)
no standardisation 80.23± 1.77 89.64± 0.99 84.93± 0.56
color constancy 83.48± 0.74 91.39± 1.33 87.44± 0.57
Table 2: Effects of various normalisation techniques (using fine-tuned ResNet-18).
AUC MM (%) AUC SK (%) average AUC (%)
no normalisation 74.38± 0.19 86.00± 1.59 80.19± 0.89
ImageNet mean 83.48± 0.74 91.39± 1.33 87.44± 0.57
image mean 75.89± 0.51 83.53± 1.44 79.70± 0.97
training mean 84.36± 0.45 91.88± 0.85 88.12± 0.61
For most of the hyperparameter searches and to show the effect of the in-300
dividual components of the proposed methods on the classification results, we
utilise the ResNet-18 model since its single model performance is very competi-
tive (see Table 7) and as due to its shallower depth compared to ResNet-101 its
training is faster. In all experiments, we use the RMSprob optimiser, ImageNet
mean subtraction, gray world normalisation and feature extraction from all FC305
layers, unless stated otherwise in the text.
We started our experiments by examining the effect of colour standardis-
ation and normalising the images prior to feature extraction as described in
Section 2.2. The obtained results are givenn in Table 1 and Table 2 where
the average and standard deviation were calculated by running each setting 3310
times. Since we observed better performance using ImageNet normalisation and
training mean subtraction normalisation, we did not use the other settings in
subsequent experiments. Similarly, as colour constancy was found to be ben-
eficial, subsequent experiments always incorporated the colour standardisation
step.315
In the next experiment, we investigated the effect of optimiser on the clas-
sification performance. Table 3 shows the results of this comparison, i.e. the
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Table 3: Effects of various optimisers (using fine-tune ResNet-18).
AUC MM (%) AUC SK (%) average AUC (%)
SGDM 83.30± 0.64 91.64± 0.99 87.47± 0.81
RMSProp 83.48± 0.74 91.39± 1.33 87.44± 0.57
Adam 84.38± 0.41 91.81± 0.64 88.10± 0.50
Figure 2: t-SNE visualisation of the extracted features for the pre-trained (left) and fine-tuned
(right) ResNet-18 models.
results of using the SGDM, RMSProp and Adam optimiser.
In order to investigate the generalisability of the employed transfer learn-
ing approach (i.e., extracting features from the pre-trained and the fine-tuned320
DNNs), we performed dimensionality reduction to two dimensions using t-
distributed stochastic neighbor embedding (t-SNE) [61]. This method allows
to visualise the natural clusters of the high-dimensional features which we use.
We used the extracted features from the first FC layer of the pre-trained net-
work and first FC layer of the modified fine-tuned network, and utilised the325
Barnes-Hut Variation of t-SNE [62] to speed up the algorithm while setting
the dimensionality of the principal component analysis to 50. The obtained re-
sults for pre-trained and fine-tuned ResNet-18 architectures, based on the test
dataset, are shown in Fig. 2.
Moreover, we performed experiments to fine-tune ResNet-18 with the same330
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Table 4: Effect of weight initialisation on performance of ResNet-18 model.
AUC MM (%) AUC SK (%) average AUC (%)
ImageNet 83.48 91.39 87.44
random 64.07 84.25 74.16
Table 5: Classification results from the fine-tuned networks from different abstraction levels
for ResNet-18
AUC MM (%) AUC SK (%) average AUC (%)
single FC 82.17 90.97 86.57
all FCs 83.48 91.39 87.44
model architecture but with random weight initialisation in order to compare
the obtained performance with ImageNet weight initialisation. The same ini-
tialisation method as described in Section 2.3 was used for random weight ini-
tialisation. The results of this experiments are shown in Table 4.
In the next experiment, we evaluated the effect of feature extraction from335
different abstraction levels of the fine-tuned ResNet-18 model. Table 5 shows
the obtained results and allows to compare the performance of using features
from a single FC and from all FCs.
As the results confirm, there is a level of variation in all results when running
the experiments multiple times. Moreover, the models with different parameters340
(e.g., different optmisers) lead to slightly different but yet competitive classifi-
cation results. Therefore, as explained in Section 2.4, to achieve more robust
and improved classification performance, we took the average over 18 models of
a single architecture. The results of this fusion scheme are given in Table 6 for
Res-18 networks. We performed the same fusion approach for the other deep345
models (i.e., AlexNet, VGG16 and ResNet-101).
Table 7 compares the performance of different deep feature extraction strate-
gies and fusion schemes, showing the results obtained based on deep features
from pre-trained single networks (plain AlexNet, plain VGG16, plain ResNet-
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Table 6: Fusion scheme over 18 ResNet-18 models.
optimiser normalisation AUC MM(%) AUC SK(%) average AUC (%)
(average over 3 runs)
Adam ImageNet mean 85.24 93.20 89.22
RMSProp ImageNet mean 84.70 93.18 88.94
SGDM ImageNet mean 84.18 92.85 88.52
Adam training mean 84.28 93.23 88.76
RMSProp training mean 85.02 93.09 89.05
SGDM training mean 85.54 92.93 89.23
average over above models 85.65 94.04 89.85
18, and plain ResNet-101), from fine-tuned single networks (fine-tuned AlexNet,350
fine-tuned VGG16, fine-tuned ResNet-18m and fine-tuned ResNet-101) as well
as the results obtained based on the fusion scheme of the networks. Receiver
operating characteristics (ROC) curves of the fusion models (fusion of plain pre-
trained networks and fusion of the fine-tuned networks) are shown in Fig. 3 and
Fig. 4 for the MM and SK classification problems, respectively.355
We also investigated the contribution of each single model to the final clas-
sification results. To do so, we removed one of the model at a time in the fusion
scheme, calculated the resulting AUC, and report the results in Table 8.
Table 9 summarises the performance of the best performing approach of our
proposed method (i.e. fusion of all fine-tuned network, the last row in Table 7)360
and compares it to the top three teams that participated in the ISIC 2017 chal-
lenge (ranked based on average AUC), as well as an earlier approach of our work
that was submitted to the final classification phase of the ISIC 2017 challenge
and that was obtained by feature extraction and combination of VGG16 and
AlexNet pre-trained models.365
The top-ranked approach by Matsunaga et al. [46] used colour constancy [18]
as a main pre-processing step and a variation of fine-tuned ResNet-50 networks
to obtain the final classification. Gonzalez-Diaz [47], the runner-up, performed
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Table 7: Classification results from plain pre-trained networks, fine-tuned networks, and fusion
of networks.
AUC MM (%) AUC SK (%) average AUC (%)
Plain AlexNet 72.04 91.43 81.73
Plain VGG16 69.85 89.71 79.78
Plain ResNet-18 72.51 89.72 81.11
Plain ResNet-101 74.31 91.90 83.10
Fine-tuned AlexNet 80.31 88.49 84.40
Fine-tuned VGG16 84.16 93.51 88.83
Fine-tuned ResNet-18 85.65 94.04 89.85
Fine-tuned ResNet-101 85.54 92.24 88.89
Fusion of all pre-trained networks 73.19 93.02 83.10
Fusion of all fine-tuned networks 87.26 95.52 91.39
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Figure 3: ROC curve of MM vs. all classification.
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Figure 4: ROC curve of SK vs. all classification.
Table 8: Effects of removing a model in the fusion scheme.
fused networks (dropped model) AUC MM (%) AUC SK (%) average AUC (%)
ResNet-18+ResNet-101+VGG16 (AlexNet) 87.01 95.36 91.18
ResNet-18+ResNet-101+AlexNet (VGG16) 87.14 94.84 90.99
ResNet-101+AlexNet+VGG16 (ResNet-18) 86.59 94.13 90.36
ResNet-18+AlexNet + VGG16 (ResNet-101) 86.76 95.43 91.09
all (none) 87.26 95.52 91.39
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Table 9: Comparison of selected algorithms on the ISIC 2017 challenge.
authors approach AUC MM (%) AUC SK (%) average AUC (%) average accuracy (%)
Matsunaga et al. [46] ResNet-50 Ensemble 86.8 95.3 91.1 81.6
Gonzalez-Diaz [47] ResNet-50 + Segmentation 85.6 96.5 91.0 84.9
Menegola et al. [48] ResNet-101 + Inception-v4 87.4 94.3 90.8 88.3
Mahbod et al. [32] pre-trained AlexNet + VGG 71.5 90.8 81.1 81.1
Proposed approach see Table 7 87.3 95.5 91.4 87.7
lesion segmentation using a fully convolutional network [63] and trained a struc-
ture segmentation network to produce a set of eight global and local structures370
which were assumed to be beneficial for dermatologists in their routine diagnosis
procedure. In a final step, the produced set of structures along with augmented
data were fed to a modified ResNet-50 network for classification. Menegola et
al. [48], whose approach was ranked third, utilised extensive data sources for
fine-tuning an essemble of seven models, six based on Inception-v4 [64] and one375
based on ResNet101 [35]. As the comparison shows, our proposed approach
outperforms all other algorithms submitted, while it would rank 2-nd both for
the MM vs. all and for the SK vs. all classification tasks among 23 participating
teams in the final test phase of the ISIC 2017 challenge [53].
Figs. 5 and 6 show examples of skin lesion images correctly and incorrectly380
classified by our best performing approach. Moreover, in Fig. 7, the effect of fine-
tuning and model fusion in terms of accuracy for MM classification is illustrated.
Here, the fusion approaches from Table 7 are selected for comparison.
The algorithm was implemented in MatLab (versions 2017b and 2018a) using
the MatConvNet framework [65] and the MatLab Neural Network Toolbox.385
All experiments were performed on a single desktop computer. For the pre-
processing steps an Intel Corei5-6600k 3.50 GHz CPU was utilised. The model
training was performed on a single NVIDIA GTX 1070 with 8 GB of installed
memory. The training of the models took around 25 minutes, 90 minutes, 70
minutes, and 230 minutes for the AlexNet, VGG16, ResNet-18 and ResNet-101,390
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Figure 5: Examples of correctly classified images for MM vs. all (left) and SK vs. all (right)
tasks.
Figure 6: Examples of incorrectly classified images for MM vs. all (left) and SK vs. all (right)
tasks.
Figure 7: Comparison of different fusion approaches - fusion of plain pre-trained networks,
and fusion of fine-tuned networks - for MM classification: MM examples that are correctly
classified by both fusion approaches (left) . Challenging MM examples that are only correctly
classified by fusion of fine-tuned networks but not by fusion of pre-trained networks (right).
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respectively.
4. Discussion
The main contribution of our approach is proposing a hybrid DNN method
for skin lesion classification by extracting deep features through multiple DNNs
from lesion images and ensembling features in an SVM classifier that yields very395
accurate results without requiring extensive pre-processing or segmentation of
the lesion area. By transferring deep features that were trained on a large image
database of 1.4 million natural images and fine-tuning them on a relatively small
skin lesion dataset, we show that it is feasible to train a reliable DNN-based
classifier on a small number of domain specific sample images.400
The results in Table 1 and Table 2 show the effects of pre-processing schemes
on the classification results. From Table 1, it can be seen that a colour constancy
algorithm can improve the performance and we hence used the colour corrected
images in the remainder of the experiments. Table 2 shows the effects of different
normalisation approaches to prepare the images before feeding them to the405
selected deep models. Among these normalisation techniques, ImageNet mean
subtraction and training mean subtraction delivered better results compared to
no normalisation and per image mean normalisation. Instead of choosing one
of them (which delivers slightly better performance), we used both of them in
our ensembling approach leads to an improvement in the classification results.410
In order to validate the generalisability of the extracted features from the
pre-trained and fine-tuned networks visually, we mapped the high-dimensional
feature maps to two dimensions as shown in Fig. 2. As can be seen, the extracted
features from the plain pre-trained ResNet-18 model is distinguishable between
the different classes to some extent even without any training. Hence, it can415
be inferred that ImageNet features are indeed well-generalised to our ternary
classification task for skin lesions. It can further be observed that, although not
completely separable, by fine-tuning the network using only a limited dataset,
the three skin lesion classes become more distinguishable. While Fig. 2 illus-
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trates the applicability of the extracted features initiated by ImagNet weights420
visually, Table 4 confirms this quantitatively. As the results demonstrate, Im-
ageNet weight initialisation clearly yields better performance compared to ran-
dom weight initialisation which is in agreement with former studies [38].
The results in Table 5 suggest that ensembling deep features from all FC
layers in an SVM classifier delivers better performance compared to extracting425
features only from the first FC layer. Different FC layers are often thought to
represent different levels of abstraction. Hence, our data suggest that combining
features of different abstraction levels leads to improved classification accuracy.
In order to improve the robustness of the model as well as the classification
performance, we fused the probabilities of 18 different models from a single430
architecture as shown in Table 6. As the results clearly show, averaging over
the models’ outputs yields better performance compared to individual models.
Moreover, it reduces the chances of degradation in results which can be caused
by random weight initialisation or other factors.
From Table 7, we can observe that the performance of the SVM classifier435
when trained on features from fine-tuned networks is better compared to pre-
trained networks for skin lesion classification, which is in agreement with our
hypothesis. Comparing the results from different architectures shows that, al-
though all single models delivers quite impressive classification performance, the
results of the ResNet-18 model are slightly better compared to the other mod-440
els. This is probably because of the shallower depth of ResNet-18 compared
to the depth of ResNet-101. While generally ResNet-101 should deliver better
performance [35], our training data size is relatively small, and the deeper model
thus likely overfits to our limited dataset while the shallower network shows a
better generalisation ability under these circumstances. Compared to AlexNet445
and VGG16, although ResNet-18 is still deeper, it consists of residual blocks
which in general deliver better performance compared to regular convolutional
blocks.
Fusion of deep fine-tuned DNNs is demonstrated to deliver even better re-
sults. Since the depths of the networks are different for AlexNet, VGG16,450
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ResNet18 and ResNet-101, we can anticipate that deep features from differ-
ent networks may provide information complementary to each other. Moreover,
from Table 8 we can see that dropping each model from the fusion scheme re-
sults in a slight degradation in classification performance. However, one can
use fewer networks in order to reduce the computational complexity with only455
a relatively small performance drop.
From Fig. 5 it can be seen that even challenging lesion images are correctly
classified, while instances where an incorrect classification is obtained often
include samples where the lesion is difficult to make out as illustrated in Fig. 6.
It can also be observed from Fig. 7 that more challenging examples with vague460
lesion borders, low contrast and more severe artefacts can be correctly classified
when fusion of fine-tuned networks is employed.
As shown in Table 9, in comparison to other methods evaluated on the same
dataset, our best performing approach delivers better performance compared
to the ISIC2017 competition winner and clearly outperforms the results of our465
earlier submission to the contest. However, the DNN models in our methods
have lower complexity compared with those of the top 3 teams in Table 9, and
were not trained on extensive external data sources. Direct comparison of the
methodologies of the algorithms is challenging since different teams implemented
different pre-processing steps and used various training schemes. Moreover, our470
algorithm can be easily used for other classification task with minimal changes
in the models.
The last column of Table 9 shows the average accuracy of our best performing
approach and other state-of-the-art algorithms. It should be noted that the
accuracy numbers in this column are derived with mapping the score vectors475
to binary numbers using a probability of 50% which may not be the optimal
thresholding. Optimal thresholding can be derived from the ROC curve of our
best performing approach. Using Youden index method, our best performing
approach yields a sensitivity of 81.20% and a specificity of 78.47% for MM vs.
all classification. Likewise, a sensitivity of 93.33 % and a specificity of 85.88%480
can be driven for SK vs. all classification from the ROC curve. However, by
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considering the clinical importance of not missing any MM lesions, it is possible
to choose a threshold from ROC curve that improves the sensitivity of the
MM vs. all classification at the expense of reduced specificity. From the ROC
curve of MM vs. all, a sensitivity of 85%, 90% and 95% can be reached with485
corresponding specificity of 73.29%, 62.32% and 44.72%, respectively.
As stated in Section 2.1, the training images in the three classes are not well-
balanced as there are relatively few MM and SK images in comparison to BN
lesions. While it is common practice to balance a dataset in such cases using
e.g. boot strapping, class-balanced cost functions or through resampling, we490
have not gained any improvement in performance by balancing the dataset (we
performed resampling of the minority classes to deal with class imbalance), while
the training time drastically increased. This appears to confirm experiments on
weighting strategies reported in [48]. We there do not explicitly address class
imbalance in our approach, nor do [46, 18, 48] i.e. the three top teams of the495
ISIC contest.
There are some limitations of our current approach that can be explored in
future work. First, even though we show that fusing deep features from dif-
ferent DNNs can improve the classification accuracy, the number of networks
investigated is limited. Extending this study by incorporating other DNN ar-500
chitectures, such as GoogleNet [67] or DensNet [68], may result in further im-
provements. Moreover, ensembling hand-crafted feature descriptors as used in
conventional methods alongside proposed fused deep features could lead to bet-
ter classification performance [69, 41], but also increases the complexity of the
method. Second, the employed training data are limited. The amount of train-505
ing data is important for appropriately training or fine-tuning DNNs. Hence,
having access to additional reliable skin lesion data sources can lead to better
results. Third, using pre-trained networks for skin lesion classification requires
the images to be resized to a certain dimension that is pre-defined for other
image classification tasks. Some valuable information may be lost during the510
downsampling step. Although in some works, images were resized to higher
resolutions (e.g. 339 × 339 pixels in [39], 448 × 448 pixels in [42] and up to
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512× 512 in [40] ), they are still significantly smaller compared to their original
sizes. However, these input sizes are still significantly bigger compared to our
approach and they may hence capture more useful information. Finally, us-515
ing more extensive pre-processing steps or data augmentation techniques might
further improve the classification performance. [16, 19, 20].
5. Conclusions
In this paper, a fully automatic computerised method with minimal pre-
and post-processing operations is proposed for accurate skin lesion classification.520
The proposed algorithm ensembles deep features from multiple pre-trained and
fine-tuned DNNs at multiple abstraction levels and fuses the prediction prob-
ability vectors of different models. The obtained results show that such fusion
of features provides better discrimination ability and is complementary to the
individual networks. The general performance of the proposed method is com-525
petitive with other state-of-the-art algorithms, while the generalisation ability of
the proposed approach for other medical imaging classification tasks is subject
for future work.
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