For the real-time identification of the time-variant, directional structure of the mobile radio channel impulse response, a broadband vector channel sounder is described. The 
cess delays from different directions that result from scattering, reflection or diffraction. The individual path contributions are time-varying because of mobile station (MS) and environmental objects movement. Generally, the path weights γ k (t) may be fast fading since in some microscopic sense (not resolved by the respective measurement resolution in time and/or azimuth) any scattered and diffracted path consists of a superposition of time-variant contributions. Therefore, for some limited observation time, the channel impulse response is often considered as a wide-sense stationary stochastic process (WSS). For a longer observation time and MS traveling distances of much more than (typically) some tens of the carrier wavelengths, the mean path time-delays τ k (TDOA), the directions of arrival k θ ′ (DOA), the Doppler shifts α k and the dominant path numbers K are varying and the r.m.s. path weights become slowly fading because of the changing scenario geometry and possible path shadowing and varying path loss. Thus, the time-space-variant impulse response can be given as: The channel response in (1) represents the channel in the equivalent baseband domain. The parameters have to be considered as valid in some limited frequency range only. Since we restrict our discussion to azimuthal DOA, the space domain variable s is appropriately defined by the linear BS antenna aperture. We also assume plane wavefronts. E.g., for object distances r > 28.5 Sλ 0 we get up to ± 0.5°phase error along the aperture [3] . Furthermore, the wavefront delays along s can be approximated by the complex phasor multiplication
if the signals are narrowband and the antenna aperture is small enough, Sλ 0 << c/B. Here c is the velocity of light, B is the measurement bandwidth and S is the maximum antenna aperture. Both, s and S are given normalized to the wavelength λ 0 at the carrier frequency. The projection of the waves from azimuthal DOAs θ´to the antenna aperture results in the directional cosines
The parametric linear input/output signal model from (1) is more clearly arranged if we use the appropriate Fourier transform relations ( )
, , e e e , , , ,
The Doppler-azimuth-variant impulse response is related to the time-space-variant frequency response by a 3-D Fourier transform. Note, that it is the linear array assumption that results in a Fourier transform relation for the space-azimuth branch of the transform. The time-Doppler Fourier pair shows that fast fading path weights γ k (t) introduce local Doppler spread. If single reflections are resolved, that results in pure Doppler shift and constant path weight magnitudes. Only then the channel parameter estimation procedure may be considered as a three-dimensional harmonic retrieval problem.
Vector radio channel sounder hardware design
Depending on the available hardware, the measurement of the system response functions in (2) can be performed in any domain of the transform pairs. By all means, the resolution of the parameter triple α k , τ k , k θ is given by the resulting aperture sizes T,B,S in the t, f, s-domain which are limited by the signal model restrictions and the hardware constraints. The latter are imposed by the instantaneous bandwidth B from ADC/DAC sampling rate limitations and by the antenna aperture from receiver channel number limitations. At the same time the narrow band modeling assumption required to establish (1) imposes constraints on the bandwidth and the antenna aperture. The maximum measurement time aperture T is limited by the invariance condition of the channel parameters. On the other hand, the measurement repetition rate has to be fast enough in order to reproduce the time variation by meeting the Nyquist sampling criterion w.r.t. variable t which is given by the expected maximum Doppler bandwidth. Therefore, the hardware design for a real-time vector channel sounder is a demanding task that requires very fast processing. The remaining margin for measurement time stretching by cost saving sequential operations is given by the delayDoppler spread factor, which is defined by the product of the maximum excess delay and the maximum Doppler bandwidth. For a typical mobile radio channel, as a result of the path loss and the specified maximum transmit power and because of the maximum Doppler bandwidth, it is well below 1 %. In the terminology of time-variant linear systems [4] , the mobile radio channel is clearly "underspread". Since the vector channel sounder RUSK ATM relies on real-time sampling instead of sliding correlation, sequential operation in the spatial domain can still be used without sacrificing the advantage of having full real-time access to the time-variant radio channel. By fast antenna multiplexing, the individual antenna responses that form the channel response vector snapshot (CRVS) are sequentially estimated. The multiplexer timing is synchronized to consecutive periods of the Tx signal. Since only a single RF downconverter channel is required, the hardware expense is reduced dramatically as compared to a completely parallel multichannel operation. Details of the hardware design are described in [6] . Table 1 The measurement setup consists of a mobile transmitter (Tx) that acts as the MS and of a fixed receiver (Rx) that plays the role of the BS. 120 MHz bandwidth periodic multi-frequency excitation signals with minimum crest factor are used. Those signals are very effective for frequency domain system identification since they offer an exactly limited frequency spectrum, allow fast measurements and low estimation variance as well as minimum leakage bias in case of synchronized FFT processing [5] . The signal is generated in the RF-range by upconversion from the baseband and radiated with a power of 26 dBm from an omnidirectional monopole antenna. The 5.2 GHz Rx antenna is formed by an M=8 element uniform linear array (ULA) of λ 0 /2 spaced planar elements, which are vertically polarized and have 120°azimuthal beamwidth. The choice of the antenna array geometry strongly influences the DOA estimation performance. As will be seen later, a ULA geometry allows very effective algorithms from a computationally point of view. For any array output m = 1 ... M, the receive signal spectrum ( )
is calculated by FFT and an estimate of the CRVS in the frequency domain is calculated as ( ) ( ) ( )
with the argument variables n, µ denoting the snapshot time instant nt 0 and the frequency µ f 0 = µ / t p , resp. The excitation signal reference spectrum ( )
is measured by a back-to-back calibration procedure where the radio channel is replaced by an attenuator connected between Tx and Rx. Therefore, Tx-and Rx-frequency response and nonlinear distortion of the Tx power amplifier are removed from the measurement results [13] .
Channel parameter estimation
For evaluation of micro-and especially of picocell-scenarios, very high path parameter resolution is required. Even it aperture sizes in the three domains are chosen as large as possible, simple DFT estimation of the discrete parameters in (2) would not yield satisfactory results. Firstly, angular resolution is limited by the array aperture to 0.89/S which corresponds to about 12.5°of DOA resolution in case of the S = 4 array at broadside direction. It even reduces to about 30°at the skirts of the beam sector. Secondly, the τ k resolution in the delay domain is in the order of 8 to 15 ns which corresponds to 2.4 to 4.5 m, depending upon the window function in the frequency domain that is used for CIR sidelobe reduction. Even Doppler resolution can be a problem when the time aperture length is strongly limited, especially for rapidly changing scenarios. To overcome the DFT resolution limits, parametric DOA estimation is applied in order to achieve superresolution. From the different procedures [8] , the ESPRIT-type algorithms are especially suited for ULAs. As compared to other algorithms, such as Maximum Likelihood (see e.g. [9] for an effective iterative implementation for channel sounder application), the ESPRIT algorithm (Estimation of Signal Parameters via Rotational Invariance Techniques) is very time-effective since it avoids extensive multidimensional search. The matrix model for estimation is given as:
with the frequency domain CRVS vector ( ) (
, the spatially white noise vector N(n, µ) and the impinging wavefront vector ( ) (
The MxK array response matrix A(θ ) is composed of the response vectors for the K individual wavefronts
where d gives the distance between the antennas normalized to the wavelength λ 0 . (3) represents the discrete, measured representation of the signal model (2) in the t,f,s-domain. Since the parametric approach can be considered as an alternative to the DFT, there are several possibilities to use superresolution algorithms for estimating the model parameters τ k , k θ , α k . E.g., only a single Fourier transform branch can be replaced by a 1-dimensional ESPRIT estimation. Since the most severe resolution restriction seems to be imposed by the antenna aperture, we start with the space (s) to azimuth (θ ) transform. Fig. 2 gives an idea of the resulting procedure. With respect to the estimation of the remaining parameters τ k , α k the DFT-approach is used. In order to simplify the presentation, only the delay-azimuth estimation is shown and the time-Doppler domain is omitted. The first step is to transform the frequency domain CRVS to the delay domain by DFT. Then a 1-D ESPRIT DOA estimation is applied for all τ k bins that contain enough energy. This explains how high measurement bandwidth supports resolution of a large number of paths since only those paths that show the same path delay (within the delay resolution limit) have to be resolved in the azimuthal domain. The picture, however, also explains that the τ k , k θ estimation task can more consequently be characterized as a 2-D joint delay-angular estimation problem.
s Like other DOA estimation algorithms, the ESPRIT belongs to the subspace class that exploits the eigenvector structure of the array covariance matrix in order to estimate the signal subspace. Its efficiency, however, comes from the usage of the special structure of the array response matrix. In case of an ULA, A(θ ) takes the form of a Vandermonde matrix. The main idea of the ESPRIT is to divide it into two submatrices that correspond to identical sub-arrays which may even be arranged partly overlapping in space. Then there exists a projection matrix that uniquely rotates the output of one sub-array to the other. The actual estimation problem is now reduced to find that projection matrix by solving a general least-squares problem (LS-ESPRIT) of the resulting (typically) overdetermined set of equations. The eigenvalues of that projection matrix are directly related to the DOAs. Estimation accuracy can be enhanced by using structured or total last squares (SLS-ESPRIT, TLS-ESPRIT). The standard ESPRIT approach is even outperformed by the recently introduced unitary ESPRIT algorithm [10] , [11] . That procedure transforms the subspace estimation step to a real problem by exploiting the structure of centro-symmetric arrays (as it is given by an ULA). Thereby, the estimated twiddle factors are constraint to the unit circle which reduces estimation errors. Moreover, unitary ESPRIT may be arranged to inherently contain forward-backward averaging. A further advantage of that idea is that it can be extended to a closed form 2-D joint parameter estimation algorithm that provides automatically paired sets of parameters. That allows a very smart solution of the joint delay-azimuth estimation problem described by Fig. 2 and (2) whereby also the delay resolution is enhanced by the superresolution capability of the ESPRIT. For more details see [3] , [11] .
As a result of the underlying stochastic model, proper estimation of the signal subspace is an issue. Since the CRVS (2) is assumed to be WSS with uncorrelated path scattering processes γ k (t) some time domain averaging is required in order to get a stable estimate. The maximum allowable time interval for averaging is given by the invariance condition of the slowly varying model parameters (s. Fig.1 ). Alternatively to the covariance averaging approach, there exists the direct data approach that uses singular value decomposition (SVD) of the same time sequence interval of the CRVS. That is often preferred because of a better numerical stability. Finally, the ESPRIT ends with an estimate of one set of the mean channel parameters τ k , k θ for the time interval considered. Then it is still necessary to estimate the path weights γ k (t). Since they are generally fast fading, they have to be determined consecutively for any single snapshot in time by least squares estimation of K sets of nullsteering beamformer weights using a PenroseMoore pseudoinverse. The result is a sequence of snapshots in time that directly corresponds to the timeazimuth-variant impulse response ( ) θ τ , , t h t . A Fourier transform w.r.t. time t results in the Dopplerazimuth-variant impulse response of (2) .
Unfortunately, the azimuthal signal subspace decomposition fails if impinging wavefront signals are correlated. Since all paths are launched from the same source, reflected signals have to be considered as coherent if they are subjected to nearly the same delay (within the time resolution limits) and if the related scattering process is at least partly deterministic. In particular, the ability to resolve closely spaced paths is reduced dramatically [8] . Then spatial smoothing of the estimated signals subspace has to be performed for a rank enhancement. Since for that purpose the array has to be divided into overlapping subarrays to be smoothed, the effective array aperture is reduced. Thus, the maximum number of sources that can be resolved by the M=8 ULA at any delay bin is reduced to about 5. In case of joint delay-azimuth estimation also frequency domain smoothing is required in order to enhance delay subspace separation of paths from (nearly) the same azimuthal DOA. Of course, subspace smoothing not only enhances the rank of the signal subspace, it also improves statistical stability by noise reduction.
The quality of the whole procedure is also strongly influenced by the correct choice of the model order, but that cannot be discussed here.
Measurement Errors, Calibration and Resolution
In any practical measurement setup the acquired data are somewhat impaired by limited accuracy, noise and interference. Since a superresolution procedure can be understood as an extrapolation in the corresponding aperture domain, it is very sensitive to measurement errors. Therefore, the achievable resolution is limited by noise and device parameter impairments. As a general rule, amplitude and phase uniformity of the array channels determines the achievable DOA resolution while frequency domain invariability determines the TDOA resolution.
Since the RUSK ATM receiver consists only of a single down-convertor channel, there are strongly reduced problems with unequal receiver channels. Mainly phase noise of the mixer frequency sources is an issue since the antenna outputs are sampled sequentially in time. In the device described phase noise is kept low enough by sophisticated PLL/VCO design. Antenna impairments, however, cause more problems. Because of the close spacing between neighboring elements, parasitic electromagnetic coupling cannot be avoided. That results in severe distortions of the antenna beam patterns. Although ESPRIT does not require the precise knowledge of the array response vector, it relies on identical beam patterns. Any non-uniformity of the beams disturbs the ESPRIT since the algorithm interprets that distortion as a result of impinging waves. Simulation has shown that the maximum peak-to-peak ripple of the resulting beam patterns should be below 0.5 dB in order to achieve 5°angular resolution of coherent paths. That can only be reached with sophisticated antenna array calibration. The calibration procedure is based on a set of reference measurements using a single source under well-defined propagation conditions in an anechoic chamber with constant delay τ k at an equidistant grid of well known azimuth angles θ k . Details of an effective eigenvector-based calibration matrix estimation procedure and measured results are given in [12] . Stable 5°resolution of two sources impinging with the same TDOA has been demonstrated over the complete 120°azimuthal antenna sector with some degradation only at the skirts of the beams. Also the most complicated 5 coherent source scenario can be resolved [6] . It has been shown that parasitic echoes during calibration have to be at least 30 dB down if they are not clearly resolved in delay. Otherwise the calibration result is severely impaired.
Imperfect frequency response uniformity of the calibrated device results from remaining internal reflections that may be introduced by mismatch between the calibration and the measurement setup and from slightly changing frequency response as a result of AGC switching. Currently, about 1.5 ns TDOA resolution of sources impinging from the same DOA is reliably achieved which corresponds to about 50 cm spatial resolution.
Second Order Statistical Analysis
Because of the underlying stochastic signal model, statistical analysis based on second order correlation can reveal interesting channel features. The WSSUS channel model helps to define a 3-dimensional correlation function by assuming stationarity w.r.t. time, frequency and spatial distance (∆t, ∆f, ∆s ). That corresponds to uncorrelated behavior w.r.t. the variables Doppler shift, delay and azimuth (α , τ, θ ). The following 3D-Fourier-Transform relates the expected Doppler-delay-azimuth spectrum to the corresponding expected time-frequency-spatial correlation:
The estimation of (5) should be based on the spectral domain α , τ, θ since that avoids time-expensive correlogram calculation. From classical spectral estimation of stochastic processes [14] it is well-known that some statistical averaging or smoothing is required in order get stable estimates. The relative variance of the estimation is inversely proportional to some aperture-resolution product. That means, there is a tradeoff of statistical stability against resolution that further aggravates the resolution constraints. From a computational point of view, one possibility is to smooth the rough estimate of the magnitude squared Doppler-azimuth variant impulse response by the smoothing window ( )
The index in h TBS denotes a TBS aperture limited estimate of the Doppler-azimuth variant impulse response (2). The smoothing impact of ( ) ⋅ W is determined by its spread in the different domains which shows the compromise between variance reduction and resolution bias. Therefore, the support of ( ) ⋅ W in each of the different domains has to be chosen deliberately in order to match the desired resolution of the path clusters. If the channel has to be evaluated from the viewpoint of some prospective application system, one objective may be to meet the resolution limits of that system. Another estimation possibility is to divide the time sequence ( ) θ τ , , t h t with the total aperture record length T into smaller, weighted and overlapping segments and proceed with spectral averaging. In that case, Doppler and delay resolution have to be chosen in advance, but eventually both procedures can be effectively combined [14] .
As discussed in section 5, the maximum achievable delay-azimuth resolution corresponds to scattering clusters of about 50 cm in diameter. Therefore, with the carrier frequency of 5.2 GHz, only about 10 Doppler cycles are available. In that case it seems not appropriate to stake on DFT Doppler resolution. Then some parametric spectral resolution procedure should be applied to achieve reliable, high resolution estimates from the short time segments. Standard AR estimators seem to be well suited since at the same time a parametric channel model arises that is well suited for statistical channel modeling [17] .
The general WSSUS relation (4) offers a large variety of deduced functions by applying Fourier transform relations w.r.t. the different variables as given in Fig 3. Reduced domain functions and parameters are calculated by integration over one, two or three variables such as the Doppler-delay spectrum, the delay-azimuth spectrum, the Doppler-azimuth spectrum, the delay spectrum or the Doppler spectrum, the Doppler spread or angular spread etc. 
Measurement examples
In the following, measurement results that are typical for an industrial environment are demonstrated. The measurement campaign took place in a car factory hall of the Daimler-Chrysler AG in Sindelfingen (Germany). Fig. 4 , at first, shows the spatially averaged, magnitude-squared CIR sequence that was recorded with the Tx moving away from the Rx between two car assembly lines and subsequently driving around one of them and moving back toward the Rx. The sequence clearly shows the adequately changing delays. It also indicates that the LOS is lost during the way back. It can be expected that the channel parameters will change significantly at that instant since transmission will be based only on scattering and multiple reflection if LOS is obstructed. Fig. 5 shows more details from two cut-outs of the same impulse response at LOS conditions (left) and non-LOS conditions (right), respectively. From Fig. 6 the delay-Doppler spectra at a LOS and a non-LOS location can be seen. The boundary projections in the 3-D pictures show the max-hold average delay spectrum and Doppler spectrum, respectively, that can be identified by the axis variables. In the non-LOS case an almost ideal classical Jakes Doppler spectrum occurs. Fig. 7a -c displays the short-time averaged delay-azimuth spectrum at two LOS-locations and at one non-LOS location. Here the boundary projections are the max-hold average azimuth spectrum and again the delay spectrum. It can be seen that the angular spread gradually decreases with increasing distance between Tx and Rx antenna during the LOS situation and suddenly increases when LOS is disappearing. The same characteristic is indicated in Fig. 8 where the r.m.s. angular spread and the r.m.s. delay spread are shown for the complete record length. 
Conclusions
A hardware-effective realization of a real-time vector channel sounder based on fast antenna multiplexing has been shown. That device allows full statistical analysis of the Doppler-delay-azimuth statistic of mobile radio channels. Further investigations will include elevation and polarization analysis as well. Also correlation of the delay-azimuth statistics between different frequency bands is of interest for investigation of uplink-and downlink-beamforming in frequency duplex systems. Estimation of parametric channel models and the usage of the measured channel responses for realistic link level simulation in different scenarios including dynamic changing situations are a further issue [15] , [16] .
Analysis of the radio channel under different model scenarios needs careful planning, extensive measurement campaigns and intensive analysis of the recorded data [18] . Effective software tools are required for that purpose.
