The paper deals with important aspects of construction management key factors identification and their relative significance for the construction projects management effectiveness. The approach of artificial neural network allows the construction projects management effectiveness model to be built and to determine the key determinants from a host of possible management factors that influence the project effectiveness in terms of budget performance. A list of construction management factors was collected according to the results of past research and opinion of experienced construction management practitioners. A survey questionnaire was compiled and distributed to construction management companies in Lithuania and the USA. The historical data of construction projects performance have been used to build the neural network model. Altogether twelve key construction management factors were identified covering areas related to the project manager, project team, project planning, organization and control. Based on these factors, the construction projects management effectiveness model was established. The application algorithm of that model is presented.
Introduction
The construction projects are delivered under conditions of uncertainty and risk in the competitive market environment. The external and internal risks are addressed to the construction projects. The external risk consists of economic risk, political risk, financial risk and environmental risk. The internal risk consists of project technical-technological risk, legal risk and management risk. The paper analyses internal management risk of the construction projects.
Project management risk is related to the institution of the project management: its competency, experience, strategic and tactic decisions made during the construction project delivery. Managing a collection of projects at the portfolio level the executive managers of construction management company try to evaluate management risk and predict the effectiveness of potential projects outcomes.
Project management risk and effectiveness depend on the certain factors of the project management system. Construction projects management effectiveness factors are analysed by different authors and from different perspectives. There are three main trends in determining construction management key factors research:
I. determining key factors identification for construction projects success [ 1-5]; 2. determining key factors identification for a particular group of construction projects success, eg, BOT, design-build [ 6-9]; 3. particular factors impact on construction projects success [I 0-1 7]. Predictive models developed to identify the key factors and to measure their impact on overal projects success were using regression and correlation techniques, factor analysis, Monte-Carlo simulation, experts and multiply criteria evaluation systems [ 18, 19] . Essentially, in these approaches the functional relationships between the input factors and project outcome is assumed and tested against the data. The relationships are modified and retested until the models that best fit the data are found.
The neural network approach does not require an a priori assumption of the functional relationship. Artifi-cia! neural networks are very useful because of their functional mapping properties and the ability to learn from examples. Multilayer neural networks have been shown to have a certain "universal" approximation property. Networks have been compared with many other functional approximation systems and found competitive in tenns of accuracy [20] . This and the ability to learn from examples allow modelling the complex construction projects management system where behavioural rules are not known in detail and are difficult to analyse correctly.
The construction projects management effectiveness neural network model established by the authors of the paper can be used during competitive bidding process to evaluate management risk of construction project and predict construction cost variation. The model allows the construction projects managers to focus on the key success factors and reduce the level of construction risk. The model can serve as the framework for further development of the construction management decision support system.
Methodology of artificial neural networks (ANNs)
The foundation of artificial neural networks (ANN) paradigm was laid in the 1950s, and ANN have gained significant attention in the past decade because of the development of more powerful hardware and neural algorithms [21 ] . Artificial neural networks have been studied and explored by many researchers where they have been used, applied, and manipulated in almost every field. For example, they have been used in system modelling and identification, control, pattern recognition, speech pronounciation, system classifications, medical diagnosis as well as in prediction, computer vision, and hardware implementations. As in civil engineering and management applications, neural networks have been employed in different studies. Some of these studies cover the mathematical modelling of non-linear structural materials, damage detection, non-destructive analysis, earthquake classification, dynamical system modelling, system identifications, and structural control of linear and non-linear systems, construction productivity modelling, construction technology evaluation, cost estimation, organisational effectiveness modelling and others [22, 23] .
A neural network can be defined as a model of reasoning based on human brain [24] . Table 1 shows the analogy between biological and artificial neural networks. Learning is fundamental and essential characteristic of biological neural networks. The ease with which they can learn led to attempts to emulate a biological network in a computer.
Model of artificial neural network. An artificial neural network consists of a number of very simple and highly interconnected processors, also called neurons, which are analogous to the biological neurons in the brain. The neurons are connected by weighted links passing signals from one neuron to another. Each neuron receives a number of input signals through its connections; however, it never produces more than a single output signal. The output signal is transmitted through the neuron's outgoing connection (corresponding to the biological axon). The outgoing connection, in tum, splits into a number of branches that transmit the same signal (the signal is not divided among these branches in any way). The outgoing branches terminate at the incoming connections of other neurons in the network. is made up of a hierarchy of layers. and the neurons in the networks are arranged along these layers. Each layer in a multilayer neural network has its own specific function. The input layer accepts input signals from the outside world and distributes them to all neurons in the hidden layer. These neurons detect the features; the weights of the neurons represent the features hidden in the input patterns. These features are then used by the output layer for determining the output pattern. The output layer accepts output signals from the hidden layer and establishes the output pattern of the entire network.
The neurons are connected by links, and each link has a numerical weight associated with it. Weights are the basic means of long-term memory in ANNs. They express the strength, or, in the other words, importance of each neuron input. A neural network "learns" through repeated adjustment of these weights.
The network in Fig 1 is fully connected and has a feedforward structure, meaning there are no connection loops that would allow outputs to feedback to their inputs, although a recurrent neural network has feedback loops from its outputs to its inputs. weights; w 0threshold value; <P(X) -transfer (activation) function; Xweighted sum of the input signals; y -output signal.
A neuron receives several signals from its input links, computes a new activation level and sends it as an output signal through the output links. The input signal can be a raw data or outputs of other neurons. The output signal can be either a final solution to the problem or an input to other neurons.
The neuron computes the weighted sum of the input signals and compares the result with a threshold value:
If the net input is less than the threshold, the neuron is not activated. But if the net input is greater than or equal to the threshold, the neuron becomes activated and sends the signal to other neurons. In other words, neuron uses the transfer or activation function. Many activation functions have been tested, but only a few have found practical applications -the step, sign, linear and sigmoid functions. Neurons with the sigmoid activation function are used in the back propagation networks. The sigmoid function transforms the input, which can have any value between plus and minus infinity, into a reasonable value in the range between 0 or -1 and 1 (Fig 3) . The actual output of the neuron with a sigmoid activation function can be represented as: (2) Modelling by applying ANN. To build an artificial neural network, we must decide first how many neurons are to be used and how the neurons are to be connected to form a network. In other words, we must first choose the network architecture. Before training ANN, all the available data are randomly divided into a training set and a test set. Then we decide which learning algorithm to use. And finally we train the neural network, that is, we initialise the weight of the network and update the weights from a set of training examples. The error function is a useful indicator of the network's performance. The training algorithm attempts to minimise this criterion. When the value of the error function in a entire pass through all training sets, or epoch, is sufficiently small, a network is considered to have converged. Once the training phase is complete, the networks ability to generalise is tested against examples of the test set.
<P(X)
The architecture and size of a neural network depend on the problem complexity. The number of neurons in the input and output layers is decided by the selected inputoutput variables of the analysed system. The simulation experiments of neural network training and testing indicate the optimal number of hidden layers as well as the number of neurons in these layers.
The goal of neural network training is to find the functional relationship between the input patterns and target outputs. A training set of the input patterns and corresponding desired outputs or targets is presented to the network. The network computes its output pattern, and if there is an error -or, in other words, a difference between actual and desired output patterns -the weights are adjusted to reduce this error according to the learning law (algorithm).
More than a hundred different learning algorithms are available, but the most popular method is backpropagation. The backpropagation learning algorithm has two phases. First, a training input pattern is presented to the network input layer. The network then propagates the input pattern from layer to layer until the output pattern is generated by the output layer. If this pattern is different from the desired output, an error is calculated and then propagated backwards through the network from the output layer to the input layer. The weights are modified as the error is propagated. To derive the backpropagation learning law, let us consider the three-layer network, shown in Fig 4. The indices i, j and k here refer to neurons in input, hidden and output layers, respectively. Input signals, x 1 , x 2 , ... xn , are propagated from left to right, and error signals, e 1 , e 0 , ... , e 1 , from right to left. The symbol w -. ~ denotes the weight for the connection between neuron i in the input layer and neuron j in the hidden layer, and The backpropagation training algorithm is the following:
Step 1: Initialisation. Set all the weights and threshold levels of the network to random numbers uniformly distributed inside a small range [-2.4/ Ni;+2.41 Ni] [21] , where N; is the total number of inputs of neuron i in the network.
Step 2: Activation. Activate the backpropagation neural network by applying inputs xlt). x/t) , ... , x,(t) and desired outputs Tlt), Tlt), ... , T/t), where tis number of iteration.
A. Calculate the actual outputs of the neurons in the hidden layer Y.(t):
where n is the number of inputs of neuron j in the hidden layer and sigmoid is the sigmoid activation function.
B. Calculate the actual outputs of the neurons m the output layer YJt):
where m is the number of inputs of neuron k in the output layer.
Step 3: Weight training: Update the weights in the backpropagation network propagating backward the errors associated with output neurons.
A. Calculate the error gradient for the neurons in the output layer 8 k (t) :
where Ek (t) = Tk (t )-Yk (t).
Calculate the weight corrections ~w Jk (t) :
where a is the learning rate, a positive constant inside a range 0,05< a <0,75.
Update the weights at the output neurons:
B. Calculate the error gradient for the neurons in the hidden layer 8 J (t):
Calculate the weight corrections ~wij (t):
Update the weights at the hidden neurons:
(1 0)
Step 4: Iteration. Increase iteration t by one t = t + I , go back to the step 2 and repeat the process until the selected error criterion is satisfied. Among the numerous artificial neural networks that have been proposed, backpropagation networks have been extremely popular for their unique learning capability [21] . 80 % of practical ANNs applications used the backpropagation neural networks. Construction projects management effectiveness modelling by applying multilayer feedforward neural networks is presented in this study.
Construction projects management effectiveness modelling by applying neural networks
Construction projects management effectiveness modelling by applying neural networks consists of the following stages:
• selection of the variables of the construction projects management effectiveness neural network model; • selection and preparation of training data of the construction projects management effectiveness neural network model; • designing and training the construction projects management effectiveness neural network; • evaluation of the importance of a particular input factor to the construction projects management effectiveness neural network model output by applying a sensitivity analysis technique; • identification of the determining construction key projects management effectiveness factors and modification of the construction projects management effectiveness neural network model; • determining the validation range of the construction projects management effectiveness neural network model practical applications.
The construction projects management effectiveness neural network model had been developed using the NEURAL NETWORKS TOOLBOX 4.0 by MATLAB 6.0. Preparation of the training data and statistical computations had been performed by applying Microsoft Excel 2000.
Construction projects management factors are the input variables of the the construction projects management effectiveness neural network model. The output variable of that model is the construction projects management effectiveness in terms of construction cost variation.
A list of 27 construction management factors covering areas related to project manager, project team, project planning, organisation and control was collected according to the results of past research and opinion of experienced construction management practitioners ( Table 2) .
The construction project cost variation was calculated by equation:
PI where PI is estimated construction project cost; Fl is actual construction project cost. A neural network works best when all its inputs and outputs vary within the range 0 and 1. Thus all the data was classified and massaged before using them in a neural network. The input data -project management factors -was classified into six groups and the output datathe percentage of the construction cost variation in loss or profit -was classified into five groups (Table 3 ) . The number of neurons in the input and output layer was decided by the number of input and output variables of the construction projects management effectiveness neural network. Thus, the input layer had 27 neurons and the output layer had 5 neurons, representing five classes of the construction cost variation. The number of hidden layers was detennined during the neural network training.
The neural network was trained to solve the classification task by applying resilient backpropagation leaming algorithm. The network perfonnance in this study was measured by the modified reguliarisation error function:
where y is the perfonnance ratio; msethe mean sum The interpretation of the network output is based on the Bayesian posterior probability: the construction project cost variation belongs to the class represented by the output layer neuron of the highest output value.
The classification error was calculated by equation: 
where Tiactual class of project cost variation; Piclass of project cost variation predicted by neural network; iconstruction project index; n -number of examples for testing. All construction management effectiveness factors were incorporated into the model at the first stage of model development. The initial network model comprised 27 neurons in the input layer with 9 neurons in the hidden layer and five neurons in the output layer.
A neural network is opaque. We can not see how the network derives its results. But we still need to grasp relationships between the network inputs and the results it produces. To understand the importance of a particular input to the network output we can use a sensitivity analysis technique.
Sensitivity analysis was perfonned by measuring the network output, when each output-input was set (one at a time) to its minimum and then its maximum values. The amount of change in the network output represents the network's sensitivity to a respective input. Thus the importance of the construction management factors to the construction projects management effectiveness was evaluated ( Table 2 ). The insignificant factors were trimmed from the network at the stage of model development. This was done gradually by eliminating the least important factors respectively to the results of sensitivity analysis. During this process 12 detennining construction management effectiveness key factors were identified ( Table 4 ). The final neural network model was built with 12 neurons in the input layer, 4 neurons in hidden layer and five neurons in the output layer ( Fig 5) . Authors of the paper established the construction projects management effectiveness model and developed the application algorithm of that model for competitive bidding process ( Fig 6) . Civil engineers and managers are uniquely positioned to take use of the opportunities offered by the new paradigm.
The range of potential construction project cost variation can be evaluated by applying construction projects management effectiveness neural network model on the specific project, project team and construction company.
Case study: The request for bidding proposal to manage the construction project of 20 million Litas was issued by the Department of Transport. The type of the contract is a fixed price. Construction company X prepared bidding material for that project. Company's X estimated total bid price is 20,7 million Litas, I 0 % profit margin is included. According to the market analysis the competitive bids may fall into the range of 19-21 million Litas. What would be the company's X bidding decision?
Solution: The estimated construction cost was 18,82 million Litas. The predicted cost variation was calculated in the range from -3% to +3% by applying construction projects management effectiveness neural network model. If the worst happened, the construction cost increases by 3 % up to 19,38 million Litas and the markup reduces to 6,8 %.
If the target markup for that project procurement was I 0 %, the company should re-estimate the bid price up to 21,32 million Litas. Though, that price is not competitive. The company managers must make a major decision -whether to bid this project with the lower markup or strengthen the aspects of project management, thus resources can be deployed more effectively. By applying construction projects management effectiveness neural network model they can find the best possible arrangement of construction management effectiveness factors and examine the construction cost variation tendencies.
Conclusions
The paper presents a new methodology for construction projects management effectiveness modelling by applying artificial neural networks. The approach of artificial neural networks allows the construction projects management effectiveness model to be built and to determine the key determinants from a host of possible management factors that influence the project effectiveness in terms of budget performance.
A list of 27 construction management factors was collected according to the results of past research and opinion of experienced construction management practitioners. A survey questionnaire was developed and distributed to construction management companies in Lithuania and the USA. The historical data of project performance has been used to build the neural network model.
Altogether twelve construction management key factors were identified covering areas related to the project manager, project team, project planning, management and control.
The established neural network model can be used during competitive bidding process to evaluate management risk of construction project and predict construction budget perfonnance. The model allows the construction project managers to focus on the key success factors and reduce the level of construction risk. The model can serve as the framework for further development of the construction management decision support system.
