Abstract. We introduce a new connection between linear codes and global function fields, which in turn allows us to construct new global function fields with improved lower bounds on the number of rational places. The genus and number of rational places of subfields of certain families of cyclotomic function fields are given as well.
Introduction
The inter-relationship between error-correcting codes and global function fields with many rational places was discovered as early as the 1980s with the invention of Goppa geometric codes [7, 8, 9] . In fact, the introduction of Goppa geometric codes was primarily responsible for an increased interest among researchers to seek for global function fields with large numbers of rational places. From the perspective of algebraic geometry, this is equivalent to the construction of smooth, projective, absolutely irreducible curves over finite fields with many rational points, which is itself an interesting research problem motivated by the initial work of Weil in the 1940s.
Apart from Goppa geometric codes, other code constructions based on global function fields with many rational places, including algebraic geometric codes and their variations, were subsequently proposed by various researchers [5, 6, 17, 21, 26, 24, 25] . Just like their predecessor, a number of these code constructions are interesting as they provide good asymptotic results.
In this paper, we present yet another method to show how linear codes and global function fields are intertwined. In a way, this construction differs from the previous constructions since it partly arises out of the search for global function fields with a large number of rational places. More specifically, given a global function field F/F q for a prime power q and a narrow ray class field extension F /F, we fix a set of places S of F. We can then construct a linear code whose length is |S| and whose dimension is the p-rank of the Galois group Gal(F /F ), where p is the characteristic of F q . Information about the minimum distance d of the code in turn allows us to construct a subfield L of F in which the number of rational places it contains is closely related to d. Further, by applying the theory of global function fields again, we can investigate the parameters of the dual codes with respect to the codes constructed above.
In the next section, we briefly review some of the main concepts of global function fields including properties of ray class fields and narrow ray class fields. We then present our code construction and the associated global function field in Section 3. In Section 4, we discuss some explicit examples of codes constructed in this way. Next, we illustrate in Section 5 how we can use this method to construct global function fields having many rational places. Finally in Section 6, we apply this construction to certain families of cyclotomic function fields. In particular, we are able to determine the genera and splitting behaviour of places of F in some subfields of these cyclotomic function fields. Together with the aid of mathematical software packages, a couple of new global function fields with improved lower bounds on the number of rational places are therefore obtained.
Throughout this paper, we frequently refer to the interactive website maintained by Brouwer [4] for bounds on the parameters of various linear codes. As far as we are aware, this website contains the most up-to-date repository of results for the bounds on the minimum distances of linear codes, especially for binary and ternary linear codes. On the other hand, a table for bounds on the number of rational points for function fields is regularly updated by van der Geer and van der Vlugt [22] . At the time of this writing, Table 17 is the latest version and serves as the basis for all our comparisons.
Ray class fields and narrow ray class fields
For most of the results in this section, the reader may refer to [19, 15, 1, 3] . We begin with some notation. For a prime number p, let q = p r and consider the global function field F/F q . A place P of F is said to be rational if its residue class fieldF P = O P /P is isomorphic to F q , where O P is the valuation ring of P. Let N (F ) be the number of rational places of F. According to the Hasse-Weil bound, if g(F ) is the genus of F, then N (F ) must satisfy
Several improvements to the Hasse-Weil bound have been achieved. An up-todate survey for the upper and lower bounds on N q (g), or the maximum number of rational places that a global function field F/F q of genus g can attain, is maintained by van der Geer and van der Vlugt [22] .
Throughout this paper, we shall assume that N (F ) ≥ 1 and distinguish one such rational place ∞ of F. Further, we fix a place P of F of degree d and let D = nP be a divisor of F for some nonnegative integer n. Let S ∞ denote the set of all the places of F with ∞ omitted and let S be a subset of S ∞ containing P such that S ∞ − S is finite.
Recall that O S is the integral ring consisting of the functions of F which are regular at all the places in S. For any place Q ∈ S, we will also denote by Q the prime ideal Q ∩ O S and thus, the divisor nP can be identified with the ideal P n . Let I D (S) be the group of the fractional ideals of O S that are prime to P and Princ D (S) be a subgroup of I D (S) comprising principal ideals of O S . In particular, if zO S is in Princ D (S), then ν P (z − 1) ≥ n. The factor group Cl D (O S ) is called the S-ray class group with modulus D. The S-ray class group with modulus 0 is more commonly known as the S-ideal class group and is simply denoted by Cl(O S ).
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Similarly, let Div 0 D (F ) be the group of divisor classes of F which are of the form X − (degX)∞ such that P is not in the support of X and let Princ D (F ) be a subgroup of Div 0 D (F ) consisting of principal divisors div(z) in which ν P (z − 1) ≥ n. We can then define the factor group Cl D (F ) as the quotient Div
Once again, if n = 0, we obtain our usual divisor class group Cl(F ) = Div 0 (F )/Princ(F ) whose order, denoted by h(F ), is finite and is called the class number of F.
The above groups are related according to the following proposition.
is the group of divisor classes of degree 0 whose support is disjoint from S.
(ii) We have the following exact sequence: 
where ( 
fixed by the i-th upper ramification group of P (see [18] for the definition) is F (ii) In the case when D = 0, the ray class field
S is called the S-Hilbert class field. It is characterized by the property that it is the maximum unramified abelian extension F of F in which every place of F that is not in S splits completely in F /F.
From (v) of Theorem 2.2 and the upper index form of the Hilbert different formula [1, 3] , it follows that the different exponent of P with respect to the extension
Thus, the Hurwitz genus formula applied to 
In what follows, let A = O S ∞ . We next wish to know more about the structure of Cl D (A). To do that, we will consider the narrow ray class field with modulus D. First, we need the following lemma:
There is a sign function sgn: 
is both the decomposition field and the fixed field of
∞ in F D (∞). In particular, Gal(F D (∞)/F D S ∞ ) ∼ = Cl D (A)/C + D (A) ∼ = F * q . (iv) All places of F apart from P and ∞ are unramified in F D (∞)/F.
For such a place Q, its Artin symbol is given by the residue class in C
Alternatively, F D (∞) can be constructed via an sgn-normalized Drinfeld module of rank 1 [11, 12] . Suppose that H A is the S ∞ -Hilbert class field of F. Then, according to [11] , we have Gal(
where
Proof. By the fact that F q * is the decomposition group of ∞ in F and by consideration of the Artin symbols of the places in S * , it is clear that ∞ and the places in S * split completely in L/F. Hence, we conclude from the characterization of
The genus is now obtained via (2).
The main construction
In this section, we will introduce the main idea of our construction. First of all, let us establish some preliminary lemmas.
Lemma 3.1. The p-rank of the abelian group
, where π is a local parameter at P. Hence,
Consequently, the dimension of the vector space (
Our next lemma shows how the minimum distance of a linear code can be determined from the generator matrix and the parity-check matrix of the code. Proof. (i) This is a standard result in coding theory (see, for example, [14] ).
(ii) Suppose that the minimum distance of C is δ. We first show that there exist N −δ columns of G of rank κ−1. Let c be a codeword of C of weight δ. Let C c be the residual code with respect to c obtained from C by deleting from all the codewords in C the coordinates in the support of c. Then, it follows from [14, Lemma 5.7.3] that C c has dimension κ − 1. Since the submatrix obtained from G by deleting the columns of G corresponding to the coordinates in the support of c is a matrix whose rows generate the code C c , the N − δ columns in this submatrix must have rank κ − 1. Conversely, suppose that every N − δ + 1 columns of G have rank κ and there exist N − δ columns of G of rank κ − 1. Without loss of generality, we assume that these columns are from the first N − δ columns of G. 
Since the p-rank of an abelian group is also equal to the number of summands in the direct product of its Sylow p-subgroup into cyclic components, the dimension κ of V D is at least as large as that of (A/D) 
In this way, knowledge of the upper bound of δ or N q (g) enables us to estimate the lower bounds of N (L(S * , D)) or δ, respectively. As the subsequent sections demonstrate, this construction provides us with some good codes and curves.
Next
The theorem below gives a lower bound for the minimum distance of C(S, D) ⊥ .
Theorem 3.3.
Let S consist of all the rational places of F different from ∞ and possibly P when degP = 1. Then, the code C(S, P n ) ⊥ has minimum distance δ , where
Proof. Let c be a codeword of C(S, P n ) ⊥ with weight w(c) = w. Without loss of generality, we may assume that the first w coordinates of c are nonzero. Write c = (c 1 , . . . , c w , 0, . . . , 0) . Since G(S, P n ) is a parity-check matrix of
This implies that there is a divisor
and X = pD − pdegD ∞ are equivalent in the group C + nP (F ). Furthermore, by the strong approximation theorem, it is easy to verify that D can be chosen such that it is effective and supp(D ) ∩ {∞, P, P 1 , . . . , P N } = ∅. We can therefore find an element z ∈ F with X − X = div(z) and ν P (z − 1) ≥ n. Consider the subfield F 0 = F q (z). We claim that the extension F/F 0 is separable. Suppose not. Then, z ∈ F p , i.e. there is a u ∈ F with z = u p . This means that div(z) = div(u p ) = pdiv(u) ≡ 0 mod p.
Thus X − X ≡ 0 mod p which shows that p|c i for all 1 ≤ i ≤ w. This clearly contradicts our assumption that c is nonzero. Consequently, F/F 0 is separable. Since div(z) = Q ν Q (z)Q, the ramification index of any place Q in supp(div(z)) lying over the zero place of z is just |ν| and the corresponding different exponents d Q for Q lying over z are as follows:
Similarly, the ramification index of P lying over the place z − 1 is at least n, which makes the different exponent d P to be d P ≥ n , where
Applying the Hurwitz genus formula, we obtain
As a result, w ≥ n d + 1 − 2g, which in turn implies that the minimum distance of C(S, P n ) ⊥ must satisfy
Explicit examples of codes
We now give some examples of codes constructed as in the preceding section and their parameters. For the examples considered here, let n = 2, i.e. D = 2P.
Theorem 4.1. Let F be a global function field with genus g and N (F ) rational places. Let
= 1 if d = 1, 0 if d > 1. For N ≤ N (F ) − 1 − , let S ⊆ P F − {P, ∞} consist of N distinct rational places. Assume that S generates C + D (A) and that N q (pg − p + 1) ≤ N q (pg + (d − 1)(p − 1)).
Then, the code C(S, P
2 ) constructed as described above is an [N, κ, δ]-code over F p , where κ ≥ rd and δ satisfies
Proof. The length N is trivial. So let δ be the minimum distance of C(S, P 2 ). By Lemma 3.2, there must exist N − δ columns of G(S, P 2 ) of rank κ − 1. Let S be the set of places represented by these N − δ columns. Construct the field L of F such that [L : F ] = p and all the places in S as well as ∞ split completely in L/F. As such, L has at least p(N − δ + 1) rational places. It remains to calculate the genus of L. Observe that P can be either unramified or totally ramified in L/F. In the former case, the Hurwitz genus formula gives
In case P is totally ramified in L/F, since the conductor of P in L/F ≤ 2, the genus of L is, according to [15, Theorem 2.3.6], given by
by our assumption, the maximum number of rational places in L/F is N q (pg + (d − 1)(p − 1)). Consequently,
and our desired bound on δ follows. Finally as S generates C
The next corollary looks at a special case of Theorem 4.1.
Corollary 4.2. Let F be the rational function field F = F q (x). Suppose that all other notation is as in Theorem 4.1. Then, the code C(S, P 2 ) is an [N, κ, δ]-linear code over F p , where
In particular, for d = 1 and
Proof. Since F is the rational function field, g = 0 and N (F ) = q + 1. Further, C + P 2 (A) = (A/P 2 ) * , which gives κ = rd. Since any intermediate field of F /F must be ramified, the first assertion follows from Theorem 4.1. Now, let d = 1 and
the Griesmer bound implies that C(S, P 2 ) is optimal.
Example 1.
(1) Let δ = 2 and q = 64 in Corollary 4.2. Since N 64 (1) = 81, we obtain the binary [64, 12, 25] and [63, 12, 24] linear codes, which are the best known (see [4] 
Proof. Let δ be the minimum distance of C(S, P 2 ). Lemma 3.2 implies that there are N − δ columns of the generator matrix G(S, P 2 ) of rank κ − 1 with κ being the dimension of C(S, P 2 ). Denote by S * the set of all places represented by these columns. Construct the field L = L(S * , P 2 ). Further, assume that δ rational places split in L/F. Then L has p(N − δ) + q + 1 − δ + places of degree p and pδ + rational places, where
rational places. Since P is the only ramified place in L with conductor ≤ 2, the Hurwitz genus formula yields
), which yields our desired assertions. 
Global function fields from codes
In the previous section, we made use of upper bounds on N q (g) to estimate the minimum distance of C(S, P 2 ). In this present section, we will illustrate how the construction described in Section 3 allows us to obtain the fields L(S * , D) having a large number of rational places using known upper bounds on minimum distances.
More precisely, we first choose a suitable base field F/F q with char(F q ) = p, a rational place ∞ of F and a set S consisting of N other rational places of F . Fix a place P of degree d for some positive integer d and form the generator matrix G(S, P 2 ) and the code C(S, P 2 ) as described in Section 3. From some upper bounds on the minimum distance of C(S, P 2 ) as well as the conclusions of Lemma 3.2, we can find a subset S * of S and a field L(S * , P 2 ) in which all places in S * and ∞ split completely in the extension L(S * , P 2 )/F. Notice here that we have made use of known results in coding theory to help us construct a large linearly dependent subset S * of S meeting our conditions.
Example 3. G(L/F
Consider the function field F/F 2 in which g(F ) = 19 and N (F ) = 20. Such an F exists by [22] . Fix a rational place ∞ and let S contain all the remaining rational places of F. By [15, Lemma 1.6.13], we can find a place P of F with degree 15. Then the code C(S, P 2 ) is a binary code with length 19 and dimension at least 15. Consider the parity-check matrix H(S, P 2 ) of C(S, P 2 ). Clearly, H(S, P 2 ) is a t × 19 matrix over F 2 with t ≤ 4. As there are at most 15 distinct nonzero t-tuples, we conclude from Lemma 3.2 (i) that C(S, P 2 ) has minimum distance at most 2. Consequently, by Lemma 3.2 (ii), there are 17 columns of G(S, P 2 ) of rank at most 14. Letting S * consist of these 17 columns, construct the field L = L(S * , P 2 ). From (3) ,
By the proof of Theorem 4.1, the genus of L is
Since N 2 (36) = 31 < 36 according to the Since N 128 (6) ≤ 258 according to the table [22] , we conclude that g(L) = 13. Now, since the best known code of length 214 and dimension 42 has minimum distance 61, we may assume that δ ≤ 61. In this case, N (L) ≥ 308. By the Oesterle bound, N 128 (13) = 428. Since 428/ √ 2 = 299, the field L constructed here has more rational places than the criteria for the lower entry of N 128 (13) in [22] .
Remark 5.1. In Example 4, notice that for 61 ≤ δ ≤ 65, L has sufficient rational places that meet the criteria for the lower entry of N 128 (13) in [22] . In this case, both the code C(S, P
2 ) and the field L are better than the existing code and field with the same parameters. For 66 ≤ δ ≤ 82, the code C(S, P 2 ) has a minimum distance that improves the current lower bound.
Cyclotomic function fields
The codes constructed so far are not explicit in the sense that the generator matrix cannot be written down explicitly. In this section, we will apply the construction in Section 3 to a special family of narrow ray class fields.
Let F be the rational function field F = F q (x), where x is an indeterminate, and let ∞ denote the pole of x. The narrow ray class field F = F D (∞) is better known as the cyclotomic function field with modulus D [10] . In this case, P is simply a monic irreducible polynomial over F q of degree d and
Our goal is to construct subfields L of F in which many rational places of F split completely in L/F. Equivalently, we wish to construct subgroups Gal(F /L) of (A/P n ) * which contain many linear polynomials. Looking at Theorem 2.6, the genus of L can be easily computed once we know the orders of certain groups generated by the linear polynomials. Unfortunately, computing these orders may not be so straightforward, especially when q is large. In what follows, we will show that the code construction introduced in this paper facilitates this process in certain cases. By employing mathematical software packages such as Mathematica to carry out our computations, we are therefore able to construct global function fields having more rational places than existing ones with the same genera.
The proposition below will be needed. For any positive integer n, denote by n * p the smallest integer l such that n ≤ p l and n p = p n * p .
Proposition 6.1. Suppose that there is an integer i such that
Proof. If n ≤ i, then the result is obvious. So we will assume that n > i. For an integer j,
For the remainder of this section, we refer to the notation in Theorem 2.6. For i = 1, . . . , n, we further denote by Ω(P i ) for the order
First of all, we let q = p and concentrate on cyclotomic function fields over the prime field F p . In this case, F has p rational places apart from ∞. Definition 6.2. A finite set S * ⊆ P F − {P, ∞} is said to be independent mod P n if it is F p -linearly independent in the vector space V P n (recall the definition of V P n from Section 3).
Let S consist of all the rational places of F other than ∞ and possibly P, when degP = 1. As such, |S| = p − , where
Next we return to the case q = p r but we let P = x. Let α be a fixed primitive element of F * q . We denote by P i the zero of x − α i , i = 0, . . . , q − 2. Let S = {P 0 , P 1 , . . . , P N −1 }, where N = q − 1 and construct the code C(S, x n ). Write the generator matrix of C(S, x n ) as
Let us recall Newton's formulas involving the sums of powers of roots of a polynomial.
for any positive integer s.
Proposition 6.6. The code C(S, x
n ) ⊥ is a narrow-sense BCH code with designed distance δ 0 = n.
By identifying c i ∈ F p with the corresponding integer c i ∈ Z, it follows that there exists a polynomial
Factoring out the constants, the above is equivalent to
for some f (x). Now write
Clearly, β 0 = 1 and β j ≡ 0 mod p for all j = 1, . . . , n − 1 and gcd(j, p) = 1. We claim that for integers s = 1, . . . , n − 1,
We prove this by induction on s < n. By Newton's formulas, Proof. This follows immediately from standard results of cyclic codes [14] .
Corollary 6.8. The code C(S, x
Proof. It is well known in the study of BCH codes that for n ≤ p r/2 , C(S, x n ) ⊥ has dimension q − 1 − r(n − 1 − (n − 1)/p ). Hence, the dimension of C(S, x n ) is r(n − 1 − r (n − 1)/p ).
Remark 6.9. The rank of C(S, x n ) was first shown by Lauter in [13] using generalized Witt vectors. However, our proof follows that given in [1] .
For the codes discussed in this section, we have shown that their structures are explicitly known. As such, we can exploit mathematical software packages such as Mathematica or Magma to look for subsets S * of S of different ranks, and then construct the associated fields as discussed in Section 3. Lemma 3.2 suggests how we can search for good subsets.
More specifically, we define recursively the codes C 0 
