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Abstract
The purpose of this paper is to give a direct and relatively simple proof of the fact that the
coherent homotopy category CH(Top), introduced in 1983 by Yu.T. Lisitsa and S. Mardešic´, is
isomorphic to the category Ho(pro-Top), obtained by localizing the category pro-Top at level
homotopy equivalences. This result implies that the strong shape category SSh(Top), introduced by
these authors is isomorphic to the strong shape categories defined by F.W. Cathey and J. Segal and
by B. Günther. Ó 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Λ be an ordered set, i.e., a set endowed with a reflexive, antisymmetric and
transitive binary relation 6. We denote by TopΛ the category whose objects are inverse
systems of topological spacesX= (Xλ,pλλ′,Λ), indexed byΛ. Morphisms f :X→ Y =
(Yλ, qλλ′,Λ), called level-preserving mappings, or shorter level mappings, are collections
f = (fλ) of mappings fλ :Xλ→ Yλ, λ ∈Λ, such that
fλpλλ′ = qλλ′fλ′, λ6 λ′. (1.1)
The compositionh= gf :X→Z of two level mappings f :X→ Y and g = (gλ) :Y →Z
is the level mapping h = (hλ), where hλ = gλfλ. The identity morphism 1X :X→ X is
given by the identity mappings id :Xλ→Xλ.
Of special interest are level homotopy equivalences f :X→ Y , i.e., level mappings
f = (fλ) such that every fλ :Xλ→ Yλ is a homotopy equivalence. Localizing TopΛ at the
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level homotopy equivalences, one obtains a category Ho(TopΛ) and a localization functor
P : TopΛ→ Ho(TopΛ). Clearly, if Λ is a singleton, TopΛ = Top. In this case Ho(TopΛ)
is the homotopy category Ho(Top) of topological spaces and P is the homotopy functor
H : Top→Ho(Top). Therefore, it is natural to expect that also in the general case Ho(TopΛ)
yields a useful homotopy theory of inverse systems indexed by Λ.
The category Ho(TopΛ) was considered in 1973 by Boardman and Vogt [3,29]. In
1976 Edwards and Hastings [9] considered the category Ho(TopΛ) under the additional
hypothesis that Λ is directed and cofinite (every element has a finite set of predecessors).
They endowed TopΛ with a model category structure in the sense of Quillen [20], i.e., they
specified morphisms called cofibrations, fibrations and weak equivalences. The homotopy
category of a model category is the localization of that category at weak equivalences. In
the case of TopΛ, the weak equivalences are just the level homotopy equivalences.
A more general situation arises when one considers the categories inv-Top and pro-
Top of inverse systems, whose indexing sets are allowed to vary. There is no loss of
generality in assuming that the indexing sets are always directed and cofinite [17, Theorem
I.1.2]. In this case, morphisms of inv-Top are mappings of systems, or shorter mappings,
f = (f,fµ) :X→ Y = (Yµ, qµµ′ ,M), which consist of an increasing function f :M→Λ
and of a collection of mappings fµ :Xf(µ)→ Yµ, µ ∈M , such that
fµpf (µ)f (µ′) = qµµ′fµ′ , µ6 µ′. (1.2)
Composition h= gf of mappings f :X→ Y and g = (g, gν) :Y → Z = (Zν, rνν ′,N) is
given by the function h= fg and by mappings hν = gνfg(ν).
Two mappings f ′ = (f ′, f ′µ), f ′′ = (f ′′, f ′′µ) :X → Y are congruent, f ′ ≡ f ′′,
provided they have a common shift f , i.e., a mapping f = (f,fµ) :X→ Y such that
f > f ′, f ′′ and
f ′µpf ′(µ)f (µ) = fµ = f ′′µpf ′′(µ)f (µ). (1.3)
Morphisms of pro-Top are congruence classes [f ] of mappings f . A morphism [f ] of
pro-Top is called a level homotopy equivalence, provided it has a representative f , which
is a level homotopy equivalence in TopΛ.
Localizing pro-Top at its level homotopy equivalences, one obtains a category Ho(pro-
Top) and a localization functor P : pro-Top→ Ho(pro-Top) (see [21]). A well-known
reindexing theorem (see [1, Appendix] or [17, Theorem I, 1.3]) asserts that every morphism
[f ] :X→ Y of pro-Top admits a level mapping f ′ :X′ → Y ′ and admits isomorphisms
[φXX′ ] :X → X′, [φYY ′ ] :Y → Y ′, such that [f ′][φXX′ ] = [φYY ′ ][f ]. Edwards and
Hastings [9] used this theorem to endow pro-Top with a model category structure. Their
definition of weak equivalences in pro-Top is somewhat involved. However, Porter [23]
analyzed the relationship between level homotopy equivalences and weak equivalences of
pro-Top and proved that the corresponding localizations are isomorphic categories.
The above given definitions of the categories Ho(TopΛ) and Ho(pro-Top) are simple, but
rather abstract. Therefore, it is of interest to have equivalent more constructive descriptions
of these categories. This is achieved by various constructions of coherent homotopy
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categories. Such constructions were given by Boardman and Vogt [3,29], Porter [22],
Miminoshvili [18,19], Cordier [6,7], Lisitsa and Mardešic´ [12,14–16], Šekutkovski [25,
26] and Günther [10,11]. Some of these papers develop coherent homotopy for the more
general (non-commutative) coherent inverse systems or coherent diagrams. Moreover,
some of the constructions refer to abstract categories generalizing Top.
Several authors proved that the various coherent homotopy categories for Top are
mutually equivalent or equivalent to Ho(pro-Top). In particular, this was achieved
by Boardman and Vogt [3,29], Cordier and Porter [7,8], Günther [10], Batanin [2]
and Šekutkovski [26]. The special feature of the Lisitsa–Mardešic´ coherent homotopy
categories CH(Top,Λ) and CH(Top) is the fact that all the basic notions are defined by
explicit formulae, which have a transparent geometric meaning [14–16]. In the literature
there is no direct proof that the categories Ho(TopΛ) and CH(Top,Λ), respectively,
Ho(pro-Top) and CH(Top) are isomorphic, although this fact follows from results of [7,8,
10,2]. The purpose of the present paper is to fill this gap and provide a direct and relatively
simple proof of the isomorphism of these two pairs of categories.
We will now briefly recall the construction of the categories CH(Top) and CH(Top,Λ).
The objects of CH(Top) are inverse systems of topological spaces X, indexed by cofinite
directed ordered setsΛ. A coherent mapping f :X→ Y consists of an increasing function
f :M → Λ and of mappings fµ :Xf(µn) × ∆n → Yµ0 , where µ = (µ0, . . . ,µn) is an
increasing sequence µ0 6 · · · 6 µn, referred to as a multiindex of length n > 0. ∆n is
the standard n-simplex, while dj :∆n−1→∆n and sj :∆n+1→∆n, 06 j 6 n, denote the
standard boundary and degeneracy operators. The corresponding operators on multiindices
are defined by
dj (µ0, . . . ,µn)= (µ0, . . . ,µj−1,µj+1, . . . ,µn), (1.4)
sj (µ0, . . . ,µn)= (µ0, . . . ,µj ,µj , . . . ,µn). (1.5)
One requires that the following coherence conditions be satisfied.
fµ(x, dj t)=

qµ0µ1fd0µ(x, t), j = 0,
fdjµ(x, t), 0< j < n,
fdnµ(pf (µn−1)f (µn)(x), t), j = n.
(1.6)
fµ(x, sj t)= fsjµ(x, t), 06 j 6 n. (1.7)
Omitting the indices of p and q (they can always be reconstructed), (1.6) assumes the
simple form
fµ(x, dj t)= qfdjµ
(
p(x), t
)
, 06 j 6 n. (1.8)
Composition h of coherent mappings f = (f,fµ) :X→ Y and g = (g, gν) :Y → Z =
(Zν, rνν ′,N) is given by the function h= fg and by mappings hν :Xh(νn)×∆n→ Zν0 . In
order to define hν , one decomposes∆n into n+ 1 subpolyhedra Pni , 06 i 6 n, which are
copies of ∆n−i ×∆i , as shown on the enclosed figure, for n= 3.
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Fig. 1.
By definition, hν |(Xfg(νn) ×Pni ) is the composition of the following two mappings:
fg(νi)···g(νn)× 1 : (Xfg(νn) ×∆n−i)×∆i→ Yg(νi) ×∆i, (1.9)
gν0···νi :Yg(νi) ×∆i→Zν0 . (1.10)
More precisely, using barycentric coordinates, Pni ⊆∆n is defined as the set of all points
t = (t0, . . . , tn) ∈∆n such that
t0 + · · · + ti−1 6 12 6 t0 + · · · + ti . (1.11)
Let ani :P
n
i →∆n−i , bni :Pni →∆i be mappings defined by
ani (t)= (#,2ti+1, . . . ,2tn), (1.12)
bni (t)= (2t0, . . . ,2ti−1,#), (1.13)
where # stands for the difference between 1 and the sum of the remaining coordinates.
Then, for x ∈Xfg(νn), t ∈ Pni ,
hν(x, t)= gν0···νi
(
fg(νi)···g(νn)
(
x,ani (t)
)
, bni (t)
)
. (1.14)
A (coherent) homotopy connecting coherent mappings f = (f,fµ) and f ′ = (f ′,
f ′µ) :X→ Y , is a coherent mapping F = (F,Fµ) :X× I = (Xλ × I , pλλ′ × 1,Λ)→ Y ,
such that F > f,f ′ and
Fµ(x,0, t)= fµ
(
pf (µn)F (µn)(x), t
)
,
Fµ(x,1, t)= f ′µ
(
pf ′(µn)F (µn)(x), t
)
. (1.15)
Composition of homotopy classes of coherent mappings is defined by composing their
representatives, i.e., [g][f ] = [gf ]. In contrast to the composition of coherent mappings,
the composition of coherent homotopy classes is associative.
Every mapping f = (f,fµ) :X→ Y induces a coherent mapping C(f ) :X→ Y , given
by the function f and by the mappings fµ :Xf (µn) × ∆n → Yµ0 , where fµ(x, t) =
fµ0pf (µ0)f (µn)(x). In particular, the identity mapping 1X :X→ X induces the identity
coherent mapping C(1X) :X→ X and the identity homotopy class [1]X = [C(1X)]. It
is readily seen that C(gf ) = C(g)C(f ). Moreover, for morphisms [f ] of CH (Top),
[1]Y [f ] = [f ] and [f ][1]X = [f ]. Consequently, CH(Top) is a category. Putting C[f ] =
[C(f )], one obtains the coherence functor C : pro-Top→ CH(Top).
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Similarly, one defines the coherent homotopy category CH(Top,Λ), whose objects are
inverse systems, indexed by a fixed index set Λ. In this case one defines level coherent
mappings f :X→ Y as coherent mappings f = (f,fλ), where f = id, which justifies
the shorter notation f = (fλ). The role of coherent homotopies is taken up by level
coherent homotopies, i.e., coherent homotopies F = (F,Fλ), where F = id. In defining
CH(Top,Λ), Λ can be an arbitrary ordered set. One also defines the coherence functor
C : TopΛ→ CH(Top,Λ).
Remark 1. The above description of CH(Top) differs in some technical details from the
description given in [14–16], where the category was denoted by CPHTop. However, these
differences do not affect the resulting category.
We can now state the main results of this paper.
Theorem 1.1. If f :X→ Y is a level homotopy equivalence in TopΛ, then C(f ) is an
isomorphism of CH(Top,Λ).
Theorem 1.2. If [f ] :X→ Y is a level homotopy equivalence in pro-Top, then C[f ] is an
isomorphism of CH(Top).
By the universal property of localization and by Theorem 1.1, the coherence functor
C : TopΛ → CH(Top,Λ) induces a functor C′ : Ho(TopΛ)→ CH(Top,Λ). Similarly, by
Theorem 1.2, C : pro-Top→CH(Top) induces a functor C′ : Ho(pro-Top)→ CH(Top).
Theorem 1.3. C′ : Ho(TopΛ)→CH(Top,Λ) is an isomorphism of categories.
Theorem 1.4. C′ : Ho(pro-Top)→CH(Top) is an isomorphism of categories.
The construction of the strong shape category SSh(Top) in [5] uses the category
Ho(pro-Top), while the corresponding construction in [14–16] uses the category CH(Top).
Therefore, Theorem 1.4 implies that the two definitions of strong shape are equivalent.
2. An isomorphism theorem in CH(Top)
In this section we will prove Theorems 1.1 and 1.2. An important ingredient in the proof
is the following lemma on homotopy equivalences, due to Vogt [28].
Lemma 2.1. Let X, Y be arbitrary spaces and let f :X→ Y be a homotopy equivalence
with a homotopy inverse g :Y →X. Let H :X× I →X be a homotopy which connects 1X
with gf . Then there exists a homotopy K :Y × I→ Y , which connects 1Y with fg and is
such that
K(f × 1)' fH rel(X× ∂I), (2.1)
H(g× 1)' gK rel(Y × ∂I). (2.2)
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The essential part of the proof of Theorem 1.1 is the following lemma.
Lemma 2.2. Let f = (fλ) :X→ Y be a level homotopy equivalence. Then there exist a
level coherent mapping g = (gλ) :Y →X and a level coherent homotopyH = (Hλ) :X×
I→X such that
Hλ(x,0, t)= pλ0λn(x), (2.3)
Hλ(x,1, t)= gλ
(
fλn(x), t
)
. (2.4)
Proof. For every λ= (λ0, . . . , λn), n> 0, we must exhibit mappings gλ :Yλn×∆n→Xλ0 ,
Hλ :Xλn × I × ∆n → Xλ0 , which satisfy (2.3), (2.4) and the corresponding coherence
conditions. We will construct the required mappings by induction on n. For n = 0, we
choose as gλ0 :Yλ0→Xλ0 an arbitrary homotopy inverse of fλ0 :Xλ0→ Yλ0 and we choose
as Hλ0 :Xλ0 × I→Xλ0 , an arbitrary homotopy, which realizes the relation 1' gλ0fλ0 .
In order to proceed with the induction, we choose homotopies Kλ0 :Yλ0 × I → Yλ0 ,
according to Lemma 2.1, i.e., so that Kλ0 realizes the relation 1' fλ0gλ0 and
Kλ0(fλ0 × 1)' fλ0Hλ0 rel(Xλ0 × ∂I), (2.5)
Hλ0(gλ0 × 1)' gλ0Kλ0 rel(Yλ0 × ∂I). (2.6)
Now assume that we have already defined gλ′ and Hλ′ , for λ′ of length n′ < n, n > 1,
and that they satisfy all the required conditions. Let λ be a multiindex of length n.
Because of (1.7), it suffices to consider nondegenerate multiindices, i.e., such λ that
λ0 < · · ·< λn. Using repeatedly the homotopy extension property, we will define certain
mappings ψλ :Yλn × I ×∆n→Xλ0 and Φλ :Xλn × I × I ×∆n→Xλ0 . Then gλ and Hλ
will be given by
gλ(y, t)=ψλ(y,0, t), (2.7)
Hλ(x, s, t)=Φλ(x,0, s, t). (2.8)
We first define Φλ on Xλn × (I × 0× dj(∆n−1)), 06 j 6 n, by putting
Φλ(x, r,0, dj t ′)= pHdjλ
(
p(x), r, t ′
)
, 06 j 6 n, (2.9)
where t ′ ∈∆n−1. By the induction hypothesis, the mappingsHdj(λ) satisfy the correspond-
ing coherence conditions. Therefore, formulae (2.9), for 06 j 6 n, yield a mapping Φλ,
well-defined on all of Xλn × (I × 0× ∂∆n). We also put
Φλ(x,0,0, t)= pλ0λn(x), t ∈∆n. (2.10)
Using (2.3) for Hdj(λ), one verifies that Φλ is well-defined on
Xλn ×
(
(I × 0× ∂∆n)∪ (0× 0×∆n)). (2.11)
One now extends Φλ to all of Xλn × I × 0×∆n, using a retraction of Xλn × I × 0×∆n
to its subset (2.11).
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Next one considers the mapping θλ :Xλn ×∆n→Xλ0 , given by
θλ(x, t)=Φλ(x,1,0, t). (2.12)
Using (2.9), (2.4) for Hdjλ and the fact that fλn−1pλn−1λn = qλn−1λnfλn , one readily
concludes that
θλ(x, dj t
′)= pgdjλ
(
qfλn(x), t
′), 06 j 6 n. (2.13)
Now extend Φλ to Xλn × 1× I ×∆n, by putting
Φλ(x,1, s, t)= θλ
(
Hλn(x, s), t
)
. (2.14)
Note that (2.14) yields Φλ(x,1,0, t)= θλ(Hλn(x,0), t)= θλ(x, t), which agrees with the
value obtained from (2.12). Also note that (2.13) implies
Φλ(x,1, s, dj t ′)= pgdjλ
(
qfλnHλn(x, s), t
′), 06 j 6 n. (2.15)
Moreover,
Φλ(x,1,1, t)= θλ
(
Hλn(x,1)
)= θλ(gλnfλn(x), t). (2.16)
We will now extend Φλ to Xλn × I × I × dj (∆n−1), for each 0 6 j 6 n, and will
thus obtain an extension to Xλn × I × I × ∂∆n. Note that Φλ is already defined on
Xλ0× (I ×0 ∪ 1× I)×dj (∆n−1), by (2.9) and (2.14). To extend it further, we decompose
the square I × I in two triangles T − = {(r, s) | r + s 6 1} and T + = {(r, s) | r + s > 1}.
We first extend Φλ to Xλn × T − × dj (∆n−1), by putting
Φλ(x, r, s, dj t
′)= pHdjλ
(
p(x), r + s, t ′), 06 j 6 n. (2.17)
Note that on the set {(r, s) | r + s = 1}, (2.17) becomes
Φλ(x, r, s, dj t
′)= pgdjλ
(
qfλn(x), t
′), 06 j 6 n. (2.18)
This is seen by applying (2.4) to Hdjλ.
To extend Φλ to Xλn × T + × dj (∆n−1), note that (2.5) for λn yields a homotopy
Lλn :Xλn × I × I→ Yλn rel(Xλn × ∂I) such that
Lλn(x, r,0)= fλnHλn(x, r), (2.19)
Lλn(x, r,1)=Kλn
(
fλn(x), r
)
. (2.20)
Let ω : I × I→ T + be a mapping onto T + such that
ω(r,0)= (1, r), ω(r,1)= (r,1), (2.21)
ω(0, s)= (1− s, s), ω(1, s)= (1,1). (2.22)
Moreover, we require that ω−1(1,1)= 1× I and that (1,1) is the only point (r ′, s′) ∈ T +,
for which ω−1(r ′, s′) is not a singleton. An example of such a mapping is given by
ω(r, s)= (1+ s(r−1), r+ s(1− r)). Since Lλn(Xλn×1×I) is a singleton, one concludes
that there exists a mappingMλn :Xλn × T + → Yλn such that
Lλn(x, r, s)=Mλn
(
x,ω(r, s)
)
. (2.23)
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For (r, s) ∈ T +, we now put
Φλ(x, r, s, dj t
′)= pgdjλ
(
qMλn(x, r, s), t
′), 06 j 6 n. (2.24)
If r + s = 1, (2.22) implies (r, s) = ω(0, s) and thus, by (2.19), Mλn(x, r, s) =
Lλn(x,0, s). SinceLλn is a homotopy rel(Xλn×∂I), one has Lλn(x,0, s)=Lλn(x,0,0)=
fλnHλn(x,0) = fλn(x). Consequently, (2.24) yields the same values as (2.18). Further-
more, by (2.21), (1, s) = ω(s,0) and thus, Mλn(x,1, s) = Lλn(x, s,0). Therefore, (2.24)
and (2.19) yield
Φλ(x,1, s, dj t ′)= pgdjλ
(
qfλnHλn(x, s), t
′), 06 j 6 n. (2.25)
Now (2.13) shows that this value coincides with the value given by (2.14). Therefore, Φλ
has been extended also to Xλ × I × I × dj (∆n−1).
Notice that (r,1)= ω(r,1), Mλn(x, r,1)=Lλn(x, r,1) and thus, (2.24) and (2.20) yield
Φλ(x, r,1, dj t ′)= pgdjλ
(
qKλn(fλn(x), r), t
′), 06 j 6 n. (2.26)
In order to extendΦλ toXλn×I×1×∆n, note that it is already defined onXλn×1×1×
∆n, by (2.16), and onXλn× I ×1×∂∆n, by (2.26). Let ψλ :Yλn× (1×∆n ∪I ×∂∆n)→
Xλ0 be the mapping obtained from (2.16) and (2.26), by omitting the factor fλn , i.e., let
ψλ(y,1, t)= θλ
(
gλn(y), t
)
. (2.27)
ψλ(y, r, dj t
′)= pgdj (λ)
(
qKλn(y, r), t
′), 06 j 6 n. (2.28)
The mapping ψλ is well defined because of (2.13) and the fact thatKλn(y,1)= fλngλn(y).
By the homotopy extension property, this mapping admits an extension ψλ :Yλn × I ×
∆n→Xλ0 . Using this extension, we define the desired mapping gλ :Yλn ×∆n→Xλ0 by
(2.7). SinceKλn(y,0)= y , (2.28) and (2.7) show that gλ satisfies the coherence conditions.
We now define Φλ on Xλn × I × 1×∆n→Xλ0 , by putting
Φλ(x, r,1, t)=ψλ
(
fλn(x), r, t
)
. (2.29)
By (2.28), Φλ(x, r,1, dj t ′) coincides with (2.26). Moreover, by (2.27), Φλ(x,1,1, t)
coincides with (2.16). Therefore,Φλ has been extended to
Xλn ×
(
∂(I × I ×∆n)\ Int(0× I ×∆n)) (2.30)
and the homotopy extension property yields the desired mappingΦλ :Xλn× I × I ×∆n→
Xλ0 .
NowHλ is defined by (2.8). Condition (2.3) follows from (2.10). One derives (2.4) from
(2.29) and (2.7). Finally, the coherence conditions are a consequence of (2.17). 2
Lemma 2.3. Let f = (fλ) :X→ Y be a level homotopy equivalence and let g :Y →
X and H :X × I → X be level coherent mappings, which have the properties stated
in Lemma 2.2. Then the composition F = H ◦ C(1X×I ) :X × I → X is a level
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coherent homotopy F = (Fλ), which connects C(1X) to gC(f ). Consequently, the
induced morphism [g] :Y → X in CH(Top,Λ) is a left inverse of [C(f )] :X→ Y , i.e.,
[g][C(f )] = id.
Proof. First recall that C(1X) is a level coherent mapping, given by the mappings
1λ(x, t) = pλ0λn(x). The composition h = gC(f ) :X → Y is also a level coherent
mapping h= (hλ). By the composition formula, one has
hλ(x, t)= gλ0···λi
(
fλipλiλn(x), b
n
i (t)
)
, t ∈ Pni . (2.31)
By the same formula
Fλ(x, s, t)=Hλ0···λi
(
pλiλn(x), s, b
n
i (t)
)
, t ∈ Pni . (2.32)
Now (2.9), (2.4) and (2.31) imply
Fλ(x,0, t)= pλ0λn(x), t ∈∆n, (2.33)
Fλ(x,1, t)= hλ(x, t), t ∈∆n. 2 (2.34)
The next two lemmas and their proofs are analogous to Lemmas 2.2 and 2.3 and
their proofs. For easier comparison, we use the same notation, distinguished only by an
apostrophe.
Lemma 2.4. Let f = (fλ) :X→ Y be a level homotopy equivalence. Then there exist a
level coherent mapping g′ = (g′λ) :Y →X and a level coherent homotopyH ′ = (H ′λ) :Y ×
I→ Y such that
H ′λ(y,0, t)= qλ0λn(y), (2.35)
H ′λ(y,1, t)= fλ0
(
g′λ(y), t
)
. (2.36)
Lemma 2.5. Let f = (fλ0) :X→ Y be a level homotopy equivalence and let g′ :Y →
X and H ′ :Y × I → Y be level coherent mappings, which have the properties stated
in Lemma 2.4. Then the composition F ′ = C(1Y )H ′ :Y × I → Y is a level coherent
homotopy F ′ = (F ′λ), which connects C(1Y ) with C(f )g′. Consequently, the induced
morphism [g′] : [Y ] → [X] in CH(Top,Λ) is a right inverse of [C(f )] : [X] → [Y ], i.e.,
[C(f )][g′] = id.
Proof of Theorem 1.1. By Lemmas 2.3 and 2.5, [f ] has a left inverse [g] and a right
inverse [g]′. However, [g] = [g′], because
[g] = [g][C(1Y )] = [g][C(f )][g′] = [C(1X)][g′] = [g′]. 2 (2.37)
Remark 2. In the proof of Theorem 1.1 (in proving Lemmas 2.3 and 2.5), we did not use
the full strength of Lemma 2.1. Indeed, we used (2.1) twice, but we did not use (2.2).
Proof of Theorem 1.2. By assumption, [f ] has a representative f , which is a level ho-
motopy equivalence. Therefore, by Theorem 1.1, C(f ) is an isomorphism of CH(Top,Λ),
hence, C[f ] = [C(f )] is an isomorphism of CH(Top). 2
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3. The cotelescope functor
In this subsection we consider an important construction, the cotelescope system T (X)
of an inverse system of spaces X. It will enable us to replace coherent mappings by
mappings of systems.
For a space X and n > 0, let (X)∆n denote the space of mappings η :∆n→ X (i.e.,
singular n-simplices of X), endowed with the compact-open topology. Let e : (X)∆n ×
∆n → X denote the evaluation mapping, defined by e(η, t) = η(t). Given an inverse
system X = (Xλ,pλλ′,Λ), consider the direct product∏
λ
(Xλ0)
∆n, (3.1)
taken over all multiindices λ = (λ0, . . . , λn) from Λ of all lengths n > 0. Following [13,
15,16], we define the cotelescope of X as the subspace T (X) of (3.1), which consists of
all ω= (ωλ) such that
ωλ(dj t
′)=
{
pλ0λ1ωd0λ(t
′), j = 0,
ωdjλ(t
′), 0< j 6 n, (3.2)
for t ′ ∈∆n−1, n > 0;
ωλ(sj t
′′)= ωsjλ(t ′′), 06 j 6 n, (3.3)
for t ′′ ∈∆n+1, n> 0.
We also define a coherent mapping piX :T (X)→ X. It consists of mappings (piX)λ :
T (X)×∆n→Xλ0 , given by
(piX)λ(ω, t)= ωλ(t). (3.4)
Using (3.2) and (3.3), one readily verifies the coherence conditions.
The next three lemmas were established in I.10 of [16].
Lemma 3.6. Let X be a space and let f = (fµ) :X→ Y = (Yµ, qµµ′ ,M) be a coherent
mapping. Then there exists a unique mapping g =R(f ) :X→ T (Y ) such that
fµ(x, t)= (piY )µ
(
g(x), t
)
. (3.5)
If g(x)= ω= (ωµ), then
ωµ(t)= fµ(x, t). (3.6)
Lemma 3.7. For a coherent mapping f :X→ Y , [R(f )] is the only class [g] :X→ T (Y )
in Ho(Top) such that in CH(Top)
[f ] = [piY ]C[g]. (3.7)
If [f ] = [f ′], Lemma 3.7 implies [R(f )] = [R(f ′)]. Consequently, one can also define
R[f ], by putting R[f ] = [R(f )].
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In the more general case, when the domain of the coherent mapping f :X→ Y is a
system, one defines T (f ) :T (X)→ T (Y ) by putting
T (f )=R(fpiX). (3.8)
Since [f ] = [f ′] implies [fpiX] = [f ′piX] and by Lemma 3.7, [T (f )] = [T (f ′)], one can
also define T [f ] by putting T [f ] = [T (f )]. Clearly, T [f ] is the only class [g] :T (X)→
T (Y ) in Ho(Top), for which [f ][piX] = [piY ]C[g] in CH(Top). In particular, the following
diagram commutes.
??


[piY ]
[piX]
CT [f ]
T (Y )
T (X)
[f ]
Y
X
. (3.9)
Lemma 3.8. The function T , which to a system X assigns the space T (X) and to a
morphism [f ] assigns T [f ], is a functor
T : CH(Top)→Ho(Top).
The morphisms [piX] :T (X)→ X define a natural transformation between the functors
CT, id : CH(Top)→ CH(Top).
Remark 3. The cotelescope functor T : CH(Top)→ Ho(Top) is a right adjoint of the
coherence functor C : Ho(Top)→ CH(Top). More precisely, the functions ηXY : CH(Top)
(C(X),Y )→Ho(Top)(X,T (Y )), defined by ηXY [f ] =R[f ], form a natural equivalence.
Note that the homotopy limit, considered in §4.2 of [9] is a functor holim: Ho(pro-
Top)→Ho(Top), which is right adjoint to the inclusion functor Ho(Top)→Ho(pro-Top).
Moreover, by Theorem 1.4, there exists an isomorphism between the categories Ho(pro-
Top) and CH(Top), induced by the coherence functor C.
Remark 4. In general [piX] :T (X)→ X is not an isomorphism of CH(Top). An easy
example is the inverse sequence X = (Xm,pmm′ ,N), where Xm = S1 = {z ∈ C: |z| =
1}, pm,m+1(z) = z2. Let E : CH(Top)→ pro-Ho(Top) be the forgetful functor, which
maps X = (Xλ,pλλ′,Λ) to E(X) = (Xλ, [pλλ′ ],Λ) and maps [f ], where f = (f,fµ),
to E[f ] = [E(f )], where E(f ) = (f, [fµ0 ]). If [piX] :T (X)→ X is an isomorphism
in CH(Top), then E[piX] :T (X)→ E(X) is an isomorphism in pro-Ho(Top) and the
application of the homology functor H1(.,Z) yields an isomorphism of progroups. In the
above case, the assumption that [piX] is an isomorphism would imply that H1(E(X),Z) is
a progroup isomorphic to the groupH1(T (X),Z). However,H1(E(X),Z) is the progroup
Z 2←− Z 2←− Z ← ·· · , which is a non-movable progroup and therefore, cannot be
isomorphic to a group (see, e.g., [17, Chapter II, §6.1, Example 1]).
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Following [27], we will now generalize the previous constructions and assign to every
inverse system X, indexed by Λ, a new system T (X), also indexed by Λ, and called
the cotelescope system of X. For every λ ∈ Λ, let Λλ be the set {ν ∈ Λ | ν 6 λ}. Since
Xλ = X | Λλ = (Xν,pνν ′ ,Λλ) is also an inverse system, the cotelescope T (Xλ) is a
well-defined subspace of
∏
ν6λ(Xν0)
∆n
, where ν 6 λ means that the last term νn of
ν = (ν0, . . . , νn) satisfies νn 6 λ. For λ6 λ′, there is a natural projection
uλλ′ :
∏
ν6λ′
(Xν0)
∆n→
∏
ν6λ
(Xν0)
∆n . (3.10)
If ω = (ων), ν 6 λ′, belongs to the domain of uλλ′ , then by definition, uλλ′(ω) is
the restriction of ω to the coordinates ων , where ν 6 λ. Clearly, the restriction of the
projection uλλ′ to T (Xλ′) yields a mapping uλλ′ :T (Xλ′)→ T (Xλ). It is readily seen that
T (X)= (T (Xλ),uλλ′,Λ) is an inverse system.
We will also define a level coherent mapping piX :T (X)→X, consisting of mappings
(piX)λ :T (Xλn)×∆n→Xλ0 , λ= (λ0, . . . , λn), defined by
(piX)λ(ω, t)= ωλ(t). (3.11)
Note that every element ω ∈ T (Xλn)⊆
∏
(Xν0)
∆n is a collection ω= (ων), indexed by all
ν 6 λn. Since λ6 λn is such an index, the coordinate ωλ ∈ (Xλ0)∆n is well defined.
The next lemma is analogous to Lemma 3.6.
Lemma 3.9. Let f = (f,fµ) :X → Y = (Yµ, qµµ′ ,M) be a coherent mapping. Then
there exists a unique mapping g = (g, gµ)= R(f ) :X→ T (Y ) such that g = f and the
mappings gµ satisfy the following condition
fν
(
pf (νn)f (µ)(x), t
)= (piYµ)ν (gµ(x), t), ν 6µ. (3.12)
Proof. For every µ ∈M , the coherent mapping f :X→ Y induces a coherent mapping
f µ :Xf(µ)→ Yµ, given by mappings (fµ)ν :Xf(µ) ×∆n→ Yν0 , where
(fµ)ν(x, t)= fν
(
pf (νn)f (µ)(x), t
)
, ν 6 µ. (3.13)
Application of Lemma 3.6 to f µ yields a unique mapping gµ :Xf(µ)→ T (Yµ) such that
(3.12) holds. The function f and the mappings gµ form a mapping g = (f, gµ) :X→
T (Y ), i.e.,
gµpf (µ)f (µ′) = vµµ′gµ′ , µ6 µ′, (3.14)
where vµµ′ is the analogue of uλλ′ for Y . 2
To state the results which follow, we need yet another homotopy category of inverse
systems of spaces, which we denote by pi(pro-Top). Its objects are inverse systems,
indexed by cofinite directed sets. Two mappings f = (f,fµ), f ′ = (f ′, f ′µ) :X→ Y are
considered homotopic, f ' f ′, provided there exists a mapping F = (F,Fµ) :X× I→ Y
such that F > f,f ′ and
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Fµ(x,0)= fµpf (µ)F (µ)(x), Fµ(x,1)= f ′µpf ′(µ)F (µ)(x). (3.15)
Morphisms of pi(pro-Top) are classes [f ] with respect to the equivalence relation '.
Composition of morphisms is well defined by the formula [g][f ] = [gf ]. Note that
congruent mappings f ′,f ′′ :X → Y always belong to the same class [f ′] = [f ′′] of
pi(pro-Top).
Lemma 3.10. Let f = (f,fµ), f ′ = (f ′, f ′µ) :X→ Y be coherent mappings. Then [f ] =
[f ′] in CH(Top) if and only if [R(f )] = [R(f ′)] in pi(pro-Top).
Proof. Let F = (F,Fµ) :X × I → Y be a coherent homotopy which connects f to f ′.
Put G=R(F ). Then G= (G,Gµ) :X× I→ T (Y ) is a mapping such that G= F and
Fν
(
pF(νn)F (µ)(x), s, t
)= (piYµ)ν (Gµ(x, s), t), ν 6µ. (3.16)
For s = 0, one obtains
fν
(
pf (νn)F (µ)(x), t
)= (piYµ)ν (Gµ(x,0), t), ν 6 λ. (3.17)
If we compare this with (3.12) and apply uniqueness from Lemma 3.6, we see that
Gµ(x,0)= gµpf (µ)F (µ)(x), where g = (g, gµ)= R(f ). Similarly we obtain Gµ(x,1)=
g′µpf ′(µ)F (µ)(x), where g′ = (g′, g′µ) = R(f ′). Consequently, G is a homotopy which
connects R(f ) to R(f ′).
To prove the converse, assume that G = (G,Gµ) is such a homotopy. Consider the
coherent mapping F = (F,Fν) :X× I→ Y , given by F =G and
Fν(x, s, t)= (piY ρ )ν
(
Gρ(x, s), t
)
, (3.18)
where ρ stands for νn. Note that the definition of g =R(f ) implies
Fν(x,0, t)= (piY ρ )ν
(
Gρ(x,0), t
)
= (piY ρ )ν
(
gρpg(ρ)G(ρ)(x), t
)
= fν(pg(ρ)G(ρ)(x), t). (3.19)
Analogously,
Fν(x,1, t)= f ′ν
(
pg′(ρ)G(ρ)(x), t
)
. (3.20)
This proves that F is a coherent homotopy which connects coherent mappings
f ∗,f ′∗ :X→ Y , where f ∗ is the shift of f by F and f ′∗ is the shift of f ′ by F . Conse-
quently, [f ] = [f ∗] = [f ′∗] = [f ′]. 2
Before stating the next lemma, notice that, for mappingsf ,f ′ :X→ Y , belonging to the
same class of pi(pro-Top), one has [C(f )] = [C(f ′)] in CH(Top). Indeed, if F :X×I→ Y
is a homotopy connecting f to f ′, then C(F ) :X× I→ Y satisfies
C(F )ν(x,0, t)= Fν0
(
pF(ν0)F (νn)(x),0
)= fν0pf (ν0)F (νn)(x)
= (Cf )ν
(
pf (νn)F (νn)(x), t
)
. (3.21)
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Similarly,
C(F )ν(x,1, t)= (Cf ′)ν
(
pf ′(νn)F (νn)(x), t
)
. (3.22)
Formulae (3.21) and (3.22) show that the coherent mappings C(f ) and C(f ′) have
homotopic shifts and thus, are homotopic. Consequently, by putting C[f ] = [C(f )], one
obtains a functor C :pi(pro-Top)→ CH(Top), also called the coherence functor.
The following lemma is analogous to Lemma 3.7.
Lemma 3.11. For every coherent mapping f :X→ Y , [R(f )] is the only class [g] :X→
T (Y ) in pi(pro-Top) such that in CH(Top)
[f ] = [piY ]C[g]. (3.23)
In order to prove Lemma 3.11, we need a technical lemma concerning the composition
of two coherent mappings, one of which is induced by a mapping.
Lemma 3.12. Let f = (f,fµ) :X→ Y be a mapping and let g = (g, gν) :Y → Z be a
coherent mapping. Then the compositionh= gC(f ) is homotopic to the coherent mapping
h′ :X→ Z, given by h′ = fg and by the mappings h′ν :Xh′(νn) ×∆n→Zν0 , where
h′ν(x, t)= gν
(
fg(νn)(x), t
)
. (3.24)
Similarly, if f = (f,fµ) :X→ Y is a coherent mapping and g = (g, gν) :Y → Z is
a mapping, then the composition k = C(g)f is homotopic to the coherent mapping
k′ :X→ Z, given by k′ = fg and by the mappings k′ν :Xk′(νn)×∆n→ Zν0 , where
k′ν(x, t)= gν0fg(ν)(x, t). (3.25)
Proof. To prove the first assertion, we need a coherent homotopyH = (H,Hν) :X× I→
Z, which connects h′ to h. First note that the composition rule yields
hν(x, t)= gν0···νi
(
fg(νi)ph(νi)h(νn)(x), a
n
i (t)
)
, (3.26)
for t ∈ Pni , 06 i 6 n. Then note that there is a well-defined mapping ϕn :∆n→∆n, given
by
ϕn(t)= dn · · ·di+1ani (t), t ∈ Pni . (3.27)
The coherence conditions for g show that, for t ∈ Pni , one has
h′ν
(
x,ϕn(t)
)= gν0···νi (qg(νi)g(νn)fg(νn)(x), ani (t)). (3.28)
Comparing this with (3.26), one concludes that
h′ν
(
x,ϕn(t)
)= hν(x, t), t ∈∆n. (3.29)
We now define a mapping Φn : I ×∆n→∆n, by putting
Φn(s, t)= (1− s)t + sϕn(t). (3.30)
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Finally, put H = fg = h and define the mappings Hν :Xh(νn) × I × ∆n → Yν0 , ν =
(ν0, . . . , νn), by putting
Hν(x, s, t)= h′ν
(
x,Φn(s, t)
)
. (3.31)
A straightforward verification shows that the mappings Hν satisfy the coherence condi-
tions. Moreover,
Hν(x,0, t)= h′ν(x, t), (3.32)
Hν(x,1, t)= h′ν
(
x,ϕn(t)
)= hν(x, t). (3.33)
The proof of the second assertion is similar. Instead of the mapping φn, one uses the
mapping ψn, given by ψn(t)= d0 · · ·d0bni (t), t ∈ Pni . 2
Proof of Lemma 3.11. Put g = (g, gλ)= R(f ). Since g is a mapping and piY is a level
coherent mapping, Lemma 3.12 shows that the composition piYC(g) is homotopic to
the coherent mapping, given by the function g = f and the mappings (piY )ν (gνn × 1).
However, for x ∈Xf (νn), one has gνn(x)= ω ∈ T (Y νn). Therefore, (piY )ν(ω, t)= ων(t)=
(piYρ )ν(ω, t), where for ρ = νn. Now formula (3.12) shows that
(piY )ν(gνn × 1)= fν. (3.34)
Consequently, piYC(g)' f .
To prove uniqueness, assume that g′ = (g′, g′ν) :X→ T (Y ) is another mapping such
that f ' piYC(g′). Define a coherent mapping f ′ = (f ′, f ′ν) :X→ Y , by putting f ′ = g′
and
f ′ν(x, t)= (piY )ν
(
g′νn(x), t
)
. (3.35)
Then, by Lemma 3.12, f ′ ' piYC(g′) and thus, f ' f ′.
Let us show that R(f ′)= g′. In view of Lemma 3.9, it suffices to show that f ′ and g′
satisfy (3.12). For any µ ∈M and ν 6 µ, (3.35) yields
f ′ν
(
pf ′(νn)f ′(µ)(x), t
)= (piY )ν (g′νnpf ′(νn)f ′(µ)(x), t)
= (piY )ν
(
uνnµg
′
µ(x), t
)
. (3.36)
Now put g′µ(x)= ω′, uνnµg′µ(x)= ω and note that the definition of uνnµ implies ων(t)=
ω′ν(t). Moreover, note that
(piY )ν
(
uνnµg
′
µ(x), t
)= (piY )ν (ω, t)= ων(t), (3.37)
(piYµ)ν
(
g′µ(x), t
)= (piYµ)ν (ω′, t)= ω′ν(t). (3.38)
Consequently, the left sides of (3.37) and (3.38) coincide and (3.36) yields the desired
conclusion
f ′ν
(
pf ′(νn)f ′(µ)(x), t
)= (piYµ)ν (g′µ(x), t). (3.39)
Finally, by Lemma 3.10, f ' f ′ implies the desired conclusion g′ = R(f ′)' R(f )=
g. 2
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With every coherent mapping f :X→ Y we now associate a morphism T (f ) :T (X)→
T (Y ) of inv-Top. By definition,
T (f )=R(fpiX). (3.40)
It follows from Lemma 3.11 that the homotopy class [T (f )] in pi(pro-Top) depends
only on the homotopy class [f ] in CH(Top). Therefore, we can also define T [f ] by
putting T [f ] = [T (f )]. An application of Lemma 3.11 to fpiX shows that T [f ] is
the only morphism [g] :T (X)→ T (Y ) of pi(pro-Top), for which [f ][piX] = [piY ]C[g]
in CH(Top). In particular, the analogue of diagram (3.9) commutes. It is obtained from
(3.9), by replacing T (X), T (Y ), T [f ], piX , piY by T (X), T (Y ), T [f ], piX , piY ,
respectively.
All essential properties of the cotelescope system are stated in the following theorem.
Theorem 3.5. The function T , which to X assigns T (X) and to [f ] assigns T [f ], is a
functor T : CH(Top)→ pi(pro-Top). The morphisms [piX] :T (X)→ X define a natural
equivalence between the functors CT , id : CH(Top)→ CH(Top).
Proof. That T is a functor and piX is a natural transformation is an immediate consequence
of Lemma 3.11. It remains to prove that [piX] :T (X)→X is an isomorphism in CH(Top).
According to Lemma 3.10,
ρ
X
=CR(1X) (3.41)
is a well-defined coherent mapping ρ
X
:X→ T (X). By Lemma 3.11,
[piX][ρX] = [1]X. (3.42)
To prove that also
[ρ
X
][piX] = [1]T (X), (3.43)
note that (3.42) implies
[piX][ρX][piX] = [piX]. (3.44)
By the uniqueness in Lemma 3.11, a comparison of (3.44) with the obvious relation
[piX][1]T (X) = [piX] (3.45)
yields the desired relation (3.43). Consequently, [ρ
X
] is the inverse of [piX]. 2
Remark 5. Constructions, which with a coherent mapping f (noncommutative) associate
a mapping like T (f ) (commutative), are often referred to as rectifications or rigidifications
of f . The same applies to coherent (noncommutative) systems. Note that in the present
paper all systems are ordinary commutative systems. In that sense the present paper is less
general than some of the papers mentioned in the Introduction.
To every mapping f = (f,fµ) :X→ Y we will now assign a mapping τ(f ) :T (X)→
T (Y ). It consists of the function f and of mappings (τ (f ))µ = τµ :T (Xf (µ))→ T (Yµ),
defined by
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τµ(ω)= η= (ην), ν 6 µ, (3.46)
where
ην = fν0ωf (ν). (3.47)
Note that, for ν = (ν0, . . . , νn) 6 µ, one has f (ν) = (f (ν0), . . . , f (νn)) 6 f (µ) and
therefore, ωf (ν) ∈ (Xf (ν0))∆n is well defined. It is readily seen that ω ∈ T (Xf (µ)) implies
η ∈ T (Yµ). Indeed,
ην(d0t
′)= fν0ωf (ν)(d0t ′)
= fν0pf (ν0)f (ν1)ωd0f (ν)(t ′)
= qν0ν1fν1ωd0f (ν)(t ′)
= qν0ν1ηd0ν(t ′). (3.48)
Analogous formulae hold for di , i = 1, . . . , n and sj .
Clearly, for µ6 µ′,
τµuf (µ)f (µ′) = vµµ′τµ′ , (3.49)
where uλλ′ and vµµ′ are the bonding mappings in T (X) and T (Y ), respectively. Therefore,
τ(f ) is a morphism of inv-Top.
We will also define a level mapping φX :X→ T (X). It consists of mappings (φX)λ =
φλ :Xλ→ T (Xλ), defined by φλ(x)= ω= (ων), ν 6 λ, where
ων(t)= pν0λ(x). (3.50)
The verification of
uλλ′φλ′ = φλpλλ′ (3.51)
is immediate.
Theorem 3.6. The function τ , which to a system X assigns the system T (X) and
to a mapping f :X → Y assigns the mapping τ(f ) :T (X) → T (Y ) is a functor
τ : inv-Top→ inv-Top. The mappings φX :X→ T (X) are level homotopy equivalences
and define a natural transformation between the identity functor on inv-Top and the
functor τ .
Proof. Let f = (f,fµ) :X→ Y and g = (g, gν) :Y→ Z be mappings. A straightforward
verification shows that τ(gf ) = τ(g)τ (f ) and τ(1X) = 1τ(X). Hence, τ is a functor.
Furthermore, τ(f )φX = φYf and thus, the mappings φX form a natural transformation.
It remains to show that every mapping (φX)λ = φλ :Xλ → T (Xλ) is a homotopy
equivalence.
To prove this assertion, we define a mapping ψλ :T (Xλ)→Xλ, by putting
ψλ(ω)= ωλ(1). (3.52)
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Note that ωλ is a coordinate of ω and ωλ(1) ∈Xλ. It is readily seen that
ψλφλ = id. (3.53)
We will now prove that
φλψλ ' id. (3.54)
First note that
φλψλ(ω)= φλ
(
ωλ(1)
)= ζ = (ζν), ν 6 λ, (3.55)
where ζν(t) = pν0λωλ(1). Then consider the homotopy F :T (Xλ)× I → T (X), defined
by F(ω, s)= (ην), where ην :∆n→Xν0 is given by the formula
ην(t)= ωνλ((1− s)t, s), ν 6 λ. (3.56)
If t = (t0, . . . , tn) ∈∆n, s ∈ I and ν = (ν0, . . . , νn)6 λ, then(
(1− s)t, s)= ((1− s)t0, . . . , (1− s)tn, s) ∈∆n+1 (3.57)
and νλ= (ν0, . . . , νn,λ) is a multiindex of length n+1. Therefore, ωνλ maps∆n+1 to Xν0
and ην ∈ (Xν0)∆n .
Clearly, if 0< j 6 n, then ((1− s)dj t ′, s)= dj ((1− s)t ′, s), for t ′ ∈∆n−1. Therefore,
ην(dj t
′)= ωνλ
(
(1− s)dj t ′, s
)= ωdj (νλ)((1− s)t ′, s)= η(dj ν)λ(t ′), (3.58)
which is condition (3.2), for j > 0. For j = 0, the argument is similar.
ην(d0t
′)= ωνλ
(
(1− s)d0t ′, s
)= pν0ν1ωd0(νλ)((1− s)t ′, s)= pν0ν1ηd0ν(t ′). (3.59)
In the same way one verifies condition (3.3).
Finally, let us show that F connects id with φλψλ. For s = 0, (3.56) yields
ην(t)= ωνλ(t,0)= ωνλ(dn+1t)= ωdn+1(νλ)(t)= ων(t). (3.60)
For s = 1, one obtains
ην(t)= ωνλ(0, . . . ,0,1)= ωνλ
(
d0 · · ·d0d0(1)
)= ωd0···d0d0(νλ)(1)= · · ·
= pν0ν1 · · ·pνnλωλ(1)= pν0λωλ(1). 2 (3.61)
Remark 6. The mappings ψλ do not form a morphism of inv-Top. Indeed, for λ6 λ′ and
ω ∈ T (Xλ′), one has (ψλuλλ′(ω))ν = ωλ(1), while (pλλ′ψλ(ω))ν = pλλ′ωλ(1), ν 6 λ.
The following lemma is needed in the next section.
Lemma 3.13. For every mapping f :X→ Y , one has [τ(f )] = [TC(f )] in pi(pro-Top).
Proof. By the first part of Lemma 3.12, the coherent mapping piYCτ(f ) is homotopic
to the coherent mapping h :T (X)→ Y , given by the function f and by the mappings
hν :T (Xf (νn))×∆n→ Yν0 , ν 6 λ, where
hν(ω, t)= (piY )ν
(
τνn(ω), t
)= (τνn(ω))f (ν)(t)= fν0ωf (ν)(t). (3.62)
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By the second part of the same lemma, the coherent mapping C(f )piX is homotopic
to the coherent mapping k :T (X)→ Y , given by the function f and by the mappings
kν :T (Xf (νn))×∆n→ Yν0 , ν 6 λ, where
kν(ω, t)= fν0(piX)f (ν)(ω, t)= fν0ωf (ν)(t). (3.63)
Comparing (3.62) and (3.63), one concludes that
C(f )piX ' piYCτ(f ). (3.64)
On the other hand, by Lemma 3.11,
C(f )piX ' piYCTC(f ). (3.65)
Consequently,
piYCτ(f )' piYCTC(f ). (3.66)
Now the desired conclusion τ(f ) ' TC(f ) follows from the uniqueness part of
Lemma 3.11. 2
All results of this section, concerning the functors T and τ , have their analogues for
systems with a fixed index set Λ. In particular, T is a functor T : CH(Top,Λ)→ pi(TopΛ).
Here pi(TopΛ) is the category whose objects are systems indexed by Λ and the morphisms
are equivalence classes of level mappings f :X → Y , where f ' f ′, provided there
exists a level mapping F = (Fλ) :X × I → Y such that Fλ(x,0) = fλ(x), Fλ(x,1) =
f ′λ(x). Since piX are level coherent mappings, the morphisms [piX] define a natural
equivalence between the functorsCT , id : CH(Top,Λ)→ CH(Top,Λ). Since φX and τ(f )
are level mappings, whenever f is a level mapping, τ is a functor τ : TopΛ→ TopΛ and
the mappings φX :X→ T (X) are level homotopy equivalences, which define a natural
transformation between id on TopΛ and the functor τ .
4. The categories Ho(pro-Top) and CH(Top) are isomorphic
If A is a category (in a universe U ) and Σ is a class of morphisms of A, then (in a
higher universe V) there exists a category A′ =A(Σ−1), the localization of A at Σ , and
there exists a functor P = PΣ :A→A′, the localization functor. The objects ofA′ are the
objects of A and P on objects is the identity. Moreover, the following two conditions are
satisfied:
(i) For every morphism s ∈Σ , P(s) is an isomorphism;
(ii) If F :A→ B is a functor (B is from an arbitrary universe) such that F(s) is an
isomorphism whenever s ∈Σ , then there exists a unique functor F ′ :A′ → B such
that F = F ′P .
Clearly, A′ and P are unique up to isomorphism.
Consider the categoryA= pro-Top and the classΣ of level homotopy equivalences [f ].
Then, A′ = Ho(pro-Top) is the localization of pro-Top and P : pro-Top→ Ho(pro-Top) is
the localization functor. Also consider the coherence functor F =C : pro-Top→ CH(Top).
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By Theorem 1.2, C induces a functor C′ : Ho(pro-Top)→ CH(Top) such that C′P = C.
Note that C′ keeps the objects fixed, because C does so. A well-known fact from category
theory (see e.g., Proposition 3.4.3 of [4]) asserts that an equivalence of categories, which
is a bijection on objects is an isomorphism. Therefore, to prove Theorem 1.4 it suffices to
show that C′ is an equivalence of categories, i.e., there exist a functorG : CH(Top)→ pro-
Top and natural equivalences pi :GC′ → id and ρ :C′G→ id. In order to define G, we
need the following lemma.
Lemma 4.14. Let f ,f ′ :X→ Y be two mappings, which belong to the same class in
pi(pro-Top). Then P [f ] = P [f ′].
Proof. By assumption, there exists a homotopyF = (F,Fµ) :X×I→ Y , which connects
f = (f,fµ) to f ′ = (f ′, f ′µ) in pi(pro-Top). Consider the level mappings i0, i1 :X→X×
I , which consists of the standard inclusions i0λ, i1λ :Xλ→Xλ× I , where i0λ(x)= (x,0),
i1λ(x)= (x,1). Furthermore, let p :X × I →X be the level mapping, which consists of
the first projections pλ :Xλ× I→Xλ. Note that pi0 = id, pi1 = id and thus,
P [p]P [i0] = id, P [p]P [i1] = id. (4.1)
Since the mappings pλ are homotopy equivalences, [p] belongs to Σ . Consequently, the
morphismP [p] has an inverse in Ho(pro-Top). Applying (P [p])−1 to (4.1), one concludes
that
P [i0] = P [i1]. (4.2)
By the assumptions on F , one has (3.15), and thus, Fi0 is a shift of f by F . Therefore,
[F ][i0] = [Fi0] = [f ]. (4.3)
Applying P to (4.3), one concludes that
P [F ]P [i0] = P [f ]. (4.4)
Similarly, one concludes that
P [F ]P [i1] = P [f ′]. (4.5)
Formulae (4.2), (4.4) and (4.5) yield the desired conclusion P [f ] = P [f ′]. 2
Proof of Theorem 1.4. We define the functorG on objects by puttingG(X)= T (X). For
a morphism [f ] :X→ Y of PH(Top) consider the induced mapping T (f ) :T (X)→ T (Y )
and put G[f ] = PT (f ). If f ′ is another representative of [f ], then f and f ′ are
homotopic. Therefore, T (f ) and T (f ′) belong to the same class in Ho(pro-Top) and thus,
by Lemma 4.14, PT (f )= PT (f ′). Consequently, G is well defined. Since T and P are
functors, so is G.
Note that C′G[f ] = C′PT (f )= CT (f )= CT [f ]. Now Theorem 3.5 shows that piX
is a natural equivalence between the functors C′G and id on CH(Top,Λ), i.e., C′G≈ id.
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To complete the proof, it remains to show that also id≈GC′. First note that GC′(X)=
T (X). By Theorem 3.6, φX :X→ T (X) is a level homotopy equivalence, i.e., φX ∈ Σ .
Consequently, P(φX) :X→ T (X) is an isomorphism of Ho(pro-Top). We will show that
the isomorphisms P(φX) define a natural equivalence between the functors id and GC′.
To achieve this we need to show that, for every morphism α :X→ Y of Ho(pro-Top), one
has
GC′(α)P [φX] = P [φY ]α, (4.6)
i.e., the functors Ho(pro-Top)→Ho(pro-Top), given by the left and the right side of (4.6),
coincide. By the universal property of the functor P , it suffices to show that (4.6) holds for
every α of the form α = P [f ], where f :X→ Y is a mapping, i.e., it suffices to show that
GC′(P [f ])P [φX] = P [φY ]P [f ], (4.7)
for every mapping f :X→ Y .
Indeed, GC′P [f ] = GC[f ] = PTC(f ). However, by Lemma 3.13, TC(f ) and
τ(f ) are homotopic in Ho(pro-Top). Therefore, Lemma 4.14 implies that P [TC(f )] =
P [τ(f )]. We thus, have
GC′(P [f ])= P [τ(f )]. (4.8)
By Theorem 3.6, we know that φYf = τ(f )φX. Consequently,
P [φY ]P [f ] = P
[
τ(f )
]
P [φX] =GC′P [f ]P [φX], (4.9)
which is the desired relation (4.7). 2
Proof of Theorem 1.3. Like in the proof of Theorem 1.4, we define the functor
G : CH(Top,Λ)→Ho(TopΛ),
by putting G(X) = T (X), G[f ] = PT (f ). Note that T (f ) is a level mapping and
therefore, G[f ] belongs to Ho(TopΛ). Now [piX] is a natural equivalence between the
functors C′G and id on CH(Top,Λ). The mappings φX are level homotopy equivalence
and P(φX) are isomorphisms of Ho(TopΛ), which define a natural equivalence between
the functors id and GC′. 2
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