We count all latin cubes of order n ≤ 6 and latin hypercubes of order n ≤ 5 and dimension d ≤ 5. We classify these (hyper)cubes into isotopy classes and paratopy classes (main classes). For the same values of n and d we classify all d-ary quasigroups of order n into isomorphism classes and also count them according to the number of identity elements they possess (meaning we have counted the d-ary loops).
Basic definitions
Let [n] denote the set {1, 2, . . . , n} and let [n] d denote the cartesian product [n] × [n] × · · · × [n] of d copies of [n] . By a hypercube of order n and dimension d we mean a ddimensional array of n d cells where the cells are indexed by [n] d and each cell contains an element of [n] (which we will call a symbol ). Suppose that H is such a hypercube and c is any cell of H. A line through c is the set of n cells of H whose coordinates match those of c except possibly in the k-th coordinate (there is one line for each choice of k). A hyperplane through c is the set of n d−1 cells of H whose k-th coordinate matches that of c (there is one hyperplane for each choice of k). Any hyperplane in a d-dimensional hypercube can be considered to be a (d−1)-dimensional hypercube, simply by dropping the common coordinate. We use vector notation such as v for an element of [n] d . In a k → L(i 1 , . . . , i j−1 , k, i j+1 , . . . , i d ) for k ∈ [n].
If ρ j (1, 1, . . . , 1), L is the identity permutation for each j ∈ [d] then we say that L is reduced. We define R Some of the interest in latin hypercubes stems from coding theory, given that a hypercube L ∈ H d n is equivalent to a maximum distance separable (MDS) code over an alphabet of size n, with length d + 1 and minimum distance 2. See Laywine and Mullen [16] for a good introduction to this area.
Another source of interest in latin hypercubes is in non-associative algebra. A d-ary quasigroup of order n is a function Q : [n] d → [n] such that Q( u) = Q( v) whenever u and v differ in exactly one coordinate. Such a quasigroup is clearly equivalent to a latin hypercube L ∈ H d n where L( v) = Q( v). Moreover L is reduced if and only if 1 is an identity element in the corresponding quasigroup Q. (An identity element of Q is an x ∈ Q such that Q(y, x, x, . . . , x) = Q(x, y, x, . . . , x) = · · · = Q(x, x, . . . , x, y) = y for all y ∈ Q.) A quasigroup possessing an identity element is called a loop. One of the aims of this paper is to count d-ary quasigroups and d-ary loops of order n (up to isomorphism) for small d and n. We do this using the theory in Section 2 and the algorithm in Section 3. For d > 2 it transpires that identity elements in d-ary loops need not be unique. Hence, in Section 5 we examine constructions for loops with various numbers of identity elements.
A third source of applications for latin hypercubes is in the design of statistical experiments. In this field the phrases "latin cube" and "latin hypercube" are used for a broader class of objects than we are allowing in our definition. See [6] or [24] in this regard. The statistical definition of latin hypercube seems unnatural in other contexts since it does not have the property that each hyperplane is necessarily a latin hypercube of one lower dimension. The confusion arising from these different definitions is unfortunate, but we choose to follow, for example [4] and [15] in our use of "latin hypercube" and many papers (e.g. [8, 9, 14, 17, 22] ) in our use of "latin cube". The alternative terminology "permutation (hyper)cube" was advocated in [6] and used in [1, 3, 7, 11] . This terminology is better reserved for the higher dimensional analogues of permutation matrices (that is, multi-dimensional arrays with all entries 0 or 1 such that each line contains a unique 1). Interestingly, (d+1)-dimensional permutation hypercubes of order n are combinatorial objects essentially equivalent to d-dimensional latin hypercubes of order n (both objects described in our preferred terminology). This simple observation was made by Gupta [9] , who used the phrase "permutation cube" in our preferred sense.
In the cases d = 1, 2, 3 a latin hypercube of dimension d is a permutation, a latin square and a latin cube, respectively. Much of the theory of latin hypercubes is yet to be developed although some analogues of results for latin squares have been investigated for latin cubes and occasionally for hypercubes in general. Completion and embedding results have been obtained by Cruse [4] , Kochol [14] and Lindner [17] . Fu [8] considered the range of values possible for the number of common entries shared by distinct latin cubes (in other terminology, this equates to studying the possible sizes of trades in latin cubes). A number of authors have considered sets of k mutually orthogonal latin hypercubes. Here again several different definitions are possible; see [6] and [16] for further information and references. The notions of intercalates, transversals and prolongation were generalised by Heinrich [11] from latin squares to higher dimensions. The same generalisation of transversals was used in [15] but a different generalisation of transversals was given by Beljavskaja and Murathudjaev [3] . Finally, strongly diagonal latin squares (also called Knut Vik designs) and totally symmetric latin squares were generalised to higher dimensions by Alavi et al. [1] and Bailey et al. [2] respectively.
The usual notions of isotopism, paratopism and isomorphism generalise naturally from latin squares to higher dimension. Let S n be the symmetric group on [n] and let S c n denote the direct product of c copies of S n . Then the natural action of S A further group action on a hypercube is provided by permutation of the elements of tuples. In this action, a permutation τ ∈ S d+1 maps the tuple v 1 , v 2 , . . . , v d+1 onto the tuple v 1 , v 2 , . . . , v d+1 τ = w 1 , w 2 , . . . , w d+1 where
Here, and elsewhere, we use the superscript notation for the image of an object under a function; thus i τ means τ (i), and L τ is the image of L obtained by applying τ to each of its tuples. Such images are the conjugates (also called parastrophes) of L.
An arbitrary combination of a conjugacy and an isotopism is called a paratopism (or paratopy). The set of all paratopisms corresponds to the wreath product S n S d+1 in its natural action on [n] d+1 . The orbits of its action on the set of all hypercubes are called paratopy classes, main classes or species.
The stabilisers of a latin hypercube L under isotopism, paratopism and isomorphism are known respectively as the autotopism group, autoparatopism group and automorphism group of L. We use respectively Is(L), Par(L) and Aut(L) to denote these groups. For
One of the main objectives of this paper is enumeration of latin hypercubes and associated structures (such as d-ary quasigroups). The enumeration of latin squares has a lengthy and well known history for which we refer to the recent survey given in [18] . Considerably less work has been done for higher dimensions.
To count latin hypercubes it suffices to count reduced latin hypercubes and then apply the formula |H
One of the first works was by Gupta [9] who enumerated latin cubes by hand and obtained the incorrect value |R [22] and much later by Jia and Qin [13] , with both pairs of researchers attempting to count and classify latin cubes of orders 1 up to 5.
Mullen and Weber [22] reported the numbers of reduced latin cubes of orders 1 up to 5 to be 1, 1, 1, 64, 40246 and the numbers of isomorphism classes to be 1, 1, 1, 19, 1860. They did not establish the number of isotopism classes for order 5, but found the number for orders 1 to 4 respectively to be 1, 1, 1, 12. Zinoviev and Zinoviev [28] found that there are 5 paratopy classes of latin cubes of order 4. Our computations confirm the above numbers.
Apparently unaware of Mullen and Weber's work two decades earlier, Jia and Qin [13] attempted similar computations. They reported the same numbers of reduced latin cubes but gave the numbers of isotopism classes to be 1, 1, 1, 15, 479. These last two values are incorrect.
A patent application by Ito [12] included values of |R Table 1 ), and also with the values found by Potapov and Krotov [23] . Potapov and Krotov also proved that
Counting equivalence classes
The numbers of isotopy and paratopy classes of latin hypercubes are related to the total number of latin hypercubes via the sizes of the autotopism and autoparatopism groups, as in the following lemma whose proof is elementary.
|Par(L)| reduced latin hypercubes, and
In the case of isomorphism classes, the natural setting is that of quasigroups and loops. The procedure for counting isomorphism classes of ordinary quasigroups given in [18, Theorem 4] applies equally well to the d-ary case, and the same proof applies with obvious adaptions, so we state our first theorem without proof.
Let I 
Theorem 1. The number of isomorphism classes of d-ary quasigroups of order n is
As pointed out by a referee, some of these results are true in a more general setting. For some set X, let F d n (X) be the class of all functions from [n] d+1 to X. A latin hypercube is such a function for X = {0, 1}, namely the characteristic function of the set of (d+1)-tuples it comprises. Isotopy, paratopy and isomorphism are defined for F d n (X) by permutations of the domain [n] d+1 in the same way as for latin hypercubes. We then have, with essentially the same proofs, that Lemma 1(a), (c) and Theorem 1 are true for any subclass of F d n (X) which is closed under paratopy. While counting d-ary quasigroups required no new theory, it turns out that counting d-ary loops is less straightforward. The "obvious" extension of [18, Theorem 5 ] to the d-ary case does not work, primarily due to the possibility that loops have more than one identity element (see Section 5 for examples). Therefore, we need to develop a more complicated approach.
We say that two cells u and
. If x, y are both identity elements of a d-ary loop then (x, x, . . . , x) is line equivalent to (y, y, . . . , y).
to be the conjugate of L obtained by exchanging the i-th and (d+1)-th elements of tuples. This includes the case
to be a set of cells that includes exactly one cell from each line-equivalence class of cells of L.
for each j, and 1 is the identity of S n . Then the number of isomorphism classes of d-ary loops of order n is
Proof. Let L n , such that M g = M . We start by seeking the number of such pairs where M is in the isotopy class of some fixed L ∈ H d n . This isotopy class consists of all L σ for σ ∈ S d+1 n , with the caveat that each hypercube appears for exactly |Is(L)| values of σ. Leaving that factor for later, we need to find the number of pairs (σ, g) for σ ∈ S d+1 n and g ∈ ∆ d+1 n , such that L σ is a loop and L σg = L σ . The last condition is equivalent to σgσ −1 ∈ Is(L). Writing h for σgσ −1 , our problem reduces to counting all pairs (σ, h) for σ ∈ S d+1 n and h ∈ Is(L) such that (a) L σ is a loop, and
n . We proceed by parameterizing those σ satisfying (a). This is analogous to reducing a latin square, except that we do not require an identity element in the first position, and, indeed, we must remember that there can be more than one identity element.
• Choose a cell v and a permutation δ ∈ S n .
• Permute rows, columns, etc., so that the lines through cell v are all the identity permutation.
• Apply δ ∈ S n to each of the d + 1 components. The resulting loop has L( v) δ as an identity element. Symbolically, we have
It is easy to see that every σ satisfying (a) has this form. However, this parameterisation has redundancies: σ( u, δ ) = σ( v, δ) if and only if u is line-equivalent to v and δ = δ. Finally, for each σ = σ( v, δ), we need to know how many h ∈ Is(L) satisfy (b). This does not depend on δ since
n . We can now derive the first expression in (2) . For each L ∈ I d n , the number of pairs (σ, h) satisfying (a) and (b) can be found by testing, for one v from each line-equivalence class of cell, whether σ( v, 1) satisfies (b). For each of those that pass the test, we have n! choices of δ. Then we divide by |Is(L)| to account for the number of times each hypercube appears as L σ and by |∆ d+1 n | = n! as required by the Burnside-Frobenius Lemma. The summand of the outside summation in the first half of (2) is not invariant under conjugacy, so converting to a sum over paratopy classes is not just a matter of applying some factors. However, the summand is invariant under conjugacies that leave the (d+1)-th position fixed. Therefore, we get all the information we need from the conju-
. Each of these represents d! |Is(L)|/|Par(L)| isotopy classes, so the second half of (2) is obtained.
In Table 1 we give the results of our enumeration of latin hypercubes, classified according to various notions of equivalence. A more detailed count of hypercubes, classified according to group sizes, is presented in the appendix. A representative of each of the paratopy classes covered by Table 1 can be found in [21] . In Table 2 we give the results of our enumeration of loops (up to isomorphism) according to the number of identity elements they have. In Section 5 we consider further the question of how many identity elements a loop can have. To save space, we have omitted a number of known values for d = 2 and n ∈ {9, 10, 11}, see [18, 20] .
Construction method
To reduce the probability of error, all the computations were carried out independently by the two authors using slightly different algorithms. We now describe the first algorithm used.
Let
Next we define an ordering on latin hypercubes. The hypercube L can be specified by Table 1 : Number of reduced latin hypercubes, isotopy classes of latin hypercubes, paratopy classes of latin hypercubes and isomorphism classes of quasigroups for small orders n and dimensions d.
listing the symbols in each of the n d cells in a particular order:
L(1, n, n, . . . , n), L(2, n, n, . . . , n), . . . , L(n, n, n, . . . , n) .
The order of the cells (earlier indices varying faster) is important for what follows. We
for every L in the paratopy class of L. In each case, 
Number of identity elements
The aim of the computation was to find all paratopy-minimal hypercubes L ∈ H d n . As permitted by Lemma 2(iv), we took the paratopy-minimal hypercubes in
Then we extended L (1) to L in all possible ways such that L was reduced. Finally, we rejected L if it was not paratopy-minimal.
To check that L is paratopy-minimal, we verified that Σ(L) ≤ Σ(L γ ) for each of the n d−1 (d+1)! n! paratopisms γ that take L to a reduced hypercube. These paratopisms have the form γ = γ( v, δ, L) = σ( v, δ)τ , where τ is one of the (d+1)! conjugacies, and σ( v, δ) is defined as in (3) with δ ∈ S n such that L( v) δ = 1. In this case, the redundancy issue noted just after (3) does not occur: all these n d−1 (d+1)! n! paratopisms are different. To see this, note that the condition L( v) δ = 1 implies that σ( v, δ) maps position v onto position (1, 1, . . . , 1) . If γ = γ( v, δ, L) was found such that Σ(L γ ) < Σ(L), thereby rejecting L as not paratopy-minimal, the next candidate hypercube L was first tested with γ( v, δ, L ). This often rejected L as well, giving a useful speedup.
If the minimality test for L was passed, we had also found the autoparatopism group: Par(L) consists of those γ for which Σ(L γ ) = Σ(L). The second algorithm used to count |H d n | was similar to the first in that it generated a catalogue of paratopy class representatives by extending all paratopy class representatives from H d−1 n in all ways that produced a reduced hypercube. However, the isomorphism testing was different. The reduced hypercubes were canonically labelled using nauty [19] in much the same way as latin squares were treated in [18] . Any hypercube was rejected if its canonical labelling was identical to that of a previously constructed hypercube. The autoparatopism group of each hypercube was calculated by nauty while finding the canonical labelling.
It is clear that both these generation methods are quite crude, but the use of more sophisticated techniques, such as applying a minimality test after each hyperplane is added, would not help very much with these small values of n and d. In particular, we do not think they would improve the efficiency enough to make hypercubes with higher order and/or dimension enumerable with present computing power.
Number of quasigroups of order 3
In this section we count the d-ary quasigroups of order n = 3, for arbitrary d. Before developing that result we need to introduce a notion of linearity. We say that
We say that a quasigroup/loop is linear if its corresponding hypercube is linear. For (4) to define a latin hypercube it is necessary and sufficient that each c i should be relatively prime to n. Let φ denote Euler's phi function. It follows that there are exactly n(φ(n)) d linear hypercubes in H d n , since we have n choices for s and φ(n) choices for each c i .
For n ≤ 3 and arbitrary d it is easy to prove by induction on d that every hypercube in H d n is linear. This conclusion also follows from the values of |H d n | as given, for example, by Finizio and Lewis [7] or Laywine and Mullen [16, p.224] .
In our next theorem we will use the fact that each of the 2 d 3 hypercubes in H d 3 is linear to count the d-ary quasigroups of order 3. Our result is phrased in terms of the Jacobsthal sequence, which is defined by a n = 1 3 (2 n + (−1) n+1 ), or alternatively by the recurrence a n = a n−1 + 2a n−2 with a 1 = a 2 = 1.
This is sequence A001045 in Sloane's On-Line Encyclopedia of Integer Sequences [25] , which lists many combinatorial objects counted by the sequence. Here we extend that list.
3,g be the set of d-ary quasigroups of order 3 with an automorphism group of order g. Then |Q
Proof. First note that the result for |Q Specifically, for i ∈ {1, 2, 3} define u i by i, i, i, . . . , i, u i ∈ H. Since H must be linear, we find that u 2 −u 1 ≡ u 3 −u 2 ≡ u 1 −u 3 (mod 3).
We now argue that u k = k if and only if H possesses an automorphism τ fixing k and swapping the other two elements of {1, 2, 3}.
Certainly if H has such an automorphism then it maps k, k, . . . , k, u k to k, k, . . . , k, τ (u k ) , from which we infer that u k = k, the only fixed point of τ .
So assume that u k = k and define τ :
. Note that τ fixes k and swaps the elements of [3] \ {k}. Since H is linear we can assume the existence of s, c i satisfying (4) . Given that u k = k, this implies that k = s + k c i . Now if we apply the isomorphism τ to a general element x 1 , x 2 , . . . , x d , s + c i x i of H, it maps that element to
where all coordinates should be calculated mod 3. However, this is an element of H since
We conclude that τ is indeed an automorphism, as we contended.
At this point we separate into three cases. Define
By the definition of α there exists a unique k ∈ {1, 2, 3} such that u k = k. This means Aut(H) contains a unique transposition and hence | Aut(H)| = 2.
Case 2: α = 1 and there exists k ∈ {1, 2, 3} such that u k = k.
Since α = 1 we know u k = k for all k ∈ {1, 2, 3}. This means Aut(H) contains three transpositions and hence | Aut(H)| = 6.
Case 3: α = 1 and there does not exist k ∈ {1, 2, 3} such that u k = k.
In this case Aut(H) contains no transpositions. However, by applying the permutation π : u k → k to the symbols of H we obtain a hypercube H to which case 2 applies. That means that π is an automorphism of H , and hence also of H. We deduce that | Aut(H)| = 3.
Moreover there must be exactly twice as many hypercubes in case 3 as there are in case 2. Any example from case 2 can be turned into an example from case 3 by applying either (123) or (321) to its symbols. Exactly one of these permutations will map an example from case 3 to one from case 2. It follows that |H 
and hence
The theorem now follows from (5) by induction on d.
Number of identity elements
It is well known that a binary quasigroup can have at most one identity element but that d-ary quasigroups for d > 2 can have multiple identity elements. In this section we investigate constructions which produce quasigroups with a specific number of identity elements.
It is beyond the scope of this paper to provide a complete answer to the question of for which n, d and i there exists a quasigroup in Q d n with exactly i identity elements. We set the more modest goal of, at a minimum, constructing at least one quasigroup in all cases for which Table 2 claims existence. Our methods and results represent a step toward an eventual solution of the more general question. We begin with some notation that will be used throughout this section.
Suppose A ∈ Q α n and B ∈ Q β n . We define a new quasigroup in Q α+β−1 n , which we call the composition of A and B and write as A B, by   (A B)(x 1 , . . . , x α+β−1 ) = A B(x 1 , . . . , x β ), x β+1 , . . . , x α+β−1 .
Also, for any quasigroup
A for c > 1. In particular, if Z n denotes the quasigroup in Q 2 n defined by
c is the quasigroup in Q c+1 n which is evaluated simply by adding coordinates modulo n.
The next lemma makes some observations about the number of identity elements in compositions. The (entirely elementary) proof will be omitted. In part 3, the meaning of total loop is a loop in which every element is an identity element.
Lemma 3.
has gcd(n, c) identity elements.
2. If x is an identity element in both A and B then x is an identity element in A B.
The converse is false, as can easily be seen by considering observation 1.
3. Suppose A is a total loop. Then x is an identity element in A B if and only if x is an identity element in B.
The following result proves, among other things, existence of total loops in many cases.
Theorem 4. Suppose that n, d, i are positive integers satisfying
• n ∈ {3, 7},
Then there exists a loop in Q d n with exactly i identity elements.
Proof. For any odd d > 1 and any n ∈ {3, 7} Teirlinck [26] showed the existence in Q d n of a 2-idempotent quasigroup, namely a quasigroup in which each subset of cardinality 1 or 2 is a subquasigroup. It is easy to see that every 2-idempotent quasigroup is a total loop, proving the case i = n.
Suppose i ≡ n (mod 2). In a 2-idempotent quasigroup, we can replace each of the subquasigroups on the pairs {i + 1, i + 2}, {i + 3, i + 4}, . . . , {n − 1, n} by the other possible subquasigroup on the same two elements. Doing so results in a new quasigroup in which none of i + 1, . . . , n is an identity element. However, no tuple containing any element less than i + 1 has been altered, so the elements 1, . . . , i are all still identity elements.
It remains to show the i = 2 case. Again we start with a 2-idempotent quasigroup. Suppose after replacing the subquasigroup on the elements {1, 2} by the other possible subquasigroup on those elements, we arrive at a quasigroup Q. Now define Q by
Then Q will be a quasigroup in which 1 and 2 are identity elements. However, if x ∈ {1, 2} then Q (1, x, x, . . . , x) = 2 so x is not an identity element.
Teirlinck left open the case of existence when n = 7, but it is easy to check by computer that no total loop (and hence no 2-idempotent quasigroup) exists in Q It is easy to check that (Z 7 ) 3 S is a total loop in Q 6 7 . By composing this total loop with itself we can then produce total loops in Q Proof. We first show that for n = 7 we can choose D = 25. For arbitrary positive integers k, c we have shown above the existence of a total loop T ∈ Q 5k+1 7 and also noted in Lemma 3 that (Z 7 )
7c is a total loop in Q 7c+1 7
. Forming T (Z 7 ) 7c then produces a total loop in Q 7c+5k+1 7
. Every integer exceeding 24 can be written in the form 7c + 5k + 1 for non-negative integers c, k (see, for example, Theorem 3.15.1 in [27] ).
The argument for odd n ∈ {3, 7} is similar, but we use a total loop T ∈ Q 2k+1 n instead (whose existence is guaranteed by Theorem 4). Using T (Z n ) nc gives a total loop in Q nc+2k+1 n . Since n is odd, every integer exceeding n − 1 can be written in the form nc + 2k + 1 for non-negative integers c, k. Thus we may take D = n.
Next we consider quasigroups in which there is (only) one element which is not an identity element. It seems plausible, given the data from Table 2 , that the following is the only general restriction on how many identity elements there can be in a ternary quasigroup.
Lemma 4. A 3-ary quasigroup of order n cannot have exactly n − 1 identity elements.
Proof. Let Q be a 3-ary quasigroup of order n on the symbols [n] in which every x ∈ [n] \ {u} is an identity element. Take an arbitrary v ∈ [n] \ {u}. Then there exists x ∈ [n] such that v, x, u, v ∈ Q. If x = u this contradicts the fact that v, x, x, v ∈ Q since x is an identity element. We conclude that v, u, u, v ∈ Q, and a similar argument shows that u, v, u, v ∈ Q and u, u, v, v ∈ Q. Finally, there is some x ∈ [n] such that x, u, u, u ∈ Q. If x = u this contradicts x, u, u, x ∈ Q, so we must have u, u, u, u ∈ Q. We have shown that u is an identity element, so if Q has at least n − 1 identity elements then it must have n identity elements.
The data in Table 2 is consistent with a generalisation of Lemma 4 to some higher dimensions. However, no such generalisation is possible.
Lemma 5. For every d > 3 there exists an n and a Q ∈ Q d n such that Q has exactly n − 1 identity elements.
Proof. We first show that 5-ary quasigroups can have exactly n − 1 identity elements. Let Our next result shows among other things that the n = 2 examples used to prove Lemma 5 are the only linear examples of order n quasigroups with n−1 identity elements.
Lemma 6. The number of identity elements in a linear d-ary loop of order n divides n.
Proof. Suppose L is a linear d-ary loop of order n, defined by (4) . Since L is a loop it possesses at least one identity element, say ι. Then y, ι, ι, . . . , ι, y ∈ L for all y ∈ [n] which implies that
As (6) must hold for all y we conclude that c 1 = 1. A similar argument shows that c j = 1 for all j ∈ [d]. Hence (6) reduces to s + (d − 1)ι ≡ 0 (mod n). This recurrence either has no solution for ι (impossible since we know L has an identity element), or its number of solutions is a divisor of n. It is obvious that each solution will yield a (different) identity element.
Having considered loops with a high number of identity elements, we turn briefly to the other end of the spectrum. It is a trivial matter for any n ≥ 3 and d ≥ 2 to create a linear quasigroup with no identity elements. For example, take c i = −1 for all i in (4), and consider the proof of Lemma 6 above. Building quasigroups with a unique identity element is also easy. Suppose n is even and n > 2. Let Z n = Z (τ,τ,τ ) n be the binary quasigroup isomorphic to Z n by applying the transposition τ = (1 n 2 ) uniformly to the triples. Now consider Q = Z n Z n . The element n is an identity element of Z n , Z n and hence also of Q, by Lemma 3. For x ∈ { n 2 , n}, we have Q(x, n, x) ≡ Z n (x, n) + x ≡ 2x ≡ n (mod n), so x is not an identity element. Moreover,
is not an identity element either, since Q(
We have thus shown the theorem for d ≤ 3. From these base cases the theorem now follows for d > 3 and n = 7 by composition with a total loop whose existence is guaranteed by Theorem 4. For n = 7, we use the base cases (Z 7 )
c for c ∈ [6] , each of which has a unique identity element, by Lemma 3. By composing these with the total loops from Q 5k+1 7
, we generate all the required examples for n = 7.
We now describe examples of quasigroups with each of the possible number of identity elements shown in Table 2. If n ≤ 3 then part 1 of Lemma 3 provides the examples we need. So we can assume henceforth that n ∈ {4, 5, 6}. In particular this means there exists a total loop in Q Then the quasigroup Q(x 1 , x 2 , x 3 , x 4 ) = Q c Q a (x 1 , x 2 ), Q b (x 3 , x 4 ) , has 2 identity elements, as required.
By composition with a total loop we will obtain all required examples for d = 5 as soon as we find the examples for d = 3. Moreover, most of the examples needed for d = 3 can be found by applying Theorem 4 and Theorem 6. Only one case remains, namely we need an example in Q For each i ∈ {0, 1, 2, 3, 4, 6}, the quasigroup Q i Q 0 has exactly i identity elements.
Incompletable latin cuboids
A natural method of building latin hypercubes is to add hyperplanes one at a time, as we did in Section 3. We call the intermediate objects thereby created latin hypercuboids. In the three-dimensional case, Kochol [14] used the name "latin parallelepipeds".
There is celebrated result due to Marshall Hall [10] that every latin rectangle is completable to a latin square. However, the equivalent statement is not true in higher dimensions. Kochol [14] proved that for any k and n satisfying 1 2 n < k ≤ n − 2 there is an n × n × k latin cuboid which cannot be completed to an n × n × n latin cube. Although he did not say so, it is simple to use such examples to create non-completable n × n × · · · × n × k latin hypercuboids in higher dimensions.
It is an open question how "thin" an non-completable latin hypercuboid can be. In acknowledging that his theorem is not best possible, Kochol [14] alluded to an example of an non-completable 5 × 5 × 2 latin cuboid, although it seems this example might have never been published. Below we give examples of non-completable 5 × 5 × 2, 6 × 6 × 2, 7 × 7 × 3 and 8 × 8 × 4 latin cuboids. In the latter two cases it remains open whether there are thinner examples. The 5 × 5 × 2 cubiod cannot be extended even to 3 layers, while the other examples can be extended to n × n × (n−2) latin cuboids, but no further.
d n I
