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O grande impulso no estudo de séries temporais deu-se euendalmente a partir dos anos 70, com os 
trabalhos de Box &. Jenkins (1970), Óptica "clássica" e, quue simultâneamente, s~e em 1971 a Óptica 
" bayuiana " do! modelos de previsão proposta por Harrison &. Stevens. 
São fundamentalmente dois os motivos que conduzem â modelacão de uma sucessão cronológica. O 
primeiro é a necessidade de obter um proceuo descritivo do fenómeno em tennos das suas componentes 
de interesse e o tegundo tem a ver com o aspecto da predição de observas:ões futuras. Em geral, o 
modelo que é usado para descrever e explicar o fenómeno é também utilizado para previsão. 
Ü! modelos tradicionais de Box e Jenkins (1970/76) são baseados na teoria dos proceuos 
estocásticos estacionários e são representados por um modelo misto autoregressivo e de médias móveis 
(ARMA). Uma classe mais vasta de modelos capazes de descrever comportamentos não estacionários 
pode ser obtida, admitindo que uma sucessão pode ser constituida por um processo ARMA após 
diferencia~ão. Tal classe conduz à definição dos modelos integrados autoreuessivos e de médias móv eis 
(ARIMA). 
Muito poucas séries económicas ou sociais são estacionárias e é por vezes difÍcil torná - las 
estacion.irias. Em particular a diferenci3\ã.o da série pode causar problema.! de interpretafãO da 
utrutura ARIMA identificada. 
Problemas de identificafão e interpretação, assim como a restrição de parâmetro' con8tante8 nos 
modelos A RIMA motivaram a procura de metodologias alternativas. 
Uma claS8e de modelos paramétrico' para previsão de sucessões cronológicas foi proposta 
recentemente sob a designa~ão de " Modelos Ertruturai.t" (Harvey (1981), (1984), (1989); Harvey e 
Todd( 1983)). Seguindo os trabalhos pioneiro8 de Engle (1978) e Nerlove e ai (1979) . Estes modelos 
con8istem essencialmente em impor uma estrutura particular às componentu não ob8ervávei8 da 
tradicional decomposifãO de uma suceuã.o : tendencia , sazona.J..idade , ciclo e componente aleatória 
( perturbação ou rui do). 
O objectivo deste trabalho é o de introduzir, de uma maneira simples e tão clara quanto possivel 
os desenvolvimentos teóricos fundamentais relativos aos modelos estruturais na Óptica da sua aplicação 
à previsão econométrica. 
O tema é novo e bastante vasto pelo que os problemas a estudar foram prévia.mente delimitados. 
Optou-se por centrar a aten~ã.o essencialment.e nos modelos lineares gaussianos e na aplica~ão do filtro 
de Kalman , a esses modelos, considerandO-se as duas abordag:ens , " clássica " de Harvey e " bayesiana" 
de Harrison e Stevens. 
O filtro de Kalman é um algoritmo recursivo de est.imação, que se pode aplicar a qualquer 
modelo, desde que este se apresente sob a forma de espaço de estados. A formulação de um mod~lo em 
espaço de estados consiste num conjunto de duas equações, uma designada equação das observações que 
descreve o processo gerador das observações em função de um conjunto de variáveis, chamadas variáveL!! 
de estado , outra chamada equa.cão de evolução ou tran.!ição que descreve o modo como as variáveis de 
estado evoluem no tempo. 
Pressupõe-se que o leitor está familiarizado com a teoria estatÍstica bem como com os princÍpios 
bá:Jicos relativos aos modelos de previsão. Alguns conhecimentos sobre os modelos ARIMA de Box-
Jenkins ajudarão a compreender a amplitude dos modelos estruturais, bem como o papel unificador do 
filtro de Ka.lman dos vários processos estatisticos de previsão . 
Dividiu-se est e trabalho em duas partes. Uma primeira parte - Abordagem Clássica , e uma 
segunda parte - Abordagem Bayesiana. A primeira parte contém 1 capÍtulos . Porém os capÍtulos 2 e 3 
da primeira parte, que introduzem os modelos estruturais bem como a sua fonnula~ão em " espaço de 
estados " 1 constituem ponto de partida para ambas as abordagens. A representação de modelos em 
espa~o de estados, constitui o aspecto fundamental para o tratamento dos modelos estruturais para 
sucessões cronológicas, incorporando o vector de estado as várias componentes , não-observáveis da 
série, tals como tendência, sazonalidade, ciclos e componente irregular. No capÍtulo 4 apresentam-se os 
aspectos fundamentais relativos à filtra-tem de Kal..man . Tratando nos capÍtulo, 5 e 6 O-' problema:~ 
relativos à estima~ão dos parâmetros do modelo, sendo abordadas as duas metodologia:~ - estimação no 
domÍnio do tempo e estimação no domÍnio da frequência. No último capÍtulo da primeira parte, capitulo 
1, considera - se a possibilidade de tornar os modelos estruturais mais completos através da introdução 
de variáveis explicativas e de intervenção permitindo assim 1 uma melhor explicação do fenómeno a 
estudar bem como melhorar a qualidade das prev isões obtidas. 
A segunda parte consta de três capÍtulos. No capÍtulo 8 faz-se uma introdução genérica aos 
princÍpios básico' da inferência Bayesiana. No capÍtulo 9 mostra-se como esses princÍpios podem ser 
aplicados ao caso particular dos modelos estrutura.is 1 focando em particular os problemas da estimação 
sequencial da variância das observacões e da variância das perturbações na equação de evolução via 
fa.ct.ores de desconto. No capÍtulo 10 abordam-se os aspectos do controlo dos modelos lineares dinâ-
micos , via factor de Bayes , e ainda os problemas da deteccão de observações erráticas ( " outliers") e de 
alteração de estrutura. 
Nas conclusões tecem-se algumas comparações entre as duas abordagea s e apontam-se alguns 
aspectos importantes , relacionados com o tema e que não foram considerados neste trabalho. 
PRIMEIRA PARTE 
MODELOS ESTRUTURAIS - Abordagem Clássica. 






Os processos mistos iutegrados autoregress-ivos e de médias moveis (ARIMA) introduzido! por Box e 
Jenkins (1976} constituem uma larga classe de modelos de previsão para séries cronológicas univariadas. 
Na teoria tradicional de Box e Jenkins, o cronogra.ma da série, as funções de autocorrelação (FAC) e 
autocorrelação parcial (F ACP) desempenham um papel fundamental para a especificação do modelo ade-
quado ao estudo da série. Contudo aqueles elementos são por vezes pouco informativos, especialmente 
quando se t rata de pequenas amostr.u, além de que certas dificuldades de interpretação podem mrgi.r 
devido à necceuidade de diferenciação da série, o que por vezes pode conduzir à especificação de 
modelos inapropriados. O problema da interpretação rea.1 da estrutura ARlM.A identificada para urna 
série, assim como a re.ttrição de parâmetros constantes, motivaram a procura de metodologias 
alternativas que melhor descrevessem o dinamismo do sistema gerador da série. Um processo alternativo 
consiste em formub.r modelos directamente em termos das suas componentes tradicionais, não -
observáveis, d<: tendência, sazonalidade, ciclo e componente irregular que têm uma interpretação directa 
e implicam uma estratégia mais formal de selecção e formulação dos modelos. Esta nova metodologia 
devida essencialmente a A. Harvey da London School of Econom.ics, inclui a nova classe de modelos 
chamados Modelos Estruturais. 
Nos trabalhos de Ne rlove e a.1 (1979) cada uma das componentes da série são modelizadas a partir 
de processos ARIM.A. 
O grande desenvolvimento nos anos 80 dos Modelos Estruturais dá-se sobretudo de\• ido á 
"descoberta" pelo$ estatisticos do algoritmo de Kal.mau [Kalman (1960)] até aqui usado 
fundamentalmente em Engenharia de Controlo 
A aplicação do Filtro de Kalman a modelos estruturais faz uso da sua representação em esp~o de 
estados ou modelos Lineares dinâmicos (MLD) . 
Dois prindp ios fundamentais contribuem para a gnnde flexibilidade dos Modelos Estruturais, os 
prindpios da "decomposição " e da " sobreposição ". É bem conhecido que uma combinação linear de 
modelos lineares ainda é um modelo linear. Este principio da "sobreposiyão" estende-se pois no sentido 
de que uma combinayão linear de modelos lineares dinâ.m..icos ainda é um modelo line.v d.inâ.m..ico. 
Neste capÍtulo apresemar-se-ão as diferentes formas de modelização de cada uma dM componentes 
dos modelos estruturais, apresentando-se nos capÍtulos 3 e 4 os aspec tos fundamentais referentes à 
representação de modelos sob a fo rma de espaço de estados e ao Filtro de Kalman 
2.2 Modelo Estrutural Geral ( MEG ). 
O modelo est.rut.uraJ geral ( MEG) é directamente fonnulado para uma série cronológica uni variada (y1), 
como uma soma de quatro componentes ; tendência (p,), sazonalidade (-y1), dctica (rp1) e componente 
aleatória (t,), t.ambém designada por ruido ou pert.urba.s:ã.o da& observações. Sendo est.as componentes 
não- observáveis. 
( MEG ) y1= 1; + -y1 + <p1 + ~ ; t=l ,2, ... ,T (2. 1) 
Esta equação é designada por equação das medidas ou equação das observações. 
Para a componente aleatória admite-se que se comporta como um "ruído branco" Gaussiano ou 
. E [ ] _ {o se t ;t s 
1 ~ "• - 0~ se t = s t,s = 1,2, ... 
Se na série cronológica a componente ddica (rp1) não se encontra presente obtem-se o modelo 
e't.rutural básico {MEB) assim designado por Harvey &. Todd ( 1983) . 
(MEB) y1 = ~ I 'Yt t- Cs ; t :::::l,2, .. . ,T (2.2) 
2.3 Componente de Tendência(,) 
Para o processo estocástico (p,) , representando o nivel da série temporal y1 sob estudo, podemos 
admitir uma evolução localmente linear, 
onde: 
{j1 e· o decli ve da tendência no instante t . 
t~ e 61 são perturbações aleatórias gauuianas independentes uma da outra e ao longo do 
tempo, de média nula e variã.ndas u; e 0: , i.e., 
(2 .3) 
(2 .< ) 




As equilÇÕes (2.3) e (2.4) constituem a formuJaçã.o para a tendência, conhecida por Modelo de 
Crescimento Linear devida a Harri:ton & Stevens (1976). 
Se assumirmos o declive nulo o modelo acima para a tendência passa a ser descrito pela única 
equação dinâmica : 
(2.5) 
A equação (2.5) traduz a formulação mais simples para a tendência ( localmente constante), 
conhecida por pa.sseio aleatório ou modelo estacionário, também de acordo com Harrison &: Stevens 
(1976). 
Admitindo apenas a presença da componente de tendência na série, a equação da' observações 
(2.1) reduz.se a 
(2.6) 
onde l1 tem as propriedades atràs descritas. 
Co nsiderando o modelo estacionário para a tendência (2.5) e a equação das observações (2.6) 
podemos tscrever 
t::.,~ = 1-',- ~-1 = u, 
óy, = u, + Ó.t:l (2 .7) 
sendo ó. o operador de primeiras diferenças, relacionado com o operador de atraso " L" por 
ó. = 1- L e e 1 o erro de previsão. 
A expressão (2 .7) pode obter-se usando o método de ali11amento exponencial para estimar a 
tendência. Assim, designando por {1, essa estimativa, teremos : 
(2.8) 
onde a é a coruta.nt.e de alisamento. 
Para este modelo a previ:~ão a um passo é dada por j 1(1) = P, para todo t , logo j ~,.. 1 (1) = ~ 1 , don-
de o erro de previsão e1 = y1 - j ~,.. 1 = y1 - i;_1 ou seja, tem-se P,_ 1 = y1 - e1 , pe lo que (2.8) pode 
e portanto 
Auim, se os {e,} forem " roido branco", o modelo estacionário , apesar de bastante simples, 
equivalente a um ARIMA (0,1,1). 
Para o modelo de crescimento lineM usando o operador ó podem os escreve r: 
6 ~ :;:; {3\-l + u, 
6 !3, :;::: l\ 
consequentemente : 
Aplicando segundas diferenças a (2 .6) e substit uindo estes res ultados vem: 
ou equival en temente : 
(2.9) 
o que nos permite concluir que y1 e 'um AJliMA (0, 2,2 ) , desde que os erros se comportem como um 
" ruido branco". 
A expressão (2.9) pode obt.er-se usando o método de Holt. para estimar o nÍvel ou tendência, 11, , e 
o seu declive, {J1. O mét.odo de Holt. usa o principio da ponderação, e faz uso de duas connantes de 
alisament.o, uma para a Lendéncia e outra para o seu declive. As equa~ões que definem as enimat.ivas da 
t.endência, declive e previs.io são, respect.ivamente: 
ji1 = ay1 +(1- a){{t1_ 1 +~1. 1 ), O<a<l 
~. = b (;<. ;,._,) + (1- b) il,_, o < b < 1 




Em função do erro de previsão e1 = y1 - jt.- 1(1) = y1 - f't...t - ~t.- l podemos reescrever (2.10) e 
(2. 11) como se segue: 
jJ, = jJ._, +~~- I + a e, 
~1 = ~~-I + a b e1 
Da expressão de e1 retir&-se 
Yt = iJ.1• 1 +~~-I+ e, 
y,_J=il.-2 + ~~-2 +e,_ I 
SubLraindo (2.16) de (2. 15) e usando (2.13) e (2.14) 
Y1- Yt- 1 = ftt_J- ~-2 + ~t-1- ~1-2 +e,- e,., 
=/31• 1 + a.e1• 1 + e1 -e1_1 
= }3,_ 2 +a b e1_1 + a e 1_1 + e1 -e1_ 1 
= y1_1 - ~.2 - e 1• 1 +a b e1_1 + ll e1_1 + e1_1- e1_1 
Escrevendo ( 2.16) para t = t - 2 vem : 








i~-2 - jJ,_3 - ~~.3 = a e1_2 , substituindo em (2.19) vem 
y1 - 2 y1_1 + h:l = e1 - ( 2 - a - a b) e1_1 - (a - I) e1_2 
como se pretendia provar. 
2.4 Componente Sazonal(, ,) . 
A sazonalidade pode ser introduzida de diversas maneiras, sendo uma alternativa passivei a apresent.ada 
por Harvey (1984a,appendix B) onde admite que os efeitos sazonai! podem variar a.o longo do tempo , 
considerando como processo gerador da componente sazonal , "Yt , o seguinte : 
,.[ 
,., =- j~l i',.j+(.), ; t= t ,2, ... ,T (2.20) 
onde 
é o número de per:iodos no ano (s = 12 séries memais, s = 4 trime.nrais,etc) 
'Yt-j é o facto r sazonal correspondente ao instante "t- j" U = 0,1, ... , s-l) 
w1 e' o termo perturbafão ou ruldo associado à sazonalidade no instante t. 
Admite-se que : 
Esta modelização não implica que a ~orna dos factores sazonais, -y1 , para 8 perÍodos cousecutivos, 
seja zero . No entant o esta situação está garantida em Lermos do valor esperado da soma desses mesmos 
facto res. 
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Escrevendo a expressão ( 2.20) em t.ennos do operador de atnuo , " L ", vem : 
(I+ L+ ... + L'- 1) 'Yt = S(L) 'Y, = w1 ; t=l,2, .... T (2.21) 
visto que : 
6 , = 1- L' = (1 + L + ... + L'·') (1-L)= S( L) 6 
podemos ainda escrever: 
1::::. 1 -y1 = (1-L) w1 ou S ( L) 'Yt = w1 
Um modo alternativo de modeliza.r a componente sazonal, segundo Harrison e Ak.ram (1983) é a 
partir de uma série trigonométrica de senos e cosenos, isto é, a panir das suas harmónicas mais significa-
tivas . 
Auim, o efeito sazonal no instante t, -y1 , é obtido pela soma das contribui~ões individuai! ,'Yjt , de 
cada uma das j harmónicas na frequência -) correspondente : 
•I' 
y 1 = jr-l 'Yjt ; L= 1,2, ... ,T (2.22) 
(2.23) 
Sendo .\_; = ~ , j = l , ... ,s/2 (admitindo-ses par) e aj e !3j os coeficientes associados à harmónica "j" . 
Então 'Yjt e a sua componente associada 'Yft são obtidas a partir do siste ma dinâmko : 
(2.24) 
; j = s/2 (2.25) 
Os ruÍdos wjt e w; , j = l , 2 , ... , s/2, admitem-se normais, indepe ndentes de média nula e de variância 
comun a~ por forma a que o factor !azonal só esteja dependent.e de um único parâmetro, tal como a 
represent.ação através de facto res ( 2.20 ). 
Para obter (2.24) vamos partir de (2.23) e assumir, sem perda de generalidade, que o ntido wj1 é 
11 
identicamente nulo . Auim, podemos escrever : 
r;, = o;,., I>.; (t- 1) +>.;I+ ~i"" I>.; (t-1) +>.;I 
= o; 1<••>-;(t-1) <••"'; - " "-\(t- 1) ""-\] + ~; 1 ""-\(t- 1) '"'>.; + ,.,>.; (t - 1) ""À; 1 
= 1 o; <••>.;(t-1) + ~;"" -'-;(t- 1) 1 '"'-\ + 1 - "" >.; (t - 1) +~i,.,>.; (t - 1)]"" >.; 
Procedendo de modo análogo para 'Y; obter-se-ia 
O proceuo in.icializar-se-á com : 
'Yjo = aj cosO+{JjsenO = o:j 
'Yj"o =- aj senO + /3j cosO= {Jj 
(2.27) 
No caso particular do Modelo Enrut.ural Bá.rico (MEB) descrito por (2.2) , a.uumindo para a 
tendência o modelo de crescimento linear descrito por (2.3) e {2.4) e para a sazonalidade o processo 
gerado por (2.20), atendendo a que 
podemos escrever : 
(2.28) 
onde os dois primeiros termo' do 2? membro de (2.28) representam a tendência e o terceiro a 
sazonalidade . Anim, o modelo cai dentro da classe de modelot UCARIMA ( Unobserved- Compo-
nent- Autorrevessive- Intep-ated - Moving Aver~e) [ Nerlove e ai ( 1979 ), Boxe aJ (1978) e Engle 
(1978)1. 
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Multiplicando ( 2.28) pelo operador das 1""' diferenças, !:::. , e pelo operador de diferença.s sazonais, 
6 , , afim de o tomar estacionário obtêm-se : 
(2.29) 
O 2? membro de ( 2.29) é um MA ( 1 + 1) com restrições não lineares nos parâmetros os quais são 
funções das variâncias dos roidos. 
Assim, ( 2.29) representa a forma reduzida ou canónica do modelo estrutural bá.sico, veja-se 
Engle (1978) e Nerlove e al (1979). 
2.5 Componente Clclica ( ~, )-
Na modelização da maior parte das séries económicas é frequente a necessidade de introdução de uma 
componente cÍclica representando um processo estocástico estacionário com movimento oscilatório em 
torno da sua tendência. 
A especificação da componente cÍclica pode ser feita com um processo autoregressivo como em 
Kitagawa(1981) ou como um ciclo estocástico, Harvey (1984.b) e (1989). 
Seguindo Harvey, seja. 'P, a componente dctica que representa uma funyão dclica. com frequência. 
.\c , medida. em ra.dia.nos. O perÍodo do ciclo é 21f/.\c. A componente dclica. pode ser expressa como uma 
onda sinoida.l ou cosinoida.l com pa.rãmetros adicionais representando a. amplitude e a fase. Assim, se for 
usada. uma onda. cosinoida.J teremos: 
<pl=Acos(\t-9) ; t= 1,2, .. ,T (2 .30) 
onde A é a. amplitude e 8 a. fase. 
Uma. formulação mais conveniente pode ser obtida se se considerar a. componente dctica. como uma. 
mistura de senos e cosenos . A amplitude e a fase são substituida.s por dois novos pa.rãmetros o e fj , e 
1p1 = acos\ t + fj sen.\c t (2 .31) 
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A componente cÍclica defmida em (2.31} pode ser constrwda recursivamente de uma forma 
idêntica à da sazonalidade: 
onde \Po .::: a e \P~ = {J. 
sen \ 
cos ·\ ] [ ~:-·] ; lP,_, t.:: I ,2, ... ,T 
A componen te dclica pode tornar.se estocástica pela adição em (2.32} de dois ruidos k.1 e k.: 
[ ~. ] [ "'À, ""'· ][~·- · ] [ k, ] \P: = -sen \ cos ).c cp;_, + k: ; t = l ,2, .. . ,T 
(2 .. 32) 
(2.33) 
Para que o modelo seja identificável é necessário assumir que os dois ru.fdos têm a mesma variância 
(var[k 1 ] = v&r[k-:J =ai) ou que são não correlacionados. 
Por razões de parcimónia, na prática, geralmente as duas condicões .tão impostas . 
No modelo estocástico da componente cÍdica descrito em (2.33) pode introduzir-se maior 
flexibilidade, introduzindo um factor de amortecimento, Pc 
Assim, a especificação mais geraJ da componente cÍclica estocástica é: 
[ ~: ]=p,[ "' Á, " " Á, ][ ~: 1 ]+[ k, ] ; t=l,2, ... ,T rp1 sen -\ cos .:\c r,o11 k: (2.34) 
com k.1 t k; ruldos gaussianos cont.inuament.e independentes de média nuJa e variância igua.i.t a o~ , e 
O ~ Pt S 1 . Se Pc é estritamente menor que 1 o processo gerador de ~1 é estacionário e é 
equivalente a um processo misto autoregressivo e de médias móveis de ordem ( 2,1) , com fortes 
restrições nos parâmetros 
Com efeito d~senvolvendo (2.34) podemos escrever : 
101 = Pc cos\ rp1_1 + Pc sen-\ r,o;_1 + k, 
lp: = -Pc sen \ rp1_1 + Pc cos \ lfi;_ 1 + k; 
Sub~tituindo 9'~ 1 , na expressão de IPt obtém-~e: 
Somando e ~ubtraindo Pc<:o~ÀcfPt-J ao 2? menbro da expres~ão anterior e ~ubstitwndo na parcela 
negativa fPt- J pela sua expressão a.nula.-~e o termo em IP~"J e obtém-~e : 
(2.35) 
ou u~ando o operador de atraso L , teremos 
(2.36) 
A expressão {2.36) apresenta pois a forma de um ARMA(2,1). 
Os zeros do polinómio autoregreuivo , ( 1- 2 Pc c;o~A, . L + Pc"J . L2 :: O) ~ão complexos conjuga-
dos da forma r l ,"J :;; -k (<:OS Ac ± i ~en .• \) I sendo rr1 ,2 [ :;;* e como o $_ Pc $_ I ' implica 
! "k j ~ l . Se Pc for estritamente menor que I a esta<:ionaridade do processo é assegurada . 
Harvey (1985) no ~eu trabalho aplica os modelos estruturais a várias séries macroe<:onómicas dos 
Estados Unidos ( PNB, taxa de desemprego, pre~os no consumidor, etc), tendo estimado o modelo com 
e sem a restrição de a~ = a2._. 
Nalgumas aplicações pode ser necessário introduzir a componente cÍclica na modelização da 
tendência, ou seja formaliza-se um modelo com tendência cÍclica da forma : 
y, = p., + ~ 
p,_ = JJ,..J + 13,. ) +v>,.J + 1lt 
13, ::13,_, +c5, 





3. MODELOS EM ESPAC,O DE ESTADOS. 
3.l lntrodução 
A formula~ão de modelos em erp&ço de en.ados surgiu com o desenvolvimento da teoria dos sistemas de 
controlo e é baseada na propriedade dos Sistemas Markovianos que estabelece a independência do 
futuro do proceuo em rela~ão ao seu pa..uado, dado o estado pruente. Nestes sistemas o eltado do 
processo condensa toda a informação do p.usado neceuá.ria para a predição do futuro. 
A representação de modelos em espaço de estados reveste-se de particular importância devido à 
abertura para a utilização da filtragem de Kalman como um método de estimação, predição e alisamento 
a partir do conhecimento das observações y1. 
3.2 MOOELO LINEAR DINÂMICO 
A formulação dinâmica du componentes não observáveis descrita no capitulo ant.erior !endo linear é 
compativel com a representação sob a (orma de espa~o de est.ados via um Modelo Linear Dinâmico 
(MLD). 
Um Modelo Linear Dinâmico consiste num conjunto de duas equa~ões dinâmicas estocásticas, uma 
descrevendo a evolução das observações (equa~jã.o de medida ou das observa~jóel ) e outra descrevendo a 
evolução dos parâmetros do sistema (equaçi.o de traruiçi.o ou equação de est.a.do ). 
A formulação geral em espaço de estados aplica-se a séries multi variadas y1 , contendo N 
elementos. Os valores observados da série cronológica admitem-se dependentes de m variáveis de estado, 
não observáveis que constituem o vector de estado 01 (m x 1). A relação entre y1 e 81 é t raduzida pela 
equação de medida ou das observaões 
onde: 
F1 é uma matriz (N x m) , conhecida. 
01 é o vector de estado (m x l) , desconhecido. 
~ é o vec tor ( N x t) dos erros das observações que se admite se comporta como 
" ruÍdo branco ", 
E [ ~ ] = O para qualquer L ; E [~ . t,.T J = S. e E [t,. . ~ J = O se t i- k 
(3.1) 
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No caso de sériell cronológicas uninria.da.s, N=l, a equação das observações escreve-se: 
(3.2) 
E[~)= O, w[~[ = h, ; <=1,2, ... ,T. 
Os elementos de 81 , como se dine, em geral são não ob!erváveis, contudo admite-se conhecer o modo 
como o vector de estado evolui no tempo, e assume-se que os estados são gera.dos por um processo de 
Markov de l~ ordem: 
(3.3) 
onde G1 (mx.m) e ~ (mxq) representam , respectivamente, a matriz de transição e a matriz relativa à 
parte aleatória , 'lt é um vector (qxl) das perturbaoyões(ruidos) associadu a.o utado, que mais uma vez 
se assume se comporta como um "ruÍdo branco" 
A equação ( 3.3) é a equat;áo de transição. A inclusão da matriz "' .usociada à parte aleatória é 
de certo modo arbitrária 
O MLD descrito pelas equações (3.1) e (3.3) contém duas componentes aleatÓria! distintas, i.e,; 
(associada .is observações) e 'h (associada ao estado). A especificação do MLD fica completa com as 
duas hipóteses seguintes : 
(1) - O vector de estado inicial , 80 , ~em média ao e matriz de 
covariâncias P0 , i e., 
E[ 90 )= .. o E[(90 - .. )(10 - .. )T)= P0 (3.4) 
(2) - As perturb~ões ~ e 'h são não correlacionad;u em todo.! os periodos de ~empo e não 
correlacionadas com o estado inicial, i.e, 
E ( ~ . '1~] = O ; s,t :::: 1,2 , ... , T (3.5) 
17 
t.=l,2, ... ,T (3.6) 
As matrizes Ft e 1-\ na equaçã.o das observações e as matrizes G1 , f\ e ~ na equaçã.o de tra.nsi~ã.o 
!erão referida.s como mattius do AAema. Salvo referência em contrário a.dmitir-te-á que são nã.o 
utocMticas. Auim embora penam variar no tempo, fá.-lo-ã.o de uma maneira detennin.Í.stica. Como já 
se dine, o sistema é linear e, para qualquer valor de t, y1 pode ser expreuo como uma combina~ão linear 
das perturbações presentes e pa.uad;u, ~ e '1, e o vector de estado inicial 80. 
Se as matrizu do sistema, F1 , 1-\ , G 1 . ~ e~. não mudam ao longo do tempo, o modelo diz-se, 
invariante no tempo ou bomocéneo no tempo. 
O MLD para qualquer processo, y1, fica totahnente definido uma vez conhecidas a:1 cinco matrizes 
do sistema, por iuo é comun definir o ML D através do conjunto 
M, = { F, , H, , G, ,R, , Q.) 
conhecido como vector de caracterUa.c;ã.o do MLD [Harrisson &t Stevens (1976)]. 
Qualquer modelo linear pode fácil.mente formular-se sob a forma de espa~o de estados. Vejamos 
a1guru exemplos, com particular destaque para os modelos estruturais que tratámos no capitulo 
anterior. 
3.3 ·REPRESENTAÇÃO DE ALGUNS MODELOS 
A representa~ão de um modelo sob a forma de espa~o de estados não é única, sendo sempre possivel 
encontrar outras equivalentes. No entanto o objectivo da formula~ão em espa~o de estados é que o 
vector de estado, 81 , contenha toda a informa~ão do sistema no instante t, usando o menor número 
pouivel de elementos. Uma representa~ão em espa~o de estados que minimiza a dimensão do vector de 
estado é dita • realiz~io minimaL Uma preocup~ão, sempre presente , deve ser pois a de obter 
real.iza~ões mk.ima.is . Contudo , isso não implica necessá.riamente a unicidade da representa~ão. De 
facto a representa~ão única é uma excep~io e não uma regra. Como fácil.mente se pode ver definindo 
uma matriz arbitrária não. singular, B (mxm), e considerando um novo vector de estado S: = 8 81 , 





A corre:~pondent.e equação de medida é: 
(3.9) 
( I) - Modelo de Re~euão Linear 
Suponhamos que a variável obser vada y1 depende linearmente de k variáveis explicativas , X11 , X11 , 
···, Xu 
(3.10) 
onde os coefici entes ~1 (i= 1,2, .. . ,k ) podem variar , por exemplo, de acordo com um passeio aleatório 
com perturbações 'lu '1:rt , •.. , '1:u de variância a; . A! perturbações, ft • auociada.s à.s observações, 
supõem-se se r , como habitua) , um " ruldo branco ". 
Se considerarmos F1 = ( Xu x,. .. . Xkt ] e 8, = Jo 1, ~ 
modelo sob a forma de espaço de estados : 
Yl = FI e, + t1 
o, = o,.1 + 'h 
okJT podemos escrever este 
(3.1 1) 
(3. 12) 
ou de finido o vector de caracterizaá.o ~ = { F1 , H1 , G 1 ,~ , Q 1 } onde , 
F, =[ x .. x,. x .. [ 
U1 matriz diagonal das variâncias covariâncias das perturbações~ 
a!sociada! às observações. 
G 1 = f\ = I ~ matriz identidade de ordem k 
Q 1 matriz diagonal da~ variâncias covari.incias das perturbações q1 
associadas aos estados . 
Pode considerar-se o caso particular do modelo clássico de regreuã.o múltipla com te rmo 
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independente, bastando para isso fazer X11= 1 para todo L e oMim.itir que os elementos de 'h têm 
variância nula, isto é os parâmetros do modelo são constantes ou seja 81 = 91_1 , para todo t=1,2, ..... 
(2)- MO<ido ARMA(p,q) 
Como sabemos a equa~ão que traduz a evolução das observações y1 segundo um processo misto 
autoregressivo e de média móvel de ordens respectivamente p e q é do tipo : 
(3. 13) 
Segundo Harvey e P hilips(1979), para obter a representação de (3.13} na fonna de espaço de 
estados, é conveniente definir 1/1•, ou bj', adicionais como apropriado (dependendo da rel~ão de 
gandeza entre p e q ) e reescrever ( 3.13) : 
(3.14) 
onde r = máx ( p, q+l). 
Uma representação em espayo de estados de (3. 14.) pode formular-se definindo um vector de utado 





e o primeiro elemento de 81 é y1 • A equa~ão das observa.~õu .usociada a (3.14} 
F 1 = [ I O ... O J vector linha de dimemsã.o r. 
Com efeito da equação de transição pode escrever-se : 
91 (t + l) = rp 1 y1 + B2(t) + FJ1 (1) 
92 (t+l) = </12 y, + 83(1) + bl'lt 
Or-l (t+ l ) = t/1,_ 1 y, + B,(t) + b 1_2 ,1t 
O, (t+ l ) =t/J,y1 + b,_ 1 q1 
Como 01 (t+l) = Yt+l, substituindo B2(t) em (1) obtem-se, 
substituindo agora 113(t-1) vem, 
substituindo Oi(t-2) e assim suceuivamente obter-se-ia , 
como se pretendia provar. 
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A matriz das variâncias cov ariãncias das perturbações auociadas às observações é nula e a matriz 
das variâncias covariãncias das perturbações associadas ao utado é Q =a! 1\ R._T . 
(3)- Modelo de Crescimento Linear. 
Vimos que quando a tendência apresenta um crescimento Hnear se tem : 
Yt = Jl.t +E, t.=-1,2, ... ,1' 
I\ = 1-lt.J + tJ,.J + ~ 
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A representação correspondente em upaço de estados é: 
T [ 1 F, = I I o I ; o, =I "' ft, I ; G, = o 
( 4) - Modelo Crescimento Linear + C iclo 
Como vimos o modelo é expresso por : 
L= 1,2, ... ,T 
onde lflt é definido por ( 2.34) 
Assim a representação em espaço de estados é : 
T 
y1 = [ I O I O ] 61 + t:1 ; D, = [ Jl1 /3, lP, lP: ] 
'~[ . l o p,co•Àc P, •t.a.À, 
- pctt.._).c Pcco•),.c 
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A matriz de covariãncias do vector das perturbações, Q.. , é uma matriz diagonal de elementos 
{o~ ; <J~ ; o~ ; a~ . }. 
(5) - Modelo EsLruturaJ Bá.si.co. 
Como vimos no capitulo 2 o MEB é definido pela equa~ão (2.2) 
Yt = 1lt + 1't + 't 
Considerando para a tendéncia o modelo de crescimento linea.r definido por (2.3) e para a sazonalidade 
o modelo descrito por (2.20) - sazonalidade sob a forma de factores, i.e, temos o seguinte modelo : 
y, = Jlt + 'Y, + ~ 
P., = P-t-1 + fj, + u, 





Harvey (1989) apresenta uma formulação para o ca!o particuJar de s = 4 , &eneralüando para 
qualquer 1 , teremos o vector de caracterização expresso por: 
F1 = [ I 0 I 0 ... 0] ; F1 E R(s+ l) ; R, = ~s+l) ; l-\=[ o~] 
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-1 -1 -1 
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Para a sazonalidade sob a fo nn a de Harmónicas o modelo ê como o anterior sendo neste caso 'Yt 
definida por (2.22) e (2.23). 
A representação em espaço de estados !erá: 
F, = l i O I O I O ... 1 O 1] ; F1 E ~H I) 
91 = [ # t fJ, 'Y i ,t 'Y ~ ,I ... ')'(-j-1),1 'Y{;-1) ,1 'Y~ , I J
T e, E n(-+1) 
Equa.ç~ de transiçio : 91 = Gt- 1 81-1 + 11, ; G1 ê de ordem (s+ l ) 
02x(t-2) 02x 1 
G, = c, 
o(•-2)x2 0(J-2)x l 
c<~-1) 
0 bo:2 olx(•-2) CO$ ~ ~ 
' 
[ 
'"'À; ""À; ] 
Ci = - seo-'j cos-'j 
j = 1,2, ... , (~ -1 ) 
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4. FILTRO DE KALMAN 
4.1 Introdução 
Vimos no capit.ulo anterior que a formulação em espaço de estados de um modelo linear (equaçõu (3.1} 
e (3 .3) ) é ba.sta.nte geral , no sentido de que quaJquer modelo ünear pode ser escrito como um MLD. O 
principal objectivo desta representação é o de permitir o uso do algoritmo de Kalman para fornecer 
previsões dos valores futuros de y1 a partir do conhecimento da série observada. Pda natureza do MLD 
é óbvio que para obter tais extrapolações de y1 é neceuário dispor de um esquema que produza 
estimadores actualizados do vector de estado, 01• O fLltro de Kalman (FK) é um conjunto de equações 
que nos permite estimar e corrigir a:~ estimativas do vector de estado sempre que te dispõe de uma nova 
informação. Num primeiro passo, dada toda a informação disponivel até ao momento presente obT.ém-se 
uma estimativa " Óptima " ( no sentido que minimiza o erro quadrático médio (EQM) ) do estado do si-
stema, para o instante seguinte. Assim se dispusermos das observações Y1 = { y0, y1, ... ,y'- 1} estimamos 
o vector de estado para o inst.a.nte t, isto é obtém-se a previsão a um pauo de 61 que pa..ua.mos a desi-
gnar por Aa Jl·l . Num segundo passo, quando nova observação, y1 se torna dispooivel, esta é incorporada 
no algoritmo por forma a actualizar a anterior estimativa efectuada , obtendo-se a111 • O proble-
ma da actualização da estimativa aljl-t• isto é, a estimação de 61 em termos das observações 
Y1 = {y0,y 1, ... ,ht• y1 } é designado por filt.r~em . 
Uma outra ca.racteristica do flltro de KaJman é a de permitir o alUamento das estimativa:~ do 
vector de estado fazendo uso de observações dispoolveis anterior e posteriormente ao instante t. O 
problema do alisamento difere assim da flltragem no sentido de que a informação acerca de 61 não 
necessita estar d.isporJvel no instante L, pode ha ver um atraso , permitindo assim que observações 
obtidas após o instante t pouam ser u.~adas na obtenção da estimativa de 81 , que passará a designar-se 
por estimativa .ruavizada ou alisada , Aa iT {T>t) do vector de estado 61 
Em resumo podemos dizer que a estimação de 61 em termos da informação 
( I) Y'-1 = { y0,y1 , ... ,y'-.J define o problema da previsão a um pa.uo (iq1• 1 = a111_1) 
Para qualquer destes problemas o ~'ilt.ro de KaJman é o algoritmo adequado. 
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V amos passar à definição do FK , abordando em primeiro lugar o.t problemas da previ.<Jão em um passo e 
da filtragem, e posteriormente os problemas da previsão em n passos e do alUamento. 
4.2 DEFIN I ÇÃ O DO F ILT R O DE K ALMAN 
Con!ideremos o sistema jÁ definido pela, equações {3.1) e (3.3} 
onde: 
81 (m.xl) vector de estado, de:rconhecido 
G, (mxm) matriz de transição, conhecida. 
~ (m.xq) matriz associada ao roido aleatório da equação de traosição,conbecida 
q1 (qxl) ruido associado à equação de estado, desconhecido. 
y1 (Nxl) vector aleatório observável. 
F1 (Nxm) matriz conhecida. 
f.a (Nxl) ruido a.nociado às observações, desconhecido. 
Com as hipóteses já atrás definidas, mas que pMsamos a sint etizar 
(1) Admite-se que as perturbações ~ e q1 constituem " ruÍdo branco" : 
E I<,] ~ o ; E I ... "TI ~ H, ,v t ' E I<, . ,; I ~ o t " ' 
E [rh] = O ; E [ q1• q~] = Q 1 ,'V t e E ['h . 'I~]= O t. i- ll 
(2) {~ }e {'11 } lJâo proceuolJ não correlaóonadoll 
E [E,- '1~] =O V te s 
(4.1) 
(4.2) 
{3) O vector de elltado inicial 00 admite-se que tem média conhecida, ao e matriz de covariância.ll P0 , 
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também conhecida 
{4) O vector de estado inicial 90 é independente de 11 e 'h para qualqu er t . 
As equações definidoras do FK que nos fornecem um a.lgoritmo para obt.er est.i.ma.tiv.u " óptimas n 
( no sentido de que minimizam o EQM) são : 
(<.3) 
(<.<) 
onde "' é a matriz ~;anho do si6tema. po9teriormente deS"ipiada por Ganho de Kalma.n [Kalma.n (l960)J e 
cuja expressão é: 
(4.5) 
Substituindo K, pela sua expre.uã.o, em (4.4) obtém-se a chamada equ~.io de Ricca.Li (discreta) 
(4.6) 
O inicio do processo far-se-á com P01. 1 = P0 . 
(U) 
(4.8) 
As equações (4.3) e (4.4) constituem a.s equa-yões de previ.tão a um pa:~so sob a forma recursiva e as 
equações (4.7) e (4.8) as respectivas equac;Ms de a.ctuafuação ou de fil tragem. 
RelaLiva.menLe às equações do filtro, note-se que a actualização da estimativa do vector de estado, 
a., 1, {eq. 4.7) é feit a à custa do erro de previsão , 111 , 
(4.9) 
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Os erro! de prev isão s.io designados por «mova.çõesn visLo que representam o acréscimo de 
informação contida na observação y1 relativamente à já exUtente em {y0, y" ... , y 1_1} De (4.7) pode 
concluir-se que quanto mais o vector v1 se afasta do vector nulo, maior é a correcção (actualização) na 
estimativa de 01• 
! .J DEDUÇÃO, INTERPRETAÇÃO E PROPRIEDADES DO FILTRO DE KALMAN 
Na secção anterior designou-se por "tit-l o estimador "Óptimo" do vector de estado no instante t , 91, 
baseado na informação Y1_1 = { y0, y 1, ... , y1_1}. Importa precisar melhor o critério de estimação e 
est abelece r alguns resultados antes de passar à dedução das equações do FK. 
Em termos genéricos o problema que se nos depara é o seguinte : dispondo de duas variáveis alea-
tórias, uni ou pluridimen$ionais , X e Y, conjuntamente dütribuidas, qual o conhecimento sobre a va-. 
riável X, que nos é fornecido pelo facto de se saber que Y= y ? Como é sabido da teoria da.s probabili-
dades a resposta encontra--se na determina~ão da distribui~ão de X condicionada por Y, rXIY (x I y ). 
Designando por i: uma estimativa do valor assumido por X quando Y= y, um dos critérios 
pouiveis para avaliar da qualidade do estimador, que a ori&Wa, é o de menor erro quadrático médio 
(MEQM) ou de variância mÍnima, se o estimador for nã.o enviesado, i.e, 
E I (X - X)( X - X )TI Y= y I 5 E I (X - ') (X - ')TI Y= y I 
para todos os z determinados a partir de Y= y . 
É fácil provar que i é única e que i: = E [ X I Y= y ]. Com efeito tem-se que : 
,. +oo i" 
E I ( X - ') (X - ') I Y= y I= _L (x - •) (x - •) fXIY (x I y) dx = 
+= ,. 
fX IY ( x I y) dx - 2 zT -L x f XIY ( x I y) dx + z z 
(4.10) 
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como o primeiro e Último termos do segundo membro de (4.10) não dependem dez o primeiro membro 
será mloimo quando 'Z =r X fXIY ( X Jy ) dx =E [ X I V= y I = X e consequentemente o EQM a..uocia-
do à estimativa X , obtém-se : 
EI(X- x{(X - i) IY= yi = Eix"X IY= y l- E I X'iv= y l. t(~\'/=~) 
Note-se que X é uma estimativa n&o enviesada de X no sentido de que o valor esperado 
condicionado , do erro de estimação é zero, i.e , 
E I( X - i) I Y= y I= E I X I Y= y I - X= o. 
No caso particular de X e Y terem uma distribuição conjunta Gaussiana, isto é, sendo 
W = ( xT , V T} , W tem distribuição de Gaun com média e matriz de covariã.ncias , respectivamente: 
EIWI = [EIXI] 
E lVI 
Prova-se ( veja-se por exemplo Andersen (1979} ou Harvey (1989)) que a distribuição de X 
condicionada por Y= y, fXIY ( x I y) , é também de Gauu com média e matriz de covariânciM respecti-
vamente : 
i = E I X I Y= y I = E I X I+ Ex v r;;., ( y - E I Y I ) 
A exprenão {·1. 11 ) mostra-nos que X ê obtido a. partir de uma transformação linear de y . 
Designando por X (V) o correspondente e9tima.dor de X , i.e , 
X ( Y) = E I X I Y I =E I X I+ Exy r;;., ( Y - E I Y I ) , entõo 
(Ul) 
(U2) 
Ex.v { I X - X (Y) I I X - X {Y) {) = Ey I Ex1v { I X - X(Y) I I X - X(Y) 1'1 Y= y )) = 
-1 T -1 T 
= Ey I Exx - Ex v Byy Exv I = Exx - Exv Eyy Ex v (4.13) 
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Os indice! do operador valor médio indicam sob que variávei11 são considerados. Auim (4.13) prova que 
a matriz das covariãncia.s (não condicional) do erro de estim<llã.o M!ociado com a estimativa média con-
dkional é a mesma que a matriz das covariãncias condicionada por um particular valor de Y= 1 ( não é 
em geral o caso na ausência de normalidade). 
Face aolJ resultadot que acabámos de apresentar vamos agora passar à dedu~ão da.s equações 
definidoras do FK, identificando o vect.or de estado com a v .a. X e considerando o caso particular em 
que as perturbações,~ e 'lt e o vector de estado 80 são v.a. gau.uiana.s . Conjugando est.a hipótese com as 
hipóteses (1) a (4) do MLD temos que 80 e Y0 são v.a. com dütribuição conjunta de Gauss, i.e, 
W = [Bf Y~JT é uma v.a. gauniana de média I aJ' aJ' FJ' {e matriz de covariância 
(i) 
A distribu..ição de 90 condicionada por Y 0 é também de Gauss com média 
·I 
au10 =E( B0 1Yol=au + P0 F~[ F0 P0 F~+ H 0 ] (y0 - F0 a 0) 
e covariãncia 
.J 




Como 81= G080 + R1 'l i e conjuntamente com as hipótues de não correlação feitas, segue-se que 81 




Como y 1 = F 1 81 + c1 e 811 Y0 tem distribuição normal de parâmetros dados por (4.16) segue-11e 
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que a distribu.i~ã.o de Yt condicionada por Y0 é também de Gauss com média e covari.incia, respecti-
vamente: 
(4.17) 
Com efeito, substituindo y1 = F 1 81 + ~: 1 e j 1l0 = F 1 a 110 , vem 
pois atendendo à independência de 01 e t. 1 e E (t;,] = O 'r/ t, o último termo Anula.-,e . 




81 co ndicionada por Y1 = {y 0 , y 1 } também é de Gauss com média e covariâ.neia respec ti vamente 
(•) 
-1 
a tp = at jo+ Ptjo Ff [ FtPI JO F~+ Ht ] ( Yt - Ftat jo) 
-1 
r,lll = P qo - PI JO F; [ FI PI JO F; + H I ] F i PI JO 
Repetindo os passos (ü) a (iv) para t::::2, ... ,t obtém-se : 
- 1 
"' I' = ~Jt- t + pt jt-t F7 [ F, ptJt-1 F; + H t 1 ( Yt - F, '\ jt-1) 
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-I 
pt jt = p tjt-t - pt jt-1 F~ [ F, p tjt-1 F; + H t J F, P, 
De (4.9) segue-se que o vector das inovações para um filtro Óptimo , e no cuo Gaussiano, é tal que: 
E ( v, ]= O 
(4.18) 
A dedução que se acabou de apresentar, embora fá.cil, peca por a situação particular em que é 
válida, ist.o é, apenas sob a hipótese da normalidade. Porém é pouÍvel utabelecer as equações do FK , 
tal como nos traba.lboll de Kalman(1960) e Kalma.n e Bucy (1961) , b.uea.ndo-nos no método d.u 
projecções ortogonais em espaços de Hilbert., sem ter neceuidade d.u hipóteses de normalidade . 
O FK pode derivar-se numa penpectiva completamente diferente da que acabámos de apresentar. 
Restringindo-.nos à dane dos filtros lineares nas observações y1, n.io enviesados e de va.riãnda mÍnima . 
Consideremos a particular classe de estimativas (estimadores) Msim definidas : 
(U9) 
(4.20) 
onde te; e t; são matrhe3 de poodera~ão que vamos determinar de modo a que o estimador seja oáo 
enviezado e de vMiáncia mln.ima. 
Definindo o erro de estimaç ão : 
Temos que 
et+ llt = G,B, + f\+l'h+t - ~~!t-1 - ~1, = 
= G,B, + f\+t '1t+ t - tc;~ ! t-1 - ~ [ F,e, + ftJ = 
= [ G, - ~ F1) 81 - ~ [ e, - e,1,_ 1) + f\+1 '11+1 - ~ ft = 
= [ G1 - ~ F1 - ~ ) e, + K: e,1,_1 + f\+1 '1t+ l - t; ~ 
(4.21) 
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Estabe lecemos assim a seguinte relação de recorrência para O! erros de estimação 
(<.22) 
Para que ~+ l ] l seja não envieudo, i.e. para que E [ e1+l]tl = O tem de 3e verificar 
Assim a relação que deve exütir entre a, matrizes -.; e K; para satisfazer a condição de não 
eoviezamento é 
Falta apenas a determinação de t; de modo a que a condição de variância mkima seja satisfeita. 
Substituindo K; em (i.22) vem: 
pelo que a matriz de cova.riã.ncias do erro será: 
=I G, - k, F, I p< l<-11 G, - k, F, I T + R,+ I Q.+, n.",., + k, 1\ k,T 
Para que a variância seja rn.Ínima é preciso minimizar a soma dos elementos da dia.gonal principal da 
matriz P t+ l ]t , isto é o seu traço. 
Assim "' será tal que : 
iJ a"' [tr p l+l]l ]=o e aa~ [tr P,+ IJI ] matriz defenida pollitiva 
Para qualquer matriz 8 simétrica tem-se: 




K. = Gt ptlt-1 F; li-\ + F, P, lt-1 Fn 
sendo~ a matriz de covariáncias do vector das inovações é simétrica e defmida positiva. 
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(<.23) 
Admite-se a exütência de inversa na expressão (4.23) . Caso nâo exista substituir-s~á. pela pseudo-
inversa. 
Encontrámos a..nim a expreuii.o{4.23) para t; que é precitamente a matriz designada por Ganho de 
Kal.man (4.5) e consequentemente a..+ llt definido por (4.19) coincide com o FK inicialmente ddi.nido em 
(4.3). 
Animo filtro de Kalman definido pelas equações (<1.3) a (4.8) é, dentro da classe dos estimadores 
lineares, o " Óptimo " no sentido de que, sendo centrado, minimiza a variância do erro de u timaçâo. 
Note-se que no caso particular do' processos gaussianos, o filtro é o estimador de variância mÍnima e não 
apenas o estimador linear de variância m.Í.nima. De real~ar ainda que no caso dos processos gaussianos o 
FK t.em uma int.erpret.a~ão clara e simplu em t.ennos da distribui~ão condiconal de 01 , isto é, o filt.ro 
fornece-nos um processo de act.ualiza~ão tot.al da fun~ão de densidade de 01 condicionada por Y1 , pois 
que sendo esta de segunda. ordem, basta para a sua act.ualiza~ão o conhecimento da médja e matriz de co-
variâncias, ""ll·l e Pli'-l' respectivamente. No caso não gaussiano "'II-I não é o valor esperado 
condicionado , mas apenas o estimador linear de variãncia mirum&. 
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4.4 PREVISÃO EM N PASSOS 
Para o modelo (supost.o gaussiano) defmido por (4.1) e {4.2) pretende-se obter a utimat.iva ~+Dit do 
vector de estado o pauos à fren te, i.e, para um horizonte o, portanto no instante t+n, wa.ndo o 
conjunto de observações disponiveis Y1 = { y0 1 y 1 , ... , y1 } e consequentemente obt.er a previs.io para 
yt+11 , que d esignaremos por j 1+njt. 
O filtro de Kalman fornece-nos a,1, , estimativa actualizada do vector de ertado no instante t, 81 , 
dado Y1 , assim de (4.2) e (4.1) podemos escrever, respectivamente 
i\+ilt = G, a,l, 
j ,+lJt = F,+ l a,+J!I 
(4.24) 
(4.25) 
ObtendO-se assim .u previsõu a um p<Uso. As previsões a n passos são fácilmente obtid.u . Aplicando 
sucessivamente a equa~ão de tra.nsiyão podemos escrever o vector de estado no instante t+n em função 
do vector de estado no instante L+ l , para o qual já se conhece um estimador (4.22). 
Assim para o instante t+2 teremos : 
para t+3 , 
Então para t +n teremos: 
(<.26) 
Como os ruidos 11, se admitem de média nula e não correlacionados com M observações Y1 e, para o caso 
particular do modelo gaussiano, a estimativa de 81 é a média condicionada , tomando valores esperados 
condicionados em (4.26) obtém- se: 
como E [ 81+ 1 I Y1 ] = '\+ilt substituindo obtem-se: 
que é o preditor de Bt+n fa.ce à informação Y1 
Para obter a matriz de cova.riâncias do erro de e8tima.ção associado àquele preditor ucreva.-se : 
o,+o - "l+•l' = ( _nt{ G,+j) o,+ I + ):' ( lr~ G,+i) ~+j 'l, +j + 
j = l j =2 I:;::;J 
Assim, 
Pelo que 





Se o modelo for invariante tem-se que G1 = G ; J\ = R e Q. = Q , V t, pelo que as expressões para 




A previsão dM observa.~óes n passos à frente será. : 
(UI) 
A correspondent.e matriz de covariânda do erro de previsão, que designaremos por ~+Dit , vem 
(4.32) 
4.5 A L I S AMENTO 
Até aqui vimos como através do FK podemos resolver os problemu de previsão e de filtragem ou 
actua.lü.açã.o da estimativa, isto é, baseando-nos no conjunto de observa~ões Y1_1 = { y0 , y 1 , .. . , y1_1 } 
ou Y, = { y0 , J 1 , .• • , y1 } , não sendo neceuário que exista atraso entre o instante em que a observ~ão 
y1_1 ou y1 se torna disponÍvel para se obterem a.s estimativas a.1,_ 1 ou a,1,. Porém se for possivel existir 
um atraso de tempo para a produção de uma estimativa de 81 , durante o qual novas observações se 
tornem disponÍveis é pouivel incorporá-las no algoritmo de Kalman de modo a produ:6ir estimativas de 
81 , admitindo-se um at.rat~o de N unidades de tempo essa!! estimativa!! serão ~(t+N = E [ 01 I Y1+N J no 
caso gaussiano, ou mais gera.lmente as estimat iv as lineares de menor E Q M . A "'lt+N chamar-se-á 
e1t.imativa alisada de 01 e o correspondente estimador é chamado a.li1ador. 
É natural esperar que ~(1+N seja uma est imat iva mais precisa de 01 , uma vez que mai.s informa~ã.o 
é usada na sua determina~ã.o, isto é, alisadores em geral serão mais precisos ( menor matriz de 
covariândat~, ou seja, a matriz diferença será semi-definida positiva) que os filtro', po rém é de ter em 
atenção o periodo de atr.uo, !le é certo que quanto maior fo r et~!le periodo maior precisão , será de espe-
rar do alisador, também é certo que maior será a complexidade na sua determinação . 
Conhecem-se três tipos de ali,amento : 
- AJjsamento de ponto fixo, que diz respeito à obtenção de estimativat~ alisadas para o vector de 
estado B, para um instante fixo t= j, isto é, obtenção de ":iU+N para um j fixo e todos os 
valores N. 
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- Ali.tament.o com deiÚa.samenLo fixo , diz respeito ao alisamento u on-line" dos dados, havendo 
um atra.so fixo N entre a recepção da observas:ão e a produção da estima.tiva.,irto é trata -se da 
obtenção de '\..NII para todo L e N fixo. 
- Ali.tamento de intervalo fixo , diz re!!peito ao alisamento de um conjunto de observaçóes, isto 
é, a obtenção de ê\iT para T fixo e t.odoJ os valores de t no intervalo O :S t :S T. 
Qualquer destes três algoritmos é recursivo e ert.reitamente liga.do ao filtro de Kalman . Para o ertudo 
dos problemas de alisamento veja--se, por exemplo, Andersen e Moore (1979,cap.7) . 
4.6 EST ABILJDADE DO FILTRO DE KALMAN 
Como vimo! um dos principais problemas na opera.cionalidade do FK é a sua in.icializaçã.o. E um aspecto 
particularmente importante quanto ao comportamento do flltro é a sua estabilidade, isto é, a sua 
capacidade de diluir o efeito das condiyôes iniciais com o evoluir do tempo. É óbvio que um modelo deve 
ser estável ou pelo menos assintóticamente estável. 
A forma geral do FK (eq! 4.3 a 4.5) é 
Se o modelo descrito por (4.1 e 4.2) for invariante no tempo, para que o FK seja também 
invariante é necessário que a matriz ganho de Kalman , "' , não dependa do instante t , isto é , seja 
portanto con!tante, ou assint.óticamente constante. As!im ter-!e-á a invariÂncia ou invariÂncia 
auintótica. se a equação de Riccati (4.6) admite uma !oluçã.o con!tante ou assintóticamente constant e, 
isto é 
PI+ III = fi ou ~PHil' = fi sendo o correspondent e ganho associado 
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Um filtro invariante no tempo ou assintóticament.e invariante i enávcl ou a.uint ót..ica.ment.e 
eÃávcl se os valoret própriot da matriz (G - I( F) são todos em valor absoluto menoret que 1, 
(I ~ ( G - K F ) I< I 'vi) ' (veja-se Andersen e Moore( l979) ). 
As condições para ;u quais um MLD é invariante no tempo e est.ável, utão particularmente ligadas 
com outra.s propriedade. do modelo designadament.e a oba:ervabilidade e a cont.rola.bilidade . 
A observabilidade está essencialmente ligada à parametrização do vector de e:Jtado 8
1
. A 
repre!entação de um modelo em espaço de utados deve ser "minimal " isto é o vector de estado deve ter 
a menor dimenaão possivel. 
O vector de estado diz-se observável se pode ser determinado exactamente a partir das 
observações Yt, ... , y1+m-l . Para maior facilidade na introdução do conceito de observabilidade suponha.-
se o MLD definido por {4 .1) e (4 .2), ma! livre de termos irregulares, i.e., (1 :; O e 'h :: O 'V t. 
Assim o vector das observações p, :: [ y 1 ... Yl+m·l ] T e~Jtá relacionado com o vector de e~Jtado pela 
equação matrici~ p, :;: T 81 onde T é a matriz 
Para determinar precisamente 81 a partir do conjunto mÍnimo de m obse rvações sucessivas é pois 
necessário que T !eja não - !ingular e então 81 :;: T -1 p, . Auim o MLD será ob~Jervável ! e a 
caracteristica da matriz T for igual à dimensão , m , do vector de estado. 
Uma outra propriedade importante é a controlabilidMle qu e diz respeito à capacidade de um 
estado , 81 , de um sistema evoluir para outro estado ~ , num número finito de passos . Considerando a 
equação de t ransição (4.2) e sub!tu.indo a componente aleatória por uma componente de variáveis de 
controlo '\ , passando a ter-se 
O sistema di"-se controlável se a matriz [ S , G S, ... , Gm- l S] tem caracteristica igual a m. 
Note-se que, se S tem caracteristica ma condição de controlabilidade é satisfeita , pois que, se o sistema 
é controlável significa que o vector de controlo u, pode !ler escolhido de modo a que o estado S: seja 
atingido num número fmito de passos. Da equação de transição tem-se que u,+1 :;: 5"
1 ( e: - G 81 ) , con-
vertendo assim este vector de controlo 81 em S: num único periodo de tempo . 
Para o ca.so do MLD &eral pode dizer-se que é controlável se a matriz [ t.:o 1 G , ... , Gm- 1 J tem 
caracteristica igual a m. 
Prova--se (Jazwinski (1970)] que o FK é assintóticamente estável , para sistemas completamente 
controláveis e observáveis. Assim, do ponto de vista prático significa que o efeito da.s condi~õea iniciais 
( "'o 1 P0 ) vai sendo "esquecido" à medida que mais e mais da.dos vio sendo processados, acabando o 
filtro por converpr, isto é, quer as matrizes das covariâ.ncias dos erros de estimação Pt+ll\, P'il quer a 




A! equações do filtro de Kalm&n foram deduzida.s admitindo que as matriut do 'i.st.ema ( F1 , H1 , G1, 
R1 e Q 1 ) , eram totalmente conhecidas . Porem na, a.plica.ções, em geral aqud.u matrizes contêm 
parâmetrO! que são desconhecidos e que portanto precisam ser estimado! com base DO! dados 
ob!ervados YT = {;y 0,y 1 , ... , YT} . Designe-!e por f1 o vector dos pMâ.metros desconhecidos . A teoria 
clássica de estimação pelo método de máxima Verosimilhança ( M.M. V.) é ponlvei ser aplicada aqui, 
embora não estejamos a trabalhar com ob!ervações independentes e idênticament.e d.i!tribuidas ( i.i.d.) 
A distribuição conjunta das observações YT, fazendo uso da! distribuições condicionad;u, pode 
(5.1) 
onde f( y0 ) é a função densidade de probabilidade ( f.d.p.) não condicionada de y0 e f(,J1jY1.J) é a 
densidade de probabilidade da observação y1 condicionada pelas observações Y1• 1 = {y 0 , y 1, ... , y 1_1 } 
(t= 1,2, ... ,T). 
Como se sabe a distribuição conjunta passa a interpretar-se corno função de Verosimilhança 
quando encarada não como função da-3 observações, mas sim corno função dos parâmetros uma ve1; 
obtida a amostra, pelo que (5.1) pode interpretar-se como a função de Verosimilhança, que passamos a 
designar por L( . ). Identificando a distribuição de ( y 0 I Y_1 ) com a distribuição de Yo condicionada a 
não observações, isto é, não condicional portanto , tem-se 
(5.2) 
5.2ESTIMACÃO DE MÁ XIMA VEROS!MJLHANCA. DECOMPOSICÃO NO ERilO DE PREVISÃO 
Considerando o modelo descrito por (4.1) e (4.2) com a.s hipóteses adicionais de que a.s perturbações,~ e 
'11 , bem como o vector de estado inicial, são Gaussianos, segue-se que a distribuiçao conj unta das 
observações é Gaussiana bem como todas a.s distr ibuições condicionada.s. Como vimos o estima.dor de 
M.E.Q.M de y1 dadas as observaljÕU Y1_1, coincide com o valor médio condicionado, i.e, 
e como o E Q M ( Ytlt-l) = var [ y 1 I Y,_ 1 ] = Z1 , se~e-se que a distribuição de ( 1,1 Y1_1) é 
Normal multi variada com média, j ,1,_1, e matriz de variâncias covariãncias ~ dada por (4. 18) MJsim: 
(5. <) 
pois que para cada instante t, y 1 é um vector ( Nxl). 
A dütribuição não condicional de y 0 é igualmente Normal com média j 0 = F0 a 0 e matriz de 
variâncias covariãncias lo = F0 P0 FJ' + lfo , assim podemos escrever (5.2) : 
(5.5) 
usando o vector das inovações , v1, definido por (4.9) , com v0 = Yo - j 0= y0 - F0 a 0 e logaritmizando 
(5.6) 
A expreuão (5.6) constitui assim a decomposilj&G do ln da funljio de Verosimilhança nos erros de 
previsão , v1 . Se existir informação d.ispon.ivel sobre todos os elementos de 90 , o filtro de Kalman, 
fornecendo em cada instante t os valores , ~lt e Ptit, permite o cálculo da função de Verosimilhança 
das observações y1. O problema da sua maximização relativamente aos parâmetros desconhecidos , po-
de se r resolvido recorrendo por exemplo a métodos numéricos de optimização não- lineares (veja-se por 
exemplo Harvey ( 1981._ )) . Acontece porém que na maior parte das aplicações o valor médio , ao , bem 
como a matriz de covariâ.ncias P0 , são desconhecidos , pelo que o cáJculo de (5.6) fi ca MJsim dependente 
do processo de inicialização do filtro de Kalman . Apresentam-se a seguir algumas soluções para este 
problema , destacando-se as apresentadas por Rosenberg (1973) e Jong (1988). Rosenberg propõe uma 
solução para o caso em que o vector de estado inicial é considerado ftxo, mas desconh ecido . A solução de 
Jong (1988) (a0 ~ P0 ) , mais ge ral, contém a de Rosenberg {1973} como um caso particular, como se 
verá adiante . 
Quando a distribuição " à priori " de 80 é difusa um dos processos mais !i.mples é inicializar o FK 
no instante t = O com 8 0 = O e P = 1t I onde 1(. é uma con!tante de valor bastante grande , mas finito , 
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veja-se , por exemplo, Scbewppe (1973), e Harvey e Philips (1979). Após t. iter~ões do fLlt.ro obtém-se 
valores aproximados para a filtragem de 01 e respectiva matriz de covariãncias, i.e, ~~~ e P,1, . 
Outros processos de evitar a aproximação pelo uso de " " p-u de " são descritos em Amley e 
Kohn ( I985) que propoém uma tra.ns forma~fã.O das observações de modo a eliminar a dependência das 
condições inkia.is não especificada!. 
Um proceuo alternativo de tratar o problema da i.n.icializaçã.o em modelos oio ertacioná.rios 
consiste em considerar-se um vector de estado inicial , 00 , constante, m.u desconhecido, i.e com 
distribuição degenerada, õ~u = E (80 J = 10 e P0 = O. Como 80 é desconhecido, os seus elementos devem 
ser est.imados, sendo pois t ratados como parâmetros extra do modelo. A estimação de ao podia ser feita 
tratando os elementos de 80 da mesma maneira que os restantes parâmetros ,jl, do modelo, e maximizan-
do a função de Verosimilhança não • linearmente com respeito ao conjunto ~obal de parâmetros 
[ 80 , j! J , porém tratando 80 desta maneira o processo de opt imização torna-se considerávelmente com-
plexo e pode t razer problemas de convergência devido aos erro.t de arredondamento. Ro.tenberg {1973) 
mostrou que se P0 =O então o estimador de M. V. de 80 pode ser obtido condicionado aos outros parâ-
metros do modelo e eliminado da função de Verosimilhança. concentrando-se esta. 
O al~;orit.mo de Rosenberg consiste em construir um FK no qual os vaJoru iniciais são a(. = O e 
P ó = O produzindo um conjunto de vectores de erros de previsão {inovações) , vó , ... , v.f . Para um 
dado valor de 80 o FK inicializado com ao = 90 e P0 = O produziria uma série de inovações v0 , ... , vT, 
que é a necessária para calcular a função de Verosimilhaça (5.6). Atendendo a que as matrize~ P,1,_ 1 , 
são as mesmas em ambos os ftltros , poi~ P0 = O em qualquer dos casos, Rosenberg vai obter as 
inova.ljÕes v, a. partir do "output" do t?ft.ltro, como a(.= O o vector de estado inicial pode escrever-se : 
(5. 7) 
De (4.16) temos que: 
(5.8) 
Da equaljâO de t ransição' 8t+ I = G, e, + f\+ I 'lt+ I > decorre que para. o FK inicializado COO! Bo = o e 
P0 = O se t em 
e a correspondente equação recuniva de previsão (4.3) será.; 
Para o FK inicializado com 80 ::: ao e P0 ::: O a equação (5.8) pode escrever-re: 
(5.9) 
para t ::: l a equayã.o recurriva (4.3) 
(5.10) 
parat::: 2 vem 
":li'= (G, - "-, F,) a, I, + IG,p Y' 
(5. 11) 
para t :::t ter-se-á: 
(5. 12) 
(5.13) 
Auim a previrã.o do vector de ertado no inrta.nte t+ l face às obrervaçõer Y1 pode obter-lle a parti.r 
da previsão para o FK inicializado com 80 == O e P0 ::: O , análogamente o vector dor error de previrão , 
v1 , pode decompor-se : 
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Substituindo em (5.6) obtém-se : 
(5.15) 
(5.16) 
Derivando (5.16) em ordem a 80 e igualando ao vector nulo obtêm-se o estimador de M. V. para 00 
condicionado aos outros parâmetros do modelo 
(5.17) 
Admite-se a existência de inv ersa. Se o modelo for invariante e observável a inversa existe, veja-se 
Harv ey (1989) . 
Substituindo em (5.15) 80 por Õ0 obtém-se a função de Verosimilhança concentrada: 
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::;: - N(T,+ I) ln 21r- -,' ~ I .~ln Z.l - T v',T 7 -1 v,' 1~0 .., 
(5.18) 
Note-se que: 
Com deito substituindo o valor de Õ0 na 2~ parcela vem : 
Jong(1988) deduz uma expressão para a função de Veroúm.ilhança para o caso geral em que o 
vector de estado inicial 80 tem média ao e matriz de covariâncias P0 não-singuJar, desconhedda, . O 
cálculo dessa função de verosimilhança também recorre ao FK inicializado com um vector de estado 
invariâvelmeot.ede de m édia zero e matriz de covariâncias nula. 
Observando que a distribuição conjunta de Yr = { Jo , Yt , ... ,Yr } e 80, (recorrendo ao teo rema da 
probabilidade composta P (A1,A2, ... , A 0 ) = P ( A1) P( A2 IA1 ) ... P(An!A 1, ... , An_ 1)) , se pode 
f(YT , 90 ) f(YT) = f( Yo ,y, , ... , YT ) = f(9, I YT) 
(5.19) 
(5 .20) 
Assim usando (5.20) conjuntamente com (5.19), obt.ém-se o logarÜmo da fun~ão de Verosimilhança 
de YT, 
(5.21) 
O resultado obtido por Jong(l988) é baseado num rdina.memto do método usado por 
Newbold(l97-t) para os modelos ARMA, conjuntamente com o resultado obtido por Rosenberg(l973) de 
que a! inovaçõe~t, v1, ~tão uma combina~ão linear do vector de estado inicial , 90 , (5. 14). 
Assim Jong{l988) obtém para a Vero~timilhan~a(5.2l) , à. parte o Lermo con~ttant.e, a ~teguinte 
expressão: 
(5.22) 
onde v1 , Z1 {t=O,l,2, ... ,T) tem o ~tignificado defl.nido anteriormente isto é trat.a-se do vector das 
inovações e respectiva mat.riz de covariá.ncias para o FK inicializado com ao = O e P0= O e o vector s e 
mat.riz S são calculado! em paralelo com v: e ~ como ~te ~tegue : 
sendo 6 1 definido como anteriormente. 
Os valores iniciais para s e S são respectivamente o vector e matriz nulo' ; ~ é a matriz ganho de 
Kalman para o filtro inicializado com ao= O e P0= O. 
Designando por v' o vector de componentes v; e por X a matriz coluna cuj.u linh.u são os blocos 
F181 e la matriz diagonal cujos elementos diagonais são os blocos~ (t=O, l , .. ,T) neste caso tem-se : 
s = xT 7: 1 v' 
O algoritmo de Jong (1988) inclui o de Rosenberg como um c.uo particuJar, poi~t que a expressão 
por ele apresentada para o lim de (5.22) quando P0 tende para zero é: 
(5.23) 
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A expreuão (5.23) coincide com (5.16 ) visto que 
A fun~ã.o de Veroaimelha.oça (5.23) pode ser concentrada com respeito a ao e P0 . O estimador que 
Jong(1988) obtém para <lu = 90 é ê0 = S" 1 s que coincide precillamente com (5.17) obtido por 
Rosenbert. Pode provar-se que uma condição suficiente para que S seja não singul.u- para um modelo 
in vari ante é que 60 seja observável. 
No seu trabalho Jong (1988) apresenta. ainda a expressão da função de Verosimilhança para o caso 
em que a distribuição " à priori " de 90 é difusa, expressão que pode ser obtida de (5.22) fazendo P0 
tender para infinito de modo que 1~1 tenda para zero . Obtém a.uim. a função de Verosimilhança 
baseada numa tra.odormação linear da3 observações de modo a tornar os dados invariantes a 60 como 
em Ansley k. Kohn{I 985). 




Neste capÍtulo apresentam-se os principais reruJtados decorrentes da aplicaç.io da teoria do FK para o 
caso particular dos modelos eatruturais univariado! , dando particular dest.aque ao modelo estrut.ura.l 
bá!ico (M.E.B), que foi descrit.o no capÍtulo 2 e cuja represent.~.io sob a forma de espaço de est.a.dos se 
apretentou no cap.3 pag5 22 a 24. 
A formulação geral de um modelo univariado sob a forma de espaço de estados obtém-se de (4.1) e 
(4.2) , fazendo N=l,assim y1 representa apenas uma variável ,a matriz F1 passará a ser um vector 
transposto (bem), fp e a matriz , J-\ , das covariãncia.s das perturbações associadas às observações pa3sa 
a ser um escalar, que designaremos por, h1, assim como a matriz, Z, , das covariãncias do vector das ino-
vações, 111, passará a escalar, z1 . 
As equações do FK (4.3) a (4.8) são idênticas, apenas com as observções que se acabam de fazer. 
6.2- EST l MAÇÃO DE MÃX l MA VEROS IM!LHANÇA NO DOMÍN lO DO TEMPO 
A expressão para a fun~ão de Verosimilhança de um modelo estrutural unlvariado obtém-se 
directamente de (5.5) ou o seu logaritmo de (5.6) notando que N=I e substituindo a matriz ~ pelo 
correspondente escalar z1, assim obtém-se : 
(6.1) 
O modelo estrutural bá.sico (M.E. B) como decorre da sua representação em espa-ço de estados é 
invariante no tempo.Considera.ndo a sazonalidade modelada sob a forma de facto rel!l (eqs 3. 15 a 3.18) 
contém quatro parâmetros desconhecidos, h=o~ 1 o; 1 o~ e o~ , respectivamente as variâncias da 
co mponente irregular da equação das ob3ervaçôes, variância da componente irregular associada à 
tendência, variância da componente irregular associada ao declive da teudéncia e va.riância da 
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componente irregular auociada à. !azonalidade. Contudo optimiza.~ã.o não linear necessita apenM de ser 
feita com respeito a três daqueles pa.rámet.ros, visto que um deles por exemplo, u~ ,pode ser 
préviamente estimado em função dos outros, obtendo--se o FK como uma função das vari.ioci.u 
relativas o!/ o; ; u~ / <1; e u~ /o~ 
Como vimos no capitulo anterior o problema do cálculo de (6.1) é o da inicialização do FK, isto é 
a distribuição " à priori" do vector de estado no instante t=O. É evidente que qualquer dos métodos 
de-scrito! (Rosenberg(I973) e Jong(1988)] se aplicam aqui. Porém para modelos univariados , o uso de 
uma distribuição " à priori d.üusa " é equivalente à con!truçáo de uma di!tribuição própria a partir de 
um conjunto inicial de Ob!ervaçõu desde que o modelo seja observável [Harvey(1989) J. 
Auumindo que os K primeiros valores da. série são utilizados para. a. con:ortruçã.o do:or valore:or iniciai:or 
do vector de e:orta.do "t. jk e Pkjk a. função de Verosimilhança. (6.1), para o caso do M.E.B ( k = s+l , 
dimen:orão do vector de estado) , fazendo z1 = va.r [v1 ]= a~ z; ,e designAndo por 1/i, o vector do:or 
parãmetro:or do modelo, :oregundo Harvey & Todd (1983), pode escrever.se ; 
(6.2) 
Derivando (6.2) em ordem a a~ , como vt e z; não dependem de a~, obtém-se : 
(6.3) 
Pelo que o e:orti..mador de máxima verosi.milhança para a~ , condicionado ao:or outros pa.rã..metros, 1/J" , 
( i'~l , . , ·~ I > "m ' 
(6.4) 
Substituindo em (6.2) obtém-se a função de verosi.milhAnça concentrada, L, , reduzindo-se assim 
em um o número de parâmetros 




esta fun~ão agora deverá ser maximizada com retpeit.o aos restantes elementos de fi. 
Harvey e Peters {1984) apreseot.am um processo aJterna.tivo para a utim~ão de 80 , que consiste 
na sua estimação pelo mêt.odo dos miru.mos quadrados gener&liza.do (GLS). Como já se disse o M.E.B é 
invariante no tempo , pelo que as equações que o t raduzem sob a forma de espaço de estados podem 
y1 pode exprimir-se em termos de 80 , por substituições sucessivas vem : 
y, = f (Get-, + 'h) +~= 
= r c o,_1 +c 'lt +E, = 
= fG(G81_ 2 + ,Jt_ 1 }+ fr~t +~= 
= f G l gt-2 + f G 'h-t + f q, + ~ = 
= f G 1 (G 81_3 + '1t .. 1 ) + f G 'lt-t + f 'lt + ~ = 
= r G 3 s'-3 + r G
2 
'lt .. 2 + r G 'lt-t + f 'lt + t, = 
= r G' s0 + r G'""
1 
111 + ... + r G2 '1,_ 2 + r c q1_1 + r 'lt + ~ 
Auim podemos escrever: 
De fmindo 
x, = rG' 








Designando a matriz das covariinciM de {1 por flo , var [ { {T] = 0 0 , o estimador GLS de 90 é como se 
sabe 
o, =I xT a,' x I_, xT a,' Y (6. 12) 
A função de Verosimilhança concentrada será.: 
(6. 13) 
Segundo Harvey e Peters(1984, apendice B) as expressões da função de verosimilhança {6.13) e 
(6.1) são equiva.J entes. 
6.3 ESTIMAÇÃO A PARTIR DA FORMA REDUZIDA. CORRELOGRAMA 
Um mode lo estrutural para séries cronológicas, em geral, contém vário! te rmos residuais , ou 
perturbações . Desde que o modelo seja line.u-, as diferentes componentes podem ser combinadas de 
forma a conduzir a um modelo com uma única componente aleatória, ou sej a , à forma reduzida ou 
canónica. do modelo . A forma reduzida é um modelo ARIMA com vá.ria!l restrições no espaço dos 
parâmetros. Se est.u rest rições não são impostas quando o modelo A RIM: A é ajll!tado, diz-se que se está 
a tratar da forma red.u :Uda. não ru trita. A forma. reduzida. para. o modelo estrutural bá3ico foi apresen-
tada em (2.29) e é tal que !:::. ó 1 y1 segue um proceuo de médias móveis de ordem (s+l) , M A ( s+ l) , 
onde os parãmetros estão mj eitos a um ce rto número de res t rições. 
A forma reduzida não restri ta contém em geral mais parâmetro.! do que a. forma estrutural, assim 
para o M E B, teremos (s+ 2) em vez de 4. 
A estimação via forma reduzida não re.ttrita, pelos métodos Box-Jenk ins tradicionai.t, pode 
conduzir a que os estima.dore.t obtidos para. os parâmetros estruturais não sejam a.dm.issiveis . Porém, um 
problema ma.is grave u tá relacionado com o facto , que já. foi mencionado, de que a correspondência 
entre os parâmetros estruturai.! e os da forma reduzida, não ê de um para. wn , o que conduz a um 
problema. de sobreidentifica.ção, .tendo possivel encontrar-se diferentes .toluções sem que à priori seja 
possivel dizer qual delas é a melhor . 
A e.ttimação da forma reduzida. a.travês da miLXimização da funfáO de verosimilhança com respeito 
aos parâmetros e.t truturais , garante a satisfação das restrições de não negatividade das variâncias bem 
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como todas M outras, mM o método geral de cálculo desenvolvido por Nerlove e aJ (1979) é bastante 
complexo. 
Parece não ba.ver va.ntagen.!l em estimar os parâmetros do modelo estrutural via forma reduzida, 
poi.!l se se pretende estimadores exactos de M. V., tão complicado e moroso é obté-los para um modelo 
AR.IM_A como para um modelo utrutura.l. Porém, os estimadores obt.idos a partir do correlograma 
podem ser Úteis como estimadores preliminares ou como pontos de partida para processos iterativos, 
usados na maximização da fun~ão de verosimilhança. 
Como vimos para o Modelo Estrutural Básico a sua forma estacionária (2.29), é 
' =l;/t-j + UI - Ul•l + (JI - 2wt-l + (JI-2 + ~ - ~-1 - ~-1+ t;,.J.i ; t= s+2 , ... 
Partindo desta exprenâo é fácil calcular a função de autocova.ri..incia do procuso estacionário 
Z1= ó. ó. 1y1 . Como E(Z1] = 0, a funcão de autocovariãncia reduz-se a")' (r) = E [Z1 Z1_rJJ e obtém-se 
"Y ( O ) = sai + 2 a! + o( a~ + 4 a~ 
"Y ( I ) = (s- 1) aj - 4 a~ - 2 a~ 
1' ( 2 ) = (s-l) ai + a~ 
; r = 3, ... ,s-2 
-y (s- I) = ai + a~ (6.14) 
-y (s) = - a~ - a~ 
Asmmindo que todas as variâncias no modelo são estritamente positiva.! , a.! equações em (6.H) 
implicam as se(Uinte.! restrições n.u autocorrelações ( p(r} =y(r)f'y(O)) : 
p(,) / p(,+l) = (•- ') I (•-1-,) 
P(') > O 
p(•) < o 
p(r- 1} > p(r+l) > O 
!P(• Jl > P {H I) 
; T = 3, ... , s-3 
{6.15) 
Segundo Nerlove e ai (1979) estimadores aproximados de M.V. para. os parâmetros estruturais 
podem ser mais fá.cilm eote calculados no domÍni o da frequência. 
6.4 ESTIMÇÁO DO M.E.B. NO DOMÍNIO DA FREQUÊNCIA 
Comiderando a forma esta.cionária do M .E.B. , {2.29) , e T •= T- (s+ 1) , pode provar-se, Harvey e 
Peters (1984) , Harvey (1 989), que a ÍUD) ão de verosimilhan~a para ó. ó. 1 y1 pode apresentar-se sob a 
forma : 
ln L =- T ' ln h - 1 Ti:'tn f('J) - l Ti: I l('J) (6.16) 
2 j = O 2 j = O f('J) 
onde I(.)) e f (.)) representam respectivamente a fun~ão de dell6idade e6pecLra.l amort.ral ou 
periodop-ama e fun~ão demidade espectral teórica de ó. Ó.
1 
1t para a frequência .) = 'J1fj f T" 
(j =O,l , ... ,T· -1) . Definida.s por, 
(6.17) 
(6.18) 
onde i = 'f-1 e -y (r) a fun~ão de autocorrela)áO. 
A fun~ão geradora das autocovariãncias( f.g.ac.) para um processo estacionário ê definida como um 
polinómio no operad or atraso, g (L) , tal que , 
a.ssim a função de verosimilhan~a (6.16) pode exprimir-se em tennos da função geradora das 
autocovariâncis , pois que , para L = exp (-i~) tem-se a relação : 
f('J) = (h)" 1 g ( oxp (-i";)) 







As expressões (6.16} e (6.19) representam apenas a f. v. aproximada para 6 ó. ,11 . Pois que 1 
segundo Harvey e Peters (1984) e Harvey{1989) aquelas expressões apenas são iguais à fun~ão de 
verosimilha.n~a se o proceno for u procerso circular " ( i. e. se a matriz das variâncias covariâ.ncias do 
proceuo for tal que -y(7) = "( (T" - r) T =l, ... ,T "·l ), condição que em geral não se verifica. 
Como a f.g .a.c é função dos parãmetros desconhecidos, ~,a ma.x:im.ização da f.v . envolve iterações 
com diferentes valores de 1/J e por conseguinte de ~ , até que (6. 18) sej a maximizada . As ordenadu do 
periodograma são independentes de tjJ e portanto serão ca.lculadas apenas uma vez e não em cada 
iteração do processo numérico de optimização da função de verosimilhança . 
onde 
Harvey (1989) ca.lcuJa para o M. E. B a fun~ ã.o de densidade espectral , obtendo , 
zl\i = 2( I ~cos -'js) s~t 
zpj = (t ~cos-'js) / (I~cos-'j) = s +2 h;;_t (s~b) cos -'jb 
z..,; = 6-Scos-'j + 2cos2-'j 






Tal como no doml.nio do tempo um dos parâmetros , geralmenter a~ ou a; pode ser eüminado da 
fun~ão de verosimilhan~a , suponha-se que é o~ e que gj = o~ gj , com a; , o~ e o~ subst.ituidas pelas 
variãncias relativas ql'J = o;J a~, '16 = a~/ a~ e ~ = o;,; o~. O vect or dos parâmetros , !J;. , 
!f. = j q'1 , Q.5 , ~ JT , substituindo ':J = o~ gj na expressão da função de verosimilhança e maxi-
mizando em relação a U: obtém-se : 
56 
(6.25) 
Nerlove e ai (1979) fizeram bastante uso da estima~ão de modelos UCARIMA no domÍnio da 
frequê ncia, tendo concluido que do ponto de \'ist.a computacional são bastante mais rápidos do que os 
procensos de estima~ão no domiruo do tempo . Contudo, eles não consideraram os processos de 
estima~ã.o no domiruo do tempo, baseados no fl..lt.ro de Kalma.n. 
Harvey e Peten (1984) aplicaram os vários processos de estima~ã.o de máxima verosimilhança a 
dois conjuntos de séries, um contendo três séries trimestrais de 60 observações, simulada! para 
diferentes valores das variâncias no M.E.B. , sendo as perturbações geradas por um processo que produz 
variáveis Normais i.i.d., e o outro conjunto contendo sete séries reais, também trimestrais e 
relacionadas com indices macroeconómicos para o Reino Unido. 
Verificaram algumas diferenç.u em relação às estimativ.u obtidas pelos processos no domiruo do 
tempo (DT) e no domÍnio da frequência (DF), em particular o processo DF produziu sempre 
estimativas positiv.u para a vari.inda das perturbações do declive da tendência (ai) , e para a variância 
das perturbações da sazonalidade (a~ ), o que se deve ao facto de que a estimação no DF uão permitir 
detectar situações em que o~=O ou ai = O, pois que para aqueles valores a f.v. no DF é não limitada, 
contráriaruente ao que acontece com a função de verosimilhança no DT. 
Para as séries reais, as estimativas de u; no DF apresentam um valor superior aos da estimação no 
DT. Por outro l.:u:lo a! estimativas de a~ estão por vezes muito perto de zero pelo que a concentração da 
função de verosimilhança será preferivel fazer-se em relação a a; ou oi em vez de oi 
As estimativas obtidas no DT e DF são semelhantes em particular quando no DT o FK co nverge 
rápidamenLe para o seu estado estacionário. 
Harvey e Peters também concluira.m que do ponto de v i st<~. com putacional a estimação no dom.inio 
da frequência é substancialmente mais rápida que a estimação no domiruo do tempo. Como se fez notar 
a f.v. no dominio da frequência só é posshei ca1cular exactamente se as condicões de "circularidade" 
forem satisfeita:~, porém dada a maior rapidez, .u estimativas obtidas no DF podem servir para ponto de 
partida no DT. 
É possÍvel provar que as propriedades assintóticas dos esLimadores de M.V. ob t idos a partir de wn 
conjunto de observações i.i.d., continuam válidas quando aquela.'! condições se relaxam. As~im os 
estimadores de M.V. obtidos, quer no domÍnio do tempo, quer 110 dom.injo da frequêucia são 
assintóticarnente consistentes e Normais . 
Cro wder (1976) demonstra a consistência fraca e a normalidade assintótica estabelecendo .u 
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condicões para que iuo se verifique. 
Hannan{l970) deduz as propriedades assintóticas dos E.M.V. no DF para modelos estruturais. 
Considerando um proceuo estacionário Gaussiano com função de densidade espectral ,f(>.), continua, 
não se anulando no intervalo (-w ,w] e dependendo de um conjunto 1/J de pa.rã.metros desconhecidos prova 
que: 
(i) ~ , o estim.Wor de M. V., converge em probabilidade para 1/J {plim ~=!/i) ; 
(ü) Sob as hipóteses de continuidade para as derivadas até à 3~ ordem 
com respeito a 1/J da função inversa da f.r;.ac. ,1/g(L), na vizinhança de 
1/J e admitindo que os parâmetros ~ , na repruentaç.io de médias mó -
veis (MA) do modelo 
(6.26) 
são tais que : E h I ~ j < 00 então fT ( ~ - ~) tem distribuição 
h= O 
limite Normal com média zero e matriz de cova.riância.s Ll\"1 (f) com 
11\(fo) dada por 
Se o processo for identificável, Ll\(fr) é não-singul.u- . No caso do modtlo estrutural b.Uico a9 
condicões exigid~ são satisfeitas se ai > O e a:, > O. 
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1. MODELOS ESTRUTURAIS COM VARIÁVEIS EXPLICATIVAS 
E VARIÁVEIS OE INTERVENÇÃO 
7.1. V AlUÁVEIS EXPLICA'ITVAS 
A variável y1 nos modelos estruturais considerados anteriormente foi modelada exclu.!iivanunte em 
termos dos valores do !eu panado. Por exemplo no M. E.B os movimentos de y1 são explicados em 
termos de uma tendência estocástica e uma componente sazonal também estocástica. Porém 
frequentemente conhecem-se outras séries que têm uma rela~ã.ode casualidade com a variável y1 em 
estudo.Neue caso é possÍvel, lle as variáveis ad.idonais são exógenas e a relação entre tias e y1 é linear 
reescreveroM.E.B.: 
k 
y, = J.l, + 'Y, + E a;_ Xj, +" 
i=l 
;t=l, ... ,T (7.1) 
onde xi1 são a.s variáveis explicativas e a;_ os parâmetros que lhe estão associados. M.Us Et:ralmente 
outra.s componentes como ciclos ou efei tos diários podem ser usadas , anim para o modelo estrutural 
completo ter-se-ia: 
;t= I, ... ,T (7.2) 
É evidente que as variávei~r expücativa..!l apena~r contribuem em parte para a explicação do~r 
movimento!! de y1, pois de contrário ter-se-ia apen33 um modelo de regressão linear. 
A representação de {7. 1) em espaço de estados pode exprimir-se de uma maneira semelhante ao que 
foi feito em (3.1) ,mantendo a me~rma equação de transição e considerando como equação das 
observações: 
(7.3) 
Se o vector do~r pMãmetros associado às variàveis exógenas for conhecido a adição de x,T cr à equação das 
observações não traria qualquer problema à aplicação do FK . Contudo na maior parte dos casos cr é 
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desconhecido. Um proceuo será inclui-lo no próprio vector de utado, pauando a ter-se um vector de 
estado alargado O: = I i[ o'[ JT que satisfaz ao sistema : 
(7.<) 
(7.5) 
Este modelo de upa~o de estados aumentado é conveniente para previsão visto que permite 
actualizar simultâneamente o e~timador de a sempre que uma nova observa~ã.o se torna disponlv el . A 
estimação pode ser feita por qualquer dos processos descritos anteriormente quer no domln.io do tempo 
quer no dominio da frequência. 
7.2 VARIÁ VEIS DE INTERVENÇÃO 
Variávei! de intervenção,correspondentes às variáveis artificiais ou "dumm.ies" nos modelos de regre.nã.o, 
podem também ser incluidas no modelo por forma a traduzir os efeitos de determinado! acontecimentos 
no comport.amento da série em estudo. Na a.náli!e de intervenção pura não se consideram presentes 
outras variáveis explicativas no modelo . 
O modelo (7.4) pode Mlsim ser generalizado: 
(7.6) 
onde Wjt representam as variáveis de intervenção e~ os seus coefi cientes . A definição de Wj1 depende 
da forma que o efeito de intervenção pode assumir.Por exemplo se o efeito da intervenção é transitório, 
i. e. se tem d eito apenas no instante t= -r, ter-se-.i : 
w. ={o ''"' Jl I t=r 
Estimação de um modelo da forma(7.6) pode igualmente efectuar-se quer no DT quer no DF , 
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tratando a variável de int.ervenção como :re fosse mais uma variável explicativa. 
A análise de intervenção foi introduzida por Box e Ti&O{I975) para modelos ARIM.A. Ha.rvey e 
Durbin(1986) na aua análise do efeito da legisla.;:ão sobre o uso do cinto de segurança em viaturas 
automóveis, no número de pessoas mortM e gravemente ferida.s , põem bem pat.ent.e a importãncia da 
ponibilidade de alartar os modelot estn~turais à inclusão de quer variáveis explicativas quer nri.áveis de 
intervenção. Voltaremos a este assunto na segunda parte deste traba.lbo. 
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SEGUNDA PARTE 
Modelos Estruturais - Abordagem Bayesiana. 
8 - MODELOS ESTRUTURAIS- ABORDAGEM BAYESIANA. 
8.1 - Introdução. 
A metodologia bayetia.na. de previsão para modelos estruturais foi introduzida por Harrison e 
Stevens (1971/76) Os modelos bayesianos geralmente operam segundo o "Principio de Gestão por 
Excepção " ( "Management by Exception ") . Isto ê, rotinas de previsão sã.o produzidou por um modelo 
estatlstico e usadas como "input" para um processo de decisão, excepto se circun!t.inci.u excepcionais se 
verificam. Por exemplo, o aparecimento de informação relevante proveniente de uma fonte externa ao 
S"istema, a antecipação de uma greve laboral, nova legisla..;:ão, uma grande campanha promocional, são 
situações que afectam a procura e aumentam a incerteza futura . Outros tipos de excepção são 
retrospectivos e ocorrem quando se verifica uma mudança imprevisivel, por exemplo, no padrão de 
procura. Reflra-.se, como relevante, que as excep~ões constituem uma oportunidade para aprendizagem 
e melhor conhecimento do mercado . 
Um sistema de previsão (modelo + utilizador) deve permitir uma an~lise retrospectiva ("What 
happened analysis ") e uma análise prospectiva (" Wbat if analysis") , devendo portanto ser um modelo 
robusto e estruturado apropriadamente . 
A abordagem bayesiana para a modela~ão de um sistema de previsão deve constar euencialmente 
de duas fases: 
(1) descri~ão do estado corrente do processo 
(2) relacionamento entre os estados corrente e futuro do processo. 
Na fase (1) a principal preocupa~ão deve ser a comunica~ão entre o agente da decisão e o mode lo 
estatistico . Quais os parâmetros que caracterizam o psocessoo ? Que informa~ão disponivel existe sobre 
o estado corren te do processo ? Como descrever essa informa~ão em termos, de " melhores" estimativas 
pontuais, de medidas de incerteza ou de distribui~ões de probabilidade? 
As principais cara.cteristic.u do sistema de previsão bayesiana segundo J.Harrison e West são 
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Representac;ão paramétrica (ou em espac;o de estados ) - ao contr.írio da funcional, como 
acontece , por exemplo, nos modelos AR.IM:A - o que significa que os modelos são anafuado! 
na sua forma estrutural, atribuindo-se a cada elemento do vector dos parâmetros, umo. 
interpretação especifica; 
Descrição probabili.t.ica dos parâmetros em qualquer instante especificado, exprimindo esta 
crenç.u, f(81l 0 1 ), acerca do estado corrente 81 dada a informação disponJvel no instante t., 0 1. 
Definição 1equeocial do modelo - especifica a evolução do sistema entre dois instantes subsequentes 
quaisquer. Para prever , é neceuário relacionar os estados corrente e futuro através de uma 
relação probabuistica 1(81+1 1 81 , 0 1 ) e para previsão e actualização da informac;ão é preciso 
relacionar as observações futuras, digamos Yl+o ' com o estado através da distribuü,;ão de 
probabilidade de Yl+u condicionada a.o estado el +n 'f(y, +D I e,+D), (n =1,2, ... ). Esta defini~ão 
sequencial permite que o método seja aplicável a um número pequeno de observações , além de 
facilitar a elaboração de um processo recursivo de estimação; 
At previsões são obtidas em Lermos de d.i..rtribuições de probabilida.de. 
Como já foi dito, a grande diferença entre as abordagens Clássica e Bayesia.na reside na maneira 
pela qual os parâmetros do modelo são tratados. Enquanto, na abordagem clássica, estes são estimados 
via maximiza~âo da função de verosimilhança, na abordagem bayesiana, são designados subjectivamente 
ou sequencialmente estimados via inferência Bayesiana. 
8.2 PRINCÍPIOS BÁSICOS DA rNFERÊNCIA BA YESIANA 
Em geral num problema de inferência indutiva ( extensão do particular para o geral, nomeadamente da 
amostra para a população ) as fontes de informação disponiveis são de dois tipos : 
(i) A infonn~ão à. priori , anterior ou externa em relação à amostra ou à. experiência, 
proveniente de toda a acumula~ão de conl1ecimentos sob o problema em estudo ou em 
situações afins, bem como da intui~ã.o ou ponto de vista subjectivo do analista ou de outros 
peritos sobre o assunt.o. 
(2) A informa.o;:ão a.most.ral sob a forma de dados ou observações resultant.e de inquéritos, da 
repet.i~ão da experiência em condicões constantes ou sensivelmente constantes ou, ainda dados 
históricos, como por exemplo no caso d~ sucessões cronológicas . 
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Como :Je sabe a inferência Clássica, de cuja escola se de!taca.m nomes como R.A.Fisber, Jerry 
Neyman e E.S. Pearson, baseia-!e exclusivamente na informação amo!tral. O! clássicos recusam a 
informação à priori a.leg<UJdo que esta não é processada formalmente na análise estati..tica, mesmo no 
c.uo em que eua informação é fá.cilmente quantificável. 
A inferência Bayesiana, de cuja escola se nomeiam F. Ra.msey, De Finet.ti, H. Jeffreys, I.J.Good e 
D.V. Lindley, conjuga a informação à priori e a informação amo!tnJ através do Teorema de Bayes 
instrumento por excelência da análise Bayesiana, como veremo! no decorrer desta !egunda parte . 
O conceito de probabilidade, ou melhor, a sua interpreta<;ã.o é outro ponto de controvérsia. 
No que respeita ao a,pecto formal da axiomática de Kolmogorov, não há grandes divergências. Os 
axiomas de Kolmogorov aão um caso particular da axiomática de Rényi (1970) definidora da 
probabilidade condicional . 
Porém quanto à ligação entre a função matemática, abstracta, e a interpretação do termo proba-
bilidade quando este se refere a acontecimentos ou proposições com valor prático, é um ponto bastante 
polémico. Apenas de uma maneira muito sumária diremos que, do ponto de vista clássico, o conceito de 
probabilidade tem uma interpretação frequencista baseada no princÍpio de amostr~em repetida , utili-
zando assim as frequência,., como medida,., de incerteza . Do ponto de vista baye!i&no a probabilidade é 
um conceito subjectivo que tradu1; o grau de crença pessoal na realização dos fenómenos aleatórios , 
sendo definida em termos de grau! de credibilidade. 
Do ponto de vista clássico a avaliação dos procedimentos estatisticos é feita em termos da 
frequência com que fornecem bons resultados, orientando..se pela precisão inicial ou pré-experimental. 
Na perspectiva da inferência Bayesiana é mstentado que a maioria d.u lfitua.ções são não repetitivas 
(senão hipotéticamente ) e portanto o que conta é a precisão obtida com o particular conjunto de dados 
dispon.ivel, preferindo portanto a precisão fmal ou pós. experimental. A propósi to cite-se Berger (1980) 
" When deo/ing with a one time fituation ,however, it is not c/ear what the relevance of initial 
precision is ". 
Partindo de axioma,., que caracterizam a essência do comportamento racional , consistente e 
coerente de um individuo , em alntese, o denominado princÍpio da coerência Bayesia.na, demonstra-se 
que os graus de crença podem ser expreS!fos formalmente. Os problemas de inferência são estudados no 
quadro de um modelo proba.bili,tico, onde existem pa.rãmetros, 6, desconhecidos, que no modelo clássico 
constituem um escala.r ou vector desconhecido, ma.s fixo. Para os bayesianos, tudo o que é de!conhecido 
é incerto, passando assim o pa.rãmetro a ser considerado como alutório ou estocástico. A incerteza 
associada aos verdadeiros valores dos parâmetros do modelo passa pois a ser quantificada através de 
uma distribuição de probabilidade, (geralmente subjectiva) d~signada " distribuição à priori.n Assim se 
6 é um parâmetro discreto, designando por f(9) a função de probabilidade à priori , tem-se que f(9) 
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exprime o grau de credibilidade que o analista atribui ao valor pa.rticular do 8 considerado; se 8 é um 
parâmetro continuo, designando por f(B) a fun~âo de densidade de probabilidade (L d. p.) à priori , tem-
se que f(B) dB exprime o g:rau de credibilidade que atribui ao intervalo (8, 9+d8) 
Formalizando a.s considera~ões anteriores, considere-Je uma variável ou vector aleatório observável 
representativo de uma ou N ca.racteristica.s de uma população ou universo . Seja x o valor observado de 
X . 
As pouÍveis funções de probabilidade (f.p. ,ca.so discreto) ou funções de densidade de pro-
babilidade (f.d.p, caso cont.inuo) de X designam-se por f(x ! 8 ), onde 8, escalar ou vector é um 
parâmetro pertencente ao espaço do parã.metro 8 . O modelo probabi.Ústico é assim constitu.ido pela 
familia tf = { r ( X I o ) : 8 E e } ' das distribuições probabilisticas representadas pela f.p. ou f.d.p. 
De futuro não 11e utará constantemente a distinguir entre o ctlllo discreto e CtlllO continuo, exprimindo-se 
genéricamente os raciodnios em termos da função de densidade f (xIS). 
Encarando o vector dos parâmetros, 8 , como um vector aleatório ( não se fará distinção de notação 
para o caso de S fixo ou aleatório). com distribuição à priori f(S), o teoN:ma de Bayes para densidades 
permite escrever: 
f(Bix) = f(B,x) = f(B)f(xiB) 
f(x) I e f(xiB) f(B) dS 
onde: 
f(Bix) representa a distribuição à posteriori de 8 ; 
f(8 , x) representa a distribuição conjunta das v.a. X e 8; 
f(x) representa a distribuição marginal de X ; 
f(xiS) representa a função de verosimilhança(interpretada na abordagem bayesiana como a 
densidade de X condicional a 8 ); 
(8.1) 
J 8 representa o integral ou somatório estendido ao espaço paramétrico consoante este seja 
considerado cont~mo ou discreto. 
Note-se que ao designar-se por f(8) a distribuição à priori de 8 e por f(x) a distribuição marginal de X , 
de modo algum se subentenda que 8 e X têm a mesma distribuição 
Como a distribuição marginal de X não depende de 8, é usual escrever (8. 1) 'ob a forma : 
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f(9Jx) "' f(9) f(xJI) (8.2) 
dirtribuição à post.eriori a: din. à priori x verosimilhança da a.moltra , 
sendo a constante de proporcionalidade ou factor de normalização K = f{~) . 
O teorema de Bayea pennite ;usim modificar , ou melhor , rever a atiLude inicia..l em rel<l)â.O a 8 , 
tra.duzida por !(8) , tendo em conta a informação contida na amostra. Murteira (1988) esquematiza esse 
processo de revisão da distribuição à priori para obter a d.istribttiçã.o à posteriori da seguinte maneira : 
Dada a fonna de cálculo , os princÍpios nomeadamente da suficiência e da verosimilhança (formas fraca 
e forte ) , são automàticament.e satisfeitos. 
Os clássicos opoêm-se ao princÍpio da verosimilhança na medida em que defendem que a avaliação 
da informação fornecida pela amostra p.usa neceuáriamente pela análise de tod.u .u amostras que 
poderiam t.er ocorrido, isto é, todos o:t pontos do espaço amostra. 
A distribuição marginal de X, f(x ) , que foi utilizada no teorema de Bayes para a construção da 
distribuição à po!teriori , tem interesse só por si , pois forn ece a distribuição da amostra antes de ser 
observada , chamando-se por isso d.ist.ribu.ição predit.iva. 
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A introdução de informação à priori na análise estat.inica exige assim uma vi!ão ampliada do con-
ceito usual de probabilidade e da natureza do parâmetro desconhecido em causa 
Parece pois não ser de contestar que a abordagem baytsiana, ao fornecer um meio de introduzir 
informação adiciona.! na anátise, pennite, na base de uma qua.ntifica.ção correcta deua informação : 
- Apurar muito possivelmente o procedimento inferencial sobre B através do cãlculo da sua 
dist.ribuifâO condicionada pelos dados observados. 
- Clarificar a !Ua interpretafão, particularmente através da medição da precisão fmal, isto é, 
da precisão inferencial relativa à situação especÍfica analisada. 
Porém citando Bunett((l982) pg.l88) " ... Allthi5 proccu of argumen/5 u co r~slr-ucliv t: provided 
tho.t ottitudu ore no/ allowed to harden: that minds remain open , and different method1 are used in 
dijferent útualions with an honut desire to aueu their value, unduflered bv philo1ophical 
preconcept1on1". 
Também Box (1983,1984} sustenta que a.s doutrina.s Bayesiana e Clássica são maü complemen-
tares do que concorrentes, perfilhando uma divisão de trabalho : aos fTequencistas o que i: critica ( o 
modelo é adequado?}, aos bayesianos o que i: estimação ( se o modelo i: adequado estimem-se os 
parâmetros!}. 
Esta atitude deixa -nos com os seguintes problemas : 
os métodos frequencistas não são considerados bons para estimação, porquP 
- os métodos bayesianos não são considerados bons para testar o ajustamento ou a significância, 
porquê? 
A resposta não é pacifica. Não sendo este o objectivo do nosso trabalho , quedar-uos-emos por aqui. 
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8.3 DISTRIBUIÇÕES À PRIOIU 
8.3.1 Di.rt.ribu.i~ões i priori não informativas . 
Como se viu para obt.er a dis~ribuição à posteriori (base de toda a inferência Bayesia.na) é preciso 
especificar a distribuição à priori do parâmetro 8. 
As d.istribuiçõu à. priori, em geral, classificam-se em dois tipos " nã.o informativas " e 
"informativas ". A! distribuições nã.o informativas são as que traduzem a inexistência de informação 
inicial, isto é, uma situação de ignorância sobre o parâmetro em causa. Por vezes existe algum conheci-
mento, embora vago ou difu.llo, falando-se de distribuiçõu à priori vagas ou difutal que por vezes se 
confundem com as distribuições não informativas ( talvez porque na prÁtica os resultados a que se chega 
sejam em geral muito semdbantes). 
A especificação de distribuições à. priori não informativas constitui um dos problemas mais 
controverso da análise bayesiana. Se o espaço dos parâmetros é fmito, por exemplo e = { 112, ... , m }, 
uma distribuição à priori uniforme (discreta) f{8) = ~ ; 8 = 112, ... 1m 1 pode ser adequada para traduzir 
a ignorância à priori 1 pois de contrário estar-se-ia a considerar uns valores mais crediveis do que outros. 
A escolha da distribuição uniforme discreta baseia-se no principio da razão insuficiente de Lapla.ce(1812) 
- Tbéorie Analytique des Probabilités. 
Quando e é um intervalo, e = { 9: 90 ::; 8 ::; 81 }, será natural escolher para f(9) a distribuição 
uniforme continua no intervalo [90 1 81J. 
Quando 8 é um intervalo não limitado, Jeffreys ( 1961) segue essencialmente o mesmo principio 1 
embora com ligeiras modificações. Alargando também o principio da razão in1ujicienle para o caso 
multivariado, as sugestões de Jeffreys são : 
Quando 8 = (- oo, + oo) e 9 parãmetro de localização , deve tomar-se para distribuição .i priori, 
f(9) d 9 ~ d9 (8.3) 
Quando 9 = (O , + oo ) e 8 parâmetro de escala , deve tomar-se , 
f(9) d9 ~ ~d· (8.<) 
Tanto (8.3) como (8.4) são distribuições impróprias pois que 1 
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Esta situa,~fáO é criticada por outros autores, nomeadamente Box e Tiao, os quais introduzem o conceito 
de distribuição à priori localmente uniforme na região em que a função de verosimilhança tem um valor 
apreciável, mas recusam a sua extensão a todo o dom.Ín.io do parâmetro. 
Os seguidores de Jeffreys não !e incomodam com o facto da distribuição à priori ser imprópria 
desde que a distribuição à posteriori resultante seja própria. 
Jeffreys justifica a escolha daquelas distribuições à priori baseando-se ntu propriedades de in-
variância para determinado tipo de transformações, o que lhe permite assegurar a consistência das con-
dusõe:t à pos"Leriori face à3 adequadas parametrizações alternativas. Por exemplo, se (J é um parâmetro 
de localização , a distribuição à priori deve ser invariante para. transformações da forma ,\ = O' + {38, o 
que na realidade acontece pois que d,\ ex dO . 
Generalizando as propriedades de invariância que justificam a escolha de {8.3) e {8.4) , 
Jeffreys(1961) introduz uma upecificação alternativa p&ra as distribuições à priori, 
l 
f( B) a {1(6))', 
onde I (8) é a quantidade de informação de Fisber, 
I (6) =E [ ( aJog !~xl 6)) 2 l = I ( aJog !~xl 6)) 2 f(xl6 ) dx 
1 (O) =- E [ ( ô2 lo~;\xl 6)) J = _ I ( ô2 lo~~xl 6)) f(xiB) dx (8 .5) 
Se a parametrização do modelo for feita em termos de ,\ = r (8 ) , com r função biunÍvoca e derivável, 
e se toma como distribuição à priori , 
l 
f(>) <X {I(>)}' ' 
então, 
l I 




Significando assim que M distribuições à posteriori s&o análogas e consequentement.e as inlerências delas 
decorrentes serão equivalentes. 
Por exemplo se X ""' N ( Jl , o2 ) e se supõe o2 conhecido , tem-se , 
log f(x l") = log (1/0'/» ) - (x -~ )' 
2o 
donde, 
1 (p) :::: E [ ( ôlog !~xl Jl) ) 2 J = ~ = constante 
1 
ou seja f(p) o: { I(p) p = constante , conduz-no! a (8.3) . 
Supondo ,agora p conhecido ,e o desconhecido, vem, 
donde , 
[ .L_,(X -")']=_1_ I (o)=- E 2 < 2 , o o o 
pelo que aplicando {8.6) é-'e conduzido a (8.4) , isto é , 
f(o) da o: ! do. 
Uma generalização de (8.6) para o caso multiparamétrico é feita usando em vez da quantidade de 
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informa.~ã.o, a matriz de informa,(jâO de Fi.sber I ( 8) , e definindo a distribuição à priori proporcional à 
raiz quadrada do respectivo determinante . Assim se 9 for um par.imdro multi variado tem-se , 
1 
t(O) "' l•(o) 1' 
onde, 
I( I ) =- E [ ( o
2
log f(x l B)) ] 
ô8i ôSj (8.8) 
Por exemplo, para o caJJo da distr ibuição N ( p , a2 ) com ambos os parâmetros desconhecidos 
como, 
[ 
_E [a'Jog f] _ E[a'Jog fl] 
ÔJ.l2 Ôp. ôa 
l( p,a) = 
_E [ô2Jog r] _ E [ô2log fl 
ôoôp. Ôf,'l 
~ I ·' 11( P ,a)l =; 
auim , f( p., a) o: a·2 
1 
2 I 
• I = ', .-· J' 2a·2 
{8.9) 
A questão da averiguação do grau em que diferente, distribuições à priori alternativ;u , incorporam 
informação acerca de 8, pode ser respondida em termos da teoria da informação. A resposta não será 
óbviamente única, atendendo à,, várias medidas de informação e defmições de distribuição à priori de 
informação minima , que podem ser utilizadas. 
Bernardo (1979), seguindo Lindley (1956) usa a medida de informação \ogarit.m.ica assim definida : 
r8 { < ,f(B) } = J f(x) J f(91 x) log ~~~~~)de dx, 
12 
onde 
( = { X , 9, f(x!B) } representa a experiência que produz uma observação de X, com distribuição 
f(xiO) para algum O E e e as rutant.es quantidades tendo o significado já atrás definido em (8.1). 
Seja 18 { e(N) , f(B) } a quantidade de inlormay.io sobre 8 contida numa amostra de dimensão N Se a 
dimensão da amostra fone in.lin.ita obter-se-ia a quantidade de informação m.ixi.ma sobre O, 
1° { <(oo), f(O) } . A"im , 
G = ( r0 { <(oo), t(o) )- r• { '· t(B))) 
mede o ganho de inform~ão acerca de fJ quando a distribuição à priori de O é f(O). Uma distribuição à. 
priori com " informação mlnima n será a que maximiza G. 
No ca..so continuo , em geral 18 { e(oo), f(O) } = +ex> , para todos os f(S). O que em parte e' natural, 
pois que uma quantidade de informação infinita será neceuária para conhecer exactamente um número 
real. Auim distribuição à priori de " informação mÍnima" poderá ser definida como a distribui~ão 
limite da sequência de distribui~ões que se vão obtendo à medida que N tende para infinito. Isto 
é, f(9):: lim fN (9) , onde fN {9) é a distribui~ão que maximiza GN= (18 { t(N), f(S) } - I8 { t, f( 9) }). 
A correspondente distribui~ão à posteriori é obtida pelo teorema de Bayes. As distribuisões à posteriori 
basead&S em distribui~ões à priori de infonna~ão ml.n..ima , também designadas distribuições à priori 
vag&S ou difus&S , costumam designar-se por " distribuisões à posteriori de referência " , pois e!&S podem 
constituir um ponto de partida admiuivel para a inferência . 
Considerando o caso particular de populac;:ões Normais , X "' N ( J1 , a 2) , com ambos os 
parâmetros desconhecidos, Bernardo(l979), deduz a distribui~ã.o à priori de informação mÍnima conjun-
tamente para J1 e a, obtendo 
(8 .10) 
Jeffreys, como vimos, a partir de (8.6) chega a f(p. , a) tx a"2 Porém Jeffreys rejeita este 
resultado a favor de (8.10), pois sustenta que a independência à priori en t re J1 e a deve ser de consi-
derar, pelo que par tindo das distribui~ões à priori f(a I p.) tx a· 1 e f(p.) ex dJl , obtém (8. 10) . 
As distribuições à posteriori de referência para p. e a são respectivamente a distribuição t de 
Student com ( N-1 ) graus de liberdade e a distribuição do Qui- quadrado também com (N-1) graus de 
liberdade , ou seja : 
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onde s2 = L: ( "i - i:)2 / N . 
f(a I x1 , "l , ... , xN) a a·N exp { - N s2 / 2a2 } , 
A de!ignação de uma distribuição à priori oã.o informativa pode ser embaraçosa dadas as várias 
técnku p ropostas para a sua obtenção, não serem em geraJ concordantes . 
8.3.2 Fam.ilia.s Conjugada de DUtribuiçõea . 
Quando exi!te informação à priori substancial (relativamente à informação contida nos da.dos) ~crucial 
;usegurar que a di:~tribuição à priori a utilinr constitua uma expreu&o preciu e completa deua 
informação di!ponivel, uma vez que as conclusões inferenciais vão depender da forma a.sswnida pela 
distribuição à priori . Será também conveniente que haja meios de comparação entre as contribuições 
relativas das informações à priori e amostral, que o processo de pa,sagem da distribuição à priori para a 
post.eriori poua ser fácilmente interpretado e que se faça de uma maneira "suave" !em que envolva 
cálculo! de elevada dificuldade e moro~o,. Com o fim de con!eguir e!tu objectivo! Raiffa e 
Schlaifer(1961,1972,1977) int roduziram o conceito de" ramilia.s conjugadas de dUt.ribuiçõe' à priori ". 
Seja tJ = { f(x I 8 ) : 9 E e } a famÍlia considerada como modelo da situação pràtica em e!tudo, 
a clas!e G; = { f( 8 ) : 8 E e } de distribuições à priori para 9 é uma fam.Ília conj ugada em relação a ff 
se e só se a distribuição à poste riori de 8, f(81 x) oc f (8) f(xl 8) , ainda per tence a ID , quaisquer que 
sejam f ( x I 8) E ff e f(8) E Q} P ode pois dizer-se que G> é feçhada em relação à operação de amos-
t ragem a partir de t}" 
Se ex.i!t ir estatist.ica ,uficiente de dimensão ftxa para êJ ,caso da fa.rnÚia exponencial , por exemplo, 
en tão existe famÍlia conjugada para êJ. Uma demon~tração pode ver-se em Murteira ( 1988, pag. 91). 
Para uma dada classe de densidades t}" , a farnilia conjugada pode ser frequentemente determinada 
pela simples in!pecção da função de verosimilhança f(xl8), e escolher para a famÍlia conjugada , a classe 
de distri buições com a mesma forma funcional da função de verosimilhança . As distribuições à priori 
result antes são designadas por di.tn"6uiçõu conjugada• nahlrail à priori. 
Como casos part iculares de famÍlias conjugadas apresentam-se os ligado' à fa.mil.ia êJ de d.istri-
bu.ições normais, que serão os que iremos utilizar nesta segunda parte do nosso trabalho. 
(1) Di.61.ribuiçio Normal de média 8 (desconhecida) e variância o1 ( conhecida) : 
Admitindo à priori que 8 ,.., N ( 11. , 1"1 ) , com J.l e 1"2 também conhecidos, e que f(xjB) "'N ( 8 , k o2 ) , 
a fun~ão de densidade conjunta do par (X , 8 ) é dada por 
f( x, B) = f(B) f(xiB) = ( 2><'/k aT)" 1 oxp {- -21 ( ( 8;" )
2 + (x- B)']} 
ka2 
Definindo , p = ~ + ~ e completando o quadrado do expoente ,vem, 
f(x, 8)= (2~oT(exp{- ~p[B-j;(~+-;-)2]}exp{- ~J.I-x) 2 2 } 1" ko 2(1" + k o) 
A distribui~ão preditiva de X , obtém-se marginalizando 8 , 
+JOO _! I (J.I-X)2 
f(x) = f(x,B) dB = ( 2>p)' (-lk aTj" oxp {- - 2--2 } 2(1" + ko) 
-00 
A distribu i~ão à posteriori de 8 , aplicando o t eorema de Bayes ,vem 
f(8 jx) = r~(;~) = ( fiP exp {- ~ p [ 8 - ~ ( ~ + k : 2 )] 2 } 
ou seja f(8) x) é ainda uma distribui~ã.o Normal com média, 
Somando e subtraindo vem, 
(8.11) 
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E( Blx)-~ + --'-'-x+ ~x- ~x-
- (r~+ ko:l) p. (r2 + ko2) (r2 + ko2) (r2 + ko2) -
=x-~(x-~t) (r2 + ko2) (8. 12) 
e variância, 
(8. 13) 
No ca.so de observar uma amostra aleatória de dimensão N, x = (x 1, .. ,xN ) , como se .!abe a 
estatistica suficiente é X "" N ( 8 , a 2 f N ) e portanto, 
f( Bix1, ... ,xN) : f(BI X) ainda é Normal com média, 
E {81 x1, ... ,xN] =E {81 XJ = ( (~)" + (;;,) x ] / PN 
e variância, 
Expressões que se obtém respecti vamente de (8.13) e (8.14) para o caso particular de k=* 
subJtituido por X . 
Assim , a conjugada da Normal (variância conhecida) ainda é uma Normal. 
(2) Di.!Lribuiõo Normal com média 8 (conhecida) e variância a2 (desconhecida) . 
(8. 1<) 
(8.15) 
Considerando uma amostra x = (x 1 , ..• , xN ) de uma população N( B, a 2) e a parametrização em termos 
da precisão ~/'=~ , a verosimilhança da amostra ê como se !llabe proporcional a , 
onde s• = ~ L ("i - O f2 e' e!tatist.ica suficiente. 
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Admitindo que a distribuição à priori de <P é uma Gama com parã.met.ros ~ e ~ , com a0 e p0 
positivos ( consideram-se p&râ.metros ~ e ~ para comodidade de cálculos e também porque assim 
p0 rp tem cü.stribuição qui-quadrado com lllo graus de liberdade). 
então a distribuição à posteriori, sendo proporcional ao produto da densidade priori pela 
verosimilhança vem, 
isto é a distribuição à posteriori ainda é Gama com parâmetros , 
a 1 ::: cr0 +N 
P1 = P0 + N •' = P0 + L: (X;- 8 )
2 




Se a parametriZ3)áD for feita em termos da variância a conjugada é a Gama inversa ( veja-se Raiffa e 
Schlaifer (1977) ). 
(3) Distribuição Nonnal de média 8 e variância o 2 {il!Ilbas de!Conhecidas). 
Continuando a comiderar a parametrização em termos da precisão tP = ~ e admitindo que 
f(rp) ""G(~.~) e f(BI<P) "'N(m0 , (N0 rpf 1 ) a distribuição co~junta de ( B,q.,), 
f(B, f/l) = f (8Jf/l) f(f/l) , é o produto de uma distribui~ão Normal por uma dittribui~ão Gama sendo, 
por isso, designada por dütribuição Normal - Gama. Auim, 
I f(B I~)"' o'•xv{-~N0 o(B - n;,) 2 ) 
pelo que a distribuição conjunta à priori de (B,f/l) vem, 
(8.20) 
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isto é, f(B ,f/J) "' NG ( m0 , N0 , o0 , fJ0 ). 
Considerando uma amottra x = (x1 , .. , xN ) (f(x:;!O,f/J) "' N (8 , o2 = 1/!" 1 )) a verosimilhança da 
amostra é proporcional a , 
onde ; 2 = E (~-~X )2 , pois que 
L (";- O )2 = N ( x · O) 2 + (N-1) ,''. 
A densidade à po!lteriori é proporcional a.o produto da densidade à priori pela verosimilhan~a ; 
associando convenientemente os factores vem : 
r( o.~ 1 x) a ~~( N +a, +1) ' 1 oxp ( -~[ N (x-O) 2 + N0 (O- m0 ) 21 ) . 
. oxp (-~I~,+ (N-1) ,''I l (8.21) 
Como N ( i:- B) 2 + N0 (O- m0)2 = (N + N0 ) él - 28 ( N X + N0 m0) + N X2 + N0 m~ = 





e completando o quadrado em 8 na expressão (8.22) ( basta somar e subtrair mi) vem, 
r(o,q, 1 x) a ~~(a,+ 1) · 1 <"P { -~N 1 (0 - m 1)2) oxp H~i(N-1) ,'' + P0 )-
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[(N-1) ,'' + p ) - ( N x +No mo)' + ( N x2 + N0 m02 )[ : o N1 
= [(N-1) s''J + N x2 + ( p0 + N0 m~)- N1 m~] , 
definindo, 
p1 = j(N- 1) s'2 + N X2 ) + ( P0 + N0 mÕ)- N 1 m~] (8.26) 
tem-se que, 
(8.27) 
Pelo que a distribui~ã.o à posteriori ainda é uma Normal • Gama, 
f(O,;> [ x) - NG ( m1 , N 1 , a 1 , P1 ) 
com parâmetros m 1 , N 1 , a 1 e .6' 1 deftn.idos respectivamente por {8. 23), (8.2.C),(8.25} e (8.26). 
8.4 ESTIMAÇÃO BA YESlANA. 
A distribuição à posteriori, como se viu, incorpora toda a informação d.i!ponlvei sobre o parâmetro 
(inform~ão inicial mais informação amostral ) pelo que todos os procedimentos de inlerência Baye,iana 
são baseados na distribuição à post.eriori, f(8/x), que em paralelo com a inferência clássica 6e pode dizer 
tem um duplo papel substituindo a L de verosimilhança e as clistribuições por amostragem. A distribui-
ção à posteriori , além de fornecer os procedimentos (processos de estimação, testes de hipóteses, etc) 
permite ainda avaliar a qualidade desses procedimentos. Assim na inferência clássica, a estimativa 
pontual de 8 é o valor , iJ , que maximiza a função de verosimilba.n~a, na estirua,ão bayesiana em paralelo 
teremos o valor de 8, iJ , que torma máxima a distri buição à. posteriori, i.e. obter-se-á, assim a moda, in-
terpretada como o valor mais provável de 8, na situação especifica em causa (dada a distribuição à. priori 
e a amostra). A moda da distribui,ão à posteriori é aleatória antes de se dispor da amostra particular, e 
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por tanto, é considerada o estimador Baye•iano de 8 . 
Se passarmos do campo estritamente inferencia.J, incorporando infonna~ão adicional sobre a.s 
consequências da se lec~ão incorrecta do valor do parâmetro 9 E e, é pouÍvel definir outras alternativas. 
Um critério largamente utilizado no âmbito da teoria da deci:r.io é o de etcolber a estimativa que 
minimiza a perca etperada à. posteriori . Seja L (B,ff ) a hm~ão perca então, 




De acordo com este critério é fáól provar que a estimativa Óptima ( no !entido definido ) para fun~ões 
perca quadráticas definidas positivamente é a média â posteriori , caso exist.a. Na primeira parte deste 
trabalho este resultado foi demonstrado tomando para funyã.o perca o E .Q .M. Naturalmente que o uso 
de outros tipos de fun<jã.O perca levará a outras estimativas Ópt.imM , a moda ou a mediana à posteriori, 
por exemplo. 
Como se sabe no CalO da distribuição à posteriori ser Normal , como é unimoda.l e simétrica, os 
resultados obtidos para o parâmetro média pelos dois critérios mencionados são coincidentes , pois a 
média, a mediana e a moda coincidem. 
8.5 REGIÕES DE CONFIANÇA E TESTES DE BJPÓTESES BA YESIANOS. 
Para efe itos prá.t icol! inform&Ção à pollteriori sobre 9, pode ser obtida através de interva.los ou regiões 
com um valor de probabilidade fixada. Isto e, R0 (x) é uma região de confi an~a Bayesiana ou um 
conjunto de credibilidade (l-o) se e só lle, 
P ( O E Ra ( x) ) = I f ( Olx) dO = I- a 
Ra(x) 
(8.29) 
T a.! como acontece com as regiões de confiança clássicas , a região R0 (x) para um dado o , não é 
única , sendo também de desejar que ab ranja o menor volume possivel no espaço paramétrico. Assim 
R0 (x) é uma região com a mais elevada probabilidade , abreviadame nte uma região HPD ( " Highest 
Posteriori Density") se 
f( 01 I x) ~ f( 02 I x) , H 1 E Ra (x) ' H 2 ~ Ra (x) , 
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E:IPD re&)ões constituem assim a b.ue para a inferência Bayesia.na ( estimação e t estes de hi-
pótea-es) . 
O problema dos testes de hipóteses- pode colocar-se mu.ito sumáriamente da seguinte maneira . 
Suponha.-se uma partição { 8 0 , 8 1 } do espaço paramétrico , isto é, e = 8 0 u 8 1 e 8 0 e 9 1 disjuntos 
e sej am H0 e H 1 a.s duas hipóteses sobre o parâmetro 9, mút.uamente exclusivas e exaustivas : 
Considerando as " chances " à posteriori associadas a cada uma das hipóteses , 
a0= p( H0 I x) = J f( 8 !x) dO 
8 E 9 0 
n 1 = p( H 1 I x) = J f(B !x) d8, 
8 E 9 1 
decide-se entre H0 e H 1 de acordo com os valores de a 0 e o 1 , optando pela hipótese com maior proba-
bilidade à posteriori ou equivalentemente considerando o cocient.e , a0 J a 1 , designado por " razão de 
chances à po1leriori "optar-se-á por H0 se aquele for > l. 
Uma medida de int.ereue para a análise Bayesia.na é o designado " factor de Bayer" que é 
deftnido pelo cociente entre as razões de chances à post.eriori e à priori , isto é , 
8 _ "razão de chances à posteriori" ao/ cr 1 
- "razão de chances à priori" .,.0 /.,. 1 
onde .,..0 e '11" 1 designam respectiv.unente as probabilidades à priori das hipóteses H0 e H1 . 
O interesse do factor de Bayes reside no facto de este poder, algumas vezes, se r interpretado 
como " as chances de H0 sobre H 1 " fornecidas pe los dados. Esta é uma interpreta~ã.o claramente 
vÁlida quando as hipóteses sã.o ~imples, i.e, 9 0 = { 80 } e 9 1 = { 81 } , 
.,.o f ( x I Do) 
ao= p( Ho I X) = 'll"o r (X I Do) + 1fl f (X 18,) 
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Assim podemos dizer que o factor de Bayu é precin.mente a razão de verosimilhanças de H0 para H 1 . 
9. MODELOS ESTRUTURAIS BAYESIANOS-
- FORMULAÇÃO MATEMÁTICA 
A formulação matemática dos modelos estruturais bayesia.nos é idéntica à. apresentada na primeira parte 
deste trabalho . Retomemos pois, o MLD definido pelas equaçõu (4.1) e (4.2) . Em cada instante t o 
processo em estudo é caracterizado por um conjunto de parâmetros , 81 , desconhecidos que se 
pretendem estimar face a determinado conjunto de informação dispon.ivel , que passaremos agora, a desi-
gnar por 0 1, pai! que além de conter o conjunto das observações Y1 ={ y0, y 1, ... ,y1 } contém todo o 
conjunto de informação à priori , 0 0 , incluindo em particular os valores das matrizes definidoras do 
vector de caracterização ~ = { F, , G 1, J-\ , Rc , ~ } do MLD. As.!i.m se designarmos por 0 1_1 todo o 
conjunto de inlonnação disponÍvel no instante t- 1 e considerando que o modelo é fechado para a 
in formação externa depois do i.ost.a.nt.e t.::::::O, teremos que 0 1 :::::: { y1 , 0 1_1 }. 
Sendo 91 desconh ecido, segundo a permiua fundamental da estatistica bayesiana , o seu 
comportamento deve ser especificado em termos de uma distribuição de probabilidade, condicionada 
pe la informayão no imt.ante t , i.e., f ( 91 I 0 1) , distribuição à posteriori no instante t . 
Como vimos, para que o mecanismo do teorema de Bayes nos forneya a distribuição à posteriori , é 




onde se continua a admi ü r que os erros ~ e 'h são independentes e mútuamente independentes com dis-
tribuições conhecidas e que o vector de estado inicial, 90, também tem uma distribuição à priori 
conhecida, f(90 I 0 0 ). Assim a distribuição de ( 91 191_1) pode obter-se directamente da distribuição 
Msumida piiTa 'lt e por con.teguinte, ter-se-á : 
(9 .3) 
As equaçõe.t de actualização ou dist ribuições à posteriori obte r-se-ão a partir de, 
f(B I D ) - f(B I D ) = f(B, I D,.,) f(y, 1•, ' D ,_,) 
I I - I y, ' t-I f(y, I D,_J) 
r( e, I D' l = r(•, l o,., l r(y, I •, l 
f(y1 jD,_ 1 ) 




deduzindo-se f(y,j 81 ) directamente da equa~ão das ob!erva~ões (9.1) a partir da distribuição das 
perturbaçõe! ~ . 
Como já se disse uma solução analitica para (9.5) pode não ser fácilmente obtida tudo dependerá 
da forma das distribuições Msumidas para ~ , '1, e 80 . 
9.1 MODELO NORMAL LINEAR DINÂMICO MULTIV ARIADO. 




Nestas condições a distribuição à posteriori de {811 0 1) ainda é NormaJ com média que continuamos a 
designar por '\ii e matriz de variâncias covariâncias Pq1 definidas como em (4.7) e (4.8) (equações 
definidoras do filtro de Kalman) . 
Na primeira parte d este trabalho este remltado foi obtido por indução e usando as propriedades da 
teoria da distr ibu.i~ão Normal multivariada. Vamos agora apresentar uma dedução baseada no teorema 
de Bayes. Antes porém, note-se que qualquer instante t pode ser considerado como instante zero, desde 
que se admita que y 1 , y2 , ... representa a continuação da série observada préviam eote. Consid erando-se 
., 
pois que a dist.ribui~ão à. priori concentra toda a inform~áo do passado (a.ctuando como !e se tratasse 
de uma utatistica suficiente), e interpretandO-se 90 como o vector de estado fina l para os dados 
históricos . 
Admita--se então que (Bl- 11 Dt- 1 ) "' Nm ( " ·I, Pt-l ), de {9.4) podemos escrever, 
r( o, 1 o,) "' r (B, 1 o,_,) r(J,I •,l 
Da equação das observa~ões (9. 1) conjuntamente com a hipótese de normalidade de~ ,obtem-se, 
donde, 
(9.9) 
Da equação de tra.n!ição conjuntamente com as hipóteses sobre a distribuição inicial de ( Bt- I I 0 1_1 ) e 
de 'h· tem-se que ( s, I o,_J ) tem distribujção Normal de média ' 
e covariânda, 
pois que 1J, e 81 são estatist icamente independentes , para t < s. Então , 
(9. 10) 
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Multiplicando termo a termo {9. 10) e (9 .9) obtém-se , 






e após alguns cálculos, segue-se que: 
completando a forma quadrática (9.11) em 81 , para o que basta somar e subtrair a..,), p-; 1~ ~ l t , obtém-
se para o argumento da exponencial 
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(9.14) 




Fazendo uso do seguinl.e lemma sobre matrizes (Lindley e Smith (1972) ) : para quaisquer matrizes A , 
B e C de dimensões apropriadas e paraM quais a.s matrizes s· 1 e C 1 se a.dmitem exi.!tir, tem-se 
[ B +A C AT f ' = 8" 1 - 8" 1 A (ATa· I A+ C 1 f 1 AT 8" 1 , 
como, 
que é precisamente a expressão (4.8) como se pretendia provar. Como a expressão (9.13) definidora de 
a.., 1, é exactamente a equação (4.7) obtivemos assim , numa Óptica estritamente bayesiana, as equações 
de actualização do Filtro de Kalman . 
Quanto à previsão a n passos tem-se que : 
(81+u I D, ) ""' Nm ( a..,+ll) t > p l+n)t ) e 
(y t+u I DI) "' NN ( j l+n)t ' ~ +n) t ) 
onde a,_+n)t , Pt+nft , j 1+n.) t e Z,+o)t são obtidos rupectiva.mente a partir de (4.27). (4.28), (4 .31) e 




é uma combinação linear de variáveis norm ais independen tes , pelo qu e também é normal , 
As expressões para ~+DII e r,I+Dit foram deduzidas na primeira parte (cap.4 pag 35 e 36) . 
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Quanto à distribuição de 1t+n I 0 1 , tem-se que a equação das observações pAra t:::t+n é, 
pelo que, t.ambém devido à linearidade e independência, se tem, 
9.2 MODELO NORMAL LINEAR DINÂMICO UN1V A.RIADO . 
O modelo univ.uiado é, como é evidente, um caso pa.rticuJa.r do modelo multi variado, por isso tudo o 
que foi dito em (9.1) se tr&nsport.a para o caso univariado, exactamente como já foi feito na primeira 
parte passando portanto y1 a repre!entar apenas uma variável , a matriz F1 panará a ser um vector 
transposto (Ixm) , f1 , e a matriz~ ( Nx.N) , das covari.incias do vector das perturbações .usociada.s à.s 
observações passa a ser um escalar, h1 , assim como a matriz ~ (NxN) das covariã.ncia.s do vector das 
inovações ,v1, passará a escalar , z.1 • Assim teremos : 
Equação das observações : y1 = r, 91 + ~ ; ~ "' N (O,~) {9. 16) 
Equação de tr.uuiçã.o (9.!7) 
Distribuição à pr iori (9.!8) 
Mantendo-se as hipóteses de independência e independência mútua das perturbações t:1 e 'h , bem 
como a independência de (801 0 0 ) relativamente àquelas. 
Tal como na primeira parte, até aqui , admitiu-se que o vector de caracterização, 
M1 = { f1 , G1 , f\ , b1 , ~ } era completamente conhecido para todo t Esta situação é porém pouco 
plauslvel . Na prática e em geral, a variância , h, , do processo gerador das observações y1, não é 
conhecida, assim como a matriz das variâncias covariãncias, ~ . Trataremos em primeiro lugar o 
problema da estimação da vari.incia das observações. Na abordagem clássica a sua estimação foi feita 
pelo método de máxima verosimilhança. Vejamos agora como na abordagem bayesiana este problema é 
resolvido , fazendo uso, de uma análise baseada em distribuições à priori conjugadas e depois como 
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análüe de referência em distribuições vagas ou difusas. 
9.2.1 !NFERENCIA SOBRE A V AlUÁNCIA DAS OBSERVAÇÕES, h,. 
U•o de ramilias conjugada.<~ de d.UJLribuições à priori 
Admita-te que a variância, b, é desconhecida, mas invaria.nte no tempo , e expressa em termos da 
precisão tP , isto é b, = b :::: * . Todas .u variâncias na definição do modelo se admitem multiplicadas 
pe lo factor de escala b. Ter-se-á: 
Equação d.u observações (9.19) 
Equação de tramição (9.20) 
Distribuições à priori (9.2 1) 
(9.22) 
Como se provou em (8.2.2) quando a média de um processo Normal independente é conhecida, mas a 
precisão é considerada uma variável aleatória, a distribuição conjugada natural à priori é uma Gama, 
isto é, 
f (~l D0 ) = f( ~. •o, p0 ) ~ ~f'o- 1 oxp ( -i p0 ~) , (~>O) 
~ 1 
Sendo a constante de proporcionalidade ( p0 /2) l f(cro/l) , onde r ( . ) é a função Gama, ou seja, 
como é sabido da teoria das distribuições de probabilidade, p0 q, tem uma distribuição Qui-quadrado 
com o 0 graus de liberdade 1 
No te-se que as quantidades iniciais a0 1 P~ , o 0 e p0 devem ser especificadas, bem como as matrizes q;. 
Para a especificação de o0 e p0 pode ajudar o facto de que E [ 4> I D0 ] = o0/ P0 = 1/s0 I onde s0 é uma 
estimativa pontual à priori da variância das observações h . 
89 
Como se viu no modelo Normal com todo:~ ot parâmetros conhecidos, toda.s as distribuiçóeB à 
priori e à posteriori são Normais . Anim aqui a3 distribuições condicionadas a h s.io também NormaiJJ, 
tendo-se, 
(81_1 jD1_1 , h )"' Nm(~_ 1 ,h P;_,) (9.23) 
<•, 1 o,_,. h) "' Nm ( ~ 1 '-t, h P:f,.t ) (9.2<) 
(y, 1 o,_, , h) "'N (Y,[t-1 'h z;l'-1) (9.25) 
(O, I o, . h) "' Nm ( ~ I ' ' h P:r, ) (9.26) 
com, 
Quanto à distribuição à posteriori de q, como se está a t rabalhar com farn.Ílias de düt.ribu.ições 
conjugada! à priori, já se sabe que terá de ser também uma Gama. 
Com efeito asswnindo que a cüstribuiyão à priori para a precisão rp no instante t-1 é uma Gama de 
parâmetros (a1.J /'l ) e ( P1_1/2), 
f(.P I D,_1 ) a .Pja,_J- 1 exp {-i P1_1 tP}, (4>>0) 
e como , 
Pelo teorema de Bayes t.emos que , 
r( o I o,) "' r(o l D,.,) r (y, I o,_,, h= o·') 
Assim (.PI 0 1 ) "' G ( ~ , ~) onde OB parâmetros à posteriori são, 
, 
a 1 =o1• 1 + I e P1 =P1_1 + ~ 
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O filtro de Kalman fornecendo em cada instante t a inova.orã.o 111 e a respectiva variância Zp permite a es-
timação sequenci&.l da precisão ~ e consequentemente a estimaifã.o da variância das observações h . 
É também um resultado bem conhecido da teoria das probabilidades que as distribuições não con-
dicionadas a h (desconhecido) são distribuições t de Student , com um número de graus de liberdade 
adequado. Auim ter-se-á , 
(8,_, I o,_,) "' Ta,_, <~-1' P,.J ) (9.27) 
(8, I D,_,) "'Ta,_1 (~ l t -t • Pq,. J) (9.28) 
(y, I D,.,) 
-
Ta,_J (Yqa.J' zq,. a ) (9.29) 
<•. I D,) 
-
Ta, (a,_lt' Pq, ) (9.30) 
onde, 
s1_ 1 = ::~~ e s1 = ~ estimativas pontuais da variância das observações, respectivamente nos 
instantes t..l e t . 
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A titulo de exemplo provaremos apenas para a distribui~ão pred.itiva (9.29). 
Como (Yt I o,.]' h = t/1-l) "" N (jtlt-1' 4'" 1 z;lt-1 } e admitindo que' 
(4' 1 0 1_1 ) "' G ( (\1 , ~), tem-se que a distribuição conjunta de y1 e 4' é uma Normal -
Gama, 
Assim, a distribuição marginal de y1 virá, 
"' 
f(y, I o,.J) = I f (y, '~~ o ,. J ) d<j> ou !eja ' 
o 
"' f(y, I o,.)) 0:: J 4>~o,.J·l ) exp {- ~ 4>[ (y,- i,lt-Sl/ z;l,-1 + .8,.)1} dq> 
o 
"' 
, onde r ( a ) = o"' J e·crx x"'" 1 dx 
o 
Assim , 
t(y, 1 o,_ 1 ) "' [ ··- ~ 
temos assim o núcleo de uma distribuição I. univariada com o1• 1 graus de liberdade, modaj1lt-1 = f1 "t!t-l' 
e factor de escala ~;1,_ 1 = s1_1 z;1,_ 1 , como se pretendia provar. 




Assim o " preço a paga.r" pela indu são de um estimador sequencial s1 é a transformação de todas as dis-
tribuições Normais condicionadas a h , em distribuições " t de Student" univariadas (para as 
observações ) e multi variadas (para os parâmetros ) quando o condicionamento ao parâmetro de preci-
são se suprime. 
Uso de dist.ribtúções à priori não -infonnat.iva.s. 
Consider&ndo o MLD univariado com todas as componentes do vector de especifi cação conhecida.s e as 
hipóteses (9 .6) e (9 .7), resta-.nos o problema da defmição da distribuição à priori para o vector de estado 
inicial 60 . Suponha-.se que não existe informação à priori suficiente pa.ra a especificação de uma dis-
tribuição informativa e que se considera as distribuições iniciais de referencia ; 
f(90 I D0 ) ex constante 
f(B 1 J D0 ) ex <:onstante 
(9.34) 
(9.35) 
Vejamos, pois corno evoluem as distribuições à priori e à posteriori de 91 , isto é f(91JD1• 1) e f(81JD1), 
respectivamente. 
A distribuição à posteriori é proporcional ao produto da verosimilhança pela distribuição à priori. A 
verosimilhança para a observação, y1, é , 
Assim , para t=-1 tem-se, 
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Para t= 2 teremo.t, 
t(e,l o, ) = J t(e,, e, 1 o, )de, = J t(e,l e, , o,) t(e, J 01) de1 
Como f {Oll 81,01 ) "' N01 ( G1 81 , ~%Ri ) , designando geoéricamente ~~~T por w,, para 
facilidade de nota~.io, podemos escrever 
Desenvolvendo a exprenão entre parentesis rectos temos , 
Como J exp { ·!<BT- ~)TU2( BT- ~) d81 é uma constante em relação a 82 obtém-se , 
Como cf u:} c1 não depende de 82 cbega-se a, 
Pelo que a distribuição à posteri ori de 112 , 
f(021 0 2 ) ex verosimilhanç a x dist . à priori 
f(IJ2 i 0 2 ) cx exp { -~ !/> ( Y2 - f2 OJ}T ( y2 - f2 62 )} . exp{-~( oi 8 2 82 - 2 oi b2 ) 
cx exp { -~ [sr ( 8 2 + .P ri f2) 02 - 2 ei ( b2 + 41 cr Y2 )J } 
Assim , demonstrando por indução admita-se que para t = t-1 (t> 1) , se tem 
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com, 
8 ,_1 = Wj_\- Wj_11 G,_1 l1';!1 G~2 Wj_\ 
Prove-~e para t = t , 
r(e,l o,_,) = J r( o, , e,_, r o,_, )d9,_ 1 = J r(s, r s,_1, o,_, ) r(B,_ 1J o,_1) d8,_, 
Como f(o, r e,_, , o,_,) "' Nm ( G,_. '1-\ I w, ) I vem 
f(B,I o,_1) ex J exp { -![(B, - G,_1B,_1)TW"; 1(B, - G,_ 1Bt- 1) + 8~ 1 c,_ 1s,_ 1 - 2 8~ 1 c1_1 ]} dB,_1 
Oe:~eu vo l vendo o argumento da exponencial e definindo U1 e a1 , ta.i! que 




A distribui~âo à. posteriori de 91 , 
f(O, I 0 1 ) ex verosimilhança x dist.. à priori 
(9.36) 
Para completar a demomtra.çã.o por indução temos de provar que para t =- 1 se tem, 
(9.37) 
Partindo de f(S0 I 0 0 ) o: constante, temos que 
r( e, I o,)= I r(s, , s, 1 o, )de0 = I f(B11 s,, o,) r(e0 1 o0) ds0 
f(91l D0) o: f exp { -~ ((91- G080)TW 11(81 - G080) + sr C080 - 2 e;f c0 ]}d80 
(9.38) 
oc constante 
visto que a função integranda na expreuão (9.38) náo depende de 81 , logo a expressão (9.37) verifica-se, 
bastando para. iuo considerar 8 1 = O e b1 = O. 
Como o vect.or de estado é de dimensão m , partindo das distribuições inicia.iJJ não - informativas 
(9.34) e (9.35) as distribuições à posteriori serão impróprias pelo menos até ao instante t = m. Depois do 
processamento de um número suficiente de observações as dütribuições impróprias tornar-se-ão 
prÓprias. Assim, sendo n o número mÍnimo de observações necessárias para que as d.istribui~ões se 
tornem próprias , 
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a = min { t. : .u dist.ribui~óu à posteriori no instante t. são própri.u } 
para t ~ n e' fácil concluir que (9.36) se identifica com (9.14) com C1 = P;t1 e c1 = C, a,1,, sendo 
portanto equivalentes as situações em que se parte de uma distribuição à priori não - informativa ou 
uma distribuição informativa NormaJ. 
Com efeito, deftnindo a quantidade ''* = Gt 1 c1 a exprestão (9.36) pode escrever-se: 
(9.39) 
pois que c'{ c1 é constante relativamente a 81 . 
Considerando o c.uo em que a va.riància da, observações ~ , não é conhecida, mas é invariante no 
tempo h1 = b = ~ , vimos que a distribuição conjunta à priori , não - informativa, para 8 e h, 
aconselhável ( Jeffreys (1961) e Bernardo (1979) ) é, 
(9 .< 0) 
Par tindo desta distribuição à priori e considerando a matriz W1 = b w; , seguindo um processo idêntico 











(9 .4 9) 
e valores in.iciaill' B~ = O , bj = O , ..\ 1 = O e O"o = O 




f( B, I D,.\) = I f(9, , h I o,_, ) dh ex 
o 
oo tl- 1 + I ) 
Q( J b-2 exp {-! h"1( e'[a;o, - 28rb: + -\ )} dh = 
o 
pelo que se obtém 
pelo que a dist ribuição à priori de 81 é uma distribuição t de Student com o1• 1 graus de liberdade . 
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Análogament.e se obteria , 
sendo ainda a dist.ribui~ão à posterior uma distribuição t. com 0"1 grau! de tiberda.de e estando os pari-
metros da d.Utribuição à posteriori relacionados com os parâmetros da distribuição à priori pelas relações 
(9.43). (9.49). 
9.2.2 ESPECil''ICAÇÃO DA MATRIZ, Q. - USO DE FACTORES DE DESCONTO. 
Para completar a especificação do MLD bayesiano, resta-nos resolver o problema da especificação da 
matriz,~, associada~ perturbações do vector de estado, 81. 
Muitos dos métodos de previsão assumem impÚcitamente que o conteúdo de informação de cada 
observação decresce com o passar do tempo. 
O método de regreuão exponencialmente ponderada (E W R ), desenvolvido por Brown(l962) 
baseia-se num único factor de desconto "fj " . Este método foi undo com sucesso em vária.s aplicaçõe! ; 
deixando, porém a desejar em situaçõu mais complexas, por exemplo, quando existem diferentes fontes 
de variação .!istemática no modelo. Anim, se um processo é caracterizado por uma tendência linear e sa-
zonal , é de e.!perar que a taxa de perda de informação auociada à parte sazonal seja bem mais suave do 
que a taxa a.ssociada à tendência . Em termos de factores de desconto, designando por {J1 e {32 os 
factores de desconto da nzonalidade e da tendência respectivamente, deve ter-se: {3 1 < {32 . Portanto é 
perfeitamente coe rente considerar-se um vector de descontos em vez de um ÚJÜco factor de desconto 
para todas as componentes. 
Amecn e Harrison (1984) definem o "método de estimação ponderada com desconto" ( Discount 
Weigbted Estimation · O W E ) que é uma genera.liza~ão dos mlnimos quadrados ponderados ou regres-
são exponencialmente ponderada de Brown , conside!"ando em vez de um único factor de desconto um 
vector ou matiz de desconto " 0 ". Ameen e Harrison {1985) introduzem o conceito de desconto nos 
modelos lineares de previsão bayesianos substituindo a equação de evolução do sistema (9.2) por uma 
relação descontada entre a precisão à posteriori associada a tt 1 e a precisão à priori a.ssociada a 81 . 
Considerando o MLD estruturado de tal forma que a matriz G1 seja diagonal por blocos , 
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onde o bloco ~~ s-e a.dmite ter dimensão ~ x ~ ( i=-1,2, .. , k e E n;_ = m ). A matriz de de!conto 8 1 
será., 
8 1= { {3 11 11 , .. , fJ.~; 1 ~ } , onde O < A,, :o; 1 e ~ é a matriz identidade de ordem n;_, para todo 
i=1,2, ... , k . Auim o modelo Normal Bayesiano com d"scooto(Normal discount bayesian model • 






A caract.eriza~ão do MLD em cada instante t (que na formulação sem desconto era~ = { ~ , G 1 , 
~ , h 1 , Q 1 } passa a !er M1 = { ~ , G 1 , 1\ , b 1 , 0 1 } na formulação com desconto . A influência 
est.ocástica na evolução dos parâmetros não é directameuLe explicada através do ruldo q1 .Esu !erá 
substituida por uma " relação guia" que estabelece apenas a evolução deterministica de 01 , ficando a 
aleatoriedade do proces~o por conta da matriz de desconto . A matriz de desconto 0 1 contém no máximo 
m elemenLos disLintos, um para cada elemento do vecLor de estado . Not.e-se que alguns ou mesmo todos 
os factores de desconto podem coincidir , sendo, por isso , a especificação da matriz de desconto maü 
simplu do que a matriz das variâncias- cov ariâncias , Q 1 , para a qual em geral o utilizador Lem menor 
sensibilidade. Para maior facilidade de exposição e de notação ,sem perda de generalidade , considere-se 
que a matriz f\ é a matriz identidade de ordem m. 
West e Harrison (1989) introduzem o método de desconto por componentes ( component di:~coun­
ting) . Considerando o MLD geral composto pela sobreposição de vários mb-modelos ou componentes, 
com vectores de estado Oh e perturbações aleatórias rfit para i=- 1,2, .. ,k tal que: 
011 = ~t.J 8i1- 1 + 'lia 
Yit = ~I o,, + e;, 
e vector de estado de dimensão m : n 1 + n2 + ... + nk , dado por , 
o; = [ sr, oi, ... oi, 1 ' é assim especificado pelo quádruplo ' 
~ = diag { Qu ' Q2, ' .. ' Ch, } = 
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A matriz ~ traduz um acréscimo de incerteza acerca do vector de estado ent re os instante! t-l e t. . 
Mais precisamente, no instante t-1 a distribuição à posteriori para o vector de estado tem variá.ncia , 
va.r[ B,.JIDt- 1] = P1_111•1, que conduz através da equação de evolução , a uma variância para a 
dist.ribui'ião à priori de ~~ I dada por 1 
Designando por ~ o primeiro termo isto é, 
pode considerar-se a variância à priori nula no modelo ~ = { F1 , G1 , h. , O } , ou seja o modelo 
standard sem ruido na equação de evolução. A adição do ruldo aleatório 'lt a G1• 181• 1, para reproduzir a 
verdadeira equação de esta.do , tem o efeito já. descrito de aumentar a incerteza ou perda de infor-
mação , tra.duzida por ~ ,na situação ideal , para a situação actual de P111_1= ""\ + ~ - Considerando 
um factor de desconto uca.Jar f3 , (O< f3 ~ I) podemos admitir que a perda de informação ou aumento 
de incerteza se pode traduzir pela relação , 
f3 Pl ll-l = ~ implicando assim que se tenha 
Como já. ~ e referiu o uso de um só factor de desconto tem a implicação de que a informação decai à 
mesma taxa para todos os elementos do vector de estado. O que em geral não será adequado. Assim 
atendendo à estrutura por blocos assumida para a matriz G1 podemos considerar idêntica estrutura 
para ~ pelo que designando por ~~ , 
~~ = var [ ~~ ei,l o,. J J '(i= l , .. , k) 1 podemos escrever 1 
P ill l-l = ~1+ ~1 , pelo que para cada sub-modelo ou componente ~ podemos associar um factor 
de desconto A. e definir Q;_1 = ~( I-A_) /A. . 
W<Ot ' Hani"n (1989) cecomondam "" mitodo do dmonto pm qu.,, tod"' "' apli«ÇÕ"- É 
um método parcimonioso, pois aplica o mesmo factor de desconto a cada sub-modelo . 
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lO - CONTROLO EINTERVENÇÃO. 
10.1 CONTROLO· Via factor de Baye• . 
Os modelo! bayuianos de previsão envolvem em geral o proceuameoto sequencial das ob~erva~ões A 
revi.!.io progreuiva das inferências e dütribuições preditivas à medida que novas observa~ões vão 
surgindo é crucial na abordagem bayesiana . O sucesso de um sistema de previsão exige nexibilidade no 
modelo para adequadamente detectar descontinuidades , no sistema gerad or dos dados , como por exem-
plo, observações erráticas ou discrepantes ( "outliers" } , ou mudaoça.s de estrutura . O principal 
object ivo con.!iste em detectar estas descontinuidades com a maior rapidez poulvel , permit indo assim 
que o modelo possa 1er corrigido ou adaptado. O proce!so que passamos a descrever é o propo!LO por 
West (1986a) e West e Harrisoo (1986a) , baseado no factor de Bayes Essencialmente o esquema de 
controlo consiste na comparação da capacidade preditiva do modelo "fi u~o, com a de um modelo 
alternativo . Sendo e~te último con~truido ~equencialmente, ob~ervação a observação e com a mesma 
estrutura do modelo que se utá a usar. O problema principal na análise do desempenho de um modelo é 
o da construção do mode lo alternativo adequado. De momento , admita- se que no instante t um modelo 
alternativo adequado exi~ te. Designe-se o modelo em uso por M e o modelo al ternativo por A . Em cada 
instan te cada um dos modelos fornece uma distribuição preditiva para y1 dada a Informação disponÍvel 
DI- I ' respectivamente ' fM (y, I o,_ I ) e fA (y, I o,_J ) Co mo vimos na introdu~ão desta segunda parte 
o factor de Bayes pode ser encarado como a razão de verosimilhanças , neste caso, da observação y1 
dados respectivamente o modelo M e A , ou seja ; 
s - cM (y, l o ,_l) 
' - r A ( y, I o,_ I) (10.1) 
Pequenos valoru ( < I ) de 8 1 indicam umo. supremacia do modelo A sobre o modelo M , devendo este 
ser reexaminado . 
Para um conjunto k de observações sucessivas 1 y1 , y1_1 1 .. , Yt-l+ 1 a "verosuni lhança do modelo" 
corresponde à de1uidade preditiva conjunta , 
Assim o factor de Bayes Global baseado em k observações consecutivas pode definir-se por : 
(10.2) 
O factor de Bayes global ou cumulat.ivo, 8 1 ( k ), ou u pesot de evidência.'' {Jeffreys(1961) , Good(I985) 
e West. (1986a) ) fornece a principal medida do desempenho ou capacidade predit.iva do modelo M 
relativamente ao modelo alternativo A . Pa.r;,, cada k , 8 1 ( k ) mede a evidiucia de M relativa a A , 
produzida pelas k observações mais recentes. Note-se que, a evidência a favor ou contra M se acumula 
rnult. iplicativament.e à medida que os dados são processados , isto é, 
(10.3) 
Note-se ainda que para k=l se tem 8 1 ( I ) = 8 1 Um valor pequeno para 8 1 é um aviso de que a 
observação y1 é possivelmente errática ( "out.lier") ou o inicio de uma alteraoyão de estrutura; um 
pequeno valor de 8 1 ( k ) para k >I sugere uma passivei alteração no passado, pelo menos k periodos 
atrás . Para determinar o ponto mais provável do ponivel i.tJcio de aJtera~.io, é necessário identificar 
" o mais discrepante " grupo de recentes ob~erva~ões consecutivas. Ou seja determlnar o mÍnimo de 
8 1 ( k ) re lativamente a k. Seja , 
(10.4) 
V 1 = 8 1 . As quantidades V 1 podem ser calculadas sequencialmente pela rela~.io 
v, = B, min { l ' v,_l } para t = 2 > 3,... Com efeito B I (l ) = B, e 
8 1 ( k ) = 8 1 8 1_1 ( k-1 ) para 2 $ k :5 t, então, 
= 8 1 min { I , ~ 8 1_ 1 ( j)} = 8 1 mio { 1, V,_ 1 } I $J $t-I 
O m.iJllmo no instante t é obtido para K = ~ , com V1 = 8 1 ( ~) , sendo os inteiros~ ~Jequencialmente 
actu alizados por , 
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I -{1+~., 
' - I 
'e V 1_1 < 1 
se V 1_1 ;:: 1 
, pois que V1 = 8 1 !e e só se~ =I , cuo contrário v,= 8 1 V,_ 1 
e 11 = I +~-I . I., é designado por "comprimento da deS"continuid&de" e fornece uma indicação do 
ponto mais provável do inicio da alteração. O conjunto de observações y1 , y1_1 , ... , y 1·~+t é o grupo de 
ob!ervaçõu mais discrepante de interesse. 
A sequência { V1 } constitui assim, um monitor sequencial do desempenho de M relativamente a A. Na 
prática o factor de Bayes comulativo , V 1 , é usado como um teste estatistico sequencial de razão de 
probabilidades (SQRT- Sequencial probability ratio test) (veja-te por exemplo Berger (1985) cap .7). 
O modelo M é comiduado sob controlo até que haja evidência da sua " falha" , medida por um valor 
pequeno de V1. É pois neceuário fixar wn valor limite T , tal que se V1 < 7 , o modelo é considerado 
" fora de controlo" e o analista deverá intervir, corrigindo ou adapt;mdo o modelo . Os valores de T 
variam entre O e I aconselhando West e Harrison ( 1989} , valores entre O. I e 0.2 Se um único ponto 
discrepante é um valor errático ( "outüer" ) deverá ser ignorado e o modelo adaptado tão depressa 
quanto passivei de modo a que previsões futuras não sejam afectadas. Veremos adiante como tratar 
deste problema. Se o ponto discrepante é o inicio de uma alteração de estru tura a sua rejeição pode 
impücar a perda de informa~ã.o importante, não devendo portanto ser feita. 
O seguinte esquema lógico é um guia para o uso do factor de Bayu na detecção e rejeição de 
"outliers" . No instante t , independentemente do que tenha acontecido antes, West(l9S6a) sugere que 
se adopte a seguinte regra de decisão : 
(1) Se V 1 ~ T considere-se o sistema sobre contolo. 
(2) Se V1 < ., então: 
{i) se t, = 1 a observação y1 é wn potenci al "outlier" e deverá ser omitida 
da análise ,sendo tratada como uma observação em falta. 
(ii) se 11 > l possivel mudança de estrutura que ocorreu provávelmente a 
p.vtir de t- 11 + l . 
{üi) se )1 > k , onde k é um inteiro pré- estabelecido, mesmo que V1 ~ ., , 
podemos também admitir que é provável que uma mudança estrutural 
lenta esteja ocorrendo , provávdmente a partir de t-11+1. 
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10.1.1 Conrtrução de um Modelo Alt.ernilli vo. 
Na construção d~ um modelo alternativo A, segundo West. (1986) e aconselhado que a densidade 
predit.iva. r A ( Yt IDt-1) tenha uma localização e forma semelhantes às de fM ( y, I o,.]) I embora sendo 
mais difun . Então a construção da distribuição preditiva para o moddo A deve ser feita pelo mesmo 
proce!so que para o modelo M, isto é marginafuando a densidade conjunta (y1 , 81 I 0 1_1 ), 
r. ( y, I o,_,) = J r(y, 1•,) r. ( s, 1 o,_,) d s, 
e 
onde a densida.de à priori alternativa , IA ( 91 I D1_ 1 ) , tem a mesma forma funciona.] que a 
correspondente densidade â priori para o modelo M, semelhante localização , ma! maior düpersão 
West (1986) constroi r A ( e, I o,_ I) baseando-se no uso do factor de descont.o em potéocia (power 
discounting) . Assim para O< 61 < I , a densidade à priori alternativa será 
.. 
fA( B,ID1• 1 ) oc [ fM( 81 ID1• 1 )j (10.5) 
O factor 61 descon~a dectivameoLe a informaTão contida na distribuição à priori para o modelo M 
produzindo uma alternativa com uma forma mais achatada , isto é com maior dispenão. Com efeito , 
por exemplo ,se { 01 jD1_1) "'N (~!t-I, jP,1,_1 ) então, 
pelo que 
tem a mesma localiza'fãO, mas matriz de variâncias- cova.riãncias P111_1 /f.1 
West {1986) estabelece algum.u norma3 práticas para a determinação ap ropriada de 61 , em geral valo-
res no intervalo (0. 1, 0. 4) serão apropriado3. 
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10.2 INTERVENÇÃO 
10.2. 1 Tratamento de uma observação, y1 , errática. 
Oiven~ circunstâncias podem ocorrer que conduzam a que uma simples observação, y1 , auuma um 
valor discrepante sem qua..lquer rela;yão com o resto da série. Embora a informação contida nessa 
observação poua ser importante em si , porém n.io deverá ser usada na actua.lização do modelo para o 
efeito de previsão , pois que para este efeito não conterá informação relevante. Assim a observação deve-
rá ser omitida da análise , tratando-a como se na realidade estivesse em falta. Considerando a 
informação 
"= { Y1 1 n.io e.stá dispoo.lvel} 0 LCfCffiQS o, = {~I o\, ] } = 0 \.J 
pelo que a distribuição à posteriori para o vector de estado no instante t. é igual à distribuição à priori, 
não sofTendo os parâmetros quaisquer actualização Para maior facilidade de exposição considerar-se-i o 
caso em que se admite a variância das observa~ões conhecida , pelo que todas as distribuições à priori , à 
posteriori e distribuição preditiva são Nonnais. Aplicando.se ,naturalmente , os resultado~ ao caso da 
variância desconhecida , ~ubstituindo como vUno!l, a!l distribuições Normais por distribuições t de 
Student. Assim teremos , 
F'onnalmente , esta situação pode ser introduzida no MLD de diversas maneiras, a mais simples e 
talvez mai~ apropriada , é precisamente encarar a observação , Y,, como tendo uma variância ,h1 ( H1 no 
caso multivariado} muito grande , considerando.se que b1 tende pitra infinito ou equivalentemente h; 1 
tende para zero. Nas equações de actualização a variância do erro de previsão ,z1 , (~ no caso multiva-
riado} tende para infinito com ~ . Assim fonnalmeute ter-se-á, 
l, :::. { hj 1 :::. o} . 
É natural que a omissão da observação y1 traga maior incerteza acerca da-3 componentes de 91 , 
pelo que será. aconselhável intervir ao nivel da evolução de e, , de modo a ter em conta o pouivel 
acréscimo da variância à posteriori de e, , P111_1 
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10.2.2 Per1.urb~ã.o a1eatória adicional na equa.yá.o de evolução. 
O acréscimo de incerteza sobre as componentes de 81 pode ser introduzido no modelo de uma maneira 
muit.o simples , b.ut.ando acrescentar à equaAfã.o de evolução de 81 uma nova componente aleatória , ( 1 , 
de média ~ e matriz de variá.nci.u- covariá.ncia.s U1 , 
Admitindo-se que ( 1 é uão correlacionado com (01_1 I 0 1_1 ) e com Tf,, pelo que é também não correlacio-
nado com (01 I 0 1_ 1 ) • As:rim, traduzindo a intervenção pela informação ~ ={ ~, U1 } e substituindo 





Alguns dos elementos de u1 , bem como de U1 , podem ser nulos , permitindo assim a não alteração de 
algumas das com ponentes de 91 , para as quais não se anteveja alteração 
A especificação de ~ e U1 em geral não é fácil. Quanto a u1 , em muitas situações a média a:1,_ 1 é 
especificada sendo U. determinado por u1 = a:1,_ 1 - atjt.t . Para U1 em gera.! é usado o mesmo processo 
de desconto que foi descrito para a especificação de ~ Assim se ~ foi estruturada usando um 
conjunto standard de factores de desconto , aplicando esse mesmo conjunto a U1 , o MLD condicionado 





Outros modo, de intervenção poderiam ser comiderados , bem como o .upecto da conjugação de 
mais de uma intervenção no instante t, porém não o faremos para não tornar demasiado extenn esta 
exposição. 
Wut e Harrison (1989, capll ) apresentam várias aplicações onde ilustram diferentes tipos de 
intervenção nos modelos bayesianos. 
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11. CONCLUSÃO. 
A metodologia da representação de modelos sob a forma de espaço de enados constitui um ponto de 
partida comum às abordagens cláuica e bayesiana dos métodos de previsão. 
O modelo linear dinâmico ( MLD ) permite modelizar fenómenos económicos e sociais onde a variabili-
dade dos parâmetros e a illeatoriedade da evolução são permanent.es, não se ndo, portanto requerida a 
estacionaridade 
O filtro de l<alman é um processo de estimação efi ciente, que enquadra estimadores clássicos e 
bayesianos como seus casos pa.rticularu. O filtro de Kalman pode dizer-se que desempenha um papel 
notável como método unificador dos diferentu proceuos estatist.icos de pre visão e é aplicável a qualquer 
modelo desde que seja passivei a sua representação sob a forma de espaço de estados. 
A amp la classe de modelos estruturai:~ constitui uma alternativa à claue dos modelos AR.IM.A 
introduzidos por Boxe Jenkins. A principal diferença ruide oa metodologia de selecção do modelo. 
Um s-istema de previsão não se deve limitar apena~ ao método estatistico mas, permitir também a 
inte racç ão do utilizador. Os modelos estruturais de previsão bayesianos parecem poder in corporar de 
wna forma simplu os conhecimentos 'lUe os analistas e mesmo outras pessoa:~ ligadas .10 uso das 
previsões detêm relativamente ao comportamento do fenómeno, a..ssim como ao meio envolvente 
subjacente ao estudo a efectuar. 
A abordagem bayuiana de previsão apresenta várias atracções, particularmente o aspecto de poder ser 
aplicada para pequenas amostra:~ , ou mesmo na au,ência de ob:~e rvações Ot" notar que a não exi!tência 
de observações , não quer dizer ausência de informação . 
Os métodos de previsão bayesiana constituem um processo de aprendizagem sequencial, que aliado à 
possibilidade de intervenção , assim que informação relevan te sobre o processo surja, lhe conferem 
grandes potencialid<ldes . 
O problema de observaçQc~ em falta pode ser fácilmente tratado pelo nitro de Kalman bayesiano, 
simplesmente omitind o as correspondentes equações de actualizaç&o, isto é, considerando as 
distribuições à posteriori iguais às distribuições à priori . E uma vez tendo si do processadas todas as 
III 
observa.~ões o proceuo de alisamento pode fornecer es timativas das obs-erva.~ões em falta . 
O problema da existência de observações erráticas ( "out.liers" ) , bem como o de alterações estruturais 
podem ser autornática.mente detect&dos e controlados - via factor de Bayes . 
Em termos de compara<yão entre as abordagens clássica e bayesia.na podemos dizer que a formulação 
matemática é a mesma, residindo a principal diferença ao uivei da especific~ão dos hiperparámet.ro.t, ou 
seja, relativamente ao seu processo de esümação. Na abordagem clássica é usado o método de estimação 
de máxima verosimilhança, sendo esta escrita em termos das inovações , o que em geral requer um 
número de observações considerável. Na abordagem bayesiana os hiperparãmetros dos modelos são 
designados subjectivamente, ou como no ca.,o das variâncias via " factores de descont o". 
Parece-nos no entanto que os métodos bayesia.nos, permitindo uma maior facilidade de intervenção, 
serão em geral mais adequados. No entanto, como é óbv io, não existe para todas as situações um método 
"melhor" que qualquer outro. 
A escolha do método dependerá de vários factores, tais como, o objectivo do estudo, o tipo de dados, o 
número de observações disponÍveis , a existência ou não de informação à pnori, o horizonte de previsão, 
a disponibilidade de programas informáticos capazes de tratar os modelos, etc. 
Lamenta-se bastante que, devido a alguns problemas de "software", não tenha sido possÍvel completar 
este trabalho com algumas aplicações. Pois que uma das razões que mot.ivaram a escolha do tema foi 
precisamente a possibilidade de vir a efectuar uma parte prática. 
No que diz respeito à abordagem clássica, dispunha-se do programa STAMP ( Structural Time Series 
Ana.lyser Modeller a.nd E'.redictor ), porém para a análise bayesiana, o programa BATS ( Rayesia.n 
A nalysis Time Series ) desenvolvido por West, Harrison e PoJe (1987), revelou-se com alguns 
problemas que não nos foi pouivel ultrapassar. 
Dos vários pontos importantes que ficaram por analisar mencionaremos apeua;< alguns, tais como : 
- problemas de selecção ou identificayão de modelos , 
- testes e medidas de ajustamento, 
- modelos não lineares e não gaussianos, 
- combinação de modelos ( multi-process models ). 
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