


















效概率明显小于双副本容灾方式的数据失效概率, 同时在灾难发生时又能达到较快的恢复速度. 设计了仿真实验, 将
模型的数据失效概率与双副本失效概率进行了比较, 实验结果与理论推导一致,证明了存储模型和数据失效模型的正
确性和有效性.最后给出进一步研究思路 .
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Abstract: With double copies( DC) for Disaster Toelerance, the data grid with higher reliability can ensure the effective re
covery , reduce the data failure probability( DFP) when the disaster occurs, and can pro vide greater network bandwidth. But because
of the large data storage of the nodes, when the disaster occurs to the nodes, data recovery from one node is a little slow , which
leads to the higher failure probability of the backup nodes during the data recovery period, therefore, the data failure probability gets
higher. To solve these problems, a Disaster Tolerant Storage Model( DTSM ) is put forward, based on this model, a Data Failure
Model( DFM ) is built. Theoretical proof show s that the DFP of DFM is lower than that of DC and the recovery speed is faster when
the disaster happens. To make a comparison between the data failure probabilities of two models, a simulating experiment is de
signed. The experimental result is consistent with the theoretical deduction, which proves that DTSM and DFM are correct and effec
tive. Finally a further research idea is propo sed.
Key words: disaster to lerant for data gird; storage model; data failure model; parallel data tramsmission; gridFTP
1 引言






















[ 2, 4, 5]
.使用双副本容灾, 当发生灾难时( 节点损坏或
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对 GridFTP协议,很多学者分别基于 Linux、Unix和 Win
dows操作系统进行实现方法研究,取得了良好的应用
效果[ 6~ 8] . GridFTP 提供 了条状数 据传输方 式, 即
GridFTP客户端可以并行的从多个 GridFTP 服务器端下
载不同数据块.基于 GridFTP协议出现了很多的并行传







较,取得了较好的效果. 并给出模型 p= 2时的实验思
路,以及后续研究内容.
2 容灾存储模型
定义 1( 等分) ,令总数据量为 M,对整个数据进
行等分,令分割的份数等于 k ( k- 1) , k 为副本节点
的个数.分割方式为:先将数据等分成 k( k- 1)份,再将
每一份等分成 份,这里 是一个可变参数.则每一份





定义 2(本地数据) ,将定义 1 中分割的 k ( k- 1)
份数据平均分配到 k 个节点上, 则每个节点存储( k-
1) 份数据.称这些数据为节点 Ni 的本地数据Li .注: L
表示本地数据, Li 表示节点 i 的本地数据.
定义 3(本地数据虚拟组) ,将节点 Ni 存储的本地
数据块进行虚拟组划分,即将 个数据划为一组,将划
分后的组进行节点内编号. 由定义 2知,一个节点本地
数据可以划分的虚拟组数为( k- 1)个,令虚拟组为 Gji
(0 i k- 1, 0 j k- 2) .令 Gi 表示节点N i 的所有
虚拟组, G表示当前虚拟组.





N yi=  
k- 1




y= j , if i< i
y= j - 1, if j > i
定义 5 (交叉存储) ,将节点 Ni 的数据G i 存储到
刨除N i 的其他k- 1个节点N
e
i 上,即 Gi ∀N
e
i ,并满足如





i ) ) |
k - 2
e= 0{ w = ( e+ ( p - 1) )modk , p
k- 1} , p 为指定的常数, # ∀∃表示存储到, 称这种存
储方式为交叉存储.
容灾存储模型 节点 N i 存储的所有数据Ai 包括
本地数据L i,和其他节点的交叉存储数据 Oi ,有












e= i- 1, a< i
e= i, a> i
and
w= ( e+ ( p- 1) )modk
p k- 1,
p 为指定的常数,称其为容灾存储模型.注: O 表示本地
数据, Oi 表示节点 i 的本地数据.
定理1 ( P 完整性 ) ,如数据满足存储模型, 则当
有任意 p 个节点不可用时,其余 k- p 个节点中数据的
并集仍然等于整体数据量M,即完整的数据,称这种性
质为 P 完整性.
证明 对任意的一个局部数据 Gxi 进行讨论, 其中
i % ( 0, k- 1) , x % ( 0, k- 2) , Gxi 表示任意一个节点Ni
的任意一个本地虚拟组.
由定义 5可知, e % ( 0, k- 2) , r % ( e , w ) ,又 { w =
( e+ ( p- 1) ) mod k, p k- 1} , 则 e 到w 共有p 个数.
取出一个子集 e % ( x- ( p- 1) , x )  ( 0, k- 2) ,因为对
于 e 的每次取值, r 需要从e 开始取p 个值.当 e 由x-
( p- 1)增加到 x 过程中, r 的取值范围分别为: { x- ( p
- 1) , x } , &, { x, x+ ( p - 1) } , x 重复了p 次,又由于 e
经历了P个值的变化,即 Gxi 有p 次存储到节点N
e
i 上,
这里 e % ( x- ( p- 1) , x ) .加上 Gxi 虚拟组所在的节点,
共有 p+ 1 个节点存储 Gxi .因此如果有任意的 p 个节点




引理 1 满足数据存储模型的数据, 其整体存储








( k - 1) | L
i
+ ( 1+ p ) ( k - 1) | O
i
= k( k- 1) (1+ p ) 证毕.
定义 6 (存储空间使用量率, S) , 采用存储模型
总体数据存储量与采用 k 个完整副本存储的总数据量
比值定义为存储空间使用量率 S.由定义 1和引理 1 可
得 S 如式(2) .
S=






算例1 给定 k= 4, P= 2, = 4.则满足容灾存储
模型的数据分配推演过程如下:
( 由定义 1得:数据分割份数= 4* ( 4- 1) * 4=
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48 .令这些数据块分别为: (1) , ( 2) , &, ( 48) .
) 由定义 2 得: L 0 = { ( 1 ) , ( 2 ) , &, ( 12 ) } ; L 1=
{ (13) , (14) , &, ( 24) } ; L 2= { ( 25) , ( 26) , &, ( 36) } ; L 3=
{ (37) , (38) , &, ( 48) } .
∗由定义 3得: ( a) G00= { ( 1) , ( 2) , ( 3) , ( 4) } , G
1
0=
{ (5) , (6) , ( 7) , ( 8) } , G
2
0= { ( 9) , ( 10) , ( 11) , ( 12) } ; ( b)
G01= { ( 13) , ( 14) , ( 15) , ( 16) } , G
1
1= { ( 17) , ( 18) , ( 19) ,
(20) } , G21= { ( 21) , ( 22) , ( 23) , ( 24) } ; ( c)、( d)略
+由定义 4得: ( a) N 00= N1 , N
1
0= N 2 , N
2
0= N 3; ( b)
N 01= N 0, N
1
1= N 2, N
2
1= N 3; ( c )、( d)略
,由定义 5得: ( a) G0∀N
0





N 1 , G0∀N
1




0} ∀N 2, G0 ∀N
2
0= G0 ∀




0} ∀N 3; ( b) G1∀N
0





N 0 , G1∀N
1




1} ∀N 2 , G1∀N
2
1= G0∀




1} ∀N 3; ( c) ( d)略
−由容灾存储模型得出如下的一个数据分配:
A 0= { (1) , ( 2), &, ( 12) ; ( 13) , ( 14) , ( 15) , ( 16) ; ( 17) ,
(18) , (19) , (20) ; (25) , ( 26) , ( 27), ( 28) ; ( 29) ,
(30) , (31) , (32) ; (37) , ( 38) , ( 39), ( 40) ; ( 41) ,
(42) , (43) , (44) } ;
A 1= { (13) , (14) , &, (24) ; ( 1) , ( 2) , ( 3) , (4) ; ( 5) ,
(6) , ( 7), ( 8) ; ( 29) , ( 30) , ( 31) , ( 32) ; (33) ,
(34) , (35) , (36) ; (41) , ( 42) , ( 43), ( 44) ; ( 45) ,
(46) , (47) , (48) } ;
A 2 , A 3略.
3 数据失效模型












发生节点灾难时,恢复模式如图 1所示.图 1左图为 p
= 1 时存储模型的恢复方式,节点 Ni 发生灾难,需要从
其他 k- 1个节点同时恢复其存储的数据到新节点 X,
由定义 2、5可知,每个节点存储的数据量为完全副本的
2/ k;在右图中为采用双副本存储, 如果节点 B发生灾
难,则只能从节点 A 恢复数据到新节点 C,两种方案恢
复速度比值为( k- 1) .在那么两种方案中,对于只有一



























,  = ( F) 2 ( 3)
!= 1- 1- 2 F







k ( k- 1)
k- 1
D( k )
= 1- D( k) , k .2 ( 4)
定理2 当 k .2时, !为单调减函数,令常数 e为
自然对数函数的底数.
证明:由泊松分布可知,式( 4)中的 D( k)部分可以
进行如下变换:







D( k)0= - e- ∀∀0( 1+ ∀)+ e- ∀∀0= - e- ∀∀0∀
= e- ∀
4( F) 2
( k- 1) 3
> 0
因为 D( k)的一阶导数大于 0,所以 D( k)为单调增
函数,进一步得出 != 1- D( k)为单调减函数. 证毕.
定理 3 当 k .2 时,  / !为单调增函数.
证明:当 k= 2时,式( 4)转化为:









= 1- ( 1- 2 F+ ( F) 2+ 2 F- 2( F) 2)
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= ( F) 2=  ( 5)
由定理 2和式( 5)可以推出  / !单调递增. 证毕.
由定理 3可知,当 k> 2时,  的失效概率大于 !的
数据失效概率,同时随着节点的增加, 两者的失效概率
比值逐渐增大.




所示. t 0时节点 3失效, 迅速从节点 1、2进行新节点的
数据恢复,到 t2时可以恢复完成,但是在 t1时节点 2又
出现失效, 那么节点3恢复时间延长至 t 3 ,节点2恢复







高次项(检测  / !) .首先使用Matlab求出定理 3的  / !
理论走势,然后将其与实验得出结果进行对比分析 (图
4) ;并对理想的数据恢复时间进行分析(图 5) . 实验方
法如下:
取单位时间节点失效概率 f = 0!0005,以 2000 个时
间单位为一组, 因为 2000* 0. 0005= 1, 所以在 2000 个
时间单位内将有一个节点出现失效.令实验总时间单
位数为 20万, = 550,以 11个节点的 !求解过程为例,




1 标识.图中的逗点表示省略. Wi 表示失效窗口, 窗的
高度 H 为 11(节点数) ,宽度 U 为 10= 2 / ( k ( k- 1) ) ,
以步长为 1向右移动,每移动一次窗口, 检测窗口内 1
的个数,如果小于等于1 个( p 等于 1) ,则将失效检测变
量 g 加1(初始时为 0) ,表示数据完整而没有失效.当窗
口向右移动到尽头时, 按如下公式计算失效概率:移动
的总步数 j = 2* 105- 10,出现失效的次数 C= 2* 105-
10- g,则 != C/ j .
通用的求解方法如公式(6) ,其中 U如果是非整数
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双副本容灾则需要 6个节点.令数据分别为 ( 1) ( 2) ( 3)









( 5) ( 6)
( 7) ( 8)
( 9) ( 10)
( 11) ( 12)
(1) ( 2)
(3) ( 4)
( 5) ( 6)
( 7) ( 8)
( 9) ( 10)
(11) ( 12)
模型( p= 1)
组 1 组 2
( 1) (2)
( 3) (5)
( 3) ( 4)
( 1) ( 6)
( 5) ( 6)
( 4) ( 2)
(7) ( 8)
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