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Structure prediction (SP) tasks are important in natural language understanding in the
sense that they provide complex and structured knowledge of the text. Recently, some uni-
fied text-to-text transformer models like T5 and TANL have produced competitive results
on SP tasks. These models convert SP tasks into a seq2seq problems, where a transformer is
used to generate sequences with special tokens representing the extracted spans, labels, and
relationships. Compared to many popular Natural Language Understanding models that are
designed specifically for the task, the output of the text-to-text transformer is more flexible.
With proper format, it could be trained on multiple tasks together and take advantage of the
shared knowledge between tasks. To better understand how these models achieve better per-
formance by multi-task learning, we designed several experiments to measure the knowledge
transfer ability of a recently proposed model, TANL. In our experiments, we found that the
multi-head attention in the decoder can capture the relationship between tasks which leads
to performance improvement. Another finding is that TANL may produce many outputs
with invalid format when trained from scratch, and starting from a T5 pre-trained model
helps to mitigate this problem. Based on these observations and some new intuitions, we
proposed an improved version of TANL called SDCT5 (step decomposed and constrained
text-to-text Transformer). Preliminary experiment results show that our model can achieve
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CHAPTER 1: INTRODUCTION
In natural language processing, structure prediction tasks refer to the problems that dis-
cover underlying structures of the text[1]. Examples include named entity recognition, rela-
tion classification, event extraction, and co-reference resolution. These tasks are important
because they provide structured knowledge of text which can be applied to many down
streamed tasks like searching, recommendation, and text generation. However, they are also
more challenging compared to simple NLU tasks like classification and keyword extraction,
because it requires a deeper understanding of the text such as the meaning of the extracted
labels and relationship between them.
Most of the popular models[2, 3, 4] for structured prediction have specifically designed
architecture for their target tasks. With such architectures, models are taking in some
prior knowledge from humans about the tasks, which helps to restrict the search space of
the model during training. This ultimately improves their performance and helps them to
achieve good performance on many datasets. However, the restriction on architecture also
binds the model to a specific task or dataset and makes it impossible for the model to gain
performance improvement by multi-task learning.
Recently, works[1, 5] have been proposed to build unified frameworks which could solve
different structured prediction tasks together. Instead of requiring human knowledge about a
specific task, they aim to improve the generality of the model by multi-task learning.TANL[1]
is a recently proposed model on this track. It frames structured prediction tasks as transla-
tion between augmented natural languages and uses a transformer to solve it. The flexible
choice of decoding format makes it possible to support most of the SP tasks. Besides, it also
achieves competitive results on several datasets and shows the potential for using multi-task
learning to boost the performance of structure prediction.
However, the existing experiments on TANL[1] didn’t show consistent improvements on
all tasks when they are trained together. This result raised two questions. In multi-task
learning, What types of knowledge between tasks could be learned by TANL and be used to
improve its performance? What are the hinders that prevent models from having consistent
performance improvement on tasks in multi-task learning? We start our exploration by
testing TANL on a joint intent detection and slot filling dataset SNIPS[6]. In SNIPS, the
model needs to classify the intent of a user query and then label the parameters corresponding
to this intent. It can be treated as a classification followed by a name entity recognition in
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which the classification results determines what labels should be used in the name entity
recognition. The result of our experiments and a visualization of the self-attention show that
TANL is able to capture this decisive relationship. In the same experiment, we also found
that TANL is more likely to produce outputs with invalid formats when trained on multiple
tasks together. This adversely affects its multi-task performance. A further experiment on
the ACE2005 dataset shows that outputs with invalid formats appeared more in tasks with a
more complex structure such as nested NER. We also discover that starting from a pre-train
model such as T5[5] can partially solve this problem.
Figure 1.1: Three stage processing example
Based on the observation above, we tried to improve the model by enforcing it to produce
outputs in the correct format. However, different tasks have different format requirements.
If we just simply impose the format constrain of a specific task to the decoder, it would
significantly reduce the flexibility of the output and makes it impossible for the model to
be trained on multiple tasks together. To restrict the output format and retain flexibility,
we designed a new model called staged decomposed text-to-text transformer(SDCT5) which
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has three decoding stages and each of them has its own constraints on decoding. In the first
stage, text spans are extracted from the input. In the second stage, labels are placed on
these extracted text span. Finally, in the last stage, relationships between those text spans
are built. Figure 1.1 shows how these three stages work together. Each of these stages has
its own constrain on decoding. Such decomposition makes it possible for the model to always
produce output with the valid format and retain its generality on SP tasks. In addition, by
solving SP problems step by step, the model is more explainable. Experiments show that
our model outperforms TANL on SNIPS.
To summarize, our key contributions are the following:
1. We found that TANL are able to learn the decisive relationship between classification
labels and NER labels when these two tasks are trained together
2. We discovered that TANL suffers from outputs with invalid formats and this problem
becomes more significant in multi-task training and tasks with more complex struc-
tured output.
3. We introduced SDCT5, an improved version of TANL, that solves structured prediction
tasks in three format controlled decoding stage. It has better performance compared
to TANL and is more explainable.
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CHAPTER 2: RELATED WORKS
2.1 NATURAL LANGUAGE PROCESSING AND THE CURRENT TREND
Natural language processing(NLP) is a field of “designing methods and algorithms that
take as input or produce as output unstructured, natural language data” [7]. Traditionally,
NLP problems are solved together by statistical methods based on the distribution of word
and linguistic rules like grammar. In the recent 10 years, with the introduction of neural
networks, deep learning models play a more and more important role in natural language
processing. Neural-based word embedding generating models such as word2vec[8] trained to
capture the contextual information around words are able to provide a meaningful represen-
tation of them. Recurrent architectures like RNN[9] and LSTM[10] have been widely used
in many NLP problems for modeling sequences of text like sentences and documents.
Attention Is All You Need[11] is one of the most popular works in recent years. The trans-
former architecture proposed in the paper has been widely used in many state-of-the-art NLP
models. The success of the transformer comes with the usage of multi-head self-attention
that can produce context-dependent representations of words that are less ambiguous com-
pared to the traditional word embeddings like word2vec. It also solves the vanishing gradient
problem in RNN and LSTM. These improvements help models with such an architecture gain
significant performance improvement on NLP tasks. Among them, BERT[12] is a masked
language model that adopts the encoder architecture of the transformer. The “mask” comes
from the novel method of learning word representation in a fully unsupervised manner by
letting the model recover masked tokens from the original sentence. Due to the context-
awareness of multi-head self-attention, BERT achieved state-of-the-art results in many nat-
ural language understanding tasks when it was published. In our research, we also studied
a transformer based model.
2.2 STRUCTURED PREDICTION IN NLP
In this thesis, we studied the Structure prediction tasks in NLP. The goal of those tasks is to
extract the underlying deep structures of the text. In a book published in 1999, foundations
of statistical natural language processing[13], The writer pointed out that determining the
structure of the text is an important task in NLP, and it is difficult for NLP algorithms
to find disambiguation representation for word category and semantic structure. Today,
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with the help of large models like BERT[12] and GPT[14] pre-trained on a large amount of
data, we already have really good representations of words and sentence. However, mining
the underlying semantic structure of a piece of text is still a non-trivial work. Many NLP
problems could be categorized as structure prediction tasks. In our work, we mainly focused
on two of them.
We first studied joint intent detection and slot filling. As the name suggests, it can be seen
as a combination of intent classification followed by slot filling where the intention predicted
determines what labels will be used in slot filling. Most of the recent studies[15, 16, 17] on
these problems use a shared text encoder for taking advantage of this deterministic relation-
ship and use task-specific discriminators for distinctive outputs of tasks. This architecture is
also widely adopted by many multi-task learning models[12, 18, 19] for solving NLU tasks.
Studies have shown that models with such architecture can capture knowledge across tasks
in their shared layers and thus have better multi-task performance[18]. In our experiments,
we tried to see if TANL, a model without such an architecture, could also learn the decisive
relationship between intent detection and slot filling.
Named entity recognition (NER) is another task we explored in our research. The goal
of named entity recognition is to detect and categorize text span from a piece of text.
One popular approach of NER is formulating it as a sequence labeling problem. These
models[12, 20, 21] often use pre-trained language models such as BERT[12] as encoders with
different decoding structures to generate the labeling sequence. Besides these works, BERT
MRC[22] formulate the named entity recognition tasks as a question answering problem
where the label is the query, and the corresponding text spans are answers. It encodes
the label and input text using BERT and uses a classifier to predict the start and end of
the “answers”. Recently, some studies[1, 5, 23] reveals the potential to use sequence-to-
sequence(seq2seq) models like transformer to solve NER. In this thesis, we further explored
the seq2seq solution for NER.
2.3 MULTI-TASK LEARNING IN NLP
Multi-task learning(MTL) is a subfield in machine learning that studies how to improve the
performance and the generality of the model by learning on different tasks and datasets[24].
According to a recent survey[25], There is a growing interest in the study of MTL due to the
success of large models like Transformer[11] and BERT[12]. In NLP, a common method to
enable the multi-task learning ability of models is to have a shared representation between
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tasks. However, it is a non-trivial question to decide what should be shared and how it
should be shared for better performance. There have been models that use feature level
sharing[26], function level sharing[27], parameter sharing[28].
Recently, there is a trend to use seq2seq models for MTL. Among these works, T5[5]
provides the idea to convert text-based NLP problems into a multi-task seq2seq generation
problem. It enables the possibility to study the multi-task learning of all NLP tasks sys-
tematically. The T5 model achieves state-of-the-art results in several tasks, which further
demonstrate the power of such models. Following T5, Athiwaratkun et al.[23] presents a
method for formulating sequence labeling problems as seq2seq text generation. They also
proposed a way to fuse classification results at the beginning of output and make it possible
for the model to finish the classification and named entity recognition in a single feed-forward
process. Later, TANL[1] expend the previous work by proposing ways to formulate all struc-
ture prediction tasks into seq2seq problems. In this thesis, we proposed two questions based
on the analysis of the reported results of TANL and explored them by doing additional ex-
periments on TANL. We also built an improved version of TANL with an improved decoding
strategy.
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CHAPTER 3: STRUCTURED PREDICTION AS TRANSLATION
BETWEEN AUGMENTED NATURAL LANGUAGES
In this chapter, we will briefly introduce Structured Prediction as Translation between
Augmented Language(TANL)[1], the model that we tested in our designed experiments.
TANL is one of the latest works on the track of seq2seq multi-task learning, and it provides
detailed formats for many popular structured prediction tasks.
3.1 SEQ2SEQ FORMULATION OF STRUCTURED PREDICTION TASKS
Figure 3.1: A sample text span in augmented natural language for structured prediction
One of the main contributions of TANL is that it provides rules to turn a structured
prediction task into a text-to-text translation problem. TANL uses the same text input
in the structured prediction tasks. Its output is a modified version of the input which is
given the name augmented natural language in the paper. The augmented parts encode
the structured prediction results such as the boundary of text span, labels of them, and
relationship between them. See Figure 3.1 for a sample text span with augmentations. In
general, brackets [...] are used to denote boundaries of extracted text span. Within the
brackets, | are used as a delimiter to split the content into at least two parts. The first
part is the extracted text , and the following parts are labels or properties of the text spans.
Below is an example of the augmented natural language format for named entity recognition.
The result of named entity recognition is composed of two parts, the selected named en-
tities and their labels. It can also be treated as a dictionary where the keys are text spans
from the input and values are their corresponding labels. To augment this information onto
the original sentence, text spans are shown by inserting brackets around them. Labels are
placed together along with entities inside the brackets with | as separators.
Input: The comics we loved gets 1 out of 6 points
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Augmented Input: [ The comics we loved | object name ] gets [ 1 | rating value ] out of [
6 | best rating ] [ points | rating unit ]
Dictionary of NER result: {“The comics we loved”: “object name”, “1”: “rating value”,
“6”: “best rating”, “points”: “rating unit”}
In a more complex setting, there could be nested named entities in the result. For ex-
ample, “a Chinese child” is a named entity with the label “person”. Within it, there is
another entity “Chinese” with the label “nationality”. To encode the result of nested NER,
we will also have nested brackets in the augmented output. The following is an example.
Input: the bush administration is arguing with european governments
Augmented Input: [ the [ bush | person ] administration | organization ] is arguing with
[ european governments | geographical entity ]
Dictionary of NER result: {“The bush administration”: “organization”, “bush”: “per-
son”, “european governments”: “geographical entity”}
One common question people may have about such an output format is that why we have
to fuse the result onto the input. Directly encoding the result of structure prediction into
a sequence will save the space for replicating the input. However, in some cases, there can
be repeated text spans with the same properties in results which cause ambiguity. In those
cases, repeating the input can help to locate these text spans in the input sequence.
3.2 MODEL
TANL is based off the Transformer[11] architecture which is widely used in many NLP
settings. The model is composed by an encoder and decoder.The basic blocks of the encoder
and decoder are both built up with a multi-head self-attention layer with a feed forward
layer and softmax on the top. There are also a batch norm layer and a residual connection
after the self-attention layer.
During training and inference, the model receive text input and converts it into augmented
natural language represents the structured prediction result. The input is concatenate with
a sinusoidal position encoding[11] and feeded into the encoder. The decoder generates the
results in an auto-repressive manner. See Figure 3.2 for more details.
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Figure 3.2: The model structure of TANL. The figure of transformer architecture is from
the original paper[11].
3.3 PRETRAINING
In all previous experiments, the training of TANL starts from a T5-base model. The pre-
training objective of T5[5] includes denoising objective such as recovering masked tokens
and replaced spans. Because the training of all experiments in previous work starts from
a T5-base model, it is uncertain how doing so affects the performance of TANL. If we get
to know the influence of T5 on TANL, we may be able to come up with better pretrain
strategies. In our research, we further studied this problem and got some valuable finding.
3.4 MULTI-TASK LEARNING
Figure 3.3: multi-task format for TANL
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During multi-task learning, a specifier is appended to the input text to indicate the task
that we want the model to learn or predict in the current run. Another option is to merge
augmentation of both tasks in the output. Examples of these two formats are shown in
Figure 3.3.
3.5 EXPERIMENTS ON TANL AND RESULT ANALYSIS
In the paper, TANL has already been tested on several datasets and tasks. In order
to demonstrate the multi-task learning ability of the model, the paper also created three
different training context:
1. TANL: The model is trained and tested on a single dataset
2. TANL(multi-datasets): The model is trained on multiple datasets with the same
task and tested on a single dataset of that task
3. TANL(multi-tasks): A joint model is trained on all datasets available regardless of
the task type and then tested on a single dataset.
Table 3.1 shows TANL’s performance on entity relation extraction measured by F1 scores.
The highest score of each column is high lighted. Intuitively, we would expect the multi-task
performance and multi-datasets performance to be higher than the single dataset perfor-
mance, because the model sees more data in those two settings. However, we didn’t see
consistent improvement in the multi-task and multi-datasets settings. This observation
seems to suggest that not all combinations of tasks could boost the performance of each
other when they are trained together on TANL. So what combinations of tasks can improve
the performance of each other when trained together? What types of knowledge between
tasks could be learned by TANL? What are the hinders that prevent the model from having
consistent performance improvement in multi-task learning? In this thesis, we attempt to
answer these questions by designing controlled experiments.
3.6 SUMMARY
TANL is one of the latest works on multi-task learning using the seq2seq model. It provides
a transformer-based general framework to study multi-task learning in structured prediction
tasks by converting them into seq2seq problems with augmented natural language. Based
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CoNLL04 ADE NYT ACE2005
Entity Rel. Entity Rel. Entity Rel. Entity Rel.
TANL 89.4 71.4 90.2 80.6 94.9 90.8 88.9 63.7
TANL(multi-datasets) 89.9 72.6 90.0 80.0 94.7 90.5 88.2 62.5
TANL(multi-tasks) 90.3 70.0 91.2 83.8 94.7 90.7
Table 3.1: TANL performance on Entity Relation Extraction[1]
on the existing experiments on TANL, we proposed the following two questions and studied
them in our research:
1. How starting from a T5 pretrained model affect the performance of TANL?
2. What types of knowledge between tasks could be learned by TANL and what hinders
TANL from having consistent performance improvement in multi-task learning?
In the next chapter, we will design experiments to answer these two questions by examining
the behavior of TANL in depth.
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CHAPTER 4: EXPERIMENTS ON TANL
In this chapter, we will present our experiments on TANL with some analysis on existing
experiments.
4.1 MOTIVATION AND QUESTIONS
Though there are reported experiments on TANL and other seq2seq multi-task learning
models, we are still far from a complete understanding of how these models behave. To
demonstrate the multi-task learning ability of their model, most of the previous works only
trained one instance of their models on all tasks and use the performance of this instance to
represent the multi-task ability of their models. By doing so, they ignored the possibility that
some tasks may adversely affect the multi-task performance of others. Even if a consistent
improvement on all tasks is observed, it is still possible that the training on one specific
task damages the performance of others, because the negative effect brought by it may be
canceled by improvement caused by training on others. In past experiments on TANL, we
didn’t see a consistent improvement in multi-task settings. This observation indicates that
the training on some tasks negatively affects the performance of others. Without a clear
knowledge of what combinations of tasks or datasets can improve the overall performance
when they are trained together, Engineers will not be able to use the model efficiently in
practice. It will also be hard for the researchers to find the weakness of the models and how
to improve them. Therefore, it is necessary to have more controlled experiments to discover
how combinations of tasks affect the model performance.
Another problem in some previous studies is that they ignore the influence of pre-trained
models on multi-task performance. All experiments in these studies started with the same
pre-trained model with no report of how their model performs when trained from scratch.
Starting from a pre-train model can be view as letting the model run on the pre-train
objectives for several epochs before the training on target tasks. In some papers[24, 25], the
pre-training may even be considered part of the multi-task learning. The prior knowledge
stored as parameters of the pre-trained model may have a significant influence on MTL. If we
know how those knowledge influences the following MTL of the model, there may be ways we
could improve the pre-train task or integrate the knowledge learned during pre-training into
the model itself. Therefore, pre-training should not be ignored in the study of a multi-task
learning model.
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Based on those problems, we proposed two research questions. The first question is what
combinations of tasks have a consistent performance improvement when trained together?
To fully answer this question, all combinations of tasks have to be tested. O(2n) experiments
have to be done for n tasks, which will cost a lot of time and resources. In our thesis, we
only test TANL on joint intent detection and slot filling to study if such a combination could
improve the overall performance, hoping that the mechanism behind the observation could
simplify the further study of this question. The second question is how starting from a T5
pre-trained model affects the performance of TANL? To answer this question, we compared
the single task and multi-task performance of TANL with T5 pre-training to TANL trained
from scratch.
4.2 TASKS
4.2.1 Named Entity Recognition
Named entity recognition is a widely studied task in NLP. The goal of the task is to
extract and categorize text spans with predefined categories. Following is a more formal
way of defining the problem. Given a set of labels L and a list of word S = w0, w1, w2, ..., wn,
find all named entity text spans with its corresponding labels {(S[wi0 : wj0 ], l0), (S[wi1 :
wj1 ], l1), ..., (S[win : wjn ], ln)|l0, ..ln ∈ L}. In the common setting, the text spans don’t
overlap with each other. In the second experiment, we also use a special NER dataset with
nested text spans.
4.2.2 Joint Intent Detection and Slot Filling
As the name suggests, joint intent detection and slot filling is a combination of two tasks.
Given a piece of text, the model is expected to find the intention of the text. Then based
on the intention, the model needs to detect the task-related text span and categorize them
with intent-specific labels. It could also be viewed as a combination of a classification task
over the intention and a NER task with labels determined by the classification result. For
example, given a sentence, “find me a flight from Paris to New York”. In the first step, a
perfect model should predict the intent of the sentence as “Search Flight”. Then, it should
label “Paris” as the origin and “New York” as the destination. This example is also shown in
Figure 4.1. Notice that, the model doesn’t have to accomplish two tasks in the order specified
above. The order is just for explaining the task in a way that is easier to understand.
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Figure 4.1: result of Joint Intent Detection and Slot Filling on a piece of task. Grey lines
represent the model prediction. Red lines represents the deterministic relationship
4.3 DATASETS
We used the following two datasets in our experiments.
4.3.1 SNIPS
SNIPS[6] is a Joint Intent Detection and Slot Filling dataset on users’ quires to a voice
platform. The dataset includes over 16K queries labeled by crowed sourcing distributed
among 7 intents with their corresponding labels for slot filling. The dataset has been used
in many works on Intent Detection and Slot Filling[15, 16, 17, 29] for its good quality. In
our experiment, we split into a training set (over 12k), a validation set (2k), and a test set
(2k). it is used to see if TANL coud capture the deterministic relationship between intents
and the labels in slot filling.
4.3.2 ACE2005
ACE2005[30] is a multi-lingual dataset with annotation for entities, relations, and events.
It includes text from various domains such as news and online forms. We only used the
English sources from the dataset. The data was processed with the code of Luan et al.[31]
which converts the source text and annotations into nested NER format and split it into a
training set (7477), a validation set (1789), and a test set (1517). We used it for evaluating
TANL’s performance on tasks with complex format.
4.4 METRICS
We used following metrics for evaluting the performance of the model.
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1. Acc: Accuracy of intent prediction.
Acc =
# of correctly predicted intents
# of intents
(4.1)






# of correctly predicted named entities
# of predicted named entities
(4.3)
R =
# of correctly predicted named entities
# of ground truth named entities
(4.4)
3. Format Acc: The output format accuracy. The output of TANL has a special format
called augmented natural language (see section 3.1). However, the transformer doesn’t
have a hard constrain on the output format, and it may produce results that don’t
follow the augmented natural language format for the targeted task.
Format Acc =
# of outputs with valid format
# of outputs
(4.5)
4.5 EXPERIMENTS FOR QUESTION 1: MULTI-TASK LEARNING ON JOINT
INTENT DETECTION AND SLOT FILLING
The most direct way to find the combination of tasks that can improve the performance
of each other in multi-task learning is to test all possible combinations of tasks. However,
this approach takes a lot of time and resources. In our research, we only tested TANL on
Joint intent detection and slot filling. The reason we pick this task is that it can divide into
two interrelated tasks. To be more specific, there is a deterministic relationship between the
intent classification result and the labels of slot filling. We want to know if TANL can learn
such a special relationship.
4.5.1 Experiment Setting
The first experiment is on SNIPS. We use the following three settings in our experiment:
1. Intent Detection: The model is only trained to classify the intent of the text. The
output of the transformer is just the intent category.
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Acc F1 Format Acc
Intent Detection 0.97 - 0.99
Slot filling - 0.92 0.93
Joint 0.97 0.93 0.88
Table 4.1: TANL performance on SNIPS
F1 Format Acc
SNIPS Slot Filling 0.92 0.93
ACE2005 Nested NER 0.75 0.72
Table 4.2: Performance Comparison between SNIPS slot filling and ACE2005 Nested NER
2. Slot filling: The model is only trained to do the slot labeling without given the
intent. The output of the transformer follows the augmented language format of NER
mentioned in section 3.1
3. Joint: The model is trained on Joint intent detection and slot filling. The output of
intent detection and slot filling are fused together using format 2 mentioned in section
3.4.
Models in all of the three settings are trained from a T5-small pre-trained model with a BPE
tokenizer[32]. They are all trained for 50 epochs with a batch size of 32 on the training set
of size over 12k. For testing, We use beam search with beam size 3 as the decoding method.
Models are tested on 2k testing data and evaluated on the three metrics mentioned in section
4.4. We didn’t follow the original paper to start with a T5-based model due to the limited
computing resources that we could access. However, this should not affect the conclusion of
our experiments, because the type of pre-trained model is controlled among all settings.
4.5.2 Results and Analysis
The results of the experiments are shown in Table 4.1. We can see that The slot filling
performance improved in joint setting and the accuracy stays the same. This means the
intent detection helps TANL to get better performance on slot filling, but slot filling does
not in return help to improve the performance of intent detection. To better understand why
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we got such a result, we visualized the self-attentions in the decoder of TANL. Figure 4.2
shows the visualization of a decoded output, “( play music ) play [ the cherry-tree carol | track
] by [ edwin mccain | artist ]”. In the figure, lines and bricks with different colors represent
attentions from different heads, and the brightness of color represents the attention weight.
We can see that for all slot filling labels, there are attention weights connecting them with the
predicted intention “( play music )”. This indicates that the model learns the deterministic
relationship between intentions and labels by capturing it in the self-attention weights. It
also explains why intent detection accuracy doesn’t improve. The reason is that we are
generating the sequence in a left to right manner and the labels are not yet generated when
we generate the intention. There is no attention from the labels to the intention to capture
the relationship. A non-auto regressive way of decoding may help to solve this.
Figure 4.2: visualization of the self attention
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Trained from T5 small Trained from scratch
Acc F1 Format Acc Acc F1 Format Acc
SNIPS intention detection 0.97 - 0.99 0.97 - 0.99
SNIPS slot filling - 0.92 0.93 - 0.81 0.77
SNIPS Joint 0.97 0.93 0.88 0.98 0.68 0.52
ACE2005 - 0.75 0.72 - 0.36 0.33
Table 4.3: Results of experiment 2
Another observation is that the format accuracy decreased in multi-task learning. This
result is actually not surprising, because in multi-task learning we are using a more com-
plicated format and encoding more information. This format problem may get even more
serious when the model is trained on task with a more complicated format. With this idea
in mind, we tested TAML on ACE2005 for nested NER. The experiment settings are the
same as the slot filling expect that we are using nested brackets in output for nested entities
(see section 3.1 for the format). A pheromones comparison between SNIPS slot filling and
ACE2005 nested NER is shown in Table 4.2. Notice that we could do such a comparison be-
cause slot filling can also be treated as NER. We can see that the format accuracy decreased
a lot in ACE2005 nested NER, which matches our hypothesis.
4.6 EXPERIMENTS FOR QUESTION 2: MULTI-TASK LEARNING WITH AND
WITHOUT T5 PRETRAINING
As we mentioned in section 4.1, all previous experiments on TANL start with a T5 base
model. In our study, we tested TANL on SNIPS and ACE2005 without using any pre-trained
model. The results are compared with TANL starts from a T5 based model.
4.6.1 Experiment Setting
For SNIPS, We adopt the same settings described in section 4.5.1. The only difference is
that models in all settings are trained from scratch. For ACE200, adopt the setting described
in section 4.5.2. Similarly, the model is trained without starting from T5 small.
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4.6.2 Results and Analysis
The results of the experiments are shown in Table 4.3. Performance in all settings drops
without starting from a pretraining model. This indicates that pretraining plays an impor-
tant role in TANL. From the table, We also see that Format accuracy dropped a lot when
the model is trained from scratch. In a further analysis of the invalid outputs, we found
that over 90 percent of the format error is caused by not being able to repeat the original
sentence. Such finding shows that the T5 pretraining model helps TANL to better repeat the
input. This improvement can be explained by one of the pretraining objectives of T5 which
is to recover corrupted text spans from the original sentence. Such a denoising objective is a
more difficult version of repeating the original sentence. However, since format accuracy is
still quite low for tasks like ACE2005, we can only say that the pretraining model partially
solves the format problem in TANL.
4.7 SUMMARY
In this chapter, we studied two questions based on the analysis of the previous study on
TANL. The first question is what combinations of tasks can boost the performance of each
other when trained on TANL? As a first step to answer this question, we designed experi-
ments to see if TANL could learn the deterministic relationship between slot filling and intent
detection when they are trained together. Results show that the self attentions in TANL
could capture such relationship and lead to improvement of slot filling performance. The
second question is how T5 pretraining affect the performance of TANL? In our experiments,
we trained TANL from scratch on SNIPS and ACE2005 and compared the results to TANL
trained from T5 based. From the results of the experiments, we learn that T5 pretraining
helps the model to better recover the input which leads to better performance and format
accuracy of TANL. From the result of both experiments, we found that the model suffered
from outputs with invalid formats. These invalid outputs appeared more in tasks with com-
plicated output format. We proposed a new model in the next chapter that only produce
valid outputs.
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CHAPTER 5: STEP DECOMPOSED AND CONSTRAINED
TEXT-TO-TEXT TRANSFORMER
This chapter introduces a new unified model for SP tasks. We also present some prelimi-
nary results of the model.
5.1 INTUITION
Based on the observation that TANL produces a non-trivial amount of outputs with invalid
formats, we tried to improve it by restricting the model to only produce valid output. A
naive approach to achieve this is to place a task-specific constrain in the decoding stage
of the transformer. However, different SP tasks have different output formats in TANL.
Enforcing the transformer decoder to follow any of them will entirely break the generality
of the model. For this problem, there is a trade-off between generality and constrain. While
we want to have more control over the model so that it doesn’t produce any unexpected
format, we also want it to retain its ability to be trained on any structure prediction tasks.
To overcome this difficulty, we came up with a three-stage decomposition for all SP tasks.
In general, the goal of all SP tasks can be viewed as building a graph where nodes are labeled
text spans from the input and edges are the relationship between these spans. The first step
to build such a graph is to extract text spans from the original input. Then, those spans are
labeled to form the nodes in the graph. In the last step, edges are build by predicting the
relationship between the nodes. In such a decomposition, the result of each step is the same
across tasks. As a result, we could have fixed format and decoding constraints to enforce it
for each step. Figure 5.1 shows an example of the three-stage decomposition on three tasks
with the same sentence as input.
In section 4.5.2, we found that TANL is able to capture the relationship between intent
and slot filling labels in its self-attention. However, because of the auto-regressive decoding,
only one way of such a relationship is captured. To make it possible for the model to capture
a two-way relationship, we use non-auto-regressive decoding in the second and third steps of
our model with output from the previous step as the input of the decoder. By using such a
way of decoding, the decoder will be able to get full information about the entire sequence
from the previous step and capture the two-directional relationship between tokens. We still
have to use auto-regressive decoding in the first step because there is no output from the
previous step.
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Figure 5.1: Three stages decomposition of three SP tasks with “Two soldiers are attacked
and they were injured”
Having those two ideas in mind we proposed an improved version of TANL called Step
Decomposed and Constrained Text-to-text Transformer(SDCT5). The model still
uses the traditional encoder and decoder architecture of the transformer[11].
5.2 MODEL ARCHITECTURE
The model consists of one transformer encoder and three transformer decoders. The input
text will be encoded by the encoder and then decoded step by step by the three decoders.
An overview of the architecture can be seen in Figure 5.2. The black arrows denote the
forward path of the model. Decoder for the first step only takes the output of the encoder
as input and auto-regressively generates a sequence. Decoder for steps 2 and 3 takes both
outputs from the previous steps and the output of the encoder as input. It directly generates
the word distribution at every position by doing one forward propagation.
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Figure 5.2: Overview of the model structure and format for each step
5.3 FORMAT DESIGN FOR EACH STAGE
5.3.1 Step 1
The goal of the first step in SDCT5 is to extract candidate text spans from the input. We
borrowed the format from TANL[1] which is to enclose extracted text spans with brackets.
Besides, we also need to put task-specific placeholders which will be filled in the latter steps.
There are 3 different placeholders in our design:
1. LABEL: the label of a text span
2. TARGET: the target of a relation
3. RELATION: the name or type of a relation
The number of placeholders that we need to insert depends on the maximum length of
the possible values that will be filled in latter steps. In Figure 5.2, the tokens in grey are
examples of the placeholders. The reason for having them is that we want steps 2 and 3
to be non-auto-regressive. By decoding in a non-auto-regressive manner, we can no longer
insert tokens into the input. Therefore, we need to “reserve” paces for those future tokens.
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5.3.2 Step 2 and Step 3
The formats of step 2 and step 3 outputs are very simple. In step two, all “LABEL”
placeholders will be replaced with their actual value. In step three, all “TARGET” and
“RELATION” placeholders will be replaced with their actual value.
5.3.3 Input format in multi-task learning
Like TANL, a task specifier will be appended to the input in multi-task learning. See
section 3.4 for more details.
5.4 CONSTRAINED DECODING
To restrict the behaviors of the decoder to produce only valid outputs. We build masks
to mask out the corresponding scores of all invalid tokens from the model. Let V denote
the set of valid tokens and S = [s0, s1, . . . , sn] denote the score vector of X = [x0, x1, . . . , xn]
where X is the vocabulary of the model. Then we have
I(exp) =
1 if exp = True0 otherwise (5.1)
M(V ) = [I(x0 ∈ V ), I(x1 ∈ V ), . . . , I(xn ∈ V )]T (5.2)
Smasked = S ∗M(V ) (5.3)
Where M is the mapping from available tokens to the mask vector and Smasked is the masked
score vector. Notice that M doesn’t take X as input because X is the vocabulary of the
model and is fixed after the model is initialized. Now, V is the only unknown variable for
calculating the masked scores. Different decoding steps will have different ways to find V.
5.4.1 Finding Valid Tokens in Step 1
Auto-regressive decoding is used in step 1. For such a left to right decoding method, valid
tokens at position t only depend on all previously generated tokens. Therefore, Vt could be
expressed as
Vt = f(O0:t−1) (5.4)
Where O0:t−1 denotes the generated sequence from 0 to position t − 1 and f represents the
algorithm for finding the valid tokens given O0:t−1. An example of this is shown in Figure 5.2.
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Figure 5.3: Constrained decode in step 1
We are using an RNN[9] like structure in the figure for demonstrating the auto-regressive
decoding in a more understandable way. In practice, the transformer will take all previously
generated tokens and masked future tokens as input for the decoding of each position.
5.4.2 Finding Valid Tokens in Step 2 and 3
Figure 5.4: Constrained decode in step 2
In step 2 and 3, we are using non-auto-regressive decoding. The input of the decoder is
the output sequence from the past step. The available tokens Vt at a position t only depend
on the input token It at the same position. Let plabel, prelation, ptarget represents task-specific
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F1 format Acc
TANL from scratch 0.92 0.93
TANL from T5 small 0.81 0.77
SDCT5 0.93 1.0
Table 5.1: Performance of SDCT5 on SNIPS slot filling compared to TANL
placeholders with corresponding task specific sets of tokens Tlabel, Trelation, Ttarget
Vt =

Tlabel if It = plabel
Trelation if It = prelation
Ttarget if It = ptarget
It otherwise
(5.5)
An example of step 2 constrained decoding in shown in Figure 5.3. Notice that tasks like
NER will be finished in step 2, because the expected results of them don’t include relation
between text spans. For these tasks, the decoding in step 3 will just repeat its input, because
there is no task specific placeholders left in the output of step 2.
5.5 PRELIMINARY EXPERIMENTS ON SDCT5
We tested SDCT5 on SNIPS and compared its performance to TANL
5.5.1 Experiments settings
SDCT5 is only tested on the slot filling task in SNIPS. We used the same data split of
SNIPS described in section 4.5.1. The data is pre-processed into the three steps format
described in section 5.3 and tokenized using a BPE tokenizer[32]. To fairly compare our
model with TANL that starts from T5-small, we also used the same model parameters with
T5 small. Specifically, all encoder and decoders have a model dimension of 512, a feed-
forward layer of 2048, 8 head self-attention, and 6 layers. The model is trained 50 epochs
from scratch with batch size of 32. All three decoders are trained using teacher forcing with
no constrained mask applied to the output scores. After training, the model is tested on 2K
testing data with constrained decoding. The F1 and format acc mentioned in section 4.4 are
used as metrics for the evaluation.
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5.5.2 Results and Analysis
The performance comparison between SDCT5 with TANL on SNIPS slot filling is shown
in Table 6.1. We can see that SDCT5 achieves a better F1 score than TANL with T5 small
pretraining. However, the F1 of SDCT5 only increased by 0.01, even if it entirely solves the
invalid format problem. The reason might be that the constrain is only applied when doing
inference, and the model suffered from an exposure bias for inconsistent behavior between
training and predicting.
Figure 5.5: convergence comparison between TANL and SDCT5. Both models are evaluated
on the dev set. Constrained decoding is used in SDCT5 for evaluation.
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We also noticed that SDCT5 converged faster than TANL. See Figure 6.1 for the conver-
gence comparison between TANL and SDCT5. Our hypothesis for such an observation is
that even with T5 pretraining, TANL still needs to adjust its knowledge of repeating the
input according to the word distribution in SNIPS. However, in SDCT5 the output format
is controlled. without the knowledge of how to format the output, it can still perform well
and thus converge faster than SDCT5.
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CHAPTER 6: CONCLUSIONS AND FUTURE WORKS
In this section, we will briefly go over what we did and the conclusions that we made in
our research. At the same time, we will also talk about the difficulty in our experiments and
unexplored ideas.
The first thing we do in our research is analyzing TANL[1], a unified model that converts
structure prediction(SP) tasks into seq2seq problems. Two questions are proposed based on
previous experiments on TANL. The first question is what types of knowledge between tasks
could be learned by TANL and be used to improve its performance? The second question is
how pretraining affect the performance of TANL? Recently, many transformer-based multi-
task learning models like TANL are proposed and they have achieved competitive results
on many datasets. However, their experiments only show that their models perform well
on some datasets or under some specific settings. Also, some of the models like TANL are
not showing consistent performance improvement in multi-task settings. The underlying
mechanism of why those models perform well and the settings where those models perform
well are still unknown. To make better use of the model and further improve it, more effort
should be spent on studying how those models work. This includes experiments with more
control, visualization of the parameters, and probing different parts of the model. In our
research, we have proposed two directions to better understand those models, but there is
still a lot of paths that future works could explore.
In our first experiment on TANL, we experiment on joint intention detection and slot
filling and tried to see if it can learn the deterministic relationship between those two tasks.
By comparing the performance of the model on individual tasks to its performance on joint
learning of the two tasks, we reach the conclusion that the model could capture such a
deterministic relationship in its self-attention. However, this result can only be seen as
a small step towards answering the first question we proposed above. The difficulty to
fully answer this question is that there are too many combinations of tasks and possible
relationships between them. Besides, different datasets with annotation of the same task
may contain different types of knowledge and thus have different impacts when trained
together with other tasks. There are too many variables to control when studying this
question, which prevents us to move further in our research. A systematic way to measure
the similarity of tasks or datasets in multi-task learning will significantly reduce the difficulty
of study this question, which may lead to more deep study of it.
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The second experiment in our research studied the influence of T5 pretraining on TANL.
The result shows that T5 pretraining improves the overall performance of TANL in all
settings and substantially reduces the possibility for TANL to produce outputs with invalid
formats. Based on this, we hypothesis that the denoising objective of T5 helps TANL to
gain prior knowledge of how to repeat the input, which significantly decreases its chance
to generate words that are not in the input (see section 3.1 for why TANL needs to repeat
the input). We are sure about this because there are also other training objectives in T5
which may also affect the performance of TANL. In future experiments, we will further
test this hypothesis by evaluating the performance of TANL that starts from pretraining
models with only denoising objectives. When studying multi-task learning, people usually
considered pretraining as an unrelated variable that should be controlled. Our research
suggests that pretraining may plays an important role in a multi-task learning model. There
could be more studies on what influence different pretraining objectives have on models,
which helps people to choose how they should pre-train their model in practice.
Based on our experiments on TANL, we proposed an improved version of it called Step
Decomposed and Constrained Text to text transformer(SDCT5). The design of the model is
based on the general idea of decomposing all structured prediction tasks into three steps and
all SP tasks have the same output format at the same step. This idea enables us to design a
model which has hard constraints on its output but still retains the flexibility to be trained
on all SP tasks. A preliminary test for SDCT5 shows that it has better performance and
converges faster on SNIPS compared to TANL. In addition, because the model produces
readable output in all three steps it is also more explainable compared to TANL. Future
experiments will further test this model on more datasets and tasks to see if it works better
than TANL in all settings. There will also be experiments on the multi-task learning ability
of SDCT5. In section 4.5.2, we mentioned that in multi-task learning, the format of the
output may become more complicated which makes TANL more likely to produce output
with an invalid format, and this might be the reason why TANL gets performance drop in
the multi-task setting. SDCT5 entirely solved such a problem, so we expect it to have better
multi-task performance.
We also suggest some ideas for further improving our model. The current model only
applies constraints at the prediction time, this makes it suffered from an exposure bias.
Therefore, although we eliminate all outputs with invalid formats, the model still only gets
0.01 F1 improvement on SNIPS compared to TANL. A solution for this is to also constrain
the model in training time. Another idea is that we could further divide SP tasks into
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smaller steps. For example, step 1 in SDCT5(see 5.1 for what step 1 does) in our model
may be further decomposed to steps that only extract one text span from the text. This
may lead to further performance improvement because models based on such an idea have
the freedom to switch back and forth between extracting text, labeling, and build relations
and this allows it to extract the next span based on predicted labels or relationships.
Today, with enough data, large NLP models could easily achieve a very high score on
many tasks. However, in practice, the common problem is that people don’t have enough
annotated data for specific tasks. Multi-task learning models make it possible for people
to “borrow” knowledge from other related tasks to compensate for their insufficient data.
We hope our study could lead to better development of Multi-task learning models and be
beneficial to those who suffered from the lack of annotated data.
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