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A B S T R A C T
This paper presents the behavior of general parallel synchronous and asynchronous multisplitting and two-stage
methods for the numerical simulation of steel solidiﬁcation in continuous casting. Thanks to the mathematical
analysis and the implementation of these methods one can show the results of parallel experiments for the target
application. The mathematical model is constituted by coupled nonlinear boundary value problems, namely the
heat equation taking into account, on part of the boundary, a radiation phenomenon described by the Stefan law.
For the numerical solution of such partial diﬀerential equations we consider, depending on whether the coef-
ﬁcient of thermal conductivity is constant or temperature-dependent, both an implicit or a semi-implicit dis-
cretization with respect to the time of the studied evolution problem, while the spatial discretization is carried
out by adapted ﬁnite diﬀerence schemes. Then large scale discretized algebraic systems are solved by sequential
and synchronous or asynchronous iterative algorithms; comparison of these various previous methods im-
plemented on clusters and grid are achieved in both cases when the thermal conductivity is constant and more
generally dependent of the temperature.
1. Introduction and motivation
In steel industry, the continuous casting is a process between the
metal making and rolling. This process, shortly described in Fig. 1, al-
lows the transformation of a liquid metal into a solid metal in a con-
tinuous way. This casting can last as long as we can feed a repartitor by
liquid steel; note that it is also possible to feed several parallel moulds.
This industrial process is, by far, the most eﬃcient for solidifying a
great amount of metal. During the process the liquid metal is water
cooled during the progress in the machine. As long as the steel pro-
gresses into the machine, the solidiﬁed metal goes down at constant
speed. Hence slabs or billets are obtained by the passage of liquid steel
through several cooling zones. The transformation of the liquid phase
into the solid phase takes place in an intermediary zone the so called
mushy zone. To summarize the cooling solidiﬁcation process, we can
describe it in the following manner: the steel goes through three phases
in three areas denoted by Ω1 for the liquid area, Ω2 for the mushy area
and Ω3 for the solid area. The initial temperature in Ω1 is about
1500o C , while it remains equal to 800o C and 600o C , respectively in
Ω2 and Ω3. This phenomenon describes a thermo-mechanical problem.
According to the previous description, we consider a steel portion in
the transverse direction of the continuous casting. The liquid steel
poured into the mould cooled by water, after getting cold enough pe-
netrates the cooling zones receiving optimal ﬂow water quantity. This
allows to take into account the primary and secondary cooling, in order
to compute the thermal evolution of the steel. The temperature satisﬁes
the heat equation with appropriate boundary conditions describing the
physical phenomenon. During its development in the machine, the steel
will be either cooled upon contact with the mould, either by the water
jet or simultaneously with both. To describe this operation, it is as-
sumed that the exchange of heat in the mould is uniform and the water
jet cooling and thermal contact with the rollers constituted by cylinders
will be modeled by the condition of convection and / or radiation. It is
customary to assume that the contact surfaces with the ambient air are
subject to conditions of the same type. The heat exchange that occurs
between the subdomains liquid-mushy and mushy-solid is modeled by a
condition at the interfaces. Every cooling zone is characterised by its
temperature i.e, we have to ﬁnd successively the temperature ﬁeld in
the liquid zone Ω1, then in the mushy zone Ω2 and ﬁnally in the solid
zone Ω3. For more details the reader is referred to Refs. [1–4].
The mathematical model used is based on the conservation of en-
ergy resulting in the equation of diﬀusion of heat in three dimensional
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space. The solution of this equation requires the knowledge of initial
condition and six boundary conditions for each subdomain
=, 1, 2, 3 (see Fig. 2).
The solidiﬁcation of steel in continuous casting is well described by
considering the previous boundary value problems equipped with non-
homogeneous linear and nonlinear mixed Dirichlet–Neumann and
Fourier linear and nonlinear boundary conditions. Indeed for the con-
tinuous casting problem, due to radiation phenomenon, well described
by the Stefan law on some parts of the boundaries, the linear part of the
continuous operator modeling the heat diﬀusion is perturbed by a di-
agonal increasing non-linear continuous operator, this last property
resulting from the positivity of the temperature in each area.
Nevertheless note that the positivity of the temperature in each zone
=, 1, 2, 3 is not obvious to prove; then we consider this positivity
as an assumption and the mathematical model is then changed as three
coupled variational inequalities deﬁned in three convex sets.
Fig. 1. General scheme of continuous casting.
Fig. 2. Global representation of the domain.
,ﬁnd the temperature =u , 1, 2, 3, in each subdomain of the boundary
value problems governing the temperature. Besides taking into account
both the constraint of temperature positivity and the nonlinearity de-
rived from the radiation phenomenon are not convenient for the ana-
lysis of the resolution algorithms. The more convenient formulation of
these nonlinearities is constituted by a multivalued formulation of the
problem, obtained by a perturbation of the continuous operators arising
in the physical model by a diagonal multivalued monotone continuous
operator; this last operator is in fact the subdiﬀerential of the indicator
function of the convex sets taking account of the positivity of the
temperature; for more details the reader is referred to Ref. [5]. After
discretization at each time, on one hand of the evolution part of the
problems by an implicit time marching scheme when the thermal
conductivity coeﬃcient is constant or by a semi-implicit time marching
scheme otherwise, respectively, and on the other hand by using clas-
sical or adapted ﬁnite diﬀerence scheme for the spatial discretization
with an uniform mesh, respectively, we have to solve, by a numerical
way, a sequence of stationary multivalued nonlinear problems. So, ﬁ-
nally, at each time step, we have to solve three sparse large coupled
strongly nonlinear systems.
Owing to the great size of such system, due to the diﬃculty of
storage of large matrices, an iterative algorithm is more appropriate for
the solution of the algebraic systems to solve and may be used in order
to reduce the computation time at each time step. In the sequential
context, we have implemented sequential projected point Newton -
relaxation algorithms, corresponding to a coupling of the projected
point Newton method for points belonging to the part of the boundary
where the Stefan law occurs, with the projected relaxation method, like
the point Gauss–Seidel method, for the interior points of the zones.
Besides, in order to obtain accurate results, it is necessary to choose
very small spatial discretization step-size, which consequently leads to
solve very large multivalued algebraic systems; such numerical solution
is then time consuming. Thus, in order to reduce the elapsed time and
taking into account the properties of the discretization matrices on one
hand and, due to the positivity of the temperature on each zone
=, 1, 2, 3, those of monotony for the nonlinear discretized op-
erators modeling the Stefan law on some parts of the boundary and also
the well-known monotony of the subdiﬀerential of the indicator func-
tion of the convex sets on the other hand, we can state suﬃcient con-
ditions for the convergence of the considered parallel synchronous and
asynchronous multisplitting and two-stage methods for the solution of
multivalued nonlinear algebraic systems in a general topological con-
text extending the initial results of [6] to the case where the ﬁnite di-
mensional space is normed by nonhilbertian norms more convenient to
use. Note that such kind of methods, based on multisplitting method,
allows a uniﬁed presentation and analysis of classical subdomain
methods obtained on one hand by considering nonoverlapping sub-
domains and on the other hand by considering the implementation of
the Schwartz alternating method; for more details the reader is referred
to Refs. [7–17]. Note that, in these previous works the algebraic systems
are singlevalued; nevertheless in the present study, taking into account
the positivity constraint of the solution by the perturbation of a diag-
onal multivalued continuous operator extends many previous works in
this case. Moreover the paper [6] is also extended to a nonhilbertian
context.
The present paper is organized as follows. In Section 2, we present
the mathematical model of the solidiﬁcation of steel in continuous
casting in both cases where the thermal conductivity coeﬃcient is
constant and when it is dependent of the temperature; this section
continues with a brief presentation of a multivalued formulation of the
problem taking into account the positivity constraints of the tempera-
ture; for more details see [5]. In Section 3, we present the tools allowing
the numerical solution, particularly the discretization of the linear and
nonlinear continuous operator governing the heat diﬀusion and also the
numerical sequential and parallel methods used for the solution of large
scale algebraic systems; particularly the general parallel synchronous
and asynchronous multisplitting and two-stage methods are presented
and analyzed for the solution of algebraic systems perturbed by in-
creasing diagonal multivalued discretized operators in the non-
hilbertian context. This section is followed by the presentation of the
parallel implementation of the algorithms. In the next section we will
present the results of sequential and parallel experiments. The last
section is devoted to the presentation of a general conclusion.
2. Mathematical model
2.1. Physical formulation
Let =d, 3,dR be a bounded open domain with boundary de-
noted by ∂Ω. We consider that =
=1
3
such that
= , . For the target industrial application note that it
is suﬃcient to consider that Ω has a parallelepipedic shape; so let
x y zx ( , , )
and for = 1, 2, 3, let
,,2 ,3 ,2¯ ,3¯
where for = 1, 2, 3,
= =y z x{0 , 1, 0},1
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Remark 1. Note that clearly ,2 (respectively ,2¯) shows the front
(respectively backward) of Ω; similarly ,3 (respectively ,3¯) represents
the upper side (respectively under side) of Ω. The symbols 2¯ and 3¯, are a
convenient notation to simply deﬁne borders =, 2, 3, and allows a
uniﬁed notation of these; without this notation, the forthcoming
description of the mathematical model (1)–(3) would be more
complex to write.
Let also Γ4 and Γ5 be the interfaces between Ω1 andΩ2 on one hand,
and between Ω2 andΩ3 on the other hand; thus Γ4 and Γ5 are deﬁned by
= = = =y z x y z x{0 , 1,
1
3
}, {0 , 1,
2
3
}.4 5
The last frontier delimiting the domain Ω is deﬁned by
= =y z x{0 , 1, 1}.6
Then we have to ﬁnd successively the temperature u , solution in
each subdomain =, 1, 2, 3 of the following boundary value pro-
blems:
in the liquid zone Ω1
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in the mushy zone Ω2
Consequently we have to solve successively three coupled strong non-
linear boundary value problems on each zone = 1, 2, 3 in order to
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and in the solid zone Ω3
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where I.C. denotes the initial conditions, and
= + =u h u u u u( ) ( ) ( ), 1, 2, 3,cv ext ext,
4 4 (4)
describe the radiation phenomenon, modeled by the Stefan law and for
= 1, 2,
=u
R
u u( )
1
( ).cst
The signiﬁcance of the various parameters is given below: for
= 1, 2, 3, c is the speciﬁc heat capacity, is the metal density, hcv,
is the coeﬃcient of exchange by convection, u is the temperature, Φimp
is the ﬂux, uimp is the temperature imposed, uext is the temperature of
environment, ucst is the constant temperature deﬁned at the interface Γ4
and Γ5 between two consecutive subdomains where the thermal ex-
change is performed, R is the thermal resistance, ξ is the emissivity, δ is
the constant of Stefan–Boltzman and n is the outward normal vector. In
the sequel, such physical coeﬃcients are assumed to be constant.
In the previous physical model =, 1, 2, 3 is the thermal con-
ductivity coeﬃcient which possibly depends of the temperature; in this
last situation where is not constant, after experimental measurement,
the thermal conductivity coeﬃcient is approximated, at each time step
p, by a piecewise linear function given by = +u a b u( ) ,p p p p where
u u u[ , ] (see Tablep p min p max, , 1). Such an approximation can provide a
better accuracy for the numerical simulation. Table 1 displays the va-
lues of the coeﬃcient a band .p p We show, in Fig. 3, the piecewise
linear approximation of the thermal conductivity coeﬃcient.
2.2. Multivalued formulation
Taking into account the physical reality of the continuous casting
problems, we impose the realistic assumption that the temperature
=u , 1, 2, 3 is a nonnegative function; then we can write the fol-
lowing assumption
=u tx( , ) 0, for 1, 2, 3; (5)
while the problems (1)–(3) are unconstrained, we consider now in what
follows constrained problems. In this case, we have to solve a PDE’s
inequality corresponding to an obstacle problem (see [5]). The
solutions of these previous problems are therefore characterized by
various formulations. Moreover, we consider also the temporal dis-
cretization of such problems (1)–(3) by an implicit time marching
scheme if the conductivity coeﬃcients are constant or by a semi-im-
plicit time marching scheme if these last coeﬃcients are dependent on
the temperature in each area. Let us denote by =w x( ), for 1, 2, 3
the solution of the stationary obstacle problems where according to
assumption (5) we have
=w tx( , ) 0, for 1, 2, 3, (6)
and in both cases, in the problems (1)–(3), the discretization with re-
spect to the time, at each time = +
+
t p t( 1) ,p 1 is carried out classically
by
+ =
+
u
t
u u
t
O t( ), 1, 2, 3.
p p1
(7)
So, at each time step, we have to solve the following stationary
obstacle problems on each subdomain =, 1, 2, 3
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where, e.w. means everywhere, Δt is the step time, =g w ,
c
t
prec and
=w , 1, 2, 3
prec is given thanks to the result obtained at the previous
time step.
We will now consider a diﬀerent formulation of the previous sta-
tionary variational inequalities in which the notion of subdiﬀerential
mapping, recalled hereafter, will play a main role in the sequel for
taking into account the constraints (6) on =w , 1, 2, 3 and the ne-
cessary projection on the closed convex set =, 1, 2, 3 associated
to the constraint (6). Indeed, classically in convex optimization (see
[18,19]) the problem (8)–(10) can be formulated by a multivalued
problem in each subdomain = 1, 2, 3,, deﬁned as follows, where
Table 1
Piecewise linear approximation of the thermal conductivity coeﬃcient.
variable = + =u a b u( ) , 1, 2, 3
p p p p
u u[ , ]
p min p max, , a b( , )
p p
Ω1 [1508, 1627]; [1418, 1508] (19.6240, 0.0134); (−85.7667, 0.0833)
[1400, 1418]; [1000, 1400] (0.8889, 0.0222); (14.2000, 0.0130)
Ω2 [800., 1000]; [700., 800.] (20.7000, 0.0065); (73.1000, −0.0590)
Ω3 [400., 700.]; [300., 400.] (57.0000, −0.0360); (49.8000, -0.0180)
[200., 300.]; [100., 200.] (57.0000, −0.0420); (53.4000, −0.0240)
[0., 100.] (51.8000, −0.0080)
=E , 1, 2, 3 denote appropriate vector spaces:
in the liquid zone Ω1, we have to ﬁnd w E1 1
+ +
=
=
=
div w w g w
on
w on
w on
( ) ¯ ( ) 0
, ,
( ), ,
( ),
c
t
w
n imp
w
n
w
n
1 1 1 1 1
1 1
1 1 1 1
1 1 1 4
1 1
1
1
1
1
(11)
in the mushy zone Ω2, we have to ﬁnd w E2 2
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in the solid zone Ω3, we have to ﬁnd w E3 3
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where =w( ), 1, 2, 3, are the sub diﬀerentials of the indicator
functions of the convex subsets , deﬁned by
+ < >
×
v w v w w v E( ) ( ) , , for every ,
E E (14)
where < >
×
,
E E
denotes the pairing1 between E and E the dual
space of E and where the indicator function of the convex subset
E for = 1, 2, 3, is given by,
=
+
w
w
( )
0 if
otherwise
Remark 2. Taking into account the values of the temperature in each
area then obviously it seems not reasonable to think just one time that
the temperature can be negative. Consequently the temperature is
intuitively positive and even strictly positive. But the positivity of the
temperature in each area =, 1, 2, 3 is not obvious to prove
mathematically even if it is true physically; this last point must be
proved rigorously, and in the considered application, it is not obvious.
The maximum principle seems very hard to apply in this context due to
dominant Neumann or Fourier boundary conditions, with on some parts
non linear formulation due to the Stefan law. Moreover, we have also to
take into account the coupling between the diﬀerent area liquid, mushy
and solid. Thus in this non standard formulation, even if we can
consider in advance an analogous result to the one stated when we have
Dirichlet boundary condition concerning the minimum and / or the
maximum value of the temperature, due to the Neumann or Fourier
boundary condition on some part of the boundary, we have no
information on the value and also on the sign of the temperature.
Consequently, the question to use the maximum principle to show the
positivity of the temperature in each area is an open and very
interesting problem. Thus, instead of using the maximum principle,
we consider an additional assumption allowing to make complete the
mathematical model of solidiﬁcation of steel in continuous casting.
Particularly such property ensures that the mapping
=w w( ), 1, 2, 3, are diagonal increasing continuous
operators. Moreover, the multivalued formulation is of some interest
only from a theoretical point of view, due to the fact that the sub-
diﬀerential of the indicator function is a monotone mapping and
classically to take into account the constraints arising in the
mathematical model (see [18–20]); from a practical point of view,
such formulation does not play any role in the implementation of the
numerical algorithm, since we have simply to carry out a projection on
the convex set deﬁning the constraint to respect the positivity of the
temperature. Thus, classically due to the perturbation of the diﬀusion
operator by the sub-diﬀerential continuous operator of the indicator
function of the convex sets =, 1, 2, 3, we have to solve a
multivalued problem; due both to the monotony of the sub-
diﬀerential operator, combined to the fact that the mapping
=w w( ), 1, 2, 3, are diagonal increasing continuous
Fig. 3. Piecewise linear approximation of the thermal conductivity coeﬃcient.
1 i.e. a bilinear form, from a normed vector space ×E E onto ℜ. Recall
that if E is an Hilbert space, then the pairing is the inner product of E .
=<
=w
w
w
w
( ( ))
, if 0,
] , 0], if 0,
0, if ,
i i
i
i
i
and the corresponding graph is presented in Fig. 4. Recall that the
subdiﬀerential ( . ) is a monotone continuous operator, in general
multivalued, from E to E ; for more details the reader is referred to
Ref. [20]. Note that in Fig. 4 the graph of the subdiﬀerential of is
eﬀectively monotone. Note also that, thanks to assumption (6), the
graph of w w( ) is also monotone (see Fig. 5).
3. Numerical solution.
3.1. Discretization.
In a general framework, and in order to properly model the physical
aspects, we must distinguish two cases; ﬁrstly the case where the
thermal conductivity coeﬃcient is constant and secondly the case
where it depends of the temperature. Note that, in both cases, the
discretization with respect to the time, at each time = +
+
t p t( 1) ,p 1 is
carried out classically by using the scheme (7).
In the ﬁrst case, the evolution problems (1)–(3) are discretized at
each time =t p t,p by an implicit time marching scheme and the spatial
part of the linear operator describing the heat diﬀusion is approximated
by using the classical seven points scheme with an uniform mesh h, the
spatial discretization step-size. Such combined discretizations leads to
the solution of a multivalued algebraic system described in (16) below.
In the second case where the thermal conductivity coeﬃcient is not
constant, for sake of simplicity, we consider the discretization with
respect to the time by a semi-implicit time marching scheme; so, in
order to take into account the variation of the thermal conductivity
coeﬃcient we will in the sequel establish spatial approximation
schemes (see [21]). We consider a spatial discretization of the domain
Ω with an uniform mesh h, where h denotes once again the spatial
discretization step-size. For the spatial discretization of the linear
continuous operators arising in (1)-(3), it is necessary to take into ac-
count that the coeﬃcient of conductivity can not be constant in the
domain =, 1, 2, 3. In order to obtain an estimate of the truncation
error, assume the classical assumption u ( );4 assume also that
t ux( , , ) is continuous. It should be noted that in order to deﬁne the
scheme of spatial discretization by ﬁnite diﬀerence, we ask for more
regularity in the solution than it actually has; however, such an as-
sumption is classic and allows to obtain discretization error estimates.
The discretization scheme is carried out by taking the mean of two
intermediate schemes, called in the sequel forward-backward scheme
and backward-forward scheme [21]. Let us consider ﬁrst the dis-
cretization of ( )x
u
x
for =y y
j
and =z zk ﬁxed. In order to simplify
the notations, let us denote by =u t x y z u( , , , )p i j k i j k
p
, , and
=t x y z u( , , , , ) .p i j k i j k
p
i j k
p
, , , ,
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Note that the truncation error of the forward-backward scheme is h( ).
• Backward-forward scheme
+
+
+ +
+
+ + +
+
+ +
+ +
+ +
+
+
x
u
x h
u
x
u
x
h
h
u u
h
u u
h
h
h
u
h h
u
h
u h
1
( )
1
( )
( )
p
x
p
i j k
p
i j k
p
i j k
p
i j k
p
i j k
p i j k
p
i j k
p
i j k
p i j k
p
i j k
p
i j k
p
i j k
p i j k
p
i j k
p
i j k
p
i j k
p
i j k
p
1
, ,
, ,
1
1, ,
1, ,
1
, ,
1, ,
1
, ,
1
1, ,
, ,
1
1, ,
1
1, ,
2 1, ,
1 1, ,
2
, ,
2 , ,
1
, ,
2 1, ,
1
i
Note also that the truncation error of the backward-forward scheme is
h( ).
Then, the ﬁnal discretization scheme is obtained by making the
mean of the two previous schemes. Thus the second derivative with
respect to x is then approximated by
+ + +
+
+ +
+ +
+
x
u
x
B u B u B u h¯ ( )p
x
p
i j k
p
i j k
p
i j k
p
i j k
p
i j k
p
i j k
p
1
1, , 1, ,
1
, , , ,
1
1, , 1, ,
1 2
i
(15)
withFig. 4. Graph of the subdiﬀerential of the function .
operators, and also to the properties of the discretization matrices 
presented below in the following Section 3.1, the analysis of the 
behavior of the general parallel relaxation algorithms is very easy 
and we will conclude in the sequel to the convergence of the considered 
numerical parallel iterative methods, well adapted to this kind of 
problem. Note that another analysis using the orthogonal projection 
operator does not work here due to the nonlinearity appearing in the 
model problem because of the radiation phenomenon modeled by 
Stefan’s law since the associated ﬁxed point mapping is hard to deﬁne 
correctly in such situation. Finally note also that the formulation of the 
model problem by a problem where the solution is subject to some 
constraint is as diﬃcult to solve as the use of the maximum principle.
In (11)–(13), the projection on the convex sets , = 1, 2, 3 
being classically and formally formulated by the perturbation of the 
continuous operators by a multivalued increasing diagonal con-
tinuous operator, so, in the sequel, we will mainly use these multi-
valued formulations (11)–(13) of the model problems in order to ana-
lyze the behavior of the iterative algorithms used for the solution of 
these problems. Note that for = 1, 2, 3, the ith component of the 
subdiﬀerential is given by:
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+ + +
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where B¯i j k
p
, , represents the approximation of the second derivative with
respect to x. Note that, due to the fact that the truncation error of the
forward-backward and of the backward-forward schemes are equal in
absolute value, but with opposite signs, by making the mean of the two
previous schemes, then the truncation error of the ﬁnal scheme is h( ).2
Similarly the other second derivative with respect to y and z are
approximated in the same way. For = 1, 2, 3, let us denote by p the
heptadiagonal spatial discretization matrix deﬁned by
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Finally, at each time step, using an implicit or a semi-implicit time
marching scheme, depending on whether or not the thermal con-
ductivity coeﬃcient depends of temperature, we have to solve three
sparse strongly nonlinear systems where for = 1, 2, 3, the global
spatial discretization matrix p in each subdomain is deﬁned by
= + =
c
t
Id( · ), 1, 2, 3.p p
(16)
For the continuous casting problem, the Stefan condition is also
taken into account by the perturbation of the linear part of the dis-
cretized system by a diagonal increasing discretized operator ; since
U representing the values of the temperature in the area
=, 1, 2, 3, is assumed to be nonnegative, then at each time step p,
we have to solve the following algebraic systems
+ + =
+ + +
U U U G( ) ( ) 0, 1, 2, 3,
p p p
K
p1 1 1
(17)
where for = 1, 2, 3, ( ),p R the space of linear operator in ,R
are strictly diagonally dominant M-matrices, =, 1, 2, 3, denotes
the dimension of the matrices ,p +Up 1 R is the value ofU at time
step +p( 1), +U( )p 1 results from the discretization of the sub-
diﬀerential of the indicator function and G are derived
from the time marching scheme.
3.2. General information on the numerical algorithms used
As previously said, owing to the great size of such systems (17), due
to the propagation of rounding errors which can perhaps distort the
numerical results, iterative algorithm is prefered and may be used in
order to reduce the computation time at each time step. Moreover, since
the matrices are sparse, using iterative methods leads to a low cost of
storage.
For the numerical solution we distinguish in the sequel the se-
quential and the parallel methods which will be presented in an uniﬁed
way.
In the sequential context, we have implemented sequential point
projected Newton-relaxation algorithms, corresponding to a coupling of
the projected Newton method for the points belonging to the bound-
aries with the projected relaxation method, like the projected Gauss-
Seidel method, for the interior points of =, 1, 2, 3 in which the
grid points are numbered using the lexicographical ordering.
Moreover, very small spatial discretization step-size, leads to obtain
very large and sparse algebraic systems like (17). Due to possible very
large computation times, elapsed time reduction can be obtained by
considering the parallelization of the numerical algorithms used. We
can consider synchronous or asynchronous numerical parallel methods.
More precisely, in a parallel context, we are in the present study in a
speciﬁc situation which can be summarized as follows: we have to
consider a global iteration called “outer iteration”, resulting in a dis-
tribution of subproblems between processors and a local iteration re-
sulting from the numerical iterative solution of each subproblem en-
trusted to it, speciﬁc to each processor. So, in our case, each
subproblem entrusted to one processor, is solved by an iterative algo-
rithm, e.g. a point projected Newton method for the point belonging to
Fig. 5. Graph of function .
Taking into account the properties of the matrices =, 1, 2, 3,
on one hand and the monotony of the discretized operators U( )
K
and =U( ), 1, 2, 3 on the other hand, for both previous iterative
methods, we present an analyze of the behaviour of the sequential and
parallel synchronous and asynchronous two-stage method applied to
the solution of (17).
3.3. Multisplitting method
3.3.1. Preliminaries
In the present section we consider the general following problem
+ +U U U G( ) ( ) 0,
K (18)
similar to the problem (17), in which Ψ is an increasing nonlinear
discretized diagonal operator describing the Stefan law on some part of
the boundaries, ( )R is a strictly diagonally dominant M-matrix,
, denoting the dimension of the matrix , U∈ℜℵ, U( ) results
from the discretization of the subdiﬀerential of the indicator function
of the convex set and G is derived from the time marching
scheme. For a given vector V, let us associate to problem (18) an im-
plicit ﬁxed point mapping V→ F(V), deﬁned as follows
+ + + = =G V U U U U F V V E( ) ( ) ( ) , ,
K
(19)
where
=
denotes a splitting of the matrix . In the sequel we recall the following
classical deﬁnition (see [22])
Definition 1. Let =E R and L E( ); the decomposition
= is called a splitting if is nonsingular. It is called a
convergent splitting if the spectral radius of ,1 denoted in what
follows ( )1 satisfy <( ) 1.1 A splitting = is
called
(i) regular if 01 and 0,
(ii) weak regular if 01 and 0.1
Remark 3. Clearly, a regular splitting is a weak regular splitting, but
the converse is not true.
The following result will be very usefull in the sequel.
Lemma 1. Assume that is an M-matrix admitting a weak regular splitting
= ; then, there exists a strictly positive vector ϑ ∈ℜℵ and a
scalar ν∈ [0, 1] such that the following inequality holds
= .1 (20)
Proof. being an M-matrix, so there exists a strictly positive vector ϑ
such that = = >r ( ) 0. Note that r 0.1 Moreover if
=r 0,1 for all …k {1, , }, such that =
=
r( ) 0,
i
k i i
1
1
, so that all
lines of are null, in contradiction with the nonsingularity of . Thus
>r 0;1 therefore
> <( ) 0 ,1 1
and, since is an M-matrix, there exist both a strictly positive vector ϑ
and a positive real number ν<1 such that (20) is valid, which achieves
the proof. □
Thanks to the previous result, we have the following Proposition:
Proposition 1. Let us assume that
is an M-matrix, (21)
U U( ) is an increasing discretized operator, (22)
U U( ) is a multivalued monotone maximal discretized operator,
K
(23)
then the fixed point mapping V→ F(V), defined by (19) is contractive, with
constant of contraction equal to ν. So there exists one and only one fixed
point U*, also unique solution of the discretized problem (18).
Proof. For sake of generality we consider that the space E is normed by
any not necessarily hilbertian norm; let us denote by < ., .> the
pairing between E and E⋆ its topological dual space; G U˜ ( ) being the
duality map, we have
= < > = =G U g U E U g U U g˜ ( ) { ˜ ( ) | ,˜ ( ) and ˜ 1},
where ‖U‖ and g˜ denote the norms of U and of g U˜ ( ) in E and E⋆
respectively. For a point decomposition of U, let | . | be the absolute
value in such that the previous deﬁnition can be written as follows
= < > = =G u g u u g u u g¯ ( ) { ¯ ( ) | , ¯ ( ) | | and |¯| 1}.
In the sequel let us denote by ui and vi, for = …i 1, , the
components of the vectors U and V; in the same way we shall denote
by mi, j and ni, j the entries of matrices and . Considering any
=U F V( ) and =U F V´ ( ´ ) we can write
+ + = +U U U V G U U( ) ( ) , where ( ) ( )( ), (24)
and similarly
+ + = +U U U V G U U´ ( ´ ) ( ´ ) ´ , where ( ´ ) ( )( ´ ), (25)
which involve, by subtracting the two previous relations
+ + =U U U U U U V V( ´ ) ( ) ( ´ ) ( ) ( ´ ) ( ´ ).
By multiplying the previous system by g U U G U U˜ ( ´ ) ˜ ( ´ ) we
obtain
< + +
> =< >
U U U U U U g U U
V V g U U
( ´ ) ( ) ( ´ ) ( ) ( ´ ), ˜ ( ´ )
( ´ ), ˜ ( ´ ) .
Consider now the ℵ following scalar equations resulting from the point
decomposition; due to assumptions (22) and (23) we have for all
…i {1, , }
< > < >u u g u u u u g u u( ) ( ´ ), ¯ ( ´ ) 0, and ( ) ( ´ ), ¯ ( ´ ) 0,i i i i i i i i i i i i i i
so that, we obtain the following inequality for all …i {1, , }
< + > < >
= =
m u u m u u g u u n v g u uv( ´ ) ( ´ ), ¯ ( ´ ) ( ´ ), ¯ ( ´ ) ;i i i i
j
j i
i j j j i i i
j
i j j j i i i,
1
,
1
,
since, on one hand
< > =u u g u u u u( ´ ), ¯ ( ´ ) | ´ |i i i i i i i
and also, due to the fact that mi, j≤0 for i j
< >m u u g u u m u u( ´ ), ¯ ( ´ ) | ´ |i j j j i i i i j j j, ,
and on the other hand since classically
< >v g u u v vv( ´ ), ¯ ( ´ ) | ´ |,j j i i i j j
then ﬁnally we have
…
= =
m u u n v v i| ´ | | ´ |, {1, , };
j
i i j j
j
i j j j
1
,
1
,
the discretization points of and a point projected relaxation method 
for the interior points of , = 1, 2, 3; these iterative processes that 
are not necessarily carried out until its convergence, are called two-
stage methods; for an algebraic linear system deﬁned with an M-matrix 
[22] perturbed by a diagonal monotone discretized operator such al-
gorithms have been analysed both for the synchronous and asynchro-
nous case by several authors and the reader is referred to Refs. [6–17]. 
In the present work we extend the results of [6], stated in an hilbertian 
context, to the case where the ﬁnite dimensional spaces where the al-
gebraic equations are deﬁned, are normed by nonhilbertian norms, 
more convenient to use.
so, we obtain in a vectorial norm formulation
U U V V V V´ ´ , , ´ , (26)
which can still be written as follows
=U U V V V V V V´ ´ ´ , , ´ ;1
Let us write componentwise this inequality
=
= =
u u v v
v v
| ´ | | ´ |
| ´ |
,i i
j
i j j j
j
i j j
j j
j1
,
1
,
inequality that can be overestimated by
=
=
u u V V V V| ´ | ´ ´ ,i i
j
i j j i,
1
, ,
where ∥V∥ν, ϑ, is a uniform weighted norm deﬁned by
=
= …
V
v
max ( ),
i
i
i
,
1, , (27)
with ν<1, according to the result of Lemma 1. Therefore, we obtain
the following estimation
<U U V V V V´ ´ , , ´ , 0 1., , (28)
Then, using inequality (28), F is a contraction and we obtain a result of
existence and uniqueness of both the ﬁxed point mapping of F and of
the solution of the discretized problem (18), which achieves the
proof. □
3.3.2. Parallel asynchronous method
In the present section, we recall the formulation of the parallel
asynchronous method associated to the solution of the following ﬁxed
point problem
=
U E
U F U
Find such that
( ) (29)
where U F U( ) is a mapping from D(F)⊂ E to D(F). So, we consider
parallel algorithm, related to the natural block decomposition of the
problem. For a general formulation of the algorithm, let α be a positive
integer representing the number of blocks. In such algorithmic context
the space E is now a ﬁnite product of α subspaces Ei such that
=
=
E E .
i
i
1
Then let us consider the following block decomposition of U
and F(U)
= …U U U U( , , , ),1 2
and
= … = …F U F U U U F U F U F U( ) ( , , , ) ( ( ), ( ), , ( )).1 2 1 2
In order to solve problem (29), let us consider now the iterative method
deﬁned as follows: let U0∈ D(F)⊂ E be given, and then for all r
assume that we could get …U U, , r1 ; +U r 1 is recursively deﬁned by
=
… …
+ ( )
U
F U U U i s r
U i s r
, , , , if ( )
if ( )
i
r i
r
j
r
r
i
r
1 1
( ) ( ) ( )j1
(30)
where
…
…
r s r s r
i r i s r
N
N
, ( ) {1, , } and ( )
{1, 2, , }, the set { ( )} is infinite (31)
and for all …j {1, , }
=
=
r r r r r r j s r
r
N N, ( ) , 0 ( ) and ( ) if ( )
lim ( ) .
j j j
r
j (32)
Note that = s r( ( ))r N models the parallelism between the processors,
since s(r) contains the number of components relaxed at each step r
while = r( ( ))r N models the asynchronism between the processors.
The choice of the relaxed components may be guided by any criterion;
the more eﬃcient criterion is then to pick-up the most recently avail-
able values of the components just computed by the other processors.
The great interest of asynchronous parallel methods over synchro-
nous ones lies in the fact that they eliminate processor latency when
there are many unnecessary synchronizations, which causes periods of
idle time of these latter. This situation is summarized in the following
Figs.6 and 7; in Fig. 7 the grey area represents a phase of processor
inactivity.
Remark 4. Such asynchronous iterations describe various classes of
parallel algorithms, such as parallel synchronous iterations if
…j {1, , }, =r r r, ( )
j
. In the synchronous context, for
particular choice of s(r), the previous ﬁxed point method describes
classical sequential methods; indeed, if = …s r( ) {1, , }, i.e.
= … …{{1, , }, … …{1, , }, } then (30)–(32) describes the sequential
point Jacobi method while if = +s r r mod( ) . ( ) 1, i.e.
= … … …{{1}, {2}, , { }, {1}, , { }, } then (30)–(32) models the sequential
point Gauss-Seidel method. In addition, if = …{{1}, , { },
… …{ }, { 1}, , {1}, {1}, , { }, { }, … …,{1}, } then (30)–(32) models the
alternating direction method (ADI).
We can now recall the classical result
Proposition 2. Let F: D(F)⊂ E→D(F) and assume that
(i) =
=
D F D F( ) ( ),
i
i
1
where Di(F) are closed and convex sets,
(ii) there exists U⋆ such that =U F U( ),
(iii) for all V∈D(F) we have F V U( ) , ¯
<V U , 0 1,, ¯ where here V , ¯ is the weighted uniform
norm defined analogously to (27) but, here associated to the block
Fig. 6. Behavior of parallel asynchronous iterations.
Fig. 7. Behavior of parallel synchronous iterations.
decomposition and then given by
=
= …
V
v
max (
¯
).
i
i
i
, ¯
1, ,
Then every parallel asynchronous algorithm (30)–(32) associated with F
and starting from U0∈D(F) converges to the fixed point U⋆ of F.
Proof. Since F is a contraction the proof follows by a straitghforward
way from the application of a result of [23]. □
3.3.3. Parallel asynchronous multisplitting method
We consider now the solution of the problem (18) by parallel
asynchronous multisplitting method when satisfy assumption (21).
Let us also consider the m following regular splittings of
= = …l m m N, 1, , , ,l l (33)
where in what follows l are block diagonal, i.e.
= = … = …diag i l m( ), 1, , , 1, ,l i
l and moreover ( ) 0l 1 and
0,l corresponding to a regular splitting of . Let
= …F F F F E l m: ( ) ( ), ( ) , 1, , ,l l l l be m corresponding ﬁxed
point mappings associated with problem (18) and deﬁned by:
= = …F V U l m U V F E( ) , 1, , , , ( ) ,l l (34)
by an analogous way than (24) and (25) and such that
= +U V B;l l
then, for all = …l m1, , , the mapping Fl associated with problem (18)
are implicitly deﬁned by
+ + + =G V U U U U F V V E( ) ( ) ( ) , .l l
K
l (35)
A formal multisplitting associated with problem (18) is deﬁned by
the collection of ﬁxed point problems (see [6])
= = …U F U l m U E* ( *), 1, , , * .l (36)
Let now consider the space = Em like a ﬁnite product space of the m
spaces E deﬁned by
=
=
E ,
l
m
l
1
where =E El and consider the following m block-decomposition of
U˜ , deﬁned by
= … …
=
U U U U E˜ { , , , , } ,l m
l
m
l
1
1
where … …U U U, , , ,l m1 denote m vectors of E.
Assume that the space is normed by the uniform weighted norm,
deﬁned by a similar way to (27) by
= >
= … = …
V
V
max ( max (
| |
(¯ )
)), ¯ 0,
l m i
i
l
l i
l, ¯
1, , 1, , (37)
where here |Vi| denotes any hilbertian or nonhilbertian norm of Vi in
= …E i, 1, ,i subspaces of E; assume that for = …l m F1, , , l are con-
tractive with respect to U*, its ﬁxed point, with constant 0≤ νl<1, so
that the following inequality is veriﬁed
= …F V U V U l m( ) * . * , for 1, , .l l, ¯ , ¯l l l l (38)
Definition 2. The extended ﬁxed point mapping : associated
with the formal multisplitting is given as follows
= = = …
=
V U U F W V l m( ˜ ) ˜ , such that ( ), 1, , ,l l
k
m
lk
k
1
where Wlk are nonnegative diagonal weighting matrices satisfying for
all …l m{1, , }
=
=
W Id ,
k
m
lk l
1
Idl being the identity matrix in L(El).
Since F F F( ( )) ( ),l l l then obviously ( ( )) ( ) where
=
=
F( ) ( ).
l
m
l
1
Note that considerable saving in computational work may be pos-
sible, since a component of Vk needs not be computed if the corre-
sponding diagonal entry of the weighting matrices are zero; the role of
such weighting matrices may be regarded as determining the distribu-
tion of the computational work of the individual processors.
Let the following block-decomposition of the mapping
= … … =
=
V V V V E( ) { ( ), , ( ), , ( )} .l m
l
m
l
1
1
Note that for a particular choice of the weighting matrices Wlk, we
can obtain various iterative methods and particularly on one hand a
subdomain method without overlapping and on the other hand the
classical Schwarz alternating method (see [6]). According with [6] the
block Jacobi method corresponds to the following choice of l
= … …
+
diag I I I I( , , , , , , ) ,l l l l l m1 1 , 1
and to the choice ofW W¯lk l given by
= … …W diag I¯ (0, ,0, , 0, , 0),l l
which in other words means that the entries of the weighting matrices
are equal to one or to zero.
For the additive Schwarz alternating method more than one pro-
cessor computes updated values of the same component, and the ma-
trices Wl have positive entries smaller than one.
Let us recall now a result of [6]
Proposition 3. Let us denote by = …U U U˜ * { *, , *} where U* is the solution
of (18); then if assumption (38) is verified, is . , ¯ contractive with
respect to U˜*, where . , ¯ is defined by (37), the associated constant of
contraction being
= <max ( ) 1.
l m
l
1
Then, using the result of Proposition 3, we have the following result
Corollary 1. Consider the solution of problem (18); then if assumptions
(21) –(23) are verified, in particular if the matrix A is an M-matrix, then the
formal multisplitting is contractive with respect to U˜* and any sequential,
parallel synchronous or asynchronous multisplitting method starting from
U˜ ( )
0 converge to the solution of (18).
Proof. Indeed, if assumption (21) is veriﬁed, and if the other
assumption of Proposition 1 are satisﬁed then each ﬁxed point
mapping Fl is contractive, for = …l m1, , and then the proof is
complete. □
Then, for = …l m1, , , and for = …i 1, , , such asynchronous multi-
splitting method can be given by
+ +
= +
=
+ + +
=
+
( ( ) )
U U U
W V G
i s r
U U i s r
( ) ( ) , if ( )
if ( ),
i
l
i
l r
i i
l r
i i
l r
l
k
m
lk i
k r
i
i
l r
i
l r
, 1 , 1 , 1
1
, ( )
, 1 ,
k
where + +U U( ) ( ) ( )i i
l r
i i
l r, 1 , 1
Now, from the discretization of the solidiﬁcation steel problem, we
have to solve, for = 1, 2, 3, the multivalued nonlinear algebraic sys-
tems (17). Each system (17) veriﬁes all assumptions of Proposition 1
and Corollary 1. So we can conclude as follows
the matrix ; in such splittings for = …l m1, , , l refers as previously
said to a block diagonal matrix. Then we have α subproblems related
to the decomposition of l in α blocks. When the subsystems are solved
iteratively, we consider in addition the splitting of l deﬁned by
= = …l m, 1, , ,l l l
where l are diagonal matrices. From an algorithmic point of view we
can perform a ﬁxed number q of inner iterations or alternatively, under
the previous appropriate assumptions, perform iterations until con-
vergence. Using such new decomposition, we can deﬁne an asynchro-
nous two-stage method as follows
+ + = + +
+ + + +
+
U U U U U G U
U
( ) ( ) ˜ , ( )
( )( )
l l r l r l r l l r l l l r
l r
, 1 , 1 , 1 , , 1
, 1
where = …( )U U U˜ , , .l
l r l r
1
, ( ) , ( )1 From a theoretical point of view, in the
sequel, let us also assume that for = … =l m1, , , l l l is a weak
regular splitting while, as previously said, = l l is a regular
splitting.
Then , for = …l m1, , , and for = …i 1, , , such asynchronous two-
stage multisplitting method is given by
+ + =
+ +
=
+ + +
=
+
U U U U
W V G
i s r
U U i s r
( ) ( ) ( ) , if ( )
if ( ),
i
l
i
l r
i i
l r
i i
l r l l r
i
l
k
m
lk
k r
i
i
l r
i
l r
, 1 , 1 , 1 ,
1
, ( )
, 1 ,
k
where + +U U( ) ( ) ( ).i i
l r
i i
l r, 1 , 1
In order to prove the convergence of the two-stage method, it is
necessary to state a similar result than the one obtained in Lemma 1.
Lemma 2. Assume that is an M-matrix admitting a regular splitting
= , where is a block diagonal matrix; moreover, assume also
that the matrix admits a weak regular splitting = . Let
= +
˜ ( ).1 Then, there exists a strictly positive vector ˜ R and
a scalar ˜ [0, 1] such that the following inequality
= +
˜ ˜ ( ) ˜ ˜ ˜1 (39)
is valid.
Proof. being an M-matrix, then the block diagonal matrix is
classically also an M-matrix, and 0.1 Besides, since is an M-
matrix, there exists a strictly positive vector ˜ such that
= = = >r˜ ˜ ( ) ˜ ( ) ˜ 0.
Note that r˜ 0.1 Moreover if =r˜ 0,1 for all …k {1, , }, such that
=
=
r( ) ˜ 0,
i
k i i
1
1
, so that all lines of are null, in contradiction with the
nonsingularity of . Thus >r˜ 0;1 therefore, by a straightforward
way, we obtain
> + <( ) ˜ 0 ( ) ˜ ˜ ;1 1
moreover since = is a weak regular splitting of , then
1 is a nonnegative matrix; furthermore since = is a
regular splitting of then is nonnegative and 1 is a nonnegative
matrix; it follows that 1 is also a nonnegative matrix and ﬁnally
is a weak regular splitting of ; since is an M-matrix,
there exist both a strictly positive vector ˜ and a positive real number
<˜ 1 such that (39) is valid, which achieves the proof. □
So, similarly to Corollary 1, thanks to the result of Lemma 2 which
ensures that the ﬁxed point mapping associated to the two-stage
method is contractive, we can conclude brieﬂy on the convergence of
the sequential and parallel synchronous and asynchronous two-stage
methods applied to the model problem as follows.
Corollary 3. Consider the solution of the three constrained algebriac
systems (17); then, since assumptions (21)–(23) are well verified, the
sequential and parallel synchronous and asynchronous two-stage method
starting from every initial guessU 0 converge to the solution =U*, 1, 2, 3,
of the problems.
4. Parallel implementation
In the present study the numerical solution of constant and variable
coeﬃcient models have been implemented in Fortran and use message
passing programming on many independent computers, called nodes or
processors. Due to their sparsity, the matrices are not globally stored.
When using the ﬁnite diﬀerence method, in the ﬁrst case where the
coeﬃcients of the diﬀusion equation are constant, it is suﬃcient to
perform the calculation of the matrix coeﬃcients only once at the be-
gining of the numerical treatment. On the other hand, in the second
case where the coeﬃcients of the diﬀusion equation are not constant,
due to the use of the semi-implicit scheme in selected time marching
scheme, the matrix coeﬃcients must be recalculated at each time step.
Then, in each subdomain seven subvectors are used in each pro-
cessor for the storage of the matrix. Thus for each subdomain we have
to solve algebraic systems with about the same number of unknowns.
During parallel process, we divide then this size of each algebraic
system by the number of processors. We can then measure the interest
of using an iterative method that does not require the storage of the
whole matrix. Indeed considering its sparse character, this one is here
represented in memory at most by seven subvectors that minimize
memory occupation. Thus, using iterative methods allows clearly to
minimize the storage memory. Each processor starts its own program
and communicates with other nodes by sending and receiving mes-
sages. Our parallel synchronous and asynchronous algorithms use the
message-passing system called MPI (Message Passing Interface). MPI is
a communication protocol which proposes for example point-to-point
or collective communications and barrier synchronization. MPI can use
TCP-based communications over IP interfaces. Our implementation is
based on SPMD (single program, multiple data) paradigm, which is a
commonly used approach for parallel and distributed applications. In
SPMD, multiple autonomous processors simultaneously execute the
same program with diﬀerent data in order to obtain results faster.
Let n be the number of interior discretization points on each axis;
then we have × × =n n n n3 points on the complete domain Ω.
This domain Ω is split into 3 subdomains =, 1, 2, 3 with everyone
n/3 × n × n discretization points . In our case, for the parallel si-
mulation on α processors, each subdomain =, 1, 2, 3 is split into
subdomains = …j, 1, ,j, with size about (n/3)/α × n × n points,
such that = ,
j
j, and the data are split accordingly into regular sets
and each processor initializes its own data set.
In the ﬁrst case where the coeﬃcients of thermal conductivity are
constant, the matrix and the right hand side creation have been im-
plemented sequentially since this part of computation is not very in-
tensive. In other words, only intensive computations have been paral-
lelized. In the case where the coeﬃcients of thermal conductivity are
not constant, then each processor is going to work with a part of the
Corollary 2. Consider the solution of the constrained algebriac systems 
(17); then, if assumptions (21)–(23) are verified, the sequential and parallel
synchronous and asynchronous multisplitting method starting from every 
initial guess U 0 converge to the solution U*, = 1, 2, 3, of the problems.
3.4. Two-stage multisplitting methods for pseudolinear problem
For pseudolinear problem such (18), we give in this section several
particular classes of multisplitting methods called in the literature as 
two-stage methods; such two-stage methods corresponds to the fact that
each subsystem is solved by an iterative relaxation method. Let us as-
l
sume that we have m regular splitting = l, l = 1, …, m, of
norm of the diﬀerence between two successive updates. Finally, from a
numerical behavior, due to the strong diagonal dominance of the ma-
trices, the speed of convergence is high, so that in such situation two
successive steps cannot be identical, and in this case, the numerical
criterion used is robust. On the contrary when the speed of convergence
is low, two successive steps could be slightly identical and far from the
searched solution, which is not the case in the present study due to
strong diagonal dominance induced by physical parameters as it will be
seen in the numerical experiments.
So, for a current time step, when a local convergence is reached by a
computing processor, a message is sent to the convergence manager
processor; nevertheless, after such local convergence, the process con-
tinues to iterate. Of course, if there is divergence after a convergence, a
convergence cancellation message is sent. When the convergence
manager processor detects the global convergence in all processors, it
sends a stop message to computing processors.
This process is realized on each zone =, 1, 2, 3 successively.
Then the next time step is performed for a given number of time steps
for all =, 1, 2, 3. When all time steps are performed, the compu-
tation is ended; in this case, a ﬁnal notiﬁcation message is sent by one
computing processors to the convergence manager processor. Note that
the principle of the centralized stopping criterion is the same as well as
for the synchronous algorithm than the asynchronous one.
Barrier synchronization. In order to use intrinsic MPI barrier
synchronization and to permit the independence of the convergence
manager processor, we implement a synchronization barrier using
broadcast function. In fact, it is the convergence manager processor
which takes care of this barrier.
So, at the end of a time step, all the processors are synchronized
thanks to this barrier and send a message to the convergence manager
processor. Then this processor restarts each computing processor.
In a similar way, we use this synchronization barrier when the
convergence is reached in all subdomains constituting one of the zone
=, 1, 2, 3.
The algorithm of the convergence manager processor can be sum-
marized as follows:
Algorithm convergence manager processor
receive command of processors
if barrier then
wait all computing processors
send notiﬁcation restart to computing processors
else
if convergence then
receive local convergence
send global convergence
end if
end if
Parallel implementation without and with overlapping for the problem with
constants coefficients and variable coefficients. The algorithms of the
numerical solution of constant coeﬃcient model and variable
coeﬃcient model are identical except the compute of variable
coeﬃcients at each time step (see box below) and can be summarized
as follows:
matrix and the associated right hand side, so they can be seen as a 
matrix and a vector ﬁller that feeds a parallel linear system solver. This 
programming method greatly simpliﬁes the solution of boundary value 
problems.
Two distinct parallel solutions are implemented by considering at 
each time step on one hand a subdomain method without overlapping 
and on the other hand a subdomain method with overlapping like the 
Schwarz alternating method; thus each zone , = 1, 2, 3 is divided 
into parallelepiped, each parallelepiped being identiﬁed by a pointer 
index system which refers to the number of points positioned on one of 
the axes and for the subdomain method with overlapping refers to the 
number of points considering the value of overlapping. Similarly, each 
of the zones , = 1, 2, 3 is identiﬁed by a similar pointer index 
system referencing either the ﬁrst point or the last point of the zone on 
the same axis, respectively the ﬁrst point minus the value of overlap or 
the last point plus the value of overlap of the zone on the same axis for 
the subdomain method with overlapping.
Firstly, the subdomain method with or without overlapping and also 
the synchronous or asynchronous method is chosen at the beginning of 
the solution. Then, each processor updates its assigned subblocks of 
components of the iterate vector. Thereafter, the transmission of the 
boundary blocks assigned to each processor to the contiguous blocks is 
realized.
Note that on each zone , = 1, 2, 3 a two-stage iterative method 
is implemented and note that the size of each subdomain is enough 
large in order to get to an eﬃcient multiplicative behavior of the sub-
domain method.
Stopping criterion. An eﬃcient stopping criterion is implemented using a 
supplementary convergence manager processor devoted to this task. We 
prefer use another processor to avoid delays in communication between 
computing processors. We have used the stopping criterion proposed by 
Bahi et al. [24] based on the use of a centralized method.
The convergence manager processor centralizes the local con-
vergences of all the computing processors. Every processor determines 
its local convergence; a local convergence corresponds to the fact that 
the uniform norm of the diﬀerence between two successive updates is 
less than a given ﬁxed threshold (see [25–27] for justiﬁcations). Note 
that under assumptions similar to those considered in the submitted 
study that considering the norm of the diﬀerence between two suc-
cessive steps provides convenient stopping criteria of iterations; note 
also, that in the three previous references, when considering such 
stopping criterion, we have stated some estimate of the value of cor-
responding residue by using a property of approximate contraction 
induced by taking into account the propagation of round-oﬀ errors. In
r
fact, it was stated in Refs. [25–27], that each step r belongs to a set
r
centered at the ﬁxed point solution U⋆, these sets being embedded
r
when the index r increases, so that when r tends to inﬁnity, the sets 
tend to a limit set with small diameter. Indeed, in these previous re-
ferences, both in the linear case (see [25,27]), when taking into account 
round oﬀ errors, and non-linear case [26], it is shown that this type of 
stopping criterion where the norm of two successive iterate vectors is 
considered is suitable; in addition, in these previous studies, when the 
convergence criterion is satisﬁed, an error estimate is drawn up which 
subsequently justiﬁes the termination of iterations by considering the
Algorithm on computing processor for constant coefficient model
compute initials conditions with physical parameters for each subdomain ΩI
choose between without or with overlapping method
start a timer to measure computational time
for each time step t do
for each subdomains ΩI,I = 1, 2, 3 do
compute right hand side
while no convergence do
for each subdomain assigned to the processor do
// by synchronous or asynchronous algorithm
solve all linear systems
end for
send and receive boundary values from previous and next processors
send local convergence to convergence manager processor
receive global convergence from convergence manager processor
barrier
end while
last processor send last boundary values of current subdomain Ω to ﬁrst processor
ﬁrst processor receive last boundary values of previous subdomain Ω from last processor
barrier
end for
barrier
end for
send stopping message to convergence manager processor
end the timer and get elapsed wall-clock since timerstart
Algorithm on computing processor for variable coefficient model
compute initials conditions with physical parameters for each subdomain ΩI
choose between without or with overlapping method
start a timer to measure computational time
for each time step t do
compute variable coefficients for each subdomain ΩI
for each subdomains ΩI,I = 1, 2, 3 do
compute right hand side
while no convergence do
for each subdomain assigned to the processor do
// by synchronous or asynchronous algorithm
solve all linear systems
end for
send and receive boundary values from previous and next processors
send local convergence to convergence manager processor
receive global convergence from convergence manager processor
barrier
end while
last processor send last boundary values of current subdomain Ω to ﬁrst processor
ﬁrst processor receive last boundary values of previous subdomain Ω from last processor
barrier
end for
barrier
end for
send stopping message to convergence manager processor
end the timer and get elapsed wall-clock since timerstart
5. Sequential and parallel experiments.
Experiments for the numerical simulation of the solidiﬁcation of
steel in continuous casting have been performed on the Grid’5000
platform located in France [28]; in this network every site hosts clusters
and all sites are connected by highspeed communication. Grid’5000 is a
large-scale and versatile testbed for experiment-driven research in all
areas of computer science, with a focus on parallel and distributed
computing including Cloud, HPC and Big Data. Grid’5000 provides
access to a large amount of resources: 1000 nodes, 8000 cores, grouped
in homogeneous clusters, and featuring various technologies: 10G
Ethernet, Inﬁniband, GPUs, Xeon PHI. Fig. 8 illustrates the sites of the
Grid’5000 architecture.
Sequential simulations have been performed on one machine and
parallel simulations on single cluster and on distant coupled clusters of
the Grid’5000 platform for diﬀerent size of domains. The parallel ex-
periments were carried out by coupling the grisou cluster of Nancy and
the parasilo cluster of Rennes.
In Table 2, characteristics of each machines are summarized. Note
that only machines having large RAM size could be used for large ap-
plications (see second paragraph of Section 5.2).
In each subdomain we have implemented a point relaxation method
coupled with the point Newton method for the discretization points
belonging to ,2 ,2¯ and ,3 ,3¯. For the solution of the linear
systems we use the point Gauss–Seidel method, more performant in
term of convergence speed compared to the point Jacobi method. The
associated stopping criterion is implemented by considering the uni-
form norm of the diﬀerence between two successive steps, according to
[25–27].
Taking into account the physical application, the domain Ω is split
into three equal subdomains, such that = ×[0, ] [0, 1] ,1
1
3
2
= ×[ , ] [0, 1]2
1
3
2
3
2 and = ×[ , 1] [0, 1]3
2
3
2.
The physical parameters are given by Table 4, particularly for
= 1, 2, 3, the coeﬃcients ,c , hcv, and ,: the unit of the metal
density is kg m( . )3 , the speciﬁc heat is J kg K( . . ),1 1 and the thermal
conductivity is W m K( . . )1 1 ; the parameters =u C40. ( ),ext
=u C100. ( ),imp = 50. ,imp =R 15. , = e W m K5.67 08 . . ,
2 4
= .18, ucst being given in each area by : =u C1500. ( ),in,1
=u C900. ( )in,2 and =u C600. ( ),in,3 the common parameters in each
subdomain.
We have chosen 100 times steps. Moreover in the numerical simu-
lations, many size of the complete domain Ω are taken and summarized
in Table 3. For the model problems, we have to solve large algebraic
systems, and due to large value of ρI and cI, the matrices are strongly
diagonal dominant.
5.1. Sequential method.
Numerical sequential experiments have been carried out on one
machine of Rennes for diﬀerent size of problem =n 454, 622, 766 and
1051. The performance of the algorithms are summarized in the fol-
lowing Tables 5 and 6.
We remark that the rate of the convergence of both the point
Gauss–Seidel and point Newton methods is very fast respectively be-
tween 6 and 8 iterations per time step for Gauss–Seidel method and 2
iterations per time step for the Newton method (see [29]). For the point
Newton method the fast convergence is due to the fact that the corre-
sponding rate of convergence of this method is quadratic. For the point
Gauss–Seidel method, this fast convergence is due, as previously said, to
the large values of and c , for = 1, 2, 3. Indeed, in the present si-
tuation, the matrices p are strongly diagonal dominant, and since the
diagonal discretized operators taking into account the radiation phe-
nomenon and the constraint on the solution are monotone, the con-
traction constant associated to each ﬁxed point operator in each area
=, 1, 2, 3 are given by
Fig. 8. Grid’5000 architecture.
Table 2
Characteristics of machines on each site.
Site Cluster Processors type speed cpu core RAM size
Nancy grisou Intel Xeon E5-2630v3 2.4 GHz 2 8 126 GB
Rennes parasilo Intel Xeon E5-2630v3 2.4 GHz 2 8 128 GB
Table 3
Diﬀerent sizes of domains for the problems.
n Number of points in Ω Number of points in Ω1
454 × × =454 454 454 93 576 664 × × =152 454 454 31 329 632
622 × × =622 622 622 240 641 848 × × =208 622 622 80 471 872
766 × × =766 766 766 449 455 096 × × =256 766 766 150 209 536
1051 × × =1051 1051 1051 1 160 935 651 × × =350 1051 1051 386 610 350
n Number of points in Ω2 Number of points in Ω3
454 × × =151 454 454 31 123 516 × × =150 454 454 30 917 400
622 × × =207 622 622 80 084 988 × × =206 622 622 79 698 104
766 × × =255 766 766 149 622 780 × × =254 766 766 149 036 024
1051 × × =349 1051 1051 385 505 749 × × =348 1051 1051 384 401 148
Table 4
Physical parameters in each subdomain.
Subdomain Ω1 Ω2 Ω3 unit
Parameters =c 688.1 =c 745.2 =c 485.3 J kg K. .1 1
= 7340.1 = 7659.2 = 7834.3 kg m. 3
=h 25.cv,1 =h 15.cv,2 =h 5.cv,3 W m K. .2 1
constant = 32.1 = 35.62 = 51.3 W m K. .1 1
Table 5
Elapsed time (sec) and relaxations with sequential algorithm with constant
physical parameters and = 10 3.
Sequential results on 1 machine
n Elapsed time Relaxations
454 843.23 51 044 387 879
622 2 342.18 152 385 850 898
766 4 396.04 294 567 855 811
1051 14 463.79 854 073 499 394
Table 6
Elapsed time (sec) and relaxations with sequential algorithm with variable
physical parameters and = 10 3.
Sequential results on 1 machine
n Elapsed time Relaxations
454 498.88 59 228 680 811
622 1 418.96 175 563 995 758
766 2 799.16 350 979 353 787
1051 8 421.29 1 078 465 869 190
= < < =
a
a
max( | |) 1, 1, 2, 3,
I
k i
i k
I
i i
I
,
,
where ai k
I
, are the entries of each matrix =, 1, 2, 3.
p Consequently
the rate of convergence is classically given by
= =R Ln ( ), 1, 2, 3,
and thus, the convergence is fast. Note that, according to a result stated
in [30], such estimate of the rate of convergence is still valid in the
context of asynchronous parallel iterations. Consequently the elapsed
time is short. Moreover we can notice that in the situation where the
diﬀusion coeﬃcient is variable, the elapsed time is signiﬁcantly smaller
than in the case where such parameter is constant; this situation is very
diﬃcult to analyze theoretically, since in this case the numerous and
varied values of the entries of the matrices are diﬃcult to visualize.
The Figs. 9 and 10 show the distribution of the temperature with
constant or variable coeﬃcients respectively. Note that the evolution of
the temperature is slightly the same in both cases where the coeﬃcients
are constant or variable. In fact, such concordance is due to strongly
diagonal dominance of the matrices; indeed in such matrices, due to
strict diagonal dominance, the coeﬃcient c
t
. is preponderant com-
pared to the values of the entries of the spatial discretization matrices.
Consequently the global matrices p can be considered like diagonal
matrices Id.
c
t
.
perturbed by the spatial discretization matrices ad-
miting low entries. This fact will have major consequences in the be-
havior of the parallel simulations presented below.
We can notice that in the simulation, the temperature is also slightly
constant in xoy plane. This fact is intuitively physically predicable since
the variation of the temperature is very small in each area.
5.2. Parallel method.
As previously said, in the considered parallel numerical simulations,
many sizes of the complete domain Ω are taken (see Table 3) for the
subdomain method without on one hand and with overlapping on other
hand; each size is then characterized by the value of n.
In the target application, at the beginning of the parallel running,
for each MPI process values of subvectors representing the matrix and
Fig. 9. Evolution of temperature with constant coeﬃcients.
Fig. 10. Evolution of temperature with variable coeﬃcients.
For the stopping criterion with a value of threshold = 10 3 and
with an overlap which is 3 elements thick, the results of the cluster
simulations for synchronous and asynchronous modes are summarized
in Tables 7–10 for the subdomain method without and with overlapping
when the coeﬃcients are constant, and in Tables 11–14 for the sub-
domain method without and with overlapping when the coeﬃcients are
variable. The results of the grid simulations for synchronous and
asynchronous modes are summarized in Tables 15–18 for the sub-
domain method without and with overlapping when the coeﬃcients are
constant, and in Tables 19–22 for the subdomain method without and
with overlapping when the coeﬃcients are variable. On these tables are
indicated the values of n, the number of machines used, the simulation
elapsed times, for all time steps and for the three domains
=, 1, 2, 3, the accumulated average relaxation number by pro-
cessor to reach convergence, the communication times during the cal-
culations and the synchronization times due to the synchronization
barriers, the percentage of the sum of the times necessary to commu-
nications and synchronisations and ﬁnally for the grid, the values of τ
which is the ratio of the synchronous and asynchronous computation
time and which allows to measure the eﬃciency of the asynchronous
methods compared to the synchronous ones. For the grid simulations,
these tables are completed by Figs. 11–22 representing the elapsed
times, the percentage of communications and synchronizations on grid
as well as the value of τ as a function of n.
On clusters
5.2.1. Parallel simulation without overlapping for the problem with
constants coefficients on cluster.
5.2.2. Parallel simulation with overlapping of 3 meshes for the problem with
constants coefficients on cluster.
5.2.3. Parallel simulation without overlapping for the problem with variable
coefficients on cluster.
Table 7
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with synchronous parallel algorithms without overlapping and = 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 251.31 14 767 021 548 21.73 13.89 14.17
622 796.08 37 194 973 863 49.20 30.39 10.00
766 1 319.10 59 278 668 933 82.36 57.60 10.61
1051 3 411.53 146 982 570 362 187.42 129.71 9.30
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 193.88 7 312 353 574 41.34 16.07 29.61
622 523.28 21 748 818 304 94.53 40.17 25.74
766 973.25 37 250 094 453 159.06 82.49 24.82
1051 2 460.60 80 705 408 598 365.20 157.76 21.25
Table 8
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with asynchronous parallel algorithms without overlapping and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 730.07 41 765 926 816 1.21 25.42 3.65
622 2 468.83 95 460 312 639 1.89 64.59 2.69
766 3 690.04 157 983 117 530 2.45 153.52 4.23
1051 10 555.37 484 882 141 547 4.29 320.40 3.08
Asynchronous results on 8 machines
Communication times
n Elapsed Time Relaxations Compute Barrier % Comms
454 478.49 25 845 178 762 1.20 34.62 7.49
622 1 284.29 52 967 005 140 1.88 99.87 7.92
766 2 499.15 95 242 392 077 2.62 160.81 6.54
1051 6 326.46 242 032 746 961 4.44 543.65 8.66
Table 9
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with synchronous parallel algorithms with overlapping and = 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 268.40 14 766 909 057 21.79 12.43 12.75
622 772.76 37 295 110 160 50.33 30.94 10.52
766 1 476.11 60 144 741 664 85.09 72.43 10.67
1051 3 615.83 147 442 415 395 188.13 165.54 9.78
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 220.02 7 312 241 083 41.58 21.17 28.52
622 592.82 21 848 928 125 96.19 57.18 25.87
766 1 051.21 37 684 314 768 162.03 81.63 23.18
1051 2 510.00 80 922 125 125 366.49 197.79 22.24
Table 10
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with asynchronous parallel algorithms with overlapping and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 887.04 43 987 976 712 1.30 30.41 3.57
622 2 435.52 95 498 161 020 1.93 83.00 5.92
766 4 953.17 189 162 260 078 2.72 250.46 5.11
1051 11 637.81 495 993 116 809 4.68 449.55 3.90
Asynchronous results on 8 machines
Communication Times
n Elapsed time Relaxations Compute Barrier % Comms
454 569.00 25 861 444 388 1.28 40.81 7.40
622 1 517.71 53 424 870 465 1.99 100.97 6.78
766 2 806.72 90 740 442 454 2.69 193.38 6.98
1051 7 034.31 258 501 403 878 4.92 406.31 5.85
also the associated right hand side of the algebraic system, send and 
receive buﬀers containing exchanged values are stored. Grid’5000 
provides 32 bits and 64 bits machines. We have chosen 64 bits ma-
chines which have the capability to use RAM with size greater than 4 
Gigabytes. Indeed as one bit in CPU register reference a byte in 
memory, 32 bits machines can use 232 register values and 64 bits ma-
chines 264 register values (in fact 64 bits machine is 232 larger than 32 
bits machine). So 32 bit machines can address a maximum of 4 
Gigabytes of RAM and 64 bit machines can theoretically address 16 
Exabytes of RAM. Moreover all cores are used in order to avoid disc 
swapping which, perhaps, could make decrease the performances of 
parallel algorithms. This decrease in performance in Grid’5000 is also 
aggraved by the fact that there is no direct link between Rennes and 
Nancy. So, for the solution of large scale discretized systems, only 
machines having large memory are used.
We present below the results for n = 454, 622, 766 and 1051 on one 
cluster and on a grid composed of two distant clusters when we use four 
and eight processors in synchronous and asynchronous mode.
5.2.4. Parallel simulation with overlapping of 3 meshes for the problem with
variable coefficients on cluster.
On grid
5.2.5. Parallel simulation without overlapping for the problem with
constants coefficients on grid.Table 12
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with asynchronous parallel algorithms, variable coeﬃcients, without over-
lapping and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 518.88 12 453 523 945 0.78 6.80 1.46
622 1 458.14 32 776 125 189 1.32 18.20 1.34
766 2 707.23 49 013 373 900 1.89 24.14 0.96
1051 9 028.81 110 084 918 497 4.17 263.37 2.96
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 403.84 6 173 189 940 0.78 12.71 3.34
622 1 131.88 17 441 738 776 1.34 24.85 2.31
766 2 048.30 32 095 019 404 1.91 31.98 1.65
1051 6 984.60 62 368 548 279 4.85 482.51 6.98
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 548.35 12 449 607 741 18.56 11.19 5.43
622 1 530.28 32 776 125 189 40.04 24.21 4.20
766 2 816.04 49 013 373 900 64.06 33.07 3.45
1051 9 219.70 110 084 918 497 167.59 182.33 3.80
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 452.92 6 173 189 940 34.90 18.26 11.74
622 1 236.83 17 441 738 776 76.54 35.27 9.04
766 2 229.31 32 095 019 404 122.99 59.46 8.18
1051 7 491.51 62 368 548 279 284.27 585.56 11.61
Table 13
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with synchronous parallel algorithms, variable coeﬃcients, with overlapping
and = 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 608.91 12 449 607 741 18.69 16.93 5.85
622 1658.07 32 817 134 913 40.52 30.59 4.29
766 3014.77 49 013 373 900 65.63 62.54 4.25
1051 9986.47 110 085 477 077 144.12 482.82 6.28
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 511.13 6 173 189 940 34.92 27.21 12.16
622 1351.79 17 481 974 732 76.73 38.36 8.51
766 2396.51 32 095 019 404 123.54 67.62 7.98
1051 8056.07 62 369 106 859 281.91 658.97 11.68
Table 14
Elapsed time (sec), relaxations and communications on cluster (parasilo cluster)
with asynchronous parallel algorithms, variable coeﬃcients, with overlapping
and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 582.13 12 449 607 741 0.77 15.70 2.83
622 1594.67 32 817 134 913 1.32 27.27 1.79
766 2903.03 49 013 373 900 1.93 50.95 1.82
1051 9637.56 110 085 477 077 4.76 382.44 4.02
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 460.96 6 173 189 940 0.78 17.16 3.89
622 1256.23 17 481 974 732 1.33 29.30 2.44
766 2226.73 32 095 019 404 1.93 48.44 2.26
1051 7514.89 62 369 106 859 4.73 532.34 7.15
Table 15
Elapsed time (sec), relaxations and communications on grid (grisou and para-
silo clusters) with synchronous parallel algorithms without overlapping and
= 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 5 955.97 14 767 021 548 4 741.19 976.44 95.99
622 9 132.76 37 194 973 863 6 961.00 1 460.45 92.21
766 19 004.89 59 278 668 933 14 709.80 3 045.77 93.43
1051 41 144.79 146 982 570 362 31 250.89 6 540.48 91.85
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 6 644.41 7 312 353 574 4 769.30 1 741.87 97.99
622 13 273.07 21 748 818 304 9 554.95 3 349.80 97.22
766 20 914.63 37 250 094 453 15 044.00 5 185.73 96.72
1051 75 953.86 80 705 408 598 58 307.05 15 680.12 97.41
Table 16
Elapsed time (sec), relaxations, communications, and τ on grid (grisou and
parasilo clusters) with asynchronous parallel algorithms without overlapping
and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 1 525.64 52 970 504 781 154.86 404.46 36.66 3.90
622 2 470.52 79 629 301 202 192.46 406.64 24.25 3.70
766 2 973.57 116 046 621 407 68.20 294.66 12.21 6.39
1051 6 460.73 234 481 794 735 388.15 987.49 21.29 6.37
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 1 580.60 35 328 315 313 146.23 752.44 56.85 4.20
622 3 237.46 80 906 705 721 185.29 978.56 35.94 4.09
766 4 808.17 138 818 706 436 187.60 999.70 24.69 4.34
1051 6 287.62 237 240 794 600 115.82 628.88 11.84 12.08
Table 11
Elapsed time (sec), relaxations and communications on cluster (parasilo clus-
ters) with synchronous parallel algorithms, variable coeﬃcients, without
3
overlapping and = 10 .
Fig. 11. Comparison between synchronous and asynchronous elapsed time on grid for the subdomain method with constant coeﬃcients without overlapping.
Fig. 12. Evolution of τ for the subdomain method with constant coeﬃcients without overlapping.
5.2.6. Parallel simulation with overlapping of 3 meshes for the problem with
constants coefficients on grid.
Fig. 13. Percentage of communications and synchronizations on grid for the subdomain method with constant coeﬃcients without overlapping.
Table 17
Elapsed time (sec), relaxations and communications on grid (grisou and para-
silo clusters) with synchronous parallel algorithms with overlapping and
= 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 3 039.57 14 766 909 057 2 390.31 418.19 92.40
622 6 327.52 37 295 110 160 4 853.87 799.43 89.34
766 19 463.53 60 144 741 664 14 988.62 3 122.70 93.05
1051 21 631.98 147 442 415 395 13 744.80 4 717.03 85.34
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 6 662.29 7 312 241 083 4 767.37 1 740.10 97.67
622 13 391.76 21 848 928 125 9 592.78 3 363.38 96.74
766 21 426.57 37 684 314 768 15 331.79 5 285.58 96.22
1051 38 108.99 80 704 225 454 27 204.27 9 168.87 95.44
Table 18
Elapsed time (sec), relaxations, communications, and τ on grid (grisou and
parasilo clusters) with asynchronous parallel algorithms with overlapping and
= 10 3.
Asynchronous results on 4 machines
Z Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 1 540.36 52 368 821 965 115.89 354.30 30.52 1.97
622 2 540.62 76 663 195 956 185.72 541.93 28.64 2.49
766 2 180.89 69 907 713 376 219.24 422.44 29.42 8.92
1051 7 951.71 339 619 187 499 85.81 387.34 5.95 2.72
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 1 713.20 35 711 264 519 149.15 751.52 52.57 3.88
622 3 985.08 88 959 003 614 207.54 1 048.40 31.51 3.36
766 4 864.81 126 913 337 728 170.62 892.19 21.84 4.40
1051 5 397.60 189 143 234 440 92.24 539.26 11.70 7.06
Fig. 14. Comparison between synchronous and asynchronous elapsed time on grid for the subdomain method with constant coeﬃcients with overlapping.
Fig. 15. Evolution of τ for the subdomain method with constant coeﬃcients with overlapping.
5.2.7. Parallel simulation without overlapping for the problem with variable
coefficients on grid.
Fig. 16. Percentage of communications and synchronizations on grid for the subdomain method with constant coeﬃcients with overlapping.
Table 19
Elapsed time (sec), relaxations and communications on grid (grisou and para-
silo clusters) with synchronous parallel algorithms, variable coeﬃcients,
without overlapping and = 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 2 955.97 12 449 607 741 1 768.98 673.06 82.61
622 5 971.21 32 776 125 189 3 871.03 640.22 75.55
766 8 554.80 48 974 958 795 5 091.06 1 773.72 80.25
1051 23 294.51 110 084 918 497 9 931.96 3 702.60 58.53
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 5 876.25 6 173 189 940 4 015.14 1 467.96 93.31
622 11 450.45 17 441 738 776 7 654.27 2 682.68 90.27
766 17 571.09 32 095 019 404 11 554.26 3 976.72 88.38
1051 39 179.38 62 368 548 279 23 190.04 8 219.18 80.16
Table 20
Elapsed time (sec), relaxations, communications, and τ on grid (grisou and
parasilo clusters) with asynchronous parallel algorithms, variable coeﬃcients,
without overlapping and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 605.29 12 449 607 741 22.96 73.78 15.98 4.88
622 1 546.09 32 776 125 189 25.43 73.86 6.42 3.86
766 2 815.97 49 013 373 900 26.51 93.12 4.25 3.04
1051 9 274.76 110 084 918 497 30.58 381.25 4.44 2.51
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 554.67 6 173 189 940 27.03 133.74 28.98 10.59
622 1 283.19 17 441 738 776 29.71 147.78 13.83 8.92
766 2 209.71 32 095 019 404 30.93 157.71 8.53 7.95
1051 7 195.77 62 368 548 279 36.08 667.37 9.77 5.44
Fig. 17. Comparison between synchronous and asynchronous elapsed time on grid for the subdomain method with variable coeﬃcients without overlapping.
Fig. 18. Evolution of τ for the subdomain method with variable coeﬃcients without overlapping.
5.2.8. Parallel simulation with overlapping of 3 meshes for the problem with
variable coefficients on grid.
Fig. 19. Percentage of communications and synchronizations on grid for the subdomain method with variable coeﬃcients without overlapping.
Table 21
Elapsed time (sec), relaxations and communications on grid (grisou and para-
silo clusters) with synchronous parallel algorithms, variable coeﬃcients, with
overlapping and = 10 3.
Synchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 1 836.47 12 449 607 741 1 165.55 113.22 69.63
622 4 090.21 32 817 134 913 2 377.13 162.62 62.09
766 9 597.78 49 013 373 900 4 962.66 1 767.95 70.13
1051 23 706.00 110 085 477 077 9 917.64 3 715.67 57.51
Synchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms
454 5 937.25 6 173 189 940 4 019.59 1 476.03 92.56
622 11 597.31 17 481 974 732 7 668.46 2 699.80 89.40
766 15 402.60 32 095 019 404 9 825.47 3 381.33 85.74
1051 34 336.39 62 369 106 859 19 724.83 7 022.03 77.89
Table 22
Elapsed time (sec), relaxations, communications, and τ on grid (grisou and
parasilo clusters) with asynchronous parallel algorithms, variable coeﬃcients,
with overlapping and = 10 3.
Asynchronous results on 4 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 746.71 12 449 607 741 84.84 96.72 24.31 2.46
622 1 817.54 32 817 134 913 126.98 141.22 14.76 2.25
766 2 982.18 49 013 373 900 26.42 109.56 4.56 3.22
1051 9 624.07 110 085 477 077 30.59 438.84 4.88 2.46
Asynchronous results on 8 machines
Communication times
n Elapsed time Relaxations Compute Barrier % Comms τ
454 610.22 6 173 189 940 27.02 134.11 26.40 9.73
622 1 409.37 17 481 974 732 29.77 146.20 12.48 8.22
766 2 384.75 32 095 019 404 30.94 158.93 7.96 6.46
1051 7 370.00 62 369 106 859 31.32 528.21 7.59 4.66
Fig. 20. Comparison between synchronous and asynchronous elapsed time on grid for the subdomain method with variable coeﬃcients with overlapping.
Fig. 21. Evolution of τ for the subdomain method with variable coeﬃcients with overlapping.
5.2.9. Parallel simulations synthesis.
For this kind of speciﬁc application, the analysis of the perfor-
mances of the synchronous and asynchronous parallel methods is not
simple to perform because the inﬂuence of the parameters describing
the behavior of the iterative methods must be considered in relation to
the computer aspects; it can be noted in the speciﬁc present case that,
due on one hand to the high speed of convergence of the iterative
methods and on the other hand taking into account the architecture of
the machine, particularly the speed of the interconnection network
between the machines, the behavior of parallel synchronous and
asynchronous algorithms are not the same than the ones obtained in our
previous works (see for example, but not only [5,21]). However, in this
paragraph we have attempted to draw a number of conclusions.
On clusters
In the case of cluster when the coeﬃcients are constant, synchro-
nous results has better elapsed time than asynchronous results due to
the numeric behavior (convergence speed); nevertheless, in the case of
variable coeﬃcient, asynchronous elapsed time are slightly better than
synchronous ones. Regarding the number of relaxations we can notice
that, for all problems with overlapping and non overlapping subdomain
when the coeﬃcients are constant, asynchronous mode works about
three times slower than synchronous mode. On the other hand, in the
case of variable coeﬃcients with overlapping and non overlapping
subdomain, the number of relaxations are slightly the same. These re-
sults seem diﬃcult to explain since, in the situation where the coeﬃ-
cients are not constant, it is diﬃcult to know the numerous values of the
coeﬃcients of the matrices.
The asynchronous parallel mode does not allow for good perfor-
mance since on one hand the convergence rate is high due to a strong
diagonal dominance of the matrices and on the other hand the inter-
processor interconnection network is extremely fast at 10 GB Ethernet
per second; however, in asynchronous mode, the communication times
due to exchanges between processors are small and the time losses due
to the synchronization barriers required at each time step and when
passing from a sub-domain Ωi to the following subdomain are time
consuming.
In the synchronous mode, an inverse eﬀect is obtained for these
communication times: the communication times due to the exchanges
between processors are important while the synchronization barriers
are not very time consuming.
In spite of this notable gain, it can be seen that in the case of using
clusters, the parallel asynchronous methods have performances that are
generally lower than those obtained in synchronous mode. Thus, the
combined eﬀects of these two characteristics speciﬁc to the resolution
of our model problem do not make the parallelization of asynchronous
methods eﬃcient since, given the few iterations, there is little syn-
chronization and communication between the processors; thus, in
contrast to what happens when the convergence is slow (see [5,21]),
synchronous methods are more eﬃcient on clusters in our case.
Nevertheless, compared to the times obtained in sequential mode, it
is observed that the times obtained in parallel synchronous and asyn-
chronous mode have decreased signiﬁcantly. Then, the parallelization
of the sequential method on cluster in both cases is interesting.
In terms of convergence speed, it can be seen that the necessary
number of relaxations to converge in asynchronous mode is always
greater than the ones obtained in synchronous mode; this decrease in
the convergence rate comes from the fact that in asynchronous mode
the parallel algorithm no longer has a behavior close to the
Gauss–Seidel method implemented in sequential whereas in synchro-
nous mode this behavior is preserved.
It is ﬁnally to note that given the speed of convergence it is not
necessary to use much more processors for this application.
On grid
In the case of grid, we use two and four processors on each clusters
in order to obtain good load balancing. In fact when only two pro-
cessors are used, given the high speed of convergence, it is substantially
a behavior similar to that observed on a single cluster. But, as will be
seen below, beyond the use of two processors, the behavior of asyn-
chronous methods changes completely; the speed of convergence has
less inﬂuence and the asynchronous methods on a grid are of interest
due to the use of a slow network and the few synchronizations.
Moreover, on a grid the notion of speed-up and eﬃciency, usually
used to compare the performances of parallel algorithms to the
Fig. 22. Percentage of communications and synchronizations on grid for the subdomain method with variable coeﬃcients with overlapping.
numerical algorithm used with respect to the architecture of the ma-
chine. Given the dominant diagonal properties of the matrices, the re-
laxation method converges very quickly, i.e. in a few iterations.
However, the parallel performances are not the same according to
whether the calculations are performed on a cluster or on a grid com-
puting containing remote and heterogeneous machines. This is essen-
tially due to the interconnection network which is fast on a cluster and
slow on a calculation grid. Under these conditions, and for this target
application where the convergence is fast, the weight of the synchro-
nizations plays an important role on the performances of the algorithm.
It is therefore clear that, given this high speed of convergence, on
cluster, synchronous methods are interesting to use given the few
synchronizations and the fast network used. On the other hand, on a
calculation grid, asynchronous methods show all their interest because
of the heterogeneity of the distant machines used and especially the
slowness of the network.
The second observation relates to the inﬂuence of the behavior of
the sequential algorithm and the weight of this latter, the behavior of
sequential algorithms is irreducible on the parallel method. In parti-
cular, the parameters allowing to measure the eﬃciency of the iterative
numerical methods implemented, notably the speed of convergence,
can guide the choice of synchronous or asynchronous communications
during the parallelization of the algorithm.
The third remark concerns the choice stopping test. In parallel
synchronous mode, the implementation of this stopping test does not
pose a huge implementation problem. On the other hand, in parallel
asynchronous mode, our experience led us to implement a more eﬃ-
cient centralized test.
The fourth remark concerns, on one hand, the splitting into parallel
tasks, i.e. the granularity of the tasks and, on the other hand, the
number of processors used, given the size of the problem and the per-
formance of the algorithms. In this target application where the weight
of the calculations is relatively small given the speed of convergence, it
is preferable to have a high granularity and not a very large number of
processors. This signiﬁcantly reduces the overhead. Experimentally,
one can determine the number of processors to use; indeed, when the
elapsed time curve remains constant when the number of processors
increases, additional processors is not necessary.
This application also needs to include additional synchronization
barriers to respect the logic of the sequential processing and to guar-
antee the logic of the processing in parallel mode.
Moreover, asynchronous methods do not require rigorous load
balancing.
Finally, in this speciﬁc case, this is the main advantage of these
asynchronous methods, which will be relevant for very large applica-
tions. One can also think of their interest to a future investigation of
exploitation in cloud computing.
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