ABSTRACT The earth observation satellites (EOSs) scheduling is of great importance to achieve efficient observation missions. The agile EOSs (AEOS) with a stronger attitude maneuvering capacity can greatly improve observation efficiency while increasing scheduling complexity. Meanwhile, multiple observation requirements for the same ground target, which the existing models and methods cannot completely satisfy, are raised to accomplish scientific projects. In order to fill in this gap, the multiple AEOSs scheduling model for oversubscribed targets with multiple observations is initially developed, and the potential observation missions attained by available time windows discretization are regarded as nodes in the complex networks. To solve the multiple-observation AEOS scheduling problem, an improved feedback structured heuristic is designed by defining the node and target importance factors. On the basis of a real world Chinese AEOS constellation, simulation experiments are conducted to validate the heuristic's efficiency in comparison with a constructive algorithm and a structured genetic algorithm.
I. INTRODUCTION
Earth observation satellites (EOSs) equipped with unique cameras are specially designed to execute Earth observation missions. The number of the orbiting and plan-launching EOSs is increasing recently as a result of small-satellite technology development and lower satellite-launch costs [1] . Considering the advantages of expansive coverage area and long term surveillance, EOSs have been applied in the field of Earth resources exploration, natural disaster surveillance, and environmental monitoring. Therefore scheduling and management are of great importance for aerospace engineering [2] , especially for multiple EOSs missions.
Previous literature characterizes the EOS scheduling problem into different mathematical models. On the basis of the engineering practice, Lin et al. [3] developed an integer programming model with salient features of sequence-dependent setup and job assembly. Constraint-satisfaction modeling
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was also introduced in the EOS scheduling [4] , [5] . Gabrel et al. [6] adopted graph theory concepts to describe the EOS scheduling problem, where the mission connection was transferred to directed acyclic edge. Similar works are conducted by Zufferey et al. [7] where the graph coloring techniques were utilized to develop the EOS scheduling model. Vasquez and Hao [8] presented the problem as a generalized knapsack model, aiming at maximal profit function value while satisfying all kinds of constraints. Additionally, a window-constrained packing model was established in [9] . Wang et al. [10] - [12] further extended the fundamental models by considering uncertainty of clouds, satellite's permanent failure and real-time scheduling. Du et al. [13] established a space-based information network to implement a cooperative observation and transmission scheme.
To tackle various EOS scheduling models, considerable algorithms have been introduced and applied to realize effective scheduling schemes. According to the algorithm property, the existing algorithms for this study are classified into two categories: the exact and approximate ones. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Exact algorithms are designed to achieve global optimal solution. Gabrel and Vanderpooten [14] solved the EOS scheduling problem under a multiple-criteria interactive procedure in a directed acyclic graph. Bensana et al. [4] structured a depth first branch and bound algorithm on the basis of constraint satisfaction model. Benoist and Beno [15] introduced the Russian dolls approach to verify the upper bounds of the satellite scheduling problem with benchmark testing. Considering the EOS scheduling problem is NP-hard [9] , the optimal solution is hardly trackable for large-scale EOS scheduling instances. Approximate algorithms are then adopted to approach a near optimal solution in a reasonable time frame. The intelligence algorithms including genetic algorithm [9] , [16] , [17] , local search algorithm [18] and ant colony optimization [19] have been widely applied for the EOS scheduling. Besides, tremendous heuristic procedures have been introduced to arrange feasible EOS scheduling missions. Based on a logic-constrained knapsack model, Vasquez and Hao [8] developed a tabu search algorithm for daily scheduling of an EOS. The dynamic tabu tenure mechanism and techniques for constraint handling, intensification and diversification were testified on a set of large and realistic benchmark instances. Xu et al. [20] employed priority-based indicators and sequential construction procedure to generate feasible solution. The algorithm performance was evaluated in various scenarios. Wolfe and Sorensen [9] defined a fast and simple priority dispatch method to produce acceptable schedules. More heuristics works of EOS scheduling can be seen in [21] - [23] . Traditional non-agile EOSs equipped with cameras only have attitude adjustment ability along the roll axis, since the satellite platform is fixed in the direction of the pitch and yaw axes. As seen in Figure 1(a) , the non-agile satellite cannot start the observation process for target 1 until the EOS arrives at t s1 . Different from traditional EOSs, the agile EOSs (AEOSs) with stronger attitude maneuver capability have freedoms along the roll, pitch and yaw axes. In Figure 1(b) , the AEOS initializes the observation mission for target 1 at t s1 in advance, and begins the observation for target 2 at t s2 later than t s2 . The observation conflicts between target 1 and 2 have been solved. The AEOSs greatly improve observation efficiency, while the scheduling complexity is increased.
Lemaître et al. [18] clearly defined the AEOS scheduling problem for the first time and proposed simplified versions of four different algorithms. Habet et al. [24] formulated an AEOS scheduling as a constrained optimization problem, and considered stereoscopic and visibility constraints. Then a tabu search algorithm was designed with a systematic search using partial enumerations. Tangpattanakul et al. [25] developed a multi-objective local search heuristic for an AEOS scheduling problem, where the proposed heuristic was compared to a biased random-key genetic algorithm. Liu et al. [26] proposed an adaptive large neighborhood search framework for AEOS scheduling, including six removal operators and three insertion operations. Peng et al. [27] further introduced a concept of minimal transition time, and developed a fast and effective iterated local search algorithm. Valicka et al. [28] introduced a novel deterministic mixed-integer programming model, and then extended it to a three-stage stochastic model with cloud cover uncertainty. Xie et al. [29] designed a temporal conflict network based heuristic algorithm, and the time window conflicts for single AEOS scheduling was addressed.
The studies of EOS scheduling also have close links to the scheduling problem in relay satellite systems (DRSs). Brandel et al. [30] reviewed the architectural and user service features of the advanced tracking and data relay satellite system (ATDRSS), and a summary of the ATDRSS program was provided. Adinolfi and Cesta [31] studied the complex data DRS with European Space Agency, and designed a knowledge-based scheduler to solve the DRS scheduling problem. Pemberton and Galiber [32] developed a constraint satisfaction model and a heuristic-search with constraint propagation was applied to solve the problem. Rojanasoonthon et al. [33] regarded the relay satellite scheduling as an application of the parallel machine scheduling problem, and a greedy randomized adaptive search procedure was designed. Zhang et al. [34] introduced the structural centrality metrics to identify central nodes or links of the satellite system, and the network congestion was effectively reduced. Insightful ideas raised in the DRS scheduling could be promising to cope with EOS scheduling.
The theory of complex networks emerged in recent years, proving itself to be a valid tool in the domain of power distribution systems [35] , Internet [36] , financial markets [37] , economics [38] and optimization systems [39] . Wang et al. [40] modeled a single AEOS scheduling problem in complex networks, regarding each node as a discrete observation mission. Then a heuristic was proposed to obtain scheduling results effectively. Although practical constraints in the real world are not considered and multiple AEOSs cannot be handled in this model, quantitative insight into the multiple AEOSs scheduling problem by using complex networks knowledge could be obtained. Meanwhile, multiple observation requirements for the same target are raised to accomplish scientific programs [41] - [43] . As seen in Figure 2 , the ground target is supposed to be observed for several times in one or different satellite orbits in line with user requirements. However, to the best of our knowledge, this type of multiple-observation issue has not been addressed yet. By adjusting maximum observation number for targets, the existing AEOS scheduling models may be extended to achieve multiple observations in different orbits as illustrated in Figure 2 (a). However, as shown in Figure 2 (b), the available time window in one orbit is typically long enough to execute multiple observations for the same target. While the previous AEOS scheduling formulations are not designed for multiple observations, only one unique observation mission could be scheduled in one satellite orbit. The multiple-observation requirements therefore cannot be completely satisfied; we aim to develop an AEOS scheduling model with multiple observations to fill in the gap.
In this work, each target on the ground is possibly desired to be observed more than once in single or multiple available time windows. The desired observation number for each target is designed as an input parameter according to user requirements, and the multiple-observation model is established in complex networks with attitude transformation, energy and memory capacity constraints. By defining factors of node and target importance, an improved feedback heuristic is proposed to solve the problem. The efficiency of the proposed heuristic is verified through comparisons with a constructive algorithm and a structured genetic algorithm. The performance of the feedback process is also tested.
The main contributions of this paper are threefold:
• The multiple AEOS scheduling problem for oversubscribed targets with multiple observations is addressed for the first time. In the proposed mathematical model, the satellite is capable of executing multiple observations in one satellite orbit for the same target without specific angle constraints, and the potential profit of observation missions varies from the observation time due to imaging quality. The classical EOS scheduling model has been extended.
• The scheduling problem with various constraints is modeled in the complex networks, and the potential missions are regarded as nodes in the networks. The AEOS scheduling problem which aims at maximizing the entire observation profit transforms to seeking for the paths with maximal nodes values in the networks.
• By defining node and target importance factors in the networks, a structured approximate scheduling heuristic is developed. To further narrow the gap between the results of proposed heuristic and the optimal solution, a feedback process is designed to enhance the structured heuristic. Simulation results demonstrate the performance of the feedback process and the proposed heuristic. The remainder of this paper is structured as follows. In Section II we describe the problem and establish mathematical model for multiple AEOS scheduling with constraints. The complex networks based heuristic with feedback is sketched in Section III. The results including a series of computational experiments are reported in Section IV. We conclude the paper and point out future directions in Section V.
II. MODEL ESTABLISHMENT A. PROBLEM STATEMENT
This paper considers a multiple AEOSs and oversubscribed targets scheduling problem. Real-life AEOSs scheduling consists of satellite orbital operations, scheduling scheme upload and observation images download, making the problem too complicated to solve. To clearly state and simplify the problem, several necessary assumptions are listed as follows.
• There are multiple AEOSs to execute observation missions. The oversubscribed candidate targets mean that the user requirements are already beyond the satellite observation capacity; as such, some candidate targets are abandoned.
• The satellite can only observe one target at a given time, and observation preemption is not allowed.
• The satellite is endowed with observation priority since each satellite has a different operational condition. Each target has an original profit and is possibly to be observed more than once. The desired observation number of each target is given as input.
• The requirements of the scheduling scheme upload and observation images download are not considered in the VOLUME 7, 2019 model, as it is assumed that there are enough ground data transmission stations to satisfy these requirements.
• The constraints of attitude transformation, energy consumption and memory capacity are introduced. Details of the constraints are described later. Define T as the set of the oversubscribed targets. For each target i ∈ T , the original profit is expressed as ω i and N i is set as the desired observation number according to user requirements. Denote S as the set of satellites. Considering that each satellite has different working conditions and observation cameras, the concept of observation priority is introduced and denoted as ζ j for each satellite j ∈ S. Noting that one satellite could observe the target from different available time windows in different orbits, O ij is adopted to represent the orbit set of satellite j for target i. Therefore the available time windows can be expressed as VI ijk in each orbit k ∈ O ij .
In accordance with to the complex networks theory, this paper intends to establish network nodes representing potential observation missions. To determine the specific observation time for each target, the continuous available time windows VI ijk are further divided into several discrete observation windows (OW) (we refer to [6] and [40] 
where roll ijkl and pit ijkl are corresponding roll and pitch angles while executing the observation mission. The yaw angle is not related to the mission profit, since it does not significantly affect imaging quality. The attitude transformation, energy consumption and memory capacity constraints are taken into consideration. The attitude maneuvering time Mjk (il, i l ) between OM ijkl and OM i jkl consists of attitude maneuvering time Vjk (il, i l ) and attitude stabling time Sjk (il, i l ). Considering the orbit period of the EOS lies between one to several hours, the attitude transformation constraint for two observation missions in different orbits are clearly satisfied. The transformation constraints are considered only on the condition that two observation missions are scheduled in the same orbit for the same satellite [14] . The observation angles roll ijkl and pit ijkl are obtained by calculating position vectors of the satellite and target. Therefore the matrix elements of Vjk (il, i l ) and Sjk (il, i l ) are determined and set as input parameters.
The energy system is supported by the solar panel collecting energy from the Sun. To maintain satellite orbiting operations, the dynamic balance between the energy collection and consumption should be guaranteed within the scheduling horizon. Although the solar energy collection condition changes due to position variations from the Earth, Sun and satellite, the amount of energy collection in one orbit is near constant [22] . As a result, the maximal energy capacity per orbit Emax j is defined to ensure the energy balance. In practical AEOS scheduling, the energy consumption mainly consists of camera imaging and attitude maneuvering, and the unit-time energy consumption of imaging and attitude maneuvering are denoted as Eui j and Eum j respectively [10] .
A satellite can download data to a ground station, or use relay satellites to achieve this [30] , [33] . Therefore the memory capacity constraints are constructed per orbit, since we assume that satellites can transfer data to the ground station or relay satellites after each orbit. The satellite memory capacity in one orbit is denoted as Mem j for j ∈ S. The unit time imaging memory occupation for each satellite is assumed to be a constant and set as Sme j .
B. MATHEMATICAL FORMULATIONS
Different from the previous works related to the EOS/AEOS scheduling problem, this paper considers multiple observations for the same target. The binary decision variables are denoted as x ijkl for observation mission OM ijkl , where x ijkl = 1 when OM ijkl is scheduled and x ijkl = 0 otherwise. On the basis of the problem statements and assumptions, the mathematical formulation is structured as maximize i∈T j∈S k∈O ij l∈VI ijk ijkl · x ijkl (2) subject to
where Bjk (il, i l ) is defined as 0-1 parameter; Bjk (il, i l ) = 1 when the sum of the observation ending time of mission OM ijkl and attitude maneuvering time Vjk (il, i l ) is less than the observation beginning time of mission OM i jkl , and Bjk (il, i l ) = 0 otherwise. dur ijkl is the observation duration of mission OM ijkl , and Vjk (il, il s ) stands for the attitude transformation time from scheduled mission OM ijkl to its immediately successive observation mission.
The objective function (2) aims to maximize the entire observation profit obtained by the scheduled missions. The observation constraints (3) ensure that the number of scheduled observation missions for each target does not exceed the user requirement, since no additional profit would be received for extra observations. The attitude transformation constraints set (4) indicates that two observation missions could be simultaneously scheduled in one orbit only when the attitude transformation time is sufficient. The attitude transformation constraints can be effectively checked by introducing Bjk (il, i l ). The memory constraints (5) compute memory occupation of the scheduled observation missions per orbit, and the amount of the memory occupation in each orbit cannot be greater than memory capacity Mem j . In energy constraints (6), the first and second terms on the left side represent the energy consumption of camera imaging and attitude maneuvering respectively. The entire energy consumption per orbit is limited by the orbital energy capacity.
III. SOLUTION APPROACH
By introducing the concept of complex networks, a fast approximate scheduling algorithm is designed for a single AEOS oversubscribed-targets problem without considering constraints and multiple observations [40] . Inherited from this work, two important indicators are maintained and redefined in this paper: the node importance factor (NIF) and the target importance factor (TIF). A structured heuristic approach with a feedback process is then developed to deal with the multiple AEOSs scheduling problem with constraints and multiple observations.
A. NODE IMPORTANCE FACTOR (NIF )
Each potential observation mission OM ijkl is regarded as a node in the complex networks. To evaluate the importance of the node, the NIF is supposed to address the influences in three parts as
where NV ijkl stands for the observation mission node value, NC ijkl represents situations of node conflict, and NRW ijkl is defined as the node relative weight. NV ijkl represents the comprehensive observation profit considering the node OM ijkl as well as possible subsequent nodes in the same orbit. For the multiple AEOSs scheduling problem, the NV ijkl is defined as
where NVS ijkl is a set of observation missions that are in the same orbit as mission OM ijkl and do not conflict with OM ijkl . The first term of the above definition indicates that the profit of all possible subsequent nodes has impact on the node value of OM ijkl ; larger time interval between OM ijkl and its subsequent mission OM i jkl is, less influence the profit of OM i jkl has. This kind of definition is a natural choice and has been proved to be effective. Interested readers can refer to [40] for detailed information. The observation mission nodes cannot always be scheduled since the observation missions are restricted to the attitude maneuvering constraints. The node conflict situations are considered by introducing the definition of NC ijkl as
where NCS ijkl is a set of observation missions that are in the same orbit of mission OM ijkl and conflict with OM ijkl , and e is the Euler's numberca. This term is introduced to represent the loss of potential gain from other conflict missions when one mission is scheduled. A similar description by the term of opportunity cost could be found in the domain of microeconomic theory [44] . The node relative weight is constructed to distinguish NIF of nodes that are within the same OW. Suppose that the OW of node s is [0,5], the OWs of nodes o, p, q are [100,105], and OWs of nodes l, m, n are [200, 205] . Clearly the best solution to schedule these nodes is to select one node from o, p, q, and then one node from l, m, n, finally adding the node s. However, if the corresponding observation profit of nodes o, p, q are much greater than the profit of nodes l, m, n, the nodes with larger NIF would belong to the same OW, indicating that the indicator of NIF does not well designed. The node relative weight is therefore defined to normalize NIF for reasonable results. The NRW ijkl is expressed as
where max i jkl ∈NCS ijkl i jkl stands for the maximal observation profit among the missions conflicting with OM ijkl .
B. TARGET IMPORTANCE FACTOR (TIF )
The TIF is designed to concern the scheduling priority for targets. For target i ∈ T , its related nodes are ordered in descending NIF, and the top N i nodes are selected. If the number of nodes with target i is less than N i , all the nodes are picked up. Although other nodes could be scheduled in the final scheduling schemes, the selected nodes can represent the target importance to some degree. Therefore the TIF of target i is expressed as (12) where set TNS i contains the indices of the top nt i nodes for target i in descending NIF order. nt i represents the smaller value between N i and the number of potential observation missions with target i, and TIF i = 0 when nt i = 0. In line with the definition of TIF, the average effect of NIF associated with the same target is considered. As such, the defined TIF could be utilized to better represent the target importance factor. 
C. STRUCTURED FEEDBACK HEURISTIC(SFH)
By defining and calculating two indicators, NIF and TIF, an improved structured feedback scheduling algorithm is proposed. In order to schedule the nodes (potential observation missions) with various constraints, NIF is computed for each potential observation mission in the beginning. The values of TIF are easily obtained according to Eq. (12) . Then the whole nodes are divided into different groups in line with the corresponding targets. The node groups are ordered with target scheduling priority TIF, and the nodes are ranked with the same target by descending NIF order. Assume current scheduling target index as i, and check whether the current mission node OM ijkl satisfies all constraints in the mathematical model. If so, OM ijkl is added into SSN j which stands for the set of the scheduled observation missions of satellite j. Otherwise consider the next node for target i until the whole nodes have been considered or the number of scheduled nodes for target i equals N i . The feedback process is activated when both of the following conditions are satisfied: the desired observation number of target i is not fulfilled after considering all the nodes belonging to target i, and there still exist unscheduled nodes of target i.
The SFH algorithm continues until all the targets are considered. Eventually, the scheduling solution for multiple AEOSs is obtained. The algorithm flow chart is shown in Figure 3 .
Although the structure of SFH is designed with comprehensive considerations, an optimal solution is hardly obtained. To narrow the gap between the optimal scheduling results and the solution obtained from the heuristic, a feedback process is proposed as follows:
• Step 1: Rank the unscheduled nodes of target i in descending NIF order.
• Step 2: Mark the current unscheduled observation mission node OM ijkl . If the energy and storage constraints are satisfied when adding OM ijkl into related SSN j , go to Step 3; otherwise go to Step 4.
• Step 3: Check the amount of maneuvering conflicts with SSN j . If OM ijkl conflicts with the mission related to the same target, or more than one scheduled mission nodes, consider the next unscheduled node of target i and repeat Step 2; otherwise, temporarily remove the conflict-related mission node OM i jkl from the scheduled mission nodes set SSN j and proceed to
Step 5.
• Step 4: If node OM ijkl has maneuvering conflicts with the nodes in SSN j or both of the energy and storage constraints cannot be satisfied when adding OM ijkl into SSN j , consider the next unscheduled node of target i and repeat Step 2; otherwise, mark subset of SSN j as SSN sub−ijkl j for the mission nodes in orbit k of satellite j.
Then consider the nodes in the SSN sub−ijkl j
with ascending TIF order. For the nodes belonging to the same target, the node with lower profit has higher priority. Remove the first node OM i jkl in SSN sub−ijkl j from SSN j temporarily. • Step 5: Check whether it is feasible to add OM ijkl and the unscheduled observation mission node OM i j k l of target i in descending NIF order into SSN j . If the scheduled set SSN j is feasible and the inequality i j k l + ijkl > i jkl is satisfied, set SSN j = SSN j and go to Step 6. Otherwise update mission node OM i j k l and repeat
Step 5 until all the unscheduled nodes of target i are considered. If OM i jkl belongs to the subset SSN sub−ijkl j , put OM i jkl into SSN j , update OM i jkl , remove the current mission node OM i jkl from SSN j temporarily and repeat Step 5 until all the nodes in SSN sub−ijkl j have been considered. The removed node OM i jkl should be re-added into SSN j in the end.
• Step 6: If target i has been scheduled with desired observation nodes or all of the unscheduled mission nodes of target i have been considered, the feedback process ends; otherwise, consider the next node of target i and go to
Step 2.
IV. EXPERIMENTAL STUDY A. EXPERIMENTS SETUP
In order to validate the proposed algorithm, various scenarios are designed on the basis of real world Chinese high resolution AEOSs SuperView. SuperView is a commercial constellation of Chinese remote sensing satellites, of which four satellites have already been launched. The specific orbital parameters of the constellation are listed in Table 1 . The first column is the name of the satellite, and the parameters from columns 2 to 7 represent satellites' semi-major axis, inclination, right ascension of the ascending node, eccentricity, argument of perigee and mean anomaly respectively. The AEOSs of SuperView are equipped with the same camera platform, and the agile platform allows up to 45 • maneuvers along the roll axis and 30 • maneuvers along the pitch axis. The observation priority of the satellite lies in [5, 10] . As seen in Figure 4 , the locations of the observation targets are assigned according to two categories: global uniform and partial centralized distributions. East Asia is selected as the partial distribution area. The original observation profit of the target is uniformly distributed in [1, 10] and the desired observation number for each target varies between [1, 5] . The default discretization step of each available time window is selected as 5 seconds. The scheduling horizon is set as 24 hours with initial time as 1st January 2017, 00:00:00. The constraint parameters are described in Table 2 . Notice that the subscripts of constraint parameters are omitted, since all satellites consisting of the same constellation share the same constraints parameters. The SFH algorithm is implemented in C++ and tested on a laptop with Intel Core i5-7200U CPU (2.5GHz) under Windows 10 with 8 GB RAM.
B. COMPUTATIONAL RESULTS
To verify the performance of the proposed heuristic SFH, one should compare it with existing works. However, as mentioned in the introduction, previous models and methods cannot completely satisfy the multiple-observation requirements. Therefore the structured heuristic (SH ) without feedback, a constructive first-in-first-out (FIFO) scheduling method [45] and a structured genetic algorithm (SGA) are conducted for comparisons. The general genetic algorithm with binary coding even has difficulty obtaining feasible solution, since the multiple observations and constraints for the same target are considered in the mathematical model. Therefore a similar algorithm process with the SFH is constructed, by randomly initializing NIF and TIF, and executing mutation and crossover rules during the iterations. The parameters and strategies of SGA are given as follows (preliminary simulations indicate that the SGA performance does not significantly vary from the different parameter settings, thus we only report the results of SGA in default settings). Tables 3 and 4 . In the first column, scenario remarks G and P stand for the global and partial target distributions respectively, and the number that follows identifies the oversubscribed candidate observation targets. Columns SFH , SH , FIFO and SGA represent the objective function value obtained by corresponding algorithms. The unit of computation time in columns Time is seconds.
It is observed in Table 3 that SFH outperforms other methods, while the worst scheduling results are always obtained by FIFO method. Although SGA runs the largest computation time, the scheduling results are worse than the solutions of SFH and SH . Note that SH achieves better results than FIFO and SGA in the shortest time, and the gap between SFH and SH is slight especially for the small scale instances. Therefore, for scenarios with targets global distributions, the structured heuristic without feedback SH is preferred when the fast scheduling requirement is raised.
As shown in Table 4 , SFH achieves the best solution within an acceptable time frame considering target partial distributions. The scheduling results of SH are significantly improved compared to the worst solution achieved by FIFO method within close running time. Similar to the global distribution instances, SGA costs largest computation time and reaches maximal running time in Scenario P_300.
The comparisons between the SFH /SGA to FIFO results are described in Figure 5 , where SFH G /SGA G represent the ratio of SFH /SGA to the FIFO results in scenarios with target global distributions, and SFH P /SGA P denote the ratio values in partial distribution situations. The scheduling results of SFH increase 22.6% in average compared to the results of FIFO while SGA achieves a 9.0% improvement. The maximal gap between SFH and SGA is observed in Scenario G_50 since SFH can effectively schedule high-profit observation missions in small-scale instances. For the targets partial distribution scenarios, the performance of SFH has a rising trend as the number of targets increases. The average profit addition of SFH compared with FIFO is 43.2%. This is because oversubscribed targets in the partial distribution scenarios provide more opportunities to obtain higher total observation profit. SGA results raise 11.9% compared with the results of FIFO, indicating that the performance of SGA does not vary much from the target distributions and the number of targets.
To further distinguish the feedback performance in different scenarios, SFH and SH are compared in Figure 6 . As seen in Figure 6 (a) indicating the target global distribution scenarios, SFH obtains slight improvement of 2.8% by adding a feedback process while the computation time of SFH increases exponentially. Different from the global distribution cases, the scheduling results of SFH raise 11.2% on average compared with the SH results in the partial distribution scenarios. This is due to the different working numbers of the feedback process illustrated in Figure 6 (b). Clearly the numbers of the executed feedback process in the partial distribution scenarios are larger than that in global distribution cases. The more candidate observation targets are present, the more feedback processes are executed. For the target partial distribution situations, the feedback process is triggered for more than 90% of the targets overall.
This demonstrates that the feedback process is effectively applied in the partial distribution situations. Besides, the entire computation time is quite reasonable even on the large-scale scenarios with 300 targets, 4 satellites and 24-hour scheduling horizon. In conclusion, the SFH outperforms other algorithms, especially for the multiple AEOSs and oversubscribed partial distribution targets scheduling problem.
C. SENSITIVITY ANALYSIS
The discretization step of available time windows is a key parameter for the proposed AEOSs scheduling model. Generally speaking, smaller discretization step provides more precise scheduling model. To examine its influence on the performance of the proposed multi-observation model and feedback heuristic, the scenarios G_200 and P_200 are selected and experiments are conducted for different discretization steps. The sensitivity analysis results for scenarios G_200 and P_200 are reported in Figures 7 and 8 , respectively.
Clearly the entire observation profit rises as smaller discretization step is selected. It is observed that when the discretization step equals 1 second, the observation profit goes up about 5% and 12% in scenarios G_200 and P_200 respectively, comparing to that of default discretization step with 5 seconds. This is because that in the scenario P_200 with partial target distributions, fine discretization step generates more potential observation missions and consequently increases the chance to execute observation missions without conflict. While in the scenario G_200, the global target distributions mean minor conflicts between the observation missions. A slight improvement of the observation profit is therefore obtained. Meanwhile, the value of discretization step has huge impact on the computation time, in which lower discretization step results in longer algorithm running time. The results indicate that the discretization step needs to be carefully selected to strike a balance between the fine discretization and algorithm running time.
V. CONCLUSIONS AND FUTURE DIRECTIONS
The multiple AEOSs oversubscribed-targets scheduling with multiple observations problem is studied in this paper. To address this problem, the discrete observation windows are modeled as nodes in the complex networks at first. The factors of node and target importance are then defined to structure a feedback heuristic. The performance of SFH has been verified in comparisons to SH , FIFO and SGA methods, and the efficiency of the feedback process is also validated in the experimental study. Overall, SH without feedback performs well when fast mission scheduling is needed, and SFH can obtain the best solution for all scenarios, especially for the instances with partially oversubscribed targets.
This research details how a complicated model can be combined with the complex networks theory to generate a structured feedback heuristic. Future potential directions include considering the data transmission process and continuous observation windows modeling. Data transmission is also a complicated scheduling problem and needs to be taken into consideration. Regarding continuous observation windows, future studies aim to determine the specified observation beginning and ending times by introducing interval scheduling models and algorithms. 
