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TENSOR PRODUCTS AND CORRELATION ESTIMATES WITH
APPLICATIONS TO NONLINEAR SCHRO¨DINGER EQUATIONS.
J. COLLIANDER, M. GRILLAKIS, AND N. TZIRAKIS
Abstract. We prove new interaction Morawetz type (correlation) estimates in one and
two dimensions. In dimension two the estimate corresponds to the nonlinear diagonal
analogue of Bourgain’s bilinear refinement of Strichartz. For the 2d case we provide a
proof in two different ways. First, we follow the original approach of Lin and Strauss but
applied to tensor products of solutions. We then demonstrate the proof using commutator
vector operators acting on the conservation laws of the equation. This method can be
generalized to obtain correlation estimates in all dimensions. In one dimension we use
the Gauss-Weierstrass summability method acting on the conservation laws. We then
apply the 2d estimate to nonlinear Schro¨dinger equations and derive a direct proof of
Nakanishi’s H1 scattering result for every L2-supercritical nonlinearity. We also prove
scattering below the energy space for a certain class of L2-supercritical equations.
1. Introduction
In this paper we obtain new1 a priori estimates for solutions of the nonlinear Schro¨dinger
equation in one and two dimension. We also provide a systematic way to obtain the
known interaction a priori estimates for dimensions higher than three. These estimates
are monotonicity formulae that take advantage of the conservation of the momentum of
the equation. Due to the pioneering work [19], estimates of this type are referred to as
Morawetz estimates in the literature. We then apply these estimates to study the global
behavior of solutions to the nonlinear Schro¨dinger equation. To be more precise we want
to study the global-in-time behavior of solutions to the following initial value problem
(1.1)
{
iut +∆u− |u|
p−1u = 0, x ∈ Rn, t ∈ R,
u(x, 0) = u0(x) ∈ H
s(Rn).
with p > 1. Here we investigate the L2-supercritical equation in two dimensions under the
natural scaling of the equation, and thus we restrict p to p > 3. Scaling refers to the fact
that if u(x, t) is a solution to (1.1) then
uλ(x, t) = λ
− 2
p−1u(
x
λ
,
t
λ2
)
is also a solution. The problem is then called Hs-critical if the scaling leaves the homoge-
neous H˙s norm invariant. This happens exactly when s = n2 −
2
p−1 . We denote the critical
index by sc and thus
(1.2) sc =
n
2
−
2
p− 1
.
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1The same estimates have been independently and simultaneously (see [8] and [21]) obtained by F.
Planchon and L. Vega [22] with different proofs.
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The problem of the existence of local-in-time solutions for (1.1) is well studied by many au-
thors and a summary of the results can been found in [3], [4], and [24]. Thus depending on
the strength of the nonlinearity and the dimension, the local solutions are well understood.
In this paper we will consider problems that are locally well-posed and refer the reader to
[4], and [24] for the proofs. The local well-posedness definition that we use here reads as
follows: for any choice of initial data u0 ∈ H
s, there exists a positive time T = T (‖u0‖Hs)
depending only on the norm of the initial data, such that a solution to the initial value
problem exists on the time interval [0, T ], it is unique in a certain Banach space of functions
X ⊂ C([0, T ],Hsx), and the solution map from H
s
x to C([0, T ],H
s
x) depends continuously
on the initial data on the time interval [0, T ]. If the time T can be proved to be arbitrarily
large, we say that the Cauchy problem is globally well-posed. To extend a local solution
to a global one, we need some a priori information about the norms of the solution. This
usually comes from conservation laws. For example solutions of equation (1.1) satisfy mass
conservation
(1.3) ‖u(t)‖L2 = ‖u0‖L2
and smooth solutions also satisfy energy conservation
(1.4) E(u)(t) =
1
2
∫
|∇u(t)|2dx+
1
p+ 1
∫
|u(t)|p+1dx = E(u0).
These two conservation laws identify H1 and L2 as important spaces concerning the initial
value problem (1.1). We can use them to extend the local solutions for all times. For exam-
ple based on energy conservation we immediately get that for initial data u(t0) = u0 ∈ H
1
we have that ‖u(t)‖H1 ≤ C(u0, t0) for all times. In general assume that we have an a priori
estimate of the form
‖u(t)‖Hs ≤ C(u0, t0).
In order to use this information to iterate the local solutions, the time of local resolu-
tion T , has to be estimated from below in terms of the norms of the initial data in Hs,
T ≥M(‖u0‖Hs), for some strictly positive and non increasing function M . This is not the
case for the L2 norm of the L2−critical problem which corresponds to the case of p = 1+ 4n ,
since the local time depends not only on the norm of the initial data but also on the profile.
On the other hand since the equation (1.1) is energy subcritical in dimensions one and two
for any p we have that T ≥ M(‖u0‖H1). Thus one can iterate the local resolution and
solve the Cauchy problem at time tk−1 (1 ≤ k < ∞) with initial data u(tk−1) up to time
tk = tk−1 + Tk with local time Tk ≥ M(‖u(tk−1)‖H1). Now if the series
∑
Tk converges,
then on one hand Tk tends to zero, but on the other hand Tk ≥ M(C(u0, t0, I)) where
I = [t0, t0 +
∑
Tk] which is a contradiction. Thus the series
∑
Tk diverges and u can be
continued for all times in H1.
In the situation that the Cauchy problem is globally well-posed, we can address the ques-
tion of describing and classifying the asymptotic behavior in time for global solutions. A
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possible method to attack the question is to compare the given dynamics with suitably
chosen simpler asymptotic dynamics. The method applies to a wide variety of dynamical
systems and in particular to some systems defined by nonlinear PDE, and give rise to the
scattering theory. For the semilinear problem (1.1), the first obvious candidate is the free
dynamics generated by the group S(t) = eit∆. The comparison between the two dynamics
gives rise to the following two questions.
(1) Let v+(t) = S(t)u+ be the solution of the free equation. Does there exist a solu-
tion u of equation (1.1) which behaves asymptotically as v+ as t → ∞, typically in the
sense that for a Banach space X
(1.5) ‖u(t)− v+‖X → 0, when t→∞.
If this is true then one can define the map Ω+ : u+ → u(0). The map is called the wave
operator and the problem of existence of u for given u+ is referred to as the problem of the
existence of the wave operator. The analogous problem arises as t→ −∞.
(2) Conversely, given a solution u of (1.1), does there exist an asymptotic state u+ such
that v+(t) = S(t)u+ behaves asymptotically as u(t), typically in the sense of (1.5). If that
is the case for any u with initial data in X for some u+ ∈ X, one says that asymptotic
completeness holds in X.
Asymptotic completeness is a much harder problem than the existence of the wave oper-
ators except in the case of small data theory which follows pretty much from the iteration
method proof of the local well-posedness. Asymptotic completeness requires a repulsive
nonlinearity and usually proceeds through the derivation of a priori estimates for general
solutions. As we have already mentioned, these estimates take advantage of the momentum
conservation law
(1.6) ~p(t) = ℑ
∫
Rn
u¯∇udx.
We can establish for example the generalized virial inequality2 [18],
(1.7)∫ T
0
∫
Rn
(−∆∆a(x))|u(x, t)|2dxdt+
2(p − 1)
p+ 1
∫ T
0
∫
Rn
2∆a|u(x, t)|p+1dxdt . sup
[0,T ]
|Ma(t)|
where a(x) is a convex function, u is a solution to (1.1) and Ma(t) is the Morawetz action
defined by
(1.8) Ma(t) = 2
∫
Rn
∇a · ℑ(u¯(x)∇u(x))dx
One can use this identity as a starting point and derive a priori interaction Morawetz in-
equalities. These estimates can be achieved by translating the origin in the integrands of
(1.7) to an arbitrary point y and then averaging [11] against the L1 mass density |u(y)|2dy,
or by considering3 the tensor product of two solutions of (1.1) and use the fact that the
operation of tensoring the two solutions, results again in a defocusing nonlinearity. Both
of these methods depends on the fact that for dimension n ≥ 3 the distribution −∆∆|x| is
2In fact, one can write an identity.
3This idea emerged in a conversation between Andrew Hassell and Terry Tao.
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positive. The estimate one can obtain for n ≥ 3 is
(1.9) ‖D−
n−3
2 (|u|2)‖L2tL2x . ‖u‖L∞t H˙
1
2
x
‖u‖L∞t L2x
For n = 3 this estimate reduces to
(1.10) ‖u‖2L4tL4x
. ‖u‖
L∞t H˙
1
2
x
‖u‖L∞t L2x .
This estimate is historically the first interaction Morawetz estimate and was obtained in
[11]. For n ≥ 4 it was derived in [25], [26]. The estimate in three dimensions has important
consequences. It can be used to prove scattering in the energy space for the 3d problem for
any p − 1 > 43 . This result was obtained in [16], but the estimate (1.10) gives a very short
and elegant proof. One can also combine this estimate with the “I-method” to show [11]
global well-posedness and scattering to the 3d cubic nonlinear Schro¨dinger equation below
the energy space.
For solutions below the energy threshold the first result of global well-posedness was
established in [2] by decomposing the initial data into low frequencies and high frequencies
and estimating separately the evolution of low and high frequencies. The key observation
was that the high frequencies behave “essentially unitarily”. The method was applied to the
cubic equation in two dimensions and established that the solution is globally well-posed
with initial data in Hs(R2) for any s > 35 . Moreover if we denote with St the nonlinear
flow and with S(t) = eit∆u0 the linear group, the high/low frequency method shows in
addition that (St − S(t)) u0 ∈ H
1(R2) for all times provided u0 ∈ H
s, s > 35 . Inspired by
[2], the I-method (see [11] and references therein) is based on the almost conservation of
a certain modified energy functional. The idea is to replace the conserved quantity E(u)
which is no longer available for s < 1, with an “almost conserved” variant E(Iu) where I
is a smoothing operator of order 1 − s which behaves like the identity for low frequencies
and like a fractional integral operator for high frequencies. Thus, the operator I maps Hsx
to H1x. Notice that Iu is not a solution to (1.1) and hence we expect an energy increment.
This increment is in fact quantifying E(Iu) as an “almost conserved” energy. The key is to
prove that on intervals of fixed length, where local well-posedness is satisfied, the increment
of the modified energy E(Iu) decays with respect to a large parameter N . (For the precise
definition of I and N we refer the reader to Section 2.) This requires delicate estimates on
the commutator between I and the nonlinearity.
In addition to the H1 scattering problem, a frequency localized version of (1.10) was a
main ingredient in the proof that the H˙1-critical NLS is globally well-posed and scatters in
3d, [12]. Note that if (1.9) were true for n = 2 we would have
(1.11) ‖D
1
2 (|u|2)‖L2tL2x . ‖u‖L∞t H˙
1
2
x
‖u‖L∞t L2x .
This estimate can be consider as the diagonal, nonlinear analogue of the bilinear refinement
of Strichartz in [2], and would have many interesting applications. A weaker local-in-time
estimate was recently obtained [14]:
(1.12) ‖u‖2L4TL4x
. T
1
4 ‖u0‖L2x‖u‖L∞T H˙
1
2
.
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This estimate is very useful since the L4tL
4
x norm is a Strichartz norm and can help one to
get a global solution assuming the control on the local norms. Note the restriction that u
has to be at least as regular as an H1/2 solution. This estimate was recently improved [9] to
(1.13) ‖u‖2L4TL4x
. T
1
6 ‖u0‖
4
3
L2x
‖u‖
2
3
L∞T H˙
1
2
.
This a priori estimate along with the I-method was used to establish global well-posedness
for the cubic nonlinear Schro¨dinger equation in 2d for any s > 25 . Note that these refine-
ments suggest the global Strichartz estimate which would immediately imply for θ = 0,
global well-posedness and scattering for the L2-critical problem
(1.14) ‖u‖2L4TL4x
. T
θ
2 ‖u0‖
2(1−θ)
L2x
‖u‖2θ
L∞T H˙
1
2
.
Unfortunately an argument in [14] shows that using the above methods, estimate (1.13) is
the best possible.
A byproduct of our analysis in [9] provides a new estimate in one dimension which reads
(1.15) ‖u‖L6TL6x
. T
1
6 ‖u0‖L2x‖u‖
1
3
L∞T H˙
1
2
.
This estimate was used to prove [13] global well-posedness for the 1d L2-critical problem for
any s > 13 . Note that for all the above problems the solution is below the H
1/2 threshold
and the a priori estimates are not applicable. One has to introduce a smooth cut-off of the
initial data and control certain error terms using multilinear harmonic analysis techniques.
In this paper we prove that (1.11) is indeed true. It is proved by refining the tensor product
approach that we mentioned above. Using Sobolev embedding, an immediate consequence
of (1.11) is the following
(1.16) ‖u‖2L4tL8x
. ‖u0‖L2x‖u‖L∞T H˙
1
2
.
One can use this estimate to obtain a simplified proof of the H1 scattering result in [20], in
two dimensions for any p > 3 which avoids the induction on energy argument and produces
a better bound on the spacetime size of the solution. For completeness we present the proof
in Section 4.
We now state the main Theorems of this paper. The estimates contained in Theorems
1.1 and 1.2 below were simultaneously and independently obtained ([21], [22]) by Planchon
and Vega.
Theorem 1.1 (Correlation estimate in two dimensions). Let u be an H
1
2 solution to (1.1)
on the spacetime slab I × R2. Then
(1.17) ‖D
1
2 (|u|2)‖L2tL2x . ‖u‖L∞t H˙
1
2
x
‖u‖L∞t L2x
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Theorem 1.2 (Correlation estimates in one dimension). Let u be an H1 solution to (1.1)
on the spacetime slab I × R. Then
(1.18) ‖∂x(|u|
2)‖L2tL2x . ‖u‖
1
2
L∞t H˙
1
x
‖u‖
3
2
L∞t L
2
x
and
(1.19) ‖u‖p+3
Lp+3t L
p+3
x
. ‖u‖3L∞t L2x
‖u‖L∞t H˙1x
Theorem 1.3 (Asymptotic completeness in H1(R2)). Let u0 ∈ H
1(R2). Then, there exists
a unique global solution u to the initial value problem
(1.20)
{
iut +∆u = |u|
p−1u, p > 1,
u(0, x) = u0(x).
Moreover, if p > 3 there exist u± ∈ H1(R2) such that
‖u(t)− eit∆u±‖H1(R2) → 0 as t→ ±∞.
Theorem 1.4 (Asymptotic completeness below H1(R2)). Let u0 ∈ H
s(R2). Then, for
each positive integer k ≥ 2, there exists a regularity threshold sk = 1 −
1
4k−3 such that the
following initial value problem
(1.21)
{
iut +∆u = |u|
2ku, k ≥ 2,
u(0, x) = u0(x).
is globally well-posed and scatters provided s > sk. In particular there exists u± ∈ Hs(R2)
such that
‖u(t) − eit∆u±‖Hs(R2) → 0 as t→ ±∞.
We note that the estimates (1.18) and (1.17) come from the linear part of the solution
and thus are true for any nonlinearity, while estimate (1.19) comes form the nonlinear part.
Actually the proof of Theorem 1 shows that the following estimate is true for any n ≥ 2
(with the appropriate interpretations of course when the power of the derivative operator
is positive or negative)
‖D−
n−3
2 (|u|2)‖L2tL2x . ‖u‖L∞t H˙
1
2
x
‖u‖L∞t L2x .
The basic idea behind these new estimates is to view the evolution equations as describing
the evolution of a compressible dispersive fluid whose pressure is a function of the density.
In this case the mass and momentum conservation laws describe the conservation laws of
an irrotational compressible and dispersive fluid. There is a difference though in one and
two dimensions. In two and higher dimensions we use commutator vector operators that
act on the conservation laws. In dimension one we use the heat kernel. More precisely, we
introduce into the Morawetz action the error function
erf(x) =
∫ x
−∞
e−t
2
dt
scaled by ǫ whose derivative is the heat kernel in one dimension. We define the operator
that is given as a convolution with the error function and apply it to the conservation laws
of the equation. Integration by parts produces the solution of the one dimensional heat
equation. Sending ǫ to zero we recover the estimates. This way the mass density plays the
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role of the initial data of the linear heat equation and the method is nothing else than the
Gauss-Weierstrass summability method in classical Fourier Analysis. Again for details the
reader can consult Section 4.
The rest of the paper is organized as follows. In Section 2 we introduce some notation
and state important propositions that we will use throughout the paper. In Section 3
we present the proofs of the correlation estimates in all dimensions and provide a general
framework for obtaining similar estimates. In Section 4 we prove the H1 scattering result
for the L2-supercritical nonlinear Schro¨dinger in two dimensions (Theorem 1.3). Finally
in Section 5 we prove global well-posedness and scattering below the energy space of the
initial value problem (1.21) (Theorem 1.4.)
2. Notation
In this section, we introduce notations and some basic estimates we will invoke through-
out this paper. We use A . B to denote an estimate of the form A ≤ CB for some constant
C. If A . B and B . A we say that A ∼ B. We write A ≪ B to denote an estimate of
the form A ≤ cB for some small constant c > 0. In addition 〈a〉 := 1+ |a| and a± := a± ǫ
with 0 < ǫ≪ 1.
We use Lrx(R
n) to denote the Banach space of functions f : Rn → C whose norm
‖f‖r :=
(∫
Rn
|f(x)|rdx
)1/r
is finite, with the usual modifications when r =∞.
We use LqtL
r
x to denote the spacetime norm
‖u‖q,r := ‖u‖LqtLrx(R×Rn) :=
(∫
R
(∫
Rn
|u(t, x)|rdx
)q/r
dt
)1/q
,
with the usual modifications when either q or r are infinity, or when the domain R×Rn is
replaced by some smaller spacetime region. When q = r we abbreviate LqtL
r
x by L
q
t,x. We
define the Fourier transform of f(x) ∈ L1x(R
n) by
fˆ(ξ) =
∫
Rn
e−2πiξxf(x)dx.
For an appropriate class of functions the following Fourier inversion formula holds:
f(x) =
∫
Rn
e2πiξxfˆ(ξ)(dξ).
Moreover we know that the following identities are true:
(1) ‖f‖L2 = ‖fˆ‖L2 , (Plancherel)
(2)
∫
Rn
f(x)g¯(x)dx =
∫
Rn
fˆ(ξ)¯ˆg(ξ)(dξ), (Parseval)
(3) f̂ g(ξ) = fˆ ⋆ gˆ(ξ) =
∫
Rn
fˆ(ξ − ξ1)gˆ(ξ1)dξ1, (Convolution).
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We will also make use of the fractional differentiation operators |∇|s defined by
|̂∇|sf(ξ) := |ξ|sfˆ(ξ).
These define the homogeneous Sobolev norms
‖f‖H˙sx := ‖|∇|
sf‖L2x
and more general Sobolev norms
‖f‖Hs,px := ‖〈∇〉
sf‖p,
where, 〈∇〉 = (1 + |∇|2)
1
2 .
Let eit∆ be the free Schro¨dinger propagator. In physical space this is given by the for-
mula
eit∆f(x) =
1
(4πit)
n
2
∫
Rn
ei|x−y|
2/4tf(y)dy
for t 6= 0 (using a suitable branch cut to define (4πit)
d
2 ), while in frequency space one can
write this as
(2.1) êit∆f(ξ) = e−4π
2it|ξ|2 fˆ(ξ).
In particular, the propagator obeys the dispersive inequality
(2.2) ‖eit∆f‖L∞x . |t|
−n
2 ‖f‖L1x
for all times t 6= 0.
We also recall Duhamel’s formula
u(t) = ei(t−t0)∆u(t0)− i
∫ t
t0
ei(t−s)∆(iut +∆u)(s)ds.(2.3)
Definition 2.1. A pair of exponents (q, r) is called Schro¨dinger-admissible if (q, r, n) 6=
(2,∞, 2)
2
q
+
n
r
=
n
2
, 2 ≤ r ≤ ∞.
For a spacetime slab I × Rn, we define the Strichartz norm
‖f‖S0(I) := sup
(q,r) admissible
‖f‖LqtLrx(I×Rn).
Then, we have the following Strichartz estimates (for a proof see [17] and the references
therein):
Lemma 2.2. Let I be a compact time interval, t0 ∈ I, s ≥ 0, and let u be a solution to the
forced Schro¨dinger equation
iut +∆u =
m∑
i=1
Fi
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for some functions F1, . . . , Fm. Then,
(2.4) ‖|∇|su‖S0(I) . ‖u(t0)‖H˙sx +
m∑
i=1
‖|∇|sFi‖
L
q′
i
t L
r′
i
x (I×Rn)
for any admissible pairs (qi, ri), 1 ≤ i ≤ m. Here, p
′ denotes the conjugate exponent to p,
that is, 1p +
1
p′ = 1.
The reader must have in mind that wherever in this paper we restrict the functions in
frequency we do it in a smooth way using the Littlewood-Paley projections. To address
the frequency localization in a more precise way we need some Littlewood-Paley theory.
Specifically, let ϕ(ξ) be a smooth bump supported in |ξ| ≤ 2 and equalling one on |ξ| ≤ 1.
For each dyadic number N ∈ 2Z we define the Littlewood-Paley operators
P̂≤Nf(ξ) := ϕ(ξ/N)fˆ (ξ),
P̂>Nf(ξ) := [1− ϕ(ξ/N)]fˆ (ξ),
P̂Nf(ξ) := [ϕ(ξ/N) − ϕ(2ξ/N)]fˆ (ξ).
Similarly, we can define P<N , P≥N , and PM<·≤N := P≤N − P≤M , whenever M and N
are dyadic numbers. We will frequently write f≤N for P≤Nf and similarly for the other
operators. Using the Littlewood-Paley decomposition we write, at least formally, u =∑
N PNu. We can write u =
∑
uN and obtain bounds on each piece separately or by
examining the interactions of the several pieces. We can recover information for the original
function u by applying the Cauchy-Schwarz inequality and using the Littlewood-Paley
Theorem [23] or the cheap Littlewood-Paley inequality
‖PNu‖Lp . ‖u‖Lp
for any 1 ≤ p ≤ ∞. Since this process is fairly standard we will often omit the details of
the argument throughout the paper.
We also recall the following standard Bernstein and Sobolev type inequalities. The proofs
can be found in [24].
Lemma 2.3. For any 1 ≤ p ≤ q ≤ ∞ and s > 0, we have
‖P≥Nf‖Lpx . N
−s‖|∇|sP≥Nf‖Lpx
‖|∇|sP≤Nf‖Lpx . N
s‖P≤Nf‖Lpx
‖|∇|±sPNf‖Lpx ∼ N
±s‖PNf‖Lpx
‖P≤Nf‖Lqx . N
1
p
− 1
q ‖P≤Nf‖Lpx
‖PNf‖Lqx . N
1
p
− 1
q ‖PNf‖Lpx .
For N > 1, we define the Fourier multiplier I := IN
ÎNu(ξ) := mN (ξ)uˆ(ξ),
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where mN is a smooth radial decreasing function such that
mN (ξ) =
{
1, if |ξ| ≤ N( |ξ|
N
)s−1
, if |ξ| ≥ 2N.
Thus, I is the identity operator on frequencies |ξ| ≤ N and behaves like a fractional integral
operator of order 1− s on higher frequencies. In particular, I maps Hsx to H
1
x. We collect
the basic properties of the I operator into the following
Lemma 2.4. Let 1 < p <∞ and 0 ≤ σ ≤ s < 1. Then,
‖If‖p . ‖f‖p(2.5)
‖|∇|σP>Nf‖p . N
σ−1‖∇If‖p(2.6)
‖f‖Hsx . ‖If‖H1x . N
1−s‖f‖Hsx .(2.7)
Proof. The estimate (2.5) is a direct consequence of Ho¨rmander’s multiplier theorem.
To prove (2.6), we write
‖|∇|σP>Nf‖p = ‖P>N |∇|
σ(∇I)−1∇If‖p.
The claim follows again from Ho¨rmander’s multiplier theorem.
Now we turn to (2.7). By the definition of the operator I and (2.6),
‖f‖Hsx . ‖P≤Nf‖Hsx + ‖P>Nf‖2 + ‖|∇|
sP>Nf‖2
. ‖P≤N If‖H1x +N
−1‖∇If‖2 +N s−1‖∇If‖2 . ‖If‖H1x .
On the other hand, since the operator I commutes with 〈∇〉s,
‖If‖H1x = ‖〈∇〉
1−sI〈∇〉sf‖2 . N1−s‖〈∇〉sf‖2 . N1−s‖f‖Hsx ,
which proves the last inequality in (2.7). Note that a similar argument also yields
‖If‖H˙1x
. N1−s‖f‖H˙sx .(2.8)

3. Correlation estimates in all dimensions.
We consider solutions of the following equation
(3.1) iut +∆u = |u|
p−1u, (x, t) ∈ Rn × [0, T ].
We want to obtain a monotonicity formula that takes advantage of the momentum conser-
vation law of the equation
~p(t) = ℑ(u(x, t)∇u(x, t)) = ~p(0).
We define the Morawetz action
Ma(t) = 2
∫
Rn
∇a(x) · ℑ(u(x)∇u(x))dx
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where a : Rn → R, a convex and locally integrable function of polynomial growth. By
differentiating Ma(t) with respect to time and using the conservation laws of the equation
we will obtain a priori estimates for solutions of (3.1). To accomplish that we make a clever
choice of the weight function a(x). We note that in all of the cases that we will consider we
pick a(x) = f(|x|) where f : R → R is a convex function with the property that f ′(x) ≥ 0
for x ≥ 0. Then a simple calculation shows that the second derivative matrix of a(x) is
given by
∂j∂ka(x) = f
′′
(|x|)
xjxk
|x|2
+
f
′
(|x|)
|x|
(δkj −
xjxk
|x|2
)
But then the quadratic form 〈yjyk | ∂j∂ka(x)〉 is positive definite since
〈yjyk | ∂j∂ka(x)〉 = f
′′
(|x|)
(x · y)2
|x|2
+ f
′
(|x|)(|y|2 −
(x · y)2
|x|2
) ≥ 0
by the Cauchy-Schwarz inequality
|x · y| ≤ |x||y|.
As a final comment for the careful reader we note that in all our arguments we will assume
smooth solutions. This will simplify the calculations and will enable us to justify the steps
in the subsequent proofs. The local well-posedness theory and the perturbation theory
[4] that has been established for this problem can be then applied to approximate the Hs
solutions by smooth solutions and conclude the proofs. For most of the calculations in this
section the reader can consult [12], [24].
The equation satisfies the following local conservation laws.
Local mass conservation
∂tρ+ ∂jpj = 0
and local momentum conservation
∂tpk + ∂k
(
σjk + δkj
(
−∆ρ+ 2
p+1
2
p− 1
p+ 1
ρ
p+1
2
))
= 0
where
ρ =
1
2
|u|2
is the mass density,
pj = ℑ(u¯∂ju)
is the momentum density, and
σjk =
1
ρ
(pjpk + ∂jρ∂kρ)
is a stress tensor. Using the identity
ℜ(z1z¯2) = ℑz1ℑz2 + ℜz1ℜz2
we can write
σjk =
1
ρ
(pjpk + ∂jρ∂kρ) = 2ℜ(∂ku∂j u¯).
In what follows we will use both definitions of σjk according to what we find more ap-
propriate with the situation at hand. Note that integration of the first equation leads to
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mass conservation while integration of the second leads to momentum conservation. We
are ready to prove the generalized virial identity [18].
Proposition 3.1. If a is convex and u is a smooth solution to equation (3.1) on [0, T ]×Rn.
Then, the following inequality holds:
(3.2)
∫ T
0
∫
Rn
(−∆∆a)|u(x, t)|2dxdt . sup
[0,T ]
|Ma(t)|,
where Ma(t) is the Morawetz action and is given by
(3.3) Ma(t) = 2
∫
Rn
∇a(x) · ℑ(u(x)∇u(x))dx.
Proof. We can write the Morawetz action as
Ma(t) = 2
∫
Rn
(∂ja)pjdx.
Then
∂tMa(t) = 2
∫
Rn
(∂ja)∂tpjdx = 2
∫
Rn
∂ja
(
−∂k
(
σjk + δkj
(
−∆ρ+ 2
p+1
2
p− 1
p+ 1
ρ
p+1
2
)))
dx =
2
∫
Rn
(∂j∂ka)σjkdx− 2
∫
Rn
∂ja∂j
(
−∆ρ+ 2
p+1
2
p− 1
p+ 1
ρ
p+1
2
)
dx =
4
∫
Rn
(∂j∂ka)ℜ(∂ku∂j u¯)dx+ 2
∫
Rn
∆a
(
−∆ρ+ 2
p+1
2
p− 1
p+ 1
ρ
p+1
2
)
dx =
4
∫
Rn
(∂j∂ka)ℜ(∂ku∂j u¯)dx+ 2
∫
Rn
(−∆∆a)ρdx+ 2
p+3
2
p− 1
p+ 1
∫
Rn
(∆a)ρ
p+1
2 dx =
4
∫
Rn
(∂j∂ka)ℜ(∂ku∂j u¯)dx+
∫
Rn
(−∆∆a)|u|2dx+
2(p − 1)
p+ 1
∫
Rn
(∆a)|u|p+1dx.
To prove this identity we used the local conservation of momentum law, integration by
parts and the definitions of ρ and σjk. But since a is convex we have that
4(∂j∂ka)ℜ (∂j u¯∂ku) ≥ 0
and the trace of the Hessian of ∂j∂ka which is ∆a is positive. Thus,∫
Rn
(−∆∆a)|u|2dx ≤ ∂tMa(t)
and by the fundamental theorem of calculus we have that
(3.4)
∫ T
0
∫
Rn
(−∆∆a)|u(x, t)|2dxdt . sup
[0,T ]
|Ma(t)|.

CORRELATION ESTIMATES AND APPLICATIONS. 13
3.1. Interaction Morawetz inequality in dimension n ≥ 3. Using the approach above
we can derive correlation estimates that are very useful in studying the global well-posedness
and the scattering properties of nonlinear dispersive partial differential equations. For
clarity in this subsection we reproduce some calculations that have appeared in [9]. Let ui,
Fi be solutions to
(3.5) iut +∆u = F (u)
in ni−spatial dimensions. Define the tensor product u := (u1 ⊗ u2)(t, x) for x in
Rn1+n2 = {(x1, x2) : x1 ∈ R
n1 , x2 ∈ R
n2}
by the formula
(u1 ⊗ u2)(t, x) = u1(x1, t)u2(x2, t).
We abbreviate u(xi) by ui and note that if u1 solves (3.5) with forcing term F1 and u2 solves
(3.5) with forcing term F2, then u1⊗u2 solves (3.5) with forcing term F = F1⊗u2+F2⊗u1.
We have that
ρ =
1
2
|u(x)|2 = 2ρ1ρ2,
pk = ℑ(u1u2∂j(u1u2)) =
(
pk(u1)⊗ |u2|
2, pk(u2)⊗ |u1|
2
)
,
σjk = 2ℜ(∂j(u1u2)∂k(u1u2)) = 2
(
σjk(u1)⊗ |u2|
2 + σjk(u2)⊗ |u1|
2
)
,
where ρi =
1
2 |ui|
2, i = 1, 2, and similarly for pk(ui), σjk(ui). Then the local conservation
laws can be written in the following way
∂tρ+ ∂jpj = 0
∂tpk + ∂k (σjk − δkj∆ρ+G) = 0
where
G = 2
p+1
2
p− 1
p+ 1
(
G1 ⊗ |u2|
2 +G2 ⊗ |u1|
2
)
≥ 0
and Gi = G(ui) = ρ
p+1
2
i . Of course in this setting ∇ = (∇x1 ,∇x2) and ∆ = ∆x1 +∆x2 .
If we now apply Proposition 3.1 for the tensor product of the two solutions we obtain
for a convex functions a that
(3.6)
∫ T
0
∫
R
n1⊗Rn2
(−∆∆a)|u1 ⊗ u2|
2(x, t)dxdt . sup
[0,T ]
|M⊗2a (t)|
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where again ∆ = ∆x1 + ∆x2 the Laplacian in R
n1+n2 and M⊗2a (t) is the Morawetz action
that corresponds to u1 ⊗ u2 and thus
M⊗2a (t) = 2
∫
R
n1⊗Rn2
∇a(x) · ℑ (u1 ⊗ u2(x)∇(u1 ⊗ u2(x))) dx =
Ma(u1(t))⊗ |u2|
2 +Ma(u2(t))⊗ |u1|
2.
Now we pick a(x) = a(x1, x2) = |x1−x2| where (x1, x2) ∈ R
n×Rn. Then an easy calculation
shows that
−∆∆a(x1, x2) =
{
C1δ(x1 − x2) if n = 3
C2
|x1−x2|3 if n ≥ 4
where C1, C2 are constants. Applying equation (3.6) with this choice of a and choosing
u1 = u2 we get that in the case that n = 3∫ T
0
∫
R3
|u(x, t)|4dx . sup
[0,T ]
|M⊗2a (t)|
and in the case that n ≥ 4∫ T
0
∫
Rn⊗Rn
|u(x2, t)|
2 |u(x1, t)|
2
|x1 − x2|3
dx1dx2dt . sup
[0,T ]
|M⊗2a (t)|.
But ∫ T
0
∫
Rn⊗Rn
|u(x2, t)|
2 |u(x1, t)|
2
|x1 − x2|3
dx1dx2dt =
∫ T
0
∫
Rn
(|u|2 ⋆
1
| · |3
)(x)|u(x)|2dxdt.
Now we define for n ≥ 4 the integral operator
D−(n−3)f(x) :=
∫
Rn
u(y)
|x− y|3
dy
where D stands for the derivative. This is indeed defined since for n ≥ 4 the distributional
Fourier transform of |x|−3 is given by
|̂ · |−3(ξ) = |ξ|−(n−3).
By applying Plancherel’s Theorem and distribute the derivatives we obtain that∫ T
0
∫
Rn⊗Rn
|u(x2, t)|
2 |u(x1, t)|
2
|x1 − x2|3
dx1dx2dt =
∫ T
0
∫
Rn
|D−
n−3
2 (|u(x)|2)|2dxdt.
Thus we obtain that ∫ T
0
∫
Rn
|D−
n−3
2 (|u(x)|2)|2dxdt . sup
[0,T ]
|M⊗2a (t)|.
For the sake of simplicity we combine the two estimates for n ≥ 3 pretending that D0 = 1
into
‖D−
n−3
2 (|u(x)|2)‖2L2tL2x
. sup
[0,T ]
|M⊗2a (t)|.
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It can be shown using Hardy’s inequality (for details see [11]) that for n ≥ 3
sup
[0,T ]
|Ma(t)| . sup
[0,T ]
‖u(t)‖2
H˙
1
2
Since we have that
M⊗2a (t) =Ma(u1(t))⊗ |u2|
2 +Ma(u2(t))⊗ |u1|
2
we obtain
(3.7) ‖D−
n−3
2 (|u(x)|2)‖2L2tL2x
. sup
[0,T ]
‖u(t)‖2
H˙
1
2
‖u(t)‖2L2
which is the interaction Morawetz estimates that appears in [11] and in [26].
Remark 3.2. The above method breaks down for n < 3 since the distribution −∆∆(|x|) is
not positive anymore.
3.2. Interaction Morawetz inequality in two dimensions. In two dimensions in [9],
we follow an alternative approach. In that case (x1, x2) ∈ R
2 × R2. The idea is again
to consider the tensor product of two solutions but with a different weight function. We
couldn’t prove that −∆∆a(x) is positive. Instead we obtained a difference of two positive
functions and we balanced the two terms by picking the constants in an appropriate way.
The details were as follows.
Let f : [0,∞)→ [0,∞) be such that
f(x) :=

1
2M x
2(1− log xM ) if |x| <
M√
e
100x if |x| > M
smooth and convex for all x
and M is a large parameter that we will choose later. It is obvious that the functions
1
2M x
2(1− log xM ) and 100x are convex in their domain, and the graph of either function lies
strictly above the tangent lines of the other. Thus one can construct a function with the
above properties. Note also that for x ≥ 0 we have that f ′(x) ≥ 0. If we apply Proposition
3.1 with the weight a(x1, x2) = f(|x1− x2|) and tensoring again two functions we conclude
that ∫ T
0
∫
R2×R2
(−∆∆a(x1, x2))|u(x1, t)|
2|u(x2, t)|
2dx1dx2dt . 2 sup
[0,T ]
|M⊗2a (t)|
But for |x1 − x2| <
M√
e
we have that ∆a(x1, x2) =
2
M log(
M
|x1−x2|) and thus
−∆∆a(x1, x2) =
4π
M
δ{x1=x2}.
On the other hand for |x1 − x2| > M we have that
−∆∆a(x1, x2) = O(
1
|x1 − x2|3
) = O(
1
M3
).
We have a similar bound in the region in between just because a(x1, x2) is smooth, so all
in all, we have
−∆∆a(x1, x2) =
4π
M
δ{x1=x2} +O(
1
M3
).
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Thus∫ T
0
∫
R2×R2
(−∆∆a(x1, x2))|u(x1, t)|
2|u(x2, t)|
2dx1dx2dt = O(
1
M
)
∫ T
0
∫
R2
|u(x, t)|4dxdt+
O(
1
M3
)
∫ T
0
∫
R2×R2
|u(x1, t)|
2|u(x2, t)|
2dx1dx2dt.
By Fubini’s Theorem
(3.8)
C
M3
∫ T
0
∫
R2×R2
|u(x1, t)|
2|u(x2, t)|
2dx1dx2dt .
CT
M3
‖u‖4L∞t L2x
.
On the other hand by the analogue of Hardy’s inequality in 2d we have
sup
[0,T ]
|M⊗2a (t)| . sup
[0,T ]
‖u‖2L∞t L2x
‖u‖2
L∞t H˙
1
2
x
.
Thus by applying Proposition 3.1
1
M
∫ T
0
∫
R2
|u(x, t)|4dxdt . sup
[0,T ]
‖u‖2L∞t L2x
‖u‖2
L∞t H˙
1
2
x
+
T
M3
‖u‖4L∞t L2x
.
Multiplying the above equation by M and balancing the two terms on the right hand side
by picking
M ∼ T
1
3
 ‖u‖L∞t L2x
‖u‖
L∞t H˙
1
2
x
 23
we get a better estimate than was obtained in [14]
‖u‖4L4
t∈[0,T ]
L4x
. T
1
3 ‖u‖
8
3
L∞t L
2
x
‖u‖
4
3
L∞t H˙
1
2
x
.
3.3. A new correlation estimate in two dimensions. Proof of Theorem 1. We
can refine the tensor product approach of the previous subsection and find a convex weight
function a(x) such that the distribution −∆∆a(x) is positive. Notice that so far we have
used a(r = |x|) such that a(r) ∼ r2 log 1r for r ∼ 0 and a(r) ∼ r for large values of r. In
between we didn’t provide an explicit formula but used only the quantitative properties of
the function. We would like to follow this path one more time and implicitly define a radial
function a : R2 → R such that
∆a(r) =
∫ ∞
r
s log(
s
r
)wr0(s)ds
where
wr0(s) :=
{
1
s3
if s ≥ r0
0 otherwise
and r0 > 0 and small. Notice that for r < r0 an explicit calculation shows that
∆a(r) =
∫ ∞
r
s log(
s
r
)wr0(s)ds =
∫ ∞
r0
s log(
s
r
)wr0(s)ds =∫ ∞
r0
s log(
s
r
)
1
s3
ds =
1
r0
(
1 + log
r0
r
)
.
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Now if we solve the equation
arr(r) +
1
r
ar(r) = ∆a(r)
with the initial conditions a(0) = 0 and ar(0) = 0 we obtain that for r < r0
a(r) =
r2
2r0
(
1 +
1
2
log
r0
r
)
.
Moreover for r ≥ r0 we have
∆a(r) =
∫ ∞
r
s log(
s
r
)wr0(s)ds =
∫ ∞
r
s log(
s
r
)
1
s3
ds =
1
r
.
Solving again
arr(r) +
1
r
ar(r) = ∆a(r)
we obtain that for r ≥ r0
a(r) = r.
Thus the weight function a is a function that we have already seen. In addition by the
definition of w(x) and a(x) we have that
∆a ≥ 0
and ∫
R2
wr0(|~x|)dx =
2π
r0
or
∫ ∞
0
swr0(s)ds =
1
r0
.
∆a can be rewritten as
∆a =
∫ ∞
0
swr0(s) log(
s
r
)ds−
∫ r
0
swr0(s) log(
s
r
)ds =
−
1
r0
log(r) +
∫ ∞
0
swr0(s) log(s)ds+
∫ r
0
swr0(s) log(
r
s
)ds.
By setting logC = r0
∫∞
0 swr0(s) log(s)ds we can write
∆a =
1
r0
log(
C
r
) + p(r)
where
p(r) =
∫ r
0
wr0(s)s log(
s
r
)ds.
It is immediate that the Laplacian of the radial function p is wr0(r) as an explicit calculation
shows using the fact that
∆p = prr +
1
r
pr
Thus ∆p = wr0 and
−∆∆a(|x|) =
2π
r0
δ(|x|) − wr0(|x|)
We want to apply Proposition 3.1 with a( ~x1, ~x2) = a(| ~x1 − ~x2|) to a tensor product of
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two functions. We need to prove that a(r) is convex and as we have already mentioned this
will be immediate if we establish that arr ≥ 0 and ar ≥ 0. Assuming this is true we obtain
(3.9)∫ T
0
2π
r0
∫
R2
|u(~x)|4d~xdt−
∫ T
0
∫
R2×R2
wr0(| ~x1− ~x2|)|u( ~x1)|
2|u( ~x2)|
2d ~x1d ~x2dt . sup
[0,T ]
|M⊗2a (t)|.
The left hand side can be rewritten as∫ T
0
2π
r0
∫
R2
|u(x)|4dxdt−
∫ T
0
∫
R2×R2
wr0(|x1 − x2|)|u(x1)|
2|u(x2)|
2dx1dx2dt =
1
2
∫ T
0
2π
r0
∫
R2
|u(x1)|
4dx1dt+
1
2
∫ T
0
2π
r0
∫
R2
|u(x2)|
4dx2dt−
∫ T
0
∫
R2×R2
wr0(|x1 − x2|)|u(x1)|
2|u(x2)|
2dx1dx2dt.
Taking into account that ∫
R2
wr0(|x1 − x2|)dx1 =
2π
r0
we can rewrite (3.9) as∫ T
0
∫
R2×R2
{|u(t, x1)|
2 − |u(t, x2)|
2}2wr0(|x1 − x2|)dx1dx2dt . sup
[0,T ]
|M⊗2a (t)|.
Since this last estimate is true for every r0 > 0, by taking the limit as r0 → 0 we obtain∫ T
0
∫
R2×R2
{|u(t, x1)|
2 − |u(t, x2)|
2}2
|x1 − x2|3
dx1dx2dt . sup
[0,T ]
|M⊗2a (t)|.
But ∫
R2×R2
{|u(t, x1)|
2 − |u(t, x2)|
2}2
|x1 − x2|3
dx1dx2 = ‖|u|
2‖2
H˙
1
2
see for example [1] exercise 7 on page 162. Thus we get
‖D1/2|u|2‖2L2tL2x
. sup
[0,T ]
|M⊗2a (t)|.
If ~∇a = ~x|~x|ar is bounded, we can estimate M
⊗2
a (t) as before and obtain the new a priori
correlation estimate for solutions of (3.1)
‖D1/2|u|2‖2L2tL2x
. ‖u‖2L∞t L2x
‖u‖2
L∞t H˙
1
x
.
Thus it remains to establish that a(r) is convex and that ar(r) is bounded. For r near zero
we have that a(r) ∼ r2 log(1r ) and thus ar is bounded for small values of r. In particular
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ar(0) = 0. Using this as an initial condition we can solve in terms of ar the equation
arr +
1
rar = ∆a and obtain
ar(r) =
1
r
∫ r
0
s(∆a)(s)ds ≥ 0.
Thus ar ≥ 0. We will shortly show that arr ≥ 0 for any r > 0 and thus ar(r) is a positive
increasing function. Because of this it is enough to consider the values of ar for large values
of r. Recall that
∆a(r) =
∫ ∞
r
s log(
s
r
)wr0(s)ds
and that for s ≥ r0, wr0(s) =
1
s3 . Thus
∆a(r) =
∫ ∞
r
1
s2
log(
s
r
)ds =
1
r
.
Since for s ≥ r0 we have ∆a(s) =
1
s , for r ≥ s ≥ r0 we obtain
ar(r) =
1
r
∫ r
0
ds = 1
and ar is bounded. It remains to show that arr ≥ 0 for r ≥ 0. To this end notice that
arr(r) = ∆a(r)−
1
r
ar(r) = ∆a(r)−
1
r2
∫ r
0
s(∆a)(s)ds =
q(r)
r2
where
q(r) =
∫ r
0
[2∆a(r)−∆a(s)]sds.
It remains to show that q(r) ≥ 0. Since q(0) = 0, it is enough to show that qr(r) ≥ 0. An
elementary calculation shows that
qr(r) = r[∆a(r) + r(∆a)
′(r)].
Thus it remains to show that
∆a(r) + r(∆a)′(r) ≥ 0.
Recalling one more time that
∆a(r) =
∫ ∞
r
s log(
s
r
)ws(s)ds.
If we differentiate with respect to r we obtain
∆a)′(r) = −
1
r
∫ ∞
r
swr0(s)ds.
Thus
∆a(r) + r(∆a)′(r) =
∫ ∞
r
swr0(s) log
s
re
ds
A calculation shows that
∆a(r) + r(∆a)′(r) =
{
1
r0
log r0r if r < r0
0 ifr ≥ r0
and thus we are done.
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3.4. Commutator vector operators and correlation estimates. An alternative
proof of Theorem 1. In this subsection we derive correlation estimates by using commu-
tator vector operators acting on the conservation laws of the equation. It turns out that
this method is more flexible and can also be generalized. Recall that
M⊗2a (t) = 2
∫
R
n1⊗Rn2
∇a(x) · ℑ (u1 ⊗ u2(x)∇(u1 ⊗ u2(x))) dx
is the Morawetz action for the tensor product of two solutions u := (u1 ⊗ u2)(t, x) where
x = (x1, x2) ∈ R
n⊗Rn. If we specialize to the case that u1 = u2, a(x) = |x| and n ≥ 2 and
observe that
∂x1a(x1, x2) =
x1 − x2
|x1 − x2|
= −
x2 − x1
|x1 − x2|
= −∂x2a(x1, x2)
we can view M⊗2a (t) :=M(t) as
(3.10) M(t) =
∫
Rn⊗Rn
x1 − x2
|x1 − x2|
· {~p(x1, t)ρ(x2, t)− ~p(x2, t)ρ(x1, t)}dx1dx2
where ρ = 12 |u|
2 is the mass density and pj = ℑ(u¯∂ju) is the momentum density. Now let’s
define the integral operator
D−(n−1)f(x) =
∫
Rn
1
|x− y|
f(y)dy
where D stands for the derivative. This is indeed justified because for n ≥ 2 the distribu-
tional transform of 1|x| is
1
|ξ|n−1 . The main observation is that we can write the action term
M(t) using a commutator in the following manner,
M(t) = 〈[x;D−(n−1)]ρ(t) | ~p(t)〉.
This equation follows from an elementary rearrangement of the terms of (3.10). This
suggests that the estimate is derived using the vector operator, which we will denote by ~X ,
defined by
~X = [x;D−(n−1)].
We change notation and write x1 := x and x2 := y. The crucial property is that the
derivatives of this operator ∂jX
k form a positive definite operator. Note that in physical
space
~Xf(x) =
∫
Rn
x− y
|x− y|
f(y)dy
and a calculation shows that
∂jX
k = D−(n−1)δkj + [xk;Rj ]
where Rj is the singular integral operator corresponding to the symbol
ξj
|ξ|n−1 . Thus we
have that
Rj = ∂jD
−(n−1)
and acts on function in the following manner
Rjf(x) = −
∫
Rn
xj − yj
|x− y|3
f(y)dy.
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To see how ∂jX
k acts on functions we associate a kernel with the commutator [xk;Rj ], let’s
call it rjk(x, y) and thus
[xk;Rj ]f(x) =
∫
Rn
rjk(x, y)f(y)dy
where
rkj(x, y) = −
(xk − yk)(xj − yj)
|x− y|3
.
Thus
(∂jX
k)f(x) =
∫
Rn
ηkj(x, y)f(y)dy
where
ηkj(x, y) =
δkj|x− y|
2 − (xj − yj)(xk − yk)
|x− y|3
and thus the derivatives of the vector operator ~X form a positive definite operator. Note
also that the divergence of the vector field ~X is given by
∇ · ~X = ∂jX
j = nD−(n−1) + [xj ;Rj ] = (n− 1)D−(n−1).
Now if we differentiate
M(t) = 〈[x;D−(n−1)]ρ(t) | ~p(t)〉 = 〈 ~Xρ(t) | ~p(t)〉
we obtain that
(3.11) ∂tM(t) = 〈 ~X∂tρ(t) | ~p(t)〉 − 〈 ~X · ∂t~p(t) | ρ(t)〉
where we have used the fact that ~X is an antisymmetric operator. Now recall the local
conservation laws
(3.12) ∂tρ+ ∂jpj = 0
(3.13) ∂tpk + ∂k
(
σjk + δkj
(
−∆ρ+ 2
p+1
2
p− 1
p+ 1
ρ
p+1
2
))
= 0.
To simplify the calculations we will treat the cubic nonlinearity (p = 3) but the method is
general and give the same results for the general nonlinearity |u|p−1u. Thus we have
(3.14) ∂tpk + ∂k
(
σjk + δkj
(
−∆ρ+ 2ρ2
))
= 0.
Applying the operator to the equation (3.12) and contracting with pk and similarly applying
the operator to equation (3.14) and contracting with ρ we obtain that
∂tM(t) = 〈σkj(t) | (∂jX
k)ρ(t)〉 − 〈pj(t) | (∂jX
k)pk(t)〉+
〈(−∆ρ(t) + 2ρ2(t)) | (∂jX
j)ρ(t)〉
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Now recalling that
σjk =
1
ρ
(pjpk + ∂jρ∂kρ)
we have that
∂tM(t) = P1 + P2 + P3 + P4
where
(3.15) P1 := 〈ρ
−1∂kρ∂jρ | (∂jXk)ρ(t)〉
(3.16) P2 := 〈ρ
−1pkpj | (∂jXk)ρ(t)〉 − 〈pj | (∂jXk)pk〉
(3.17) P3 := 〈(−∆ρ) | (∂jX
j)ρ(t)〉 = 〈(−∆ρ) | (∇ · ~X)ρ(t)〉
(3.18) P4 := 2〈(ρ
2 | (∂jX
j)ρ(t)〉 = 2〈(ρ2 | (∇ · ~X)ρ(t)〉
The term P1 is clearly positive since ∂jX
k is a positive definite operator. Let’s analyze P3.
Recalling that −∆ = D2 we have that
P3 = 〈(−∆ρ) | (∇ · ~X)ρ(t)〉 = (n − 1)〈(D
2ρ) | D−(n−1)ρ(t)〉 =
(n− 1)〈D−
n−3
2 ρ | D−
n−3
2 ρ(t)〉 =
n− 1
2
‖D−
n−3
2 (|u|2)‖2L2 .
P4 is also positive since
P4 = 2〈(ρ
2 | (∇ · ~X)ρ(t)〉 = 2(n− 1)〈(ρ2 | D−(n−1)ρ(t)〉 ≥
2(n − 1)〈(D−
n−1
2 ρ
3
2 | D−
n−1
2 ρ
3
2 〉 ≥ 0.
Another way to inspect the positivity of this term is by explicitly expressing it as
P4 = 2
∫
Rn×Rn
ρ2(x)ρ(y)
|x− y|
dxdy =
1
4
∫
Rn×Rn
|u(x)|4|u(y)|2
|x− y|
dxdy ≥ 0.
The only term that its positivity is not immediate is term P2. Recall that
(∂jX
k)f(x) =
∫
Rn
ηkj(x, y)f(y)dy
where the kernel ηkj(x, y) is symmetric. Then
P2 =
∫
Rn×Rn
{
ρ(y)
ρ(x)
pk(x)pj(y)− pk(y)pj(x)}ηkj(x, y)dxdy
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By changing variables we get
P2 =
∫
Rn×Rn
{
ρ(x)
ρ(y)
pk(y)pj(x)− pk(x)pj(y)}ηkj(x, y)dxdy
and thus
P2 =
1
2
∫
Rn×Rn
{
ρ(y)
ρ(x)
pk(x)pj(y)+
ρ(x)
ρ(y)
pk(y)pj(y)−pj(x)pk(y)−pj(y)pk(x)}ηkj(x, y)dxdy =
1
2
∫
Rn×Rn
{
√
ρ(y)
ρ(x)
pk(x)−
√
ρ(x)
ρ(y)
pj(y)}{
√
ρ(y)
ρ(x)
pj(x)−
√
ρ(x)
ρ(y)
pk(y)}ηkj(x, y)dxdy.
Thus if we define the two point momentum vector
~J(x, y) =
√
ρ(y)
ρ(x)
~p(x)−
√
ρ(x)
ρ(y)
~p(y)
we can write
P2 =
1
2
〈J jJk | (∂jX
k)〉 ≥ 0
since ∂jX
k is positive definite.
We keep only P3 and after integrating in time we have the main estimate of this paper
which reads
‖D−
n−3
2 (|u|2)‖2L2tL2x
. sup
t
M(t).
It remains to show that M(t) is bounded by the appropriate norms. But
M(t) = 〈[x;D−(n−1)]jρ(t) | pj(t)〉 . ‖pj‖L1‖[x;D
−(n−1)]jρ(t)‖L∞ .
‖pj‖L1‖ρ‖L1‖[x;D
−(n−1)]j‖L1→L∞ .
Now by Hardy’s inequality we have
‖pj‖L1 . ‖u‖
2
H˙
1
2
while
‖ρ‖L1 =
1
2
‖u‖2L2 .
Finally the operator norm ‖[x;D−(n−1)]j‖L1→L∞ is bounded by 1 since for f ∈ L1
~Xf(x) =
∫
Rn
x− y
|x− y|
f(y)dy.
Thus all in all we have that
‖D−
n−3
2 (|u|2)‖2L2tL2x
. ‖u‖2
L∞t H˙
1
2
‖u‖2L∞t L2x
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valid for all n ≥ 2. In particular for n = 2 the estimate reads
‖D
1
2 (|u|2)‖2L2tL2x
. ‖u‖2
L∞t H˙
1
2
‖u‖2L∞t L2x
which corresponds to the nonlinear diagonal case analogue of Bourgain’s bilinear refinement
of Strichartz estimate, [2]. In this paper we will use the following estimate in 2d
(3.19) ‖u‖4L4tL8x
. ‖u‖2
L∞t H˙
1
2
‖u‖2L∞t L2x
which can be obtained by the previous estimate and the Sobolev embedding in two dimen-
sions since
‖u‖4L4tL8x
= ‖|u|2‖2L2tL4x
. ‖D
1
2 (|u|2)‖2L2tL2x
. ‖u‖2
L∞t H˙
1
2
‖u‖2L∞t L2x
.
Note that the method we used is quite general. Thus we can consider operators of the form
~X := [x : H]
where H is a selfadjoint operator. The two crucial properties that we need is that ∂jX
k is
positive and that we can bound the action M(t) for a weight function a(x). We will exploit
these in a subsequent paper.
3.5. Correlation estimates in one dimension. Proof of Theorem 2. In this sub-
section we would like to prove the analogue of (3.7) in one dimension. Thus we show
that
(3.20) ‖∂x(|u|
2)‖2L∞t L2x
. ‖u‖3L∞t L2x
‖u‖L∞t H˙1x
for solutions of the one dimensional NLS iut + uxx = |u|
p−1u for any p. Since this is
a linear estimate as the proof will show the estimate is true for any power nonlinearity.
We will do the calculations for p = 3 but the same calculations establish (3.20) for any
power nonlinearity. We will follow the Gauss-Weierstrass summability method. The local
conservation laws in one dimension can be written in the following form
Mass conservation
(3.21) ∂tρ+ ∂xp = 0
and momentum conservation
(3.22) ∂tp+ ∂x{2ρ
2 − ρxx +
1
ρ
(p2 + ρ2x)} = 0
where ρ = 12 |u|
2 and p = ℑ(u¯ux).
Define the action
M(t) =
∫ ∫
R×R
a(x− y)ρ(y)p(x)dxdy
where
a(x− y) = erf(
x− y
ǫ
) =
∫ x−y
ǫ
−∞
e−t
2
dt
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is the scaled error function. This function is odd and bounded by 1. Its derivative is
∂xerf(
x− y
ǫ
) =
1
ǫ
e−
(x−y)2
ǫ2 ≥ 0
which is the heat kernel in one dimension. It is immediate that
sup
t
|M(t)| . ‖u‖3L∞t L2x
‖u‖L∞t H˙1x
.
Notice that the action M(t) can be written as
M(t) = 〈Xρ | p〉
where the antisymmetric operator
Xf(x) = (erf(
·
ǫ
) ⋆ f)(x) =
∫
R
erf(
x− y
ǫ
)f(y)dy
The derivative of this operator is the solution of the heat equation in one dimension
X
′
f(x) =
1
ǫ
∫
R
e−
(x−y)2
ǫ2 f(y)dy
with initial data the function f(x). SinceX is antisymmetric and thus 〈Xf | g〉 = −〈f |Xg〉
by differentiating the action with respect to time we obtain
M˙(t) = 〈X∂tρ | p〉+ 〈Xρ | ∂tp〉 = −〈∂tρ | Xp〉+ 〈Xρ | ∂tp〉.
If we use the conservation laws (3.21) and (3.22) and integrate by parts we have that
M˙(t) = P1 + P2 + P3 + P4
where
P1 = 〈X
′
ρ |
1
ρ
ρ2x〉, P4 = 〈X
′
ρ | 2ρ2〉
P3 = 〈X
′
ρ | − ρxx〉, P2 = 〈X
′
ρ |
1
ρ
p2〉 − 〈X
′
p | p〉
But
P1 =
∫ ∫
1
ǫ
e−
(x−y)2
ǫ2
ρ(y)
ρ(x)
ρ2x(x)dxdy ≥ 0.
P4 =
∫ ∫
2
ǫ
e−
(x−y)2
ǫ2 ρ(y)ρ(x)2dxdy ≥ 0.
P2 =
∫ ∫
1
ǫ
e−
(x−y)2
ǫ2
(
ρ(y)
ρ(x)
p2(x)− p(x)p(y)
)
dxdy
and thus
2P2 =
∫ ∫
1
ǫ
e−
(x−y)2
ǫ2
(
ρ(y)
ρ(x)
p2(x) +
ρ(x)
ρ(y)
p2(y)− 2p(x)p(y)
)
dxdy =
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∫ ∫
1
ǫ
e−
(x−y)2
ǫ2
(√
ρ(y)
ρ(x)
p(x)−
√
ρ(x)
ρ(y)
p(y)
)2
dxdy ≥ 0.
Thus we have that
P3 ≤ M˙(t).
But
P3 =
∫ ∫
1
ǫ
e−
(x−y)2
ǫ2 ρ(y)(−ρxx(x))dxdy ≥ 0 =
=
∫
(
1
ǫ
e−(
·
ǫ
)2 ⋆ ρ)(x)(−ρxx(x))dx =
∫
ξ2ρˆ2(ξ)e−ǫξ
2
dξ
by Plancherel’s theorem. Sending ǫ ↓ 0 and integrating in time we obtain (3.20).
Actually more is true. Notice that since
lim
ǫ→0
(
1
ǫ
e−(
·
ǫ
)2 ⋆ ρ)(x) = ρ(x)
we have that
lim
ǫ→0
P1 =
∫
ρ2x(x)dx =
1
4
‖∂x(|u|
2)‖2L2x ,
lim
ǫ→0
P2 = 0
lim
ǫ→0
P4 =
1
4
‖u‖6L6x
Notice that P1 and P3 are linear estimates and P4 is the nonlinear estimate. Thus if we
consider a nonlinearity of the form |u|p−1u we have that
lim
ǫ→0
P4 =
1
2
p+1
2
‖u‖p+3
Lp+3x
.
This implies that for the solutions of iut + uxx = |u|
p−1u we obtain the following a priori
1d estimate
‖u‖p+3
Lp+3t L
p+3
x
. ‖u‖3L∞t L2x
‖u‖L∞t H˙1x
.
Recalling that the scaling is
uλ(x, t) = λ−
2
p−1u(
x
λ
,
t
λ
)
we can easily verify that the above estimate is scale invariant.
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4. H1 scattering. Proof of Theorem 3
In this section we prove Theorem 3. As we have said the first proof of this result was ob-
tained in [20] with a more complicated argument using induction on energy. An analogous
simplified proof of scattering for the L2-supercritical NLS problems in one space dimension
appears in [10]. What we have shown so far is that for solutions of the (1.1) in two dimen-
sions the following global a priori estimate is true
(4.1) ‖D
1
2 (|u|2)‖L2tL2x . ‖u‖L∞t H˙
1
2
x
‖u‖L∞t L2x .
As we have already mentioned by Sobolev embeding and using (4.1) we obtain that
(4.2) ‖u‖4L4tL8x
. ‖u‖2
L∞t H˙
1
2
x
‖u‖2L∞t L2x
.
By conservation of energy and mass the estimate implies that
(4.3) ‖u‖L4tL8x . CE(u0)
To prove scattering we have to upgrade this control to Strichartz control. Define the
norms
‖u‖S1 := sup
1
q
+ 1
r
= 1
2
‖〈∇〉u‖S0 .
Assume that we have
‖u‖L4tL8x . CE(u0).
Divide the real line into finitely many sub-intervals Ij such that on each Ij we have that
‖u‖L4t∈IjL
8
x
∼ δ.
We will show that on each Ij we have the bound
(4.4) ‖u‖S1(Ij) . ‖u0‖H1 .
Since there are only finitely many Ij’s we have
‖u‖S1 . CE
and thus scattering follows by standard arguments. Thus it remains to prove (4.4).
We will suppress the Ij notation for what follows. By Duhamel’s formula we have
u(x, t) = eit∆u0 − i
∫ T
0
ei(t−s)∆(|u|p−1u)(s)ds.
By Lemma 2.2 and Ho¨lder’s inequality we have that
‖u‖S1 . ‖u0‖H1 + ‖〈∇〉(|u|
p−1u)‖
Lt
4
3L
4
3
x
. ‖u0‖H1 + ‖|u|
p−1(〈∇〉u)‖
Lt
4
3L
4
3
x
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. ‖u0‖H1 + ‖〈∇〉u‖L∞t L2x‖u
p−1‖
L
4
3
t L
4
x
. ‖u0‖H1 + ‖u‖S1‖u
p−1‖
L
4
3
t L
4
x
. ‖u0‖H1 + ‖u‖S1‖u‖
ǫ
L4tL
8
x
‖u‖p−1−ǫ
L
4(p−1−ǫ)
3−ǫ
t L
8(p−1−ǫ)
2−ǫ
x
.
This last inequality follows by the interpolation of the Lp spaces. Thus
‖u‖S1 . ‖u0‖H1 + δ
ǫ‖u‖S1‖u‖
p−1−ǫ
L
4(p−1−ǫ)
3−ǫ
t L
8(p−1−ǫ)
2−ǫ
x
.
Now we apply Sobolev embedding
‖u‖
L
4(p−1−ǫ)
3−ǫ
t L
8(p−1−ǫ)
2−ǫ
x
. ‖|∇|αu‖
L
4(p−1−ǫ)
3−ǫ
t L
4(p−1−ǫ)
2p−5−ǫ
x
where
α =
p− 3− ǫ4
p− 1− ǫ
.
Note to apply the Sobolev embedding we must have 8(p−1−ǫ)2−ǫ >
4(p−1−ǫ)
2p−5−ǫ a restriction which
gives p > 3 + ǫ4 which is acceptable. For the same reason α > 0. Finally note that the pair
(4(p−1−ǫ)3−ǫ ,
4(p−1−ǫ)
2p−5−ǫ ) is Strichartz admissible and thus since α < 1 we have that
‖|∇|αu‖
L
4(p−1−ǫ)
3−ǫ
t L
4(p−1−ǫ)
2p−5−ǫ
x
. ‖u‖S1 .
All in all we have
‖u‖S1 . ‖u0‖H1 + δ
ǫ‖u‖p−ǫ
S1
and by a continuity argument for ǫ small we obtain
(4.5) ‖u‖S1 . CE.
We now use this estimate to prove asymptotic completeness, that is, there exist unique u±
such that
(4.6) ‖u(t)− eit∆u±‖H1(R2) → 0 as t→ ±∞.
By time reversal symmetry, it suffices to prove the claim for positive times only. For t > 0,
we define v(t) := e−it∆u(t). We will show that v(t) converges in H1x as t→ +∞, and define
u+ to be the limit. Indeed, by Duhamel’s formula,
(4.7) v(t) = u0 − i
∫ t
0
e−is∆
(
|u|p−1u
)
(s) ds.
Therefore, for 0 < τ < t,
v(t)− v(τ) = −i
∫ t
τ
e−is∆
(
|u|p−1u
)
(s) ds.
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Arguing as above, by Lemma 2.2 and Sobolev embedding,
‖v(t) − v(τ)‖H1(R2) . ‖〈∇〉
(
|u|p−1u
)
‖
L
4
3
t L
4
3
x ([t,τ ]×R2)
. ‖u‖ǫLt∈[t,τ ]4L8x
‖〈∇〉u‖p−ǫ
S0([t,τ ])
.
Thus, by (4.3) and (4.5),
‖v(t)− v(τ)‖H1(R) → 0 as τ, t→∞.
In particular, this implies u+ is well defined and inspecting (4.7) we find
u+ = u0 − i
∫ ∞
0
e−is∆(|u|p−1u)(s) ds.
Using the same estimates as above, it is now an easy matter to derive (4.6). This completes
the proof of Theorem 3.
5. Proof of Theorem 5 and comments on further refinements.
There is a problem when one tries to employ the strategy of Section 4 to prove Theorem
4. To prove that the problem is globally well-posed and that it scatters we have to obtain
a priori control on the Strichartz norms. The idea is to upgrade (4.2) to obtain control on
all the relevant Strichartz norms. The problem is that for solutions below the energy space
the right hand side of (4.2) is not bounded anymore. Recall that to prove Theorem 3 we
used strongly the fact that the H1 norm of the solutions was bounded. Then we used this
bound along with the estimate (4.2) to bound the S1 norm of the solutions. Thus to prove
Theorem 4 we have to bound the Hs norm of the solution uniformly in time for s < 1 and
then use this bound along with (4.2). The H1 bound came from conservation of energy and
we do not have at the moment a conserved quantity at the Hs level. But we can define a
new functional
(5.1) E(Iu)(t) =
1
2
∫
|∇Iu(t)|2dx+
1
p+ 1
∫
|Iu(t)|p+1dx = E(Iu0).
where Iu is a solution to the initial value problem
(5.2)
{
iIut +∆Iu− I(|u|
2ku) = 0, x ∈ R2, t ∈ R,
Iu(x, 0) = Iu0(x) ∈ H
s(R2).
Note that Iu solves the original equation (1.1) up to an error
I(|u|2ku)− |Iu|2kIu.
Because of this we expect the functional E(Iu) to be ”almost conserved” in the sense that
its derivative will decay with respect to a large parameter. This will allow us to control
E(Iu) in time intervals that the local solutions are well-posed and we can iterate this control
to obtain control globally in time. Then immediately we obtain a bound for the H1 norm
of Iu which by Lemma 2.4 will give us an Hs bound for the solutions u. In this process
we will strongly use (4.2). On the other hand, to be able to use (4.2) we need to have Hs
control on the norm of u. This feedback argument can be successfully implemented with
the help of a standard continuity argument and this will be the contenx of this section. We
will follow closely the argument in [10].
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We start by showing that the functional E(Iu) is almost conserved. We need to define
new norms. We fix t ∈ [t0, T ] and define
‖u‖Z(t) := sup
(q,r) admissible
(∑
N≥1
‖∇PNu‖
2
LqtL
r
x([t0,t]×R)
)1/2
with the convention that P1u = P≤1u. We observe the inequality
(5.3)
∥∥∥(∑
N∈2Z
|fN |
2
)1/2∥∥∥
LqtL
r
x
≤
(∑
N∈2Z
‖fN‖
2
LqtL
r
x
)1/2
for all 2 ≤ q, r ≤ ∞ and arbitrary functions fN , which one proves by interpolating between
the trivial cases (2, 2), (2,∞), (∞, 2), and (∞,∞). In particular, (5.3) holds for all admis-
sible exponents (q, r). Combining this with the Littlewood-Paley inequality, we find
‖u‖LqtLrx .
∥∥∥(∑
N∈2Z
|PNu|
2
)1/2∥∥∥
LqtL
r
x
.
(∑
N∈2Z
‖PNu‖
2
LqtL
r
x
)1/2
.
In particular,
‖∇u‖S0([t0,t]) . ‖u‖Z(t).
The appearance of the homogeneous derivative in our definition of the space Z(t) instead
of the non-homogeneous derivative operator 〈∇〉 that we used in [9] is imposed by the level
of the criticality. That means that as the problem is L2-supercritical, the L2 norm of Iuλ
grows as λ grows. Thus using scaling we cannot control the full H1 norm of the rescaled
solution. This is the reason that we define the Z norm as the homogeneous part of the H1
norm. The reader can notice that we control all subsequent quantities by the homogeneous
part of the H1 norm where scaling works in our favor.
The dual estimate of (5.3) is
(5.4)
(∑
N∈2Z
‖fN‖
2
Lq
′
t L
r′
x
)1/2
≤
∥∥∥(∑
N∈2Z
|fN |
2
)1/2∥∥∥
Lq
′
t L
r
x
′
Since the Littlewood-Paley operators commute with i∂+∆ by Lemma 2.2 we have that
(5.5) ‖|∇|PNu‖S0(I) . ‖u(t0)‖H˙sx
+ ‖|∇|PNF‖
L
q′
i
t L
r′
i
x (I×Rn)
.
Thus
‖u‖Z(t) := sup
(q,r) admissible
(∑
N≥1
‖∇PNu‖
2
LqtL
r
x([t0,t]×R)
)1/2
.
‖u(t0)‖H˙sx +
(∑
N∈2Z
‖|∇|PN (i∂t +∆)‖
2
Lq
′
t L
r′
x
)1/2
.
‖u(t0)‖H˙sx +
∥∥∥(∑
N∈2Z
|PN |∇|(i∂t +∆)|
2
)1/2∥∥∥
Lq
′
t L
r
x
′
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where in the last inequality we applied (5.4). Thus if we applied the Littlewood-Paley
theorem in this last inequality we have that
(5.6) ‖u‖Z(t) . ‖u(t0)‖H˙sx
+ ‖|∇|(i∂t +∆)‖Lq′t Lrx′
.
Now we define ZI(t) = ‖Iu‖Z(t).
Proposition 5.1. Let s > 1− 12k−1 , k ≥ 2, k ∈ N, and let u be an H
s
x solution to (1.1)
on the spacetime slab [t0, T ]× R
2 with E(Iu(t0)) ≤ 1. Suppose in addition that
‖u‖L4
t∈[t0,T ]
L8x
≤ η(5.7)
for a sufficiently small η > 0 (depending on k and on E(Iu(t0))). Then we have
(5.8) ZI(t) . ‖∇Iu(t0)‖2 +N
−2ZI(t)2k+1 + η2ZI(t)2k−1 + η2 sup
s∈[t0,t]
E(INu(s))
k−1
k+1ZI(t).
Proof. Throughout this proof, all spacetime norms are on [t0, t]×R
2. By (5.6) and Ho¨lder’s
inequality, combined with the fact that ∇I acts as a derivative (as the multiplier of ∇I is
increasing in |ξ|), we estimate
(5.9) ZI(t) . ‖∇Iu(t0)‖2 + ‖∇I(|u|
2ku)‖
L
4
3
t L
4
3
x
.
‖∇Iu(t0)‖2 + ‖u‖
2k
4k,4k‖∇Iu‖4,4 . ‖∇Iu(t0)‖2 + ‖u‖
2k
4k,4kZI(t).
To estimate ‖u‖4k,4k, we decompose u := u≤1 + u1<·≤N + u>N . To estimate the low fre-
quencies we use interpolation and obtain
‖u≤1‖2k4k,4k . ‖u‖
2
L4tL
8
x
‖u≤1‖
2(k−1)
L∞t L
8(k−1)
x
Since for k ≥ 2 we have that 8(k − 1) > 2k + 2 by Bernstein’s inequality we have that
‖u≤1‖L∞t L8(k−1)x
. ‖u≤1‖L∞t L2k+2x . E(Iu)
1
2k+2
where we use the energy bound. Thus
(5.10) ‖u≤1‖2k4k,4k . η
2 sup
s∈[t0,t]
E(Iu)
k−1
k+1 .
For the medium frequencies again by interpolation we have
‖u1<·≤N‖2k4k,4k . ‖u‖
2
L4tL
8
x
‖u1<·≤N‖
2(k−1)
L∞t L
8(k−1)
x
But by Sobolev embedding
‖u1<·≤N‖
2(k−1)
L∞t L
8(k−1)
x
. ‖|∇|
4k−5
4k−4u1<·≤N‖
2(k−1)
L∞t L
2
x
. ‖∇Iu‖
2(k−1)
L∞t L
2
x
and thus
(5.11) ‖u1<·≤N‖2k4k,4k . η
2ZI(t)
2(k−1).
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Finally to estimate the high frequencies we apply Sobolev embedding and Lemma 2.4 to
obtain
‖u>N‖
2k
4k,4k . ‖|∇|
1− 1
ku>N‖
2k
L4kt L
4k
2k−1
x
. N−2‖∇Iu‖2k
L4kt L
4k
2k−1
x
Since the pair (4k, 4k2k−1) is admissible we obtain
(5.12) ‖u>N‖
2k
4k,4k . N
−2ZI(t)2k.
Using (5.9),(5.10), (5.11), and (5.12) we obtain the Proposition. 
Proposition 5.2. Let s > 1− 12k−1 , k ≥ 2, k ∈ N, and let u be an H
s
x solution to (1.1)
on the spacetime slab [t0, T ]× R
2 with E(Iu(t0)) ≤ 1. Suppose in addition that
‖u‖L4
t∈[t0,T ]
L8x
≤ η(5.13)
for a sufficiently small η > 0 (depending on k and on E(Iu(t0))). Then we have
∣∣ sup
s∈[t0,t]
E(Iu(s)) − E(Iu(t0))
∣∣(5.14)
. N−1+
(
ZI(t)
2k+2 + η2ZI(t)
2 sup
s∈[t0,t]
E(Iu(s))
k−1
k+1
+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1)
)
+N−1+
(
ZI(t)
2k+1 + η2ZI(t) sup
s∈[t0,t]
E(Iu(s))
k−1
k+1
)
×
(
ZI(t)
2k+1 + η sup
s∈[t0,t]
E(Iu(s))
k
k+1
)
+N−1+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J−1 sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1)
×
(
ZI(t)
2k+1 + η sup
s∈[t0,t]
E(Iu(s))
k
k+1
)
.
Proof. As
d
dt
E(u(t)) = ℜ
∫
u¯t(|u|
2ku−∆u) dx = ℜ
∫
u¯t(|u|
2ku−∆u− iut) dx,
we obtain
d
dt
E(Iu(t)) = ℜ
∫
Iu¯t(|Iu|
2kIu−∆Iu− iIut) dx
= ℜ
∫
Iu¯t(|Iu|
2kIu− I(|u|2ku)) dx.
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Using the Fundamental Theorem of Calculus and Plancherel, we write
E(Iu(t)) − E(Iu(t0))
= ℜ
∫ t
t0
∫
P2k+2
i=1 ξi=0
(
1−
m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
)
Î∂tu(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds.
As iut = −∆u+ |u|
2ku, we thus need to control
∣∣∣∫ t
t0
∫
P2k+2
i=1 ξi=0
(
1−
m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
)
(5.15)
∆Îu(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds
∣∣∣
and
∣∣∣∫ t
t0
∫
P2k+2
i=1 ξi=0
(
1−
m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
)
(5.16)
̂
I(|u|2ku)(ξ1)Îu(ξ2) · · · Îu(ξ2k+1)Îu(ξ2k+2) dσ(ξ) ds
∣∣∣.
We first estimate (5.15). To this end, we decompose
u :=
∑
N≥1
PNu
with the convention that P1u := P≤1u. Using this notation and symmetry, we estimate
(5.17) (5.15) .
∑
N1,...,N2k+2≥1
N2≥N3≥···≥N2k+2
B(N1, . . . , N2k+2),
where
B(N1, . . . , N2k+2)
:=
∣∣∣∫ t
t0
∫
P2k+2
i=1 ξi=0
(
1−
m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
)
∆ÎuN1(ξ1)ÎuN2(ξ2) · · ·
̂IuN2k+1(ξ2k+2)
̂IuN2k+2(ξ2k+2)dσ(ξ)ds
∣∣∣.
Case I: N1 > 1, N2 ≥ · · · ≥ N2k+2 > 1.
Case Ia: N ≫ N2.
In this case,
m(ξ2 + ξ3 + · · ·+ ξ2k+2) = m(ξ2) = · · · = m(ξ2k+2) = 1.
Thus,
B(N1, . . . , N2k+2) = 0
and the contribution to the right-hand side of (5.17) is zero.
34 J. COLLIANDER, M. GRILLAKIS, AND N. TZIRAKIS
Case Ib: N2 & N ≫ N3.
As
∑2k+2
i=1 ξi = 0, we must have N1 ∼ N2. Thus, by the Fundamental Theorem of Calculus,∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
∣∣∣ = ∣∣∣1− m(ξ2 + · · ·+ ξ2k+2)
m(ξ2)
∣∣∣
.
∣∣∣∇m(ξ2)(ξ3 + · · ·+ ξ2k+2)
m(ξ2)
∣∣∣ . N3
N2
.
Applying the multilinear multiplier theorem of Coifman and Meyer (cf. [6], and [7]), Sobolev
embedding, Bernstein, and recalling that Nj > 1, we estimate
B(N1, . . . , N2k+2)
.
N3
N2
‖∆IuN1‖4,4‖IuN2‖4,4‖IuN3‖4,4
2k+2∏
j=4
‖IuNj‖4(2k−1),4(2k−1)
.
N1
N22
3∏
j=1
‖∇IuNj‖4,4
2k+2∏
j=4
‖|∇|
k−2
2k−1 IuNj‖4(2k−1), 4(2k−1)
4k−3
.
1
N2
ZI(t)
2k+2 . N−1+N0−2 ZI(t)
2k+2.
The factor N0−2 allows us to sum in N1, N2, . . . , N2k+2, this case contributing at most
N−1+ZI(t)2k+2 to the right-hand side of (5.17).
Case Ic: N2 ≫ N3 & N .
As
∑2k+2
i=1 ξi = 0, we must have N1 ∼ N2. Thus, as m is decreasing,∣∣∣1− m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
∣∣∣ . m(ξ1)
m(ξ2) · · ·m(ξ2k+2)
.
Using again the multilinear multiplier theorem, Sobolev embedding, Bernstein, and the fact
that m(ξ)|ξ|
1
2k−1 is increasing for s > 1− 12k−1 , we estimate
B(N1, . . . , N2k+2)
.
m(N1)
m(N2) · · ·m(N2k+2)
N1
N2N3
3∏
j=1
‖∇IuNj‖4,4
2k+2∏
j=4
‖|∇|
2(k−1)
2k−1 IuNj‖4(2k−1), 4(2k−1)
4k−3
.
1
N3m(N3)
∏2k+2
j=4 m(Nj)N
1
2k−1
j
3∏
j=1
‖∇IuNj‖4,4
2k+2∏
j=4
‖∇IuNj‖4(2k−1), 4(2k−1)
4k−3
.
1
N3m(N3)
‖∇IuN1‖4,4‖∇IuN2‖4,4ZI(t)
2k
. N−1+N0−3 ‖∇IuN1‖4,4‖∇IuN2‖4,4ZI(t)
2k.
The factor N0−3 allows us to sum over N3, . . . , N2k+2. To sum over N1 and N2, we use the
fact that N1 ∼ N2 and Cauchy-Schwarz to estimate the contribution to the right-hand side
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of (5.17) by
N−1+
(∑
N1>1
‖∇IuN1‖
2
4,4
) 1
2
(∑
N2>1
‖∇IuN2‖
2
4,4
) 1
2
ZI(t)
2k . N−1+ZI(t)2k+2.
Case Id: N2 ∼ N3 & N .
As
∑2k+2
i=1 ξi = 0, we obtain N1 . N2, and hence m(N1) & m(N2) and m(N1)N1 .
m(N2)N2. Thus,∣∣∣1− m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
∣∣∣ . m(N1)
m(N2)m(N3) · · ·m(N2k+2)
.
Arguing as for Case Ic, we estimate
B(N1, . . . , N2k+2) .
m(N1)N1
m(N2)N2m(N3)N3
∏2k+2
j=4 m(Nj)N
1
2k−1
j
ZI(t)
2k+2
.
1
m(N3)N3
ZI(t)
2k+2
. N−1+N0−3 ZI(t)
2k+2.
The factor N0−3 allows us to sum over N1, . . . , N2k+2. This case contributes at most
N−1+ZI(t)2k+2 to the right-hand side of (5.17).
Case II: There exists 1 ≤ j0 ≤ 2k + 2 such that Nj0 = 1. Recall that by our con-
vention, P1 := P≤1.
Case IIa: N1 = 1.
Let J be such that N2 ≥ · · · ≥ NJ > 1 = NJ+1 = · · · = N2k+2. Note that we may
assume J ≥ 3 since otherwise
B(N1, . . . , N2k+2) = 0.
Also, arguing as for Case Ia, if N ≫ N2 then
B(N1, . . . , N2k+2) = 0.
Thus, we may assume N2 & N . In this case we cannot have N2 ≫ N3 since it would
contradict
∑2k+2
i=1 ξi = 0 and N1 = 1. Hence, we must have
N2 ∼ N3 & N.
As ∣∣∣1− m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
∣∣∣ . 1
m(N2)m(N3) · · ·m(N2k+2)
,
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we use the multilinear multiplier theorem and Sobolev embedding to estimate
B(N1, . . . , N2k+2)
.
N1
m(N2)N2m(N3)N3m(N4) · · ·m(N2k+2)
3∏
j=1
‖∇IuNj‖4,4
×
J∏
j=4
‖|∇|
2(k−1)
2k−1 IuNj‖4(2k−1), 4(2k−1)
4k−3
2k+2∏
j=J+1
‖IuNj‖4(2k−1),4(2k−1)
.
1
m(N2)N2m(N3)N3
∏J
j=4m(Nj)N
1
2k−1
j
ZI(t)
J
2k+2∏
j=J+1
‖IuNj‖4(2k−1),4(2k−1)
. N−2+N0−2 ZI(t)
J
2k+2∏
j=J+1
‖IuNj‖4(2k−1),4(2k−1).
Applying interpolation, the bound for the L4tL
8
x norm of u that we assumed (5.13), and
Bernstein, we bound
‖Iu≤1‖4(2k−1),4(2k−1) . ‖Iu≤1‖
1
2k−1
L4tL
8
x
‖Iu≤1‖
2(k−1)
2k−1
L∞t L
16(k−1)
x
(5.18)
. ‖Iu≤1‖
1
2k−1
L4tL
8
x
‖Iu≤1‖
2(k−1)
2k−1
L∞t L
2k+2
x
(5.19)
. η
1
2k−1 sup
s∈[t0,t]
E(Iu(s))
k−1
(2k−1)(k+1) .
Thus,
B(N1, . . . , N2k+2) . N
−2+N0−2 η
2k+2−J
2k−1 ZI(t)
J sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1) .
The factor N0−2 allows us to sum in N2, . . . , NJ . This case contributes at most
N−2+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1)
to the right-hand side of (5.17).
Case IIb: N1 > 1 and N2 = · · · = N2k+2 = 1.
As
∑2k+2
i=1 ξi = 0, we obtain N1 . 1 and thus, taking N sufficiently large depending on
k, we get
1−
m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
= 0.
This case contributes zero to the right-hand side of (5.17).
Case IIc: N1 > 1 and N2 > 1 = N3 = · · · = N2k+2.
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As
∑2k+2
i=1 ξi = 0, we must have N1 ∼ N2. If N1 ∼ N2 ≪ N , then
1−
m(ξ2 + ξ3 + · · · + ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
= 0
and the contribution is zero. Thus, we may assume N1 ∼ N2 & N . Applying the Funda-
mental Theorem of Calculus,
∣∣∣1− m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
∣∣∣ = ∣∣∣1− m(ξ2 + · · ·+ ξ2k+2)
m(ξ2)
∣∣∣
.
∣∣∣∇m(ξ2)
m(ξ2)
∣∣∣ . 1
N2
.
By the multilinear multiplier theorem,
B(N1, . . . , N2k+2) .
1
N2
‖∆IuN1‖4,4‖IuN2‖4,4
2k+2∏
j=3
‖IuNj‖4k,4k
.
N1
N22
‖∇IuN1‖4,4‖∇IuN2‖4,4‖Iu≤1‖
2k
4k,4k
. N−1+N0−2 ZI(t)
2‖Iu≤1‖2k4k,4k.
The factor N0−2 allows us to sum in N1 and N2. Using interpolation, (2.5), (5.13), and
Bernstein, we estimate
‖Iu≤1‖4k,4k . ‖Iu≤1‖
1
k
L4tL
8
x
‖Iu≤1‖
1− 1
k
L∞t L
8(k−1)
x
. η
1
k ‖Iu≤1‖
1− 1
k
L∞t L
2k+2
x
. η
1
k sup
s∈[t0,t]
E(Iu(s))
k−1
2k(k+1) .
Thus, this case contributes at most
N−1+η2ZI(t)2 sup
s∈[t0,t]
E(Iu(s))
k−1
k+1
to the right-hand side of (5.17).
Case IId: N1 > 1 and there exists J ≥ 3 such that N2 ≥ · · · ≥ NJ > 1 = NJ+1 =
· · · = N2k+2.
To estimate the contribution of this case, we argue as for Case I; the only new ingre-
dient is that the low frequencies are estimated via (5.18). This case contributes at most
N−1+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1)
to the right-hand side of (5.17).
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Putting everything together, we get
(5.15) . N−1+ZI(t)2k+2 +N−1+η2ZI(t)2 sup
s∈[t0,t]
E(Iu(s))
k−1
k+1
+N−1+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1) .(5.20)
We turn now to estimating (5.16). Again we decompose
u :=
∑
N≥1
PNu
with the convention that P1u := P≤1u. Using this notation and symmetry, we estimate
(5.16) .
∑
N1,...,N2k+2≥1
N2≥···≥N2k+2
C(N1, · · · , N2k+2),
where
C(N1, · · · , N2k+2)
:=
∣∣∣∫ t
t0
∫
P2k+2
i=1 ξi=0
(
1−
m(ξ2 + ξ3 + · · ·+ ξ2k+2)
m(ξ2)m(ξ3) · · ·m(ξ2k+2)
)
̂
PN1I(|u|
2ku)(ξ1)ÎuN2(ξ2) · · ·
̂IuN2k+1(ξ2k+1)
̂IuN2k+2(ξ2k+2) dσ(ξ) ds
∣∣∣.
In order to estimate C(N1, · · · , N2k+2) we make the observation that in estimating B(N1, · · · , N2k+2),
for the term involving the N1 frequency we only used the bound
‖PN1I∆u‖4,4 . N1‖∇IuN1‖4,4 . N1ZI(t).(5.21)
Thus, to estimate (5.16) it suffices to prove
(5.22) ‖PN1I(|u|
2ku)‖4,4 . ZI(t)
2k+1 + η sup
s∈[t0,t]
E(Iu(s))
k
k+1 ,
for then, arguing as for (5.15) and substituting (5.22) for (5.21), we obtain
(5.16) . N−1+
(
ZI(t)
2k+1 + η2ZI(t) sup
s∈[t0,t]
E(Iu(s))
k−1
k+1
)
×
(
ZI(t)
2k+1 + η sup
s∈[t0,t]
E(Iu(s))
k
k+1
)
+N−1+
2k+2∑
J=3
η
2k+2−J
2k−1 ZI(t)
J−1 sup
s∈[t0,t]
E(Iu(s))
(k−1)(2k+2−J)
(2k−1)(k+1
×
(
ZI(t)
2k+1 + η sup
s∈[t0,t]
E(Iu(s))
k
k+1
)
.
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Thus, we are left to proving (5.22). Using (2.5) and the boundedness of the Littlewood-
Paley operators, and decomposing u := u≤1 + u>1, we estimate
‖PN1I(|u|
2ku)‖4,4 . ‖u‖
2k+1
4(2k+1),4(2k+1)
. ‖u≤1‖2k+14(2k+1),4(2k+1) + ‖u>1‖
2k+1
4(2k+1),4(2k+1).
Applying interpolation, (5.13), and Bernstein, we estimate
‖u≤1‖2k+14(2k+1),4(2k+1) . ‖u≤1‖L4tL8x‖u≤1‖
2k
L∞t L
16k
x
. η‖u≤1‖2kL∞t L2k+2x
. η sup
s∈[t0,t]
E(Iu(s))
k
k+1 .
Finally, by Sobolev embedding and (2.6),
‖u>1‖
2k+1
4(2k+1),4(2k+1)
. ‖|∇|
2k
2k=1u>1‖
2k+1
4(2k+1),
4(2k+1)
4k+1
. ZI(t)
2k+1.
Putting things together, we derive (5.22). This completes the proof of Proposition 5.2. 
Now we will combine Proposition 5.1 and 5.2 and prove that the quantity E(Iu)(t) is
“almost conserved”.
Proposition 5.3. Let s > 12k−1 and let u be an H
s
x solution to (1.1) on the spacetime slab
[t0, T ]×R
2 with E(INu(t0)) ≤ 1. Suppose in addition that
‖u‖L4
t∈[t0,T ]
L8x
≤ η(5.23)
for a sufficiently small η > 0 (depending on k and on E(INu(t0))). Then, for N sufficiently
large (depending on k and on E(INu(t0))),
(5.24) sup
t∈[t0,T ]
E(INu(t)) = E(INu(t0)) +N
−1+.
Proof. Indeed, Proposition 5.3 follows immediately from Propositions 5.1 and 5.2, if we
establish
ZI(t) . 1 and sup
s∈[t0,t]
E(INu(s)) . 1 for all t ∈ [t0, T ].
As by assumption E(INu(t0)) ≤ 1, it suffices to show that
(5.25) ZI(t) . ‖∇INu(t0)‖2 for all t ∈ [t0, T ]
and
(5.26) sup
s∈[t0,t]
E(INu(s)) . E(INu(t0)) for all t ∈ [t0, T ].
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We achieve this via a bootstrap argument. We want to show that the set of times that
those two properties hold is the set [0,∞). We define
Ω1 := {t ∈ [t0, T ] : ZI(t) ≤ C1‖∇INu(t0)‖2,
sup
s∈[t0,t]
E(INu(s)) ≤ C2E(INu(t0))}
Ω2 := {t ∈ [t0, T ] : ZI(t) ≤ 2C1‖∇INu(t0)‖2,
sup
s∈[t0,t]
E(INu(s)) ≤ 2C2E(INu(t0))}.
If we can prove that Ω1 is nonempty, open and closed then since the set [0,∞) is connected
we must have that Ω1 = [0,∞). Thus in order to run the bootstrap argument successfully,
we need to check four things:
i) Ω1 6= ∅. This is satisfied as t0 ∈ Ω1 if we take C1 and C2 sufficiently large.
ii) Ω1 is a closed set. This follows from Fatou’s Lemma.
iii) If t ∈ Ω1, then there exists ǫ > 0 such that [t, t + ǫ] ∈ Ω2. This follows from the
Dominated Convergence Theorem combined with (5.8) and (5.14).
iv) Ω2 ⊂ Ω1. This follows from (5.8) and (5.14) taking C1 and C2 sufficiently large de-
pending on absolute constants (like the Strichartz constant) and choosing N sufficiently
large and η sufficiently small depending on C1, C2, k, and E(INu(t0)).
The last two statements prove that Ω1 is open and the Proposition 5.3 is proved. 
Finally we are ready to prove Theorem 4.
Proof. Given Proposition 5.3, the proof of global well-posedness for (1.1) is reduced to
showing
(5.27) ‖u‖L4tL8x ≤ C(‖u0‖H
s
x
).
This also implies scattering, as we will see later by an argument close to what we used to
obtain Theorem 3. We have proved that
‖u‖L4tL8x . ‖u0‖
1/2
2 ‖u‖
1/2
L∞t H˙
1/2
x (I×R)
(5.28)
on any spacetime slab I×R2 on which the solution to (1.1) exists and lies in H
1/2
x . However,
the H
1/2
x norm of the solution is not a conserved quantity either, and in order to control
it we must resort to the Hsx bound on the solution. As we remarked at the beginning of
this section this will be achieved by controlling ‖Iu‖H˙1 . Thus, in order to obtain a global
Morawetz estimate, we need a global bound for ‖Iu‖H˙1 . This will be done by patching to-
gether time intervals where the norm ‖u‖L4tL8x is very small. This sets us up for a bootstrap
argument.
Let u be the solution to (1.1). As E(Iu0) is not necessarily small, we first rescale the
solution such that the energy of the rescaled initial data satisfies the conditions in Propo-
sition 5.3. By scaling,
uλ(x, t) := λ−
1
ku(λ−2t, λ−1x)
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is also a solution to (1.1) with initial data
uλ0(x) := λ
− 1
k u0(λ
−1x).
By (2.8) and Sobolev embedding for s ≥ 1− 1k+1 ,
‖∇Iuλ0‖2 . N
1−s‖uλ0‖H˙sx = N
1−sλ1−
1
k
−s‖u0‖H˙sx ,
‖INu
λ
0‖2k+2 . ‖u
λ
0‖2k+2 = λ
1
k+1
− 1
k ‖u0‖2k+2 . λ
1
k+1
− 1
k ‖u0‖Hsx .
Since s > 1− 14k−3 > 1−
1
k+1 > 1−
1
k , choosing λ sufficiently large (depending on ‖u0‖Hsx
and N) such that
(5.29) N1−sλ1−
1
k
−s‖u0‖Hsx ≪ 1 and λ
1
k+1
− 1
k ‖u0‖Hsx ≪ 1,
we get
E(INu
λ
0)≪ 1.
Thus
λ ∼ N
s−1
1−s− 1
k
We now show that there exists an absolute constant C1 such that
(5.30) ‖uλ‖L4tL8x ≤ C1λ
3
4
(1− 1
k
).
Undoing the scaling, this yields (5.27).
We prove (5.30) via a bootstrap argument. By time reversal symmetry, it suffices to argue
for positive times only. Define
Ω1 := {t ∈ [0,∞) : ‖u
λ‖L4tL8x([0,t]×R2) ≤ C1λ
3
4
(1− 1
k
), }
Ω2 := {t ∈ [0,∞) : ‖u
λ‖L4
t∈[0,t]
L8x([0,t]×R2) ≤ 2C1λ
3
4
(1− 1
k
).}
In order to run the bootstrap argument, we need to verify four things:
1) Ω1 6= ∅. This is obvious as 0 ∈ Ω1.
2) Ω1 is closed. This follows from Fatou’s Lemma.
3) Ω2 ⊂ Ω1.
4) If T ∈ Ω1, then there exists ǫ > 0 such that [T, T + ǫ) ⊂ Ω2. This is a consequence of
the local well-posedness theory and the proof of 3). We skip the details.
Thus, we need to prove 3). Fix T ∈ Ω2; we will show that in fact, T ∈ Ω1. By (5.28)
and the conservation of mass,
‖uλ‖L4tL8x([0,t]×R2) . ‖u
λ
0‖
1
2
2 ‖u
λ‖
1
2
L∞t H˙
1/2
x ([0,T ]×R2)
. λ
1
2
(1− 1
k
)C(‖u0‖2)‖u
λ‖
1
2
L∞t H˙
1/2
x ([0,T ]×R2)
.
To control the factor ‖uλ‖
L∞t H˙
1/2
x ([0,T ]×R2), we decompose
uλ(t) := P≤Nuλ(t) + P>Nuλ(t).
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To estimate the low frequencies, we interpolate between the L2x norm and the H˙
1
x norm and
use the fact that I is the identity on frequencies |ξ| ≤ N
‖P≤Nuλ(t)‖H˙1/2x . ‖P≤Nu
λ(t)‖
1
2
2 ‖P≤Nu
λ(t)‖
1
2
H˙1x
. λ
1
2
(1− 1
k
)C(‖u0‖2)‖INu
λ(t)‖
1
2
H˙1x
.
To control the high frequencies, we interpolate between the L2x norm and the H˙
s
x norm and
use Lemma 2.4 and the relation between N and λ to get
‖P>Nu
λ(t)‖
H˙
1/2
x
. ‖P>Nu
λ(t)‖
1− 1
2s
L2x
‖P>Nu
λ(t)‖
1
2s
H˙sx
. λ(1−
1
2s
)(1− 1
k
)N
s−1
2s ‖Iuλ(t)‖
1
2s
H˙1x
. λ
1
2
− 1
k ‖Iuλ(t)‖
1
2s
H˙1x
.
Collecting all these estimates, we get
‖uλ‖L4tL8x([0,t]×R2) . λ
3
4
(1− 1
k
)C(‖u0‖2) sup
t∈[0,T ]
(
‖∇Iuλ(t)‖
1
4
2 + ‖∇Iu
λ(t)‖
1
4s
2
)
.
Thus, taking C1 sufficiently large depending on ‖u0‖2, we obtain T ∈ Ω1, provided
(5.31) sup
t∈[0,T ]
‖∇Iuλ(t)‖2 ≤ 1.
We now prove that T ∈ Ω2 implies (5.31). Indeed, let η > 0 be a sufficiently small constant
like in Proposition 5.3 and divide [0, T ] into
L ∼
(
λ
3
4
(1− 1
k
)
η
)4
sub-intervals Ij = [tj, tj+1] such that,
‖uλ‖L4tL8x(Ij×R2) ≤ η.
Applying Proposition 5.3 on each of the sub-intervals Ij, we get
sup
t∈[0,T ]
E(INu
λ(t)) ≤ E(INu
λ
0 ) + E(INu
λ
0)LN
−1+.
To maintain small energy during the iteration, we need
LN−1+ ∼ λ3(1−
1
k
)N−1+ ≪ 1,
which combined with (5.29) leads to(
N
1−s
s−1+ 1
k
)3(1− 1
k
)
N−1+ ≤ c(‖u0‖Hsx)≪ 1.
This may be ensured by taking N large enough (depending only on k and ‖u0‖Hs(R)),
provided that
s > s(k) := 1−
1
4k − 3
.
As can be easily seen, s(k)→ 1 as k →∞.
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This completes the bootstrap argument and hence (5.30), and moreover (5.27), follows.
Therefore (5.31) holds for all T ∈ R and the conservation of mass and Lemma 2.4 imply
‖u(T )‖Hsx . ‖u0‖L2x + ‖u(T )‖H˙sx
. ‖u0‖L2x + λ
s−(1− 1
k
)‖uλ(λ2T )‖H˙sx
. ‖u0‖L2x + λ
s−(1− 1
k
)‖Iuλ(λ2T )‖H1x
. ‖u0‖L2x + λ
s−(1− 1
k
)(‖uλ(λ2T )‖L2x + ‖∇Iu
λ(λ2T )‖L2x)
. ‖u0‖L2x + λ
s−(1− 1
k
)(λ1−
1
k ‖u0‖L2x + 1)
. C(‖u0‖Hsx)
for all T ∈ R. Hence,
‖u‖L∞t Hsx ≤ C(‖u0‖Hsx).(5.32)
Finally, we prove that scattering holds in Hsx for s > sk. The construction of the wave
operators is standard and follows by a fixed point argument (see [4]). Here we show only
asymptotic completeness.
The first step is to upgrade the global Morawetz estimate to global Strichartz control.
Let u be a global Hsx solution to (1.1). Then u satisfies (5.27). Let δ > 0 be a small constant
to be chosen momentarily and split R into L = L(‖u0‖Hsx) sub-intervals Ij = [tj , tj+1] such
that
‖u‖L4tL8x(Ij×R2) ≤ δ.
By Lemma 2.2, (5.32), and the fractional chain rule, [5], we estimate
‖〈∇〉su‖S0(Ij) . ‖u(tj)‖Hsx + ‖〈∇〉
s
(
|u|2ku
)
‖
L
4/3
t,x (Ij×R2)
. C(‖u0‖Hsx) + ‖u‖
2k
L4kt,x
‖〈∇〉su‖L4t,x(Ij×R2),
while by Ho¨lder and Sobolev embedding,
‖u‖2k
L4kt,x(Ij×R2) . ‖u‖
2k
2k−1
L4tL
8
x(Ij×R2)‖u‖
4k(k−1)
2k−1
L8kt L
16k(k−1)
3k−2
x (Ij×R2)
. δ
2k
2k−1 ‖|∇|
8k2−13k+4
8k2−8k u‖
4k(k−1)
2k−1
L8kt L
8k
4k−1
x (Ij×R2)
. δ
2k
2k−1 ‖〈∇〉su‖
4k(k−1)
2k−1
S0(Ij)
.
The last inequality follows form the fact that for any k ≥ 2 we have that
sk = 1−
1
4k − 3
>
8k2 − 13k + 4
8k2 − 8k
.
Therefore,
‖〈∇〉su‖S0(Ij) . C(‖u0‖Hsx) + δ
2k
2k−1 ‖〈∇〉su‖
1+ 4k(k−1)
2k−1
S0(Ij)
.
A standard continuity argument yields
‖〈∇〉su‖S0(Ij) ≤ C(‖u0‖Hsx),
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provided we choose δ sufficiently small depending on k and ‖u0‖Hsx . Summing over all
sub-intervals Ij, we obtain
(5.33) ‖〈∇〉su‖S0(R) ≤ C(‖u0‖Hsx).
We now use (5.33) to prove asymptotic completeness, that is, there exist unique u± such
that
(5.34) lim
t→±∞ ‖u(t) − e
it∆u±‖Hsx = 0.
Arguing as in Section 4, it suffices to see that∥∥∥∫ ∞
t
e−is∆
(
|u|2ku
)
(s) ds
∥∥∥
Hsx
→ 0 as t→∞.(5.35)
The estimates above yield∥∥∥∫ ∞
t
e−is∆
(
|u|2ku
)
(s) ds
∥∥∥
Hsx
. ‖u‖
2k
2k−1
L4tL
8
x(Ij×R2)‖〈∇〉
su‖
1+ 4k(k−1)
2k−1
S0([t,∞]×R).
Using (5.27) and (5.33) we derive (5.35). This concludes the proof of Theorem 5. 
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