We consider the basic task of of end-to-end communication in dynamic networks, that is, delivery in nite time, of data items generated on-line by a sender, to a receiver, in order and without duplication or omission.
1 Introduction ponent is the novel slide protocol which we have reason to beleive will become a popular building block for dynamic network algorithms. In fact, a recent work KOR95] builds upon the slide to obtain an end-to-end communication protocol with logarithmic space complexity, and at the same time polynomial communication complexity. In the table below we compare the performace of the various known end-to-end communication protocols. Slide is a simple and e cient method for delivering tokens across an unreliable network. Like the Merlin-Schweizer deadlock avoidance algorithm MS80], it uses store-and-forward bu er hierarchies to control packet ow. However, the similarity ends here: slide allows packets the freedom to move in the network obliviously and permits deadlocks caused by individual packets that are delayed in the network for an inde nite periods of time. It uses the bu er hierarchy to balance the ow of packets, so that if enough packets of a given type are put into the network by a sender, some packets must reach the receiver processor.
We construct our rst end-to-end communication protocol by combining slide with the majority selection mechanism of AAF + 90] . We then present a second protocol without majority selection, which has the advantage of being data-oblivious, i.e. the protocol does not access the data being transmitted. This modular separation of messages into a \control bits" part and a \data" part is standard practice in communication protocols. A combination of key elements of the two protocols, in conjunction with the Information Dispersal Algorithm (IDA) of Rabin Rab89] , allows us to design a le-transfer protocol with O(nD) bit communication complexity for les of su ciently large size D.
The rest of the paper is organized as follows. The slide protocol is presented in subsection 4.1. Section 2 introduces the dynamic network model. Section 3 provides an informal overview of our protocols. Section 4 includes their formal statement, proof of correctness and analysis, speci cally that of the slide protocol.
Model and Problem Statement 2.1 The Network Model
Consider a communication network in the form of an undirected graph G = (V; E), jV j = n jEj = m, where the nodes are the processors and the edges are the links of communication.
Processors are modeled as interactive Turing machines, and run message driven programs. We do not require that they have distinct identi ers, and in fact except for the sender and the receiver they all run the same program. Each undirected link consists of two directed links, delivering messages in the opposite directions. Below we describe the properties of a directed link. We associate with each message a send event and a receive event; each event has its time of occurrence according to a global time, unknown to the nodes. We assume no two events occur exactly at the same time. A message is said to be in transit at any time after its send event and before its receive event.
Each link has constant capacity, in the sense that only a constant number of messages can be in transit on a given link at a given time. For clarity of presentation we present the protocols in a model in which each link has O(n) capacity (Lemma 4). However, The model of O(n) capacity links is easily reduced to the model of constant capacity links by maintaining a bu er of O(n) outstanding messages for each link. This reduction does not increase the space complexity of our protocols since their space complexity is O(n) in either case. Each link delivers messages in FIFO order, that is, the sequence of messages received over it is a pre x of the sequence of messages sent over the link. Also, the communication is asynchronous: There is no a-priori bound on message transmission delays over the links.
A directed link is non-viable if starting from some message and on it does not deliver any message; the transmission delay of this message and any subsequent message sent on this link is considered to be in nite (1). The sequence of messages received over the link is in this case a proper pre x of the sequence of messages sent. Otherwise, the link is viable. An undirected link is viable if both directed links that it consists of are viable. We say that a node v is eventually connected to a node u if there exists a (simple) path from v to u consisting entirely of undirected viable links. Note that if there is a cut of the network, disconnecting the sender from the receiver, such that all the directed links crossing the cut become non-viable, then it becomes impossible to deliver messages from the sender to the receiver.
Note that we model the undirected graph as a by-connected directed graph. We thus assume that for each link either both its directed link are viable, or both are non-viable. In this case, the assumption stated above of eventual connectivity between the sender and the reciever is a necessary minimal condition to allow communication between the sender and the receiver. In the model of directed graphs, it could be the case that there exists a directed viable path from the sender to the receiver (and maybe a di erent one from the receiver to the sender), yet all undirected links are non-vaible. We do not consider in the present paper this (more di cult) model, and are dealing only with undirected graphs.
Other Models
The model described above is called the \1-delay model" in AG88], and the \fail-stop model" in AM88]. As mentioned in the introduction, we deal with networks that frequently change their topology. In such dynamic networks, links may fail and recover many times (yet processors never fail) AAG87], and each failure or recovery of a network link is eventually reported at both its endpoints by some underlying link protocol. It is not hard to see that any problem de ned in the context of the dynamic-network model can be reduced to the same problem de ned in the context of the fail-stop networks model. Given a network under the dynamic model, and an algorithm for networks of the fail-stop model, one can apply the given algorithm as follows: A message to be forwarded on a link is stored in a bu er, which is manipulated by a lower-level protocol that leaves the message in the bu er until all previous messages have been delivered, and until the link recovers, if it is down. A protocol similar to the data-link initialization protocol BS88] is used to guarantee that no message is lost or duplicated. Any link in the dynamic network that fails and never recovers for a long enough period to allow the delivery of a message is represented by a non-viable link in the fail-stop model; each link that eventually recovers for such a long enough period of time is represented by a viable link. Any two nodes that are eventually connected in the dynamic network model are eventually connected in the fail-stop model.
The End-to-End Problem
The purpose of the end-to-end communication protocol is to establish a (directed) \virtual link" to be used for the delivery of data items inserted from the environment to one distinguished processor, called the sender and usually denoted by S, to a second distinguished processor, called the receiver and usually denoted by R, that in turn will extract them to its environment. It is required that this virtual link be viable if the sender is eventually connected to the receiver. This virtual link should have the same properties as a \regular" network link, namely:
Safety: The sequence of data items output by the receiver is a pre x of the sequence of data items input by the sender.
Liveness: If the sender is eventually connected to the receiver, then each data item input by the sender is eventually output by the receiver.
An algorithm for the end-to-end communication problem generates a sequence of input events of data items at the sender and a sequence of receive events of data items at the receiver, that obey the safety and liveness properties.
The Complexity Measures
We consider the following complexity measures:
Message: The total number of messages sent in the worst case in the period of time between two successive data item output events at the receiver.
Communication: The total number of bits sent in the worst case in the period of time between two successive data item output events at the receiver.
Space: The maximum amount of space per incident link, measured in bits, required by a node's program throughout the protocol.
De nition 1 A protocol is bounded if its communication and space complexities are independent of the number of data items, depending only on the size of the network and the size of a data item.
De nition 2 A protocol is polynomial if its communication and space complexities are upperbounded by polynomials of the size of the network.
We would like to stress the fact that being able to send (receive) an in nite number of messages does not require either the sender or the receiver to have in nite space. A single bu er at the sender (receiver) su ces in order to store the next data item to be transmitted. The precise formulation of this \interactive" statement of the problem can be found in LMF88].
Informal Description
In this section, we informally describe the slide protocol, and then describe three end-to-end communication protocols that use it as a building block. The formal presentation of these protocols, their proof of correctness and their analysis follow in the next section.
The Slide Protocol
The purpose of the slide protocol is to deliver messages from a sender to a receiver over an unreliable network. We refer to these message as tokens, since for the purpose of the slide protocol we are indi erent to the contents of the messages. In the slide protocol one designated processor, the sender, inputs tokens (messages) into the network. The sender can be in either of two states, enabled, or disabled and it may insert new tokens into the network only if it is enabled. A second designated processor, the receiver, outputs the tokens from the network. Tokens are neither lost nor duplicated in the network, and the total number of tokens in it at any given time is bounded. If the sender and the receiver are eventually connected, then eventually the sender is in the enabled state, that is, the insertion of a new token into the network is possible. The order in which the tokens are output by the receiver is, however, not necessarily that in which they were input by the sender. More formally, if the sender and the receiver are eventually connected, then the slide protocol establishes between them a non-FIFO, bounded-capacity virtual communication link that does not lose or duplicate messages.
The slide protocol is based on the storing and forwarding of tokens between the processors of the network. Each undirected link is viewed as a pair of directed anti-parallel links. Each processor maintains for each incident incoming link an array of slots numbered 1 through n. We regard the elements of the array as ordered in increasing order of levels. Each slot has room for one token, and each array is used to store tokens arriving on the link associated with it; tokens from an array can be sent over any outgoing link. The key to the protocol is the condition that a token be sent from any slot i at processor v to slot j at the (v; u) array at processor u, only if j < i. To this end, the processors maintain for each outgoing link a variable holding an upper bound on the lowest numbered slot available at the other side of the link. The tokens are sent from slots with a number higher than the bound, and thus are guaranteed to conform to the above condition. Every time a token is removed from an array, a signal to this e ect is sent over the incoming link associated with the array. Since the only source of tokens for a speci c array is the processor on the other end of its associated link, the bound can be maintained by incrementing it every time a token is sent over the link, and decrementing it every time a signal is received over the link. Thus the bound is never smaller than the number of tokens in the array on the other side of the link plus the number of tokens in transit over the link. As the links obey the FIFO rule, the above mentioned variable is at any time t an upper bound for the lowest numbered slot that is available in the receiving processor upon the arrival of a token that is sent at time t.
New tokens enter the network only at the sender and to a special slot at level n. The receiver has always a vacant slot of level 1, and removes and outputs any token it receives
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. If the sender and the receiver are eventually connected, then eventually the special slot at the sender is vacant. The tokens travel in the network from the sender to the receiver, sliding from higher numbered slots to lower numbered slots as they advance from link to link. Therefore, each token can make at most n hops in the network. Since the protocol maintains for each link 2n slots, and (as we prove in the sequel) this also bounds the total number, per link, of tokens in slots plus tokens in transit at any given time, the total number of tokens in the network at any given time is at most 2nm. This is the capacity of the slide protocol, denoted C. In Lemma 4 we show that we can replace the assumption that link capacity is O(n) by an assumption that link capacity is O(1), by maintaining a 2n messages bu er of outstanding messages for each link.
The Majority Algorithm
We construct a simple end-to-end communication algorithm by operating the slide from the sender processor S to the receiver processor R. To send a data item to R, processor S sends consecutively 2 C + 1 duplicates of the data item to R using the slide. To output the rst data item, R waits for C + 1 data items and outputs one of them, and for each subsequent data item R waits for the next 2 C +1 data items, takes the majority of the values received, and outputs this value. This is similar to the protocol of AAF + 90]. Since S sends 2 C + 1 duplicates of each data item and the slide can delay only up to C data items, the receiver is ensured to receive enough data items to allow the output of the next data item.
The Labels Algorithm
In the labels algorithm, each data item is marked with a unique label, enabling the receiver to distinguish between a new data item that has yet to be output and an old item that has already been output. The protocol is thus data-oblivious in that it does not use the data itself for the control of the protocol. The labels are not \sequence numbers" since they need not de ne an order on the items. Since the slide protocol has a bounded token capacity, one can design an algorithm requiring only a bounded range of labels by devising a technique allowing the sender to know which labels it can reuse. We do so in the following way.
Given a designated sender (S) and receiver (R) of an end-to-end communication problem, we operate two slide protocols, one from S to R and another from R to S. The slide operated from R to S is used by R to return to S tokens it received. Let C = O(nm) denote the maximum number of tokens that a single slide protocol can delay. Let L denote a set of O(nm) labels, and at any point in time, let free L be a variable holding the subset of L from which S can take a label to mark a new data item since the label does not appear in any token in the network. Initially, free L = L.
Processor R keeps for each label an indicator saying whether R may accept a new data item with this label or not; initially, R may accept a data item with any label. Whenever S wishes to send a data item to R, it extracts a label l from free L and starts sending tokens of the form (l; data item) to R. S stops sending these tokens either when the rst such token is received back from R, or after C + 1 such tokens are sent. Any token that arrives at R is returned to S using the R-to-S slide protocol. Before returning the token, R processes the token as follows: If the status of the label appearing in the token is acceptable, it outputs the received data item and sets the status of that label to not acceptable; otherwise (if the status of the label is not acceptable) it ignores the token since the received data item has already been output. Processor S counts, for each label, the number of tokens it sends and the number of tokens it receives back from R. If and when all the tokens containing a certain label arrive back, S can use the label again for transmitting future data items. Before doing so, S must inform R that it should again set the status of the label to acceptable. This is done by`reset' messages sent to R. In order not to increase the complexity of the algorithm by adding the`reset' messages and in order to avoid deadlocks, a`reset' message is \piggy-backed" on the tokens sent to R. To this end, upon the receipt by S of the last token having label l, l is added to a set of`pending reset' labels. To each data item sent, S adds a`reset' message for a label from the`pending reset' set (if the set is not empty). When R receives a token contains a`reset' message for l, it sets l to the acceptable status. If and when S receives back all the tokens containing a 'reset' message for a certain label l, S concludes that l is in the acceptable state at R, and that the S-to-R slide is \clean" of tokens carrying either a data item labeled by l, or a reset message for l. Therefore, l can be safely returned to free L for future use by S.
Since the capacity of each slide is bounded by C, no more than C + 1 tokens have to be sent by S before at least one reaches R and the data item is output. The algorithm is technically designed so that to ensure that at any time the number of tokens stored in R (before being returned to S) is bounded. Together with the fact that each slide can delay up to C token, this implies that a set of 6 C + 3 labels allows the algorithm to run without deadlocks (see Section 4.3).
The Data Dispersal Algorithm
We now show an algorithm that achieves O(nD) bit communication complexity, for the cases in which the data items are large with respect to the size of the network (having size of (nm log n) bits). The same algorithm can also be used for smaller data items if the sender is allowed to lump together several data items and transmit them together.
Recall that the slide protocol allows only a nite number of packets to be delayed in the network. Based on this property we are able to combine the slide protocol with Rabin's Information Dispersal
Algorithm Rab89] to achieve the O(nD) bit complexity. The general idea is that the sender splits the data item into packets using the Information Dispersal Algorithm (IDA) and sends them to the receiver using slide. As the IDA allows the construction of the full data item from only a subset of these packets, the protocol can tolerate the loss of the nite number of packets that can be delayed in the network during the execution of slide. In addition, the total size of the packets in any group from which the data item can be constructed is not larger than the size of the data item itself; therefore we build an e cient algorithm with O(nD) bit communication complexity.
More speci cally, the sender creates, using the IDA, 2 C + 1 packets, each of size O( D C+1 ) bits, where D is the size of the data item. The sender sends each of these packets to the receiver, each one along with its serial number as required by the IDA. This allows the receiver to construct the full data item from only C + 1 packets. The sender sends the 2 C + 1 packets and, since at most C packets can be delayed, the receiver will receive enough packets to reconstruct the data item. The only di culty left is to make sure that the receiver does not use old delayed packets to reconstruct data items subsequently sent. To overcome this di culty, the sender selects for each data item a label and adds it to all the packets of the data item. The receiver outputs the rst data item after calculating it from the rst C + 1 packets it receives; for each subsequent data item it waits for another 2 C + 1 packets, checks which label has the majority among the labels in the packets, and uses only the packets having this label; this is similar to the Majority Algorithm. For each new data item the sender must use a label that is not present in the network. Therefore, as in the Labels Algorithm, the receiver sends back to the sender every packet it receives through another slide operated in the opposite direction. Thus the sender always knows which labels are present in the network. As the capacity of each slide is bounded by C, 2 C + 1 di erent labels su ce. Throughout the proofs we assume a global time, unknown to the nodes, and we denote the value of variables in a node at a given time by a subscript of the node and a superscript of the time (e.g. X t v ).
The Slide Protocol
The protocol, given in Figure 1 , uses two types of messages: TOKEN messages which are used to transfer the tokens themselves, and TOKEN LEFT messages that are used as signals to inform the other side of a link that a token from the array associated with it was removed from the array.
Each node has associated with each incoming link an array of n slots ordered in levels from 1 to n. Each of these slots is used to store a single token arriving on the respective incoming link. In addition, each node maintains for each outgoing link a variable called bound, which is an upper bound on the number of tokens in the array on the other end of the link plus the number of tokens on the link plus 1. Thus, bound is an upper bound on the height of the slot available for a token if it is sent. This bound is maintained by initializing it to 1, incrementing it by 1 every time a token is sent over the outgoing link, and decrementing it by 1 every time a TOKEN LEFT message is received over the corresponding incoming link. Whenever there is a token stored in a slot with a higher number than the bound of some outgoing link, the token is removed from the slot and sent over the link.
The di erences between the sender and an ordinary node are due to the fact that the sender is the node that inputs new tokens to the network. Therefore it has an additional \special array" into which tokens are input from an external process. These tokens are input into slot number n of the \special array". Like all other arrays, tokens from this array can be sent over any link.
The receiver outputs any token it receives and never sends tokens. P1. For each token, the total number of times it is sent over a link, is at most n. (we say that each time a token is sent it is passed over a link, and that it performs a hop in the network). Proof: Upon initialization, the invariant holds, since the bound e] variables are initialized to 1, the top e] variables are initialized to 0, and no message is in transit in the network. By induction on the events that change any of the values participating in the invariant we can show that it holds for any t. There are four events to be considered: send and receive events of TOKEN messages from u to v and send and receive events of TOKEN LEFT messages from v to u. Consider the rst case, a send event of a TOKEN message from u to v: bound e] u is incremented by 1, but so is tokens u!v . The other three cases are proved similarly. 2
The next lemma gives the main intuition for the progress in the protocol.
Lemma 2 If a token from slot i at node u is sent to node v and is stored there at slot j, then j < i.
Proof: Let t be the time just before the token is sent from u, and t 0 the time just before it is received at v. Since all the tokens in the network are either stored in the arrays or in transit over links, the following lemma proves property (P2).
Lemma 3 At any time t and for any e = (u; v), top e] t v + tokens t u!v n :
Proof: By Lemma 1 top e] t v + tokens t u!v bound e] t u ? 1. For bound e] to be strictly greater than n, a token must be sent over e when bound e] = n. By the code, this token must be stored in level n + 1. By Lemma 2, and since new tokens enter the network into level n slots, such a token cannot exist. Thus for any t bound e] t u n.
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We can now also prove properties (P3) and (P4). We start by proving property (P3). By property (P2) the total number of tokens in the network at the beginning of the time interval is O(nm). By Property (P1) each can make up to n hops in the network, thus contributing up to O(n 2 m) token passes. Any token from the new new tokens can also make up to n hops.
The rest of the proof is devoted for proving property (P4). By way of contradiction assume that t is the last time at which the sender inputs a token.
As a result of property (P3) and as there is only one TOKEN LEFT message per token pass, there is a time t 0 t after which no TOKEN or TOKEN LEFT messages are sent. As S and R are eventually connected, there is a path R = v 0 ; v 1 ; : : :; v k?1 ; v k = S, k < n, such that for each 0 i k ? 1, e = (v i ; v i+1 ) is viable, hence there is a time t 00 t 0 by which all messages between v i and v i+1 , in both directions, are delivered.
By induction on the length of the viable path from v i to R, we will show that v i cannot have a token in a slot at level strictly greater than i after time t 00 .
The receiver, v 0 , has no tokens stored at all. Denote by e the (v i?1 ; v i ) link (i 1), and assume the inductive hypothesis that v i?1 has no token stored at level strictly greater than i ? 1. Since at t 00 all messages between v i?1 and v i have arrived, by Lemma 1 and the inductive assumption bound e] t 00 v i i. As t 00 t 0 , no token is sent after t 00 , but according to the code this can happen only if v i has no tokens in slots of level i + 1 or more, proving the induction step.
Thus slot n at S is vacant, and S will enable the input of a new token, contradicting the assumption.
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The following lemma shows that our protocol applies in the model where links have constant capacity by having an O(n) space bu er at the tail of each link and sending every message only after receiving an acknowledgment for the previous one. As the space complexity of the protocol is already O(n) per link (see below), this change does not a ect any of the complexity measures.
Lemma 4 At any time t, there are at most 2n messages in transit in each direction on any link. The following claim follows from the code of the protocol and its correctness.
Claim 7 (Space complexity) The space required at each node is nD + 2 log n bits per incident link, where D is the maximal number of bits in a token (if links have constant capacity then it is 2nD + n + 4 log n).
The Majority Algorithm
The algorithm is informally described in Section 3.2, and its code is given in Figures 2 and 3 . The Majority Algorithm uses the slide protocol, given in Section 4.1, as a lower-level building block. The sender and the receiver of the Majority Algorithm communicate using this protocol: each token to be sent by the sender of the Majority Algorithm is input by the sender of the slide, and upon the arrival of a token to the receiver of the slide it is output by this receiver and received by the receiver of the Majority Algorithm.
Correctness Proof of the Majority Algorithm
In this section we prove the Safety and Liveness properties of the Majority Algorithm. To prove the theorem, we claim that the majority of the tokens received by the receiver in the interval of time (t i?1 ; t i ] carry data item I i . First we show that no token that carries I k , k > i could have been received before t i . By the code, the total number of tokens that have been received by the receiver by time t i is: out (t 0 ;t i ] = C + 1 + (i ? 1)(2 C + 1): Since the network capacity is C, the total number of tokens sent by the sender at any time t is at most C more than the total received by the receiver at the same time, t. Thus, in (t 0 ;t i ] i(2 C + 1)
(1) Therefore, no token carrying I k ; k > i can be sent by the sender before t i . Hence, no such token can be received by the receiver at t, t < t i . We claim that no more than C tokens containing data item I k , k < i may be received in the interval of time (t i?1 ; t i ]. This, together with the fact that no token carrying I k ; k > i can arrive at time t < t i , completes the proof of the safety property because it implies that of the 2 C + 1 tokens received in (t i?1 ; t i ] at least C + 1 carry data item I i .
To prove the claim, we distinguish between two sets of tokens, those that carry data items I k ; k < i, which we call old, and all other tokens. We have already proved that all the tokens received by t i?1 are old and that the total number of such tokens received by the receiver by t i?1 is (2 C+1)(i?1)?C. Since the total number of old tokens ever sent by the sender is (2 C+1)(i?1), at most C may be received by the receiver in the interval of time ( 
The Labels Algorithm
The algorithm is informally described in Section 3.3, and the code of the algorithm is given in Figure  4 . In the algorithm we use two slide protocols between the sender and the receiver, operating in opposing directions. In the code we use the subscripts S ! R and R ! S to denote operation with respect to the slide from the sender to the receiver and the slide from the receiver to the sender, respectively. Similarly to the Majority Algorithm, the slide is a lower-level building block used by the Labels Algorithm. Tokens to be sent by the Labels Algorithm are input by the sender of the corresponding slide protocol, and upon their arrival to the corresponding receiver, they are output by it, and received by the process of the Labels Algorithm.
Each token sent from S to R consists of three elds: a label, marking the token; a data item; and a piggy-backed reset-label. The set L is a set of 6 C+3 labels, where C is the capacity of a single slide. Each token received by R is stored in a bu er before being returned to R. As the two slide pprotocols may operate at di erent paces, many tokens may be stored in the bu er. Therefore, we use at S a variable missing that counts the number of tokens that were sent but not returned yet. By delaying the input of a new data item until missing 2 C, we can limit the number of tokens stored at R. The array count counts for each label l how many tokens labeled by l are currently in the network. The function extract(set) extracts an arbitrary element from set: If set is empty the function returns null.
Correctness Proof of the Labels Algorithm
In this section we prove the Liveness and Safety properties of the Labels Algorithm.
The`life-cycle' of each label, as viewed by the sender, consists of four periods of time. reset, and then it is piggy-backed to tokens in order to be reset at the receiver. After all tokens resetting a label return to S, the label is returned to free L to start a new`life-cycle'. We de ne subsets of the labels, corresponding to the sets of labels that are in each of the above mentioned periods in the`life-cycle' of a label.
De nition 6 Let sending t be the set of labels that at time t are used to label tokens that are either delayed by any of the two slide protocols or are in the receiver's send bu er. Let pending reset t be the set of labels that at time t are in the set labels to reset of the sender. Let resetting t be the set of labels that at time t are piggy-backed on tokens that are either by any of the two slide protocols or in the receiver's send bu er.
Claim 11 At the sender, at any time t, missing t 3 C.
Proof: The variable missing is incremented when a token is sent by the sender. By the code, at most C + 1 tokens are sent between any two input events at the sender. The input event at the sender can occur only when missing 2 C. Therefore, for any time t missing 3 C + 1.
2 Note that this implies that, at any time send bu er at the receiver stores at most 3 C+1 tokens.
Lemma 12 At any time t, 1. jsending t j 3 C + 1 and jresetting t j 3 C + 1. 2. jsending t j + jpending reset t j 3 C + 1.
Proof: Part 1 follows immediately from Claim 11. To prove part 2, note that each time a label is added to sending, either pending reset is empty, or a label is extracted from it. Therefore part 2 follows from part 1. To formally prove it, assume by way of contradiction that t 0 is the earliest time when jsendingj + jpending resetj > 3 C + 1. This means that, at t 0 , a label was added either to sending or to pending reset.
By the code, a label is added to pending reset if and only if at t 0 the last token containing the label at the`sending' eld arrived at S, which means that the label is extracted at the same time from sending, contradicting the assumption that t 0 is the earliest time jsendingj + jpending resetj > 3 C + 1.
If the label is added to sending, then by the code, if at this time pending reset is not empty, a label to be reset is sent with the tokens and this label is extracted from pending reset, contradicting the assumption that at t 0 the sum of the cardinalities increases.
Thus, pending reset must be empty at t 0 , therefore jsendingj + jpending resetj > 3 C + 1 yields jsendingj > 3 C + 1, contradicting part 1. 2
Lemma 13 If jLj 6 C + 3, then free L is never empty.(i.e., the sender will always have a label to send with a new data item).
Proof: The lemma follows Lemma 12.
2 Theorem 4.4 (Liveness) If the sender and the receiver are eventually connected, then any data item input by the sender is eventually output by the receiver.
Proof: Let us rst prove the following two lemmas: Lemma 14 If the sender and the receiver are eventually connected, then there is no deadlock at the sender (i.e. eventually, missing 2 C). Proof: Assume by way of contradiction that there is a time t such that for any t 0 > t, missing 2 C + 1. By the code, the sender can send after t at most C + 1 tokens; therefore there is a time t 00 , after which the sender does not send any more tokens. Assume the sender has sent until t 00 k tokens (counted over the whole run). As the slide can delay only up to C tokens, the receiver has received by t 00 at least k ? C tokens. All these tokens are added to send bu er. Since the sender and the receiver are eventually connected by property (P4) of the slideall these tokens are eventually input by the R-to-S slide. As this slide can delay at most C tokens as well, the sender will eventually receive at least k ? 2 C tokens. Therefore missing will eventually be 2 C. 2
This implies that any data item available for input will eventually be input by the sender. Clearly, at least one token with a copy of each data item is received by the receiver. Thus it remains to prove that one copy of each data item will be output. For this, we need the following.
Lemma 15 Let acceptable t be the set of labels whose state is acceptable at time t in R. Then at any time t, free L acceptable t . Proof: Clearly the invariant holds when the algorithm starts.
A label l is extracted from acceptable only when R receives a token with l at the`labeling' eld. Since at this time there is no token in the network labeled with l, l cannot be in free L.
A label l is added to free L only when all tokens with the label at the`reset' eld return to S. Assume this happens at time t. Since these tokens return to S, they were received by R, setting l to the acceptable status. Assume the last one was received by R at t 0 , t 0 t. But in the time interval (t 0 ; t] there is no token with l at the`labeling' eld in the slideto R. Therefore at t l is in the acceptable status in R.
2 Thus, the label l used by the sender with a new data item at time t is in the acceptable status at time t at the receiver. Furthermore, at t there is no other token in the network with label l in it. Thus, when the rst copy of a token with label l, after time t, arrives at the receiver, the receiver outputs the new data item.
2
Theorem 4.5 (Safety) At any time the output of the receiver is a pre x of the input of the sender. Proof: The liveness property implies that every data item that is input at the sender is eventually output at the receiver. Next we claim that there is no duplication in the sequence of data items output by the receiver. This claim is proved by way of contradiction. Assume that data item I i is output twice by the receiver at times t 1 and t 2 . Thus at both times the receiver received a token of the form (l; I i ; l 0 ) and status l] was acceptable. Since at t 1 status l] is set to not acceptable this implies that at some time t 0 , t 1 < t 0 < t 2 , a token of the form ( ; ; l) is received by R. At time t no such tokens exist in the network (since l is extracted from free L) and any new such tokens can be created by the sender only after all tokens of the form (l; I i ; ) have arrived to S. Therefore such token are created only after t 2 , contradicting the fact that such token arrives at R at t 0 .
It remains to show that there is no reordering in the output sequence. This follows from the fact that the sender sends the (i + 1)'st data item only after the i'th data item has been output by the receiver. This lemma follows from the properties of the slide and from the bounded number of tokens input into each of the two slide protocols used, as proved in the following two lemmas.
Lemma 17 In any time interval between two consecutive output events of the receiver at most O(nm) tokens are input to the S-to-R slide.
Proof: The lemma follows from the following two facts: (1) the maximum number of tokens that can be input to the slide between any two consecutive inputs events is bounded by C + 1, and (2) any interval between two consecutive output events may overlap in time at most two intervals between consecutive input events. 2 Note that the space complexity of the sender and the receiver is O(nm log n + D).
The Data Dispersal Algorithm
The algorithm is informally described in Section 3.4, and the code of the algorithm is given in Figure 5 . As in the Labels Algorithm, we use two separate slide protocols, one from the sender to the receiver and another in the opposite direction. We use the subscripts S ! R and R ! S Procedure check and output if rst item=true and jpackets-setj=C + 1 then /* rst data item */ using the IDA calculate the data item from the C + 1 packets in packets-set; output(data-item); packets-to-return:=packets-to-return packets-set; packets-set:= ; rst item:=false;
elseif rst item=false and jpackets-setj=2 C + 1 then /* all other data items */ majority-label:=majority-of-labels(packets-set); using the IDA calculate the data item from the packets in packets-set having the label`majority-label'; output(data-item); packets-to-return:=packets-to-return packets-set; packets-set:= ; endif endif c: procedure check and output Rabin's Information Dispersal Algorithm requires that the data be represented as a sequence of numbers over the eld Z p , where p is a prime bigger than the number of packets to be created by the IDA. We use the IDA to create 2 C + 1 packets; therefore we need a prime p, such that p > 4nm + 1. Since m n 2 , any p such that p > 4n 3 + 1 would do. In order to keep the size of the smallest data item to which the Data Dispersal Algorithm can be applied as small as possible, we should use the smallest p for which the above inequality holds. Since for any x there is a prime q such that x q 2x, there is always a prime that can be represented in dlog(8n 3 + 2)e bits. Since each packet must contain at least one full number over Z p , the size of the smallest data item to which the Data Dispersal Algorithm can be applied is (nm log n).
Correctness Proof of the Data Dispersal Algorithm
In this section we prove the Safety and Liveness properties of the Data Dispersal Algorithm. Theorem 4.6 (Safety) At any time the output of the receiver is a pre x of the input of the sender.
Proof: We denote by I = (I 1 ; I 2 ; : : :) and by O = (O 1 ; O 2 ; : : :) the input to the sender and the output of the receiver, respectively. Let t i be the time when the receiver outputs O i , and denote by l i the label added to the 2 C + 1 packets calculated by the IDA from I i at the sender. By the code, the tokens used at t i to calculate O i at the receiver are the 2 C + 1 tokens received by it in the time interval (t i?1 ; t i ]. By the same arguments as in the proof of Theorem 4.2, at least C + 1 of these tokens contain the label l i ; thus the majority of labels will be l i , and the receiver will calculate O i from the tokens containing l i . Since at the time the sender extracts l i from free L, there is no token containing it in the network, the receiver will use at t i only packets calculated from I i at the sender. As noted before, the receiver has at least C + 1 such packets at t i , and the IDA will correctly calculate I i at t i . Thus O i = I i for any i. 2
The proof of the Liveness property requires the following technical lemma.
Lemma 21 For any time t, missing 4 C + 1.
The proof is similar to the proof of Claim 11.
Note that this also implies that the receiver never stores more than 4 C + 1 tokens in all its bu ers. Proof: Denote by t i the time the i'th data item is output at the receiver. We use for the S-to-R slide the same notation as in Section 4.2.1. out (t i ;t i+1 ] = 2 C + 1 and for any t, 0 delay t C, thus C + 1 in (t i ;t i+1 ] 3 C + 1. By Property (P2) of the slide C = O(nm) and applying this to Lemma 5 yields a message complexity of O(n 2 m) for the S-to-R slide. The tokens that are input to R-to-S slide in the time interval (t i ; t i+1 ] must be in tokens to return just after t i , since new tokens are added to this set only at output events at the receiver. By Lemma 21, the receiver stores at any time at most 4 C + 1 tokens. In the worst case all of them are in tokens to return at t i . Thus at most 4 C + 1 tokens are input to the R-to-S slide in the time interval (t i ; t i+1 ]. Applying this to Property (P2) of the slide and the results of Lemma 5, we obtain a message complexity of O(n Proof: Each token sent in the algorithm is of size O( D C+1 + log n). Combining that with the space complexity of the slide, results in space complexity of O(n( D C+1 + log n)). Since C = 2nm, the space complexity is O( D m + n log n). 2
Note that using the analysis of the IDA Rab89] the space complexity of the sender and the receiver is O(n 2 m 2 log n).
5 Conclusion
This paper introduces the slide protocol and uses it to provide the rst polynomial complexity end-to-end communication protocol in dynamic networks. Since its initial publication AGR92], slide has been used as the basis for several new algorithms, including the elegant self-stabilizing protocols AV91, APSV91, Var92], a load-balancing scheme AAMR93], and a multi-commodity ow algorithms AL94, AL93]. We believe it will nd further applications in network protocol design as issues of availability and fault-tolerance become more critical in distributed applications.
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