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I. INTRODUCTION
T HE development of new instruments is often pursued with the goal of replacing existing measurement methods to increase accuracy, efficiency, or convenience. In many cases, the new instrument may provide the same measurement in a completely different manner. For example, in [1] , a visionbased method is presented to measure yarn density in woven fabrics, which replaces an older method using X-ray sensors. In [2] , a new sensor is designed to measure fabric texture in a manner that mimics human touch. This new instrument is proposed to replace older methods based on microscopic examination or more recent techniques that make use of computer vision. In each of these new systems, calibration and validation of the new method is achieved by measuring the same object in both systems. Even with nondestructive methods which replace destructive techniques, in many cases an object can first be measured by the nondestructive method and then by the destructive method for comparison, such as in [3] . However, in this paper, we present a scenario in which the measurement methods either destroy their respective samples (e.g., blood tests such as those described by [4] ) or differ in the manner by which they accept the samples (e.g., one in batch form, the other by individual samples as is the case with many different cotton fiber quality measurements [5] ). These conditions prohibit a direct comparison between old and new techniques for an individual specimen. In order to overcome this problem, we propose a new method based on transfer learning that allows a new instrument to learn how to evaluate the same measurement as an older instrument. We assume that these two instruments measure the same property but by different methodologies, and that samples presented to one apparatus are not available to the other. As illustrated by Fig. 1 , the idea is to use existing measurement data from the old instrument as a means to transfer knowledge to the new instrument. Although, we present an application of this new method in the measurement of cotton fiber maturity, we believe the technique is applicable to a general class of similar problems.
A. Cotton Fiber Maturity
One of the most important characteristics used to evaluate cotton fiber quality is maturity. A single cotton fiber exhibits a tube-like structure. As the fiber matures, the inside of the Image segment of a cotton fiber from the system described by [8] .
tube is filled with cellulose. This measurement describes the amount of cellulose that is deposited within a fiber relative to the circumference of its cross section. More mature fibers have better dye affinity and are stronger, which allows them to survive manufacturing processes without breaking; thus, producing better quality yarns.
The current, most reliable, and direct method calculates maturity by analyzing microscopic images of fiber cross sections [6] . Using this method, bundles of fibers, prepared in specific manner prescribed by the standard [6] , must be cut by a microtome into 1 μm-thick cross sections, which are imaged under a microscope. Fig. 2(a) shows a diagram of a cotton fiber cross section, while Fig. 2(b) shows a microscopic image of several cross sections. Then, using image analysis techniques [6] , two measurements are taken from each cross section: the outer perimeter, P, and the area of the secondary cell wall, A. Maturity, θ , is then calculated according to
which is the ratio of the area A to the area of a circle having perimeter P. Since sample preparation for the direct method is tedious and time consuming, other instruments have been developed that measure maturity indirectly. The Uster Advanced Fiber Information System (AFIS) uses an aeromechanical separator to individualize fibers and present them to an electro-optical sensor, where maturity is estimated based on the amount of light that is able to penetrate the fiber [7] . Also, the Cottonscope, measures maturity by analyzing the birefringence properties of 700-μm fiber snippets under polarized light [8] , [9] .
In a precursor to our work, Shahriar et al. [10] established a proof-of-concept prototype designed to increase efficiency by measuring both length and maturity simultaneously from longitudinal images of individual fibers. Furthermore, as it has been shown that maturity can vary with a single fiber [11] , the prototype system is uniquely capable of providing maturity measurements along the length of a fiber. Fig. 2(c) shows an image of a cotton fiber segment taken using this system. Actual images are much larger as they capture the entire length of the specimen.
While the goal is to generate a model that maps features, or measurements, extracted from the image to a maturity value, the difficulty lies in not knowing the maturities for the fibers being measured in the new instrument. For the prototype developed in [10] , a single fiber is manually placed between two glass slides for imaging. Because the sample preparation for the direct method in [6] can only be applied to a bundle of fibers, it cannot be used to measure the maturity of a single fiber. However, the samples used in our study come from a set of reference cottons established by Hequet et al. [12] . Using these reference cottons, Shahriar et al. [10] proposed a machine learning algorithm called G2DA for the purpose of transferring knowledge of maturity from the old instrument (cross section method) to the new instrument (image features). While the results show some success, the primary limitation of the G2DA algorithm is that it can only transfer knowledge when the input data of both measurement methods has the same dimensionality.
In this paper, we introduce a new transfer regression method that overcomes these limitations. By using a common link in the samples being measured by both instruments, we demonstrate that the probability distributions of labels from the older measurement method can be used to assist in the generation of a regression model to be used by the new instrument regardless of the dimensionality of the input data in either method.
B. Transfer Learning-Prior Work
One problem faced by engineers and scientists in machine learning is that as data has become more abundant, labeling these data sets has become increasingly costly and time consuming. Transfer learning attempts to address this issue by presenting methods that leverage existing, often labeled, data sets (commonly called source domains) that relate to the primary learning task in some target domain. Relating this terminology to the task at hand, the older instrument would be considered the source domain and the new instrument would be the target domain, as indicated in Fig. 1 .
Pan and Yang [13] divide transfer learning methods into three categories: inductive, transductive, and unsupervised. In this paper, we present methods that correspond to the transductive setting. This situation is primarily characterized by the fact that the source domain contains a lot of labeled data whereas the target domain has no labeled data. The transductive setting can be further divided into two categories: 1) the feature spaces between the source and target are different or 2) the feature spaces are the same but the probability distributions of the data are different. While many methods that have been developed address the latter (see [14] , [15] as well as works cited by [13] ), the former has received much less attention and is, perhaps, a more formidable problem. As previously mentioned, Shahriar et al. [10] proposed the G2DA algorithm, which provides a method of domain adaptation when the source and target domains are different. While G2DA is limited to both the source and target domains having the same dimensionality, some works have overcome this problem. Kulis et al. [16] describe a domain adaptation method extending prior work by Saenko et al. [17] . They demonstrate their method by classifying objects from different image domains (e.g., speeded up robust features [18] in one domain and scale-invariant feature transform [19] in the other) and report between 25-53% classification accuracy among various data sets-an improvement when compared to traditional unsupervised techniques. While that level of accuracy may sound relatively low, it illustrates how challenging this type of problem can be. Others include [20] and [21] , both of which use co-occurrence data to establish a link between the source and target domains. While we use a similar concept to establish a relationship between the two instruments, their methods-along with [16] -do not apply to regression. Additionally, [20] and [21] assume there is some labeled data in the target domain, whereas ours does not.
One other aspect of transfer learning that has received little attention is regression. Yang et al. [22] propose a Bayesian multitask learning model for nonlinear regression called HiRBF, where all learning tasks are combined in a single radial basis function network. Mao et al. [23] use the idea of principle curves to find a common low-dimensional representation across multiple tasks. Liu et al. [24] introduce Transfer Regression Model, which is based on manifold regularization, for the purpose of estimating indoor 3-D location from Wi-Fi signals. Pardoe and Stone [25] employ the boosting technique and combine source and target data into one training set. More recently, Deng et al. [26] use generalized hidden-mapping ridge regression and apply it to both regression and classification in a transfer learning setting. Also, the aforementioned Shahriar et al. [10] use G2DA to transfer data from both source and target domains into a common latent space where least squares regression is applied. While these techniques present a wide variety of methods for transfer regression, none of these methods work when the dimensionality of the source and target domains are different. To our knowledge, no other transfer regression method can accomplish this-particularly when no labeled data exists in the target domain.
To summarize, the main contributions of this paper are as follows.
1) Introduce a novel transfer regression algorithm that can be used when the dimensionality of the source and target domains is different and when there is no labeled data in the target domain. 2) Using this new method, demonstrate how it can be used to train a new instrument using information from an old instrument, particularly when both measurement methods, in essence, destroy the samples.
II. METHODS
As stated, the method presented here proposes to solve a transductive transfer learning regression problem. It is assumed there is one source domain representing to the old instrument in which all data is labeled (i.e., measurements are known for all samples) and one target domain representing the new instrument which contains data without labels (i.e., the samples analyzed by the new instrument do not have measurements). The learning task is to generate a regression model in the target domain of the new instrument that matches the way measurements are assessed in the source domain of the old instrument. To create a link between the two domains, we assume a single feature is common to both. Through this linked feature, this method utilizes distributions of measurements in both domains to perform the modeling.
A. Formal Statement of the Problem
What follows is an introduction of notation and definitions that frame the problem to be solved. Let
} be a set of data points in the source domain, where Similarly, in the target domain, we are given a set of data,
T is the number of data points in the target domain, and d T is the number of dimensions. These data are mapped to a set of unknown labels,
The learning objective is to determine f T . Note that both the dimensionality of the data as well as the number of data points in each domain can be different, i.e., d S is not necessarily equal to d T , and n S is not necessarily equal to n T .
The partitioning of the data in both the source and target domains is the key to relating the two domains. It is assumed that a relationship exists between c S j and c T j such that each category contains a set of features in its respective domain for the same group of related objects noted as B j , i.e., c S j ⊂ B j and c T j ⊂ B j . Intuitively, consider that the two domains share a categorical variable which can be used to group the data similarly in each domain. For the learning task, the number of categories is assumed to be the same in each domain, i.e., m T = m S = m. Additional categories may exist in one domain without a counterpart in the other. However, this data would not be useful for the learning task and is not considered.
B. Modeling the Target Domain
Given a sample from the target domain, x T , which has been analyzed by the new instrument, we want to find a function,
(For notational convenience, henceforth, f T will simply be denoted as f .) As stated above, for the source domain, the set of data points, X S , and their associated labels, Y S , are given. Furthermore, we also know the class or category to which each sample belongs. With this information we can estimate the probability distribution of the labels for a given category in the source domain, i.e., P(y S |c
If f is a good model for the labels in the target domain, then it stands to reason that the class conditional distribution of the labels output by one instrument should be (nearly) the same as the class conditional distribution of the labels from the other instrument. In other words, the following relationship is assumed:
This is a reasonable assumption, since samples from c S k and c T k have both been drawn from the same group of related objects B k . Furthermore, we assume those samples have been drawn in such a way that the sampling method for each domain produces a distribution that represents the population label distribution of B k . Initially, the difficulty in learning a model for the target space is that the available training data is unlabeled. In other words, samples analyzed by the new instrument do not yet have known output measurements. All that is known relating to labels in the target space are the class conditional distributions of the source data and the assumed relationship described by (2) . While knowing only the distribution of labels for a given class is not immediately useful for the learning task, we can use the mean label of each class to seed the target space with an initial set of labels. Therefore, letý T i denote the initial label associated with x T i -the i th sample in the target feature space. This initial label is assigned according to the following equation:
given that the corresponding sample is an element of the kth category, i.e., x T i ∈ c T k . In other words, the target label is initialized with the mean label value for category c S k . Assuming the distribution of data for each class is different (P(x T |c T i ) = P(x T |c T j ) for i = j ) and the mean label for each class is dif-
, the idea is that there will be enough label information available in the target space for a learning algorithm to get a general sense of how labels are distributed in the feature space and begin learning a model.
Because of this initialization step, the number of classes is important. If there are too few, the underlying function may not be recoverable. For example, just as in a simple regression case, one cannot expect to recover a quadratic function with only two data points. Similarly, in this method, one would not expect to uncover a quadratic function with only two classes as this would results in only two initial label values applied to all available target data.
Algorithm 1 shows the steps of the modeling process. Starting with the seeded target labels (Lines 1.2-1.4), the algorithm iteratively alternates between adjusting the target labels by applying a nonlinear map to the label values (Line 1.7) and learning a regression model using any appropriate method for the task (Line 1.8). At each iteration, label values for each data point in the target space are re-assigned (Line 1.9) in order to improve the next regression model until no further change is detected. The next section provides additional details and reasoning for this process.
C. Algorithm Details
Let f (x) be the true, unknown model and g(x) be the result of a regression model using the initialized labels, i.e., Lines 1.2-1.4 of Algorithm 1. Initially, the error between g Algorithm 1 Modeling the Target Space
and f is likely to be large. However, suppose a transformation, H , exists that maps the output of g(x) directly to f (x), e.g.
In a practical setting, finding an exact mapping is unlikely, however, the idea is to condition the data such that the error in the estimate provided by g is removed in order to improve the model in subsequent iterations. For this purpose, we have chosen to use histogram matching [27] as the transformation, H . Histogram matching is a process where values are reassigned via a nonlinear, monotonic process in order to match a specified histogram. Its purpose in the proposed algorithm is to force the distribution of labels for a given category in the target domain to match the distribution of labels for the same category in the source domain thereby reinforcing the knowledge transfer at each iteration. Histogram matching is a logical choice as it directly imposes the relationship in (2). Prior to applying histogram matching, the label distributions in both domains must first be estimated. Histograms, like other nonparametric techniques, can estimate the underlying probability density function provided that the number of data points and the bin size are selected judiciously. As described by Theodoridis and Koutroumbas [28] , for a fixed number of data points, the smaller the bin size, the higher the variance in the estimate. Larger bin sizes smooth out local variations in density. For a fixed bin size, the variance decreases as the number of sample points increases. For large enough number of samples, the smaller the bin size the better the accuracy of the resulting estimate.
With that in mind, the histogram can be fine-tuned prior to running the algorithm by selecting these two parameters for the source label distributions as these distributions are known and remain constant throughout the process. Assuming that the number of sample points is large enough, the choice of bin size for the source histograms is then assumed to be the same for the target label distributions in order to perform histogram matching. Given that histogram matching is monotonic, we are able to examine conditions under which the algorithm can successfully recover f . Beginning with the ideal case in (4), taking the gradient of both sides results in H (g(x) ).
Since the gradients are equal, the signs of the gradients are also equal, that is
where sgn() is the signum function
and, therefore
This result implies that in the ideal case for H to map directly from g to f , the signs of the gradients of g and f must match. While this is a necessary condition for the ideal case, this is not realistic in practice. Consider a neighborhood bounded by two points, x 1 and x 2 , within which f and g can be approximated by a straight line. Furthermore, consider that within this neighborhood (5) does not hold. Fig. 3 shows a simple 1-D case of this scenario, where
). Let ε be the total error at these two points between the true model and the training labels adjusted by histogram matching, that is
Since H is monotonic, then H (g(x 1 )) ≤ H (g(x 2 )), and (6) is minimized when H (g(x 1 )) = H (g(x 2 )). In the example in Fig. 3 , this is equivalent to transforming g into a horizontal line. In that case, let y = H (g(x 1 )) = H (g(x 2 )), and the error becomes
By the triangle inequality, this implies that
In other words, the lower bound of the error is proportional to the slope of f . Note that we could arrive at this same result in the opposite case where
This means that for neighborhoods where (5) does not hold, the error is bounded by the expression in (7) . Obviously, in the case where (5) is valid within the neighborhood,
, and g(x 1 ) > g(x 2 ); then it is possible for both
, which, from (6), results in ε = 0. As stated previously, the purpose of H is to condition the data in order to improve the model at each iteration. If we consider g(x i ) to be an estimate of f (x i ), then the purpose of H is to remove some of the error in the estimate before attempting to use that point to recover f . The analysis above indicates that H can have better performance when the condition in (5) is met. In regions where (5) is not met, the modeling process is forced to use samples with potentially higher error. As with any regression problem, as noise increases over the space to be modeled, the resulting model can exhibit larger error. However, if the size or quantity of these regions are small, the errors are essentially smoothed out.
With this in mind, it becomes clear that the choice of model for g is critical. While a particular model choice may not exactly match the true model f , as long as the condition in (5) is valid for a large portion of the relevant feature space, the final model can offer good approximation. In fact, a practical example of this scenario is provided in the results section.
While the analysis above provides some insight, (5)- (7) rely on f , which is unknown. However, we can derive some measures that indicate the performance of the modeling process using known information. Let g k (x) be the model generated by the algorithm in the kth iteration (Line 1.8), and let H (g k−1 (x)) be the histogram-adjusted labels of the model from the previous iteration (Line 1.7). We can calculate the root-mean-squared error of the modeling process at iteration k by
This is the observable estimate of the true error-very similar to residuals in a typical regression sense. In practice, M is a good indicator of convergence and is used as the stopping criteria, as indicated in Algorithm 1, Line 1.6. Upon termination, M provides useful information in terms of the agreement between the final model g k and the labels suggested by the transfer of knowledge through H . Note that M is in the units of the desired output variable, which means acceptable values of the error indicated by M are application dependent. However, we can use the coefficient of determination R 2 as a unitless measure of modeling performance. Ideally, both g k (x) and H (g k−1 (x)) approach f (x). In that ideal case, a scatter plot of g k (x) versus H (g k−1 (x)) would reveal points along the diagonal y = x. Assuming this model, we can then calculate R 2 by
where E[·] is the expectation operator. In the fraction above, the denominator remains relatively constant since H enforces the relationship in (2) . In other words, the variance in the data being modeled is generally the same at each iteration. As the model g improves, the numerator decreases, causing an increase in R 2 . While either (8) or (9) could be used as stopping criteria, both provide a useful measure for model performance. As with a typical regression scenario, either could be used as criteria for model selection by repeating the algorithm for several different models and choosing the one that offers the best performance.
III. RESULTS
In this section we present three examples that demonstrate the effectiveness of the proposed modeling algorithm followed by the results of applying it to the new vision-based method for measuring cotton fiber maturity proposed in [10] .
A. Example-1-D Synthetic Data
For illustrative purposes, let us begin with a simple 1-D example. Consider that a domain in R 1 consists of three categories of 100 samples each, and each category is normally distributed as N(μ = −1, σ = 1), N(0, 1), and N(1, 1). Also, let the true model in this domain be quadratic, y = 3x 2 . In a typical problem setting, this model is unknown and the goal is to recover it from the given information. First, one set of data is randomly generated according to the above parameters. Using this data, the class conditional distributions of the labels are computed and treated as if they are obtained from a source domain, i.e., P(y S |c S k ). Then a new set of data is randomly generated using the same parameters. This data set is treated as the target domain data and is shown in Fig. 4(a) with the true labels. The first step of the algorithm is to initialize the labels according to (3) , as shown in Fig. 4(b) . Next, with a chosen model, a regression scheme is applied to the initialized data. For the purposes of a successful demonstration, we have chosen a quadratic model and are using a linear least squares regression method. Fig. 4(c) shows the result of the first modeling attempt. Now the iterative process begins with histogram matching where labels are reassigned to enforce the relationship in (2), as shown in Fig. 4(d) . Because our initial model meets the condition described by (5) almost everywhere, immediately, the form of the true model can be seen after the transfer of knowledge through histogram matching. Next, using the histogram-adjusted labels, the same regression scheme is applied and labels are reassigned according to the new model [ Fig. 4(e) ]. Fig. 4(f) and (g) shows the results of the second iteration. Finally, after five iterations, the algorithm terminates according to the stopping criteria = 0.01 (see Algorithm 1, Line 1.6). The final model is y = 3.29x 2 −0.44x +0.03. Fig. 4(h) and (i) shows the values of M and R 2 from (8) and (9) , respectively, at each iteration. In these two graphs, Iteration 0 represents the values after initialization and the first model (Algorithm 1, Line 1.5), which is prior to the knowledge transfer by histogram matching. Given that we know the true labels in this example, the root mean squared error (RMSE) of the true labels versus the generated model is 0.89, while the final value of M is 1.51. Also the final value of R 2 from (8) is 0.95. This simple example demonstrates that without any existing label information in the target space and, instead, given only a distribution of labels per category, the proposed algorithm can recover a model in the target space. In this case, the simulated source distributions were generated from distributions with a sample size of only 100 points each. By increasing those sample sizes to 1000 per category and rerunning the experiment, we get a final model y = 2.92x 2 + 0.14x + 0.01, true RMSE = 0.27, M = 0.59, and R 2 = 0.99, which is a marked improvement. Additionally, in order to analyze the bias of the procedure, we ran this experiment 50 times-each time sampling a new set of 1000 points per category with the above distribution parameters. Table I shows the results of the model parameters along with a 95% confidence interval (CI). While there exists some bias in the x 2 and constant coefficients, it results in a very small amount of error.
Finally, using this synthetic example, we wish to illustrate the scenario when (5) does not hold. The procedure was run once more with the same parameters except this time the regression model was a simple linear model. Fig. 5 shows the results a few iterations into the procedure. In Fig. 5(a) , the labels have been assigned values according to a new model at the end of one iteration (Line 1.9, Algorithm 1), and Fig. 5(b) shows the results of the histogram matching step at the beginning of the next iteration (Line 1.7, Algorithm 1). The dashed line represents the true model, y = 3x 2 , while the dashed-dotted line is the simple linear model estimated thus far. The shaded region in each graph shows where the signs of the gradients between the two models do not match, i.e., (5) does not hold. It is clear from Fig. 5(b) that in the nonshaded region, the histogram matching step results in labels that bear some resemblance to the true model. However, in the shaded region, histogram matching tends to transform the data into a horizontal line; which, as stated in the discussion between (5) and (7), is the best histogram matching can do when (5) does not hold.
B. Example-2-D Synthetic Data
As an additional demonstration of the algorithm on synthetic data, let us consider an example of 2-D data with an affine transformation between the source and target domains. The source domain consists of five categories of 500 points each and normally distributed with means (−2, 2), (−1, 1), (0, 0) , (1, −1), (2, −2) each and a standard deviation of 0.5. Let the source domain model be a sigmoid function
where x∈R 2 and z = [ −1 1 ]. This source domain data is shown in Fig. 6(a) with the shade of each point indicating the label value. Additionally, a different set of samples is generated along with associated labels using the same parameters; however, an affine transformation is then applied to this second set of data according to
where x T represents the location of sample in the transformed (target) space. The target data with the true labels is shown in Fig. 6(b) . Following the initialization of labels in the target domain according to (3), Fig. 6(c) shows the data with five discrete label values. In this figure, the five categories are visually discernible. For the modeling algorithm, we choose logistic regression and apply the modeling procedure. After three iterations, the algorithm terminates with the following logistic function as the result:
where x 1 and x 2 represent the first and second dimensions, respectively. Fig. 6(d) shows a plot of predicted labels versus true labels. The final results are true RMSE = 0.002, M = 0.006, and R 2 = 0.999 indicating a very close match. Note that the true labels were generated from (10) prior to applying the affine transformation.
This second example illustrates two points. First, the algorithm is robust in that it can support different regression models and methods. No changes were required between the first and second examples other than to simply use a different type of regression model when specified in Algorithm 1, Line 1.8.
Second, there are no assumptions nor requirements made on the distribution of samples in the source domain. In other words, there is no assumed relationship between P(x S |c S j ) and P(x T |c T j ). There is a significant amount of prior work that deals with domain adaptation (e.g., the aforementioned works [10] , [13] - [17] ), which often deals with finding a transformation that maps samples from the source to the target domain or from both domains to a latent space. Typically, this is done for the purpose of transferring labeled samples from the source to the target for the learning task. In the example presented here, the goal of domain adaptation could be attempting to recover the affine transformation in (11) . However, as demonstrated, the proposed modeling algorithm does not require knowledge of any type of domain adaptation, and, instead, conducts the learning task directly in the target domain using only distributions of labels from the source, i.e., P(y S |c S j ).
C. Example-Real-World Data
In the next experiment, we show how model selection can be performed and present a case where the model chosen for regression doesn't match the true model as it did in the previous example. Furthermore, this experiment utilizes cotton fiber maturity data made available by Hequet et al. [12] , which allows us to present an example based on a realistic scenario.
The work in [12] produced maturity data for 104 cotton bales representing two principal cultivated species. For these bales, maturity was evaluated by the cross section method and the Cottonscope instrument. A sample was extracted from each bale according to an industry standard protocol described in [12] and measured by each method/instrument. The Cottonscope measures the average maturity of a fiber snippet 700 μm in length and outputs a distribution of maturities for all snippets in a cotton sample. No other measurement information is available-just the output maturity distributions. However, for the cross section method, perimeter and area measurements are recorded for at least 4000 cross sections per bale. For this experiment, we are treating the cross section measurements as the target domain, while the Cottonscope measurement represents the source. In other words, suppose that the Cottonscope is the old instrument which we want to use to train a new instrument that uses the cross section method. The true model for the cross section method is given by (1) , and the objective is to generate a model in the cross section domain that approximates the measurements of the Cottonscope instrument-assuming that in a more realistic scenario (1) would be unknown. From the data in [12] , we have chosen to use five bales for training. These bales were selected to represent a broad range of maturity values. Fig. 7 shows the distribution for each bale. Also Fig. 8 shows a scatter plot of the data in the cross section domain, where the perimeter and area have been normalized. The shading in Fig. 8(a) shows the true maturity, while the shading in Fig. 8(b) shows maturity values after applying the target label initialization in (3) . Note that in this second figure, it is difficult to visually differentiate the categories due to the high degree of overlap.
With this data, the algorithm was run for three different models: linear, quadratic, and logistic. The cross section data is split so that 80% is used for training and the remaining 20% is used for testing. Table II shows the results of each model. Out of these three, the quadratic model presents the lowest value of M and the highest R 2 , suggesting that this model would be the best out of the three. This is confirmed by the RMSE value in the right column, which is calculated from the true label values in the test data. Also, Fig. 9 shows a plot of predicted versus true labels for each model using the test set.
The results of this experiment demonstrate two important points. First, while the three models chosen do not exactly match the true model in (1), the quadratic model offers a close approximation exhibiting relatively low error. In many cases it may be impractical to determine the true underlying model; however, an approximation of that model can produce good results. Second, the measures proposed in (8) and (9) provide a good estimate of model performance when compared to known, true labels. In a more realistic scenario, no known labels would exist in the target domain making the reliability of these two measures necessary.
D. Estimating Cotton Fiber Maturity Using New Prototype System
Finally, we present the results of applying this method to the vision-based measurement for cotton fiber maturity proposed in [10] . The objective is to use maturity calculated from cross sections of cotton fibers to train this system to estimate maturity using the features extracted from each image tile. In this case, the cross section measurements are the ground truth and represent the source domain associated with the old instrument, while the image features represent the target domain associated with the new instrument. Cotton samples for both domains are obtained from the same five cotton bales described in the previous example and shown in Fig. 7 . The source domain consists of approximately 4000 cross section measurements per bale. The target domain consists of 500 fibers drawn from each bale, which are imaged and processed by the new vision-based system. Due to the varying lengths of the fibers, this generates approximately 65 000 to 125 000 tiles (and, hence, data points) per bale. In order to keep the number of points the same among the categories so that all categories are equally represented in the regression, 65 000 data points were randomly sampled from each bale.
The target domain consists of 14 features extracted from each tile. Five features are based on the fiber width within the tile: fiber width minimum, maximum, average, standard deviation, and shape factor (the ratio of the maximum width to the minimum width). There are also four features based on the translucency (pixel intensity) of the fiber: intensity minimum, maximum, average, and standard deviation. Finally, there are five Haralick texture features [29] : coarseness, contrast, correlation, energy, and homogeneity. After examining 1-D density estimates of all features as well as all combinations of 2-D density estimates in a pairwise fashion, we selected five of these features as the most viable to be used in the modeling process: homogeneity, contrast, shape factor, fiber width standard deviation, and fiber width max.
Using these five features, we applied the modeling algorithm to four different models: linear, quadratic, logistic with a linear exponential term, and logistic with a quadratic exponential term. Table III better than the performance of the best model in the previous example ( Table II ). In that example, Fig. 9(b) shows evidence that the model provides a very good approximation in the estimation of maturity, and the model performance measures reflect that. In this case, we can deduce that if true maturity values were available, then based on the model performance measures M and R 2 , we would see a very similar graph to that of Fig. 9(b) -if not better. Fig. 10 compares the resulting label distributions for each bale used in training between the source and target domains. At the top of each graph in Fig. 10(a) -(e), we provide the Jensen-Shannon Divergence (JSD) [30] as a quantitative measure of similarity between the source and target label distributions.
For validation of the chosen model, we have employed a hold-out method in which samples from three additional bales not used in training were tested. Fig. 11 shows the source label distributions as well as the predicted target label distributions of the samples taken from each of the test bales. Bale 3129 [ Fig. 11(a) ] is a more immature type of cotton, similar to Bale 3116 [ Fig. 10(e) ], which was used in training. In each of these graphs, the manner in which the source and target distributions diverge is similar-i.e., both target label distributions indicate a higher density of slightly more mature fibers than the source. We believe this may be due to the fact that immature fibers are more difficult to handle individually. They are often twisted and relatively brittle. Because the prototype system requires a human to manually place fibers on slides to be imaged, we posit that many of the more immature fibers were broken (resulting in a smaller length and, therefore, fewer image tiles) or simply discarded. However, Bale 3056 [ Fig. 11(b) ] along with other "middle maturity" cottons used in training, Bales 3042, 3029, and 3057 [ Fig. 10(b)-(d) ], respectively, exhibit very similar source and target label distributions-as is indicated by the lower JSD values. Also, the more mature test sample from Bale 3140 [ Fig. 11(c) ] also shows a strong resemblance between source and target domains. It should be noted that the JSD for this particular result (0.011) appears to be slightly better than the results of the mature cotton used in training, Bale 3212 [ Fig.  10(a) ] with a JSD of 0.016. We believe this illustrates that the chosen model generalizes quite well.
As an additional validation step, we visually examined fiber segments in relation to their predicted maturity values. To the experienced researcher, subtle differences in cotton maturity can be observed in longitudinal views of cotton fibers. However, armed with a basic knowledge of cotton maturity (as explained above), extreme differences in maturity are readily apparent to most individuals. To that end, using the best model indicated in Table III no cellulose and become an empty tube often exhibiting a flat, ribbon-like appearance. The fiber segments in both figures exhibit these qualities adding further validation to the results. Furthermore, experts in cotton research have examined these results as well as many other images and have affirmed that the results are very reasonable.
IV. CONCLUSION
In this paper we present a novel transfer learning regression algorithm for training a new instrument utilizing data from existing measurement methods. The algorithm makes use of a single feature common to both instruments to create a link with which to transfer information regarding the distribution of the resulting measurements or labels. The novelty of the presented solution stems from the fact that no other work has presented a transfer regression algorithm in which there are no labeled data in the target domain and the dimensionality of the two domains is different. The first example uses synthetic data and offers a simple, visual illustration of how the algorithm works in a nearly ideal case. In the second example, we show that the algorithm supports different regression models and methods and is not dependent on any relationship in the distribution of features between the two domainsi.e., there is no assumed relationship between P(x S |c S j ) and P(x T |c T j ). The third example illustrates the effectiveness of the algorithm in a realistic scenario where one instrument's data (Cottonscope) is utilized to learn how to predict the same measurement using a completely different measurement method (cross section method). The results show that the learned model is a close approximation to the true model in evaluating maturity. Finally, we apply the algorithm to a new vision-based measurement system for evaluating cotton fiber maturity. The model performance measures along with the results from three test cottons indicate that the resulting model enables the new vision-based instrument to assess maturity quite well. This result is further validated by cotton research experts' visual assessments.
