Background: Structural variants (SVs) are known to play important roles in a 27 variety of cancers, but their origins and functional consequences are still poorly 28 understood. Many SVs are thought to emerge via errors in the repair processes 29 following DNA double strand breaks (DSBs) and previous studies have 30 experimentally measured DSB frequencies across the genome in cell lines. 31
challenging to distinguish the influences of evolutionary selection versus 66 primary mutation rate in generating the SVs concerned. 67 68 A recent study of whole genome sequencing (WGS) data from breast tumours 69 identified SV hotspots and putative driver SVs, but could not discern the relative 70 contributions of mutational bias and selection underlying these hotspots (8) . 71
Resolving the influences of mutational bias versus selective forces has become 72 critical given that both single nucleotide variant (SNV) and SV mutation rates 73 vary widely across the genome, in parallel with replication timing and chromatin 74 structure (9,10). In analyses of tumour SNVs, variants are routinely prioritized 75 based on algorithms including corrections for estimates of SNV mutation rate 76 variation (11), but analogous methods are not yet applied to SVs. 77 78 Variable rates of SVs observed across the genome are likely to be affected by 79 differences in the efficiency of repair of DNA double strand breaks (DSBs). DSBs 80 can be repaired by homologous recombination (HR) at the G2 and S stages of the 81 cell cycle and, more commonly, by canonical non-homologous end joining (c-82 NHEJ) which operates throughout the cell cycle (12). The c-NHEJ process is error 83 prone and has been shown to create structural variants initiating carcinogenesis 84 (13). A third repair process, alternative NHEJ (alt-NHEJ) uses microhomology to 85 mediate repairs when the c-NHEJ pathway is unavailable, and repair by alt-NHEJ 86 appears to increase the rate of deletions, insertions, and translocations further 87 (14) . The efficiency of these repair processes is often dependent upon the 88 chromatin features and nuclear organization present where the damage occurs. 89
For example, the histone modification H3K36me3, associated with active 90 transcription, recruits the HR pathway, while H4K20me1, a mark of highly 91 transcribed genes, recruits components of the NHEJ pathway (15) . The 92 associations between DSB repair and the underlying chromatin landscape may 93 therefore explain the observed correlations between tumour SV rates and 94 chromatin structure (9). 95 96 Previous studies have also shown DSB formation to be influenced by underlying 97 chromatin structures and genomic sequences. It has long been known that 98 certain cytogenetically mapped loci, termed "fragile sites" undergo recurrent 99 DSBs in cells under replicative stress and in cancer (16). More recent high 100 throughput sequencing (HTS) based approaches have been developed to profile 101 DSB rates more precisely within in vitro populations of cells (17) (18) (19) (20) (21) (22) (23) (24) (25) . Three of 102 these methods, BLESS (18), DSBCapture (22), and BLISS (25) are closely related 103 and have been used to generate high-resolution maps of endogenous DSBs 104 occurring in human cell lines, resulting in continuous data reflecting the 105 propensities for DSBs across all chromosomes. These studies have suggested that 106 DSBs may preferentially occur within nucleosome-depleted regions, are 107 correlated with active promoter and enhancer histone modifications, and may 108 associate with G-quadruplex sites (22, 26) . Certain studies have also suggested 109
DSBs to be depleted in some transposon classes and enriched in some simple 110 repeat classes, and to be unusually frequent in long, late-replicating genes 111 (18, 24 dataset as the number of unique reads mapping to a given 50kb region, since 147 each read in a DSBCapture, BLESS, or BLISS experiment represents an exposed 148 DNA DSB end. Replicate experiments within each dataset were strongly and 149 significantly correlated (Pearson's r = 0.905 to 0.992, p<2.2e-16) and were 150 combined to reduce noise, although random forest models generated from any 151 single one of the replicates yielded very similar results (see Methods). 152
Comparisons among DSB profiling datasets showed moderate correlations in 153 genome-wide DSB frequency between the three cell types as expected (r = 0.351 154 to 0.635, p<2.2e-16), shown in Supp Figure 1 . All three cell types correspond to 155 well-characterized ENCODE cell lines, providing numerous matched chromatin 156 and genomic features exhibiting a range of correlations to DSB (Figure 1 ), and by Repli-seq, and RNA-seq. We also included G-quadruplex forming regions as an 166 additional feature, since these DNA secondary structures are associated with 167 genomic instability (31). We found strong and significant correlations between 168 predicted and observed DSB frequency for all four datasets, with Pearson's 169 coefficients ranging from 0.83 to 0.92 ( Figure 2 ). We also generated a model for The Cancer Genome Atlas (TCGA) produced consistently processed copy number 269 variant (CNV) calls from SNP chip data for 23,084 patients across 33 cohorts 270 (Supp Figure 7) . However, breakpoint resolution is much lower than calls based 271 upon WGS, and copy neutral SVs such as inversions and translocations are 272 absent. We analyzed ICGC and TCGA data as pancancer datasets, combining all 273 cancer types together, but also as three cancer type subgroups. TCGA subgroups 274 comprised a squamous cell carcinoma subgroup, a blood cancers subgroup 275
including two blood cancers, and breast cancer as a separate group (see 276 Methods). Similar ICGC subgroups were formed (from cohorts independent of 277 TCGA), but with the squamous cell carcinoma subgroup replaced with a 278 carcinoma subgroup, which includes seven carcinoma cancer studies excluding 279 breast cancer (see Methods). 280
281
Analogously to the DSB datasets, we determined the number of tumour SV 282 breakpoints per 50kb region for each of the ICGC and TCGA SV datasets (see 283 methods) and compared these to the DSB predictions from our models. In ICGC 284 data overall we saw low correlations between the number of SV breakpoints and 285 DSB predictions (Supp Figure 8 and Supp Figure 9 ). Restricting our analysis to 286 ICGC enriched SV breakpoint regions, or ESBs for the purpose of this manuscript 287 (50kb regions with SV breakpoint counts in the top 5% genome-wide, see 288
Methods), increased the agreement with DSB model predictions. Significant 289 increases in NHEK and MCF7 model predictions were seen for pancancer, 290 carcinoma, blood, and breast tumour ESBs and in K562 model predictions for all 291 cancer subsets except blood ESBs ( Figure 5 ). The significant increase in DSB 292 model predictions seen for carcinoma ESBs indicates that DSB susceptibility 293 (captured in the models) may shape the SV landscape of these cancer types. We 294 also see a significant increase in DSB predictions for TCGA blood cancer ESBs, 295 but not for any other subgroups in TCGA data (Supp Figure 10 ). However, as 296 mentioned, TCGA data is of low resolution and not suitable for accurate 297 breakpoint detection. 298
299
Certain classes of relatively simple SVs (deletions, duplications, inversions, 300 translocations) are often the product of one or two DSBs, while more complex 301
intrachromosomal rearrangements can be difficult to classify accurately, and 302 may have origins in poorly understood phenomena such as chromothripsis (41). 303
Indeed, even for simple SVs there may be some ambiguity, with an unknown 304 fraction arising by mechanisms that may not involve a DSB. For example, 305 insertions can arise from transposon activity, and duplications from replication 306 slippage (42). However, even if many SV breakpoints do not arise from DSBs, we 307 might reasonably expect to see shifts to higher median DSB model prediction 308 values for many simple SV classes. We determined ESBs as above for ICGC-309 annotated SV classes across all ICGC tumour types to examine their DSB 310 frequency predictions, compared to non-ESBs, 50kb regions that do not attain SV 311 breakpoint counts in the top 5% with at least one tumour SV breakpoint Figure 6C ). Although significant shifts to higher frequencies 356 are seen for the driver gene sets for predicted DSB frequencies, the CFSs do not 357 show a similar increase, most likely because the model predicts DSB in early 358 replicating regions, and CFS tend to be late-replicating. Thus, the dominant 359 features influencing DSB susceptibility genome-wide do not appear to drive the 360 elevated DSB rates at CFSs, consistent with CFS instability involving replicative 361 stress (38). However, CFS d-scores show a significant shift above the distribution 362 for all genes and above the driver gene sets as well ( Figure 6D ). This result is 363 replicated in the MCF7 BLISS model examined inconjunction with ICGC breast 364 cancer SV breakpoints (Sup Figure 11 ). We conclude that the d-score, a measure 365 of relative DSB enrichment, offers a robust metric for the classification of regions 366
showing unusual SV breakpoint rates in tumours. 367 368 Identification of hot and cold spots for structural variant breakpoints in 369 tumours 370
371
We have developed a classification of regions of interest within ICGC tumour 372 cohorts based upon the d-score metric. We call regions with significantly more 373 SV breakpoints than expected, or SV hotspots, cancHpredL (cancer high, 374
predicted low), and regions with fewer SV breakpoints than expected, or SV 375 coldspots, cancLpredH (cancer low, predicted high) (see Methods). showing unusually high SV frequencies on the background of high susceptibility 387
to DSBs. Finally, we define a fourth class of regions that have predicted DSB rates 388 close to zero but high SV breakpoint frequencies (cancHpredL2). In principle, 389 these regions are a class of SV hotspots but, as shown in Figure 3B , they are likely 390 to be repetitive, heterochromatic, and enriched for artifacts (false positives and 391 negatives in SV breakpoint) due to their association with low mappability. 392
393
We examined a range of functional annotation enrichments in the four classes of 394 regions using circular permutation to assess significance (see Methods; Figure  395 6). The annotations included two putative cancer gene sets, 260 genes from the 396 Cancer5000 dataset (45) and 561 genes from the COSMIC collection (46)). We 397 also included a set of 15,415 super enhancers (47), common fragile sites, and 398 chromatin states from ENCODE chromHMM analysis (48). Notably, the majority 399 of genes in both cancer sets are predicted to be oncogenic based on unexpectedly 400 high and functionally significant SNV (rather than SV) loads and are not 401 necessarily expected to occupy regions with higher levels of SV breakpoints. In 402 fact, both gene sets demonstrate significant enrichments in the cancHpredL class 403 of hotspot regions ( Figure 6D ), although RefSeq genes do not, suggesting that 404 these genes may also frequently be altered in cancer through SV. The 405 cancHpredL regions are also significantly depleted in active chromatin regions, 406 such as promoters, enchancers, and insulator regions, most likely because these 407 types of regions do not have low predicted DSB. The high susceptibility 408
cancHpredH regions occupy gene-rich areas of the genome (enriched for known 409
RefSeq genes) including both cancer genes sets, and for active promoters, strong 410 enhancers, and insulators. This is consistent with reports that CTCF bound 411 insulator elements suffer recurrent mutations in tumours. Likewise, the 412 cancLpredH class of coldspot regions occupy gene rich neighbourhoods, active 413 promoters, and strong enhancers ( Figure 6 ), suggesting some genes and distal 414 regulatory regions may have experienced purifying selection in tumours. 415 416 Given the discrepancies mentioned above between ICGC and TCGA experimental 417 platforms, data analysis, and sample cohorts, we do not expect strong agreement 418 between ICGC and TCGA derived SV datasets. Indeed, the correlation between 419 them is low (Spearman's rho of 0.099, p<2.2e-16), and the pancancer ESBs from 420 either set do not significantly overlap (p < 0.99, see methods). However, the 421 cancLpredH class is again enriched in active promoter and strong enhancer 422 regions, in accordance with the results based upon ICGC SV data (Sup Figure 12) . 423
424
We again wanted to test the utility of DSB random forest models applied to We closely examined the ten 50kb regions with the highest (cancHpredL) d-441 scores to uncover genes that might be reclassified as oncogenic due to a higher 442 than expected SV breakpoint frequency in cancer. Likewise, we investigated the 443 ten regions with the lowest d-scores (cancLpredH), which we predict to be under 444 purifying selection, for signals of potential functionality. When inferring selection on single nucleotide variants it is standard practice to 553 make comparisons between the observed variant frequencies and the 554 frequencies expected, according to a model of single nucleotide mutation rates. 555
We have developed models of DSB mutation rates that can be used to generate 556 expected SV breakpoint frequencies and illuminate regions with significant 557 deviations from these expectations. This approach provides statistically rigorous 558 protocols to prioritize novel loci putatively under selection in tumours, 559 generating testable hypotheses for further experimental studies. Trimmed reads were then aligned to GRCh37 using bwa mem, and reads with 577 mapping scores below 30 were discarded. Next, PCR duplicates were identified 578 by searching for proximal reads (within 30bp of the reference genome) with at 579 most two mismatches in the UMI sequence, which were then grouped and 580 collapsed into a single break location. Finally, we generated .bed files with DSB 581 locations and the number of unique UMIs indicating that location. 582
583
Generating random forest models 584
We downloaded ten tracks from ENCODE for multiple chromatin marks, 585
replication timing, open chromatin, several DNA binding proteins, and 586 nucleosome pull-downs from the UCSC genome browser (53). We used G-587 quadruplex data generated by Chambers et al, (GSE63874). In their study, they 588 make separate .bedgraph files available with the G-quadruplex density for each 589 strand. We used the sum of the plus and minus strands in our analysis. The list of 590 bigwig files used for each cell line along with their sources and graphical labels is 591
in Supplementary Table 1 . We used the bigWigAverageOverBed tool from the 592 kentUtils tool library to produce average signal per 50kb in non-overlapping 593 windows across hg19 for each track. We combined the results to a single matrix 594 per cell line composed of 61,903 rows, one for each 50kb bin, and 11 columns, 595 one for each chromatin or genomic feature. These feature matrices are available 596 in supplementary data and scatter plots of each feature with the NHEK 597
DSBCapture data are shown in Supplementary Figure 3 . 598 599 For the extended model in Supplementary Figure 4 , we downloaded an 600 additional nine features from the UCSC genome browser (53), which were 601 processed in the same way as the ten ENCODE features used in the primary 602 feature matrix. We also downloaded .hic files for NHEK, K562, and HMEC cells 603 generated from Rao, et al. (GSE63525). We used their custom toolbox, Juicer, to 604 calculate eigenvectors per chromosome, and generated 50kb resolution 605 eigenvector profiles using the bedGraphToBigWig and bigWigAverageOverBed 606 tools from kentUtils. The figure labels and sources for these data are in 607 Supplementary Table2, and the extended feature matrices are in supplementary 608 data. 609
610
We generated DSB frequency scores from each of four HTS DSB profiling 611 datasets: two in NHEK cells, one for K562, unpublished, and one for MCF7, 612
unpublished. As mentioned in the results, two replicates for each of two DSB HTS 613 profiling methods, DSBCapture and BLESS, were available from Lensing et al. 614 (22) . We took the average per 50kb of the replicates to create an NHEK 615 DSBCapture profile and an NHEK BLESS profile. We combined three replicates of 616 MCF7 BLISS data (via a sum operation) to serve as our MCF7 DSB profile. A 617 fourth MCF7 BLISS dataset is available, but we excluded it from our analysis 618 because it had a distinctly lower correlation to the other three datasets (0.90-619 0.92 as opposed to 0.97-0.99). These scores are available as supplementary files. 620
621
We used the randomForest package in R to generate random forest models with 622 500 trees and five OOB permutations per tree (options ntree=500, nPerm=5). To 623 calculate variable importance, we used the importance command within the 624 randomForest package (https://cran.r-625 project.org/web/packages/randomForest/index.html), which calculates the 626 average prediction error rate (MSE) for each datapoint (50kb bin) across all 627 trees in the random forest. Then, for each feature variable, the values are 628 randomly permuted and the MSE for each 50kb bin is calculated again. The final 629 variable importance score is the average difference in MSE before and after the 630 permutation, normalized by the standard deviation of these differences. Because 631 many features are inter-correlated, their importance measures were very 632 similar. Therefore, in order to determine a consistent ranking of features' 633 importance values, we generated ten random forest models per dataset and 634 calculated the average and standard deviation of importance across the ten 635 models. 636
Although random forest models are not susceptible to overfitting, to confirm that 637 our models were not overfit to the DSB data, we also generated a random forest 638 model for the NHEK DSBCapture dataset, holding out one third of the data as the 639 test set and training the model on the remaining two thirds. This model showed 640 0.93 Pearson's correlation between the predictions and the observed data for the 641 training set, similar to the model trained on the full dataset (Sup Figure 5) . 642 643
Determining tumour ESBs and their predicted DSB scores 644
To determine SV DSB rates in from TCGA data, we downloaded CNV data from 645 TCGA (54), which came from Affymetrix SNP 6.0 arrays processed by the 646 We used the R package fistdistrplus (55) to determine the distributions with the 692 best fit to the DSB prediction values and the SV breakpoint frequencies. We used 693 a likelihood maximization test (method="mle") and the BIC (Bayesian 694 Information Criterion) measure of goodness of fit to choose the best distribution. 695
We tested a lognormal, log-logistic, gamma, normal, and an exponential 696 distribution, and fitted the distributions to the bulk of the SV breakpoint or DSB 697 prediction data. We excluded 50kb regions with breakpoint frequencies greater 698 than six times the interquartile range from the median in order to exclude 699 extreme outliers. While we aimed to emphasize the fit of the tails of our data's 700 distributions, including these outliers resulted in poorly fitting distributions to 701 the bulk of the real data. Once we found the best of the three candidate model 702 distributions, we assigned a p-value to each 50kb bin from the fitted distribution 703 (using the plnorm, pllogis, or pgamma functions in R) which represent the 704 probability of seeing a given breakpoint frequency or DSB prediction or greater 705 in the known distribution. The actual and fitted distributions and quantile-706 quantile plots are shown in Supplementary Figures 13 and 14 . 707 708 Next, for each 50kb bin, we calculated the difference in log p-values between the 709 predicted DSB and the actual SV breakpoints, called d-scores. Using the 710 fistdistrplus R package again, we determined the best-fit distribution for the d-711 scores, choosing between a t-distribution, a normal, and a Cauchy distribution. 712
Again, we used a maximum likelihood method and the BIC measurement and 713 excluded extreme outliers. In all cases, a t-distribution with four degrees of 714 freedom (df=4) was the best fit, so each 50kb bin was assigned a p-value from 715 this distribution according to its d-score. The histograms and quantile-quantile 716 plots of the d-scores and fitted distributions are shown in Supplementary Figure  717 
