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Abstract
We consider a generalization of the classical group testing problem. Let us be given a sample
contaminated with a chemical substance. We want to estimate the unknown concentration c
of this substance in the sample. There is a threshold indicator which can detect whether the
concentration is at least a known threshold. We consider both the case when the threshold
indicator does not a8ect the tested units and the more di!cult case when the threshold indicator
destroys the tested units. For both cases, we present a family of e!cient algorithms each of which
achieves a good approximation of c using a small number of tests and of auxiliary resources.
Each member of the family provides a di8erent tradeo8 between the number of tests and the use
of other resources involved by the algorithm. Previously known algorithms for this problem use
more tests than most of our algorithms do. c© 2001 Elsevier Science B.V. All rights reserved.
Keywords: Search algorithms; Group testing; Unbounded search
1. Introduction
The well-known group testing problem originated in the area of chemical analysis as
a blood test technique employed to detect the infected members of a population [8, 9].
Since then, it has become clear that group testing like problems occur in a variety of sit-
uations, including molecular biology applications [1, 3, 4, 6, 13], software development
[15], multiaccess communications [20], quality control in product testing [19], sequen-
tial screening of experimental variables [18], e!cient access to magnetic memories
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[16], and many others. We refer to the monograph of Du and Hwang [10] for an ex-
cellent treatise on group testing. Other recent works in the area include [7, 9, 11, 12, 17].
In the classical group testing scenario, there is a set of elements each of which may be
either good or defective. The problem consists of identifying all the defective elements
using a minimum number of group tests. Recently, Damaschke [5] has introduced an
interesting generalization of the group testing problem. More precisely, he considered
the situation in which one is given a set of water samples, some of which may be
contaminated with a chemical substance. One wants to Knd the contaminated samples
and estimate the concentration of the contaminating substance in each of them. The
search model described by Damaschke uses, as test device, a threshold indicator which
gives a positive response if and only if the concentration of the tested sample is at least
a Kxed threshold. This assumption should take into account the fact that, in reality,
testing devices have a limited resolution capability. Moreover, the model described in
[5] allows each sample to be tested more than once, that is, samples are not a8ected
by the testing devices. Damaschke [5] shows that the above stated problem may be
considered, in a certain sense, a generalization of the classical group testing problem.
However, the main e8ort of [5] are devoted to the study of the preliminary problem
of approximating the concentration of the contaminating substance in a single sample
with good accuracy, using a moderate number of tests and of auxiliary resources, i.e,
merge operations and water.
It is the purpose of this paper to proceed further along the line of research initiated
in [5], both by improving some of the results given therein and by considering a variant
of the concentration estimation problem which models the more realistic situation when
units of liquid which have already been tested cannot be tested again, i.e., when the
testing device a8ects in a non-reversible way the quality of the tested sample.
1.1. The model
We assume that a single unit of the sample, whose concentration we want to estimate,
has been given. Tests are performed by means of a threshold indicator which gives
a positive response if and only if the concentration of the tested sample is at least a
Kxed threshold. This threshold is adopted as a unit measure of the concentration. For
that reason, a positive response of our indicator means that the concentration in the
tested sample is at least 1. Tests are performed on units of liquid obtained from the
original sample by means of merge operations. A merge operation may either involve
units of liquid with di8erent concentrations or add units of water, that is, liquid with
concentration equal to 0, to units of contaminated liquid. The very Krst merge operation
consists of diluting the original unit of sample with water. We assume that we possess
an arbitrarily large reservoir of water. Nevertheless, our e8orts will be devoted to
limiting the usage of water. Let c denote the concentration of the original sample. A
unit of liquid generated during the search process has concentration equal to rc, for
some r¡1. The positive number r is called the concentration ratio of this unit of
liquid. We denote k units of liquid with concentration equal to rc by the symbol k×r.
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Therefore, a sequence n1×r1; : : : ; nm×rm denotes a situation where we dispose of ni
units with concentration ratio ri, for i=1; : : : ; m. More precisely, the search model is
deKned by the following assumption:
• Each test is performed on a single unit with unknown concentration rc, for some
r¡1. A positive answer indicates that rc¿1.
• An integer number of units can be extracted from each available sample.
• It is possible to merge an arbitrary number n of available units. Merging n units
with concentration c1; c2; : : : ; cn yields n units each with concentration
∑n
i=1 ci=n.
• Units with identical concentrations can be stored in a single test tube. As a con-
sequence, the number of test tubes employed by a search algorithm is equal to
the maximum number of samples with di8erent concentrations which happen to be
available at the same instant during the search process. One more test tube may be
required for performing the merge operations.
Our goal is to estimate the unknown concentration of the original sample up to some
given accuracy.
1.2. Our results and outline of the paper
The main tool consists in having recognized our problem as an unbounded search
problem with particular constraints. The problem of searching in an unbounded key
space has been deeply investigated, starting from the seminal paper by Bentley and
Yao [2], who considered the problem of determining an integer n in the unbounded
space of all positive integers.
Traditionally, the e!ciency of a search strategy is measured by the number of tests
required. Nevertheless, in the present case the cost of a search strategy is to be estimated
also on the number of draw and merge operations and on the quantity of water involved.
It is desirable to limit as much as possible the use of these resources.
We Krst consider the more interesting case, mentioned as an open problem in [5],
when the threshold indicator destroys the tested units and, as a consequence, units
which have already been tested must be discarded. This case is treated in Section 2
where it is provided a family of strategies exhibiting interesting tradeo8s between the
number of tests, the number of merge operations and the quantity of water involved
in the search process. Our result implies also an algorithm which Knds an interval of
length at most one including c, c¿32, by using log c+2log log c+3 tests, at most
5log c + 2 units of water, and at most  76 (log c)2 + 336 log c + 83 merge steps.
Our algorithm compares favourably with the best algorithm given in [5], in that, even
though it works under a much more di!cult test model, it performs a smaller number
of tests while still using a logarithmic number of units of water. Both our algorithm
and that of [5] use a logarithmic number of tubes. However, the number of tubes used
to store samples generated during the execution of an algorithm may represent, in some
cases, the dominant cost. In an e8ort to reduce the number of tubes involved in the
search process, we also consider the case when the algorithm may dispose only of a
constant number of tubes. Indeed, in Section 2, we present an algorithm which Knds
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an interval of length at most one including c by using only six tubes. Obviously, the
limited number of tubes imposes a compromise as far as it concerns the quantity of
water and the number of merge steps involved.
The simpler case when the threshold indicator does not a8ect the tested units is
considered in Section 3. The best result given by Damaschke [5] under this model is
an algorithm which allows to Knd an interval of length at most one including c¿16,
using about 2 log c tests, 2 log c units of water, and log2 c merge steps. In Section 3,
we describe a family of algorithms for approximating c with an error of at most one
under this model. In particular, we present an algorithm which approximates c¿8
using log c+2log log c+3 tests, at most 3log c+3 units of water, and at most
 12 (log c)2 + 296 log c+ 226  merge steps.
We remark that our best algorithms, although working under a more constrained
search model than that considered in [2], require numbers of tests not far from the
known lower bound on the number of tests for unconstrained unbounded search algo-
rithms [2].
In Section 4 we consider a generalization of the group testing problem consisting
of detecting in a given collection of samples those whose concentration is above a
Kxed bound. Damaschke [5] has provided an asymptotically optimal algorithm for this
problem under the conservative model. In Section 4 we show that Damaschke’s upper
bound extends also to the destructive model.
2. Testing in the destructive model
In this section we consider the problem of approximating the unknown concentration
of a given sample by means of tests which a8ect the tested units. We Krst deal with the
problem of minimizing the number of tests with no concern for the number of tubes
involved in the search process. In the second part of the section we are also concerned
with the problem of reducing the number of tubes used by the search strategy.
2.1. Limiting the number of tests
The following lemma is one of our main technical tools:
Lemma 1. Consider one unit of sample with unknown concentration c¿2; which is
known to lie inside the interval [2p−1; 2p). For any t62p−2 + 1; there exists an
algorithm which determines an interval of length at most c2=(2t+p − c) containing c.
The algorithm uses t tests; at most (t2 +p2=2+2pt+2t+p=2)=3 merge operations;
and at most p+ 2t − 2 units of water.
Proof. Our algorithm performs a binary search for the unknown value 1=c inside the
interval (1=2p; 1=2p−1]. Each test decreases the length of the current interval containing
1=c by one-half of its value before the test. After i tests, 1=c has been conKned inside
an interval of length 1=2i+p whose left and right ends are denoted with ai and bi,
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respectively. This corresponds to conKning c inside the interval [1=bi; 1=ai) which has
length (1=ai−1=bi)= (bi−ai)=aibi. Since it is (bi−ai)= 1=2p+i, bi¿1=c and ai¿1=c−
1=2p+i then one has (bi−ai)=aibi6c2=(2i+p−c). The (i+1)th test is performed on a unit
with concentration ratio (ai + bi)=2 generated by merging one unit with concentration
ratio ai and one unit with concentration ratio bi. Let a0 and b0 denote the values 1=2p
and 1=2p−1, respectively. In order to get started, the algorithm needs to generate a
unit with concentration ratio a0 and a unit with concentration ratio b0. Let r0 = 0 and
r1 = 1. Starting with r0 and r1, the algorithm generates a sequence of concentration
ratios r2; : : : ; rp; rp+1 such that ri =1=2i−1. For 26i6p + 1, two units with ratio ri
are generated by merging a unit with concentration ratio r0 (water) and a unit with
concentration ratio ri−1. It is a0 = rp+1 and b0 = rp. Once 1×r2; : : : ; 1×rp; 2×rp+1 have
been generated, the algorithm starts the binary search for 1=c inside (rp+1; rp].
The algorithm performs the ith test on a unit with concentration ratio rp+i+1 = (ai−1+
bi−1)=2. Two units with concentration ratio rp+i+1 are obtained by merging a unit with
concentration ratio ai−1 and a unit with concentration ratio bi−1. If the response of
the test is positive then the algorithm sets ai = ai−1 and bi = rp+i+1, otherwise it sets
ai = rp+i+1 and bi = bi−1. In the former case we say that ai is the mate of rp+i+1 while
in the latter case we say that bi is the mate of rp+i+1.
From the above deKnition, one has that {rp+i+1;mate of rp+i+1}= {ai; bi}. For each
k¿0, the concentration ratio rk coincides with one of the extremes of an interval of
length 1=2k−1 containing 1=c. Extending the deKnition of mate also to r1; : : : ; rp, the
other extreme of the above said interval is called the mate of rk . Observe that for any
i6p the mate of ri is r0. For each j¿0, we will refer to rj and to the mate of rj as
the predecessors of rj+1.
For the sake of brevity, from now on, we will use the term ratio in place of con-
centration ratio. Generating a ratio will have the meaning of generating two units with
that ratio. A ratio is available at some moment if there is at least one unit with that
ratio at that time.
Our goal is to prove that, for any t62p−2 + 1, it is possible to generate a unit with
ratio rp+t+1 using at most p+2t−2 units of water and (t2+p2=2+2pt+2t+p=2)=3
merge operations.
Let rp+t+1 be the largest index ratio so far generated by the algorithm and let ni, for
i¿0, denote the number of units with ratio ri which are currently available. Obviously,
it is ni =0, for all i¿p + t + 1. Notice that the value of n0 can be assumed to be
unbounded in that the algorithm disposes of an arbitrarily large reservoir of water. For
some i¿0, let ri and rj be the predecessors of ri+1. In order to generate two units with
ratio ri+1 it is necessary that both ni and nj are larger than zero. If this condition is
veriKed, we say that the ratio ri is generable. Let us consider the merge strategy which,
at each step, generates the ratio with largest index among those which are generable
and which are not available at that moment. This strategy implies nk62, for any k¿1.
Every time a ratio ri, with i¿p+1, is generated for the Krst time, a unit with ratio ri
is tested and consequently discarded. The validity of the statement of the lemma will
be an immediate consequence of the following claims.
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Claim 1. Immediately after the tth test; it is ni61; for 26i6p+ t + 1.
The proof is by induction on t. Once the Krst p merge operations have generated
the sequence 1×r2; : : : ; 1×rp; 2×rp+1, a unit with ratio rp is merged with a unit with
ratio rp+1 thus obtaining two units with ratio rp+2. One of these units is used for
the Krst test and consequently discarded. Hence, after the Krst test it is ni61, for
all 26i6p + 2 and the claim is true for t=1. Let us assume the claim be true for
some t¿1 and let us consider the sequence of merge steps which must be performed
in order to generate two units with ratio rp+t+2 for the Krst time and consequently
perform the (t + 1)th test. Let ri1 ; : : : ; rim , with i1¡ · · ·¡im=p + t + 2, denote the
ratios which happen to be generated during this sequence of merge operations. By
induction hypothesis, ni1 ; : : : ; nim are the only nk ’s which might be equal to 2 at the
end of the considered sequence of merge operations. Suppose by contradiction that at
the end of this sequence of merge operations there are two units with ratio rij , for
some 16j6m− 1, and let the hth merge operation of the sequence be the one which
has generated these two units.
Since j¡m then there must exist at least an integer q¿h such that the qth merge step
of the sequence generates a ratio with index larger than ij. Let s denote the smallest of
such integers and let riv , with v¿j, be the ratio generated by the sth merge operation
of the sequence. We must consider the following two cases:
1. One of the predecessors of riv has index f¡ij. In this case, the predecessor rf of
riv is also a predecessor of rij . As a consequence, at the moment the hth merge step
is performed, it is nf¿0. Let rg, with g= iv − 1¿ij, denote the other predecessor
of riv . At the time the hth merge step is performed, rg is not available, otherwise
the hth merge step would generate two units with ratio riv instead of two units with
ratio rij . On the other hand, rg must be available at the time the sth merge operation
is performed. Since no unit with index larger than ij is generated between the hth
merge operation and the sth one, then one has g= ij.
2. Both predecessors of riv have index larger than or equal to ij. By the same argument
used in the previous case, there is at least a predecessor of riv which is not available
at the time the hth merge step is performed and which is available at the time the
sth merge operation is performed. Such a predecessor must be necessarily equal to
rij because no unit with index larger than ij is generated between the hth merge
operation and the sth one.
In both cases, the sth merge operation involves rij as a predecessor. After this move,
we are left with a single unit with ratio rij . Since the hth merge operation is the last
to generate two units with ratio rij in the considered sequence of merge operations,
this is an obvious contradiction to the fact that at the end of the considered sequence
of merge operations there are two units with ratio rij .
Therefore, at the end of the considered sequence of merge operations, nij61, for any
16j6m − 1, and there are two units with ratio rp+t+2, one of which is immediately
discarded as a consequence of the (t + 1)th test.
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Claim 2. Let t¿1. Immediately after the tth test it is
∑p+t+1
i=p+1 ni6t.
The claim is a consequence of Claim 1, which implies that ni61 for all i¿1, and of
the fact that if t¿1, then, immediately after rp+t+1 has been generated, it is np+t =0.
Claim 3. Let t¿1. Immediately after the tth test it is
∑p+t+1
i=1 ni6p+ t − 1.
The claim follows from Claim 1 and from the fact that n1 and np+t , for t¿1, are
both equal to zero.




p−1 − t + 1.
Let us consider the string n= n1n2 · · · np on the alphabet {0; 1; 2}. After the Krst
p merge steps one has n1n2 · · · np=01p−1† and two units with ratio rp+1 have just
been generated. Only merge operations involving rp as predecessor increase the total
number of units with ratios rp+1; : : : ; rp+t+1: Merge operations involving r0 and rp as
predecessors increase the sum
∑p+t+1
i=p+1 ni by two, whereas merge operations involving
rp and some rj; with j ¿ p; as predecessors increase that sum by one. It is easy to
see that during a sequence of merge operations involving no unit with ratio ri; for
16i6p; the string n consists only of 0’s and 1’s and hence it can be seen as the
binary expansion of a positive integer. Consider the situation when no merge operation
involving two ratios with index larger than p as predecessors is possible. In this case
it is necessary to Krst perform a merge operation involving rp as predecessor. If np
is zero then a sequence of merge operations involving ratios with indices smaller than
p is performed until two units with ratio rp are generated. Assume that n=w10‘;
with w being a string on {0; 1}: The next ‘ merge operations change this string to
w01‘−12: Then a merge operation involving rp as predecessor is performed and the
above string becomes w01‘: The above sequence of merge operations has the e8ect
of decreasing by one the integer represented by n: The value of such integer is not
changed by merge operations involving only ratios with index larger than p: Therefore,
the value of such an integer decreases by one if and only if the total number of units
with ratios rp+1; : : : ; rp+t+1 increases by at least one. After the Krst p merge operations
n is the binary expansion of 2p−1−1 and 2 units with ratio rp+1 have been generated.
This means that if n is the all-zero string then the total number of units with ratios
rp+1; : : : ; rp+t+1; including those discarded as a consequence of the t tests, is at least
2p−1 + 1: Since t of these units are discarded as a consequence of the t tests, the sum
of np+1; : : : ; np+t+1 is at least 2p−1 − t + 1:
Claim 5. It is possible to perform the tth test for any t62p−2 + 1:
† ai denotes the string obtained by concatenating i symbols equal to a.
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It is evident that if one of n1; : : : ; np is not zero then a further merge operation is
possible. The cases t=1 and 2 are easily veriKed. From Claim 4 it follows that,
immediately after the tth test, if n1; : : : ; np are all equal to zero then the sum of
np+1; : : : ; np+t+1 is at least 2p−1 − t + 1: Claim 2 then implies that t¿2p−1 − t + 1:
Claim 6. Let t ¿ 1. In order to perform t tests a total of (t2 + p2=2 + 2pt + 2t +
p=2)=3 merge operations are su8cient.
Let us index each unit with concentration ri with i: After t tests there are ni units
with index i; for i¿0; which are at disposal of the algorithm, and there are t units with
indices p+26i6p+ t+1; respectively, which have been discarded as a consequence
of the t tests. Each merge operation increases the indices of the two units which are
involved as predecessors; the index of one predecessor is increased by one and the
index of the other one by at least two. From Claim 1 it follows that, after the tth test,
one has ni61; for any i¿1: Moreover, n1 and np+t ; for t ¿ 1; are equal to zero. As a
consequence one has that the sum of the indices of all non-discarded units is at most∑p+t−1
m=2 m+p+ t+1= (p+ t)




2=2+ 32 t+pt: Thus, the sum of the indices of all units is at most
(p+ t)2=2+ (p+ t)=2+ t2=2+ 32 t+pt= t
2 +p2=2+2pt+2t+p=2. Since each merge
operation increases the above sum by at least 3, then the number of merge steps is at
most (t2 + p2=2 + 2pt + 2t + p=2)=3.
Notice that the algorithm uses at most p + 2t − 2 units of water in that at the end
of the search process one has that the sum of n1; : : : ; np+t+1 is at most p+ t − 1 and
that t units have been discarded as a consequence of the t tests.
Setting t=p+2 in the statement of the above Lemma 1 yields the following corol-
lary:
Corollary 1. Consider one unit of sample with unknown concentration c which is
known to lie inside the interval [2p−1; 2p); with p¿5: There exists an algorithm
to 9nd an interval containing c of length at most 13 . The algorithm uses p + 2
tests; at most 3p + 2 units of water; and at most  76p2 + 216 p + 83 merge opera-
tions.
As soon as log c is known, the above corollary allows to estimate a concentration c
(for c¿16) with an error of at most 13 ; using log c + 3 tests, at most 3log c + 5
units of water and at most  76 (log c+ 1)2 + 216 (log c+ 1) + 83 merge steps.
In the following we describe a family of algorithms which determine log c: First,
we introduce some notation.





2g(i; j−1) if j¿1:
(1)
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log log( j−1) c if j¿0:
(2)
Let j be a Kxed positive integer. The following algorithm Krst determines, in stage(0),
the smallest integer ‘ (06‘6j) such that g(i − 1; j − ‘)6c ¡ g(i; j − ‘) for some
i¿2. Such value of i is equal to log( j−‘) c+ 1: In stage(s); s=1; : : : ; j − ‘− 1; the
algorithm searches for log( j−‘−s) c+ 1 inside the interval [2kj−‘−s+1−1; 2kj−‘−s+1):
Algorithm Aj (j¿1) :.
stage(0):
Let us consider a diluting sequence which iteratively applies the following step until a
unit with the desired concentration is obtained.
Step b: Add one unit of water to a given unit of liquid while obtaining two units
with half of the concentration of the given unit. Store one of these two units and
use the remaining one for the successive application of step b.
Starting with the given unit of sample and iteratively performing step b, it is possible to
generate the sequence of S = {1×1=2m}m¿1: Consider the subsequence {1×1=g(i; j)}i¿1
of S. The ith test of this stage involves one unit with ratio 1=g(i; j); if the result of this
test is positive then the next terms of S up to 1×1=g(i + 1; j) are generated, otherwise
no more terms are generated. Let kj denote the index i of the last term 1 × 1=g(i; j)
generated,
set ‘=0
while kj−‘ =1 repeat the following steps:
perform a test on a unit with ratio 1=g(1; j − ‘ − 1)
if c=g(1; j − ‘ − 1) ¡ 1 then set kj−‘−1 = 1
else set kj−‘−1 = 2
increase ‘ by one.
for r= ‘ + 1; : : : ; j − 1
stage(r − ‘):
set Lr0 = 2
kj−r+1−1 and Rr0 = 2
kj−r+1






perform a test on a unit with ratio 1=g(Mri ; j − r)
















It is easy to prove by induction that
km=
{ log(m) c+ 1 if c¿g(0; m);
1 otherwise:
(3)
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Therefore, the last stage of the algorithm yields k1 = log c + 1: Notice that the
units tested during stage(1); : : : ; stage(j−‘−1) are among those terms of S generated
during stage(0): This stage requires log(g(kj; j))= g(kj; j−1) units of water and merge
operations.
Assume c¿32: In this case the algorithm Aj; for j¿2; does not need to test the unit
with ratio 12 : As far as it concerns the algorithm A1; the test on 1 × 12 performed in
stage(0) by this algorithm may be skipped. For that reason, if c¿32 then a unit with
ratio 12 is preserved throughout the execution of Aj and the algorithm of Corollary 1
can be then used to Knd an interval of length 13 including c=2: Since it is 2
k1−26c=2 ¡
2k1−1 then the algorithm of Corollary 1 requires k1 +1 tests and at most  76 (k1− 1)2 +
21
6 (k1 − 1) + 83 merge steps and 3k1 − 1 units of water. The above described strategy
Knds an interval of length at most 23 including the unknown concentration c¿32 using
at most kj+ ‘+
∑j−1
r=‘+1 (kj−r+1− 1)+ k1 +1 tests, g(kj; j− 1)+3k1− 1 units of water
and g(kj; j − 1) +  76 (k1 − 1)2 + 216 (k1 − 1) + 83 merge steps.
Summarizing, we have the following theorem:
Theorem 1. For each j¿1 there exists an algorithm Aj which 9nds an interval of
length at most 1 including the unknown concentration c¿32: Let ‘ denote the small-
est nonnegative integer i such that log( j−i) c¿1: Algorithm Aj performs at most
log( j−‘) c + log( j−‘−1) c + · · · + log(1) c + log( j) c + ‘ + 3 tests and uses at
most g(kj; j−1)+3log c+2 units of water and at most g(kj; j−1)+  76 (log c)2 +
21
6 log c+ 83 merge steps.
Setting j=2 in the statement of Theorem 1 yields the following corollary:
Corollary 2. There is an algorithm which 9nds an interval of length at most 1 in-
cluding the unknown concentration c¿32 with at most log c+2log log c+3 tests;
using at most 5log c + 2 units of water and  76 (log c)2 + 336 log c + 83 merge
steps.
The above corollary provides a very good tradeo8 between the number of tests and
the number of units of water used to approximate c: We remark that, although our
algorithm works under a more complicated test model than that used by Damaschke
[5] (i.e., his algorithm may test the same unit of liquid more than once), the result
of this corollary represents an improvement with respect to Damaschke’s algorithm, in
that, it performs a smaller number of tests while still using a logarithmic number of
units of water.
In case our major concern is to reduce the required number of tests, we must carefully
choose the most appropriate algorithm Aj: If, for example, we select an algorithm Aj
with a very large j when c is small, then the algorithm performs during stage(0) a
large number of tests which give very little contribution to the search. We can use the
same approach proposed by Bentley and Yao [2] in the context of unbounded search, to
Krst decide which value of j is more appropriate and then apply the selected algorithm
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Aj: Following their idea, we Krst determine ‘∗(c) which denotes the integer h such
that kh= log(h) c+ 1=1:
In order to Knd ‘∗(c) we test units with ratios 1=g(1; h); h¿1; until c=g(1; h) ¡ 1;
thus setting ‘∗(c) equal to the smallest index h for which c=g(1; h) ¡ 1: The selected
algorithm is Aj with j= ‘∗(c) − 1: The number of tests required to Knd j is j + 1:
Since it is known that kj =2; then the tests in stage(0) of the algorithm Aj can be left
out. The tests and merge steps performed to Knd ‘∗(c) constitute stage(0) of this new
algorithm. The successive j − 1 stages coincide with stage(1); : : : ; stage(j − 1) of the
algorithm Aj: Hence, we have a strategy which uses a total of j+1+
∑j−1
r=1(kj−r+1−1)
tests. Notice that in order to Knd the appropriate j; we generate units with ratios equal
to the Krst g(1; j) terms of the sequence S deKned in stage(0) of Aj: The set of units
so generated contains all the units tested in stage(1); : : : ;stage(j − 1) of Aj:
Hence we have the following theorem:
Theorem 2. There exists an algorithm A∗ which 9nds an interval of length at most 1
including the unknown concentration c¿32 with ‘∗(c)+log(‘∗(c)−1) c+log(‘∗(c)−2)
c + · · · + log(1) c + 2 tests; using at most g(1; ‘∗(c) − 1) + 3log c + 2 units of
water and g(1; ‘∗(c)− 1) +  76 (log c)2 + 216 log c+ 83 merge steps.
2.2. Limiting the number of tubes
Both the algorithm of Corollary 2 and that of Damaschke [5] use a number of
tubes which is logarithmic in c: This may be not practical in some situations. In this
subsection we describe a strategy for approximating c under the destructive model
which uses only a constant number of tubes.
Lemma 2. Given two units with ratio rj2u and two units with ratio rk2u such that
rj ¡ 1=c6rk ; there exists an algorithm to 9nd an interval of length at most c2=((rk −
rj)−12u+4−c) including the unknown c: The algorithm uses u+4 tests, u2=2+7u=2+94
units of water; u2=2 + 5u=2− 14 merge operations and 4 tubes.
Proof. We describe a strategy which for each 16i6u + 1; preserves the following
invariant:
(a) At step i it is known that ai−1 ¡ 1=c6bi−1 and one disposes of the 4 units of
liquid described by 2× 2u−i+1ai−1; 2× 2u−i+1bi−1:
Invariant (a) is true at step 1 with a0 = rj and b0 = rk : Suppose invariant (a) be true
for i then we have 2× 2u−i+1ai−1; 2× 2u−i+1bi−1 and ai−1¡1=c6bi−1: Adding 2
units of water to each of the two concentrations we get 4× 2u−iai−1; 4× 2u−ibi−1:
Then we merge 2 units with ratio 2u−iai−1 and 2 units with ratio 2u−ibi−1; getting
2× 2u−iai−1; 2× 2u−ibi−1; 4× 2u−i(ai−1 + bi−1)=2: Let us consider a diluting sequence
which iteratively applies the following step until a unit with the desired concentration
is obtained.
Step d: Add one unit of water to a given unit of liquid while obtaining two units
with half of the concentration of the given unit. Discard one of these two units and
store the remaining one for the successive application of step d.
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Starting with 1× 2u−i(ai−1 + bi−1)=2 and successively performing step d a number
u − i of times we obtain 1× (ai−1 + bi−1)=2: Such unit is tested and if the result of
the test is positive then we set ai = ai−1 and bi =(ai−1 + bi−1)2; otherwise we set
ai =(ai−1 + bi−1)=2 and bi = bi−1: We store 2× ai2u−i ; 2× bi2u−i thus restoring the
invariant.
After u − 5 invariant preserving steps, we get 2× 25au−5; 2× 25bu−5 with au−5¡1=c
6bu−5: Adding 26 − 2 units of water to each of the two concentrations, we get
26× au−5; 26× bu−5: Let nu−5 = 26: For i which goes from u − 4 to u + 4; we ex-
ecute the following step:
Merge 
ni−1=3× ai−1 with 
ni−1=3× bi−1: Test 1× (ai−1 + bi−1)=2 and set ai and bi
accordingly, as explained before. Set ni = min{ni−1 − 
ni−1=3; 2
ni−1=3 − 1} and if
i¡u+ 4; store ni × ai; ni × bi:
The above strategy uses u2=2 + 7u=2 + 94 units of water, u2=2 + 5u=2 − 14 merge
operations and performs u+ 4 tests. After these u+ 4 tests the unknown value 1c has
been conKned inside an interval of size (b0 − a0)=2u+4: By an argument similar to the
one used in the proof of Lemma 1, it is possible to see that this is equivalent to
conKning c inside an interval of size at most c2=((b0 − a0)−12u+4 − c):
If we start with 2× rj2p−3 and 2× rk2p−3; with rj =1=2p and rk =1=2p−1; then the
above strategy Knds an interval of length at most c2=(22p+1 − c)¡1:




This stage is very similar to stage(0) of A∗; except we do not store all the units
generated during this stage. For j¿2; let Bj(i)=
∑j−2
v=0(g(i; v) − 1): Bj(kj) is an up-
per bound to the overall number of tests performed by stage(1); : : : ;stage(j − 1). Let
1× 12 ; 1× 122 ; : : : ; 2× 12m ; with g(1; h − 1)¡2m6g(1; h); for some h¿1; denote the se-
quence of ratios so far generated. Units 1× 12 and 1× 122 are put apart. We have dis-
carded all units 1 × 1=23; : : : ; 1 × 1=2m−1; with the exception of 1 ×
1=2g(1;h−2)−log(Bh−1(2)−1); if h¿4, and of 1 × 1=2g(1;h−1)−log(Bh(2)−1), if h¿3 and
m¿g(1; h−1)−log(Bh(2)−1). If 2m= g(1; h) for some h¿2, then one unit with ra-
tio 1=2m=1=g(1; h) is tested and consequently discarded. The remaining unit is used to
generate the successive term of the sequence. If the response of the test is positive and
h¿4; then 1× 1=2g(1;h−2)−log(Bh−1(2)−1) is discarded. If m= g(1; h− 1)−log(Bh(2)−
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We dilute 1× 1=2g(1;‘∗(c)−2)−log(B(‘∗(c)−1)(2)−1) with 2log B(‘∗(c)−1)(2) − 1 units of water
thus obtaining 2log B(‘∗(c)−1)(2) units with ratio 1=2g(1;‘
∗(c)−2)+1:
If ‘∗(c)= 3 then k1 = 4; since we are assuming c¿8; and the algorithm terminates.
stage(r) (for r=1; : : : ; ‘∗(c) − 2) : this stage is similar to the corresponding stage
of A∗: The only di8erence is that the tested units are not generated during stage(0).
When a unit needs to be tested, it is generated from a unit with ratio 1=2g(1;‘
∗(c)−2)+1
by successive iterations of step d.
End
Notice that the above algorithm uses six tubes. The search process actually involves
only four tubes, three of which are employed for storing purposes whereas the remain-
ing one is used for performing the merge operations and the tests. Two more tubes are
needed to store the units 1× 12 and 1× 122 ; which have been put apart during stage (0).
Since k‘∗(c)−1 = 2; then B‘∗(c)−1(2) is an upper bound on the overall number of tests
performed by stage(1); : : : ; stage(‘∗(c) − 2); and, as a consequence, we can generate
as many test units as needed by these stages.
Notice that stage(0) uses g(1; ‘∗(c)−1) units of water and g(1; ‘∗(c)−1) merge steps
to generate the sequence of ratios 1× 12 ; 1× 122 ; : : : ; 2×1=2g(1;‘
∗(c)−1); and 2log B(‘∗(c)−1)(2)
− 1 units of water and a single merge operation to generate the 2log B(‘∗(c)−1)(2) units
with ratio 1=2g(1;‘
∗(c)−2)+1 which will be employed in the successive stages. More-
over, the generation of any test unit during stage(r); for r=1; : : : ; ‘∗(c) − 2; in-
volves at most g(1; ‘∗(c) − 1) − g(1; ‘∗(c) − 2) − 2 units of water and at most
g(1; ‘∗(c) − 1)−g(1; ‘∗(c) − 2) − 2 merge operations. It follows that Algorithm Aˆ
uses at most g(1; ‘∗(c)− 1) + 2B(‘∗(c)−1)(2)− 2+ (g(1; ‘∗(c)− 1)− g(1; ‘∗(c)− 2)−
2)
∑‘∗(c)−2
r=1 (k‘∗(c)−r − 1) units of water and g(1; ‘∗(c) − 1) + 1 + (g(1; ‘∗(c) − 1) −
g(1; ‘∗(c)− 2)− 2)∑‘∗(c)−2r=1 (k(‘∗(c)−r) − 1) merge steps.
Notice also that stage(0) of the above algorithm does not test units with ratio 12 and
1
22 which have been stored and are therefore still available. Consider a search strategy
which Krst applies the algorithm Aˆ to the initial sample to Knd p= log c+1 and then
executes the algorithm of Lemma 2 starting with the units 2 × 123 and 2 × 122 which
can be obtained from units 1 × 122 and 1 × 12 respectively. This search strategy uses
six tubes in that the algorithm Aˆ uses six tubes while the algorithm of Lemma 2 uses
only four tubes. Then the following theorem holds.
Theorem 3. There exists an algorithm which 9nds an interval of length at most one
including the unknown concentration c¿8 using 6 tubes and
• ‘∗(c) + log(‘∗(c)−1) c+ log(‘∗(c)−2) c+ · · ·+ log(1) c+ 2 tests;




∗(c)−r) c+2]+ [(log c − 2)2=2+7(log c − 2)=2+94] units of
water;
• at most [g(1; ‘∗(c)−1)+1+(g(1; ‘∗(c)−1)−g(1; ‘∗(c)−2)−2)∑‘∗(c)−2r=1 log(‘∗(c)−r)c
+ 2] + [(log c − 2)2=2 + 5(log c − 2)=2− 14] merge steps.
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3. The conservative model
In this section we consider the case when tests do not destroy the tested units. This
is the same model considered by Damaschke [5]. As in Section 2, we describe a family
of algorithms A˜j which provide interesting tradeo8s between the number of tests and
the number of units of water and of merge steps. The Krst phase of the algorithm A˜j
performs the same steps executed by the algorithm Aj of Section 2. The algorithm
of Lemma 3 is then used to perform the binary search for 1=c inside the interval
(1=2log c+1; 1=2log c]:
Along the same line as Lemma 1 we can prove the following result.
Lemma 3. Consider one unit of sample with unknown concentration c¿2; which after
an application of Aj is known to lie inside the interval [2p−1; 2p): For any t62p−1−2
there exists an algorithm which determines an interval of length at most c2=(2t+p − c)
containing c: The algorithm uses t tests and at most (t2=2 + pt + 5t=2 + p + 1)=3
merge operations and t + 1 units of water.
Proof. The algorithm uses the same merge strategy as that used by the algorithm of
Lemma 1. In the following, we will prove six claims which play the same role as
that of Claims 1–6 of Lemma 1. Notice that the quantity of water as well as the
number of merge steps used by the search strategy under the conservative model is
smaller than that used in the destructive model. Contrarily to what happens in the
destructive model, where the tested units must be discarded, in this model all units
generated during stage(0) of the algorithm Aj can be used in the successive steps of
the search algorithm. In particular, we store 1 × 12 ; 1 × 122 ; : : : ; 1 × 12p and the search
process described in Lemma 1 is started with n1 = 0 and ni =1; for all 26i6p + 1:
Therefore, with respect to the corresponding algorithm for the destructive model, this
algorithm saves p units of water and p merge steps. Also under the conservative model,
one has that, at any moment, ni62; for any i¿1; and ni =0; for any i¿p+ t + 1:
Claim 1′. Immediately after the tth test; it is ni61; for 26i6p+ t and np+t+1 =2.
The proof of this claim is analogous to that of Claim 1. The only di8erence is given
by the fact that np+t+1 =2 because no unit is discarded as an e8ect of the tth test.
Claim 2′. Immediately after the tth test; it is
∑p+t+1
i=p+1 ni6t + 2:
The claim is an obvious consequence of Claim 1′.
Claim 3′. Immediately after the tth test; it is
∑p+t+1
i=1 ni6p+ t + 1:
The claim follows from Claim 1′ and from the fact that n1 = 0:
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By the same argument used in the proof of Claim 4, one can prove that if imme-
diately after the tth test the quantities n1; : : : ; np are all equal to zero, then the sum of
np+1; : : : ; np+t+1 is larger than or equal to the value of the integer represented initially
by n= n1n2 · · · np plus the initial number of units with ratio equal to rp+1: Hence, the
claim is a consequence of the fact that when the search process is started, n is the
binary expansion of 2p−1 − 1 and np+1 =1:
Claim 5′. It is possible to perform t tests; for any t62p−1 − 2:
As already observed in the proof of Claim 5, one has that a further merge operation
is possible as long as one of n1; : : : ; np is larger than zero. From Claim 4′ it follows
that if immediately after the tth test the quantities n1; : : : ; np are all equal to zero then
the sum of np+1; : : : ; np+t+1 is at least 2p−1: Then Claim 2′ implies that t + 2¿2p−1
from which the claim follows.
Claim 6′. In order to perform t tests (t2=2+pt+5t=2+p+1)=3 merge operations
are su8cient.
Let us index each unit, as we did in the proof of Claim 6, with the index of its ratio.
Recall that the algorithm is started with n1 = 0 and ni =1; for all 26i6p+1: Hence,




From Claim 1′ it follows that after the tth test one has np+t+1 =2 and ni61 for all
26i6p+ t: As a consequence, the sum of the unit indices is at most
∑p+t+1
m=2 m+p+
t +1= (p+ t + 1)2=2+ 3(p+ t + 1)=2− 1: Therefore, the sum of the unit indices has




m=2m=(p+ t + 1)
2=2+3(p+ t + 1)=2−
(p2=2 + 32p)− 1= t2=2 +pt + 5t=2 +p+ 1: Since each merge operation increases the
sum of the unit indices by at least 3, then the number of merge operations is at most
(t2=2 + pt + 5t=2 + p+ 1)=3:
Notice that the algorithm uses at most t + 1 units of water in that at the end of the
search process, the sum of n1; : : : ; np+t+1 is at most p+ t + 1 and p units result from
the application of the algorithm Aj:
Setting t=p+ 1 in the statement of Lemma 3 yields the following corollary:
Corollary 3. Consider one unit of sample with unknown concentration c which after
an application of Aj is known to lie inside the interval [2p−1; 2p); with p¿4: There
exists an algorithm to 9nd an interval containing c of length at most 1: The algorithm
uses p+ 1 tests; (3p2=2 + 11p=2 + 4)=3 merge steps and p+ 2 units of water.
Theorem 4. For each j¿1 there exists an algorithm A˜j which 9nds an interval of
length at most 1 including the unknown concentration c¿8: Let ‘ be the smallest
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integer i such that log( j−i) c¿1: The algorithm performs log( j−‘) c+log( j−‘−1) c
+ · · ·+ log(1) c+ log( j) c+ ‘+ 3 tests and uses at most g(kj; j − 1) + log c+ 3
units of water and g(kj; j − 1) +  12 (log c+ 1)2 + 116 (log c+ 1) + 43 merge steps.
Proof. Algorithm A˜j is obtained by applying the algorithm Aj followed by an appli-
cation of the algorithm of Corollary 3.
In the special case j=1; the algorithm A˜1 attains the same performances of Dam-
aschke’s algorithm, [5]. Moreover, setting j=2 in the statement of Theorem 4 yields
the following corollary which represents an improvement with respect to the previ-
ously known algorithm by Damaschke [5] in that it reduces the number of required
tests while still using a logarithmic number of units of water.
Corollary 4. There is an algorithm which 9nds an interval of length at most 1 in-
cluding the unknown concentration c¿8 with log c+2log log c+3 tests; using at
most 3log c + 3 units of water and at most  12 (log c)2 + 296 log c + 226  merge
steps.
As in Section 2 we can optimize the choice of j to get the following theorem.
Theorem 5. There exists an algorithm A˜∗ which 9nds an interval of length at most 1
including an unknown concentration c¿8 with ‘∗(c)+log(‘∗(c)−1) c+log(‘∗(c)−2) c
+ · · · + log(1) c + 2 tests; using g(1; ‘∗(c) − 1) + log c + 3 units of water and
g(1; ‘∗(c)− 1) +  12 (log c+ 1)2 + 116 (log c+ 1) + 43 merge steps.
4. Generalized group testing under the destructive model
In this section we consider the generalized group testing problem which consists of
Knding in a set S of n samples those whose concentration is at least a Kxed value L:
Under the conservative model, Damaschke [5] has given an asymptotical result for this
problem. This section shows that it is possible to extend this result also to the more
di!cult destructive model.
A sample is called L-defective if its concentration is larger than or equal to L:
In order to detect whether a given sample is L-defective, we must test whether the
concentration c of the sample is at least L: To this aim, it should be possible to
obtain a unit with concentration c=L from a unit drawn from this sample to perform
a test whether c¿L: Analogously, in order to exclude the presence of L-defectives in
a given pool of t samples, it should be possible to test whether the average sample,
obtained by merging units each drawn from a distinct sample of the given pool, has
concentration less than L=t: Therefore, it should be possible to obtain a unit with t=L
times the original concentration from a unit drawn from this average sample. A positive
ratio r61 is called (u; v)-mergeable if it is possible to obtain a unit with r times the
original concentration from a unit of a sample, using at most u units of water and v
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merging steps. Both Theorem 2 of [5] and the algorithm Aj of the present paper, in
conjunction with Lemma 3 of Section 3, guarantees that the set of values 1=r; such
that r is (u; v)-mergeable for some u and v under the conservative model, is quite
dense. Under the destructive model, we rely instead upon the algorithm Aj and the
algorithm given by Lemma 1 to obtain such a set of mergeable ratios. Let ci denote
the concentration of the ith sample and let s=
∑n
i=1 min{ci; L}: As in [5], it will be
always supposed that s¡nL=2; that is that the number of contaminated samples is far
smaller than n:
In [5], it has been considered the case when L is such that there exists a power m
of two such that m=L=Q(1) is mergeable. Damaschke [5] describes a search strategy
which, provided that m=L is (u; v)-mergeable, allows to Knd all L-defectives in S starting
with only two units of each sample, performing an asymptotically optimal number of
tests, namely, O((s=L) log(nL=s)) tests if L¿n or s¿n; and O(n=L+ (s=L) log(L+ 1))
tests if L; s¡n; and using u+logm units of water and v+logm merge steps for each
test. This algorithm works with a set of samples whose cardinality is a power of 2. If
n is not a power of 2, then O(n) dummy samples with concentration 0 can be added
to the input set. The idea of the algorithm is to form one or more binary trees with
each node corresponding to a subset of S and such that the subsets in two sibling
nodes are obtained by splitting the subset in the parent into two sets of half-size. Each
node corresponds to a subset of size equal to some power 2i6m whose elements have
been merged into an average sample. The sets corresponding to the roots of the trees
form a partition of S; while each sample is associated a leaf. The algorithm performs
a top-down traversal of the tree. The average sample in each traversed node N is
tested whether it has concentration at least L=bN ; where bN is the size of the subset
associated to that node. To this aim, a unit with bN =L times the concentration of this
average sample must be obtained. Since m=L is mergeable, then any bN =L=m=(2iL)
is also mergeable. If the test performed on this unit is negative then the subset under
consideration does not contain any L-defective sample and our search must not proceed
further along the path through that subset node.
The algorithm builds the subset tree in a bottom-up fashion. It Krst draws one unit
from each leaf of the tree and merge the units of sibling leaves thus forwarding the
two new units to the father. This process is then inductively continued up to the root.
Every time a test in a given node N of the tree has to be performed, a unit with bN =L
times the concentration of the average sample in that node is merged. This can be
done by using u+logm units of water and v+logm merge steps.
The crucial observation is that this merge strategy works also under the hypothesis
that m=L is (u; v)-mergeable under the destructive model. Therefore, the following result
holds.
Theorem 6. Let L be a 9xed value and m a power of 2 such that m=L=Q(1) is (u; v)-
mergeable under the destructive model. Then, there exists an algorithm which 9nds
all L-defectives out of n samples by using an asymptotically optimal number of tests;
namely; O((s=L) log(nL=s)) tests if L¿n or s¿n; and O(n=L+ (s=L) log(L+ 1)) tests
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if L; s¡n: This algorithm needs 2 units of each of the n samples and uses u +logm
units of water and v+logm merge steps for each test.
5. Conclusions and open problems
In this paper we have considered a search problem in which several kinds of costs
should be minimized. We have improved on previously known results on the problem
[5] by describing a wide class of algorithms working under the conservative model, each
of which provides a di8erent tradeo8 between the number of tests, the number of merge
steps and the number of test tubes. The case when the threshold indicator destroys the
tested units has been considered as well and a family of algorithms, working under
this more complicated test model, has been given. We have also provided an algorithm
for the destructive model which uses only a constant number of test-tubes. Finally, in
Section 4 we have shown that the asymptotical result of [5] for the generalized group
testing, holds under the destructive model as well.
We believe that the following open problems are worthy of particular attention.
The Krst one concerns Knding lower bounds to the cost of a search strategy for the
concentration estimating problem. We are particularly interested in Knding lower bounds
to the number of merge operations and units of water. A possible approach could be
to Kx an upper bound to the number of tests and to determine, in correspondence of
that upper bound, the lowest achievable number of merge operations and of units of
water.
The second question concerns the generalization of the classical group testing prob-
lem discussed in Section 4. The algorithm of [5] for this problem, as well as that of
Section 4, provides a Krst asymptotical result. Nevertheless, from a practical point of
view, it would be interesting to determine exact bounds to the number of tests required
for this problem.
Finally, a challenging open problem would be to investigate versions of the concen-
tration estimating problem where the test responses are not reliable, that is, where the
threshold indicator could give, under particular circumstances, incorrect responses.
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