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Abstract
The Church‐Rosser theorem in the type‐free  $\lambda$‐calculus is well inves‐
tigated both for  $\beta$‐equality and  $\beta$‐reduction. We provide a new proof of
the theorem for  $\beta$‐equality simply with Takahashi’s translation. Based
on this, we analyze quantitative properties of witnesses of the Church‐
Rosser theorem by using the notion of parallel reduction. In particular,
upper bounds for reduction sequences on the theorem are obtained as the
fourth level of the Grzegorczyk hierarchy, i.e., non‐elementary recursive
functions. Moreover, the proof method developed here can be applied to
other reduction systems such as  $\lambda$‐calculus with  $\beta \eta$‐reduction, Girard’s




The Church‐Rosser theorem [4] is \mathrm{o}\mathrm{U}\mathrm{e} of the most fundamental properties oti
rewriting systems, which guarantees uniqueness of the computational \mathrm{r}\mathrm{e}^{ $\varsigma$}inlt, and
consist,ency of a formal system. For inst,ance, l.or proof l,rees and formulae of logic
the unique normal forms of the corresponding terms and types in a Pure Type
System (PTS) can be chosen as their denotations [26] via the Curry‐Howard
isoÌnorphisni.
The conflnence property states that. if M \rightarrow  N_{1} and M \rightarrow  N_{2} then there
exists P such that N_{1} \rightarrow P and N_{2} \rightarrow P . Here, we write \rightarrow \mathrm{f}\mathrm{o}\mathrm{r} the reflexive and
transitive closure of one‐step reduction \rightarrow . There have been well‐known proof
techniques of the theorem: tracing the residuals of redexes along a sequence of
reductions [4, 1. 13] and working with parallel reduction by thc method of Tait
and Martin‐Löf 1, 13, 23 Recently, \mathrm{a} . simple proof of the theorem is also
known with Takahashi’s translation [24] (the Gross‐Knuth reduction \mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{t}\mathrm{e}\mathrm{g}\mathrm{u}^{ $\tau$}
[1]), but with no use of parallel reduction [17, 6, 16, 18].





On the other hand. the Church‐Rosser theorem states that if M \leftrightarrow  N
then there exists P\mathrm{s}\mathrm{u}\mathrm{c}\cdot \mathrm{h} that M\rightarrow P and N\rightarrow P . Here; \mathrm{w}^{\mathrm{v}}\mathrm{e} write’ M\leftrightarrow N
iffM is obtained from N by a finite series of reductions (\rightarrow) and reversed reduc‐
t,ions (〈\grave{}‐). It is well known that the Churcli-\mathrm{R}_{D}sser theorem follows repeated
application of the confluence property, so that each peak can be made one by
one into its own valleč and finally one gorge.
\mathrm{n}\mathrm{e} of our motivations \mathrm{i}\mathrm{i}_{\dot{3}} to analyze quantitative properties in general of
reduction systems. For instance, mea.snres for developments are invcstigated
bv Hindley [12] and de Vrijer [22]. Statman [21_{\mathrm{J}}^{\rceil} proved t,hat deciding the  $\beta \eta$-
equality of typable  $\lambda$‐terms is not elementary recursive. Schwichtenberg [19]
analysed the complexity of normalization in the simply typed  $\lambda$‐calculus, and
showed that the nuinbcr of reduction steps necessary to reach the norinal form
is boundcd by a function at the foUrth level of the Grzegorczyk hierarchy  $\varepsilon$^{4}[11],
i.e., a non‐elementary recursive fUnction. Later Beckmann [3] determined the
exact bounds \mathrm{f}\mathrm{o}\mathrm{i}. the reduction length of a term in the simply typed  $\lambda$‐calculus.
Xi [27] sliowed bounds for the nurnber of \cdot reduction steps  0 $\tau$ \mathrm{i} tbe standardiza‐
tion theorem, and its application to norinalization. Keteina arid Simonsen [14]
extensively studied valley sizes of confluence and 1_{\ovalbox{\tt\small REJECT}}\mathrm{h}\mathrm{e} Church‐Rosse, \mathrm{r} propert,y
in term rewriting and  $\lambda$‐calculus as a function of given term sizes and reduction
lengths. However, a bound in at least the fifth level of the Grzegorczyk hierar‐
chy has been conjectured [14] [or the \mathrm{c}\mathrm{o}\mathfrak{l}nplexity of firiding \mathrm{c}\mathrm{o} $\iota$nmon reducts for
a  $\beta$‐equality in  $\lambda$‐calculus. Our main goal in this paper is to show that an upper
bound function for \mathrm{t},\mathrm{h}\mathrm{e} Church‐Rosser theorpm of  $\lambda$‐calculus with  $\beta$-eqnalil,\mathrm{y} is
to be in the fourth level of the Grzegorczyk hierarchy which is the same level as
finding common reducts for the confluence property [14].
In this study, we are interested in quantitative analysis of witnesses2 of the
Church‐Rosscr ttheorem: how t,o find cominon rcducts with the least size relating
1,0 space and wit,h t,he least number of reduc,t,ion \mathrm{s}\mathrm{t} ,eps relat.ing t,o Lime. For the
theorem for  $\beta$‐equality (  M\ovalbox{\tt\small REJECT} N implies M\rightarrow^{l_{1}} P and N\rightarrow^{l_{2}}P for some P),
we study functions that set bounds on the least size of a common reduct P_{:} and
the least number of reduction steps l_{1} aìid l_{2} required to arrive at a common
reduct, involving the term sizes ofM and N. and the length of \ovalbox{\tt\small REJECT}.
1.2 New results of this paper
In \mathrm{t}\mathrm{h}\mathrm{i}_{\mathrm{i}^{-}\supset} paper, first we investigate the ChUrch‐Rosser theorem in the type‐free
 $\lambda$‐calculus by means of Takahashi’s translation. Although confluence and the
Church‐Rosser theorem are equivalent to each other, confluence is a special
case of the Church‐Rosser property. Our investigation shows that a common
rcduct of  M and N with M\leftrightarrow N is dctertnincd by (i) M and the number of
occurrences of reductions ( \rightarrow ) appearing \mathrm{i}\mathrm{n}\leftrightarrow , and also bv (ii)  N and fhat of
reversed reductions (\leftarrow) . The key lemma plays an important role and reveals
a new invariant involved in the equality \ovalbox{\tt\small REJECT}_{:} independently of an exponential
1In the literature [1, 13], the relation of l3‐equality is written by =3 instead \mathrm{o}\mathrm{f}\leftrightarrow.
2Here, common reducts bear witnesses to the existential statement.
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combination of reduction and reversed reduction. Next, the characterization
of the Churcłi‐Rosser theorein niakes it possible to analyse how large common
reducts are in terms of itcration of Takaha‐,hi’s traJislations, and how many
reduction‐st.eps are required to obtain them by means of the notion of parallel
reduction. In this way, we obtain an upper bound function for the theorem
of  $\lambda$‐calculus with  $\beta$‐equality in the fourth level of the Grzegorczyk hierarchy.
Moreover. the sume method can be applied for analyzing quantitative properties
of other reduction systems such \mathrm{a}_{\wedge}^{$\varsigma$_{\backslash }} Girard’s syst,em  $\Gamma$ and Gödcl’,s syst,em T.
1.3 Outline of paper
This paper is organized as follows. Section 1 is devoted to background, related
work, motivation, and new results of the paper. Section 2 gives preliminaries
iticluding ba,sic definitions and the key lemma. and proposition. Section 3 aii‐
alyzeb tcrni size and reduction length in the case of  J'4‐rcduction. and provides
measure funct,ions for upper bounds. Based on t,he results section 4 demon‐
strates a quantitative analysis of some (but not all)3 of the witnesses of the
Church‐Rosser theorem. Section 5 applies the method developed in sections 3
aiid 4 to  $\lambda$‐calculus with  $\beta \eta$‐reduction, Girard.s systenn  $\Gamma$ , a  $\iota$ìd Gödeljs system
\mathrm{T} \mathrm{a}_{n}^{ $\varsigma$}\mathrm{i} well. Section 6 concludes with remarks and further work. This paper is
an extended and revised version 01^{\cdot}1,\mathrm{h}\mathrm{e}1)aper [8].
2 Preliminaries
First,,  $\lambda$‐ferms and  $\beta$‐reduction are defined referring to  1,\mathrm{h}_{\mathrm{P}} standard text:s [1_{:} 13]
for the definitions and related notions.
Definition 1 (  $\lambda$‐terms)
 M, N, P, Q\in $\Lambda$ ::=x| ( $\lambda$\prime,:.1\}f) | (MN)
We write M\equiv N for the syntactical identity under renaming of bound variables.
The set of free variables in M is denoted by  $\Gamma$ \mathrm{V}(M) .
Definition 2 (  $\beta$‐reduction) One step  $\beta$-reduction \rightarrow  i_{\mathrm{e}}\mathrm{s} defined as usual.
1. ( $\lambda$ x.M)N\rightarrow M[x :=N].
2. If M\rightarrow N then PM\rightarrow PN, MP\rightarrow MP , and  $\lambda$ x.M\rightarrow $\lambda$ x.N.
We write \rightarrow for the reflexive and transitive closure \mathrm{o}\mathrm{f}\rightarrow (called  $\beta$‐reduction).
Note that  M\rightarrow N iff there exists a finite sequence of terms M_{0} , . . . , M_{n} (n\geq 0)
such that M\equiv M_{0} \rightarrow\cdots\rightarrow M_{n}\equiv N . For this case we \mathrm{a}] \mathrm{s}\mathrm{o} write M\rightarrow^{n}N.
We denotc thc reflexive, transitive and symm etric closure \mathrm{o}\mathrm{f}\rightarrow (called  $\beta$-
converribility) by \leftrightarrow . Note that  M \leftrightarrow  N iff there exists a finite sequence
of terms M_{0} , . . . , M_{n} (n \geq 0) such that M \equiv  M_{0} \leftrightarrow. . . \leftrightarrow  M_{n} \equiv  N where
3\mathrm{S}\mathrm{e}\mathrm{e} Theorem 1 in [8] for other witnesses.
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\leftrightarrow is the symmetric closure \mathrm{o}\mathrm{f}\rightarrow, namely either M_{ $\iota$} \rightarrow  M_{i+1} or M_{i+1} \rightarrow  M_{l}
(i=0, \ldots, n) . Here, \rightarrow in the fortner case  M_{i} \rightarrow M_{ $\iota$+1} is called a right arrow.
and that in fihp latter case is called a left arrow. denoted also by M_{i}\leftarrow M_{i+1} . If
the number of occurrences of lefl, arrows is l and that of right arrows is r along
thc convLrsion sequence, then we denote this by M^{\underline{lr}}N . By \# L[j, k] we mcan
the number of occurrences of left arrows between M_{j} and M_{k} (0\leq j \leq k\leq n)
in the sequence.
Next, Takahashi \mathrm{s} translation [24] and its iteration are defined.
Definition 3 (Takahashi’s * [24] and iteration) 1. x^{*} =x.
2. (( $\lambda$ x. $\Lambda$ I)N)^{F}=M^{*}[x :=N^{*}].
3. (MN)^{*}=(M^{*}N^{*}) .
4. ( $\lambda$\prime r.M)^{*}=$\lambda$_{: $\Gamma$.\perp}\mathfrak{h}l^{*}
The third case above i\mathcal{S} available provided that (MN) is not a redex. We write
M^{n*} for the n‐fold iteration of the translation * as follows [25].
1. M^{0-}=M,
2. M^{n*}=(M^{(n-1)\mathrm{x}})^{*}
Then we have tlie following properties of Lenmia 1. According to the literature,
Loader [17] treated the second and third properties for proving confiuence of  $\lambda$-
calculus with  $\beta$‐reduction. Dehornoy and van Oostrom [7] called the properties
\mathrm{Z}‐property, and demonstrated a nuinber of examples with the \mathrm{Z}‐property. See
also [16, 18] for examples and an extension on the properties.
Lemma 1 1. M^{*}[x :=N^{*}] \rightarrow (M[x :=N])^{*}
2. If M\rightarrow N then M^{*}\rightarrow N^{*}
3. If M\rightarrow N then N\rightarrow M^{*}
Proof. The first propertv is provcd by induction on M . Th \mathrm{c}^{} second and third
propert,ies are proved by induction on \mathrm{t}\cdot \mathrm{h}\mathrm{e} derivation of M\rightarrow N. \square 
Now the Church‐Rosser theorem [4] can be proved as the following proposi‐
tion [8] by using the key lemma [8].
Lemma 2 ([8]) If M^{lr}\leftrightarrow N then we have both M\rightarrow N^{l*} and M^{r*} +-N.
Proof. By induction on the length of (l+r) , together with Lemma 1. \square 
Proposition 1 ([8]) If M^{lr}\leftrightarrow N , then there exists a term P such that  M\rightarrow
 P^{k*} and P^{k*}\leftarrow N where k=\# L[0, r].
Proof. Let k = \# L[0, r] and n = l+r . At the length r from the ] \mathrm{e}\mathrm{f}\mathrm{t} . we can
divide thc conversion sequence M  lr\leftrightarrow  N into two sub‐sequences such that
M\equiv M_{0}k\leftrightarrow k_{r}M_{r} with k_{r} =r-k , and M_{r}kk \equiv N with k_{l} =l-k.
Then, from Lemma 2; \mathrm{i}$\iota$^{r}\mathrm{e} have M\rightarrow M_{r}^{k*} for the left sequence, and M_{r}^{k*} \leftarrow N
for tlle right sequence. Hence. we obtain a common reduct M_{r}^{k\mathrm{x}} of M, N. \square 
We note that 0\leq\# L[0, r] \leq \mathrm{i}\mathrm{r}\mathrm{i}\mathrm{i}\mathrm{n}\{l, r\}.
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3 Quantitative analysis of term size and reduc‐
tion length
Following Lemma 2 and Proposition 1; we analyze quantitative properties of
the Church‐Rosser theorem. For this analysis the basic properties of term size
and reduction length are summarized here through parallel reduction.
Definition 4 (Term Size) 1. |x|=1.
2. |$\lambda$_{X.I})I|=1+|M|.
3. |MN|=1+|M|+|N|.
We write \#(x\in M) for the number of free occurrertces of tlìe variable x in M.
Lemma 3 1. \#(x\in M) \leq 2^{-1}(|M|+1) .
2. |M[x :=N]|=|M|+\mathrm{n}(x\in M) \times (|N|-1) .
Proof. Both are proved by straightforward induction on M. \square 
Proposition 2 If M\rightarrow^{n}N (n\geq 1) then |N| < Size (|M|, n) where
Size (m, n)=8(\displaystyle \frac{m}{8})^{2^{n}}
Proof. By induction oiì the length n. \square 
It should be remarked that the denominator 8 of Size is almost sttrict, in the sense
that we have |( $\lambda$ x.xx)( $\lambda$ x.xx)|=9 and \displaystyle \lim_{n\rightarrow\infty}\mathrm{S}\mathrm{i}\mathrm{z}\mathrm{e}(|M|, n) \leq 8 for |M| \leq 8.
Thc notion of parallel reduction is defined inductively following [23, 24].
Definition 5 (Parallel  $\beta$‐reduction [23, 24]) 1.  x\Rightarrow x.
2.  $\lambda$ x.ilI\Rightarrow $\lambda$ x.N if M\Rightarrow N.
3. M_{1}M_{2}\Rightarrow N_{1}N_{2} if M_{1}\Rightarrow N_{1} and M_{2}\Rightarrow N_{2}.
4. ( $\lambda$ x_{1}\mathrm{t},[_{1})M_{2}\Rightarrow N_{1}[x:=N_{2}] if M_{1}\Rightarrow N_{1} and M_{2}\Rightarrow N_{2}.
From the definitions, if  M\rightarrow  N then M\Rightarrow N , and if M\Rightarrow N then M \rightarrow  N.
We write M\Rightarrow^{n}N if M\equiv M_{0}\Rightarrow M_{1} \Rightarrow. . . \Rightarrow M_{n}\equiv N for some n\geq 0\mathrm{a}\mathrm{r} $\iota$ \mathrm{d}M_{l}
(i=0,1, \ldots, n) . We also write  M^{lr}\Leftrightarrow N. if  M\equiv M_{0}\Leftrightarrow M_{1}\Leftrightarrow\cdots\Leftrightarrow M_{n}\equiv N
for sompn \geq 0 and M_{i}(i=0,1, \ldots, n) where \Leftrightarrow dcnotes e \mathrm{i}\mathrm{t}_{N}\mathrm{h}\mathrm{e}\mathrm{r}\Rightarrow \mathrm{o}\mathrm{r}\Leftarrow together
with  r the number of occurrences \mathrm{o}\mathrm{f}\Rightarrow and  l that \mathrm{o}\mathrm{f}\Leftarrow . By \# L[j, k] we mean
the number of occurrences \mathrm{o}\mathrm{f}\Leftarrow between  M_{j} and M_{k} (0 \leq j \leq k \leq n) in the
sequence where n=l+r.
The first property [24] of Lemma 4, called triangle property [7], is provcd by
induction on M. and accordingly the second property can be proved as well.
LeMma 4 1. If M\Rightarrow N then N\Rightarrow M^{\mathrm{x}}
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2. If M\Rightarrow N then M^{*}\Rightarrow N^{*}
Based on Proposition 2, we adopt a bound function F_{2}(x)=\sqrt{2}^{x} We define
the n‐fold iteration of function f(x) , denoted by f^{*}(x, n) , as follows.
Definition 6 (Iteration of f(x) ) 1. f^{\mathrm{x}}(x, 0)=x,
2. f^{*}(x, n)=f(f^{*}(x,n-1
According to convention [19, 3], in the case of f(x) = 2^{X} we write 2_{n}(x) in‐
stcad of f^{*}(x, n) . In the case of f(x) = F_{2}(x) , we may write \sqrt{2}n(x) rather
than F_{2}^{*}(x, n) . From the definition, \sqrt{2}n(X) belongs to the fourth level of the
Grzegorczyk hierarchy. For x \geq  8 , we have the basic properties such that
2\sqrt{2}n(x) \leq \sqrt{2}n+1(x) by induction on n . and then for x\geq 8,
\displaystyle \sum_{l=0}^{n}\sqrt{2}l(x) \leq 2\sqrt{2}n(x) .
Proposition 3 1. If M\Rightarrow N , then M\rightarrow^{l}N where l\leq 3^{-1}(|M|-1) .
2. If M\Rightarrow N , then |N| \leq\sqrt{2}^{|M|} for |M| \geq 4.
3. If M\Rightarrow^{n}N (n\geq 1) , then M\rightarrow^{l}N where l< \sqrt{2}n-1(|M|) for |M| \geq 4.
Proof.
1. By induction 0\mathrm{l}\mathrm{l} the derivation of M\Rightarrow N . We show one of the cases here.
(a) Case of ( $\lambda$ x.M_{1})M_{2}\Rightarrow N_{1}[x:=N_{2}] from M_{1}\Rightarrow N_{1} and M_{2}\Rightarrow N_{2} :
From the \mathrm{i} $\iota$ iductioll hypotheses, we have  M_{1} \rightarrow^{m} N_{1} witb m \leq
 3^{-1} (|M_{1}|- \mathrm{i}) , and M_{2}\rightarrow^{n}N_{2} with n\leq 3^{-1}(|M_{2}|- 1) . Then we get
( $\lambda$ x.M_{1})M_{2}\rightarrow^{rn} ( $\lambda$ x.N_{1})M_{2}\rightarrow^{n} ( $\lambda$ x.N_{1})N_{2}\rightarrow N_{1}[x :=N_{2}],
where m+n+1\leq 3^{-1}(|M_{1}|+|M_{2}|+1)=3^{-1}(|( $\lambda$ x. $\Lambda$ I_{1})M_{2}|-1) .
2. By induction on |M| . We note that |N| =|M| for |M| = 1 , 2, 3.
3. Suppose M \equiv  M_{0} \Rightarrow  M_{1} \Rightarrow. . . \Rightarrow  M_{n} \equiv  N . Then we have M_{0} \rightarrow^{l_{1}}
M_{1} \rightarrow^{l_{2}} . . . \rightarrow^{l_{n}} M_{n} for soine l_{1}, l_{2} , . . . , l_{n} . If |M_{i}| \leq  3 for some i (1 \leq
 i \leq  n- 1) . then |M_{g}| = |M_{ $\iota$}| for each j \geq  i , and hence we get l_{j} = 0
for each j \geq  i. \mathrm{N}^{\mathrm{N}}\mathrm{o}\mathrm{w} we consider the case where |M_{i}| \geq  4 for every
i = 0 , 1, . . . ,n- 1 . Then we have l_{\mathrm{z}} \leq  3^{-1} (|M_{ $\iota$-1}| - 1) and |M_{i-1}| \leq
\sqrt{2}i-1(|M|) (i= 1,2, \ldots, n) . Therefore, l is bounded as follows provided
|M| \geq 8.
l = \displaystyle \sum_{ $\iota$=1}^{n}l_{i}
\displaystyle \leq \frac{1}{3}\sum_{l=0}^{n-1}(\sqrt{2}i(|M|)-1)
\displaystyle \leq \frac{1}{3} (2\sqrt{2}n-1(|M|)-n) .
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Finally, \sqrt{2}n-1(|M|) can be applied even to |M| \geq  4 , since \sqrt{2}i(X) \leq \sqrt{2}i(y)\square for x\leq y.
Lemma 5 IfM^{l}=^{r}N then M\Rightarrow^{l+r}N^{l*} and N\Rightarrow^{l+r}M^{r*}
Proof. By induction on the length (l+r) with Lemma 4. \square 
Proposition 4 If M^{lr}\Leftrightarrow N then there exists a term P such that M\Rightarrow^{r}P^{k*}
and N\Rightarrow^{l}P^{k*} with k=\# L[0, r].
Proof. Let n=l+r . Then at the length r from the left, we divide the sequence
M^{lr}\Leftrightarrow N into two sub‐sequences such that M\equiv M_{0} k\Leftrightarrow M_{r}k_{r} with k_{r}=r-k,
and M_{r} k_{l\Leftrightarrow}k M_{n} \equiv  N with k_{l} = l-k . Hence, we obtain M \Rightarrow^{r} M_{r}^{k*} and
N\Rightarrow^{l}M_{r}^{k*} by Lemma 5. \square 
4 Quantitative analysis of the Church‐Rosser
theorem for  $\beta$‐equality
Based on the results in the previous sect ion, we analyze quantitative propert,ies
of Lemma 2 and Proposition 1, respectively.
Proposition 5 If  Mlr\leftrightarrow  N then M \rightarrow^{7n} M^{r*} and N \rightarrow n M^{r\sim} where m \leq
\sqrt{2}r-1(|M|) ,  n\leq \sqrt{2}l+r-1(|N|) , and |M^{ $\Gamma$\times}| \leq\sqrt{2}r(|M|) provided |M|, |N| \geq 4.
Proof. Suppose that M^{\underline{lr}}N . Then we have M^{l}\Leftrightarrow^{r} N. and hence N\Rightarrow^{l+r}
M^{r*} from Lemma 5 and N\rightarrow^{n}M^{r\mathrm{x}} with  n\leq \sqrt{2}l+r-1(|N|) from Proposition
3. \mathrm{O}\mathrm{r} $\iota$ the other hand. we have  M \Rightarrow M froni the detinitiou. Then M \Rightarrow  M^{*}
and M\Rightarrow^{r}M^{r*} from Lemma 4, and hence M\rightarrow^{m}M^{r*} with m\leq\sqrt{2}r-1(|M|)
and |M^{r*}| \leq\sqrt{2}r(|M|) from Proposition 3. \square 
Theorem 1 If M l-rN then there exists a term P such that M \rightarrow^{m} P^{k*}
and N \rightarrow^{n} P^{k*} where k = \# L[0, r], m \leq \sqrt{2}r-1(|M|) , n \leq \sqrt{2}l-1(|N|) , and
|P^{k*}| \displaystyle \leq\min\{\sqrt{2}r(|M|), \sqrt{2}l(|N|)\} provided |M|, |N| \geq 4.
Proof. From Proposition 4 we can take P\equiv M_{r} , and then apply Proposition,3.
\square 
A simple example is given as in [3]. The Church numerals \mathrm{c}_{n} =  $\lambda$ fx.f^{n}(x)
are defined [1], where F^{0}(x)=x , and F^{n+1}(x)=F(F^{n}(x)) . Define Q_{ $\iota$} and P_{i}
as follows: Q_{1} = \mathrm{c}_{2}, Q_{n} = Q_{n-1}\mathrm{c}_{2} , and P_{n} = ( $\lambda$ \mathrm{v}_{1}\ldots v_{n}v.v)v_{1}\ldots v_{n}y where
v_{1} , . . . , v_{n}, v, y are fresh variables. Then Q_{n} \rightarrow^{a}\mathrm{c}_{2_{n}(1)} with a=3\displaystyle \sum_{l=1}^{n-1}2_{i}(1)-
n+1 \leq 6\times 2_{n-1}(1) . We have the following peak with M\equiv Q_{n}P_{n} (n\geq 2) :
N_{2}\equiv Q_{n}y \vdash^{n+1} M \rightarrow^{a} M_{1}\equiv \mathrm{c}_{2_{n}(1)}(( $\lambda$ v_{1}\ldots v_{n}v.v)v_{1}\ldots v_{n}y)
\rightarrow^{n+1} N_{1} \equiv $\lambda$ x.(( $\lambda$ v.v)y)^{2_{n}(1)}(x) .
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For this, we obtain the common reduct M_{1}^{(n+1)*} by Theorem 1 and thc valley:
N_{2} \rightarrow^{\mathcal{C}} M_{1}^{(n+1)*} \leftarrow^{b} N_{1},
where b=2_{n}(1) aiidc =1+a . Observe that b is non‐elementary with respect
to n , i.c., the nUmber of occurrences \mathrm{o}\mathrm{f}\leftarrow , and  c is elementary with respect
to that \mathrm{o}\mathrm{f}\rightarrow . Whilp our bound functions provide the inequa.lities as follows:
 b=2_{n}(1) \leq \sqrt{2}n(|N_{1}|)=\sqrt{2}n(2+5\times 2_{n}(1)) and  c=1+a\leq \sqrt{2}a+n(|N_{2}|)=
\sqrt{2}a+n(8n+1 both of which still belong to the fourth level since the level is
closed under the coinposition of functions in the same level.
5 The Church‐Rosser theorem for other reduc‐
tion systems
We show that the methods developed in sections 3 and 4 still work for quantita‐
tive analysis of other reduction systems such as the  $\lambda$‐calculus with  $\beta \eta$‐reduction,
Girard’s system  $\Gamma$ , Gödel’b system \mathrm{T} , combinatory weak rcduction, and Pure
Types Systcms as well. As a summary, we extract the common pattern of the
theorems. For a reduction system with one‐step reduction relation \rightarrow \mathrm{a}\mathrm{n}\mathrm{d} term
size | suppose the following two conditions (A) for reduction and translation
and (B) for measure functions.
(A): We have a binary relation \Rightarrow \mathrm{o}\mathrm{n} terms and a translation * between terms
as follows.
(a)If M\rightarrow N thcn M\Rightarrow N.
(b) If M\Rightarrow N then M\rightarrow N.
(e) If M\Rightarrow N then N\Rightarrow M^{*}
(B): We have two monot.onic functions f, g : \mathrm{N}\rightarrow \mathrm{N} as follows.
If M\Rightarrow N theti |N| \leq f(|M|) and M\rightarrow^{l}N with l\leq g(|M|) , where f and
g are respectively in the p‐th and q‐th levcls of the Grzegorczyk hierarcIiy.
Then the following enriched form of the Church‐Rosser theorem already holds.
Theorem 2 (Quantitative Church‐Rosser Theorem) If M^{lr}\leftrightarrow N then
there exists a term P such that M\rightarrow^{m}P^{k*} and N\rightarrow^{n}P^{k*} where
1. k=\# L_{\mathrm{L}}^{\lceil}\prime 0, r] \displaystyle \leq\min\{l, r\},
2. m\displaystyle \leq\sum_{ $\iota$=0}^{r-1}g(f^{*}(|M|, i n\displaystyle \leq\sum_{i=0}^{l-1}g(f^{*}(|N|, i and
3. m, n are bounded by function\mathcal{S} in the level of \displaystyle \max\{p+1, q\} of the Grze‐
gorczyk hierarchy.
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As an instance of the theorem, we can take  $\lambda$‐calculus with  $\beta \eta$‐reduction.
Corollary 1 (  $\lambda$‐calculus with  $\beta \eta$ ) If  M^{l}\leftrightarrow N8$\eta$^{r} then there exists a term P
such that M\rightarrow_{\mathcal{B} $\eta$}^{m}P^{k\mathrm{x}} and N\rightarrow_{ $\beta \eta$}^{n} P^{k*} where k=\# L[0, r],  m\leq \sqrt{2}r-1(|M|) ,
n\leq\sqrt{2}l-1(|N_{1}^{j}) , and |P^{k*}| \displaystyle \leq\min\{\sqrt{2}r(|M_{1}^{1}), \sqrt{2} $\iota$(|N|)\} provided |M|, |N| \geq 4.
Proof.  $\Gamma$koni Theorem 2. For (A), take the parallel \mathrm{r}\mathrm{e}\mathrm{d}\mathrm{u}\mathrm{c}\mathrm{t}_{1}\mathrm{i}\mathrm{o}\mathrm{n}\Rightarrow $\Gamma$ and Takahashi
translaLion *\mathrm{i}\mathrm{n} [23]_{:} and take f(x) = \sqrt{2}^{x} with x \geq  4, g(x) = 3^{-1}(x-1) for
(B). \square 
We write \rightarrow $\Gamma$ (respectively \overline{ $\Gamma$} ) for one‐step reduction (respectively con‐
vertibility) of system  $\Gamma$ for both extensional and non‐extensional ones 10].
Corollary 2 (Girard’s system  $\Gamma$ ) If  M^{lr}\overline{ $\Gamma$}N then there exists a term P
such that M \rightarrow_{ $\Gamma$}^{m} P^{k*} and N \rightarrow_{ $\Gamma$}^{n} P^{k*} where k = \# L[0, r], m \leq \sqrt{2}r-1(|M|) ,
n\leq\sqrt{2}l-1(|N|) , and |P^{k*}| \leq \mathrm{r}i\mathrm{i}\mathrm{i}\mathrm{n}\{\sqrt{2}r(|M|), \sqrt{2} $\iota$(|N|)\} provided |M|, |N| \geq 4.
Proof. From Theorem 2. For (A) , take the parallel reduction \Rightarrow $\Gamma$ and Takahashi
translation * iti [24], \mathrm{a} $\iota$ \mathrm{i}\mathrm{d} take f(x) = \sqrt{2}^{x} with x\geq 4, g(x) = 3^{-1}(x-1) for
(B). \square 
We write \rightarrow \mathrm{T} (respectively \leftrightarrow^{\mathrm{T}} ) tor one‐step reducl,ion (respectively con‐
vertibility) of system \mathrm{T}[10].
Corollary 3 (Gödel’s system T) IfM l_{\overline{\mathrm{T}}}rN then there exists a term P
such that M \rightarrow_{\mathrm{T}}^{m} P^{k*} and N \rightarrow_{\mathrm{T}}^{n} P^{k\times} where k = \# L[0, r], m \leq \sqrt{2}r-1(|M|) ,
n\leq\sqrt{2}l--1(|N|) , and |P^{k*}| \displaystyle \leq\min\{\sqrt{2}r(|M|), \sqrt{2} $\iota$(|N|)\} provided |M|, |N| \geq 4.
Proof. From Theorem 2. For (A). take the parallel reduction \Rightarrow \mathrm{T} and Takahashi
translation *\mathrm{i}\mathrm{n}[24] , and f(x)=\sqrt{2}^{x}\mathrm{w}\mathrm{i}\mathrm{t},\mathrm{h}x\geq 4, g(x)=3^{-1}(x-1) for (B). \square 
We show another example of combinatory weak reduction, see also [13] for
the basic definitions. We use the notations lr\leftrightarrow \mathrm{w}\mathrm{a}\mathrm{n}\mathrm{d}\triangleright^{m} for terms denoted by
X, \mathrm{Y}, Z as follows.
X, \mathrm{Y}, Z ::=x| \mathrm{K}|\mathrm{S}| (X\mathrm{Y})
Corollary 4 (Combinatory logic) If Xl_{\overline{\mathrm{W}}}r_{\mathrm{Y}} then there exists a term Z
such that X\triangleright^{m}Z^{k*} and \mathrm{Y}\triangleright^{n}Z^{k} where k = \# L[0, r], m \leq  2^{-1} \times  2_{r-1}(|X|) ,
n\leq 2^{-1} \times 2_{l-1}(|Y|) , and |Z^{k\mathrm{x}}| \leq 2^{-1} \displaystyle \times\min\{2_{r}(|X|), 2_{l}(|Y|)\}.
Proof. For (B), take f(x)=2^{x-1_{;}} and g(x)=4^{-1}(x-1) . \square 
We show yet another example of Pure Type Systems (PTSs) , see also [2] for
the basic definitions. For PTSs with  $\beta$‐reduction, the Church‐Rosser property
on well‐typed terms follows that for pseudo‐terms denoted by  T, U and the
subject reduction property.
T, U ::=x|c| ( $\lambda$ x: T.U) | (TU)| ( $\Pi$ x: T.U)
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Corollary 5 (Pure Type Systems) If T^{l}\leftrightarrow U$\beta$^{r} then there exists a term P
such that T \rightarrow^{m} P^{k*} and U \rightarrow^{n} P^{k*} where k = \# L[0, r], m \leq  2_{r}(|T|) , and
n\leq 2_{l}(|U|) .
Proof. For (B), take f(x)=2^{x} , and g(x)=x. \square 
6 Concluding remarks and further work
Although a bound in at least the fifth level of the Grzegorczyk hierarchy had
been conjectured [14], it is in the fourth level of the tiierarchy that our bound
function is obtained for the valley \mathrm{s}\mathrm{i}_{\angle^{\ulcorner}}\mathrm{e} of the theorem for  $\beta$‐equality ànd  $\beta$ r/-
\mathrm{e}\mathrm{q}\mathrm{u}\mathrm{a}\mathrm{l}\mathrm{i}\mathrm{t}_{1}\mathrm{y}.
Based on Leinma 2, we revealed that coinmon reducts of M \underline{lr} N can
be determined by M^{r*} with r the number of occRrrences of \rightarrow, N^{l*} with l
that \mathrm{o}\mathrm{f}\leftarrow , amd also  M_{r}^{k*} with k=\# L[0,  r\rfloor , although wc have \displaystyle \frac{(l+r)!}{l!r!} patterns of
coi nbinations \mathrm{o}\mathrm{f}\rightarrow \mathrm{a}\mathrm{n}\mathrm{d}\leftarrow \mathrm{f}\mathrm{o}\mathrm{l}\leftrightarrow lr.
For a quantitative analybis of the Church‐Rosser theorem for  $\beta$‐reduction
we provided a mea.sure \mathrm{f}\mathrm{m}\mathrm{c}\cdot,tion  F_{2}(x) = \sqrt{2}^{x} based on Proposition 2. Our
bound is given in terms of Takahashi‘s translation and analyzed via the notion
of parallel reduction4 [23, 24] which makes technical proofs simpler, compared
with a previous version [8]. \mathrm{I}_{\vee}n[24] Takahashi showed tliat the notion is useful for
provina not only confluence but also otiher fnndament,al theorems. In addition,
here 1, \mathrm{h}\mathrm{i}\mathrm{s} is indeed useful even for a quantitalive analysis of reduct |\mathrm{i}\mathrm{o}\mathrm{n}.
The first property of Proposition 3 essentially corresponds to the complete se‐
quential reduction relative to a miiiimal sequence [5]. so‐called minimal complete
developtnent [12, 13] that yields shortest cornplete deve opments [15_{:}20] . Under
the reduction, iteration of the exponential function leads to a non‐clementary
recursive function as described by F_{2}^{\mathrm{x}}(x, n) for bounds on term size and redue‐
tion length. Proposition 3 and Lemma 4 should be investigated further from a
viewpoint of reduction paths [9].
Moreover, all of the qRantitativc properties in sections 3 and 4 caii be ap‐
plied straightforwardly to the ChurCh‐Rosser theorem for  $\beta$ r/‐cqualif.y. It is
known that the triangle property [23] is equivalent to the \mathrm{Z}‐property in general
[6], and hence for the  $\lambda$‐calculus with  $\beta \eta$‐reduction, the corresponding proper‐
ties to Lemma 2 and Proposition 1 hold still where \leftrightarrow (respectively \rightarrow ) is
replaced with \leftrightarrow (respcctively \rightarrow_{!3 $\eta$} ). \mathrm{I}\mathrm{i}\perp fact, section 5 demonstrates that our $\beta \eta$
approach in sections 3 and 4 has a lot of potential for analysing quantitative
properties not only of system  $\Gamma$ and system \mathrm{T} , but also of \mathrm{o}\mathrm{t}\downarrow \mathrm{h}\mathrm{e}\mathrm{r} reduction sys‐
tems with \mathrm{x}‐reduction following Theorem 2, where the corresponding Lemma 2
and Proposition 1 with \overline{\mathrm{x}} and \rightarrow_{\mathrm{x}} respectively hold from the condition (A)
and play an important role. It turns out that the properties of Propositions 2
4\mathrm{W}\mathrm{e} note that in [14]. the notion of paralld rewriting which is siinilar to but different from
this is applied successfully to orthogonal TRSs for investigating upper bounds on valley sizes.
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and 3, and Theorem 2 are invariant for the typical examples of  $\lambda$‐calculi under
the appropriate definitions of term size.
A connection to typed calcRli should be remarked. Following notewor‐
thy investigalions [19, 17, 3], t.he exact bounds for the reduction length in
the simply typed  $\lambda$‐calculus is known as  2_{\mathrm{g}(M)}(\mathrm{I}(M)) [:3]^{5} where the degree
\displaystyle \mathrm{g}(M)=\max{ \mathrm{I}\mathrm{v}(A) | A is a type of a subterm of M} and the level (rank) \mathrm{I}\mathrm{v}(A)
of a type A are defined as usual such that Iv(X) = 0 for atoinic types and
\displaystyle \mathrm{I}\mathrm{v}(A\rightarrow B)=\max\{1+\mathrm{I}\mathrm{v}(A), \mathrm{I}\mathrm{v}(B)\} . For typed  $\lambda$‐terms, normal terms provide a
common reduct to which the reduction length is sl,ill bounded by the function.
From the point of \mathrm{t}\mathrm{h}\mathrm{e}*‐translation: there exists a natural number n such that
M^{n*} serves a normal term of well‐typed M= $\beta$ N . Here, the number n of itera‐
tion is given by the depth \mathrm{d}(M)=\mathrm{n}\mathrm{i}\mathrm{a}\mathrm{x}{ \mathrm{d}\mathrm{p}(A) | A is a type of a subterm of M },
where thc depth \mathrm{d}\mathrm{p}(A) of a type A is defined as \mathrm{u}_{\backslash }\mathrm{c};\mathrm{n}\mathrm{a}1 such that dp(X) =0 for
atomic types and \displaystyle \mathrm{d}\mathrm{p}(A\rightarrow B)=1+\max\{\mathrm{d}\mathrm{p}(A), \mathrm{d}\mathrm{p}(B)\} . IfM contains a redex
( $\lambda$ x^{A}.M_{1})M_{2} with type B , then for any redex ( $\lambda$ y^{A'}.M_{1}')M_{2}' with type B' in M^{*}
we have either (A'\rightarrow B') =A or (A'\rightarrow B') =B , see also [17, 27]. Hertce, for
well‐typed M=e^{N} we have M\rightarrow^{l}M^{\mathrm{d}(M)\times} such that M^{\mathrm{d}(M)*} is a normal term,
i.p., common reductt wiLh l \leq F_{2}^{*}(|M|, \mathrm{d}(M)-1) by Proposit,ion 3. According
to the literature [19, 17, 3] the number of reduction steps to comtnon reducts
of M= $\beta$ N is bounded by non‐elementary functions depending on the level of
types \mathrm{d}|\mathrm{d} the lengtti of ternis, wliile our bound functions depend on the size of
tcrms and the itIeration number \mathrm{o}\mathrm{f}* which relates directly to the dcpth of types
or the length of equality. This subject should be invest |\mathrm{i}\mathrm{g}\mathrm{a}\uparrow|\mathrm{e}\mathrm{d}\mathrm{f}\mathrm{i}\mathrm{i}\mathrm{r}\mathrm{l}\cdot \mathrm{h}\mathrm{e}\mathrm{r} for a wide
variety of reduction systems.
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