This paper considers a disturbance attenuation problem for a linear discrete time invariant system under random disturbances with imprecisely known distributions. The statistical uncertainty is measured in terms of the mean anisotropy functional. The disturbance attenuation capabilities of the system are quantified by the anisotropic norm which is a stochastic counterpart of the H ∞ norm. The designed anisotropic suboptimal controller generally is a dynamic fixed-order output-feedback compensator which is required to stabilize the closed-loop system and keep its anisotropic norm below a prescribed threshold value. Rather than resulting in a unique controller, the suboptimal design procedure yields a family of controllers, thus providing freedom to impose some additional performance specifications on the closed-loop system. The general fixed-order synthesis procedure employs solving a convex inequality on the determinant of a positive definite matrix and two linear matrix inequalities in reciprocal matrices which make the general optimization problem nonconvex. By applying the known standard convexification procedures it is shown that the resulting optimization problem is convex for the full-information state-feedback, output-feedback full-order controllers, and static outputfeedback controller for some specific classes of plants defined by certain structural properties. In the convex cases, the anisotropic γ-optimal controllers are obtained by minimizing the squared norm threshold value subject to convex constraints. In a sense, the anisotropic controller seems to offer a promising and flexible trade-off between H 2 and H ∞ controllers which are its limiting cases. In comparison with the state-space solution to the anisotropic optimal controller synthesis problem presented before which results in a unique full-order estimator-based controller defined by a complex system of cross-coupled nonlinear matrix algebraic equations, the proposed optimization-based approach is novel and does not require developing specific homotopy-like computational algorithms.
Introduction
The stochastic uncertainty of random disturbances regarded as a discrepancy between an inexactly known probability distribution of a real-world noise and its nominal model can significantly degrade the designed performance of a control system if the applied controller synthesis procedure relies upon a specific probability law of the disturbance and the assumption that it is known precisely. Such situations can also result from the inherent variability of the conditions of the control system operational environment. So, the H 2 and H ∞ controllers are efficient in full only if the basic hypotheses on the nature of external disturbances are met closely enough. It is known that the H 2 (or LQG) controller may perform poorly if the input disturbance is a strongly correlated noise [1] , while the H ∞ controller designed for the deterministic worst case [2] demonstrates excessive conservatism if the external disturbance is white or weakly correlated random signal.
One of the first ideas aimed at overcoming the lack of performance of the LQG controller in the case when the external disturbance is not the Gaussian white noise arose in work [3] devoted to some modification of the performance criterion. This idea gave rise to development of the whole class of problems in the control theory called the risk sensitivity problems [4, 5] .
The ideas of deriving controller which combines the positive features of LQG (H 2 ) and H ∞ controllers (i.e. minimizes the quadratic cost sufficiently good and is robust enough) appeared in the beginning of 1990's. In particular, one can distinguish an approach concerned with minimization of H 2 norm of the closed-loop system under constraints on its H ∞ norm [6] and approach related to minimization of H ∞ entropy functional under constraints on the closed-loop H ∞ norm [7] .
As is shown in [8] , the problem of synthesis of a controller which minimizes the H ∞ entropy functional is equivalent in a sense to the problem of optimal risk-sensitive (LEQG) controller synthesis. A lot of papers are devoted to the problems concerned with minimization of the H ∞ entropy functional (see e.g. [9] - [13] ).
The ideas of the mixed H 2 /H ∞ control first introduced in [6] were extended in [14, 15] based on splitting the external disturbance into signals with bounded spectrum and bounded power and using the multi-objective H 2 /H ∞ performance criterion. A solution to the stochastic mixed H 2 /H ∞ control problem for the discrete-time systems is given in [16] .
All of the works mentioned above exploit the techniques based on solving certain (sometimes cross-coupled) Riccati equations. In [17] the mixed H 2 /H ∞ problem was considered in terms of algebraic Riccati inequalities rather than equations and solved by means of convex optimization. Since then the efficient interior-point algorithms for solving convex optimization problems had been developed [18] - [20] , convex optimization has become a standard strategy for control system analysis and synthesis. The linear matrix inequalities have proved to be a powerful formulation and design technique for a variety of linear problems [21] . After the H ∞ controller synthesis problem had been solved via LMI [23, 22] , the semidefinite programming was successfully applied to developing effective solutions to multi-objective H 2 /H ∞ control problems [24] - [34] . A detailed survey of these extensive results is far beyond the topic of this paper and may be presented elsewhere.
An approach to attenuation of uncertain stochastic disturbances based on minimax control was proposed in the middle of 1990's [35] - [37] and extended later to the MIMO systems and synthesis of structured controllers via LMI in [38] . Instead of exact knowledge of the distur-bance's covariance coefficients, it is only required that the covariance coefficients belong to an a priori known set. The designed controller minimizes the worst possible asymptotic output variance for all these disturbances. The considered problem is intermediate between the extreme H 2 and H ∞ design scenarios and reduces to a robust control problem with uncertainty in the external disturbance signal [38] .
At the same time, another promising stochastic minimax alternative had emerged from ideas of I.G. Vladimirov who originally developed the anisotropy-based theory of robust stochastic control presented in a series of papers [39] - [42] . In the view of this approach, the robustness in stochastic control is achieved by explicitly incorporating different scenarios of the noise distribution into a single performance index to be optimized; the statistical uncertainty is measured in entropy theoretic terms, and the robust performance index can be chosen so as to quantify the worst-case disturbance attenuation capabilities of the system. The main concepts of the anisotropy-based approach to robust stochastic control are the anisotropy of a random vector and anisotropic norm of a system. The anisotropy functional introduced by I.G. Vladimirov is an entropy theoretic measure of the deviation of a probability distribution in Euclidean space from Gaussian distributions with zero mean and scalar covariance matrices. The mean anisotropy of a stationary random sequence is defined as the anisotropy production rate per time step for long segments of the sequence. In application to random disturbances, the mean anisotropy describes the amount of statistical uncertainty which is understood as the discrepancy between the imprecisely known actual noise distribution and the family of nominal models which consider the disturbance to be a stationary Gaussian white noise sequence with a scalar covariance matrix [42, 43] .
Another fundamental concept of I.G. Vladimirov's theory is the a-anisotropic norm of a linear discrete time invariant (LDTI) system which quantifies the disturbance attenuation capabilities by the largest ratio of the power norm of the system output to that of the input provided that the mean anisotropy of the input disturbance does not exceed a given nonnegative level a [42, 43] . A generalization of the anisotropy-based robust performance analysis to finite horizon time varying systems is developed in [44] .
In the context of robust stochastic control design aimed at suppressing the potentially harmful effects of statistical uncertainty, the anisotropy-based approach offers an important alternative to those control design procedures that rely on a precisely known specific probability law of the disturbance and the assumption that it is known precisely. Minimization of the anisotropic norm of the closed-loop system as a performance criterion leads to internally stabilizing dynamic output-feedback controllers that are less conservative than the H ∞ controllers and more efficient for attenuating the correlated disturbances than the H 2 controllers [43] . A state-space solution to the anisotropic optimal control problem derived by I.G. Vladimirov in [45] involves the solution of three cross-coupled algebraic Riccati equations, an algebraic Lyapunov equation and an equation on the determinant of a related matrix. The resulted optimal full-order estimator-based (central) controller is a unique one. An extension of these results to the systems with parametric uncertainties was given in [46, 47] . But solving these complex systems of equations requires special developing of homotopy-like numerical algorithms [48] . Besides, the applied equation-based synthesis procedure is not aimed at the synthesis of reducedor fixed-order (decentralized, structured, multi-objective) controllers which still remains open. Moreover, although the ideas of entropy-constrained induced norms and associated stochastic minimax find further development in the control literature [49] , the anisotropy-based theory of stochastic robust control remains largely unnoticed. One of the reasons seems to be hard numerical tractability of the analysis and synthesis problems as well as a lack of additional degrees of freedom in the controller synthesis procedure.
The anisotropic suboptimal controller design is a natural extension of the approach proposed by I.G. Vladimirov in [45] . Instead of minimizing the anisotropic norm of the closed-loop system, a suboptimal controller is only required to keep it below a given threshold value. Rather than resulting in a unique controller, the suboptimal synthesis yields a family of controllers, thus providing freedom to impose some additional specifications on the closed-loop system. One of such specifications, for example, may be a particular pole placement to achieve desirable transient performance. Getting a solution to the anisotropic suboptimal controller synthesis problem requires a state-space criterion to verify whether the anisotropic norm of a system does not exceed a given value. An Anisotropic Norm Bounded Real Lemma (ANBRL) as a stochastic counterpart of the well-known H ∞ norm Bounded Real Lemma for LDTI systems under statistically uncertain stationary Gaussian random disturbances with limited mean anisotropy was presented in [50] . The resulting criterion has the form of an inequality on the determinant of a matrix associated with an algebraic Riccati equation which depends on a scalar parameter. A similar criterion for linear discrete time varying systems involving a time-dependent inequality and difference Riccati equation is derived in [51] . Recently, a sufficient strict version of ANBRL was introduced in [52, 53] in form of a convex feasibility problem employing a strict inequality in the determinant of a positive-definite matrix and a related LMI. Moreover, the determinant constraint turns out to depend linearly on the squared threshold value, thus allowing to minimize it directly subject to the convex constraints and compute the a-anisotropic norm of a LDTI system as a solution to the convex optimization problem [53] . The developed analysis procedure is numerically attractive and easily realizable by means of available convex optimization software [54, 55] . This paper is aimed at application of the powerful technique of convex optimization to synthesis of the anisotropic suboptimal and γ-optimal controllers generally of fixed order. The anisotropic controller seems to offer a promising and flexible trade-off between H 2 and H ∞ controllers. In comparison with the state-space solution to anisotropic optimal controller synthesis problem derived before in [45] , the proposed optimization-based approach is novel and does not require developing specific homotopy-like computational algorithms [48] .
The structure of the paper is as follows. In Section 2 we give the statement of the general problem of synthesis of the fixed-order anisotropic suboptimal controller. In Section 3 we introduce a solution to the general fixed-order synthesis problem and consider three important design cases: static state-feedback gain for full-information case, dynamic output-feedback controller, and static output-feedback gain. Section 4 provides a number of illustrative numerical examples. Concluding remarks are given in Section 5.
Notation
The set of reals is denoted by R, the set of real (n × m)-matrices is denoted by R n×m . For a complex matrix M = [m ij ], M * denotes the Hermitian conjugate of the matrix:
T denotes the transpose of the matrix:
For real symmetric matrices, M ≻ N stands for positive definiteness of M − N. In block symmetric matrices, symbol * replaces blocks that are readily inferred by symmetry. The spectral radius of a matrix M is denoted by ρ(M) := max k |λ k (M)|, where λ k (M) is k-th eigenvalue of the matrix M. The maximum singular value of a complex matrix M is denoted by σ(M) := λ max (M * M). I n denotes (n × n) identity matrix, 0 n×m denotes zero (n × m) matrix. The dimensions of zero matrices, where they can be understood from the context, will be omitted for the sake of brevity.
The angular boundary value of a transfer function F (z) analytic in the unit disc of the complex plane |z| < 1 is denoted by
denotes the Hardy space of (p × m)-matrix-valued transfer functions F (z) of a complex variable z which are analytic in the unit disc |z| < 1 and have bounded H 2 norm
denotes the Hardy space of (p × m)-matrix-valued transfer functions F (z) of a complex variable z which are analytic in the unit disc |z| < 1 and have bounded H ∞ norm
Problem statement
Consider a LDTI plant P (z) with n x -dimensional internal state X, m w -dimensional disturbance input W, m u -dimensional control input U, p z -dimensional controlled output Z, and p y -dimensional measured output Y. All these signals are double-sided discrete-time sequences related to each other by the equations
where all matrices are assumed to be of appropriate dimensions and p z m w ; (A, B u ) and (A, C y ) are assumed to be stabilizable and detectable.
The only prior information on the probability distribution of the disturbance sequence W = (w k ) −∞<k<+∞ is as follows. It is assumed that W is a stationary sequence of random vectors w k with zero mean Ew k = 0, unknown covariance matrix Ew k w T k = Σ W ≻ 0, and Gaussian PDF
W w k and E denotes the expectation. It is also assumed that the mean anisotropy of the sequence W is bounded by a nonnegative parameter a. The latter means that W can be produced from m w -dimensional Gaussian white noise V = (v k ) −∞<k<+∞ with zero mean Ev k = 0 and scalar covariance matrix Ev k v T k = λI m 1 , λ > 0, by an unknown stable LTI shaping filter G(z) in the family
is the mean anisotropy functional [42, 43] . We are generally interested in finding a fixed-order dynamic output-feedback controller in general compensator form
with n ξ -dimensional internal state Ξ = (ξ k ) −∞<k<+∞ to ensure stability of the closed-loop system ( Figure 1) and guarantee some designed level of the external disturbance attenuation performance. quantifies the disturbance attenuation capabilities of the respective closed-loop system by the largest ratio of the power norm of the system output to that of the input provided that the mean anisotropy of the input disturbance does not exceed the level a [42, 43] :
Moreover, it is known from [42, 43] that the a-anisotropic norm of a given system F ∈ H pz×mw ∞ is a nondecreasing continuous function of the mean anisotropy level a which satisfies
These relations show that the H 2 and H ∞ norms are the limiting cases of the a-anisotropic norm as a → 0, +∞, respectively. The statement of the general problem of synthesis of the fixed-order anisotropic suboptimal controller is as follows. Problem 1. Given a LDTI plant P described by (1), a mean anisotropy level a 0 of the external disturbance W , and some designed threshold value γ > 0, find a fixed-order LDTI output-feedback controller K defined by (2) which internally stabilizes the closed-loop system and ensures its a-anisotropic norm does not exceed the threshold γ, i.e.
|||T ZW ||| a < γ. [52, 53] . But to apply SANBRL to the synthesis problem we should recast it in slightly different form.
Anisotropic norm bounded real lemma
With the plant P and controller K defined as above, the closed-loop system admits the realization
where χ k ∈ R n , n = n x + n ξ . It is shown in [52, 53] that given a 0, γ > 0, the inequality (5) holds true if there exists η > γ 2 such that the inequality
holds for a real (n × n)-matrix Φ = Φ T ≻ 0 satisfying LMI
Note that the constraints described by the inequalities (7) and (8) are convex with respect to both variables η and Φ. Indeed, the function −(det(·)) 1/mw of a positive definite (m w × m w )-matrix on the left-hand side of (7) is convex; see [19, 56] .
Being convex in both variables η and Φ, the conditions (7), (8) of SANBRL [52, 53] are not directly applicable to solving the intended synthesis problem because of the cross-products of the unknown Lyapunov matrix Φ and the closed-loop realization matrices (A, B, C, D) depending affinely on the controller parameters, which also appear in (7) . Moreover, just the inequality (7) does not allow for the well-known Projection Lemma [22, 23] to be applied to get rid of the controller realization matrices in the synthesis inequalities.
To overcome this obstacle, let us first move the positive definite matrix ηI mw −B T ΦB−D T D away from the determinant in (7) by introducing a slack variable, real (m w × m w )-matrix Ψ = Ψ T ≻ 0 such that
which is equivalent to (7) . Then, let us decouple the cross-products of Φ, B, and D in (9) . For this purpose, the latter inequality in (9) can be rewritten as
by virtue of the Schur Theorem; see e.g. [21] . To decouple the cross-products of Φ, A, and B in (8) , represent it as
where −Φ −1 ≺ 0 evidently. Then by the Schur Theorem the last inequality is equivalent to
To decouple the cross-products of C and D, let us represent the inequality (11) as
where −I pz ≺ 0 clearly. Second application of the Schur Theorem to the above inequality gives the following formulation of SANBRL in reciprocal matrices.
be a system with the state-space realization (6), where ρ(A) < 1. Then its a-anisotropic norm (3) is strictly bounded by a given threshold γ > 0, i.e. |||T ZW ||| a < γ if there exists η > γ 2 such that the inequality
Thus, with the notation Π := Φ −1 , verifying if the condition |||T ZW ||| a < γ holds true reduces to finding a positive scalar η and two matrices Φ ≻ 0, Π ≻ 0, ΦΠ = I n , satisfying the LMIs (13), (14) under the convex constraint (12) or making sure of insolvability of this problem. For solving this nonconvex problem numerically, one can make use of known algorithms developed in [57] - [65] suitable for finding reciprocal matrices under convex constraints.
State-feedback controller
Before to proceed to general synthesis Problem 1, let us consider the full-information case, when the state vector can be measured precisely and the plant is described by the equations
where as above all matrices are assumed to be of appropriate dimensions and p z m w ; (A, B u ) is assumed to be stabilizable.
Problem 2. Given a LDTI plant P described by (15), a mean anisotropy level a 0 of the external disturbance W , and some designed threshold value γ > 0, find a static state-feedback controller
which internally stabilizes the closed-loop system T ZW (z) with the state-space realization
and ensures its a-anisotropic norm does not exceed the threshold γ, i.e. the inequality (5) holds.
The following theorem gives sufficient conditions for the static state-feedback anisotropic suboptimal controller to exist. Theorem 1. Given a 0, γ > 0, the state-feedback controller (16) stabilizing the closed-loop system (17) (ρ(A + B u K) < 1) and ensuring (5) exists if the convex problem
is feasible with respect to the scalar variable η, real (m w × m w )-matrix Ψ, real (n x × n x )-matrix Π, and real (m u × n x )-matrix Λ. If the problem (18)- (21) is feasible and the unknown variables have been found, then the state-feedback controller gain matrix is determined by K = ΛΠ −1 .
Proof. Let a solution to the problem (18)- (21) exist. Define Φ := Π −1 . By definition of K = ΛΠ −1 , the LMIs (19), (20) can be rewritten as 
Pre-and post-multiplying the last inequality by blockdiag(Φ,
Then, by Lemma 1, from (18), (22), (23), (21) it follows that the controller gain matrix K is the solution to Problem 2 for the closed-loop realization (17), which completes the proof.
Remark 1.
Although it is not hard to prove that the synthesis inequalities (18)- (21) and the conditions (12)- (14) of Lemma 1 are equivalent, we can only establish and prove sufficient existence conditions for the controller (16) since the conditions of Lemma 1 are only sufficient. This also concerns two further synthesis theorems.
Corollary 1.
The inequalities (18)- (21) are not only convex in Ψ and affine with respect to Π and Λ, but also linear in γ 2 . Obviously, minimizing γ 2 under the convex constraints (18)- (21), we minimize γ under the same constraints. With the notation γ := γ 2 , the conditions of Theorem 1 allow to compute the minimal γ via solving the convex optimization problem
If the convex problem (24) is solvable, the state-feedback controller gain matrix is constructed just as in Theorem 1.
All anisotropic controllers obtained from solutions to optimization problems like (24) will be referred to as anisotropic γ-optimal controllers.
Fixed-order output-feedback controller design: convex constraints on reciprocal matrices
Direct application of the sufficient conditions (12)- (14) of Lemma 1 to the closed-loop realization
yields the following corollary on the straightforward solution to general Problem 1.
Corollary 2. Given a 0, γ > 0, a dynamic output-feedback controller K of order n ξ defined by (2) solving Problem 1 exists if the inequalities
are feasible with respect to the scalar variable η,
where n = n x + n ξ is the closed-loop system order.
Thus, the problem of finding the realization matrices (A c , B c , C c , D c ) of the fixed-order output-feedback dynamic controller (2) solving Problem 1 leads to solving the problem (26)- (30) or making sure of its insolvability. The problem (26)- (30) is nonconvex because of the condition (30) . Although application of the known algorithms of [57] - [65] can leads to a successful solution of the problem (26)- (30) , it should be kept in mind that any of them can converge to local minima. Nevertheless, the full-order controller synthesis allows for a quite standard convexification procedure which is considered below to be applied.
Full-order output-feedback controller
For full-order design (n x = n ξ ) one can effectively apply the well-known linearizing change of variables presented in [66] and used in [26] in the multi-objective control framework. From the block partitioning in (29) and the condition (30) it follows that
which leads to
with the notation
It can be easily shown by direct calculation that
The key linearizing change of the controller variables is defined as follows [66] 
The new variables A c , B c , C c , D c have dimensions n x × n x , n x × p y , m u × n x , and m u × p y , respectively, even if n x = n ξ . It is noted in [26] that if Φ 12 and Π 12 have full row rank and if A c , B c , C c , D c , Π 11 , and Φ 11 are known, one can always find the controller matrices A c , B c , C c , D c satisfying (34)- (37) . If the matrices Φ 12 and Π 12 are square (n x = n ξ ) and invertible, then A c , B c , C c , and D c are unique, i.e. for full-order design, when one can always assume that Φ 12 and Π 12 have full row rank, the mapping defined by (34)- (37) is bijective. More details can be found in [66] , [26] . The solution to Problem 1 in the full-order design case is given by Theorem 2. Given a 0, γ > 0, a dynamic output-feedback controller K of full order n ξ = n x defined by (2) solving Problem 1 exists if the convex problem
is feasible with respect to the scalar variable η, real (m w ×m w )-matrix Ψ, matrices A c ∈ R nx×nx , B c ∈ R nx×py , C c ∈ R mu×nx , D c ∈ R mu×py and two real (n x × n x )-matrices Π 11 , Φ 11 . If the problem (38) - (41) is feasible and the unknown variables have been found, then the controller matrices A c ∈ R nx×nx , B c ∈ R nx×py , C c ∈ R mu×nx , D c ∈ R mu×py are uniquely defined by
and determined from finding two nonsingular (n x × n x )-matrices Π 12 , Φ 12 that satisfy
Proof. Let a solution to (38) - (41) exist. From (32)- (37) and (25) it follows that
where Φ and Π are defined by (29) and satisfy (30) with n ξ = n x . Substitution of the above identities to the inequalities (39) , (40) yields
Performing a congruence transformation with
on the inequalities (47), respectively, leads to
Then, by Lemma 1, from (38) , (48), (29) , (30) it follows that the closed-loop system (25) is internally stable and its a-anisotropic norm does not exceed the designed threshold γ, i.e. the inequality ( (42)- (45) is quite standard [66] , [26] .
Corollary 3. As the inequalities (38)- (41) are also linear in γ := γ 2 , the conditions of Theorem 2 allow to compute the minimal γ via solving the convex optimization problem
If the convex problem (49) is solvable, the controller matrices are constructed just as in Theorem 2.
It is stressed in [26] that the applied synthesis procedure does not introduce any conservatism, if the analysis result does not involve any.
The results of Theorem 2 make possible application of the anisotropic norm as a closed-loop performance specification or objective for specific closed-loop channels in the multi-objective control problems based on a common Lyapunov functions [26] together with other performance specifications and objectives that can be captured in the LMI framework.
Static output-feedback controller
Let us now consider the special and very important case of static output-feedback controller
Problem 3. Given LDTI plant P described by (1), a mean anisotropy level a 0 of the external disturbance W , and some designed threshold value γ > 0, find the static output-feedback controller (50) which internally stabilizes the closed-loop system T ZW (z) with the state-space realization
and ensures its a-anisotropic norm does not exceed the threshold γ, i.e.
|||T ZW ||| a < γ.
Direct application of the sufficient conditions (12)- (14) of Lemma 1 to the closed-loop realization (51) yields the following corollary on the straightforward solution to Problem 3.
Corollary 4. Given
are feasible with respect to the scalar variable η, real (m w ×m w )-matrix Ψ, real (m u ×p y )-matrix K, and two reciprocal real (n x × n x )-matrices Φ, Π such that
So, the problem of finding the output-feedback gain matrix K solving Problem 3 leads to solving the problem (53)-(57) or making sure of its insolvability. The inequalities (53)-(57) derived from the straightforward application of Lemma 1 are not convex because of the condition (57) . One can try to solve this general problem by the algorithms of [57] - [65] suitable for finding reciprocal matrices under convex constraints.
However, the specific linearizing change of variables presented in [30] can make the resulting optimization problem convex for a specific class of plants defined by a certain structural property. Namely, suppose that the transfer function of the plant (1) from the control input to measured output vanishes, i.e. [30] T yu (z) := C y (zI − A)
For the stabilizable and detectable plant (1), if (58) holds, then there exists a similarity transformation T such that
where (A 11 , B u 1 ) is controllable, (A 11 , C y 2 ) is observable, and the matrix A 22 is stable [30] ; see also [67] . The representation (59) implies that the closed-loop system realization after static output feedback becomes
The Lyapunov matrix Φ in the inequalities (13), (14) of Lemma 1 is partitioned according to the representation of A in (60) as [30] 
The key linearizing change of variables is defined in [30] as
It is noted in [30] that the transformation (62) maps the set of all positive definite matrices into the set of all matrices with positive definite diagonal blocks; this map is bijective; its inverse is given by
The transformation (62) is motivated by the factorization [30]
with
Theorem 3. Suppose that the plant P described by (1) is such that T yu (z) = 0, i.e. (58) holds. Given a 0, γ > 0, a static output-feedback controller defined by (50) solving Problem 3 exists if the convex problem
is feasible with respect to the scalar variable η, real (m w × m w )-matrix Ψ, controller gain matrix K and real matrices Q, R, and S.
Proof. Let a solution to (66)- (69) exist. Then from (65), (60), (63) it follows that
Substituting the identities (70)- (73) to the LMIs (67), (68), we have
Performing a congruence transformation with blockdiag(I mw , P −1
where P 1 is defined by (65) , on the inequalities (74), respectively, yields
Pre-and post-multiplying the inequalities (75) by
respectively, we have
Then, by Lemma 1, from (66) , (76), (69), (61) it follows that the controller gain matrix K is the solution to Problem 3 for the plant (59) and the closed-loop system (60), which completes the proof.
Corollary 5. The convex constraints (66)-(69) are also linear in γ 2 . With the notation γ := γ 2 , the conditions of Theorem 3 allow for γ to be minimized via solving the convex optimization problem minimize γ over Ψ, Q, R, S, K, η, γ satisfying (66)- (69) .
The controller gain matrix K enters the synthesis LMIs (67), (68) directly. It is noted in [30] that this allows for some structural requirements on this controller gain to be incorporated making possible even the synthesis of decentralized controllers (with block-diagonal K) via convex optimization.
The results of Theorem 3 make possible application of the anisotropic norm as a closed-loop performance specification or objective for specific closed-loop channels in the multi-objective control problems with LMI specifications considered in [30] .
It should be also noted that in general case, when the structural property (58) does not hold, one can follow the way of [30] and make use of the Youla-Kučera parametrization of stabilizing controller [68, 69] to parametrize affinely the closed-loop system, enforce the said property, and bring the closed-loop realization to the form (59) . Then the synthesis of the anisotropic controller can be treated as finding the Youla parameter that enters the closed-loop system affinely by applying the results of Theorem 3 and Corollary 5.
Besides the class of systems which satisfy the structural property (58), there are two particular cases of the system's structure which allow for the static output-feedback design problem to lead to some convex optimization problem by applying a nonsingular state coordinate transformation and introducing structured slack variables just as it was done for H ∞ synthesis problem in [70] . These cases are the so called singular control and filtering problems.
Let us first consider the singular control problem when the matrix D zu of the plant (1) is zero and the matrix B u is of full column rank. Then there exists a nonsingular state coordinate transformation matrix T u such that [70] 
Under this transformation, the plant realization matrices becomē
Theorem 4. Suppose that the plant P described by (1) is such that D zu = 0 and rank B u = m u . Given a 0, γ > 0, a static output-feedback controller defined by (50) solving Problem 3 for the closed-loop realization
exists if the convex problem
whereĀ,B w ,C z ,C y are defined by (79), is feasible with respect to the scalar variable η, real (m w × m w )-matrix Ψ, (n x × n x )-matrixΦ, and two structured matrix variables
If the problem (81)- (84) is feasible and the unknown variables have been found, then the outputfeedback controller gain matrix is determined by K =S
The proof is similar to that of [70] where it is derived for the H ∞ norm performance criterion. 
where the plant realization matrices are derived from the backward transformation of (79). Let us denote S := T
and the above LMIs can be rewritten as
or, in terms of the closed-loop realization (80), as
Then, performing a congruence transformation with blockdiag (I mw , S −1 , I pz ), blockdiag (I nx , I mw , S −1 , I pz ) on the last inequalities, respectively, we have 
From the inequality (
Then, by Lemma 1, from (81), (86), (87), (84) it follows that the controller gain matrix K is the solution to Problem 3 for the closed-loop realization (80), which completes the proof.
Remark 2.
Unlike the proofs of Theorems 1-3, there is no equivalence between the synthesis inequalities (81)-(84) and the conditions (12)- (14) of Lemma 1. The synthesis LMIs (82), (83) establich only sufficient conditions for the inequalities (13), (14) of Lemma 1 to be solvable. This also concerns a synthesis theorem below.
Corollary 6. With the notation γ := γ 2 , the conditions of Theorem 4 allow for γ to be minimized via solving the convex optimization problem minimize γ over Ψ,Φ,S, L, η, γ satisfying (81)-(84).
(88)
If the problem (88) is solvable, the controller gain matrix is constructed just as in Theorem 4.
Now consider the singular filtering problem when the matrix D yw of the plant (1) is zero and the matrix C y is of full row rank. Then there exists a nonsingular state coordinate transformation matrix T y such that [70] 
Theorem 5. Suppose that the plant P described by (1) is such that D yw = 0 and rank C y = p y . Given a 0, γ > 0, a static output-feedback controller defined by (50) solving Problem 3 for the closed-loop realization
whereĀ,B w ,C z ,C y are defined by (90), is feasible with respect to the scalar variable η, real (m w × m w )-matrix Ψ, (n x × n x )-matrixΠ, and two structured matrix variables
If the problem (92)- (95) is feasible and the unknown variables have been found, then the outputfeedback controller gain matrix is determined by K = M 1R −1
.
The proof is dual to that of Theorem 4 and similar to that of [70] where it is derived for the H ∞ norm performance criterion. 
or, in terms of the closed-loop realization (91), as
Then, performing a congruence transformation with blockdiag (R −T , I mw , I nx , I pz ) on the last inequality leads to 
Let us define Φ := Π −1 . Then, by Lemma 1, from (92), (97), (98), (95) it follows that the controller gain matrix K is the solution to Problem 3 for the closed-loop realization (91), which completes the proof. It is noted in [70] that since the singular control and filtering problems are dual, the convex feasibility problems (81)- (84) and (92)- (95) 
we obtain the respective formulas of Theorem 5 and Corollary 7 and the controller is given by
It is shown in [70] that the results of Theorem 4 and Corollary 6 can be applied to synthesis of decentralized anisotropic suboptimal and γ-optimal static output-feedback and fixed-order controllers. In turn, Theorem 5 and Corollary 7 allow to get a solution to simultaneous anisotropic output-feedback control problems. These topics are beyond the limits of this paper and may be discussed elsewhere.
Fixed-order controller via convex optimization
It is well-known (see e.g. [23] ) that the fixed-order dynamic controller synthesis problem can be embedded into a static output-feedback design problem by augmentation of the plant states with the controller states as
The closed-loop realization is then given by
where the gain matrix K incorporates the controller parameters
Therefore, if the realization of the plant (1) has one of the matrices D zu or D yw identically zero with B u or C y of full column/row rank, respectively, we can make use of Theorem 4 and Corollary 6 or Theorem 5 and Corollary 7 to find the fixed-order anisotropic γ-optimal (suboptimal) controller as the static output-feedback gain (101) for the realization (100) of the augmented plant.
Numerical examples
In this section we provide several purely illustrative numerical examples of the anisotropic γ-optimal controller design via convex optimization. Only two special design cases are considered, namely, the full-order output-feedback controller and static output-feedback gain defined in Theorems 2 and 5, respectively. As regards general Problems 1, 3 of the anisotropic suboptimal controller design with the solutions defined by Corollaries 2, 4, testing and benchmark of various algorithms for finding reciprocal matrices under convex constraints (e.g., [58, 63, 64] ) is the issue of future work and will be presented elsewhere. However, it should be mentioned that the algorithms of [58, 63] have been tested on some reasonable number of state-space realizations randomly generated by the MATLAB Control Systems Toolbox function drss and some models from the COMPl e ib collection [71, 72] . The numerical experiments have shown that application of both of that algorithms often leads to convergence to local minima and depend on initial conditions. The randomized technique proposed in [64] aimed at generation of the initial conditions seems to be able to improve the situation. All computations have been carried out by means of MATLAB 7.9.0 (R2009b), Control System Toolbox, and Robust Control Toolbox in combination with the YALMIP interface [55] and the SeDuMi solver [54] with CPU P8700 2 × 2.53GHz.
Full-order output-feedback design

TU-154 aircraft landing
First we consider the problem of longitudinal flight control in landing approach under the influence of both deterministic and stochastic external disturbances in conditions of a windshear and noisy measurements. The control aims at disturbance attenuation and stabilization of the aircraft longitudinal motion along some desired glidepath. The linearized discrete time-invariant model of TU-154 aircraft landing is given in [73] , where the problem was solved by means of the anisotropic optimal controller derived in [45] . Here we present the results of solving the anisotropic γ-optimal full-order synthesis problem via convex optimization as defined in Theorem 2 and Corollary 2.
The mathematical model of the aircraft longitudinal motion defining deviation from a nominal trajectory was derived in [73] at the trajectory point characterized by the airspeed V 0 = 71.375 m/sec, flying path slope angle θ 0 = −2.7 deg, pitch angle rate ω z0 = 0 deg/sec, pitch angle ϑ 0 = 0 deg, height h 0 = 600 m, and thrust T 0 = 52540 newton. The model has order n x = 6, two control inputs (the signal ∆ϑ cy generated by the controller to deflect the generalized ailerons and the throttle lever position ∆δ t ) and two measured outputs (the airspeed ∆V + w V,k and the height ∆h + w h,k ). The sampling time of the model ∆t = 0.01 sec.
The anisotropic γ-optimal controller K a was derived from a solution to the convex optimization problem (49) as defined in Theorem 2. The state-space realization of the anisotropic γ-optimal controller K a computed for the mean anisotropy level a = 0.7 is presented below together with the realizations of H 2 and H ∞ optimal controllers K 2 and K ∞ computed by MATLAB Robust Control Toolbox functions h2syn (Riccati equations technique) and hinfsyn (LMI optimization technique): 
The results of simulation of the closed-loop systems in conditions of a windshear and noisy measurements are presented together with the problem solution results in Table 1 below and illustrated in Figures 2-4 . In the simulation we use a typical wind profile described by the ring vortex downburst model [74] .
From the solution results in Table 1 we can conclude that
• the respective minimum square root values of the objective functions satisfy γ 2 < γ a < γ ∞ ;
• the a-anisotropic norm of the closed-loop system with the anisotropic γ-optimal controller satisfies |||T ZW ||| 0.7 < γ a ; the controller is actually suboptimal.
Analysis of the simulation results presented in Table 1 and Figures 2-4 shows that
• the anisotropic γ-optimal controller results in the least maximal absolute deviation of the airspeed and admissible maximal absolute deviation of the height;
• the worst maximal absolute deviations of the controlled variables are demonstrated by the H 2 optimal controller;
• the anisotropic controller provides the maximal absolute deviation of the thrust required for the manoeuvre almost two times less than the additional thrust required by the system with the H ∞ controller;
• the same concerns the maximal absolute deviations of the trajectory slope angle, pitch rate, and pitch;
• the least maximal additional thrust is required by the closed-loop system with the H 2 optimal controller;
• the maximal values of the control signals of the anisotropic and H ∞ controllers are close, the control generated by the anisotropic controller looks more realistic.
The anisotropic γ-optimal controller is obviously more effective than the H 2 controller and less conservative than the H ∞ controller in this example of the disturbance attenuation problem. 
COMPl e ib examples
The anisotropic γ-optimal full-order controllers have been computed for some models from the COMPl e ib collection [71, 72] listed below in Table 2 . All of them were converted from continuous-to discrete-time models with the sampling time ∆t. It is known from [72] that almost all of these models (excepting ROC5) are SOF-stabilizable, but here the respective problems are solved by the dynamic full-order output-feedback controllers for the testing purpose solely. In [53] it is shown that satisfying the conditions of SANBRL with a → 0, +∞ ensures the H 2 and H ∞ norms not to exceed a given threshold value. Therefore the H 2 and H ∞ controllers for the respective problems have also been derived as the limiting cases of the anisotropic controller from a solution to the convex optimization problem (49) as defined in Theorem 2 but with the respective input mean anisotropy levels a = 0 and a = +∞.
Below we present the solution and simulation results for the autopilot control problem for an air-to-air missile (AC4) initially presented in [60] , where this problem is considered in robust setting and requires that the autopilot generates the tail deflection δ to produce an angle of attack α corresponding to a manoeuvre defined by the guidance law [60] . More precisely, the control aims at tracking step input commands α c with a steady state accuracy of 1%, achieving a rise time less than 0.2 sec and limiting overshoot to 2% over a range of angles of attack ±20 deg and variations in Mach number 2.5 to 3.5 [60] . The model AC4 from the COMPl e ib collection [71] does not take into account the variations in Mach number and therefore not include uncertain parameters.
The state-space realization of the anisotropic γ-optimal controller K a computed for the mean anisotropy level a = 0.015 is presented below together with the realizations of the H 2 and H ∞ controllers K 2 and K ∞ : 
The results of simulation of the closed-loop systems with the H 2 , anisotropic and H ∞ controllers K 2 , K a and K ∞ in conditions of noisy measurements are illustrated in Figures 5-8 . In simulation we generated the reference commands α c as steps with random amplitudes and equal fixed durations. The step responses in Figure 8 show that the closed-loop rise time pointed out in these plots does not exceed the desired 0.2 sec for all three controllers. At that, the diagrams of Figure 5 demonstrate acceptable tracking performance and lesser amplitude of the control δ required in the closed-loop system with the anisotropic controller in comparison with the H ∞ controller. 
Static output-feedback design
The anisotropic γ-optimal static output-feedback controllers have been computed for a number of singular filtering problems from the COMPl e ib collection [71, 72] listed below in Table 3 . As above, all of them were converted from continuous-to discrete-time models with the sampling time ∆t. The H 2 and H ∞ controllers for the respective problems have been derived as the limiting cases of the anisotropic controller from a solution to the convex optimization problem (99) as defined in Theorem 5 and Corollary 7 but with the respective input mean anisotropy levels a = 0 and a = +∞. For the purely illustrative purpose, below we present the solution and simulation results for the aircraft control problem (AC1) initially considered in [75] . The model AC1 from the COMPl e ib collection [71] is recast into a disturbance attenuation singular filtering problem with noiseless measurements. The anisotropic γ-optimal static gain K a computed for the mean anisotropy level a = 0.9 is presented below together with the H 2 and H ∞ gains K 2 and K ∞ : .
The results of simulation of the closed-loop systems in conditions of a windshear are presented together with the problem solution results in Table 4 below and illustrated in Figures 9-11 . In the simulation we use the same wind profile as in the example of TU-154 aircraft flight control in Section 4.1.1.
The solution results presented in Table 4 shows that
• the a-anisotropic norm of the closed-loop system with the anisotropic γ-optimal static gain satisfies |||T ZW ||| 0.9 < γ a ; the controller is actually suboptimal; • the H 2 and H ∞ norms of the closed-loop systems with the respective γ-optimal gains satisfy T ZW 2 < γ 2 , T ZW ∞ < γ ∞ ; the H 2 and H ∞ controllers are actually suboptimal too.
The simulation results presented in Table 4 and Figures 9-11 allow to conclude that
• the anisotropic γ-optimal output-feedback static gain leads to the least maximal absolute deviations of the forward speed x 2 , pitch angle x 3 , pitch angle rate x 4 , and vertical speed x 5 , at that the least maximal absolute deviation of the height error x 1 is achieved with the H 2 γ-optimal static gain;
• the worst maximal absolute values of the controlled output are demonstrated by H 2 γ-optimal static gain;
• the anisotropic γ-optimal static gain leads to the least maximum absolute amplitudes of the control signals.
Conclusion
In this paper, we have proposed a solution to the anisotropic suboptimal and γ-optimal controller synthesis problems by convex optimization technique. The anisotropic suboptimal controller design is a natural extension of the optimal approach developed in [45] . Instead of minimizing the anisotropic norm of the closed-loop system, the suboptimal controller is only required to keep it below a given threshold value. The general fixed-order synthesis procedure employs solving an inequality on the determinant of a positive definite matrix and two linear matrix inequalities in reciprocal matrices which make the general optimization problem nonconvex. By applying the known standard convexification procedures it have been shown that the resulting optimization problem can be made convex for the full-information state-feedback, output-feedback full-order controllers, and static output-feedback controller for some specific classes of plants defined by certain structural properties. In the convex cases, the anisotropic γ-optimal controllers are obtained by minimizing the squared norm threshold value subject to convex constraints. In comparison with the solution to the anisotropic optimal controller synthesis problem derived in [45] which results in a unique full-order estimator-based controller defined by a complex system of cross-coupled nonlinear matrix algebraic equations, the proposed optimization-based approach is novel and does not require developing specific homotopy-like computational algorithms.
