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Abstract
Neural networks with physical governing equations as constraints have recently created a new
trend in machine learning research. In line with such efforts, a deep learning model for one-
dimensional consolidation where the governing equation is applied as a constraint in the neural
network is presented here. A review of related research is first presented and discussed. The
deep learning model relies on automatic differentiation for applying the governing equation
as a constraint. The total loss is measured as a combination of the training loss (based on
analytical and model predicted solutions) and the constraint loss (a requirement to satisfy the
governing equation). Two classes of problems are considered: forward and inverse problems.
The forward problems demonstrate the performance of a physically constrained neural network
model in predicting solutions for one-dimensional consolidation problems. Inverse problems
show prediction of the coefficient of consolidation. Terzaghi’s problem with varying boundary
conditions are used as example and the deep learning model shows a remarkable performance
in both the forward and inverse problems. While the application demonstrated here is a simple
one-dimensional consolidation problem, such a deep learning model integrated with a physical
law has huge implications for use in, such as, faster real-time numerical prediction for digital
twins, numerical model reproducibility and constitutive model parameter optimization.
Keywords: deep learning, consolidation, forward problems, inverse problems
1. Introduction
Machine learning has been, and still is, a fast growing field of research over
the last years with ever growing areas of application outside pure computer sci-
ence. Deep learning, a particular subset of machine learning which uses artificial
neural networks, is being applied in various disciplines of science and engineer-
ing with usually surprising levels of success. Recently, the application of deep
learning related to partial differential equations (PDEs) has been picking up
pace. Several researchers are contributing to this effort where different names
are given to the use of deep learning associated with physical systems governed
by PDEs. Some of the commonly encountered labels include physics-informed
neural networks, physics-based deep learning, theory-guided data science and
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deep hidden physics models, to name a few. In general, the aims of these appli-
cations include improving the efficiency, accuracy and generalization capability
of numerical methods for the solution of PDEs.
Data driven solution of partial differential equations was recently presented
by Raissi et al. [1]. The authors investigated various differential equations and
demonstrated how deep learning models can be applied in a forward and inverse
problem setting. Some of the PDEs studied include Burgers’ and Navier-Stokes
equations. The forward problems demonstrated how deep learning models can
be trained based on sample data from exact solutions while optimizing an em-
bedded governing partial differential equation. In the inverse problems, deep
learning models were trained to identify the coefficients of the partial differential
equations. For practical problems in science and engineering, this is equivalent
to identifying material parameters based on given exact or numerical solutions.
The neural network models for both the forward and inverse problems showed
astonishing levels of accuracy. Bar-Sinai et al. [2] presented a similar study
where the emphasis was on learning data-driven discretizations that are best
suited to a partial differential equation with certain boundary conditions. A re-
lated study combining deep learning and PDEs was presented by Sirignano and
Spiliopoulos [3] where the authors introduce a so-called Deep Galerkin Method
(DGM). The proposed method was applied to different PDEs. This method was
applied to application problems such as in quantitative finance and statistical
mechanics, governed by the Black-Scholes and Focker-Planck PDEs, respec-
tively; see Al-Aradi et al. [4]. The application areas are increasing rapidly with
different variations in the general methodology. A deep learning-based solution
of the Euler equations for modeling high speed flows was presented by Mao et al.
[5] where physics-informed neural networks were used for forward and inverse
problems. Deep learning for computational fluid dynamics, in particular for
vortex-induced vibrations, was presented by Raissi et al. [6]. A related work for
predictive large-eddy-simulation wall modeling was presented by Yang et al. [7].
The solution of time-dependent stochastic PDEs using physics-informed neural
networks by learning in the modal space was demonstrated by Zhang et al. [8].
Application of deep learning, with physics-informed recurrent neural networks,
to fleet prognosis was presented by Nascimento and Viana [9]. Bending analysis
of Kirchhoff plates using a deep learning approach was shown by Guo et al.
[10]. Deep learning-based study of linear and non-linear diffusion equations
to learn parameters and unknown constitutive relationships was presented by
Tartakovsky et al. [11]. Other recent and related studies are those by Zhang
et al. [12], Yang and Perdikaris [13], Meng and Karniadakis [14], Sun et al. [15],
Huang et al. [16], Tipireddy et al. [17], Jia et al. [18], Zheng et al. [19] and Xu
and Darve [20]. While the neural network architecture used in many studies is
a feed-forward network with the desired number of layers and hidden units, a
recent study applied convolutional neural networks for the solution of the Pois-
son equation with varying meshes and Dirichlet boundary conditions; see O¨zbay
et al. [21]. A conceptual framework for theory-guided deep learning is presented
by Karpatne et al. [22].
In this paper, application of deep learning to one-dimensional consolidation
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problems is presented. The problem describes fluid flow and excess pore water
pressure dissipation in porous media. The governing equation for the problem
is first discussed briefly. The deep learning model for the governing partial
differential equation is then described. The problem is studied both for forward
and inverse problems and the results from these are presented subsequently.
Resources related to this work can be found on the author’s GitHub page here.
2. Governing Equation
The theory of consolidation describes the dissipation of fluid from a porous
medium under compressive loading, thereby causing delay of the eventual de-
formation of the porous medium. The governing equation for one-dimensional
consolidation is given by
∂p
∂t
− αmv
S + α2mv
∂σzz
∂t
− cv ∂
2p
∂z2
= 0 (1)
where p is the pore fluid pressure, α is Biot’s coefficient, S is the storativity of the
pore space, mv is the confined compressibility of the porous medium, σzz is the
the vertical effective stress and cv is the coefficient of consolidation. The classical
one-dimensional consolidation problem is that at time t = 0 a compressive load
in the direction of fluid flow is applied and the load is maintained for t > 0; see
Verruijt [23]. This implies that, for t > 0, the stress σzz is constant, say with a
magnitude q. Thus, we can reduce the general equation in (1) as
For t = 0 : p = po =
αmv
S + α2mv
q
For t > 0 :
∂p
∂t
− cv ∂
2p
∂z2
= 0
(2)
Figure 1: One-dimensional consolidation.
The first equation in (2) establishes the initial condition for the 1D consol-
idation problem where we note that at t = 0 the total vertical load is carried
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by the pore fluid and we don’t yet have any fluid dissipation from the porous
medium. Whereas, the second equation governs the dissipation rate of the pore
fluid as a function of both time and spatial dimension. This equation may be
solved for various drainage boundary conditions at the top and bottom of the
porous medium through either analytical or numerical methods. We consider an
analytical solution here for two different drainage boundary conditions, which
are described in a later section.
3. Deep Learning Model
In this section, the neural network architecture and the approach for a apply-
ing a physical constraint based on the governing one-dimensional consolidation
equation are discussed. The model training procedure and the hyper-parameters
that are controlled during training are also presented.
3.1. Neural network architecture
A fully-connected deep neural network with the desired number of layers and
hidden units is used as a model to be trained with the one-dimensional consol-
idation problem. An illustration of the neural network architecture is shown in
Figure 2. For the one-dimensional consolidation problem here, the input layer
provides inputs of (z, t) values from the training data, which usually includes
initial and boundary condition data; the details are discussed in forward and
inverse numerical example sections later. The neural network with the desired
Figure 2: Illustration of the neural network architecture with input, hidden and output layers.
The activation function used at the hidden units is σ(x) = tanh(x). Automatic differentiation
is used to determined the partial derivatives in the governing equation and is used as a physical
constraint to optimize together with the prediction error based on training data. The number
of hidden layers and hidden units in this figure is for illustration only; the actual number of
layers and hidden units used for different cases are discussed in a later section.
number of hidden layers and hidden units performs predictions of the excess pore
pressure, which is then used to compute the loss based on the excess pore pres-
sure training data. The neural network also includes a physical constraint based
on the governing one-dimensional consolidation equation, where the constraint
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is evaluated using automatic differentiation, briefly discussed in a sub-section
below. The neural network is designed to optimize both the training loss and
the physical constraint.
3.2. Automatic differentiation
A key part of the deep learning model for the problem here is automatic
differentiation. It is important to not confuse automatic differentiation with
other methods of computing derivatives in computer programs. There are four
ways of computing derivatives using computers (Baydin et al. [24]): a) manually
obtaining the derivatives and coding them; b) numerical differentiation using
finite difference approximations; c) computer-based symbolic differentiation and
subsequent evaluation based on the algebraic expressions; and d) automatic dif-
ferentiation, which is what is used here. Like the other methods, automatic
differentiation provides numerical values of derivatives where these are obtained
by using the rules of symbolic differentiation but by keeping track of deriva-
tive values instead of obtaining the final expressions. This approach of tracking
derivative values makes automatic differentiation superior to the two most com-
monly used methods of computing derivatives, namely numerical differentiation
and symbolic differentiation. Automatic differentiation exploits the fact that
any derivative computation, no matter how complex, is composed of a sequence
of elementary arithmetic operations and elementary function evaluations. It ap-
plies the chain rule repeatedly to these operations until the desired derivative is
computed. Such an approach for computation makes automatic differentiation
to be accurate at machine precision and computationally less demanding than
other methods. For evaluating the derivatives in the governing one-dimensional
equation here, the automatic differentiation capability in TensorFlow is uti-
lized. TensorFlow provides an API for automatic differentiation by recording
all operations and computing the gradients of the recorded computations using
reverse mode differentiation; Abadi et al. [25].
3.3. Model training and hyper-parameters
The deep learning model training is performed in slightly different ways for
forward and inverse problems. However, the model hyper-parameters in both
cases are adjusted in a similar way. For forward problems, the training data
involves initial and boundary condition data i.e. a pair of initial and boundary
(z, t) values and the corresponding excess pore pressure values p(z, t). The
model predicts the excess pore pressure value pˆ for a given data point. The
training loss is calculated as a mean squared error from
MSEp =
1
N
N∑
k=1
|p(zk, tk)− pˆ(zk, tk)|2 , (3)
where N is the number of training data and (zk, tk) represents the training data
point. The physical constraint based on the governing partial differential equa-
tion is applied at randomly generated collocation points (zc, tc). The collocation
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points are generated by using a latin hypercube sampling strategy where the
bounds of the original training data are taken into consideration. The physical
constraint is evaluated at the collocation points based on the predicted excess
pore pressure using automatic differentiation i.e.
fc =
∂pˆ
∂tc
− cv ∂
2pˆ
∂z2c
. (4)
The constraint loss is calculated as a mean squared error from
MSEc =
1
Nc
Nc∑
k=1
|fc(zc,k, tc,k)|2 , (5)
where Nc is the number of collocation points and (zc,k, tc,k) represents a data
point from the collocation points. The total loss from training and the physical
constraint is defined as
MSE = MSEp +MSEc, (6)
which is minimized by the model optimizer. For inverse problems, the training
procedure and loss evaluation is mostly similar with some differences. A larger
size (z, t) training data is used and collocation points are not generated in this
case. This implies that automatic differentiation for the physical constraint is
evaluated at the original training data points and the coefficient of consolidation
is defined as a trainable parameter i.e.
fc =
∂pˆ
∂t
− cvt ∂
2pˆ
∂z2
, (7)
where cvt is the trained value of the coefficient of consolidation updated during
each step. An additional trainable model variable or weight wcv, associated
with the coefficient of consolidation, is introduced in the neural network and
this is used to evaluate cvt based on an exponential function to always guarantee
positive values during training i.e.
cvt = exp(wcv). (8)
The hyper-parameters tuned during training, both for forward and inverse
problems include the number of layers, number of hidden units, batch size and
learning rate. The batch size is adjusted to control the number of samples from
the training data that are passed into the model before updating the trainable
model parameters. The total loss here is minimized using the Adam optimizer
where its associated learning rate is tuned during the training process.
4. Forward Problems
The problem we will consider here is a classical one-dimensional consolida-
tion problem, usually referred to as Terzaghi’s problem, illustrated in Figure 3.
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The problem examines the dissipation of excess pore pressure with time from
the soil column due to the application of a surcharge load of magnitude po at
the top boundary. This numerical example is studied for two drainage bound-
ary conditions: with only the top boundary drained and with both the top and
bottom boundaries drained. The training data for forward problems is selected
H
po
Γt
Γb
Figure 3: Example for one-dimensional consolidation.
to include initial and boundary condition data, as shown in Figure 4. The nodes
shown in the figure are for illustration only and the actual number of nodes and
time steps depends on the spatial and temporal discretization used to obtain
the analytical solution to the problem. The total number of training points is
z
t
Boundary training data
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a
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g
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a
ta
Figure 4: Initial and boundary condition training data for forward problems. The total number
N of training data points (z, t) depends on the spatial and temporal discretization used to
obtain the exact solution. The training data is shuffled and divided into batches according a
specified batch size during training.
divided into batches during training by using a specified batch size. The re-
sults from this numerical example for the two different boundary conditions are
presented in the following sub-sections.
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4.1. Consolidation with a drained top boundary
The first case we will consider is a variation of Terzaghi’s problem where
excess pore pressure dissipation is allowed at the top boundary only i.e. the
bottom boundary is considered impermeable. These boundary conditions are
expressed mathematically as:p = 0 at Γt, t > 0∂p
∂z
= 0 at Γb, t > 0.
(9)
The initial condition is p = po for t = 0. The analytical solution for the excess
pore pressure as a ratio of the initial value is given by
p
po
=
4
pi
∞∑
k=1
(−1)k−1
2k − 1 cos
[
(2k − 1)piz
2h
]
exp
[
−(2k − 1)2pi
2
4
cvt
h2
]
(10)
for t > 0, where h is the so-called drainage path which in this case is equal to the
total height of the domain i.e. h = H. The spatial coordinate z can be chosen
to have its origin either at the top or at the bottom with positive coordinates
in the domain. For the boundary conditions in this case we have 0 ≤ z ≤ H.
For a numerical example, let’s consider the height of the one-dimensional
domain to be H = 1 m and the coefficient of consolidation of the soil as cv =
0.6 m2/yr. The exact solution based on the analytical solution is obtained by
using a spatial discretization with Nz = 100 and a temporal discretization with
Nt = 100, with t = 1 year. As illustrated in Figure 4, the initial and boundary
data {z, t, p} are extracted from the exact solution as training data. The inputs
to the neural network are the values (z, t) where the model predicts a pore
pressure value pˆ as on output, which is then used to calculate the training loss.
A neural network with 10 hidden layers and 20 hidden units at each layer is used
as the model to be trained. The spatial and temporal derivatives of the predicted
pore pressure, as they appear in the constraint equation, are determined at
selected collocation points using automatic differentiation in TensorFlow. The
collocation points are generated using the latin hypercube sampling strategy and
for the example here Nc = 10000 collocation (zc, tc) points are generated. After
the derivatives of pˆ with respect to the collocation points are determined, the
constraint loss is calculated. A combination of training and constraint losses, as
defined in equation (6), is minimized using the Adam optimizer for the desired
number of epochs. The learning rate for the optimizer and the batch size used
for training are 0.001 and 100, respectively.
The final model trained using the initial and boundary data and constrained
at the collocation points according to the governing equation is used to pre-
dict the excess pore pressure for spatial and temporal points of the model do-
main. The results obtained from the analytical solution and model prediction
are shown in Figure 5 in terms of color plots on a two-dimensional grid from the
(z, t) data. The color plot is obtained by interpolation of the nearest excess
pore pressure values from the actual grid points and is chosen here only for
visualization convenience. As can be seen from the color plots of the analytical
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Figure 5: Results from analytical solution and model prediction in terms of color plots on
(z, t) grid for a drained top boundary. The color plots are obtained using interpolation with
the nearest available values. The batch size used for training the model is 100.
solution and model prediction, the deep learning model predicts the excess pore
pressure values at the interior grid points reasonably well just based on initial
and boundary training data. This demonstrates the remarkable accuracy of the
physical constraint enforced through automatic differentiation in the deep learn-
ing model. A closer comparison of the analytical solution and model prediction
is shown for selected time steps in the plot on the left in Figure 6. The time
steps used for comparison are shown in the top plot in Figure 5. The results
show a remarkably good agreement. The L2 norm of the relative error i.e.
e =
‖pˆ− p‖L2
‖p‖L2
, (11)
in this case was found to be 7.3×10−3. A plot of the mean squared errors versus
number of epochs is shown in the right plot in Figure 6. The plot shows the
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Figure 6: Left: Comparison of the excess pore pressure ratio between analytical solution (solid
blue lines) and model prediction (red dashed lines) for selected time steps, for a drained top
boundary. The time steps for comparison are those shown using vertical lines in the top plot
in Figure 5. Right: Mean squared error versus number of epochs used for training.
total mean squared error as well as the mean squared errors of the training and
constraint losses. Mean squared error values in the order of 10−5 are obtained
near the end of the training.
4.2. Consolidation with drained top and bottom boundaries
When both the top and bottom boundaries are permeable, excess pore pres-
sure can dissipate through both boundaries. Mathematically, this boundary
condition is expressed as
p = 0 for Γt ∪ Γb, t > 0 (12)
The analytical solution in equation (10) still holds where in this case the drainage
path is half of the height of the sample, i.e. h = H/2, as the pore fluid is
allowed to dissipate through both the top and bottom boundaries. This case is
equivalent to stating that there is no pore fluid flow at the center of the sample.
Thus, the origin of the spatial coordinate is defined at the mid height of the
domain and we have −H/2 ≤ z ≤ H/2.
The numerical example in the previous section is considered here again with
the same model geometry but with different boundary conditions i.e. with
drained top and bottom boundaries. In addition, the coefficient of consolida-
tion in this case is assumed to be cv = 0.1 m
2/yr for the same model height,
considering the faster consolidation as a result of both boundaries being drained.
The analytical solution is again obtained using Nz = 100 and Nt = 100. The
initial and boundary data are extracted in a similar way as in the previous case
for training the model. The hyper-parameters of the neural network model are
set to be similar as well. A deep network with 10 layers and 20 hidden units at
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each layer is used. The number of collocation points and the learning rate for
the optimizer (Adam) are 10000 and 0.001, respectively. A batch size of 100 is
used here as well.
Grid color plots comparing the analytical and model-predicted solutions are
shown in Figure 7. We again observe a good performance by the deep learning
model in predicting the excess pore pressure at the interior grid points. A
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Figure 7: Results from analytical solution and model prediction in terms of color plots on (z, t)
grid for drained top and bottom boundaries. The color plots are obtained using interpolation
with the nearest available values. The batch size used for training the model is 100.
closer comparison of the excess pore pressure for selected time steps is shown in
Figure 8. The time steps selected for comparison are shown in the top color plot
in Figure 7. We see a very good agreement between the analytical solution and
the deep learning model prediction. The L2 norm of the relative error between
the analytical and predicted solutions in this case is found to be 2.62 × 10−3.
The second plot in Figure 8 shows the evolution of the mean squared error with
the number of epochs for the total mean squared error as well as the mean
squared errors for the training and constraint losses.
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Figure 8: Left: Comparison of the excess pore pressure ratio between analytical solution (solid
blue lines) and model prediction (red dashed lines) for selected time steps, for drained top and
bottom boundaries. The time steps for comparison are those shown using vertical lines in the
top plot in Figure 7. Right: Mean squared error versus number of epochs used for training.
5. Inverse Problems
The second class of problems we consider are inverse problems where we aim
to find material/model parameters used in analysis based on a given solution
to the problems. For our problem here, the aim is to determine the coefficient
of consolidation used in an analytical solution given the excess pore pressure as
a function of space and time i.e. p(z, t). The deep learning model is trained
based on training data randomly selected from the whole analytical solution, as
shown in Figure 9. The size of the training data may be adjusted as desired but
z
t
Randomly selected training data
Figure 9: Randomly selected training data for inverse problems. The total number of training
data points (z, t) is chosen depending on the specific problem under consideration. The
training data is shuffled and divided into batches according to the specified batch size during
training.
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a limited sample size is usually sufficient for training to get good model predic-
tion capabilities. Before training, the training data is shuffled and divided into
batches based on a specified batch size. The main feature that differentiates in-
verse models from forward models, in the context of our problem here, is the fact
that a trainable variable in addition to the default model variables is required to
keep track of the coefficient of consolidation. Thus, a trainable weight is added
to the deep learning model to update the coefficient of consolidation after initial-
ization using a random weight. The constraint function based on the governing
equation, with the trainable coefficient of consolidation, is continuously opti-
mized together with the training loss. The following examples demonstrate this
procedure numerically. It is worthwhile to mention here that even though we
are dealing with a simple demonstration using a one-dimensional problem here,
the approach has important implications in numerical modeling in science and
engineering. Some of the potential applications of the methodology that could
be mentioned are improved model reproducibility (given a certain numerical
solution for a physical problem) and optimization of constitutive model param-
eters for complicated numerical simulations. These are important problems that
may be addresses in a future work.
5.1. Consolidation with a drained top boundary
The first example in the forward problems in Section 4 is considered here in
an inverse setting with the same geometry and material/model parameters i.e. a
one-dimensional model with a drained top boundary, a model height of H = 1 m
and a coefficient of consolidation of cv = 0.6 m
2/yr is analyzed. The analytical
solution is again obtained using Nz = 100 and Nt = 100. This implies that the
number of {z, t, p} points in the exact solution is equal to 10000. The neural
network architecture is set up to have 10 hidden layers with 20 hidden units
at each layer. A random sample of 2000 points is selected from the analytical
solution data (with 10000 available points) for training the neural network. The
training data is shuffled and divided into batches using a batch size of 200. The
trainable weight corresponding to the coefficient of consolidation is initialized
as wcv = 0, implying an initial coefficient of consolidation of 1.0 m
2/yr. Adam
optimizer is used to minimize the training and constraint losses with a learning
rate of 0.0001.
The results for inverse analysis of the problem with a drained top boundary
are shown in Figure 10. The randomly selected training data points are shown
in the top color plot as white dots. As in the case of the forward problem,
the deep learning model predicts the excess pore pressure well from a limited
training sample data. This again shows the remarkable performance of the
physical constraint obtained using automatic differentiation. The plot on the
left in Figure 11 shows the evolution of the predicted coefficient of consolidation
as the training progresses, as a function of the number of epochs. The final
predicted value of the coefficient of consolidation is cv = 0.5970 m
2/yr, which
is close to the expected value of cv = 0.6 m
2/yr with an absolute error of
3.0× 10−3. The plot on the right in Figure 11 shows the evolution of the mean
squared errors as a function of the training epochs.
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Figure 10: Inverse analysis results from analytical solution and model prediction in terms
of color plots on (z, t) grid for a drained top boundary. The color plots are obtained using
interpolation with the nearest available values. The white dots represent the randomly selected
training data points and the sample size used is 2000. The batch size used for training is 200.
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Figure 11: Left: Evolution of the predicted coefficient of consolidation as a function of the
number of training epochs, for a drained top boundary. Right: Mean squared error versus
number of epochs used for training.
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5.2. Consolidation with drained top and bottom boundaries
We consider again the numerical example in the previous section where in
this case the top and bottom boundaries are drained. The model geometry
remains similar but the analytical solution here is obtained using a coefficient of
consolidation of cv = 0.1 m
2/yr, which we aim to predict using the inverse deep
learning model. We have 10000 data points from the analytical solution based
on Nz = 100 and Nt = 100, from where a training sample of 2000 is randomly
selected. The neural network has a similar architecture with 10 hidden layers
and 20 hidden units at each layer. The other model hyper-parameters remain
similar: the batch size is 200 and Adam optimizer is used with a learning rate
of 0.0001.
The results for inverse analysis for drained top and bottom boundaries are
shown in Figure 12. With a limited training sample, the model predicts the
excess pore pressures throughout the grid with a good accuracy. The coefficient
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Figure 12: Inverse analysis results from analytical solution and model prediction in terms of
color plots on (z, t) grid for drained top and bottom boundaries. The color plots are obtained
using interpolation with the nearest available values. The white dots represent the randomly
selected training data points and the sample size used is 2000. The batch size used for training
is 200.
of consolidation predicted by the deep learning model is cv = 0.0994 m
2/yr,
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Figure 13: Left: Evolution of the predicted coefficient of consolidation as a function of the
number of training epochs, for drained top and bottom boundaries. Right: Mean squared
error versus number of epochs used for training.
which compared to the expected values of cv = 0.1 m
2/yr implies an absolute
error of 6.0× 10−4. These results are shown on the left plot in Figure 13, which
shows the evolution of the predicted coefficient of consolidation as a function
of the number of training epochs. The right plot in the same figure shows the
mean squared errors (total, training and constraint) as a function of the number
of training epochs.
6. Summary and Conclusions
A deep learning model for one-dimensional consolidation is presented where
the governing partial differential equation is used as a constraint in the model.
Research on physics constrained neural networks has been gaining traction in
recently in the machine learning research community and the work presented
here adds to that effort. Various application areas where the idea has been
applied were briefly reviewed, indicating the potential in diverse science and
engineering disciplines.
The deep learning model used here is a fully-connected sequential neural
network. The neural network is designed to take the spatial and temporal co-
ordinates as inputs and predict the excess pore pressure, which is a function
of these parameters. A key feature of the neural network architecture here
is automatic differentiation which makes constraining of the system using the
governing equation of one-dimensional consolidation. The spatial and tempo-
ral derivatives of the predicted excess pore pressure with respect to the spatial
and temporal coordinates are evaluated using the automatic differentiation ca-
pability in TensorFlow. Two classes of problems are considered: forward and
inverse problems. For forward problems, the derivatives are evaluated at a cer-
tain number of collocation points which are generated using the latin hypercube
sampling strategy, with the spatial and temporal bounds of the actual model
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taken into consideration. This approach made training of the neural using just
the initial and boundary condition data possible with a remarkable degree of
accuracy. For inverse problems, a larger size randomly selected data is used for
training the neural network and the derivatives according to the governing equa-
tion are evaluated at the training data points. The coefficient of consolidation
is used directly for forward problems while it is left as a trainable parameter
for inverse problems. For both forward and inverse problems, the total training
loss is defined as a combination of the training and constraint losses. The mean
squared error for the training loss is evaluated based on the model predicted
excess pore pressure and the corresponding exact analytical solution. The mean
squared error for the constraint loss is evaluated according to the governing
partial differential equation based on the derivatives evaluated using automatic
differentiation. A model optimizer (Adam) is used to minimize the total mean
squared error during training. For both classes of problems, the model hyper-
parameters that are tuned include the number of hidden layers, number of hid-
den units at each layer, the batch size for training and the learning rate for the
optimizer. The potential of the model is demonstrated using Terzaghi’s one-
dimensional consolidation problem with two variations: with only a drained top
boundary and with drained top and bottom boundaries. The model resulted in
a remarkable prediction accuracy for both classes of problems; the pore pres-
sure throughout the model’s spatial and temporal bounds was predicted well
for forward problems and the coefficient of consolidation was predicted with a
very good accuracy for inverse problems.
While the application presented here is a simple one-dimensional consolida-
tion problem, the implications of such a deep learning model are far greater.
The efficiency demonstrated for forward problems indicates the potential for
predicting numerical solutions faster using deep learning models trained using
a very limited amount of data but with a very good accuracy because of the
physical constraint. This could have a huge potential for digital twins where
faster real time numerical prediction is desirable. The potential for predicting
material parameters, as demonstrated using inverse problems, could be very use-
ful in numerical model reproducibility and optimization of constitutive model
parameters for complex numerical models.
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