In this paper, we characterize the relationship between abstract problem-solving methods and the domain-oriented knowledge bases that they use. We argue that, to reuse methods and knowledge bases, we must isolate, as much as possible, method knowledge from domain knowledge. To connect methods and domains, we define declarative mapping relations, and enumerate the classes of mappings. We illustrate our approach to reuse with the PROTÉGÉ-II architecture and a pair of configuration tasks. Our goal is to show that the use of mapping relations leads to reuse with high payoff of saved effort.
Reuse for Knowledge-Based Systems
Software construction is easily the most expensive step in the application of information technology to a task. Because of this cost, software construction often lags far behind hardware availability. The ideas of software reuse were developed in response to this dilemma: Software development costs would be greatly reduced if programmers could easily reuse components of preexisting programs. One problem with this approach is that every instance of software reuse has an overhead cost: the time spent understanding old code and adapting it to the new problem. For software reuse to be cost effective, this overhead cost must be less than the cost of building new code from scratch.
Developers of early knowledge-based systems expected that their systems would be ideally suited for reuse (Hayes-Roth, Waterman, & Lenat, 1983) . These systems consisted of two parts: a knowledge base containing rules about the problem domain and an inference engine that used the knowledge base to provide solutions. The hope was that this approach could be applied to a variety of different domain tasks. Unfortunately, the overhead cost of constructing knowledge bases for new domains was often too high: The knowledge-acquisition "bottleneck" problem arose because it is difficult to describe and encode domain knowledge in the low-level terms required by the inference engine.
In this paper, we describe how to lower the overhead cost associated with the reuse of knowledge-based systems. Roughly speaking, the knowledge base encodes declarative knowledge or facts about the domain, whereas the shell encodes procedural, method knowledge about how to solve the task at hand. Although the distinction between these two parts is not always completely clear, we shall assume there are two separate entities that can be reused: (1) a problem-solving method that can be used with several domains, and (2) a domain description that can be used with several methods.
If one has a goal of reusing both problem-solving methods and domain descriptions, then there is a problem connecting these two elements. Figure 1 presents a simple picture of this research problem. Given a method that is domain-independent and a domain-description that is task or method independent, to connect these pieces into a single knowledge-based system, a developer has three possible approaches: (1) custom-tailor the method so that it fits the domaindescription, (2) custom-tailor the domain-description so that it fits into the method, or (3) introduce new elements that bridge the differences between the method and the domain description. In this paper, we explore the third option, and we call the bridging elements mapping relations. Mapping relations facilitate reuse; they connect problem-solving methods (PSMs) to domain models. If the domain model is task-independent and the PSM is domain-inpendent, then their inputs and outputs cannot be connected without some bridging relations.
To make these ideas more concrete, consider the following real-world scenario. Physicians and computer scientists have been working at Stanford University to characterize information about AIDS treatment plans for use in a decision-support system. Meanwhile, physicians at Columbia University decide that they too would like to have a knowledge base of AIDS protocols, but they plan to use this knowledge base for different purposes. Thus, Columbia would like to import and customize the Stanford AIDS domain knowledge base for use with a different problem-solving method. What is the cost of this domain description reuse? How can we minimize, or even estimate the overhead cost of this reuse?
Conversely, suppose that Columbia already has a running knowledge-based system that uses the propose-and-revise problem-solving method (Marcus et al., 1988) and the domain of cancer therapy. Suppose that they are now faced with an analogous task but in the domain of AIDS therapy. Can they reuse their method with this new domain? This situation is an instance of the "bottleneck" problem: Can the new domain be encoded and massaged to fit the requirements of the propose-and-revise method? Again, we want to minimize the overhead cost to make it as easy as possible to adapt the new domain to the existing method.
To facilitate either type of reuse, we need a common language or formalism for expressing domain knowledge and method requirements. If the knowledge engineer can formally state the requirements of a method, and if the domain knowledge can be expressed in the same formalism, then she can more easily adapt the domain to the method. In an ideal mathematical world, all knowledge could be expressed in a universal formal language, such as predicate calculus. Of course, such a universal language is not likely to be accepted in the real world, just as Esperanto is not likely to become the universal natural language. However, we can develop a reasonable set of translators so that knowledge bases can be transferred from one site to another. This idea is the essence of the ARPA-sponsored knowledge-sharing effort (Neches et al., 1991) and Ontolingua (Gruber, 1993) , which we discuss further in Section 2.
Unfortunately, even assuming that we have the ability to compare different knowledge bases and method requirements in a consistent way, there remain significant problems for reuse. Usually, when a knowledge engineer encodes domain knowledge for a particular problem-solving method, the representational choices depend on the method used. Likewise, when the developer constructs a method to solve a task, she often takes advantage of known characteristics of the domain. Thus, method and domain become intertwined, and this confusion can hinder or prevent reuse of either the domain knowledge or the method.
In this paper, we present methods and domains that are as independent as possible. We envision three parts to a reusable knowledge-based system: (1) method-independent domain knowledge, (2) domain-independent methods, and (3) a set of mapping relations that connect methods and domain knowledge to create a running system. The instantiation of mapping relations is part of the overhead cost for reuse. To avoid substituting one bottleneck problem for another, we must make these mapping relations as simple as possible. Otherwise, instead of facing the difficult task of adapting a domain onto an existing expert system, the user might face the equally difficult problem of filling in the mapping relations needed to connect method and domain.
In general, one way to evaluate the success of reuse is to measure the effort saved due to reuse. This effort saved is an estimation of the difference between the cost of building the system from scratch and the overhead cost of the reuse. The overhead cost must include all the work needed to find, understand, and adapt pre-existing knowledge for reuse. Of course, accurately measuring either of these quantities is an open research problem. Nonetheless, we shall show, at least by example, that our approach can have low overhead costs and thus high payoffs. Ultimately, the viability of reuse is an empirical question that we can answer only by testing our ideas on a variety of real-world problems.
We illustrate our ideas with examples using the PROTÉGÉ-II architecture for constructing knowledge-based systems. To introduce this architecture, Section 2 describes reusable domain knowledge, and Section 3 reusable problem-solving methods. In Section 4, we present a brief overview of PROTÉGÉ-II, focusing on those aspects that are important for knowledge reuse. In Section 5 we provide some actual examples of knowledge reuse with the propose-and-revise problem-solving method. By looking at some real cases of knowledge reuse, we can at least begin to measure and observe quantities such as the overhead cost of reuse.
Shareable Ontologies
For knowledge-based systems, an ontology is a specification of the universe of discourse (Gruber, 1993) . Thus, a domain ontology is an explicit list and organization of all the terms, relations and objects that constitute the representational scheme for that domain. A formal description of the representational vocabulary in an ontology is essential if the domain knowledge is to be reused: Only by understanding the meaning of all the terms in the domain ontology can a knowledge engineer hope to reuse the corresponding domain knowledge base.
The Ontolingua system (Gruber, 1993 ) is designed to facilitate knowledge-base reuse by providing a common format for describing ontologies. The goal is to provide translation facilities for any ontological representational scheme to and from the Knowledge Interchange Format, or KIF (Genesereth & Fikes, 1992) . This is the idea behind knowledge sharing: knowledge bases at different sites and in different representational languages would be translated to and from the canonical KIF language. Figure 2 shows translation facilities of Ontolingua that have been completed or are under construction.
In the PROTÉGÉ-II project, we represent ontologies in a frame-based language called MODEL. This language is designed to be consistent with ontolingua translators, especially the object-centered representation of the Frame Ontology, and translators between KIF and MODEL are currently under construction. MODEL represents an ontology as a hierarchy of classes with slot inheritance. Figure 3 shows a simple MODEL ontology that describes the universe of discourse for a knowledge base containing information about the inventory of a moving-equipment rental center, such as U-Haul ® . By specifying this type of domain ontology, we have circumscribed the knowledge in the domain, allowing us to make decisions and statements about entire classes of facts. As we show in Section 5, this capability is important for reusing domain knowledge.
Problem-Solving Methods
In addition to reusing domain ontologies, we also hope to reuse problem-solving methods. The idea of domain-independent problem-solving methods is related to the ideas of generic tasks (Chandrasekaran, 1983) and role-limiting methods (McDermott, 1988) . A generic task is a system for solving any of a set of related tasks-thus, it includes a problem-solving method that is generic in the sense that it can be reused for any of these tasks. When constructing role-limiting methods, the method builder defines a set of roles that could be filled with information from different domains. In this case, there is a problem-solving method that uses these roles and is reusable over a set of domains. 
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Both approaches narrow the scope of a knowledge-based system to a set of related tasks. Such problem-solving methods are easier to build because they are task specific; they are customtailored to be appropriate for a particular class of problems. To regain generality with this approach, we envision a library of reusable problem-solving methods. If each method is fairly task specific, then this library could become large, making it difficult to find an appropriate method. One way to alleviate this problem is to make methods decomposable: Each method includes a set of subtasks, which in turn are carried out by smaller methods or mechanisms 1 (Puerta, et al., 1992) . This organization allows the knowledge engineer to easily alter an existing method, fine tuning it for her particular task by replacing mechanisms where needed (Tu, et al., in press ).
Even if we use decomposable methods, it will be important to define a number of indices for locating appropriate methods. For example, methods can use an index based on their data requirements. These requirements can be specified by a method ontology. Just as for domains, this ontology specifies a vocabulary-in this case, the terms and relations of the data requirements of the method. This method ontology is implicit in tools like SALT (Marcus et al. 1988 ) and MOLE (Eshelman 1988) . For example, the SALT system, which uses the propose-and-revise method, asks the user for information about "constraints" and "preference ratings" (Marcus & McDermott, 1989) . Such terms belong in a method ontology; in Section 5, we present an ontology for the propose-and-revise problem-solving method.
The PROTÉGÉ-II Architecture
The PROTÉGÉ-II architecture is a set of tools designed to automate the process of building domain-specific knowledge-acquisition tools and knowledge-based systems. One of the main goals of PROTÉGÉ-II is to facilitate the reuse of domain knowledge and of problem-solving methods. Figure 4 provides an overview of the processes, objects, and tools included in PROTÉGÉ-II. This figure is a screen dump of the control panel for the PROTÉGÉ-II tools: To work with a particular tool, a developer simply clicks on the corresponding icon. Developers using this architecture build and iteratively modify a set of declarative objects that specify the knowledge-acquisition tool, the knowledge base, and ultimately the knowledge-based system.
We have designed PROTÉGÉ-II for two types of users: domain experts with little or no programming-level knowledge, and knowledge engineers or developers. Beginning at the top left of Figure 4 , the domain expert provides an initial domain ontology, while the knowledge engineer selects and configures an appropriate method and method ontology. Next, both work together to create an application ontology; an ontology that covers the knowledge required by the problemsolving method using the terminology of the domain ontology. All ontology editing and inspecting is done via the MAÎTRE system, which we describe briefly in Section 4.1.
Proceeding clockwise, the application ontology is input to DASH; the developer uses this system to construct and iteratively modify the appearance of a domain-specific knowledge-acquisi-tion tool. We describe DASH in Section 4.2. The resulting specifications (in a ".eo" file), can then be either interpreted by the MEDITOR system, or compiled by the MART system. Either way, the resulting knowledge-acquisition tool elicits knowledge in domain-specific terms, allowing a domain expert to create the knowledge base for the given task.
Finally, the developer and the domain expert must connect the terms in the domain ontology with the requirements of the problem-solving method. This is accomplished via mapping relations constructed with the MARBLE tool, which is the topic of Section 5. We built PROTÉGÉ-II using NeXTStep user-interface software and with the CLIPS production system as the underlying inference engine; the system is currently operational on both NeXT hardware and 486 platforms.
Ontology Construction
As mentioned in Section 2, we use the MODEL language to represent ontologies. In order to work with the rest of PROTÉGÉ-II, MODEL is built up from part of the CLIPS production system language, although we have extended the language to include information needed to build knowledge-acquisition tools. MODEL allows the user to define a hierarchy, or a directed acyclic graph, of classes. Each class has any number of slots, and slots include facets that describe or limit the type of knowledge stored in a slot. Four example slot facets are type, cardinality, allowed-classes, and slot-documentation.
By using a formal, consistent language for specifying ontologies, we can use a single tool to edit any ontology, whether the semantics of the ontology have to do with the domain, the method, or even the mapping relations. This tool is MAÎTRE, a NeXTStep-based graphical editor for creating and editing MODEL ontologies (Gennari, 1993) . By using this tool, we shield the user from the actual syntax of MODEL: The user navigates and edits the ontology with mouse movements, while MAÎTRE takes care that the resulting ontology is saved as correct MODEL code.
MAÎTRE is an important tool for the PROTÉGÉ-II architecture. As we show in Figure 4 , there are a number of different ontologies needed during construction of the knowledge-based system. Some of these ontologies require a process of iterative refinement, where the user needs to edit and re-edit the ontology several times. For example, the application ontology often requires several revisions before the domain expert is content with the knowledge-acquisition tool that is built from this ontology. A simple, easy-to-use ontology editor allows users to make these revisions quickly, and reduces the total overhead cost of PROTÉGÉ-II.
Construction of Knowledge-Acquisition Tools
Given an ontology that defines the scope and terminology of the knowledge needed for some application, we can partially automate the construction of a tool that elicits that knowledge. This tool construction is the task of a meta-tool, the DASH system , for building knowledge-acquisition tools. The output of DASH is an application-specific tool for eliciting knowledge. Because the resulting tool is application specific, the presentation and the terminology used by the tool matches the given task and this makes it easy for domain experts to work with the knowledge-acquisition tool.
There are three steps used to build this tool. First, DASH builds the dialogue structure for the given ontology-the order in which the knowledge should be elicited from the user. Next, DASH generates a layout of the windows and graphical widgets used by the knowledge-acquisition tool, and allows the user to custom-tailor this layout as desired. Because building a knowledge-acquisition tool is a process of iterative refinement, these changes are saved in a customizations database associated with the application. This database allows the user to restart DASH without reentering all the graphical customizations needed for a particular knowledge-acquisition tool. Finally, DASH produces a textual specification of the graphical objects and this specification is used to build a NeXTStep-based knowledge-acquisition tool.
Information entered into the knowledge-acquisition tool becomes a knowledge base of CLIPS instances. These instances are members of the classes defined in the input ontology and they form a knowledge base circumscribed by that application ontology. This knowledge base should be reusable. In particular, one should be able to build mapping objects that translate these instances into instances of concepts defined by different method ontologies.
Mapping Relations and Reuse in PROTÉGÉ-II
In PROTÉGÉ-II, a fundamental problem for the reuse of knowledge is that the domain ontology does not match the method ontology. In other words, the presentation of the domain knowledge is not the same as the requirements of the method chosen to solve the problem. This mismatch may be a semantic gap, in that some of the knowledge needed by the method is missing from the domain ontology, or it may be more of a syntactic mismatch, meaning that all the method requirements can be satisfied by the domain knowledge, but for the method to work, the information needs to be rearranged or at least renamed. Figure 5 shows an overview of the process for resolving differences between the domain and the method. When there are gaps in the domain knowledge, the developer must build an application ontology that augments the domain ontology with classes and relations required by the Figure 5 . Resolution of differences between method and domain ontologies. The mapping relations connect the method and application ontologies so that domain knowledge can be interpreted by the problem-solving method.
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Method knowledge method ontology. Resolving these knowledge gaps between method and domain may be difficult for some applications. Although PROTÉGÉ-II does not automate this task, our approach does assist the developer by forcing knowledge to be explicitly stated in ontologies, and by providing a tool for rapid construction and editing of ontologies (MAÎTRE).
When the differences between method and domain ontologies are merely syntactic, the application ontology can be the same as the domain ontology. To resolve syntactic differences, the knowledge engineer and domain expert must create a set of mapping relations. These mappings are declarative objects that specify how a particular requirement of the method ontology can be satisfied with information from the application ontology. These mappings are then sent to a mapping interpreter that translates domain knowledge to method knowledge. This translation can occur either as a pre-processing step or as a run-time process. Some method requirements can be filled before applying the method to the task, and in this case the mapping interpreter can run as a pre-processor. Other method requirements must be filled at run-time; in this case, at least some mapping relations must be applied dynamically, as the method is executing. 2 To demonstrate the ideas shown in Figure 5 , Sections 5.1 through 5.3 provide a detailed example of our approach to reuse. In this paper, we focus on the propose-and-revise problemsolving method, and on a pair of configuration problems that can be solved with this method. Section 5.1 describes this method and the method's requirements as specified by a method ontology. We apply this method to two similar tasks: a U-Haul ® equipment configuration problem 3 and an elevator configuration task (also known as the VT task, for "vertical-transportation"; see Marcus and McDermott, 1989) . In Section 5.2, we describe these problems and present a set of application ontologies. Finally, in Section 5.3 we describe the mapping relations that enable the reuse of the propose-and-revise method.
Method Ontologies
As described in Section 3, as the developer selects and configures the problem-solving method, she concurrently constructs a method ontology that specifies the data requirements of the method. For the applications described in this paper, we use the propose-and-revise method, as presented in Figure 6 . This method can be viewed as a type of state-space search, where each proposed solution is a state, and the parameters of the solution are state variables. In this paper, the method is monolithic; for simplicity, the method is not decomposable, and is treated as a single mechanism. A detailed discussion of decomposable problem-solving methods has been presented elsewhere (Tu et al., in press ). The inputs needed for propose-and-revise are (1) a set of constraints that must be satisfied, (2) a set of fixes to correct violated constraints, and (3) a set of state variables that specify the parameters of the solution and run-time inputs.
These inputs are formalized in the method ontology shown in Figure 7 . This figure is a representation of a MODEL ontology that was created with the MAÎTRE tool; for simplicity, facets and 2. For the two application tasks presented in this paper, the mapping interpreter is run as a pre-processor. 3. We have resisted the temptation to label this domain HT, for the "horizontal-transportation" task.
inherited slots are not shown. This ontology details the requirements of our method. For example, since the method needs to choose the "best" fix, there is a slot called "desirability" in the class Fixes. As seen in the method ontology, our method supports four different types of fixes, including an Upgrade-fix that is designed to upgrade a piece of equipment according to a sequence defined by the knowledge engineer.
This method ontology is a declarative, domain-independent, formal statement of the data requirements of the method. In general, it may be non-trivial to produce such an ontology for any method. However, for several reasons, this step is critical for reuse. First, forcing the method builder to declaratively state the method's data requirements may help the method become more domain independent. Second, the method ontology becomes an important index into the method library to help other knowledge engineers find appropriate methods. Finally, once the method ontology is known, it becomes the target for mapping relations: It is a specification of the classes that must be filled with information from the domain ontology, just as McDermott's (1988) knowledge roles are filled by the system builder.
Application Ontologies
To assess reuse, we need to judge how well the propose-and-revise problem-solving method can be reused over a range of different application tasks. There are two dimensions for evaluating reuse: (1) the flexibility of the object or how often reuse is possible, and (2) the payoff gained from reusing the object or how much time and effort is saved by reuse. To assess flexibility, we would need to demonstrate that our propose-and-revise method can be reused over a large range of realworld problems. Such a demonstration is beyond the scope of this paper, and is an open empirical experiment. One key to maximizing flexibility is to make the method highly decomposable, as mentioned in Section 3.
To evaluate the payoff from the reuse of the propose-and-revise method, we need to measure the overhead cost of switching from one domain to another. Specifically, Sections 5.2.1 and 5.2.2 describe two similar domains that we have mapped successfully onto the propose-and-revise method to produce running knowledge-based systems. Although we are not ready to present any quantitative measures of the overhead cost, we believe that a careful description of the steps for reuse will lead us toward more principled measures. Eventually, we plan to observe knowledge engineers solving real-world problems and to monitor and analyze their use of the PROTÉGÉ-II architecture.
The U-Haul Configuration Task
To test our ideas about method reuse, we begin with a simple domain where the process of building mapping relations for the propose-and-revise method is relatively easy. Consider the problem of computing the cost of renting equipment from a U-Haul rental center. This problem can be viewed as a simple configuration task, where the system must choose among various sizes of trucks, trailers, and hitches. There are two basic constraints: First, the capacity of the rental truck or trailer must be at least equal to the volume requested by the customer. Second, if the customer plans to rent a trailer, her vehicle must be able to tow at least as much as the gross weight of the loaded trailer. Finally, in addition to choosing an appropriate rental item, the system should compute a total bill from the length of rental, cost per day, and other purchased items such as hitches or moving boxes.
Presumably, the domain expert already has a partial or informal model for the task. For example, there may be an inventory database that contains relevant information about U-Haul equipment. The first step is to formalize this database information into an ontology, as we did in Section 2 (see Figure 3) . By itself, this ontology cannot meet the requirements of the proposeand-revise method. For example, the ontology does not include any information that can be interpreted as constraints. Therefore, the domain ontology needs to be augmented to form an application ontology that includes the inventory information. Even if there is no preexisting U-Haul database, it is important that the application ontology be based on the domain expert's view of the task. Since the knowledge-acquisition tool is built directly from the application ontology (as described in Section 4.3), this ontology must use domain-specific terms and relations so that domain experts can build the knowledge base easily. Figure 8 shows our application ontology for the U-Haul domain and the propose-and-revise problem-solving method. Since this ontology is both domain-and method-specific, we do not expect it to be reusable as a whole. Instead, parts of this ontology are borrowed from the domain ontology (the equipment subtree), whereas other classes are motivated from requirements of the method ontology. Thus, we have added the classes Rules (for constraints), Fixes, and Variables to the application ontology. These classes are not exactly the same as those in the method ontology. For example, the U-Haul domain needs only two subclasses of fixes, instead of four. Also, because rules in the U-Haul domain always have just a single fix, there is no need for the "desirability" slot for fixes as specified in the method ontology. Finally, because there are few rules in this domain, we have only a single class of rules, instead of two subclasses as in the method ontology. As we show in Section 5.3, the mapping relations allow us to make these domain-dependent modifications to the classes specified in the method ontology.
These modifications are designed to make the knowledge-acquisition tool as simple as possible for the domain expert. For different domains, there will be different modifications. Even in the same domain, different domain experts may have different models of the information in the domain. For example, another expert may want to subdivide or organize variables into "Inputs," "Outputs," and "Intermediate" variables. Likewise, a domain expert might break apart the rules class into "Constraints" that have fixes, and "CostRules" that compute the customer bill. In the Rental-equip:
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Fixes
The Elevator-Configuration Task
The elevator-configuration task (or VT task) has been described and solved with the proposeand-revise problem-solving method by Marcus, Stout, and McDermott (1988) . This task has also been chosen to be the Sisyphus-II project: a benchmark for comparing knowledge reuse efforts in the knowledge-acquisition research community. This task is considerably larger than artificial ones such as the U-Haul configuration task. The VT task includes 26 input variables, 50 fix constraints and over 150 assignment constraints.
One of our research goals is to replicate the results of Marcus and McDermott with the PROTÉGÉ-II architecture. This goal is a trivial one if the domain knowledge is represented exactly in the format of the propose-and-revise method ontology. However, this approach would require that the domain expert enter knowledge with a tool that uses the language of the method ontology, rather than the domain terms. The more realistic challenge is to allow for arbitrary representations of the domain knowledge, and then to construct mapping relations that can translate these knowledge bases into ones that can be used by the propose-and-revise method. We are currently considering three different application ontologies for the VT task: one of our own construction, one that is provided as part of the Sisyphus-II specification, 4 and one that is based on the SALT implementation (Marcus & McDermott, 1989) . Our claim is that PROTÉGÉ-II can apply the same problemsolving method to any of these representations of the VT task. Figure 9 shows our VT application ontology; for simplicity, we have omitted slot names. In this ontology, the ELVIS-Components and ELVIS-Models subtrees correspond to the equipment subtree in the U-Haul application ontology: These classes are not needed by the method ontology, but instead capture knowledge that is domain-specific. By using the domain organization of 14 "systems", PROTÉGÉ-II builds a knowledge-acquisition tool that incorporates this structure, allowing for easier knowledge acquisition and knowledge maintenance. Each system class includes slots for lists of system-specific constraints, parameters and model information. This implies that each instance of a constraint is not only classified as one of three sub-classes of ELVIS-Constraints, but is also associated with one of the 14 parts or subsystems defined by the ontology.
In the U-Haul application ontology, we needed only a single type of constraint (the Rules class); in contrast, the VT domain makes more distinctions in constraint knowledge than the method ontology does. When mapping this knowledge to the method ontology, we can simply split each instance of RangeConstraints into two instances of Fix-constraints, one for the upper and one for the lower bounds (compare Figure 9 and Figure 7 ).
Mapping Relations
Mapping relations transform knowledge from application to method ontologies. Because this transformation can vary in complexity, PROTÉGÉ-II supports a number of different types of mapping relations. In particular, for the configuration tasks and the propose-and-revise method, we use:
• Renaming mappings, where the semantics between method and application classes match, but the slot names need to be translated • Class mappings, where method slots are filled from application class definitions rather than from instances Because filling in mapping relations is a large part of the overhead cost of reuse, our challenge is to make these mappings as transparent and simple as possible. It would be a mistake to allow highly expressive, complex mapping relations. Although such mappings might allow for almost any combination of domain and method, the cost of instantiating the necessary mapping relations would rapidly approach the cost of reprogramming the system without reuse. By limiting the expressiveness of mapping relations, we limit the overhead cost, and force users to consider reuse only when the mapping relations are relatively simple. If our set of mapping relations is insufficient to connect a domain to a method, the knowledge engineer must consider alternate method or application ontologies.
In addition to restricting the complexity of mapping relations, we must make it as easy as possible to build instances of mapping relations. Thus, we are building a tool called MARBLE for guided input and editing of mapping relations. We expect that this tool will allow developers to build a wide variety of mapping relations: mappings from task to sub-method, mappings from method to domain (for interpreting the output of the method), and mappings from the application ontology to method ontology. All of these mappings must be created during the method configuration stage, since the type and number of mapping relations depend on the knowledge engineer's selection and configuration of methods and mechanisms. In Section 5.3.2 we provide an example of the use of MARBLE, but before presenting this tool, we describe the mapping relations needed for the two example problems developed here: the VT task and the U-Haul configuration task.
Mapping Relations for the U-Haul Configuration Task
We begin by looking at the simplest type of mapping relations: renaming mappings. For example, the class State-variable in the method ontology (see Figure 7) has an exact counterpart in the U-Haul application ontology: the Variables class (see Figure 8) . Figure 10 shows the mapping instance that translates instances of this application class into this method class. This type of mapping relation includes three pieces of information: (1) the application class name, (2) the analogous method class name, and (3) a table of translations from application slot name to method slot name. Although simple, this class of mapping relations is important: Because PROTÉGÉ-II builds the knowledge-acquisition tool directly from the application ontology (as described in Section 4.2), we must allow the domain expert to use domain-specific terminology, rather than the terminology of the method.
Next, consider translating from Rules in the application ontology to Assign-constraints in the method ontology. This translation needs a different type of mapping, because not every instance of the Rules class becomes an instance of the Assign-constraints class-some become Fix-constraints. 5 Thus, this mapping is conditional: In this case, the mapping relation must include a test to see whether the "variable" slot is bound in the Rules instance. If it is bound, then the mapping becomes a simple renaming mapping between Rules and Assign-constraints. If it is not bound, then the "fix" slot should be bound, and a different mapping relation is used to interpret the instance as a Fix-constraint. In general, any mapping relation may include a condition; the mapping interpreter applies the mapping only if the condition is true.
As we discussed in Section 5.2.1, the decision to collapse the two types of method constraints into one application class is somewhat arbitrary and certainly domain dependent. Now that we have defined mapping relations for these classes, we can see the effect of domain modeling decisions. The closer the application ontology is to the method ontology, the simpler the mapping relations. In this case, the overhead cost of collapsing constraints into one class is low (the addition of a conditional); in other cases, however, ontology design decisions can lead to extremely expensive mapping relations.
A more complex type of mapping is needed to extract information from the Equipment subtree of the application ontology. We cannot use a simple renaming mapping because classes in the Equipment subtree have no analogous classes in the method ontology. Instead, the information in this subtree is mapped into a number of Assign-constraints. For example, to compute the total bill, the system needs to access the "CostPerDay" slot of the Rental-equip instance that the system has selected as appropriate for the customer's needs. However, the method ontology does not include anything similar to a Rental-equip class. For the method to use this information, the developer must build a mapping relation that creates an instance of Assign-constraints from information stored in the "CostPerDay" slot. Figure 11 shows the mapping relation that allows the propose-and-revise method to use information in the Equipment subtree. This mapping object creates an instance of the Assignconstraints class for every piece of rental equipment included in the domain knowledge base. Figure 12 shows one example of the application of this mapping, where the "carTopCarrier" 5. Note that domain Rules do not become method Constraints. The Constraints class is abstract-it is used only for class organization, and the method does not require any instances of this class. Following KIF, (<identifier> x) is an accessor function retrieving the slot value of the slot named <identifier> for instance x.
instance of rental equipment is transformed into an assign constraint. At run time, this assign-constraint first checks the value of the state variable "RentalItem" to find the name of the current choice of rental equipment. If this name matches the name of an object in the knowledge base, then the constraint takes the value of the "cost-per-day" slot of that object and assigns that value to the state variable "Item.cost."
This type of mapping relation employs filters or functions that transmute the value of an application slot in some way before using that value to fill a method slot. Such filtering mapping relations may not always be easy to create. To complete the mapping from the U-Haul application ontology to the propose-and-revise method ontology, we needed eight filtering mappings to interpret knowledge about cost, capacity, gross weight, and hitch-installation cost. In the much larger VT domain, we required 56 filtering mappings to map the knowledge about elevator components into constraint knowledge for the method. ∀ x, where x is a member of the Rental-equip class, ∃ y, a member of the Assign-constraints class, such that:
(condition y) equals (eq ?RentalItem (name x) ) (expression y) equals (cost-per-day x) (name y) equals (catenate (name x) "-CostRule") (variable y) equals "?Item.cost" Figure 11 . This filtering relation maps instances of Rental-equip in the U-Haul application ontology to instances of Assign-constraints in the method ontology. Unlike renaming mappings, filtering mappings allow more complex expressions for filling slot values of the target instance y. All mappings relations are declarative objects; the instances shown in Figures 10 and 11 are instances of some class of mapping relations. In order to use this knowledge, we built a mapping interpreter-an engine that evaluates the expressions and generates the target instances (in the figures, the instance denoted by y). This mapping interpreter is domain and method independent; it depends only on the syntax and semantics of legal mapping relations as specified in our mappings ontology.
An Ontology of Mapping Relations
To apply the propose-and-revise method to the U-Haul application ontology, we needed three types of mapping relations: renaming mappings, conditional renaming mappings, and filtering mappings. Unfortunately, these mappings are not sufficient for some other types of ontology transformations. For example, in the VT application ontology, we need a class mapping relation, where the mapping creates method instances from information in the application class definition rather than from application instances. In particular, we need to generate State-variable instances from information in the DoorModels class of the VT application ontology (Figure 9 ). This mapping looks like a filtering mapping, except that it begins with "For all slots in class DoorModels, create an instance of class State-variable with ...", instead of "For all instances of DoorModels, create ...". We need this type of mapping for every subclass of the ELVIS-Components class. Class mappings are different from other mappings in that they can be applied before the domain expert has supplied any domain instances.
To constrain mapping relations, and to build an editing tool for mapping relations, we need a formal, abstract definition for all legal mapping relations. That is, we need to define an ontology for mapping relations. The best way to develop this mappings ontology is via experience with real-world reuse. Only empirical evidence can tell us what types of mapping relations are essential, and what types simply add unnecessary complexity. Figure 13 shows our preliminary ontology of mapping relations. Although additional experience may suggest that we add additional types of mappings to this ontology, it is important that the ontology remains relatively small, since mapping relations must be simple to instantiate. Our mappings ontology is also incomplete in that Figure 13 . The mappings ontology that defines the types of mapping relations currently used in PROTÉGÉ-II.
Mapping relations
Mappings:
condition domainClass methodClass mapName
Renaming: domainSlots methodSlots
Filtering: methodSlotFilters SlotFilters: domainSlots methodSlot filterExpression
ClassMaps: methodSlotFilters
we have not fully specified the languages for filters and conditions. The current system uses accessor functions defined in CLIPS code to fill these slots. Thus, the "condition" slot for the Rules to Assign-constraints mapping object (for the U-Haul domain) has the value: (slot-boundp ?domainclass variable). We cannot allow arbitrary code to be used in mapping relations: doing so would relinquish our control over the simplicity of mapping relations, and knowledge engineers could use filters to create arbitrarily complex mapping relations.
By building a mappings ontology, we can use this ontology as input to DASH, and thereby generate a knowledge-acquisition tool for the mapping relations themselves. Although the resulting tool for building mappings is not ideal (see Section 6.2), it has proved useful enough for us to use in both the U-Haul and VT tasks to enter the set of mappings required to build the complete system. Figure 14 shows this KA-tool with the simple renaming mapping instance of Figure 10 . Currently, this PROTÉGÉ-generated tool is our working prototype for MARBLE, the tool for assisting developers in the construction of mapping relation instances. MARBLE builds a knowledge base of mapping relations. Thus, its users are developers familiar with the sources and targets for Figure 14 . The KA-tool for entering mapping relations. This is generated by PROTÉGÉ-II using the ontology of Figure 12 , and is shown displaying the mapping relation described in Figure 10 . the mappings, rather than domain experts. In addition to being of practical use, this bootstrapping use of our tools provides some evidence for the value of the entire approach: it demonstrates that useful KA-tools can be constructed with the PROTÉGÉ-II methodology.
Discussion
In some ways, the specific set of mapping relations defined by the ontology in Figure 13 is not as important as the idea of mapping relations itself: the declaration of an intermediate level between a domain expert's model of the knowledge and the developer's problem-solving view of the knowledge. One can view mapping relations as mediators between domain and method. This idea is also used in the database research community, where mediators are software modules that form a buffer between the data (such as domain knowledge) and the applications (such as problem-solving methods) that want to use that data (Wiederhold, 1992) . In our view, an explicit, mediating level has a number of advantages for reuse:
• Explicit mapping relations clarify the flexibility or (inflexibility) of a method's requirements;
• By separating domain from method, mapping relations encourage the developer to consider other uses of a method or of a domain ontology;
• If the representation of the method or of the domain knowledge is revised in some way, then mapping relations clarify what parts of the entire system need to be modified;
• Mapping relations disallow any hidden inputs to the method or hidden dependencies of the method on the domain knowledge. This helps achieve the software goals of modularity and isolation.
Mappings and Knowledge Reuse
Any architecture for reuse should address the issue of mapping relations. For example, researchers in the software engineering community developing domain-specific software architectures (e.g. Hayes-Roth, 1994 and Hayes-Roth et al., 1992) have begun to recognize the necessity of such mappings or mediators. Such software architectures include a domain model (or ontology) and are designed to generate a set of related applications. In order to reuse these applications, or components of an application, mappings are needed to connect those domain models to the application or component of an application built by the reference architecture. For PROTÉGÉ-II, the ontology, the knowledge-acquisition tool, the method and a set of mappings together define a reference architecture: these are products that allow users to create a set of domain-specific applications.
In knowledge-acquisition terms, the knowledge engineer needs a way of matching the domain-independent knowledge roles of the method to a particular domain expert's model of the domain knowledge. Thus, any architecture that claims to use domain-independent methods must specify the relationship between the method's knowledge roles and the domain theory. For example, in KADS (Wielinga et al., 1989) mappings are specified as lift modules between the knowledge sources of the inference layer (the method) and the terms in the domain layer. These modules includes upward axioms and downward axioms for traversing from domain to inference layers and from inference back to domain, respectively. Lift modules also include meta-axioms that restrict the scope of the lifting rule. Schrieber (1992) provides one implementation of these formal ideas, where domain indices act as mapping relations, and specify how to fill these lift modules.
The MIKE system and the KARL formalism (Landes and Studer, 1994) are closely related to KADS, and can be viewed as one implementation of these ideas. In KARL, one can define several types of mappings or connections, including views that define upward connections from the domain layer to the inference layer, and terminators that write results of the problem-solving process downward to the domain layer. In PROTÉGÉ-II, a terminator would be a mapping that translates the output of the problem-solving method back into terms in the domain ontology. For the application tasks we have looked at to date, we have not built any such reverse mappings, but we expect that this type of mapping will be required for some methods. Such mappings would necessarily be applied at run-time, when the output of the problem-solving method is available.
In the Spark, Burn, Firefighter project, mapping relations are represented in the Active Glossary (Klinker et al., 1993) . This tool works with Spark to assist in mapping the results of a task analysis to problem-solving mechanisms; these mechanisms in turn automate some activity in the workplace. The Active Glossary uses a set of heuristics to partially automate the process of matching terms between the domain description and the terms of the mechanisms. Once the mechanisms are selected and the mapping to domain terms in the Glossary is completed, Spark passes the mechanisms to Burn for instantiation of the knowledge required to implement the automated activity. Rather than defining a formal language for specifying ontologies and mapping relations, this research effort has concentrated on building tools and heuristics to help developers instantiate mappings. Steels' KREST workbench (1992) and the DIDS system (Runkel and Birmingham, 1994) both share many features with PROTÉGÉ-II: these are systems designed to help automate the process of building knowledge-based systems, emphasizing the ideas of reuse. DIDS is able to adapt an existing problem-solving method to solve the same VT task described in this paper. However, rather than using explicit mappings, it is the responsibility of the knowledge engineer to adapt (using DIDS tools) the existing method to the new domain terminology. KREST focuses on specifying control flow and the assembly of pre-existing, relatively low-level method fragments. In this case, it is the responsibility of the knowledge engineer to connect the terminology of the domain task to the terminology of the method requirements. This process is a form of task analysis and can be an arbitrarily difficult problem. Of course, our architecture demands that the knowledge engineer instantiate the mapping relations, but we have tried to circumscribe the set of possible mapping relations, thereby limiting the difficulty of this step.
PROTÉGÉ-II's mapping relations can be seen as a special case of CYC's lifting rules (Guha and Lenat, 1990) . In Guha's work on contexts (1991), related propositions are grouped together in hierarchically-organized contexts. The rules that transfer propositions from a source context into a target context are called lifting rules. These rules are similar in spirit to the lift modules in KADS and mapping relations in PROTÉGÉ-II: They move knowledge from one environment to another, retaining appropriate semantics in the target environment.
Although the need for mapping relations has existed since researchers began developing reusable domain-independent methods, these relations have often been hidden or created ad hoc. We hope that our mappings ontology makes clear exactly what our mappings look like, and we invite other researchers to build on and correct this ontology. In addition, we have developed a working mapping interpreter that evaluates and applies mapping relations to real applications. This mapping interpreter has been critical to our progress: The ability to build and apply mappings to real applications allows us to gain experience with the entire process, and helps us discover appropriate directions for future research.
Intelligent Assistance for Building Mapping Relations
Although mapping relations (or mediators or lifting rules) seems to be well-recognized as important for knowledge transfer, to date there has been little or no work developing tools to support the construction of such mappings. Our experience with the U-Haul and VT example tasks has shown us that the construction of mapping relations can be a time-consuming and tedious process. Thus, one of our research goals is to build an intelligent mapping relation builder tool, MARBLE, that assists developers in the construction of mappings. As described in Section 5.3.2, we currently use a prototype of this tool, created by applying the PROTÉGÉ-II toolset to the mappings ontology (Figure 14) . This tool depends only on the mappings ontology: MARBLE should be of use in arbitrary domains, constructing mappings between any domain and method ontologies.
Although we used our prototype to build the mappings needed in the VT and U-Haul domain, in general, we expect MARBLE to be an "intelligent advisor" that can suggest new mappings automatically. MARBLE will make suggestions in two ways: first, it can do a static comparison of the source and target ontologies, looking for classes that might be analogous to each other. Second, it can learn a library of rules and heuristics for when and where developers have constructed mappings in the past. We hope to use a type of apprentice learning (Dent et al., 1992) where the system acquires expertise by observing developers' normal behavior as they use the MARBLE tool. The heuristics it learns should be similar to those heuristics employed by the Active Glossary (Klinker et al., 1992) . A key feature of intelligent advising is that it is only advice: the developer may ignore the suggestions if they are not appropriate for the given task domain. To be successful, MARBLE must make reasonable suggestions most of the time, but not necessarily all of the time.
The mappings ontology that we have developed is appropriate and sufficient for the configuration tasks that we have studied. Furthermore, we believe that the mapping ontology shown in Figure 13 is a good starting point toward a general task-and method-independent specification of mapping relations. However, to further codify our set of mappings, we must have more experience with real-world reuse. We chose the U-Haul configuration task because it is simple and easily scales up to larger problems such as the VT task. Because the U-Haul domain is small and has simple mapping relations, it provides a good start for the mappings ontology: The types of mappings needed for this domain are very basic. For example, it is hard to imagine that simple condi-tional renaming mappings would be too complex to warrant inclusion in our mappings ontology. We are currently implementing mapping relations for a set of three VT application ontologies, and have encountered only one type of mapping (the class mapping) that is significantly different from those needed for the U-Haul ontology (Rothenfluh et al., 1994) . By showing that mapping relations enable the reuse of the propose-and-revise method over different formulations of the VT knowledge base and the U-Haul knowledge base, we have at least a few initial data-points for measuring the overhead cost and payoff of reuse.
Mappings and the Benefit of Reuse
To evaluate the benefit of the PROTÉGÉ-II methodology, we must measure the payoff due to reuse. That is, to validate our approach, we would like to demonstrate that not only can PROTÉGÉ-II produce good knowledge-based systems, but also, it can do so with a savings in effort over conventional methods. This means that we must measure the overhead cost associated with mapping relations and reuse in PROTÉGÉ-II. In particular, given a domain and a method ontology, the reuse overhead cost is the work needed to create an application ontology and a set of instantiated mapping relations to connect that ontology to the method ontology. Thus, we should measure the effort expended as developers carry out the following subtasks:
1. Build an application ontology by augmenting the domain knowledge with information required by the selected problem-solving method. 2. Identify and characterize mismatches between application and method ontology representations. 3. Select an appropriate mapping relation from the mappings ontology, and instantiate the mapping relation with the MARBLE tool. 4. Check for consistency and correctness of these mapping relations.
At this point, the knowledge-acquisition tool can be used to acquire the knowledge in a form that is mappable to the method at no additional effort by the developer. Thus, we should compare the effort needed to carry out these steps to the effort needed to develop a solution without PROTÉGÉ-II.
Unfortunately, we cannot yet report such quantitative measures of effort saved. First, measuring software construction effort is a difficult task. Second, PROTÉGÉ-II is simply not yet mature enough for such measurements. To some degree, the tool set is still evolving, presenting a moving target for any effort at measurement. In addition, to achieve a savings in effort, we must build up a library of reusable components-problem-solving methods and domain ontologies-and make this library available for developers. We do not expect that our approach to be cost-saving for a single application: if the developer cannot reuse work from other applications, it is almost certainly easier to build a custom-tailored system than to use PROTÉGÉ-II. Although we have a good start at such a library of methods and ontologies, we would like to increase the size and breadth of our libraries before demonstrating a measurable benefit of reuse.
Although a quantitive evaluation of PROTÉGÉ-II is not yet available, there are some encouraging qualitative signs of value. First, we have seen some examples of internal value: e.g. the MARBLE prototype as a useful KA-tool built with PROTÉGÉ-II tools. Second, we are beginning to find a number of "real-world" problems (largely in the area of health care; see Tu, et al. in press) where we expect the PROTÉGÉ-II methodology to provide useful solutions. As we work in these domains, our library of reusable components will grow, and we will gain experience with different types of mapping relations. Finally, even without a measure of cost-saving, mapping relations themselves have a benefit for the reuse of problem-solving methods. Simply by making the links between domain and method explicit and separate from the method, we allow developers to more easily identify ways in which their problem-solving methods could be reused.
