A proper vertex coloring of a non oriented graph G = (V, E) is linear if the graph induced by the vertices of two color classes is a forest of
Introduction
Let G be a graph. Let V (G) be its set of vertices and E(G) its set of edges. A proper vertex coloring of G is an assignment c of integers (or labels) to the vertices of G such that c(u) = c(v) if the vertices u and v are adjacent in G. A k-coloring is a proper vertex coloring using k colors. A proper vertex coloring of a graph is linear if the graph induced by the vertices of two color classes is a forest of paths. The linear chromatic number, Λ(G), of G is the smallest integer k such that G is lineary k-colorable. Linear coloring was introduced by Yuster in [Yus98] . Using technics based on the Lovász Local Lemma, he proved:
Theorem 1 [Yus98] Let G be a graph with maximum degree ∆, then Λ(G) = O(∆ 3 2 ). A linear coloring of graph G is equivalent to an acyclic 3-frugal coloring of G: an acyclic coloring is a vertex coloring such that the graph induced by the vertices of two color classes is a forest and an 3-frugal coloring is a vertex coloring such that the graph induced by the vertices of two color classes is an induced subgraph with maximum degree 2, i.e. the neighbourhood of any vertex contains the same color at most two times. The lower bound Λ(G) ≥ ∆/2 + 1 is a consequence of the 3-frugality. This bound is reached for simple classes of graphs, such as trees. A greedy coloring of a tree using a deep-first search gives a ( ∆/2 + 1)-coloring. The linear chromatic number of the complete bipartite graph is also easy to compute:
In this paper we focus on linear choosability of graphs. This is, for which value k, any list assignement L, with |L(v)| ≥ k for all v ∈ V (G) allows a linear coloring of G. Let Λ l (G) be the smallest integer k such that G is lineary k-choosable. We prove:
Theorem 2 Let G be an outerplanar graph with maximum degree ∆, then Λ l (G) ≤ ∆ 2 + 2. Theorem 3 Let G be a graph with maximum degree ∆, then:
Let G be a graph, the maximum average degree of G, denoted by M ad(G) is:
Notice that the maximum average degree of a graph can be computed in polynomial time by using the Matroid Partitioning Algorithm due to Edmonds [Edm65, SU97] .
Theorem 4 Let G be a graph with maximum degree ∆:
Since every planar graph G with girth
, for planar graphs we obtain: Corollary 1 Let G be a planar graph with maximum degree ∆:
Observe that cycles are lineary 3-choosable; hence, we cannot remove the condition on ∆ in Theorem 4.1.
Theorem 5 Let G be a planar graph with maximum degree ∆ ≥ 9, then Λ l (G) ≤ ∆ + 26.
Theorem 6 Deciding whether a bipartite subcubic planar graph is lineary 3-colorable is an NP-complete problem.
Proof sketches
In the following, a k-vertex (resp. We color the vertices of G greedily using a deep-first search in the spanning tree. At each step of the algorithm, the vertex that we are trying to color has at most ∆/2 + 1 colors forbidden by its neighbourhood (at distance at most 2). Thus, there is at least one color in the list of the current vertex that is not forbidden, and this greedy algorithm gives a linear coloring of G given lists of size at least ∆/2 + 2.
During the process, we distinguish two types of vertices : those which do not have any brother at their left (Type 1 vertices, that can create bichromatic cycles), and the others (Type 2 vertices). Sketch of proof of Theorem 3.1 The proof is based on the method of the reducible configurations. Let G be a counterexample with minimum order. We prove that G does not contain the configurations depicted in Figure 2 , thus obtaining a contradiction. We complete the proof of Theorem 4.1 with a discharging procedure. First, we assign to each vertex v a charge ω(v) equal to its degree. We then apply the following discharging rule:
Let ω * (v) be the new charge of the vertex v after the discharging procedure. Let v be a k-vertex (with k ≥ 2, since H does not contain any 1-vertices):
• If k = 2, then ω(v) = 2 and ω * (v) = 2 + 2 × • If k = 3, then ω(v) = 3 and ω
2 since v is adjacent to at most two 2-vertices and thus gives at most 2 × 1 4 by Rule 1.
•
2 since v may be adjacent to k 2-vertices.
Then, by definition of the maximum average degree, we have :
The contradiction with M ad(H) completes the proof of Theorem 4.2.
The proof of Theorems 4.1 and 4.3 are based on the same method and on similar arguments.
Sketch of proof of Theorem 5
The proof of Theorem 5 is based on van den Heuvel and McGuinness structural lemma [vdHM03] and on the method of reducible configurations.
Sketch of proof of Theorem 6
Let us first show the existence of a special bipartite subcubic planar graph E(x, y) (see Figure 3) . The graph E(x, y) is subcubic, planar, and bipartite. Moreover, any linear 3-coloring c of E(x, y) verifies: c(x) = c(y). The proof of the NP-completeness proceeds by a reduction to the problem of 3-coloring of planar graphs, that is an NP-complete problem [GJS76] . Given an instance of this problem -a planar graph G -, we need to create a bipartite subcubic planar graph H of a size polynomial in |V (G)| such that H is lineary 3-colorable if and only if G is 3-colorable.
We construct H as follows: For all k-vertex u of G, we replace u by a binary tree T u with k leaves in H such that each edge xy of T u is replaced by E(x, y). Now, for all adjacent vertex w of u in G, we associate one leaf u w in H. Finally, for each edge uv of G, we add in H an edge linking u v and v u (see Figure 4) . Suppose now that there exists a 3-coloring of G. By applying the color of the vertex v to the root of the tree T v in H, it is easy to extend the coloring to obtain a linear 3-coloring of H (recall that if the root of T v has the color a, then every leaf of T v has the color a and given the color of the root of T , it exists a linear 3-coloring of T ). Conversely, if it exists a linear 3-coloring of H, it exists a 3-coloring of G by applying the color of the root of the tree T v in H to the vertex v in G. 
