Every year there are estimated 300000 cases of Shigella in the United States (Bennett et al., 1987, Am. J. Prev. Med. 3, 102-114). A beta-Poisson model was fit to human dose-response information on pathogenic Shigella using the Maximum Likelihood Estimation technique (Haas, 1983, Am. J. Epidemiol. 118, 573-582). Pooled and separate data sets for the Shigella species were fit to the beta-Poisson model and 95% confidence limits and regions were calculated. Shigella dysentariae and Shigella jlexneri confidence regions and limits overlapped with each other and with the pooled data set, suggesting that this model can describe Shigella in general. The pooled Shigella model as well as the upper and lower confidence limits of the three data sets showed average exposures based on the estimated U.S. caseload of pathogenic Shigella of 0.01 to 0.014 organisms (confidence limits O.OOl-0.05) for a 7-day per annum period of exposure and ranges from 0.07 to 0.1 organisms (confidence limits 0.006-0.4). for a l-day per annum period of exposure. The plausibility of the pooled dose-response model was then evaluated by comparison with two known cruise ship outbreaks. The pooled model estimated that the two outbreaks studied could have been due to ingestion of 344 (confidence limits 72-915) Shigella cells per meal and 10.5-12 (confidence limits l-44) Shigella cells per glass of water by passengers.
Introduction
Dating as far back as 1933 there have been documented cases of deaths caused by shigellosis in the United States (Ewald, 1991) . DuPont and Hornick, asserted that ingestion of only lo-100 Shigellu cells can lead to infection. Since this dosage is much lower than the estimated doses of 105, 108, and lo* estimated for probable infection by Salmonella, E. coli, and V. cholerae respectively (DuPont and Hornick, 1973 ) Shigella can easily be transmitted by person to person contact, food, and water to create adequate exposure for infection, In the United States there are an estimated 300000 cases and 600 deaths per year attributed to infection by Shigella, of which approximately 40% of these cases are due to ingestion of contaminated food or water sources (Bennett et al., 1987) .
Using techniques developed in microbial risk assessment by Haas and co-workers (Haas, 1983; Haas et al., 1993; Regli et al., 1991) , one can quantitatively analyze human dose-response data to determine acceptable levels of exposure for prevention of excessive risk to the public. From the analysis of the available dose response data available on ShigellaJlexneri and dysentariae, one can determine if there is a suitable model to develop guidelines for assessment and management of the risks due to different modes of exposure.
Data background
The data from dose-response studies involving two species and three strains of pathogenic Shigella used in this paper are shown in Table 1 . All the studies involve the use of healthy male adults. The doses and number infected in each study are indicated in Table 1 . In all there are 13 possible data points which could be used to fit a model. The Shigellu species denoted with .a 2A # # and 2A # are from the same species and strain, but the differences in notation are used for ease of separation of data results and evaluation in this paper between the two studies performed at two different dates.
Data analysis
The data were analyzed using a dose-response relationship, which describes the probability of infection, shown as Pi, as a function of the administered dose. Prior works (Haas, 1983; Haas et al., 1993; Regli et al., 1991) , have shown that the exponential and beta-Poisson models often provide a good fit for microbial dose-response data sets for water and foodborne exposures.
If the distribution of microorganisms in the administered dosage is Poisson, if one microorganism is sufficient to initiate infection, and the host-microorganism interactions are considered constant for each microorganism in any host, then the probability of infection (Pi) that could result from ingestion of a dosage d of the microorganism, is given as
where k is the number of ingested organisms that, on average, lead to an infection.
The beta-Poisson model however in most cases, provides a statistically significant improvement in fit over the exponential model. This is because, in general, there is microbial variability in infectivity and host variability in susceptibility. This model was described originally by Furumoto and Mickey (Furumoto and Mickey, 1967a,b) and applied to microbial dose-response estimation by Haas (1983) . This is given by: where 01 is a measure of the model's closeness to the Poisson(exponentia1) model and N50 is the median infective dose or dose required to infect half of the exposed population. As a approaches infinity, the Poisson model is approached. From the data sets in Table 1 , the best fit values of the parameters were found using the maximum likelihood estimation (MLE) procedure (Haas, 1983; Haas et al., 1993; Regli et al., 1991) . Each column of Table 2 shows the dose response parameter estimate values for each of the data sets for the two models. Some columns show the dose response parameter estimate values for specific strains where a specific point was removed for an acceptable fit. Also, Table 2 shows the dose response parameter estimate values when the data sets are pooled to determine whether the Shigella species could be characterized by a single dose response function.
Initial examination of the data (Figs. 1 and 2) suggested that the S. $exneri 2A # # data contained an 'outlier' at the IO7 dose level. Several additional analyses supported the hypothesis that this dose level might represent an aberrant observation. First, the contribution of this dose level to the lack-of-fit likelihood ratio statistic was the greatest of all the dose levels. Second, when a monotonic test for trend was performed (Lee, 1988) , inclusion of all data points resulted in failure to reject the null hypothesis of no trend (P = 0.057), while deletion of this dose level resulted in a statistically significant (P = 0.014) trend. Based on this analysis, the further quantification of the dose-response information was performed both including all data points, as well as excluding the lo7 dose from the S. flexneri 2.4 # # data.
When the data sets were pooled together, the combined data sets did not provide a statistically significant fit to the models(P 2 0.05). However, removal of the lo7 dose from the S. JIexneri 2A # # data set resulted in a statistically significant fit to the dose-response models (P 2 0.05). In later statistical comparisons between the pooled and separated models only the results from the separated data sets with the outlier dose removed were used.
In most cases the beta-Poisson model fit the data, while the exponential model did not fit at all, even when certain doses where removed. Table 3 shows the significance in improvement from the exponential to the beta-Poisson model. The test for improvement was done by comparing two times the difference in the log-likelihood values to the chi-squared statistic for one degree of freedom since the number of parameters in the dose-response models increases by one from exponential to beta-Poisson. If the difference was more than the chi-squared statistic (P 5 0.05) then the beta-Poisson model showed a statistically significant improvement in fit. Table 4 also performs a test for improvement, but this is for improvement in fit by pooling the Shigella data versus the data fitted separately for each Shigella species. In this test the 2 In L values for the three separate Shigella species were summed and subtracted from the 2 In L value for the pooled Shigella data. Then to determine whether there was a statistically significant improvement, the delta 2 In L value was compared to the chi-squared statistic for four degrees of freedom. If the difference was less than the chi-squared statistic (P 2 0.05) then the pooled Shigdu data fit was statistically indistinguishable from the separate Shigdu species fit. The value of PO was greater than 0.05, with a value of 0.1452. Therefore the null hypothesis that the data sets are indistinguishable cannot be rejected. The 95% upper and lower likelihood-based confidence limits for the pooled model for Shigella and the individual Shigella species predicted infectivity curves are shown in Fig. 2 , from this graph one can see that the pooled Shigella model definitely overlaps the other Shigella species predicted infectivity curves except for the 2A# # strain. However, the 2A # # strain 95% upper confidence limit was found to equal one, creating an overlap to some extent between the 2A # # and pooled models. These overlaps confirmed the adequacy of the pooled Shigella model to determine a representable predicted infectivity. If the highest 95% upper confidence limit (in our case Pan M-131) and lowest 95% lower confidence limit (in our case 2A# # ) of the data sets are plotted as shown in Fig. 2 , and the upper confidence limit of 2A# # is excluded, the pooled Shigella model infectivity curves are contained within these boundaries again confirming the adequacy of the pooled Shigella model to determine a representable predicted infectivity. If the 95% confidence regions are determined and plotted for the acceptable models for each data set and the pooled data sets as shown in Fig. 3 , some interesting observations can be made. The Shigella pooled model confidence region overlaps all of the other data set confidence regions and encompasses the best fit parameter of the data set. for Shigellu 2A # . The considerable overlap in the confidence regions, shows that the fitting technique used is fairly robust to the removal of the outliers from the pooled data set. The pooled Shigella confidence region is fairly small when compared to the other Shigella species confidence regions plotted in Fig. 3 and when ranges of N50 are compared in Table  5 . This is expected because an increased number of observations will decrease the estimated variance. The upper confidence limit in the range of alpha does not go past 1.5 and the lower confidence limit goes substantially below an alpha of 1, indicating that there is a deviation in the data from the exponential model. The uncertainty in the estimation of alpha for the pooled model is about a factor of three and N50 is about a factor of eight. Also, in Fig. 3 one can see that the confidence region for 2A# # is open to the left, meaning that a median infective dose could be much less than 10 organisms indicated by Dupont and Hornick (DuPont and Hornick, 1973 ). 
Discussion
Based on an estimated 300000 annual cases in the U.S. for Shigella and a range of 30% to 40% due to foodbome and waterborne infections and assuming that the entire U.S. population of 250 million people is at risk uniformly throughout an entire year, this would create an average individual daily risk ranging from 9.9 x 10 ~ ' to I .3 x 10 -6. Using the dose-response relationship from the pooled Shigellu model shown in Fig. 4 , the average daily exposure would be 2 x 1O-4 and 3 x 10 -4 organisms for the minimum and maximum, with a range of 1.8 x 10 -5 to 1 x 10 -3 organisms (see Tables 6 and 7 for risk ranges and values). Since some cases of outbreaks in literature have occurred at annual local events such as picnics, swimming, and concerts, or at a vacation spot or a cruise (Rosenberg et al., 1976; Black et al., 1978; Makintubee et al., 1987; Spitka et al., 1987; Sorvillo et al., 1988; Reeve et al., 1989; Blostein, 1991; Lee et al., 1991; Lew et al., 1991) , it is plausible to assume that exposure may occur only sporadically, e.g. for 7 days out of the year, with the risk on the other days being zero. The daily risk then determined over this seven day period is between 5.1 x 10 ~ 5 to 6.9 x lo-' for the 30% to Table I C.S. Crockett et al. / Int. J. Food Microbiology 30 (1996) "This dose range represents the highest or lowest dose obtained using the highest or lowest 95% confidence limit that any separate data set provided.
40% range of estimated cases. Using the pooled Shigellu model in Fig. 4 , this would correspond to an average exposure of 0.01 to 0.014 organisms, with a range of 0.001 to 0.05 organisms. Looking at Fig. 5 again, using the highest upper confidence limit and lowest lower confidence limit mentioned earlier, the average exposure ranges between 8 x 10e6 to 11.5 organisms. If the assumption of a nonconstant exposure is pursued further, and it is assumed that the risk occurs only once a year ranging from 3.6 x 10e4 to 4.8 x 10p4, then our pooled shigella model in Fig. 4 gives us an average exposure between 0.07 to 0.1 organisms, with a range of 0.006 to 0.4 organisms. When the highest upper confidence limit and lowest lower confidence limit is used in Fig. 5 , the average exposure ranges between 5.7 x 10 -' to 81 organisms. These results for the pooled Shigellu model are consistent with prior statements that it only takes ingestion of 1 Shigella cell to cause infection (DuPont and Hornick, 1973) .
Since Shigella sonnei and ShigellaJEexneri are considered as the two main species of Shigellu responsible for outbreaks (DuPont et al., 1969) , the assumption that Shigellaflexneri or a combination of Shigellaflexneri and dysentariae is as or more infective may not be true. However, the data presented here shows an overlap in the Shigella dysentariae and Shigellajexneri confidence regions and limits as well as the acceptable fit of the pooled data set. This suggests that more than one species of Shigella can be pooled to give an accurate prediction for Shigella in general. As more dose-response data becomes available for different Shigellu species, the validity of this suggestion will be determined.
The plausibility of the dose-response models can also be examined by evaluating the estimated doses required to cause reported outbreaks. The outbreaks chosen for evaluation are from cruise ships, because the population exposed, duration of exposure, the attack rate, and the mode of transmission was known and believed to be fairly accurate. Table 8 shows the details of two recent cruise ship outbreaks for suspected foodborne and waterborne modes of transmission (Anderson, 1994 ; US Centers for Disease Control and Prevention, Pers. Commun.). When the attack rates were recalculated to represent the response for one day of the exposure period and input into the pooled dose response model, the dose required for infection can then be determined. In the case of the waterborne outbreak, a background level of risk was reported and the number of glasses resulting in the observed attack rates fit the exponential model. The upper and lower doses from the pooled model for one day responses were then divided by the corresponding number of glasses determined by the exponential model. The result was an upper and lower estimate of the required dose per glass of water ingested to cause the outbreak. In the case of the foodborne outbreak, one meal was the suspected mode of transmission, so no readjustment for multiple exposure or background levels were used.
As shown in Table 8 the dose estimated per meal or glass of water by the pooled model was definitely plausible considering the suspected infectivity of ShigeIla and lends to the credibility of the pooled model. It should be noted however, that our calculations did not take into account possible person to person transmission during the period after initial exposure due to lack of information.
Conclusion
The beta-Poisson model can be used to describe the risk associated with exposure to pathogenic Shigella. The beta-Poisson model consistently fit each of the data sets studied. The data presented shows an overlap in the Shigella dysentariae and Shigella flexneri confidence regions and limits as well as the acceptable fit of the pooled data set, which suggest that this pooled model can be used to describe Shigella in general. When the pooled Shigella model is statistically tested for difference from the separate species models, it is found to be statistically indistinguishable (P, 2 0.05), suggesting adequacy of the pooled Shigella model to represent the separate Shigella species for risk and exposure predictions. The pooled Shigella model shows that the average exposures based on the estimated U.S. caseload of pathogenic Shigella are lower than the estimated range of lo-100 Shigella cells previously believed to cause infection (DuPont and Hornick, 1973) . The average exposure range based on U.S. caseload risk using the pooled Shigella data set and a beta-Poisson distribution was 0.01 to 0.014 organisms (confidence limits 0.001-0.05) for a 7-day per annum period of exposure and ranges from 0.07 to 0.1 organisms (confidence limits 0.006-0.4) for a l-day per annum period of exposure. Application of the pooled model to two recent cruise ship outbreaks also gave reasonable estimates of the doses required to cause infection, lending to the credibility of the model.
