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Abstract
We prove Fraenkel’s conjecture for the special case of symmetric words, and show that this proof implies the conjecture of Brauner
and Crama [Facts and questions about the maximum deviation just-in-time scheduling problem, Discrete Appl. Math. 134 (2004)
25–50] concerning instances of the just-in-time sequencing problem with maximum deviation B∗ < 12 .
© 2007 Elsevier B.V. All rights reserved.
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1. Just-in-time scheduling and balanced words
Given n positive integers d1 · · · dn, deﬁne D = ∑ni=1di and ri = di/D. Consider the following optimization
problem referred to as the maximum deviation just-in-time sequencing (MDJIT) problem:
B∗ = min max
i,k
|xi,k − kri |
Subject to
xi,kxi,k+1 for i = 1, . . . , n and k = 1, . . . , D − 1,
n∑
i=1
xi,k = k for k = 1, . . . , D,
xi,k non-negative integers for i = 1, . . . , n and k = 1, . . . , D.
In this framework, the problemhas the following practical interpretation. LetD items be sequenced on a single processor.
Each item requires one unit of time to be produced. There are n different types of items with demand di for items of
type i. The variable xi,k represents the number of items of type i produced in time slots [1, k], or the actual production
level for type i. The product kri represents the ideal level for type i after the ﬁrst k time slots, and it can also be looked
at as the equation of a straight line with the slope ri and k being limited to integers in the interval [1,D]. The goal is
to keep the actual levels as close as possible to the ideal levels, represented by the straight lines, simultaneously for all
item types and all k in the interval [1,D].
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This maximum deviation just-in-time sequencing problem was introduced and studied in the context of just-in-time
car production systems, where the processor represents a mixed-model assembly line, and the di’s are the quantity of
each type of car to be produced, seeMonden [5]. However, its applications extend tomultiprocessor and communication
networks where one looks for an optimal routing in queuing networks, see Altman et al. [1]. We refer the reader to
Kubiak and Sethi [4] and Steiner andYeomans [7] for efﬁcient algorithms for just-in-time sequencing problems.
Brauner and Crama [2] studied those instances of the MDJIT problem for which there exists a sequence with
maximum deviation less than 12 . They called standard, the instances of the MDJIT problem which are positive inte-
ger vectors (d1, d2, . . . , dn) such that d1 · · · dn and gcd(d1, d2, . . . , dn) = 1. Their investigation led them to the
following conjecture.
Small deviations conjecture. For n3, a standard instance (d1, d2, . . . , dn) of the MDJIT problem has optimal value
B∗ < 12 if and only if di = 2i−1 for i = 1, . . . , n.
The small deviations conjecture essentially claims that, for each number n3 of item types, there is only one instance
for which B∗ < 12 . For n = 2, one has B∗ < 12 if and only if d1 + d2 is odd, see Brauner and Crama [2].
Another equivalent version of the small deviations conjecture has been formulated: observe that |xi,k − kri |< 12
implies xi,k = [kri], where [x] is the rounding of x to the closest integer. Consequently, Brauner and Crama [2]
formulate the following conjecture.
An equivalent conjecture. Let r1 · · · rn be n3 rational numbers. Then∑ni=1[kri]= k for every integer k if and
only if ri = 2i−1/(2n − 1) for i = 1, . . . , n.
A proof of the small deviations conjecture, based on geometric arguments has been given in [3].We provide a shorter
proof relying on the observation in Proposition 2 that this Conjecture is a symmetric form of Fraenkel’s conjecture
which concerns covers of the integers with Beatty sequences. Balanced words are a central concept in our proof, and
Fraenkel’s conjecture can also be stated in terms of balanced words [10,1]. We refer the reader to [9] for an excellent
introduction to Fraenkel’s conjecture, balanced words and Beatty sequences.
Deﬁnition 1 (Balanced Word). A balanced word on an alphabet {v1, v2, . . . , vn} is an inﬁnite sequence = (s1s2 . . .)
such that
(1) sj ∈ {v1, v2, . . . , vn} for all j ∈ N, and
(2) if 1 and 2 are two subsequences (subwords) consisting of t consecutive elements of  (t ∈ N), then the number
of occurrences of the letter vi in 1 and 2 differs by at most 1, for all i = 1, . . . , n.
For a ﬁnite word S on alphabet {v1, v2, . . . , vn}, let us denote by |S| the length of S and by |S|i the number of
occurrences of the letter vi in S. Also let us deﬁne the density ri of the letter vi in S as the fraction ri = |S|i/|S|.
Obviously, r1 + · · · + rn = 1. We assume r1 · · · rn. For a ﬁnite word S, let S∗ = (SS . . .) be the inﬁnite repetition
of S. An inﬁnite word W is called periodic if W = S∗ for some ﬁnite word S. A ﬁnite word S is called symmetric if
S = SR , where SR is a mirror reﬂection of S. An inﬁnite and periodic word W is called symmetric if W = S∗ for some
ﬁnite and symmetric word S.
The following proposition establishes the link between the small deviations conjecture and symmetric balanced
words. For i = 1, . . . , n and k = 1, . . . , D, let xi,k be a solution of the MDJIT problem with maximum deviation
B∗ < 12 . This solution generates a ﬁnite word S = s1 . . . sD on {v1, v2, . . . , vn} as follows: sk = vj if and only if
xj,k+1 − xj,k = 1, for k = 1, . . . , D − 1 and j = 1, . . . , n.
Proposition 2. Let di, i = 1, . . . , n be an instance of the MDJIT problem for which there is a sequence S with B∗ < 12 .
Then, S generates a periodic word S∗ = (SS . . .) with rates d1/D, . . . , dn/D which is symmetric and balanced.
Proof. S∗ is periodic by deﬁnition.
If B∗ < 12 , then xi,k = [kri]. This claim holds since there is at most one integer in the interval ]kri − 12 , kri + 12 [,
and xi,k must be this integer. Moreover, xi,k ∈]kri − 12 , kri + 12 [ excludes the possibility for the fractional part of kri
to be 12 , therefore [−kri] = −[kri].
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S∗ is balanced as observed in Proposition 8 of [2]. This claim can also be derived by observing that item i must be
produced at instants k for which [(k − 1)ri]< [kri]. The sequence of these k’s is exactly {r−1i (k − 12 )}k∈N and thus,
as shown in [9], it is a balanced sequence. It is worth noticing that it is the sequence of ideal positions deﬁned in [4].
Finally, the symmetry can be derived as follows:
xi,D−k − xi,D−k−1 = [(D − k)ri] − [(D − k − 1)ri]
= di − [kri] − di + [(k + 1)ri]
= [(k + 1)ri] − [kri]
= xi,k+1 − xi,k. 
Tijdeman [10] and Altman et al. [1] show that Fraenkel’s conjecture is equivalent to the following:
Fraenkel’s conjecture for balanced words. There exists a balanced word on n3 letters with densities r1 <r2 < · · ·
<rn if and only if ri = 2i−1/(2n − 1).
For n = 2, the equality r1 + r2 = 1 is a necessary and sufﬁcient condition for the existence of a balanced word (see
[9] for further details and references). For n> 2, the demands di = 2i−1 for i = 1, . . . , n and n> 2, result in a solution
to the MDJIT problem which gives a periodic, symmetric and balanced word [2].
In this paper, we shall prove that Fraenkel’s conjecture restricted to periodic, symmetric and balanced words holds
true, and consequently, that the small deviations conjecture (proved in [3]) holds true.
Theorem 3 (Fraenkel’s symmetric case). There exists a periodic, symmetric and balanced word on n3 letters with
densities r1r2 · · · rn, if and only if the densities verify ri = 2i−1/(2n − 1).
In fact, symmetry and balancedness imply that the densities are all different. Therefore, Theorem 3 is a special case
of Fraenkel’s Conjecture. The challenging problem in Fraenkel’s Conjecture and Theorem 3 is to prove the necessity
since it is straightforward to construct a periodic, balanced word with the densities ri = 2i−1/(2n − 1). Indeed for
n = 3, such a word, called Fraenkel’s sequence is “cbcacbc”. Then, given a Fraenkel’s sequence S for n3 letters, ﬁx
a new letter and insert it between every consecutive letters of S as well as at the beginning and the end of S to obtain a
Fraenkel’s sequence for n + 1 letters. For n = 4, this procedure yields “dcdbdcdadcdbdcd”.
There are two key observations we make in the proof of Theorem 3. One is, see Lemma 4, that in a symmetric and
balanced word rn > 12 . We notice here that Fraenkel’s conjecture has not yet been proved assuming rn > 12 , it has only
been shown for rn 23 by Simpson [6]. The other is, see Lemma 7, that in a symmetric and balanced word the two most
frequent letters vn and vn−1 occur in the subword vn−1vnvnvn−1.
2. Proof of the symmetric case of Fraenkel’s conjecture
This section presents a proof of the symmetric case of Fraenkel’s conjecture and, by Proposition 2, provides a proof
of the small deviations conjecture.
Lemma 4. In a symmetric, periodic and balanced word S∗ every pair of consecutive letters contains at least one vn
and moreover rn > 12 .
Proof. In a symmetric word S = s1 . . . sm, we have s1 = sm = x for some letter x. So, SS and therefore S∗, induce
a subword sms1 = xx. Consequently, since S∗ is balanced, every consecutive pair of letters in S contains an x. Thus,
rx 12 . However, S both starts and ends with an x. Therefore, rx
1
2 + 1/2|S|> 12 , and thus x = vn, which proves the
lemma. 
The following lemma is implicit in [1] and will be used in the proof of Lemma 6.
Lemma 5. Let x be an arbitrary letter of a balanced word W. Let T and U be any two subwords starting and ending
with a non-x and both containing the same number k of non-x’s. Then, the difference between the number of x’s in T
and U is at most one.
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Proof. By contradiction. Letm2 be the number of x’s inT andm−t their number in U, where t2. Then, |T |=k+m
and |U |=k+m− t . Let us delete the ﬁrst and last letters of T, and extend U by adding to it t −2 letters that immediately
follow U in W. As a result, we get two words of length k + m − 2, where one still contains m letters x, and the other at
most m − t + t − 2 = m − 2 letters x. This leads to a contradiction since W is balanced. Thus, t1, which proves the
lemma. 
Lemma 6 (Altman et al. [1, Proposition 2.29]). Consider a periodic and balanced word W = S∗ with densities
ri, i = 1, . . . , n. Assume that letter vn has density rn 12 . Then, the word W ′ = S
′∗ obtained by deletion of all letters
vn from W is also balanced. The density of letter i in W ′ is given by r ′i = ri/(1 − rn).
Proof. Let T and U be subwords of W beginning and ending with non-vn such that the deletion of all vn’s from these
subwords generates subwords T ′ and U ′ of W ′ of the same length. By Lemma 5, the difference between the number
of vn in T and U is at most 1. If it is 1, then extend the shorter word by adding the letter that immediately follows this
word in W. By Lemma 4, this letter must be vn. We thus get two subwords of W, say U ′′ and T ′′, of the same length.
Now, for any letter x = vn, we observe that x occurs the same number of times in T ′ (resp. U ′) as it does in T ′′ (resp.
U ′′). Since W is balanced, the number of occurrences of x in U ′′ and T ′′ differ by at most 1, which proves that W ′ is
balanced. Finally, by deﬁnition of density, we have
r ′i =
|S|i
|S| − |S|n =
ri
1 − rn ,
which ends the proof. 
Tijdeman [10] strengthened the result in Lemma 6 by replacing “rn 12 ” by “rn 13” in it. However, Lemma 6 is
sufﬁcient for our proof of Theorem 3. Our second key observation is given in the following lemma.
Lemma 7. Let S∗ be a symmetric, periodic and balanced word on n3 letters. Then, vn−1vnvnvn−1 is a subword of
S∗ and it is the only one of the form vivknvi , for k0 and arbitrary i, in S∗.
Proof. Consider a sequence of k0 consecutive vn’s surrounded by two vi = vn:
S∗ = . . . vi vn . . . vn︸ ︷︷ ︸
k
vi . . . (1)
First, observe that such a subword always exists, being the concatenation of the preﬁx and the sufﬁx of S. By Lemma
4, any sequence of two consecutive letters contains a vn. Hence k > 0. If k = 1, then consider a letter x = vn, vi of S∗
(x exists because n3). Again by Lemma 4, S∗ would contain the subword vivnvi as well as the subword vnxvn, and
thus it would not be balanced for letter vi . Hence, we have k2.
In view of (1), and since S∗ is balanced, there are at least (k − 1) vn’s in every subword of k letters. Therefore, any
letter x = vn, x = vi must be preﬁxed and sufﬁxed by k − 1 vn’s, that is,
S∗ = . . . vn . . . vn︸ ︷︷ ︸
k−1
x vn . . . vn︸ ︷︷ ︸
k−1
. . . (2)
On the one hand, (1) implies that every sequence of k + 2 consecutive letters contains at least one vi . On the other
hand, (2) implies that there is a sequence of (k − 1) + 1 + (k − 1) letters without vi . Therefore,
2k − 1<k + 2
and consequently k2. This implies ri 14 , moreover, by Lemma 4, we have rn >
1
2 . Since the densities sum up
to 1, then any density different from rn and ri must be strictly less than 14 . Therefore, i = n − 1, which proves
the lemma. 
We are now ready to prove Theorem 3 by induction on n.
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Proof of the theorem. Let IH(n) be the following claim.
IH(n): Every periodic, symmetric and balanced word with n3 letters has densities ri = 2i−1/(2n − 1).
• IH(3) holds as proved in [8]. However, to make our proof of Theorem 3 self-contained we prove IH(3) using Lemmas
4 and 7. Let S∗ be a symmetric and balanced word on three letters, for simplicity let us denote v1 = a, v2 = b and
v3 = c. We will repeatedly use Lemmas 4 and 7 in the following way: Claim 1: Every sequence of two letters must
contain c.
Claim 2: Every sequence of four letters must contain b.
By Lemma 7, bccb occurs in S∗. Every bccb is contained in cbccbc (use claim 1), combined with balancedness,
this implies
Claim 3: Every sequence of six letters contains at most one a.
Now, a occurs in S∗, and every a is contained in cbcacbc (use claims 1, 2 and claim 1 again). The presence of
cac implies
Claim 4: Every sequence of three letters contains at most one b.
The presence of bcacb implies
Claim 5: Every sequence of ﬁve letters contains at most three c.
The presence of acb implies
Claim 6: Every sequence of three letters contains at most two c.
Every a is followed by acbc which is contained in acbccbc (use claims 3, 4, claims 3, 6 and claim 1). Then comes
an a (use claims 4, 5). So, ﬁnally, S∗ = acbccbc∗ = cbcacbc∗.
• Assume that IH(n − 1) holds, and consider a symmetric and balanced word S∗ on n letters. By Lemma 4, rn > 12 .
By Lemma 6, S ′∗ obtained from S∗ by deletion of all occurrences of vn is balanced. Obviously, S
′∗ is also periodic
and symmetric, that is, a Fraenkel’s sequence by IH(n − 1). To complete the induction we now show that there are
exactly two vn between any two consecutive vn−1 in S∗. By Lemma 7, every subword of S∗ of four letters must
contain vn−1. Thus, between any two consecutive vn−1 in S∗ there are at most three letters. By Lemma 4, vn−1vn−1
is forbidden in S∗, and moreover if vn−1xvn−1 is a subword of S∗ for some letter x, then x =vn. However, by Lemma
7, vn−1vnvn−1 is also forbidden in S∗. Consequently, between any two consecutive vn−1 letters in S∗ there are either
two or three other letters. Since, again by Lemma 4, any subword of S∗ of two letters must contain a vn, then we
have either vnvn or vnxvn, for some letter x, between any two consecutivevn−1’s in S∗, that is either
vn−1vnvnvn−1 or vn−1vnxvnvn−1.
Since Lemma 7 implies x = vn, vn−1, then there are exactly two vn’s between any two consecutive vn−1’s in S∗ and
hence |S| = |S′| + 2|S′|n−1 and rn = 2rn−1. Finally, using IH(n − 1), we have
ri = r ′i
|S′|
|S| = r
′
i
( |S′|
|S′| + 2|S′|n−1
)
= r ′i
1
1 + 2r ′n−1
= 2
i−1
2n−1 − 1
1
1 + 2 2
n−2
2n−1 − 1
= 2
i−1
2n − 1 ,
where r ′i = |S|i/|S′| is the density of vi in S′, for i = 1, . . . , n− 1, and rn = 2rn−1 = 2n−1/(2n − 1) which concludes
the induction and proves the theorem. 
It is worth observing that our proof of Theorem 3 does not require that all ratios are different, therefore Fraenkel’s
symmetric case can in fact be formulated without this assumption. Notice that the small deviations conjecture does not
require that all demands are different either.
3. Conclusions
Though we still seem to be far away from proving Fraenkel’s conjecture, we may now conjecture that all balanced
and periodic words with distinct rates are symmetric as well. If this conjecture holds, then so does Fraenkel’s conjecture,
which follows immediately from the main result of this paper.As noticed in [1,9], another promising direction to follow
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is to prove that rn > 12 in any balanced word with distinct rates, which though not equivalent to Fraenkel’s conjecture
itself, may provide an interesting insight to it.
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