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Abstract
In this paper we prove the existence and uniqueness theorem, comparison theorem of a
class of anticipated mean-field backward stochastic differential equations with jumps.
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1 Introduction
Stochastic delay differential equations (SDDEs) can be met frequently in the fields of Finance,
Economics and Physics. Recently, stochastic optimal control problems for SDDEs have attracted
an increasing attention. We refer to Chen, Huang [7], Chen, Wu [8], Elsanosi, φksendal, Sulem
[9], Guatteri, Masiero [11] for the maximum principle, and refer to Fuhrman, Masiero, Tessitore
[10], Gozzi, Masiero [12], [13] for the dynamic programming principle and the probability in-
terpretation of related Hamilton-Jacobi-Bellmam equations. As we know, when adopting dual
method to investigate the necessary conditions of optimality for control systems with delay, the
dual equations of the first-order variational equations are anticipated backward stochastic dif-
ferential equations (BSDEs), which were first considered by Peng and Yang [18] in 2009. Later,
many scholars dedicated themselves to studying this kind of equations, such as Yang, Elliot [19],
Lu, Ren [17].
On the other hand, mean-field BSDEs as the limit state of characterizing the asymptotic
behavior of large stochastic particle systems with mean-field interaction when the size of the sys-
tem becomes very large, have also received a lot of attentions, for example, Buckdahn, Djehiche,
Li, Peng [2], Buckdahn, Li, Peng [3]. In particular, a recent series of works of Lions [16] (or see
the note edited by Cardaliaguet [5]) gave a huge impulse to investigate the general mean-field
BSDEs, that is, the coefficients depending on the law of the solution, not the expectation, see
Buckdahn, Li, Peng, Rainer [4], Hao, Li [14], Li [15], Agram [1] and so on.
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In this paper we are interested in the following general anticipated mean-field BSDE with
jumps: 

−dYt = f(t, Yt, Zt,
∫
G
Kt(e)l(e)λ(de), At , Bt, Ct, At, Bt, Ct, PΠt)dt
− ZtdWt −
∫
G
Kt(e)Nλ(de, dt),
Yt = ϕt, Zt = φt, Kt = ψt(·), t ∈ [T, T +M ],
(1.1)
where
At = Yt+δ1(t), Bt = Zt+δ2(t), Ct =
∫
G
Kt+δ3(t)(e)l(e)λ(de),
At =
∫ δ1(t)
0
e−ρsYt+sds, Bt =
∫ δ2(t)
0
e−ρsZt+sds,
Ct =
∫ δ3(t)
0
e−ρs
∫
G
Kt+s(e)l(e)λ(de)ds, ρ > 0, Πt = (Yt, Zt,
∫
G
Kt(e)l(e)λ(de)),
ϕ, φ, ψ are given functions on [T, T + M ], W is a d-dimensional Brownian motion, Nλ is
a Poisson martingale measure, Pξ = P ◦ ξ
−1 is the law (or, called distribution) of random
variable ξ ∈ L2(Ω,F , P ), the mapping l(·) : G → R satisfies for some given constant C > 0,
0 < l(e) ≤ C(1∧|e|). Here At and At can be regarded as the counterparts of the one point delay
and the average delay in the corresponding mean-field SDDE with jumps. We may call them
the one point anticipated term and the average anticipated term, respectively. Bt, Bt, Ct, Ct can
be understood similarly. We proved the existence and uniqueness theorem, comparison theorem
for one-dimensional anticipated mean-field BSDEs with jumps.
The motivation comes on the one hand from the rapid development of the theory of mean-
field BSDEs, on the other hand from the necessary of studying the optimal control problems
driven by mean-field SDDEs with jumps or anticipated mean-field BSDEs with jumps.
Compared with the spermic work of Peng and Yang [18], the potential obstacle of this paper
lies in involving the mean-field term and jump term, which means that we need more subtle
calculation, see the proof of Lemma 4.1.
This paper is organized as follows. In Section 2, we recall the notion of the derivative in
the Wasserstein space and some usual functional spaces. Section 3 is devoted to showing the
existence and uniqueness theorem. Comparison theorem is supplied in Section 4.
2 Preliminaries
The differentiability of a function defined on P2(R
d) and some usual spaces are introduced in
this section.
2.1 Derivative in the Wasserstein Space
Let P2(R
d) be the space of all the probability measures on (Rd,B(Rd)) with finite second-order
moment, which is endowed with the 2-Wasserstein’s distance W2:
W2(ν1, ν2) := inf
{( ∫
R2d
|a1 − a2|
2π(a1, a2)
) 1
2 , π ∈ P2(R
2d) with marginals ν1 and ν2
}
.
By < ·, · > we denote the “dual product” on L2(F ;Rd), and by δθ the Direc measure at θ.
Let us now recall the notion of the differentiability of a function ϕ : P2(R
d) → R in ν ∈
P2(R
d). Let (Ω,F , P ) be a “rich enough” space, i.e., for each ν ∈ P2(R
d), there exists a random
variable ξ ∈ L2(F ;Rd) such that ν = Pξ.
2
Definition 2.1 (see [16]) For ξ0 ∈ L
2(F ;Rd), we call the function ϕ : P2(R
d)→ R is differen-
tiable at Pξ0 , if the “lifted” function ϕ
#(ξ) := ϕ(Pξ), ∀ξ ∈ L
2(F ;Rd) is differentiable at ξ0 in
Fre´chet sense.
This means that there exists a continuous linear mapping Dϕ#(ξ0) : L
2(F ;Rd) → R such that
for ζ ∈ L2(F ;Rd),
ϕ#(ξ0 + ζ)− ϕ
#(ξ0) = Dϕ
#(ξ0)(ζ) + o(||ζ||L2). (2.1)
Riesz’ Representation Theorem allows to show that there exists an η0 ∈ L
2(F ;Rd) such that
Dϕ#(ξ0)(ζ) =< η0, ζ > .
In [5] Cardaliaguet proved the existence of a Borel measure function h depending on the law
of ξ0, not on the random variable ξ0 itself, such that η0 = h(ξ0). Consequently, (2.1) can be
described as
ϕ(Pξ0+ζ)− ϕ(Pξ0) =< h(ξ0), ζ > +o(||ζ||L2), ζ ∈ L
2(F ;Rd). (2.2)
We call ∂νϕ(Pξ0 ; a) = h(a), a ∈ R
d, the derivative of ϕ : P2(R
d) → R at Pξ0 . It is easy to see
Dϕ#(ξ0) = h(ξ0) = ∂νϕ(Pξ0 ; ξ0).
In this paper for convenience we assume all the functions ϕ# : L2(F ;Rd) → R are Fre´chet
differential over the whole space L2(F ;Rd), which naturally guarantees the corresponding func-
tions ϕ : P2(R
d)→ R are differentiable in all probability measures of P2(R
d). Note that in this
situation ∂νϕ(Pξ ; a), ξ ∈ L
2(F ;Rd), a ∈ Rd is Pξ(da)-a.e., and moreover, from Lemma 3.2 in
[6], if there exists a constant K > 0 such that for ξ1, ξ2 ∈ L
2(F ;Rd),
E|∂νϕ(Pξ1 ; ξ1)− ∂νϕ(Pξ2 ; ξ2)|
2 ≤ K2E|ξ1 − ξ2|
2,
then for all ξ ∈ L2(F ;Rd), there is a Pξ-version of ∂νϕ(Pξ ; ·) : R
d → Rd such that
|∂νϕ(Pξ ; a)− ∂νϕ(Pξ ; a
′)| ≤ K|a− a′|, for a, a′ ∈ Rd.
2.2 Functional spaces
Let T be a given time horizon and let (Ω,F , P ;F = (Ft)t∈[0,T ]) be a completed filtered probability
space on which is defined a d-dimensional Brownian motion W . Let G ⊆ R be a nonempty open
set, equipped with its Borel σ-algebra B(G), and λ be a σ-finite Le´vy measure on (G,B(G)),
i.e., λ satisfying
∫
G
(1 ∧ |e|)λ(de) < +∞. Let N be a Poisson random measure on [0, T ] ×
G independent of the Brownian motion W , with compensator µ(de, dt) = λ(de)dt such that{
Nλ((s, t]×B) = (N − µ)((s, t]×B), s ≤ t, B ∈ B(G) with λ(B) < +∞
}
is a martingale. By
Po we denote the σ-field of F-predictable subsets of Ω× [0, T ].
F = {Ft}t∈[0,T ] is the natural filtration generated by the Brownian motion W and Poisson
random measure N , augmented with an independent σ-algebra Go ⊂ F , that is,
o
F t = σ
{
Ws, N([0, s] ×A)
∣∣ s ≤ t, A ∈ B(G)},
Ft : =
⋂
s:s>t
o
Fs ∨G
o ∨ NP , t ∈ [0, T ],
where NP is the set of all P -null subsets, and G
o ⊂ F has the following properties:
i) G0 is independent of the Brownian motion W and the Poisson random measure N ;
ii) G0 is “rich enough”, i.e., P2(R
d) = {Pξ , ξ ∈ L
2(G0;R
d)}.
The following space is used frequently.
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S2
F
(s, t;Rd) :=
{
ψ|ψ : Ω× [s, t]→ Rd is an F-adapted ca`dla`g process with
E[ sup
s≤r≤t
|ψr|
2] < +∞
}
.
H2
F
(s, t;Rd) :=
{
ψ|ψ : Ω× [s, t]→ Rd is an F-predictable process with
||ψ||2 := E[
∫ t
s
|ψr|
2dr] < +∞
}
.
K2λ(s, t;R
d) :=
{
K|K : Ω× [s, t]×G→ Rd is Po ⊗ B(G)-measurable with
||K||2 := E[
∫ t
s
∫
G
|Kr(e)|
2λ(de)dr] < +∞
}
.
In what follows, by S2
F
(s, T+M),H2
F
(s, T+M),K2λ(s, T+M) we denote S
2
F
(s, T+M ;R),H2
F
(s, T+
M ;R),K2λ(s, T +M ;R), for short.
3 Existence and uniqueness theorem
In this section we shall show the existence and uniqueness theorem of the equation (1.1).
Let δi : [0, T ]→ R
+, i = 1, 2, 3, satisfy:
(H3.1) (i) There exists a constant M > 0, such that for t ∈ [0, T ],
t+ h(t) ≤ T +M, h = δ1, δ2, δ3; (3.1)
(ii) There exists a constant L > 0, such that for t ∈ [0, T ] and for all nonnegative and integrable
functions Γ(·),Γ(·, ·),∫ T
t
Γ(s+ δi(s))ds ≤ L
∫ T+M
t
Γ(s)ds, i = 1, 2,∫ T
t
∫
G
Γ(s + δ3(s), e)λ(de)ds ≤ L
∫ T+M
t
∫
G
Γ(s, e)λ(de)ds.
(3.2)
Let the mapping
f(ω, s, y, z, k, ξ, η, ζ, ξ, η, ζ, ν) : Ω× [0, T ]× R× Rd × R×
(
L2(Fr1 ;R)× L
2(Fr2 ;R
d)×
L2(Fr3 ;R)
)2
×P2(R
(1+d+1))→ L2(Fs;R),
r1, r2, r3 ∈ [s, T +M ], satisfy:
(H3.2) (i) There exists a constant C > 0, such that for all s ∈ [0, T ], y, y′ ∈ R, z, z′ ∈ Rd,
k, k′ ∈ R, ξ·, ξ·, ξ
′
· , ξ
′
· ∈ H
2
F
(s, T +M), η·, η·, η
′
·, η
′
· ∈ H
2
F
(s, T +M ;Rd), ζ·, ζ ·, ζ
′
· , ζ
′
· ∈ H
2
F
(s, T +M),
r1, r2, r3 ∈ [s, T +M ], ν, ν
′ ∈ P2(R
1+d+1), P -a.s.,
|f(s, y, z, k, ξr1 , ηr2 , ζr3 , ξr1 , ηr2 , ζr3 , ν)− f(s, y
′, z′, k′, ξ′r1 , η
′
r2
, ζ ′r3 , ξ
′
r1
, η′r2 , ζ
′
r3
, ν ′)|
≤ C
(
|y − y′|+ |z − z′|+ |k − k′|+EFs
[
|ξr1 − ξ
′
r1
|+ |ηr2 − η
′
r2
|+ |ζr3 − ζ
′
r3
|
+ |ξr1 − ξ
′
r1
|+ |ηr2 − η
′
r2
|+ |ζr3 − ζ
′
r3
|
]
+W2(ν, ν
′)
)
;
(ii) E
[ ∫ T
0 |f(s, 0, 0, 0, 0, 0, 0, 0, 0, 0, δ0)|
2ds
]
< +∞, where δ0 denotes the Dirac measure at (1 +
d+ 1)-dimensional zero vector;
(iii) There exists a constant C > 0, such that the mapping l(·) : G → R satisfies 0 < l(e) ≤
C(1 ∧ |e|).
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Theorem 3.1 Let the assumption (H3.1) and (H3.2) hold true, and let ϕ· ∈ S
2
F
(T, T +M),
φ· ∈ H
2
F
(T, T +M ;Rd), ψ· ∈ K
2
λ(T, T +M), the anticipated mean-field BSDE (1.1) possesses a
unique adapted solution
(Y·, Z·,K·) ∈ S
2
F
(0, T +M)×H2
F
(0, T +M ;Rd)×K2λ(0, T +M).
Proof. For given (y, z, k) ∈ H2
F
(0, T +M) ×H2
F
(0, T +M ;Rd) ×K2λ(0, T +M), we define the
following norm, for β > 0,
||(y·, z·, k·)||β := E
∫ T+M
0
eβs
(
|ys|
2 + |zs|
2 +
∫
G
|ks(e)|
2λ(de)
)
ds,
under which the Contractive Mapping Theorem can be applied more expediently.
Let us consider the equation

−dYt = f(t, yt, zt,
∫
G
kt(e)l(e)λ(de), at , bt, ct, at, bt, ct, Pπt)dt
− ZtdWt −
∫
G
Kt(e)Nλ(de, dt), t ∈ [0, T ],
Yt = ϕt, Zt = φt, Kt = ψt(·), t ∈ [T, T +M ],
(3.3)
where (at, bt, ct, at, bt, ct, πt) are defined similar to (At, Bt, Ct, At, Bt, Ct,Πt) in (1.1), but with
(y, z, k) instead of (Y,Z,K).
It is easy to check that the equation (3.3) exists a unique solution
(Y·, Z·,K·) ∈ S
2
F
(0, T +M)×H2
F
(0, T +M ;Rd)×K2λ(0, T +M).
From which we can define a mapping Φ : H2
F
(0, T +M)×H2
F
(0, T +M ;Rd)×K2λ(0, T +M)→
H2
F
(0, T +M)×H2
F
(0, T +M ;Rd)×K2λ(0, T +M) such that
Φ(y·, z·, k·) = (Y·, Z·,K·).
Let us now show that Φ is a strictly contractive mapping for some suitable β > 0. For
this end, let (yi, zi, ki) ∈ H2
F
(0, T +M)×H2
F
(0, T +M ;Rd)×K2λ(0, T +M) and (Y
i, Zi,Ki) =
Φ(yi, zi, ki), i = 1, 2. By ∆Y we denote the difference of Y 1 and Y 2, and ∆Z,∆K,∆y,∆z,∆k
have the similar meaning.
Applying Itoˆ’s formula to eβs|∆Ys|
2, we have
deβs|∆Ys|
2
= βeβs|∆Ys|
2ds+ eβs2∆Ys−d∆Ys + e
βs|∆Zs|
2ds+
∫
G
eβs|∆Ks(e)|
2λ(de)ds
+
∫
G
eβs|∆Ks(e)|
2Nλ(de, ds)
= eβs
(
β|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de)
)
ds− eβs2∆Ys∆f(s)ds
+ eβs2∆Ys∆ZsdWs + e
βs2∆Ys−
∫
G
∆Ks(e)Nλ(de, ds) +
∫
G
eβs|∆Ks(e)|
2Nλ(de, ds),
(3.4)
where
∆f(s) = f(t, y1t , z
1
t ,
∫
G
k1t (e)l(e)λ(de), a
1
t , b
1
t , c
1
t , a
1
t , b
1
t , c
1
t , Pπ1
t
)
− f(t, y2t , z
2
t ,
∫
G
k2t (e)l(e)λ(de), a
2
t , b
2
t , c
2
t , a
2
t , b
2
t , c
2
t , Pπ2
t
),
πit = (y
i
t, z
i
t ,
∫
G
kit(e)l(e)λ(de)), i = 1, 2.
5
Integrating from t to T , and then taking conditional expectation, it follows
eβt|∆Yt|
2 + EFt
[ ∫ T
t
eβs(β|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de))ds
]
= EFt
[ ∫ T
t
eβs2∆Ys∆f(s)ds
]
.
(3.5)
In particular, as t = 0,
E
[ ∫ T
0
eβs(
β
2
|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de))ds
]
≤
2C2
β
E
[ ∫ T
0
eβs
(
|∆ys|+ |∆zs|+ |
∫
G
∆ks(e)l(e)λ(de)| + E
Fs
[
|∆ys+δ1(s)|+ |∆zs+δ2(s)|
+ |
∫
G
∆ks+δ3(s)(e)l(e)λ(de)| + |
∫ δ1(s)
0
e−ρr∆ys+rdr|+ |
∫ δ2(s)
0
e−ρr∆zs+rdr|
+ |
∫ δ3(s)
0
e−ρr
∫
G
∆ks+r(e)l(e)λ(de)dr
]
+W2(Pπ1s , Pπ2s )
)2
ds
]
.
(3.6)
From Ho¨lder inequality and the fact W2(Pξ, Pη) ≤ {E|ξ − η|
2}
1
2 , we have
E
[ ∫ T
0
eβs(
β
2
|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de))ds
]
≤
20C2
β
E
[ ∫ T
0
eβs
(
|∆ys|
2 + |∆zs|
2 + |
∫
G
∆ks(e)l(e)λ(de)|
2 + |∆ys+δ1(s)|
2 + |∆zs+δ2(s)|
2
+ |
∫
G
∆ks+δ3(s)(e)l(e)λ(de)|
2 + |
∫ δ1(s)
0
e−ρr∆ys+rdr|
2 + |
∫ δ2(s)
0
e−ρr∆zs+rdr|
2
+ |
∫ δ3(s)
0
e−ρr
∫
G
∆ks+r(e)l(e)λ(de)dr|
2 + E
[
|∆ys|
2 + |∆zs|
2 + |
∫
G
∆ks(e)l(e)λ(de)|
2
])
ds
]
.
(3.7)
From (3.2) and Ho¨lder inequality, it is clear that∫ T
0
eβs|
∫
G
∆ks+δ3(s)(e)l(e)λ(de)|
2ds ≤
∫
G
|l(e)|2λ(de) ·
∫ T
0
∫
G
eβs|∆ks+δ3(s)(e)|
2λ(de)ds
≤ L
∫
G
|l(e)|2λ(de)
∫ T+M
0
∫
G
eβs|∆ks(e)|
2λ(de)ds.
(3.8)
Moreover, notice δ3(s) ≤ T +M , from Ho¨lder inequality, it yields∫ T
0
eβs
∣∣∣ ∫ δ3(s)
0
e−ρr
∫
G
∆ks+r(e)l(e)λ(de)dr
∣∣∣2ds
≤
∫ T
0
eβs
∫ δ3(s)
0
e−2ρrdr
∫ δ3(s)
0
(
∫
G
∆ks+r(e)l(e)λ(de))
2drds
≤
1
2ρ
(1− e−2ρ(T+M))
∫
G
|l(e)|2λ(de) ·
∫ T
0
∫ δ3(s)
0
∫
G
eβs|∆ks+r(e)|
2λ(de)drds.
(3.9)
Denote CT,M =
1
2ρ (1− e
−2ρ(T+M)), due to s ≤ T ≤ T + r, r > 0, then
∫ T
0
eβs
∣∣∣ ∫ δ3(s)
0
e−ρr
∫
G
∆ks+r(e)l(e)λ(de)dr
∣∣∣2ds
≤ CT,M
∫
G
|l(e)|2λ(de)
∫ T
0
∫ δ3(s)
0
∫
G
eβ(T+r)|∆ks+r(e)|
2λ(de)drds.
(3.10)
6
Let u = s+ r, from δ3(s) ≤ T +M , we have∫ T
0
eβs
∣∣∣ ∫ δ3(s)
0
e−ρr
∫
G
∆ks+r(e)l(e)λ(de)dr
∣∣∣2ds
≤ CT,Me
βT
∫
G
|l(e)|2λ(de)
∫ T
0
∫ δ3(s)
0
∫
G
eβ(u−s)|∆ku(e)|
2λ(de)duds
≤ CT,Me
βTT
∫
G
|l(e)|2λ(de)
∫ T+M
0
∫
G
eβu|∆ku(e)|
2λ(de)du.
(3.11)
Hence, from (3.7), (3.8), (3.11) and utilizing the argument of calculating (3.8) and (3.11), it
follows
E
[ ∫ T+M
0
eβs
(β
2
|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de)
)
ds
]
≤
20C2
β
(
2 + (1 +
∫
G
|l(e)|2λ(de))(L +CT,Me
βTT )
)
E
[ ∫ T+M
0
eβs
(
|∆ys|
2 + |∆zs|
2
+
∫
G
|∆ks(e)|
2λ(de)
)
ds
]
.
Choosing β = 40C2
(
2 + (1 +
∫
G
|l(e)|2λ(de))(L + CT,Me
βTT )
)
+ 2, then we obtain
E
[ ∫ T+M
0
eβs
(
|∆Ys|
2 + |∆Zs|
2 +
∫
G
|∆Ks(e)|
2λ(de)
)
ds
]
≤
1
2
E
[ ∫ T+M
0
eβs
(
|∆ys|
2 + |∆zs|
2 +
∫
G
|∆ks(e)|
2λ(de)
)
ds
]
,
which means that Φ is a strictly contractive mapping. Hence, the equation (1.1) exists a unique
solution (Y,Z,K) ∈ H2
F
(0, T +M) × H2
F
(0, T +M ;Rd) × K2λ(0, T +M). Moreover, observing
(3.5), with the similar argument and Burkholder-Davis-Gundy inequality one can check Y ∈
S2
F
(0, T +M). The proof is completed. 
Proposition 3.2 Let the assumptions (H3.1) and (H3.2) be in force, then there exists a
constant L0 depending on L,C and T , such that for (ϕ, φ, ψ) ∈ S
2
F
(T, T + M) × H2
F
(T, T +
M ;Rd)×K2λ(T, T +M), and t ∈ [0, T ],
E
[
sup
t≤s≤T
|Ys|
2 +
∫ T
t
|Zs|
2ds+
∫ T
t
∫
G
|Ks(e)|
2λ(de)ds
]
≤ L0E
[
|ϕT |
2 +
∫ T+M
T
(
|ϕs|
2 + |φs|
2 +
∫
G
|ψs(e)|
2λ(de)
)
ds+
∫ T
t
|f(s, 0, 0, 0, 0, 0, 0, 0, 0, 0, δ0)|
2ds
]
,
(3.12)
where δ0 is given in (H3.2). The proof is standard; refer to Proposition 4.4 in Peng and Yang
[18].
4 Comparison theorem
Let us now analyze the comparison theorem of the equation (1.1). For one thing, Peng and Yang
[18] have stated with two examples that the comparison theorem of anticipated BSDEs does not
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hold true when the coefficient f is decreasing in the anticipated term of Y , and f depends on the
anticipated term of Z. For another, if the coefficient f depends on the mean-field term of Z, or
f is decreasing with respect to the mean-field term of Y , the comparison theorem of mean-field
BSDEs also becomes invalid, see counter-example in Buckdahn, Li and Peng [3]. Therefore,
we here just consider the comparison theorem of a class of anticipated mean-field BSDEs with
jumps. Let us introduce it in detail.
We assume that for r1 ∈ [s, T +M ],
f(ω, s, y, z, k, ξ, ξ, ν) : Ω× [0, T ] × R×Rd × R× L2(Fr1 ;R)× L
2(Fr1 ;R)× P2(R)→ L
2(Fs;R)
satisfy (H3.2).
Let us consider the following anticipated mean-field BSDE:
−dYt = f(t, Yt, Zt,
∫
G
Kt(e)l(e)λ(de), At , At, PYt)dt− ZtdWt −
∫
G
Kt(e)Nλ(de, dt),
Yt = ϕt, Zt = φt, Kt = ψt(·), t ∈ [T, T +M ],
(4.1)
where At, At are given in (1.1).
In order to prove the comparison theorem of anticipated mean-field BSDE with jumps (4.1),
let us first investigate the comparison theorem of general mean-field BSDEs with jumps.
Lemma 4.1 Let fi : Ω× [0, T ]×R×Rd×R×P2(R)→ R, i = 1, 2 be the drivers and moreover,
we assume that there exists a constant C > 0, such that the derivatives of f1 with respect to
ν and k are positive and bounded by C > 0, i.e., 0 < ∂kf1 ≤ C and 0 < ∂νf1 ≤ C. Let
(Y i, Zi,Ki), i = 1, 2 be the solution of the following mean-field BSDE with jumps:
−dY
i
t = fi(t, Y
i
t , Z
i
t ,
∫
G
Kit(e)l(e)λ(de), PY i
t
)dt− ZitdWt −
∫
G
Kit(e)Nλ(de, dt),
Y iT = ϕ
i
T .
(4.2)
If f1 ≥ f2 and ϕ
1
T ≥ ϕ
2
T , then Y
1
t ≥ Y
2
t , a.e., a.s.
Proof. We denote ∆Y = Y 2 − Y 1,∆Z = Z2 − Z1,∆K = K2 −K1,∆ϕ = ϕ2 − ϕ1, then

−d∆Ys =
(
δf(s) + αy(s)∆Ys + αz(s)∆Zs +
∫
G
αk(s)∆Ksl(e)λ(de) + Ê[α̂ν(s)∆̂Y s]
)
ds−∆ZsdWs
−
∫
G
∆Ks(e)Nλ(de, ds), s ∈ [0, T ],
∆YT = ∆ϕT ,
(4.3)
where for ℓ = y, z, k,
δf(s) := f2(s, Y
2
s , Z
2
s ,
∫
G
K2s (e)l(e)λ(de), PY 2s )− f1(s, Y
2
s , Z
2
s ,
∫
G
K2s (e)l(e)λ(de), PY 2s ),
αℓ(s) :=
∫ 1
0
∂f1
∂ℓ
(s, Y 1s + ρ(Y
2
s − Y
1
s ), Z
1
s + ρ(Z
2
s − Z
1
s ),
∫
G
(K1s (e) + ρ(K
2
s (e)−K
1
s (e))l(e)λ(de),
PY 1s +ρ(Y 2s −Y 1s ))dρ,
α̂ν(s) :=
∫ 1
0
∂f1
∂ν
(s, Y 1s + ρ(Y
2
s − Y
1
s ), Z
1
s + ρ(Z
2
s − Z
1
s ),
∫
G
(K1s (e) + ρ(K
2
s (e)−K
1
s (e))l(e)λ(de),
PY 1s +ρ(Y 2s −Y 1s ); Ŷ
1
s + ρ(Ŷ
2
s − Ŷ
1
s ))dρ.
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Obviously, from (H3.2) it follows |αℓ(s)| ≤ C, s ∈ [0, T ].
Applying Itoˆ’s formula to ((∆Yt)
+)2 we obtain
((∆Yt)
+)2 +
∫ T
t
1{∆Ys>0}|∆Zs|
2ds+
∫ T
t
∫
G
(
((∆Ys− +∆Ks(e))
+)2 − ((∆Ys−)
+)2
− 21{∆Ys>0}∆Ys−∆Ks(e)
)
N(de, ds)
= ((∆YT )
+)2 +
∫ T
t
21{∆Ys>0}∆Ys
{
αy(s)∆Ys + αz(s)∆Zs +
∫
G
αk(s)∆Ks(e)l(e)λ(de)
+ Ê[α̂ν(s)∆̂Y s] + δf(s)
}
ds−
∫ T
t
21{∆Ys>0}∆Ys∆ZsdWs
−
∫ T
t
∫
G
21{∆Ys>0}∆Ys∆Ks(e)Nλ(de, ds).
(4.4)
Taking expectation on both sides of (4.4) and notice δf(s) ≤ 0,∆YT ≤ 0, one has
E
[
((∆Yt)
+)2 +
∫ T
t
1{∆Ys>0}|∆Zs|
2ds +
∫ T
t
∫
G
(
((∆Ys +∆Ks(e))
+)2 − ((∆Ys)
+)2
− 2(∆Ys)
+∆Ks(e)
)
λ(de)ds
]
≤ E
[ ∫ T
t
21{∆Ys>0}∆Ys
{
αy(s)∆Ys + αz(s)∆Zs +
∫
G
αk(s)∆Ks(e)l(e)λ(de) + Ê[α̂ν(s)∆̂Y s]
}
ds
]
.
(4.5)
On the other hand, from the boundness of αz(s) and the basic inequality 2ab ≤ 2a
2 + 12b
2, it
follows
E
[ ∫ T
t
21{∆Ys>0}∆Ysαz(s)∆Zsds
]
≤ 2C2E[
∫ T
t
((∆Ys)
+)2ds] +
1
2
E[
∫ T
t
1{∆Ys>0}|∆Zs|
2ds]
(4.6)
and moreover, from Jensen’s inequality and the assumption 0 < ∂νf1 ≤ C we obtain
E
[ ∫ T
t
21{∆Ys>0}∆YsÊ[α̂ν(s)∆̂Y s]ds
]
≤ 2CE
∫ T
t
1{∆Ys>0}∆YsE[(∆Ys)
+] ≤ 2CE[
∫ T
t
((∆Ys)
+)2ds].
(4.7)
Combining (4.5), (4.6) and (4.7), (4.5) can be rewritten as
E
[
((∆Yt)
+)2 +
1
2
∫ T
t
1{∆Ys>0}|∆Zs|
2ds+
∫ T
t
∫
G
(
((∆Ys +∆Ks(e))
+)2 − ((∆Ys)
+)2
− 2(∆Ys)
+∆Ks(e)
)
λ(de)ds
]
≤ (4C + 2C2)E[
∫ T
t
((∆Ys)
+)2ds] + E
[ ∫ T
t
∫
G
21{∆Ys>0}∆Ys∆Ks(e)αk(s)l(e)λ(de)ds
]
.
(4.8)
For convenience, we denote A = {(s, ω)|∆Ys > 0} and B = {(s, ω)|∆Ys + ∆Ks(e) > 0}. It is
easy to check
E
[ ∫ T
t
∫
G
(
((∆Ys +∆Ks(e))
+)2 − ((∆Ys)
+)2 − 2(∆Ys)
+∆Ks(e)
)
λ(de)ds
]
(4.9)
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= E
[ ∫ T
t
∫
G
(1AB + 1AcB)(∆Ys +∆Ks(e))
2 − (1AB + 1ABc)
(
(∆Ys)
2 + 2∆Ys∆Ks(e)
)
λ(de)ds
≥ E
[ ∫ T
t
∫
G
1AB|∆Ks(e)|
2 − 1ABc((∆Ys)
2 + 2∆Ys∆Ks(e))λ(de)ds.
Combining (4.8) with (4.9), it follows
E[((∆Yt)
+)2] +
1
2
E
[ ∫ T
t
1A|∆Zs|
2ds
]
+ E
[ ∫ T
t
∫
G
1AB|∆Ks(e)|
2λ(de)ds
]
+ E
[ ∫ T
t
∫
G
1ABc
(
− (∆Ys)
2 − 2∆Ys∆Ks(e)(1 + αk(s)l(e))
)
λ(de)ds
]
≤ (4C + 2C2)E[
∫ T
t
((∆Ys)
+)2ds] + E
[ ∫ T
t
∫
G
21AB∆Ys∆Ks(e)αk(s)l(e)λ(de)ds
]
.
(4.10)
According to the boundness assumption of αk(s), Ho¨lder inequality, the inequality 2ab ≤ 2a
2 +
1
2b
2, we have
E[((∆Yt)
+)2] +
1
2
E[
∫ T
t
1A|∆Zs|
2ds] +
1
2
E
[ ∫ T
t
∫
G
1AB |∆Ks(e)|
2λ(de)ds
]
+ E
[ ∫ T
t
∫
G
1ABc
(
− (∆Ys)
2 − 2∆Ys∆Ks(e)(1 + αk(s)l(e))
)
λ(de)ds
]
≤
(
4C + 2C2 + 2C2
∫
G
|l(e)|2λ(de)
)
E[
∫ T
t
((∆Ys)
+)2ds].
(4.11)
We argue that Γ := E[
∫ T
t
∫
G
1ABc
(
− (∆Ys)
2 − 2∆Ys∆Ks(e)(1 + αk(s)l(e))
)
λ(de)ds] ≥ 0.
In fact, for each e ∈ G and for any (s, ω) ∈ ABc, we have 0 < ∆Ys ≤ −∆Ks(e). The nonnegative
assumptions on ∂kf1 and l(·) can imply Γ ≥ 0 easily. Hence,
E[((∆Yt)
+)2] ≤
(
4C + 2C2 + 2C2
∫
G
|l(e)|2λ(de)
)
E[
∫ T
t
((∆Ys)
+)2ds]. (4.12)
(4.12) and Gronwall lemma could show the desired result. 
Let us state the second main result of this paper–Comparison Theorem. We make an extra
assumption:
(H3.3) Let fi, i = 1, 2 be two drivers of (4.1) and satisfy:
(i) f2(t, y, z, k, ξr , ξr, ν) ≥ f2(t, y, z, k, ξ
′
r , ξ
′
r, ν), (t, y, z, k, ν) ∈ [0, T ] × R × R
d × R × P2(R), if
ξr ≥ ξ
′
r, ξr ≥ ξ
′
r, ξr, ξ
′
r, ξr, ξ
′
r ∈ H
2
F
(t, T +M);
(ii) There exists a constant C > 0, such that the derivatives of f1 with respect to ν and k are
positive and bounded by C > 0, i.e., 0 < ∂kf1 ≤ C and 0 < ∂νf1 ≤ C.
Theorem 4.2 (Comparison Theorem) Let the assumptions (H3.1), (H3.2) and (H3.3) hold
true and let ϕi ∈ S2
F
(T, T + K), i = 1, 2. By (Y i, Zi,Ki) we denote the solution of the
equation (4.1) with data (fi, ϕ
i). If ϕ1s ≥ ϕ
2
s, s ∈ [T, T + K] and f1(s, y, z, k, θr, θr, ν) ≥
f2(s, y, z, k, θr , θr, ν), for s ∈ [0, T ], y ∈ R, z ∈ R
d, k ∈ R, θr, θr ∈ H
2
F
(s, T +M), ν ∈ P2(R),
r ∈ [t, T +M ], then Y 1t ≥ Y
2
t , a.s., a.e.
Proof. For i = 1, 2, 3, · · ·, we set Ais = Y
i
s+δ1(s)
, A
i
s =
∫ δ1(s)
0 e
−ρuY is+udu. Let (Y
3
· , Z
3
· ,K
3
· ) ∈
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S2
F
(0, T )×H2
F
(0, T ;Rd)×K2λ(0, T ) be the solution of the following mean-filed BSDE with jumps:

Y 3t = ϕ
2
T +
∫ T
t
f2(s, Y
3
s , Z
3
s ,
∫
G
K3s (e)l(e)λ(de), A
1
s , A
1
s, PY 3s )ds −
∫ T
t
Z3sdWs
−
∫ T
t
∫
G
K3s (e)Nλ(de, dt), t ∈ [0, T ],
Y 3t = ϕ
2
t , t ∈ [T, T +M ].
(4.13)
From Lemma 4.1, it yields Y 1t ≥ Y
3
t , a.e., a.s.
We now consider

Y 4t = ϕ
2
T +
∫ T
t
f2(s, Y
4
s , Z
4
s ,
∫
G
K4s (e)l(e)λ(de), A
3
s , A
3
s, PY 4s )ds −
∫ T
t
Z4sdWs
−
∫ T
t
∫
G
K4s (e)Nλ(de, dt), t ∈ [0, T ],
Y 3t = ϕ
2
t , t ∈ [T, T +M ].
(4.14)
Since f2(s, y, z, k, ·, ·, ν) is increasing, one can check Y
3
t ≥ Y
4
t , a.e., a.s. Repeating the above
argument, we obtain Y 3t ≥ Y
n
t , a.e., a.s., where (Y
n
· , Z
n
· ,K
n
· ) is the solution of mean-field BSDE
with jumps: for n ≥ 4,

Y nt = ϕ
2
T +
∫ T
t
f2(s, Y
n
s , Z
n
s ,
∫
G
Kns (e)l(e)λ(de), A
n−1
s , A
n−1
s , PY ns )ds −
∫ T
t
Zns dWs
−
∫ T
t
∫
G
Kns (e)Nλ(de, dt), t ∈ [0, T ],
Y nt = ϕ
2
t , t ∈ [T, T +M ].
(4.15)
We shall prove the existence of the limit of (Y n· , Z
n
· ,K
n
· ), and show that it is just (Y
2
· , Z
2
· ,K
2
· ).
For this purpose, we define for n ≥ 1,
(Y˜ n· , Z˜
n
· , K˜
n
· , A˜
n
s ,
˜¯Ans ) := (Y n· − Y n−1· , Zn· − Zn−1· ,Kn· −Kn−1· , An· −An−1· , An· −An−1· ).
From the Lipschitz property of f and the fact W2(Pξ , Pη) ≤ {E|ξ − η|
2}
1
2 , the Itoˆ’s formula
allows to show, for β > 0,
E
[ ∫ T
0
eβs(
β
2
|Y˜ ns |
2 + |Z˜ns |
2 +
∫
G
|K˜ns (e)|
2λ(de))ds
]
≤
2
β
E
[ ∫ T
0
eβs|f2(s, Y
n
s , Z
n
s ,
∫
G
Kns (e)l(e)λ(de), A
n−1
s , A
n−1
s , PY ns )
− f2(s, Y
n−1
s , Z
n−1
s ,
∫
G
Kn−1s (e)l(e)λ(de), A
n−2
s , A
n−2
s , PY n−1s )|
2ds
]
≤
2C2
β
E
[ ∫ T
0
eβs
(
|Y˜ ns |+ |Z˜
n
s |+ |
∫
G
K˜ns l(e)λ(de)| +E
Fs [|A˜n−1s |+ |
˜¯An−1s |] +W2(PY ns , PY n−1s )
)2
ds
]
≤
12C2
β
E
[ ∫ T
0
eβs
(
|Y˜ ns |
2 + |Z˜ns |
2 + |
∫
G
K˜ns l(e)λ(de)|
2 + EFs [|A˜n−1s |
2 + | ˜¯An−1s |2] + E[|Y˜ ns |2])ds].
Recall the definitions of A˜n−1s ,
˜¯An−1s . On the one hand, one can check
E
∫ T
0
EFs [eβs|Y˜ n−1
s+δ1(s)
|2]ds ≤ LE
∫ T
0
eβs|Y˜ n−1s |
2ds.
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On the other hand, following the similar argument of the proof of Theorem 3.1 (refer to (3.9)-
(3.11)), it follows
E
∫ T
0
EFs [|
∫ δ1(s)
0
e−ρuY˜ n−1s+u du|
2eβs]ds ≤
1
2ρ
(1− e−2ρ(T+M))TeβTE
∫ T
0
eβs|Y˜ n−1s |
2ds.
Consequently, we have
E
[ ∫ T
0
eβs(
β
2
|Y˜ ns |
2 + |Z˜ns |
2 +
∫
G
|K˜ns (e)|
2λ(de))ds
]
≤
12C2
β
(
2 +
∫
G
(1 ∧ |e|2)λ(de)
)
E
[ ∫ T
0
eβs(|Y˜ ns |
2ds+ |Z˜ns |
2 +
∫
G
|K˜ns |
2λ(de))ds
]
+
12C2
β
(L+ κ0)E
∫ T
0
eβs|Y˜ n−1s |
2ds,
where κ0 =
1
2ρ (1− e
−2ρ(T+M))TeβT .
Choosing β = 36C2(2 +
∫
G
(1 ∧ |e|2)λ(de) + L+ κ0) + 3, then
E
[ ∫ T
0
eβs(|Y˜ ns |
2 + |Z˜ns |
2 +
∫
G
|K˜ns (e)|
2λ(de))ds
]
≤
1
2
E
[ ∫ T
0
eβs(|Y˜ n−1s |
2 + |Z˜n−1s |
2 +
∫
G
|K˜n−1s (e)|
2λ(de))ds
]
.
Therefore,
E
[ ∫ T
0
eβs(|Y˜ ns |
2 + |Z˜ns |
2 +
∫
G
|K˜ns (e)|
2λ(de))ds
]
≤
1
2n−4
E
[ ∫ T
0
eβs(|Y˜ 4s |
2 + |Z˜4s |
2 +
∫
G
|K˜4s (e)|
2λ(de))ds
]
,
which implies that (Y n, Zn,Kn)n≥4 is a Cauchy sequence. By (Y,Z,K) we denote its limit. It
is easy to get (Y,Z) ∈ H2
F
(0, T ;R1+d) and K ∈ K2λ(0, T ), and moreover, Y
n
t ≥ Yt, a.e., a.s.
Taking limit in (4.15), one has

Yt = ϕ
2
T +
∫ T
t
f2(s, Ys, Zs,
∫
G
Ks(e)ls(e)λ(de), As, As, PYs)ds−
∫ T
t
ZsdWs
−
∫ T
t
∫
G
Ks(e)Nλ(de, dt), t ∈ [0, T ],
Yt = ϕ
2
t , t ∈ [T, T +M ].
(4.16)
The existence and uniqueness of the solution of the anticipated mean-field BSDEs (see Theorem
3.1) allows to show Yt = Y
2
t , a.e., a.s. Then the desired result comes from the fact Y
1
t ≥ Y
3
t ≥
· · · ≥ Yt = Y
2
t , a.e., a.s. 
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