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Аннотация. В работе доказывается функциональный закон по-
вторного логарифма для последовательности случайных процессов
n(t) =
~n(nt)
'(n)
p
n
; ~n(t) =
tZ
0
fn(!; s)dw(s);
где w(s) — Fs-согласованный винеровский процесс, заданный на ве-
роятностном пространстве (
;F ;Ft; P ); t  0; случайные процессы
fn(!; s) — Fs-прогрессивно измеримы, n 2 N , '(n) — монотонно во-
зрастающая функция, стремящаяся к бесконечности.
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1. Введение
На вероятностном пространстве (
;F ;Ft; P ); t  0; заданы Ft-
согласованный винеровский процесс w(t) и Ft-прогрессивно измери-
мые случайные процессы fn(!; t): Будем предполагать, что суще-
ствует неслучайная постоянная   1 такая, что почти наверное
1
  f2n(!; t)  , n 2 N .
Рассмотрим последовательность случайных процессов
n(t) =
~n(nt)
'(n)
p
n
; (1.1)
где ~n(t) =
R t
0 fn(!; s)dw(s):
В работе [1] Булинский доказал функциональный закон повтор-
ного логарифма для процесса (1.1) при fn(!; t)  1 в равномерной
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метрике с нормирующей функцией '(n) более общей, чем класси-
ческая
p
2 ln lnn. Обобщение результата Булинского на случай ре-
шений стохастических уравнений с периодическими коэффициента-
ми, возмущенных скачкообразным случайным процессом, проведено
в работе [2]. В этой статье мы получим функциональный закон по-
вторного логарифма для процессов (1.1) при иных предположениях,
чем в [2], и другим методом. Отметим, что подинтегральная фун-
кция является случайной и не будет требоваться существования ее
поточечного предела при n!1:
Работа построена по следующему плану: во втором разделе дока-
зываются вспомогательные результаты, в третьем разделе доказыва-
ется общая теорема о законе повторного логарифма для последова-
тельности процессов n(t), в четвертом разделе приводятся примеры.
В частности, доказывается закон повторного логарифма для диффу-
зионных процессов без сноса в случайной среде.
Будем использовать следующие обозначения: (C[a; b]; ) — про-
странство непрерывных на отрезке [a; b] функций с заданной на нем
равномерной метрикой,B(C[a; b]; )— борелевская -алгебра его мно-
жеств, AC0[a; b] — множество абсолютно непрерывных на отрезке
[a; b] функций x(t), таких, что x(t) =
R t
0 _x(s)ds с суммируемой фун-
кцией _x(s), a и b конечные числа, которые будут определятся по ходу
формулировок. Обозначим  окрестность множества A через fAg :
Целую часть числа c 2 R обозначим [c].
Обозначим  — класс неубывающих функций '(n), n 2 N; таких,
что
lim
n!1'(n) =1:
Рассмотрим функционал
I('; r; c) =
1X
k=1
exp
 r'2(nk)
2

; nk = [c
k]; c > 1:
Для ' определим
R2(') = inffr > 0 : I('; r; c) <1g: (1.2)
R2(') =1, если не существует такого конечного r, что I('; r; c) <1.
ОбозначимKr(a) замыкание по норме kx()k = supt2[0;1] jx(t)j мно-
жества таких функций x(t) 2 AC0[0; 1], что
R 1
0
_x2(t)
a dt  r2, где кон-
станта a > 0:
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2. Вспомогательные результаты
В этом разделе формулируются результаты, используемые при
доказательстве теорем.
Для доказательства основного результата нам понадобится прин-
цип больших уклонений для последовательности мер, порожденных
процессами n(t): Напомним [3, c. 111], что семейство вероятностных
мер Pn на пространстве (C[a; b]; ) удовлетворяет принципу больших
уклонений с функционалом действия S(x) и нормирующей функцией
 (n); если  (n)!1 при n!1 и выполнены следующие условия:
i) для любого c > 0 множество (x) = fx : S(x)  cg компактно,
ii) limn!1 1 (n) lnPn(F )   S(F ) для любого замкнутого множе-
ства F 2 B(C[a; b]; ),
iii) limn!1
1
 (n) lnPn(G)   S(G), для любого открытого множе-
ства G 2 B(C[a; b]; ); где S(A 2 B(C[a; b]; )) = infx2A S(x):
Лемма 2.1. Пусть существует неслучайная постоянная a > 0; та-
кая,что
lim
n!1
1
'2(n)
lnP
 
sup
t2[0;1]

tZ
0
(f2n(!; ns)  a) ds
> "
!
=  1: (2.3)
Тогда семейство мер Pn(A) = Pfn() 2 Ag; A 2 B(C[0; 1]; ) удовле-
творяет принципу больших уклонений на пространстве (C[0; 1]; )
с функцией  (n) = '2(n) и функционалом действия
S(x) =
8><>:
1
2a
1R
0
_x2(t)dt; если x() 2 AC0[0; 1];
+1; в противном случае.
Доказательство. Утверждение леммы следует из [4, теорема A:1]
или [5, следствие 4.3.8].
Рассмотрим случайный процесс
(t) =
tZ
0
g(!; s)dw(s);
где случайный процесс g(!; s) — Fs-прогрессивно измерим и суще-
ствует   1 такое, что 1  g2(!; s)ds   п.н.
Справедлива следующая оценка [6, теорема 5, с. 172].
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Лемма 2.2. При всех h > 0 и любых x > 0
P

sup
0th
j(t)j > x

 2 exp

  x
2
2h

:
Лемма 2.3. Пусть событие A 2 Fs; s  0 такое, что P (A) > 0:
Определим меру ~P (B) = P (BjA), B 2 F . Тогда на вероятностном
пространстве (
;F ;Ft; ~P ) случайный процесс (t)   (s), t  s; бу-
дет непрерывным с вероятностью 1 квадратично интегрируемым
мартингалом.
Доказательство. Непрерывность с вероятностью 1 и ограниченность
второго момента очевидны, поэтому покажем, что (t)   (s) будет
мартингалом. Обозначим (!) = ~E((t)   (s)jFu), s  u  t. Для
любого множества C 2 Fu, в силу того, что (t)  (s) является мар-
тингалом на вероятностном пространстве (
;F ;Ft; P ), справедливы
следующие равенстваZ
C
(!) ~P (d!) =
Z
C
((t)  (s)) ~P (d!) = 1
P (A)
Z
A\C
((t)  (s))P (d!)
=
1
P (A)
Z
A\C
((u)  (s))P (d!) =
Z
C
((u)  (s)) ~P (d!):
Поэтому ~P (! : f(!) = (u)  (s)g) = 1.
Пусть константа c > 1. Для некоторого числа d > 0 выберем
последовательность множеств fGkg, k 2 N; таких, что Gk 2 Fck 1 и
inf
k2N
P (Gk) = d > 0: (2.4)
Рассмотрим последовательность случайных процессов
ck(t) = ck(t)  ck(1=c); t 2 [1=c; 1];
определенных на стохастических базисах (
;F ;Ft; ~Pk); где вероятно-
стные меры ~Pk(B) = P (BjGk); B 2 F :
Обозначим Qk(A) = ~Pk(f! : ck() 2 Ag); где A 2 B(C[1=c; 1]; ).
Лемма 2.4. Пусть выполнено условие (2.3). Семейство вероятно-
стных мер Qk(A) удовлетворяет принципу больших уклонений на
пространстве (C[1=c; 1]; ) с функцией  (k) = '2(ck) и функциона-
лом действия
S(x) =
8><>:
1
2a
1R
1=c
_x2(t)dt; если x() 2 AC0[1=c; 1];
+1; в противном случае.
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Доказательство. Из леммы 2.3 и условия (2.4) следует, что слу-
чайные процессы ck(t) являются непрерывными с вероятностью 1
мартингалами. Обозначим характеристику мартингала ck(t) через
hckit. Из следствия 4.3.8 [5] следует, что нам достаточно показать,
что для любого " > 0
lim
k!1
1
'2(ck)
ln ~Pk

sup
t2[1=c;1]
j'2(ck)hckit   a(t  1=c)j > "

=  1:
Используя условие (2.4) получаем
~Pk

sup
t2[1=c;1]
j'2(ck)hckit   a(t  1=c)j > "

=
P

sup
t2[1=c;1]
j'2(ck)hckit   a(t  1=c)j > "

\Gk

P (Gk)
=
P

sup
t2[1=c;1]
 tR
1=c
(f2
ck
(!; cks)  a)ds
> "\Gk
P (Gk)

P

sup
t2[1=c;1]
 tR
1=c
(f2
ck
(!; cks)  a)ds
> "
d
:
Поэтому из условия (2.3) и неравенства jaj+ ja+ bj  jbj следует, что
lim
k!1
1
'2(ck)
ln ~Pk

sup
t2[1=c;1]
j'2(ck)hckit   a(t  1=c)j > "

 lim
k!1
1
'2(ck)
 
lnP
 
sup
t2[0;1]

tZ
0
(f2ck(!; c
ks) a)ds
> "2
!
  ln d
!
=  1:
Необходимое равенство установлено.
3. Закон повторного логарифма
В этом разделе доказывается общая теорема о законе повторного
логарифма для последовательности процессов n(t).
Теорема 3.1. Пусть '(n) 2  и выполнено условие (2.3). Тогда мно-
жество предельных точек последовательности случайных процес-
сов n(t) с вероятностью единица совпадает с KR(a), где R2 = R2(')
определяется формулой (1.2).
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Доказательство. Разобьем доказательство на три стандартных эта-
па.
Этап 1. Для  > 0 рассмотрим множество
J(R2+)=2 = fx 2 C[0; 1] : S(x) < (R2 + )=2g:
Очевидно, что KR(a)  J(R2+)=2. Пусть x 2 J(R2+)=2nKR(a), тогда
существует z 2 [0; 1] такое, что R z0 _x2(t)a dt = R2. Пусть
y(t) =
(
x(t); t 2 [0; z];
x(z); t 2 (z; 1]:
Тогда y 2 KR(a). Применяя неравенство Коши–Буняковского полу-
чаем для выбранного z
(x; y) = sup
zt1
jx(t)  x(z)j  sup
zt1

tZ
z
_x(s) ds

 (1  z)1=2
 

1Z
z
_x2(t)
a
dt
!1=2

p
:
Следовательно,
KR(a)  J(R2+)=2  fKR(a)g
p
: (3.5)
Для замкнутого множества F = C[0; 1]nfKR(a)g
p
, используя лем-
му 2.1, имеем
lim
n!1
1
'2(n)
lnPfn() 2 Fg = lim
n!1
1
'2(n)
lnPn(F )   S(F );
то есть при любом  > 0 и всех достаточно больших n
Pn(F )  expf '2(n)(S(F )  )g: (3.6)
В силу (3.5) имеем F  J(R2+)=2 = C[0; 1]nJ(R2+)=2: Поэтому
S(F )  S(J(R2+)=2) > (R2 + )=2 (3.7)
Таким образом, при  = =4 из (3.6) и (3.7) имеем
Pn(F )  expf '2(n)(R2=2 + =4)g:
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Следовательно из (1.2) следует, что для любого c > 1 и nk = [ck],
k 2 N
1X
k=1
P (nk(t) 62 (KR(a))
p
) 
1X
k=1
exp
 '2(nk)(R2 + =2)
2

<1:
По лемме Бореля–Кантелли nk(t) 2 fKR(a)g
p
 для почти всех
! 2 
 при k > M(!; c; ):
Этап 2. Рассмотрим теперь n(t) для n 2 [nk; nk+1]. Поскольку
'(n) — неубывающая функция, то
1p
n'(n)
=
ankp
nk'(nk)
+
bnkp
nk+1'(nk+1)
; (3.8)
где ank ; bnk  0 и ank + bnk = 1. Положим
k(t) = anknk(t) + bnknk+1(t):
Тогда для всех k > M(!; c; ) получим k(t) 2 fKR(a)g
p
: Здесь
мы учли, что если x(t); y(t) 2 fKR(a)g
p
, то ankx(t) + bnky(t) 2
fKR(a)g
p
: Воспользовавшись (3.8), имеем
P

sup
nknnk+1
kn   kk >
p


 p1k + p2k;
где
p1k = P
 
sup
nknnk+1
ank
'(nk)
p
nk
sup
t2[0;1]

ntZ
0
fn(!; s) dw(s)
 
nktZ
0
fnk(!; s) dw(s)
>
p

2
!
;
p2k = P
 
sup
nknnk+1
bnk
'(nk+1)
p
nk+1
sup
t2[0;1]

ntZ
0
fn(!; s) dw(s)
nk+1tZ
0
fnk+1(!; s) dw(s)
>
p

2
!
:
Очевидно, что
p1k  P

sup
t2[0;1];
s2[t;ct^1]
jnk(t)  nk(s)j 
p
=2

;
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p2k  P

sup
t2[0;1];
s2[t=c;t]
jnk(t)  nk(s)j 
p
=2

:
Оценим p1k. Воспользуемся принципом больших уклонений. Обозна-
чим
Q =
n
x 2 AC0[0; 1] : sup
t2[0;1];
s2[t;ct^1]
jx(t)  x(s)j 
p
=2
o
:
МножествоQ замкнуто. Применяя неравенство Коши–Буняковского
для всех t 2 [0; 1]; s 2 [t; ct ^ 1] имеем

4
 jx(t)  x(s)j2 
 

sZ
t
_x2(v)
a
dv
!
(s  t)  2(c  1)S(x):
Значит, S(Q)  8(c 1) : Тогда для c < 1+ 4(R2+) , и достаточно боль-
ших k
p1k  P (nk 2 Q)  exp
 '2(nk)(R2 + =2)
2

: (3.9)
Аналогично доказывается, что при тех же c выполняется неравенство
p2k  exp
 '2(nk)(R2 + =2)
2

: (3.10)
Из (3.9), (3.10) и леммы Бореля–Кантелли следует, что для поч-
ти всех ! 2 
 при n > M(!; ) справедливо включение n(t) 2
fKR(a)g
p
:
Этап 3. Если R2(') = 0, то теорема полностью доказана.
Пусть 0 < R2(')  1: Покажем, что для любой функции x(t) 2
KR(a) такой, что
R 1
0
_x2(t)
a dt = r
2 < R2 будет справедливо соотношение
P (n 2 fxg" бесконечно часто) = 1: (3.11)
Для последовательности (ck)k1, где целое число c  2, имеем
fkck   xk[0;1] < "g  fkckk[0;1=c] + kxk[0;1=c] + kck   ckk[1=c;1]
+ kck   yck[1=c;1] + kx  yck[1=c;1] < "g
 f2kckk[0;1=c] + 2kxk[0;1=c] + kck   yck[1=c;1]+ < "g; (3.12)
где
yc(t) =
(
0; t 2 [0; 1=c];
x(t)  x(1=c); t 2 (1=c; 1];
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ck(t) =
(
0; t 2 [0; 1=c];
ck(t)  ck(1=c); t 2 (1=c; 1]:
Для любого " > 0; любой функции x 2 Kr(a); применяя неравенство
Коши-Буняковского и выбирая c > 36r22="2; имеем
kxk[0;1=c] = sup
t2[0;1=c]
tZ
0
_x(s) ds 
 

1=cZ
0
_x2(s)
a
ds
!1=2
1p
c
 rp
c
< "=3:
Поэтому, из (3.12) следует, что достаточно показать, что
P
 1\
j=1
1[
k=j
f! : 2kckk[0;1=c] + kck   yck[1=c;1] < 2"=3g

= 1:
Обозначим
Ak = f! : kck   yck[1=c;1] < "=3g; Bk = f! : 2kckk[0;1=c] < "=3g:
Тогда Ak \Bk  f! : 2kckk[0;1=c] + kck   yck[1=c;1] < 2"=3g и
P
 1\
j=1
1[
k=j
f! : 2kckk[0;1=c] + kck   yck[1=c;1] < 2"=3g

 P
 1\
j=1
1[
k=j
(Ak \Bk)

= 1  P
 1[
j=1
1\
k=j
(Ak [Bk)

: (3.13)
Из (3.13) следует, что достаточно показать, что для любого j 2 N
lim
l!1
P (C lj) = 0; где C
l
k =
l\
k=j
(Ak [Bk): (3.14)
Лемма 3.1. liml!1 P (C lj) = 0 для любого j 2 N .
Доказательство. Предположим, что это не так, то есть существует
j такое, что liml!1 P (C lj) = d > 0: Покажем, что
P (C lj)  exp

 1
2
lX
k=j
exp
 '2(ck)r
2

; (3.15)
где r2 < r < R2:
Доказательство проведем методом математической индукции.
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Шаг 1. l = j Оценим P (Cjj ). Используя лемму 2.2 и принцип боль-
ших уклонений для открытых множеств из леммы 2.4 8  > 0 для
c > c() будем иметь
P (Cjj ) = 1  P (Aj \Bj)  1  P (Aj) + P (Bj)
 1  expf '2(cj)(r2=2 + )g+ P (Bj)=d
 1  expf '2(cj)(r2=2 + )g+ 2
d
exp

 "
2'2(cj)c
72

:
Обозначим r = R
2+r2
2 ^ (2 + r2).
Выбирая  = R
2 r2
4 ^ 1 для c > c() _ (36r="2 + 72 ln(4=d)="2)
используя неравенство 1  x  exp( x), получаем
P (Cjj )  exp

 1
2
exp
 '2(cj)r
2

: (3.16)
Шаг 2. Предположим, что (3.15) выполнено для l = q   1.
P (Aq 1k )  exp

 1
2
q 1X
k=j
exp
 '2(ck)r
2

: (3.17)
Шаг 3. Докажем (3.17) для l = q. Используя лемму 2.2 и прин-
цип больших уклонений для открытых множеств из леммы 2.4, для
выбранных на первом шаге r и c, получаем
P (Cqj ) = P ((Aq [Bq) \ Cq 1j ) = P (Cq 1j )P (Aq [BqjCq 1j )
 P (Cq 1j )

1  P (AqjCq 1j ) +
P (Bq)
d

= P (Cq 1j )

1  P (kcq   yck[1=c;1] <
"
3
jCq 1j ) +
2
d
exp

 "
2'2(cq)c
72

 P (Cq 1j )

1  1
2
exp
 '2(ck)r
2

 exp

 1
2
qX
k=j
exp
 '2(ck)r
2

: (3.18)
Из (3.16)–(3.18) следует (3.15).
В силу условия (1.2) ряд
Pl
k=j exp
 '2(ck)r
2
	
расходится, поэтому
0 < d < lim
l!1
P (C lj)  exp

 1
2
1X
k=j
exp
 '2(ck)r
2

= 0:
Полученное противоречие доказывает лемму 2.1.
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Таким образом, выполнено условие (3.14) откуда следует, что
выполнено (3.11). Теорема полностью доказана.
4. Примеры
Теорема 3.1 применима, например, в следующих случаях:
1) если fn(!; s)) = f(s) — случай процессов с независимыми при-
ращениями,
2) если fn(!; s) и w(s) независимы,
3) если есть эффект усреднения (например, периодический коэф-
фициент диффузии, диффузионный процесс в случайной среде).
Приведем несколько примеров.
1) Рассмотрим случайный процесс с независимыми приращения-
ми
X1(t) = x0 +
tZ
0
f(s) dw(s);
где детерминированная функция f(s) удовлетворяет условию: суще-
ствует   1 такое, что 1  f2(s)  . Пусть
lim
T!1
1
T
TZ
0
f2(s) ds = a; (4.19)
функция '(n) 2 . Для последовательности случайных процессов
X1(nt)  x0p
n'(n)
=
1p
n'(n)
ntZ
0
f(s) dw
справедлив закон повторного логарифма с множеством предельных
точек KR(a); где R2 = R2(') определяется формулой (1.2). Проверим
условие теоремы 3.1. Используя условие (4.19) для любого " > 0 и
достаточно больших n получаем
sup
t2[0;1]

tZ
0
(f2(ns)  a) ds
 "=2 + supt2["=2;1]

tZ
"=2
(f2(ns)  a) ds
= "=2
+ sup
t2["=2;1]
t 1nt
ntZ
"=2
(f2(s)  a) ds
< "=2 + supt2["=2;1](t"=2) < ":
Таким образом, условие (2.3) выполнено.
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2) Рассмотрим интеграл Ито следующего вида
X2(t) = x0 +
tZ
0
(a+ ( 1)(s)) dw(s);
где константа a > 1, (s) — Fs-согласованный, независимый от w(s)
процесс Пуассона с параметром s.
Обозначим
Zn(t) =
1p
n ~'(n)
tZ
0
( 1)(ns)d~(ns);
где ~(s) — центрированный процесс Пуассона.
Лемма 4.1. Пусть ~'(n) 2  и limn!1 ~'(n)pn = 0, тогда для любого
 > 0 найдется N() : 8n > N(; t  v)
P

sup
t2[0;1]
jZn(t)j  

 2 exp

  ~'
2(n)2
4

:
Доказательство. Из [7, теорема 6] и условия limn!1
~'(n)p
n
= 0 следу-
ет, что при достаточно больших n и любых k > 0,  > 0
P

sup
t2[0;1]
jZn(t)j  

 2 exp

 k + k
2
2 ~'2(n)
exp

2k
~'2(n)

:
Выбрав k = ~'(n)2 , при достаточно больших n получим
P

sup
t2[0;1]
jZn(t)j  

 2 exp

  ~'
2(n)2
4

:
Пусть функция '(n) 2  и limn!1 '(n)pn = 0, тогда для последова-
тельности случайных процессов
X2(nt)  x0p
n'(n)
=
1p
n'(n)
ntZ
0
(a+ ( 1)(s)) dw
справедлив закон повторного логарифма с множеством предельных
точек KR(a2 + 1); где R2 = R2(') определяется формулой (1.2).
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Заметим, что
tZ
0
((a+ ( 1)(ns))2   a2   1) ds = 2a
tZ
0
( 1)(ns)ds:
Рассмотрим последовательность случайных процессов
Yn(t) =
1
2n
 
( 1)(nt)   1 + 2n
tZ
0
( 1)(ns)ds
!
:
Применяя к функции cos(x)2n и процессу (nt) формулу Ито, получа-
ем, что иначе процесс Yn(t) можно записать в следующем виде
Yn(t) =   1
n
tZ
0
( 1)(ns)d~(ns);
где ~(s) — центрированный процесс Пуассона.
Так как j( 1)(nt)   1j < 2 п.н., то для любого " > 0 и достаточно
больших n
sup
t2[0;1]
2a
tZ
0
( 1)(ns)ds
 "2 + supt2[0;1]
2a 1n
tZ
0
( 1)(ns)d~(ns)

 "
2
+ sup
t2[0;1]
 2apn ~'(n)
tZ
0
( 1)(ns)d~(ns)
;
где ~'(n) = n1=4
p
'(n): Из леммы 4.1 следует, что
P
 
sup
t2[0;1]
 2apn ~'(n)
tZ
0
( 1)(ns)d~(ns)
 "2
!
 2 exp

  ~'
2(n)"2
64a2

:
Поэтому
lim
n!1
1
'2(n)
lnP
 
sup
t2[0;1]

tZ
0
((a+ ( 1)(ns))2   a2   1) ds
> "
!
 lim
n!1
1
'2(n)

  ~'
2(n)"2
64a2

=  
p
n"2
64a2'(n)
=  1
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и условие теоремы 3.1 выполнено.
3) Рассмотрим диффузионный случайный процесс в случайной
среде. Определим случайный процесс X3(t) как решение уравнения
X3(t) = x0 +
tZ
0
(!;X3(s)) dw(s); (4.20)
где (!; x) — стационарный эргодический марковский процесс со зна-
чениями во множестве A = fa1; a2; : : : ; amg; ai 6= 0; с непрерывными
справа и имеющими пределы слева траекториями; винеровский про-
цесс w(t) и марковский процесс (!; x) независимы. В работе [4] обо-
сновывается существование и единственность слабого решения для
уравнений типа (4.20).
Обозначим
a = 1
 mX
i=1
1
a2i
i;
где  = f1; 2; : : : ; mg — распределение (0; !):
Пусть функция '(n) 2  и limn!1 '
5(n)p
n
= 0, тогда для последо-
вательности случайных процессов
X3(nt)  x0p
n'(n)
=
1p
n'(n)
ntZ
0
(!;X3(s)) dw(s) (4.21)
справедлив закон повторного логарифма с множеством предельных
точек KR(a); где R2 = R2(') определяется формулой (1.2). Обозна-
чим
xn(t) =
X3(nt)  x0p
n'(n)
:
Справедливо равенство
X3(nt) = x0 +
p
n'(n)xn(t);
поэтому нам достаточно показать, что
lim
n!1
1
'2(n)
lnP
 
sup
t2[0;1]

tZ
0
(~2(!;
p
n'(n)xn(s))  a) ds
> "
!
=  1;
(4.22)
где ~(!; x) = (!; x0 + x) — стационарный эргодический марковский
процесс.
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Из (4.21) следует, что справедливо уравнение
xn(t) =
1
'(n)
tZ
0
~(!;
p
n'(n)xn(s)) dwn(s); (4.23)
где wn(t) =
w(nt)p
n
:
При сделанных предположениях
lim
n!1
'(n)
(
p
n'(n))1=6
= lim
n!1
'5=6(n)
n1=12
= 0:
Поэтому условие (4.22) для уравнений (4.23) установлено в [4].
4) Рассмотрим процесс
Xn4 (t) = x0 +
tZ
0
(a+ cos(ns))dw(s); a > 1:
Для последовательности случайных процессов
Xn4 (nt)  x0p
n'(n)
=
1p
n'(n)
ntZ
0
(a+ cos(ns)) dw; '(n) 2 ;
справедлив закон повторного логарифма с множеством предельных
точек KR(a2 + 1=2); где R2 = R2(') определяется формулой (1.2).
Действительно, для достаточно больших n и любого " > 0
sup
t2[0;1]

tZ
0
((a+ cos(n2s))2   a2   1=2) ds

= sup
t2[0;1]

tZ
0

2a cos(n2s) +
cos(2n2s)
2

ds
 1n2

2a+
1
4

< ";
поэтому условие (2.3) выполнено.
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