The constrained interpolation profile (CIP) method is proposed in the field of computational fluid dynamics, because this method is less influenced by numerical dispersions and is stable with an arbitrary time step. In this paper, the CIP method is applied to room acoustic problems, in which boundary modeling and spatial/time discretization are specifically examined. First, frequencyindependent and frequency-dependent boundary conditions are introduced and validated with an acoustic tube problem. Second, in one-dimensional and three-dimensional closed sound fields, this paper shows that errors in waveforms and reverberation times using the CIP method are smaller than those using the finite difference time domain method even if the steps for time and space are larger. Third, to deal with complicated shapes, the cubic interpolation with volume/area coordinates (CIVA) method using arbitrary triangular elements is introduced; in two-dimensional sound fields, calculation of the CIVA method is stable even if the quality of triangular elements is low.
INTRODUCTION
In the field of acoustics, wave-based numerical analyses have been widely applied. In room acoustics, the time domain analyses are important because impulse responses are directly calculated. In these analyses, the finite difference time domain (FDTD) method has been widely used because it requires a small amount of memory storage and computational time.
However, there are two major problems with the FDTD method. First, the waveforms are collapsed with time at high frequencies because of numerical dispersions. This means that the space step must be much shorter than that required by the sampling theorem. To reduce the error attributed to the numerical dispersions, a high-order difference time domain scheme is introduced [1] . However, this scheme requires more computational time, and it is difficult to set boundary conditions. Second, the FDTD method requires a short time step Át [s] that satisfies the CFL condition, which is represented by Eq. (1):
where CFL denotes the CFL number, c [m/s] is the sound speed, Áx [m] is the width of the space step, and N is the number of dimensions. The time step Át has to be much smaller than that required by the sampling theorem because Áx is small, as mentioned above.
In the field of computational fluid dynamics (CFD), Takewaki et al. [2, 3] proposed another time domain analysis method, the constrained interpolation profile (CIP) method. The CIP method has the following two features. First, the width of the space steps Áx can be increased, because the CIP method is less influenced by numerical dispersions compared to the FDTD method. That is to say components at higher frequencies can be calculated accurately [4] . Second, this method is not theoretically restricted by the CFL condition because calculations of the CIP method are always stable inasmuch as physical values are only advected along characteristic curves. These features complement the aforementioned disadvantages of the FDTD method. One of the disadvantages of the CIP method is that components at higher frequencies are attenuated due to the numerical viscosity along advections. To reduce this effect, either a high-order interpolation function (e.g., 5th-order interpolation function instead of the usual 3rd-order one [4] ) is used, or the integration of total energy is also advected for energy conservation [5] , whereas most of the widely-used schemes do not satisfy the law of conservation. Another disadvantage is that this method requires more calculation time and memory storage than the FDTD method due to calculations of interpolation and an increase of memory access because differential values at all grid points must be added to the FDTD method. However, accurate calculations with larger steps for time and space reduce the computational loads.
In electromagnetic fields, accurate analyses for wave propagation are required as they are in acoustic fields. Some researchers showed that the error in the CIP method is smaller than that in the FDTD method, even on a coarse grid [3, 6] . In acoustic fields, Saito et al. first introduced the CIP method into acoustic problems in a 3-D free sound field [7] . This paper showed that the propagated waveform calculated by the type-M CIP method was more accurate than that by the FDTD method, even if the initial source had high-frequency components for a space step. Tsuchiya et al. compared the CIP method with the center-difference FDTD method, compact-FDTD method, and CIP-CSL4 method in a 1-D sound field [8] . Oh et al. compared the type-M CIP method with the more accurate type-C CIP method [9] . These previous studies showed that the phase velocity calculated using the CIP method was almost equal to the theoretical one, even at the Nyquist frequency, whose wavelength was equal to twice the longest space step. These studies showed the first-mentioned feature that the CIP method had small numerical dispersions and was accurate.
In the field of room acoustics, however, studies on introducing the CIP method are hardly seen. Thus we introduce the CIP method into room acoustic problems and validate the effectiveness of the CIP method. First, to deal with reflected waves, some boundary conditions are introduced, and in particular, frequency-dependent boundary conditions that use the Rayleigh model or digital filters are first introduced. Boundary conditions are validated with an acoustic tube problem, which is important and basic to room acoustics. Second, to analyze the sound fields in a closed room up to a long period of time as reverberation decay is important, we investigate the accuracy of multiple reflected waves by the CIP method in 1-D and 3-D sound fields. Moreover, to reduce the computational load, we calculate the accuracy through analyses with large steps for time and space. In acoustic fields, studies are also hardly seen that have the second feature of calculation with a time step that does not satisfy the CFL condition. Third, to analyze a sound field enclosed with complicated shapes that are not suitable for analyses on the Cartesian grid, the CIVA method using arbitrary triangular elements is used for the first time in acoustic problems.
FORMULATION FOR ACOUSTIC PROBLEMS

Principle of the CIP Method
The CIP method is a highly accurate method for solving advection equations that are of the following form:
Because the solution is represented by a general function f ðx À ctÞ, the solution f ðkÞ is constant on the characteristic curve k ¼ x À ct. Thus, the advection equations are simple but difficult to solve numerically for numerical dispersions. The most useful solver for Eq. (2) is the method of characteristics described in Sect. 2.2. The CIP method is this type of method and its feature is the use of 3rd-order polynomials to interpolate the physical quantities at advection sources between grid points.
Method of Characteristics
One-dimensional sound propagation in air is expressed by the equation of motion Eq. (3) and the equation of continuity Eq. (4): 
Equations (5) Fig. 1 . Values at the advection source points are interpolated by the CIP interpolation described in Sect. 2.3. Because the next time-step values are obtained only by advecting them, theoretically, these values cannot be influenced by numerical dispersions. In addition, calculation is stable with a time step that does not satisfy the CFL condition.
CIP Interpolation
While the FDTD method requires the values of p and u at all grid points, the CIP method requires the differential values of p and u in addition to the values themselves. These values at the advection source points x s are interpolated using 3rd-order polynomials QðxÞ of p and u and their differential values at the grid points. Here, we differentiate Eqs. (5) and (6) to obtain Eq. (7):
Because Eq. 
Application to Multi-dimensional Problems
The techniques mentioned above are not applied directly to multi-dimensional problems because the righthand side of the advection equations in multi-dimensional problems is non-zero. A multi-dimensional problem is divided into 1-D problems by splitting them directionally. This approach is called the space splitting technique. For example, in a 2-D problem, as described in Fig. 2(a) , the values at the open asterisk point are advected from the values at the closed asterisk point. Instead of advecting these values directly, advections are divided into the x and y directions, assuming that Át is small. First, the values are advected in the x direction, as in Eqs. (5) and (6) . Second, the values are advected in the y direction as in Eq. (8):
where v [m/s] denotes the particle velocity in the
This technique is applied to 3-D problems in the same procedure.
The concrete procedure is described below. 
BOUNDARY CONDITIONS FOR
ROOM ACOUSTIC PROBLEMS 3.1. Impedance Boundary Conditions Impedance boundary conditions are important in room acoustics because these boundary conditions are the simplest and because the impedance, defined as p=u, is related to the absorption coefficient. We introduce frequency-independent and frequency-dependent impedance boundary conditions into the CIP method. nþ1 on the boundary. They are obtained using impedance boundary conditions as in Eq. (9), where Z denotes the acoustic impedance and r denotes the reflection coefficient as in Eq. (10) [11] .
The above equation is obtained from the following equations on the boundary:
in the x direction is obtained using Eq. (11) . This equation is obtained by treating the differential as the difference near x 1 ; x 2 in Fig. 4(a) .
¼ r lim
The differentials of f þ x in the y and z directions for multidimensional problems are obtained using Eqs. (12) and (13), as in Fig. 4(b) .
3.1.2. Frequency-dependent impedance boundary conditions Generally, the absorption coefficients of absorptive materials vary with frequency. However, the impedance boundary conditions in Subsect. 3.1.1 are constant at all frequencies. In the FDTD method, the method using an equivalent mechanical system is proposed [12] . Practically, the impedance boundary condition in Subsect. 3.1.1 is used in most FDTD analyses. Because its implementation in the FDTD method is not easy, the simulation program has to be modified for this boundary condition, and an adequate mechanical system has to be chosen. The boundary conditions of the CIP method are simply described by the reflection coefficient r, as in Eq. (9) . These boundary conditions are realized by designing a digital filter, whose transfer functions between input data array and output data array are equal to the complex reflection coefficient r. For example, in Fig. 3 the input data array is f À x and the output data array is f þ x . The transfer function r is described by Eq. (14) , where z À1 is a delay operator and aðkÞ and bðkÞ are the coefficients of an IIR filter of order N f .
To realize frequency-dependent impedance boundary conditions, we first obtain the complex impedance Z by a model (e.g., the Rayleigh model). Second, we calculate the amplitude and phase characteristics of r in Eq. (10) . Finally, we design the coefficient of an FIR or IIR filter að0Þ Á Á Á aðN f À 1Þ and bð1Þ Á Á Á bðN f À 1Þ with these characteristics. For example, ð f þ x Þ nþ1 is obtained by Eq. (15) and
nþ1 is also obtained by Eqs. (11) and (14) in the same procedure. 
Vibrating Boundary Conditions
The boundary is vibrated at speed u n , as in Fig. 5 . The value of f þ x at the next time step is given by Eq. (16), and the differential value is given by Eq. (17) .
¼ lim
where x is ct.
Modeling of Porous Materials Using the Rayleigh Model
In numerical analyses, the characteristics of porous materials are often taken into account by the Rayleigh model. There are some basic studies of the Rayleigh model using the FDTD method [13] . We introduce this model into the CIP method. We have explained the method for 2-D problems, but the same technique can be applied to 3-D problems. While the equation of continuity is the same as that in air (e.g., in the x direction, Eq. (4)), the equations of motion inside porous materials in 2-D sound fields are described in Eq. (18) , assuming the porosity and the structure factor are 1, where R [NÁs/m 4 ] is the flow resistance.
The following advection equations in Eq. (19) in the x direction are obtained by splitting Eqs. (4) and (18) directionally and transforming them in the same way as described in Sect. 2.2:
where f AE x is f þ x and f À x and the double sign is in the same order. The procedures of advection in the y direction are the same as those in the x direction. To solve the advection equations with a non-advective term (outer-force term) by the CIP method, the time splitting technique is used assuming that the outer force is constant during the time step. First, Eq. (20) is solved by the CIP method to obtain the middle time step ( Ã ) values, &cðuÞ Ã and ðpÞ Ã .
Later, the outer force term is solved by the difference method as in Eq. (21) to obtain the next step value.
This procedure can deal with both fields in absorbers and in the air; R ¼ 0 for the latter case.
Validation with the Acoustic Tube Problem
To validate the basic performance of two frequencydependent boundary conditions in Sects. 3.2 and 3.3, we analyze the most basic 2-D acoustic tube problem with an absorptive material whose thickness is 0.1 m and for which R is 15,000 Ns/m 4 on the right wall, as in Fig. 6 . We set Áx to 0.025 m and Át to 71.4 ms (CFL ¼ 0:98) for calculations with both boundary conditions. Additionally, we set Át to 7.14 ms (CFL ¼ 0:098) for calculations that use the Rayleigh model. At the left boundary of the tube, the particle velocity is given by Eq. (22) [14] . We set ( to 3.57 ms, A to 4 Á 10 6 , and B to 5:4 Á 10 À10 . This source includes the components from 100 to 1,800 Hz at a point of À20 dB from the peak, as in Fig. 7 . We design a 20th-order IIR filter from the theoretical solution [13] . Figure 8 shows the calculated waveforms. The reflected waveform using the Rayleigh model (Át These two types of boundary conditions yield frequency-dependent boundary conditions. The error in the absorption coefficient a is estimated by Eq. (23): 
RELATIONSHIP BETWEEN ACCURACY AND SPATIAL/TIME DISCRETIZATION
In this section, we investigate the relationship between the computational accuracy and the spatial/time discretization of the CIP method. In previous studies about the CIP method, numerical dispersions of direct waves were investigated [7] whereas the calculation accuracy of multiple reflected waves, which is important for room acoustic problems, has not been investigated.
First, in a 1-D sound field, we compare the calculated reflected waves with the theoretical waves when the time step increases. We also investigate the effect of a long time step, which does not satisfy the CFL condition, on the computational accuracy. Secondly, in 3-D fields, we investigate the effect of the space splitting technique, not only on the computational accuracy of the reflected waves but also on that of the reverberation times, which are practically important in room acoustics. Additionally, we investigate the effect of a large time and space step. In all cases, the results are compared with those calculated by the FDTD method. In this paper, for basic studies, we use the most standard center-difference FDTD method (2nd-order difference for space and 1st-order for time) and type-M CIP method. For both methods, the initial spatial sound pressure is given as a Gaussian distribution, as in Eq. (24):
where pðrÞ is the sound pressure at a point r [m] from the source. The component of the source ranges up to f max ¼ 1:13 kHz (upper limit of 1/3 octave band of 1 kHz) at a point À20 dB from the peak, as in Fig. 11 . Figure 12 shows an analyzed 1-D sound field. A point source and receiving point are located at x ¼ 1 [m]. The absorption coefficients of both sides are 0.5, given only by the real part of the surface impedance. Figure 13 Figure 15 shows that the errors do not increase with Át. The errors are obtained up to 0.1 s. While the analyses by the FDTD method should be executed under the condition that Át is less than 0.096 ms because of the CFL condition, the analyses by the CIP method can be executed unless Át is over 0.25 ms (CFL ¼ 2:6), which is the longest time step satisfying the sampling theorem. Figure 16 shows a 3-D sound field in a 5 Â 5 Â 3 m Figure 19 shows that, using our computational codes, the CIP method requires from 3.6 to 5.4 times more memory storage and 10 times longer computational time than the FDTD method, when the same Át and Áx are used. According to the above-mentioned result, comparing the computational load by the CIP method with Áx ¼ 0:067 [m] with that by the FDTD method with Áx ¼ 0:033 [m], we can reduce the memory storage by 17% and the computational time by 35% by using the CIP method.
1-D Sound Field Analysis
3-D Sound Field Analysis
To reduce the computational load, first, we investigate the effect of a long time step, which does not satisfy the CFL condition, on the computational accuracy of the reverberation times, when all of the walls are absorptive with an absorption coefficient of 0.1 (only the real part of the surface impedance is given). The reverberation times . This is because lowfrequency oscillations of the wave remain in the late part of the reverberation, as shown in Fig. 21 . This decrease in the accuracy is attributed to the space splitting technique for multi-dimensional problems as mentioned in Sect. 2.4 because these oscillations are not seen in the results for a 1-D field with the same Át and Áx, as shown in Fig. 15 , and the space-splitting is valid for small Át. Second, we investigate the effects of the steps of both time and space under the same CFL. Three Áx are adopted: 0.033, 0.05, and 0.067 m. The time step Át also changes with fixing CFL ¼ 0:52. Figure 22 shows the calculated reverberation times. The accuracy of the reverberation times by the FDTD method in frequency bands whose center frequencies are higher than 500 Hz decreases with an increase in Áx whereas the accuracy by the CIP method hardly decreases. We calculate the differences in the waveforms using Eq. (25) Figure 23 shows that the difference by the CIP method is smaller than that by the FDTD method with large spatial/time steps, regardless of the elapsed times. For both methods, the computational error is smallest with the smallest spatial/time steps. The errors in the FDTD method are at least equivalent to those of the CIP method. Smaller differences between the result with the larger steps and that with the smallest steps lead to a reduction in the computational load.
We validate the effectiveness of these two strategies to reduce the computational loads. In the first strategy, we obtain less accurate results with a long time step. In the second strategy, we obtain accurate results with large time and space steps. Moreover, the second reduces the computational load more than the first. Hence, the second strategy is more effective than the first.
ADAPTATION TO ARBITRARY SHAPES USING CIVA METHOD
To deal with various complicated shapes of rooms, structural meshes are often inconvenient. On the Cartesian grid, the boundary shapes are modeled by a step approximation. The FDTD method depends on the Cartesian grid while the CIP method does not. Using triangular meshes is effective because they are generated by general meshers. It is necessary for CIP interpolation on non-Cartesian grids to constitute fully multi-dimensional polynomials on grids. However, the coefficients of the polynomials cannot be obtained because the number of unknowns of these fully 3rd-order polynomials is greater than the number of knowns. While the number of unknowns is 10 in 2-D and 20 in 3-D, the number of knowns is 9 in 2-D and 16 in 3-D using triangular/tetrahedral elements with the physical values and their differential values at the vertexes.
Additional conditions are required to determine the unknown coefficients of these polynomials. Previous studies have proposed improved CIP methods using quadrilateral elements in 2-D, but they have some disadvantages. The type-A CIP method [15] , which adds a value at the furthest point at a diagonal of a quadrilateral element to known values, is restricted by the severe condition that Át is under 0:5Áx=c. The type-B CIP method [16] , which adds 2 unknown values to the interpolation functions and adds a value and x-directional and y-directional differential values to known values at a diagonal of a quadrilateral element, is difficult to use because its boundary condition is complicated.
In the field of CFD, the cubic interpolation with volume/area coordinates (CIVA) method has been proposed [17] . The CIVA method is an extension of the CIP method. It interpolates physical values using area coordinates as shown in Fig. 24 , which is common in the FE analyses. On area coordinates, the above-mentioned problem of polynomials can be solved by using incompatible elements, which reduce the number of unknowns to the number of knowns.
Here, we introduce the CIVA method to the analysis of multi-dimensional sound fields. In this paper, we apply it only for 2-D field problems because in our experiments, the 3-D calculation is unstable along time due to incompatible elements used in the CIVA method. This instability is attributed to the non-stationarity of acoustic problems. Compatible elements require 2nd-order differential values at all grid points, and these elements increase computational loads.
Formulation of the CIVA Method
The CIVA method has the same number of variables as the CIP method, and the treatment of boundary conditions is the same as that in the CIP method. The difference between the two methods is the form of the interpolation function. In the CIVA method, the interpolation function is described as in Eq. (26) [17] :
where f i is a value at vertex i, and x i and y i are its coordinates. The value d is related to the order of the interpolation function: 0 for 1st-order and 1 for 3rd-order interpolation. The value is related to the numerical viscosity. In this paper, d is 1 and is 0.5 [17] . These interpolation functions are derived hierarchically as proposed by Peano [18] , and are C 0 continuous between neighbor elements. For multi-dimensional problems, we use the space splitting technique. If advection source points are on the edges of triangular elements and their orthogonal differential values are obtained using the 1st-order interpolation, this scheme is equal to the type-M CIP method. Because the advection source points are constant during the whole calculation, $ i ði ¼ 1; 2; 3Þ is constant. If $ i is in RAM, the computational load does not increase greatly compared to the CIP method.
Relationship between Errors and Distortions of Triangular Elements
We analyze a 1 Â 1 m 2 2-D sound field by the CIVA method using non-uniform triangular elements, as shown in Fig. 25 . The vertices of the triangular elements are arranged at rectangular grids with Áx ¼ 0:033 [m] and are moved by random numbers r x and r y in the x and y directions respectively. We give each vertex different values of r x and r y , which are randomly set between Àr max and r max . The largest area of the elements is more than two and r y . This shows that the error in the CIVA method with small r max is almost equivalent to that in the CIP method and that the differences increase with r max , but the differences are under 1%, even if the quality of the non-uniform triangular elements is low. A low-quality mesh causes large CFL number analyses, exploiting the advantage of the CIP method.
CONCLUSIONS AND FUTURE WORK
The CIP method has been introduced into room acoustic problems. First, the most commonly used frequency-independent impedance boundary conditions were introduced. In addition, two frequency-dependent boundary conditions were introduced: the impedance boundary conditions using digital filters and the Rayleigh model. They are validated with an acoustic tube problem. The former was accurate with a long time step while the latter one decreased in accuracy with a long time step because of the time splitting technique.
Second, we compared the accuracy of the CIP method with that of the FDTD method in terms of reflected waveforms and reverberation times. In a 1-D sound field, compared to the theoretical solutions, the results obtained by the CIP method had smaller errors than those by the FDTD method, and the CIP method enabled a calculation with a long time step that did not satisfy the CFL condition. In 3-D sound fields, the reflected waveforms calculated by the CIP method were more accurate and had less phase errors than those calculated by the FDTD method with the same settings. Increasing the time steps and both the time and space steps reduced the computational loads. In the former case, calculation with a long time step was stable, but low-frequency oscillation occurred in the late part of reverberation due to the space splitting technique. In contrast, in the latter case, the CIP method had a higher accuracy than the FDTD method with the same settings. In practice, the latter case was effective because the latter case was accurate and reduced the computational load more than the former case. For the same calculation accuracy in the latter case, the computational loads of the CIP method were smaller than those of the FDTD method.
Third, to deal with complicated shapes, the CIVA method was introduced, which interpolated physical values using arbitrary triangular elements. The calculation accuracy of the CIVA in a 2-D field is almost equivalent to that of the CIP method.
In future work, to reduce the decrease in computational accuracy attributed to the space splitting technique, multi- dimensional techniques that directly solve the advection equations in 2-D and 3-D sound fields are required. The CIVA method with 2nd-order differential values at all grid points is required for stable 3-D sound field analysis using tetrahedral elements.
