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CALCULUS OF GENERALIZED RIESZ PRODUCTS
E. H. EL ABDALAOUI AND M. G. NADKARNI
Abstract. In this paper we discuss generalized Riesz products bringing into
consideration Hp theory, the notion of Mahler measure, and the zeros of
polynomials appearing in the generalized Riesz product. Formula for Radon-
Nikodym derivative between two generalized Riesz product is established under
suitable conditions. This is then used to formulate a Dichotomy theorem and
prove a conditional version of it. A discussion involving flat polynomials is
given.
1. Introduction.
Generalized Riesz products considered in this paper are the ones defined in
[17],[21] where one of the aims was to describe the spectrum of a non-singular
rank one map as a generalized Riesz product. Generalized Riesz product has re-
mained only in the state of definition although much deep work has appeared over
last two decades on special generalized Riesz products arising in the spectral study
of measure preserving rank one maps of ergodic theory.
The purpose of this paper is to set forth some basic facts of generalized Riesz
products and bring into play Hardy class theory to discuss some of the problems
arising in the subject. It is surprising that one can garner so much information
simply from the fact that L2 norm of the trigonometric polynomials appearing in a
generalized Riesz product is one. These facts are discussed in section 2 and 3 of the
paper. Section 4 gives a formula for Radon-Nikodym derivative of two generalized
Riesz products. In section 5 we discuss a conditional dichotomy result. Connection
with flat polynomials is discussed in section 6 and a result on zeros of polynomials
under consideration is given in section 7.
In the rest of this section we give some background material.
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Riesz Products. Consider a trigonometric series
+∞∑
n=−∞
anz
n, z ∈ S1,
where S1 = {z : |z| = 1}, the circle group. If we ignore those terms whose
coefficients are zero, then we can write the trigonometric series as
+∞∑
k=−∞
ankz
nk , z ∈ S1.
Now if |nk+1nk | > q, ∀k, for some q > 1, then the series is said to be lacunary. The
convergence questions for a lacunary trigonometric are answered by:
Theorem 1.1 ([27, p.203]). A lacunary trigonometric series converges on a set of
positive Lebesgue measure if and only if its coefficients form an ℓ2 sequence. If the
coefficients are not square summable then the lacunary trigonometric series is not
a Fourier series (of any L1(S1, dz) function).
Next we need the notion of dissociated polynomials. Consider the following two
products:
(1 + z)(1 + z) = 1 + z + z + z2 = 1 + 2z + z2,(1.1)
(1 + z)(1 + z2) = 1 + z + z2 + z3.
In the first case we group terms with the same power of z, while in the second case
all the powers of z in the formal expansion are distinct. In the second case we say
that the polynomials 1+ z and 1+ z2 are dissociated. More generally we say that a
set of trigonometric polynomials is dissociated if in the formal expansion of product
of any finitely many of them, the powers of z in the non-zero terms are all distinct.
(see section 2 for a detailed definition).
Now consider the infinite Product due to F. Riesz: ([27, p.208])
+∞∏
k=1
(
1 + ak cos(nkx)
)
, −1 ≤ ak ≤ 1, nk+1
nk
≥ 3.
Each term of this product is non-negative and integrates to 1 with respect to the
normalized Lebesgue measure on the circle group. We rewrite this product as
+∞∏
k=1
(
1 +
ak
2
(
znk + z−nk
))
.
Because of the Lacunary nature of the nk’s, the polynomials
1 +
ak
2
(
znk + z−nk
)
, k = 1, 2, · · ·
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are dissociated. If we expand the finite product
∏L
k=1
(
1+ ak2
(
znk +z−nk
))
, we get
a finite sum of the type
1 +
M∑
k 6=0
k=−M
γkz
mk ,
and for the infinite product we get the series
+∞∑
k=−∞
γkz
mk ,
both sums being formal expansions of the corresponding products. Since the finite
products are non-negative and integrate to 1, they are probability densities and
the corresponding probability measures converge weakly to a probability measure,
say µ, whose Fourier-Stieltjes series is the formal expansion of the infinite product.
The main theorem about Riesz products is
Theorem 1.2 ([27, p.209]). The Riesz product
∏+∞
k=1
(
1+ ak2
(
znk + z−nk
))
, −1 ≤
ak ≤ 1, nk+1nk ≥ 3, ∀k. represents a continuous measure µ on S1 which is absolutely
continuous or singular with respect to the Lebesgue measure on S1 according as the
sequence ak, k = 1, 2, · · · is in ℓ2 or not. The finite products
L∏
k=1
(
1 +
ak
2
(
znk + z−nk
))
, L = 1, 2, · · ·
converge to dµdz a.e. (dz) as L −→ +∞.
We will improve this theorem using Hardy class theory later.
The above account about Riesz products is based on parts of chapter V of Zyg-
mund [27]. The original four page paper of F. Riesz appeared nearly 95 years ago
in 1918 [26], and has led to much further work. The aim of the paper was to give
a continuous function of bounded variation whose Fourier-Stieltjes coefficients do
not tend to zero.
Connection with Ergodic Theory. In [20] F. Ledrappier showed that Riesz
products appear as maximal spectral type of a class of measure preserving trans-
formation. We will assume that the reader is familiar with the stacking method of
constructing measure preserving transformations. Consider a sequence stacks Σn,
n = 1, 2, · · · of pairwise disjoint intervals, beginning with the unit interval as Σ1.
Each stack comes equipped with the usual linear maps among its element. Let hn
be the height of Σn, n = 1, 2, · · · . For each n ≥ 2, the stack Σn is obtained from
Σn−1 by dividing Σn−1 into two equal parts and adding a finite number, say an−1,
of spacers on the left subcolumn. The top of the left subcolumn (after adding spac-
ers) is mapped linearly onto the bottom of the right subcolumn, and the resulting
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new stack is Σn. If T is the measure preserving transformation given by this system
of stacks, then, as shown by Ledrappier, the associated unitary operator UT has
simple spectrum whose maximal spectral type,( except possibly for some discrete
part), is given by the weak∗ limit of probability measures
µL =
L∏
n=1
∣∣∣ 1√
2
(
1 + zhn+an
)∣∣∣2dz = L∏
n=1
∣∣∣1 + 1
2
(
zhn+an + z−hn−an
)∣∣∣2dz, L = 1, 2, · · ·
as L −→ +∞. We write this measure formally as
µ =
+∞∏
n=1
∣∣∣ 1√
2
(
1 + zhn+an
)∣∣∣2 (A).
More generally, consider a rank one measure preserving transformation made of
a sequence of stacks Σn, n = 1, 2, · · · with hn as the height of Σn, and Σ1 being the
unit interval. For n ≥ 2, Σn is obtained from Σn−1 by dividing Σn−1 into mn−1
equal parts, and placing a certain number a
(n−1)
j of spacers on the j
th subcolumn,
1 ≤ j ≤ mn−1 − 1. Let T denote the resulting measure preserving transformation
and UT the associated unitary operator. Here again the operator UT has simple
spectrum and the maximal spectral type (except possibly some discrete part) is
given by the weak∗ limit of the probability measures [17],[21],[19]:
µn =
n∏
k=1
1
mk
∣∣∣(1 + mk−1∑
j=1
zjhk+
∑j
i=1 a
(k)
i
)∣∣∣2dz, n = 1, 2, 3, · · ·
We denote this weak∗ limit µ by the infinite product:
µ =
+∞∏
k=1
1
mk
∣∣∣(1 + mk−1∑
j=1
zjhk+
∑j
i=1 a
(k)
i
)2∣∣∣ (B)
Ornstein [24] has constructed a family of rank one measure preserving maps
which are mixing. Bourgain [10] has shown that almost all of these rank one map
have singular spectrum. It is not known if there exists a rank one measure preserv-
ing map whose maximal spectral type has a part which is absolutely continuous
with respect to the Lebesgue measure on S1. This question is naturally related to
a question of Banach (in The Scottish Book) which asks if there is a measure pre-
serving transformation T on the Real line (with Lebesgue measure) which admits
a function f such that f ◦ T n, n = 1, 2, · · · are orthogonal and span L2(R).
Let Σn, n = 1, 2, · · · and T be as above, and let φ be a function of absolute
value one which is constant on interval of Σn except the top piece, n = 1, 2, · · · .
It is known that the unitary operator Vφ = φ · UT also has multiplicity one and its
maximal spectral type is continuous whenever φ is not a coboundary. It is given
by the weak∗ limit of a sequence of probability measures given by:
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µL =
L∏
n=1
∣∣∣Pk(z)|2dz,
where P ′ks are polynomials of the type:
Pk(z) = c
(k)
0 +
mk−1∑
j=1
c
(k)
j z
jhk+
∑j
i=1 a
(k)
i ,
mk−1∑
j=0
|c(k)j |2 = 1.
The constants c
(k)
j are determined by the mk’s and the function φ. We may write
this weak∗ limit as
µφ =
+∞∏
n=1
∣∣∣Pk(z)|2 (C).
Note that in all the products (A), (B), and (C) there is no lacunarity condition
imposed on the powers of z from outside. The gap between two consecutive nonzero
terms of the polynomials are determined by parameters of construction, and need
not be lacunary. In the rest of this paper we will, for most part, dispense with the
dynamical origin of the measures of the type (A), (B) and (C) and discuss a larger
class of measures, called generalized Riesz product, which include these measures.
2. Generalized Riesz Products and their Weak Dichotomy.
In this section we introduce generalized Riesz products and derive a weak di-
chotomy result about infinite product of polynomials associated to it. This also
yields conditions for absolute continuity of the generalized Riesz product.
Definition 2.1. Let P1, P2, · · · , be a sequence of trigonometric polynomials such
that
(i) for any finite sequence i1 < i2 < · · · < ik of natural numbersˆ
S1
∣∣∣(Pi1Pi2 · · ·Pik)(z)∣∣∣2dz = 1,
where S1 denotes the circle group and dz the normalized Lebesgue measure
on S1,
(ii) for any infinite sequence i1 < i2 < · · · of natural numbers the weak limit of
the measures | (Pi1Pi2 · · ·Pik)(z) |2 dz, k = 1, 2, · · · as k →∞ exists,
then the measure µ given by the weak limit of | (P1P2 · · ·Pk)(z) |2 dz as k →∞ is
called generalized Riesz product of the polynomials | P1 |2, | P2 |2, · · · and denoted
by
µ =
∞∏
j=1
∣∣Pj∣∣2 (1.1).
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For an increasing sequence k1 < k2 < · · · of natural numbers the product∏∞
j=1 |Pkj |2 makes sense as the weak limit of probability measures
|(Pk1Pk2 · · ·Pkn)(z)|2dz as n → ∞. It depends on the sequence k1 < k2 · · · , and
called a subproduct of the given generalized Riesz product.
Since the object under consideration is the generalized Riesz product∏∞
j=1 |Pj |2, without loss of generality we assume that the polynomials Pj , j =
1, 2, · · · are analytic with positive constant term. Their domain of definition will
mainly be the circle group, but with option to look at then as functions on the
complex plane. Since
ˆ
S1
|Pj |2(z)dz = 1, the sum of the squares of the absolute
values of coefficients of Pj is one, and so each coefficient of Pj is at most one in
absolute value. Let a
(j)
0 denote the constant term of Pj , which is positive by as-
sumption. The sequence of products
∏n
j=1 a
(j)
0 , n = 1, 2, · · · is non-increasing, and
so has a limit which is either zero or some positive constant which can be at most
1. The case when this constant is one is obviously the trivial case when each Pj is
the constant 1.
Consider the sequence of polynomials Sn
def
=
∏n
j=1 Pj , n = 1, 2, · · · (without the
absolute value squared). For each n, let b
(n)
0
def
=
∏n
j=1 a
(j)
0 denote the constant term
of Sn. Write b = limn→∞ b
(n)
0 . We have the following weak dichotomy theorem for
generalized Riesz products.
Theorem 2.2. If b = 0, the sequence of polynomials Sn =
∏n
i=1 Pi, i = 1, 2, · · ·
converges to zero weakly in L2(S1, dz). If b is positive it converges in L1(S1, dz)
(and in H1) norm to a non-zero function f which is also in H2 with H2 norm at
most 1, log(|f |) has finite integral.
Proof. Assume that b = 0. We show that the sequence Sn, n = 1, 2, · · · has zero
weak limit as functions in L2(S1, dz). Assume that a subsequence Skn , n = 1, 2, · · ·
converges weakly f ∈ L2(S1, dz). We show that f is the zero function. By choosing
a further subsequence if necessary we can assume without any loss that the constant
term of
Skn+1
Skn
, n = 1, 2, · · · goes to zero as n→∞. Since b = 0, the zeroth Fourier
coefficient of f is zero. Since each Sn is an analytic trigonometric polynomial, the
negative Fourier coefficients of f are all zero. Assume now that for 0 ≤ j < l,
bj =
ˆ
S1
z−jf(z)dz = 0. Then, given ǫ, for large enough m,
∣∣∣ˆ
S1
z−jSkmdz
∣∣∣ < ǫ,
for 0 ≤ j < l, and moreover the constant term of Skm+1Skm is less than ǫ. For n > m,
kn∏
j=1
Pi =
km∏
j=1
Pj
kn∏
j=km+1
Pj .
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Since Pj ’s are one sided trigonometric polynomials, it is easy to see from this
that
∣∣∣ˆ
S1
z−lSkn(z)dz
∣∣∣ ≤ (l + 1)ǫ. Since this holds for all n > m we see thatˆ
S1
z−lf(z)dz = 0. Induction completes the proof.
Assume now that b > 0. Then a
(n)
0 as well as
∏n
j=m+1 a
(j)
0 ,m < n, converge to
1 as m,n→∞. Since L2(S1, dz) norm of all the finite products is one,
Pn,
Sn
Sm
→ 1 in L2(S1, dz), m < n, as m,n→∞.(2.1)
Moreover by Cauchy-Schwarz inequality∥∥∥Sn − Sm∥∥∥
1
=
∥∥∥Sm(1− n∏
m+1
Pi
)∥∥∥
1
≤
∥∥∥Sm∥∥∥
2
∥∥∥1− n∏
j=m+1
Pj
∥∥∥
2
→ 0 as m,n→∞.
Thus the sequence of analytic polynomials Sn, n = 1, 2, · · · converges in L1(S1, dz)
to a function which we denote by f , and view it also as a function in the Hardy
class H1. A subsequence of Sn, n = 1, 2, · · · converges to f a.e (with respect to the
Lebesgue measure of S1), whence, over the same subsequence S2n, |Sn|2, n = 1, 2, · · ·
converge to f2 and |f |2, respectively. Since ‖Sn‖2 = 1, n = 1, 2, · · · , by Fatou’s
lemma we conclude that f is square integrable with L2(S1, dz) norm at most 1.
Thus f is in H2, and log | f | has finite integral.

We do not know if the L2(S1, dz) norm of f is 1, equivalently, if Sn, n = 1, 2, · · ·
converges to f in L2(S1, dz). We give some sufficient conditions under which this
holds. Let Sn =
∑mn
j=0 b
(n)
j z
j, where mn is the degree of the trigonometric polyno-
mial Sn. Now
b
(n)
j =
ˆ
S1
z−jSn(z)dz →
ˆ
S1
z−jf(z)dz def= bj.
The series
∑∞
j=0 bjz
j is the Fourier series of f and we call this series the formal
expansion of
∏∞
j=1 Pi. Since b is positive, the infinite product
∏∞
j=n+1 a
(j)
0 is also
positive, so the infinite product
∏∞
j=n+1 Pj has a formal expansion which we de-
note by
∑∞
j=0 c
(n)
j z
j . Note that c
(n)
0 =
∏∞
j=n+1 a
(j)
0 −→ 1 as n −→ ∞, as a result∑∞
j=1 |c(n)j |2 ≤ 1− (c(n)0 )2 −→ 0 as n→∞.
At this point, let us recall the following important notion in the Riesz product
theory.
Definition 2.3. Finitely many trigonometric polynomials q0, q1, · · · , qn,
qj =
∑Nj
i=−Nj d
(j)
i z
i,j = 0, 1, 2, · · · , n are said to be dissociated if in their product
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q0(z)q1(z) · · · qn(z), (when expanded formally, i.e., without grouping terms or can-
celing identical terms with opposite signs), the powers i0 + i1 + · · · + in of z in
non-zero terms
d
(0)
i0
d
(1)
i1
· · · d(n)in zi0+i1+···+in
are all distinct.
A sequence q0, q1, · · · , of trigonometric polynomials is said to be dissociated if
for each n the polynomials q0, q1, · · · , qn are dissociated.
Suppose now that the polynomials P1, P2, · · · (without the squares) appearing
in generalized Riesz product 1.1 are dissociated. Then, whenever b
(n)
j is a non-
zero coefficient in the expansion of Sn, b
(l)
j = b
(n)
j
b
(l)
0
b
(n)
0
for all l ≥ n. Thus, if the
polynomials Pj , j = 1, 2, · · · are dissociated, then we see on letting l → ∞ that
bj = b
(n)
j c
(n)
0 , provided b
(n)
j 6= 0. We therefore have for any n
mn∑
j=0
|bj|2 ≥
mn∑
j=1
| b(n)j |2 (c(n)0 )2 = (c(n)0 )2 −→ 1
as n→∞. Thus f has L2(S1, dz) norm 1. We have proved:
Theorem 2.4. If the polynomials Pn, n = 1, 2, · · · are dissociated and b is posi-
tive then the partial products Sn, n = 1, 2, · · · converge in H2 to a non-zero func-
tion f and the generalized product
∏∞
j=1 |Pj |2 is the measure |f |2dz. Further,ˆ
S1
log(|f(z)|)dz is finite.
If we replace the condition that the polynomials Pn, n = 1, 2, · · · are dissociated
by the condition that coefficients of the polynomials Pn, n = 1, 2, · · · are all non-
negative, then it is easy to verify that for 0 ≤ k ≤ mn,
bk ≥ c(n)0 b(n)k + b(n)0 c(n)k ,
whence
∞∑
k=0
| bk |2≥ (
mn∑
k=0
| b(n)k |2) | c(n)0 |2= 1· | c(n)0 |2→ 1,
as n→∞. Thus, if the coefficients of all the Pn, n = 1, 2, · · · are non-negative, and
if b = b0 > 0, we necessarily have convergence of Sn, n = 1, 2, · · · in H2.
We continue with the assumption that b is positive, but no more assume that
the polynomials Pn, n = 1, 2, · · · are dissociated or have non-negative coefficients.
Fix n, and let 1 ≤ j ≤ mn, then
∞∑
j=0
bjz
j =
(mn∑
i=0
b
(n)
i z
i
)( ∞∑
k=0
c
(n)
k z
k
)
.
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This gives any j ≥ 0,
bj = b
(n)
j c
(n)
0 +
j−1∑
i=0
b
(n)
i c
(n)
j−i.
Hence, for any j ≥ 1,
| bj − b(n)j c(n)0 |2≤
(j−1∑
i=0
| b(n)i |2
)(j−1∑
i=0
| c(n)j−i |2
)
≤
∞∑
j=1
| c(n)j |2
≤ 1− (c(n)0 )2 −→ 0 as n→∞
Assume now that mn(1− c(n)0 ) −→ 0 as n→∞ Then
∑mn
j=0 | bj − b(n)j c(n)0 |2→ 0 as
n → ∞. Another use of the assumption that mn(1 − c(n)0 ) −→ 0 as n → 0 allows
us to conclude that
∑mn
j=0 |bj − b(n)j |2 −→ 0 as n → ∞. Since
∑mn
j=1 |b(n)j |2 = 1,
we conclude that
∑∞
j=1 |bj |2 = 1, so that L2(S1, dz) norm of f is one and Sn, n =
1, 2, · · · converges to f in H2. We have proved:
Theorem 2.5. If b is positive and mn(1 − c(n)0 ) −→ 0 as n→ ∞ then Sn → f in
H2 and |f |2dz is the generalized Riesz product ∏∞j=1 |Pj |2. Moreover log (|f |) has
finite integral.
Our calculus can be interpreted as follows. Put
B = (bj)
+∞
j=0 , B
(n) = (b
(n)
0 , b
(n)
1 , · · · , b(n)mn , 0, 0, · · · ) and C(n) = (c(n)j )+∞j=0 ,
then
B̂(z) =
∞∑
j=0
bjz
j =
(mn∑
i=0
b
(n)
i z
i
)( ∞∑
k=0
c
(n)
k z
k
)
= B̂(n)(z)Ĉ(n)(z) = ̂B(n) ∗ C(n)(z).
Therefore∥∥∥B −B(n)∥∥∥
2
=
∥∥∥B(n) ∗C(n) −B(n)∥∥∥
2
=
∥∥∥B(n) ∗ (C(n) − (1, 0, 0, · · · ))∥∥∥
2
.
Hence ∥∥∥B −B(n)∥∥∥
2
≤
∥∥∥B(n)∥∥∥
1
∥∥∥C(n) − (1, 0, 0, · · · )∥∥∥
2
.
It follows under our condition (mn(1− c(n)0 ) −→ 0 as n→∞) that∥∥∥B(n)∥∥∥
1
∥∥∥C(n) − (1, 0, 0, · · · )∥∥∥
2
−→ 0.
Corollary 2.6. If b > 0 then there is always a subproduct
∏∞
k=1 Pnk for which the
condition of the above theorem is satisfied, so that if b > 0 holds, then a subproduct∏∞
k=1 | Pk(z) |2 has the same null sets as Lebesgue measure.
Proof. Put k1 = 1 and Pk1 = P1. Letm1 be the degree of Pk1 . Since b > 0, c
(n)
0 → 1
as n → ∞. Choose k2 > k1 such that m1(1 − c(k2)0 ) ≤ 12 . Consider Pk1 · Pk2+1.
Suppose its degree is m2. Choose k3 > k2 such that m2(1 − c(k3)0 ) ≤ 14 . Assume
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that we have chosen k1 < k2 < · · · < kl−1 such that for any i, 1 ≤ i ≤ l− 2 if mi is
the degree of Pk1Pk2+1 · · ·Pki+1, then
mi(1 − c(k(i+1))0 ) ≤
1
2i
.
Choose kl > k1−1 such that
ml−1(1 − c(kl)0 ) ≤
1
2l−1
.
Thus we have inductively chosen a sequence k1 < k2 < k3 < · · · < ki < · · · .
Write J1 = Pk1 , J2 = Pk2+1, · · · , Jn = Pkn+1, · · · and R =
∏∞
i=0 | Ji(z) |2. If γn
denotes the constant term of
∏∞
i=n+1 Ji, then it is easy to see that γn > c
(kn)
0 so
that pn(1 − γn+1) ≤ 12n , where pn is the degree of
∏n
i=1 Ji. By the theorem above
the Riesz product R =
∏∞
i=1 | Ji(z) |2 is equivalent to the Lebesgue measure. This
completes the proof of the corollary. 
Assume that b is positive. Consider L(z) =
∏n
j=m+1 |Pj(z)|2. If dk(m,n) = dj
is the coefficient of zk in
∏n
j=m+1 Pj , then for k > 0, the coefficient of z
k in L(z) is
in absolute value ∣∣∣∑
j≥k
djdj−k
∣∣∣ ≤ (∑
j≥k
| dj |2
) 1
2 ≤ (1− d20)
1
2 .
Under the assumption that b is positive we can make this coefficient (which depends
on m and n) as small as we please by choosing m large. We have proved:
Theorem 2.7. If b is positive, the generalized Riesz products µn
def
=
∏∞
n+1 | Pi |2,
n = 1, 2, · · · converge weakly to the Lebesgue measure on S1 as n→∞.
We do not know if the conclusion of Theorem 2.7 always holds when b is zero,
but such generalized Riesz products form an important class of measures and will
be discussed in section 5.
Remark 2.8. The weak dichotomy theorem (Theorem 2.2) is rather weak in the
sense that no information can be garnered about µ, such as absolute continuity or
singularity, when b is zero. Consider the classical Riesz product
µ =
∞∏
j=1
| cos(θj) + sin(θj)znj |2, nj+1
nj
≥ 3, 0 < θj < π
2
, j = 1, 2, · · ·
It is known to be absolutely continuous if
∑∞
j=1 cos
2(θj) sin
2(θj) is finite and sin-
gular otherwise. Clearly the condition for absolute continuity is satisfied with
cos(θj) =
1
j , j = 1, 2, · · · and also with cos(θj) =
√
1−
(
1
j
)2
, j = 1, 2, · · · . In
the first case the product of the constant terms is zero, while in the second case it
is positive. This defect is rectified if we replace the polynomials Pj with their outer
parts, as discussed in the next section.
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3. Outer Polynomials and Mahler Measure.
Let
µ =
∞∏
j=1
| Pj(z) |2 (1)
be a generalized Riesz product. Let µa denote the part of µ absolutely continuous
with respect to dz. We write dµdz , to mean
dµa
dz . In this section we use the clas-
sical prediction theoretic ideas to evaluate exp
(ˆ
S1
log
(dµ
dz
)
dz
)
a quantity which
we call the Mahler measure of µ (denoted by M(µ)) with respect to the Lebesgue
measure.
We will prove:
Theorem 3.1. ˆ
S1
log
dµa
dz
dz = lim
n→∞
ˆ
S1
log
n∏
j=1
| Pj(z) |2 dz.
Note that the theorem is false if we drop the log on both sides of the equation, for
then the righthand side is always one, while the left hand side is zero for µ singular
to Lebesgue measure. For the proof we begin by recalling Beurling’s inner and
outer factors for the case of polynomials and the expression for one step‘prediction
error’, namely the quantity:
inf
q∈Q
ˆ
S1
| 1− q(z) |2| P (z) |2 dz,
where P (z) is an analytic trigonometric polynomial with L2(S1, dz) norm 1 and
non-zero constant term. Q is the class of all analytic trigonometric polynomials
with zero constant term. To this end we have to bring into consideration the zeros
of polynomials Pj , j = 1, 2, · · · . Consider the kth polynomial of the generalized
Riesz product product
∏∞
k=1 |Pk|2. Suppressing the index k, it is of the type:
P (z) = a0 + a1z + · · ·+ amzm.
assuming that it is of degree m. Let
A = {a : P (a) = 0, | a |< 1},
B = {b : P (b) = 0, | b |= 1},
C = {c : P (c) = 0, | c |> 1}.
Then
P (z) = am
∏
a∈A
(z − a)
∏
b∈B
(z − b)
∏
c∈C
(z − c)
=
∏
a∈A
(z − a)
(1− az)am
∏
a∈A
(1− az)
∏
b∈B
(z − b)
∏
c∈C
(z − c).
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Write
I(z) = γ
∏
a∈A
(z − a)
(1− az) ,
O(z) = γam
∏
a∈A
(1 − az)
∏
b∈B
(z − b)
∏
c∈C
(z − c).
where γ is a constant of absolute value 1 such that the constant term of O(z) is
positive, while γ is the complex conjugate of γ. We have,
P (z) = I(z)O(z).
Note that for z ∈ S1, | I(z) |= 1, | P (z) |=| O(z) |. The function O(z) is non-
vanishing inside the unit disc. The functions I and O are Beurling’s inner and outer
parts of the polynomial P . Note that, since constant term of P is non-zero, the
degree of O is same as that of P and that O(0) = constant term of O ≥ P (0) = a0.
Recall that outer functions in H2 are precisely those functions f in H2 for which
the functions znf, n ≥ 0 span H2 in the closed linear sense. Hence, if f is an outer
function in H2, then the closed linear span of {znf, n ≥ 1} is zH2. The orthogonal
projection of O(z) on zH2 is O(z)−O(0) where O(0) is the constant term of O(z)
which we denote by α. Note that∣∣α∣∣ = ∣∣∣am ∏
b∈B
b
∏
c∈C
c
∣∣∣ = |am|∏
c∈C
|c|.
We have
∣∣α∣∣2=
ˆ
S1
∣∣∣α |2 dz =
ˆ
S1
∣∣∣(O(z)− (O(z) − α)∣∣∣2dz
=
ˆ
S1
∣∣∣1− (O(z)− α)
O(z)
∣∣∣2∣∣∣O(z)∣∣∣2dz
= inf
q∈Q
ˆ
S1
∣∣∣1− q(z)∣∣∣2∣∣∣O(z)∣∣∣2dz,
= inf
q∈Q
ˆ
S1
∣∣∣1− q(z)∣∣∣2∣∣∣P (z)∣∣∣2dz
where the infimum is taken over the class Q of all analytic trigonometric poly-
nomials q with zero constant term. Thus O(z)−αO(z) is the orthogonal projection of
the constant function 1 on the closed linear span of {zn, n ≥ 1} in L2(S1, |P (z)|2dz).
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Lemma 3.2. If λ is a probability measure on S1 such that dν =| P (z) |2 dλ is
again a probability measure then
| α |2≥ inf
q∈Q
ˆ
S1
| 1− q(z) |2 dν.
Proof. If O(z) has no zeros on the unit circle then
O(z)− α
O(z)
is analytic on the
closed unit disk. The partial sums of the power series of this function converge to
it uniformly on the unit circle. Let qk, k = 1, 2, · · · be the sequence of these partial
sums. Then
| α |2=
ˆ
S1
∣∣∣1− O(z)− α
O(z)
∣∣∣2∣∣∣O(z)∣∣∣2dλ
=
ˆ
S1
∣∣∣1− O(z)− α
O(z)
∣∣∣2dν
= lim
k→∞
ˆ
S1
∣∣∣1− qk∣∣∣2dν ≥ inf
q∈Q
ˆ
S1
∣∣∣1− q(z)∣∣∣2dν
This conclusion remains valid even if O(z) has zeros on the circle but the proof is
slightly different. For fixed r, 0 ≤ r < 1, the function O(z)−αO(rz) is analytic on the
closed unit disk, so the partial sums of its power series converge to it uniformly
on S1. Now for any fixed real θ,
z − eiθ
rz − eiθ remains bounded by 2 for z ∈ S
1 and
0 ≤ r < 1, and converges to 1 as r → 1, for z 6= eiθ. Therefore z 6= θ, O(z)
O(rz)
→ 1
boundedly as r → 1, whence∣∣∣1− O(z)− α
O(rz)
∣∣∣2∣∣∣O(z)∣∣∣2 → |α|2
boundedly as r → 1. It is easy to see from this that
inf
q∈Q
ˆ
S1
∣∣∣1− q∣∣∣2dν ≤ lim
r→1
ˆ
S1
∣∣∣1− O(z)− α
O(rz)
∣∣∣2dν =| α |2 .
This proves the lemma. 
Consider now the polynomials Pk, k = 1, 2, · · · and the associated finite products∏n
k=1 Pk, n = 1, 2, 3, · · · . Let Ak, Bk, Ck, Ik, Ok, α(k)0 have the obvious meaning:
they are for Pk what A,B,C, I, O, α are for P . Note that the inner and outer parts
of
∏n
k=1 Pk are
∏n
k=1 Ik and
∏n
k=1Ok respectively and the constant term of the
outer part is
∏n
k=1 α
(k)
0 . Note that
∏∞
k=1 α
(k)
0
def
= β ≥∏∞k=1 a(k)0 = b, so if b is posi-
tive, then so is β. On the other hand, the positivity of β does not in general imply
positivity of b as shown by the case of classical Riesz product (see remark 6.8 below).
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To prove Theorem 3.1 We apply the lemma above to
P =
n∏
k=1
Pk(z)
and
λ =
∞∏
k=n+1
| Pk(z) |2,
Note that
dν =
( n∏
k=1
| Pk(z) |2
)
dλ = dµ.
We see that for any n
inf
q∈Q
ˆ
S1
∣∣∣1− q∣∣∣2dµ ≤ n∏
k=1
| α(k)0 |2,
whence
inf
q∈Q
ˆ
S1
∣∣∣1− q∣∣∣2dµ ≤ ∞∏
k=1
| α(k)0 |2 .
To prove the above inequality in the reverse direction we note that by Szego¨’s
theorem as generalized by Kolmogorov and Krein (K. H. Hoffman [16]) that
exp
{ˆ
S1
log
(dµa
dz
)
dz
}
= inf
q∈Q
ˆ
S1
| 1− q(z) |2 dµ.
Denote this infimum by l. Then, given ǫ > 0, there is a polynomial q0 ∈ Q such
that
l ≤
ˆ
S1
| 1− q0 |2 dµ < l + ǫ,
whence for large enough nˆ
S1
∣∣∣1− q0∣∣∣2 n∏
k=1
|Pk|2 dz < l + ǫ.
Since ∣∣∣ n∏
k=1
α
(k)
0 |2= inf
q∈Q
ˆ
S1
| 1− q |2
n∏
k=1
| Pk(z) |2 dz,
we see that | α(1)0 · α(2)0 · · ·α(n)0 |2≤ l + ǫ. Since ǫ is arbitrary positive real number,
and | α(k)0 |< 1 for all k, we have
∞∏
k=1
| α(k)0 |2≤ l.
CALCULUS OF GENERALIZED RIESZ PRODUCTS 15
We also note that
n∏
j=1
| α(j)0 |= exp
{ˆ
S1
log
(| n∏
j=1
Pj(z) |
)
dz
}
Thus we have proved (see [22]):
∞∏
k=1
| α(k)0 |2 = exp
{ˆ
S1
log
(dµa
dz
)
dz
}
(3.1)
= lim
n→∞
exp
{ˆ
S1
log
( n∏
j=1
| Pj(z) |2
)
dz
}
.
which is indeed theorem 3.1 with some additional information.
Corollary 3.3. If each Pi, i = 1, 2, · · · is outer, then log
(
dµ
dz
)
has finite integral if
and only if β is positive.
Remark 3.4. i) For the trigonometric polynomial P (z) = cos θj + sin θjz
nj ap-
pearing in the classical Riesz product of remark 2.8, its outer part has the
constant term max{cos θj, sin θj} and the condition
∑∞
j=1 cos
2 θj sin
2 θj < ∞
is equivalent to the condition
∏∞
j=1max{cos θj , sin θj} is positive. The addi-
tional information we have now is that in case µ is absolutely continuous with
respect to dz, log dµdz has finite integral.
ii) Using a deep result of Bourgain [10], the first author has shown recently [3]
that if the cutting parameter mn, n = 1, 2, · · · of a rank one transformation T
satisfies mn
nβ
< K for all n for some constant K and some β ∈ (0, 1], then the
Mahler measure of the spectrum of T is zero.
iii) It is to be noted that if each Pn is outer and the product
∏∞
k=1 Pk(0) is non-
zero, then formal expansion f of
∏∞
k=1 Pk(z) is an outer function. Indeed the
Mahler measure of | f |2 is | f(0) |2, so f can not admit a non-trivial inner
factor. Also the measure 1 ·dz can be expressed as a generalized Riesz product
only by choosing each Pn = 1, for if any of the Pn is not the constant equal to
1, then its normalized outer part will have constant term less than one, which
will force the Mahler measure of 1 · dz to be less than 1, which is false. It is
not known if the measure cdz + dδ1, c, d > 0, c + d = 1 can be expressed as a
generalized Riesz product, where δ1 denotes the Dirac measure at 1.
iv) Let µ be a probability measure on S1, and let q be a natural number. We con-
tract the measure to the arcA = {z : z = exp{iθ}, 0 ≤ θ < 2piq }, namely we con-
sider the measure ν1 supported on this arc given by ν1(B) = µ(z
q : z ∈ B), B ⊂
A. We write similarly νi(C) = ν1(exp{− 2piiq }C), C ⊂ exp{ 2piiq }A. Let Πq(µ) =
1
q
∑q
i=1 νi. It can be verified that if µ =| p(z) |2 dz, then
Πq(µ) =| P (zq) |2 dz,
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from which we conclude that if µ = Π∞k=1 | Pk(z) |2 then
Πq(µ) = Π
∞
k=1 | Pk(zq) |2 .
We see immediately that the Mahler measure of a generalized Riesz product is
invariant under the application of Πq for any q.
4. A Formula for Radon Nikodym Derivative.
Consider two generalized Riesz products µ and ν based on polynomials Pj , j =
1, 2, · · · and Qj, j = 1, 2, · · · where ν is continuous except for a possible mass at 1.
Under suitable assumptions we prove the formula:
dµ
dν
= lim
n→∞
∏n
j=1 | Pj |2∏n
j=1 | Qj |2
,
in the sense of L1(S1, ν) convergence.
Let σ and τ be two measures on the circle. Then, by Lebesgue decomposition of σ
with respect to τ , we have
σ =
dσ
dτ
dτ + σs,
where σs is singular to τ and
dσ
dτ is the Radon-Nikodym derivative. In the case of
two Riesz products µ =
∏∞
j=1 | Pj |2 and ν =
∏∞
j=1 | Qj |2, we are able to see that
their affinities, namely the ratios
∏
n
j=1|Pj |∏
n
j=1|Qj | , k = 1, 2, · · · , converge in L
1 to
√
dµ
dν ,
assuming that ν has no point masses except possibly at 1. This result extends a
theorem of G. Brown and W. Moran [8]. Let δ1 denote the unit mass at one. We
have ( see [3])
Theorem 4.1. Let µ =
∏∞
j=0 | Pj |2, ν =
∏∞
j=0 | Qj |2 be two generalized Riesz
products. Let
µn =
∞∏
j=n+1
| Pj |2, νn =
∞∏
j=n+1
| Qj |2
Assume that
(1) ν = ν′ + bδ1, ν′ is continuous measure, 0 ≤ b < 1.
(2)
∏n
j=0 | Pj |2 dνn −→ µ weakly as n −→∞
(3)
∏n
j=0 | Qj |2 dµn −→ ν weakly as n −→∞
Then the finite products Rn =
∏n
k=1
∣∣∣ Pk(z)Qk(z) ∣∣∣, n = 1, 2, · · · converge in L1(S1, ν) to√
dµ
dν .
To prove this we need the following proposition.
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Proposition 4.2. The sequence
n∏
j=0
∣∣∣∣ Pj(z)Qj(z)
∣∣∣∣ , n = 1, 2, · · · converges weakly in
L2(S1, ν) to
√
dµ
dν
.
Proof. Put f =
√
dµ
dν and let n be a positive integer. Nowˆ
S1
R2ndν =
ˆ
S1
n∏
j=1
| Pj |2dνn →
ˆ
S1
dµ = 1
by assumption (2). Hence
´
S1
R2ndν, n = 1, 2, · · · remain bounded. Thus, the weak
closure of Rn(z), n = 1, 2, · · · in L2(S1, ν) is not empty.
We show that this weak closure has only one point, namely,
√
dµ
dν . Indeed, let
g be a weak subsequential limit, say, of Rnj (z), j = 1, 2, · · · . Then, for any con-
tinuous positive function h, we have, by judicious applications of Cauchy-Schwarz
inequality,(ˆ
S1
f(z)h(z)dν(z)
)2
=
(ˆ
S1
h(z)Rnj (z)
1
Rnj
√
dµ
dν
dν(z)
)2
≤
(ˆ
S1
h(z)Rnj (z)dν(z)
)(ˆ
S1
h(z)Rnj (z)
1
R2nj (z)
dµ
dν
dν(z)
)
≤
(ˆ
S1
h(z)Rnj (z)dν(z)
)(ˆ
S1
h(z)
1
Rnj (z)
dµ
)
≤
ˆ
S1
h(z)Rnj (z)dν(z)
(ˆ
S1
h(z)dµ
) 1
2
(ˆ
S1
h(z)
dµ
R2nj (z)
) 1
2
≤
(ˆ
S1
h(z)Rnj (z)dν(z)
)(ˆ
S1
h(z)dµ
) 1
2
(ˆ
S1
h(z) |
nj∏
k=1
Qk |2 dµnj
) 1
2
Letting j → +∞, from our assumption (3), we get(ˆ
S1
fhdν
)2
≤
(ˆ
S1
hgdν
)(ˆ
S1
hdµ
) 1
2
(ˆ
S1
hdν
) 1
2
(2).
But, since the space of continuous functions is dense in L2(µ + ν), we deduce
from (2) that, for any Borel set B,(ˆ
B
fdν
)2
≤
(ˆ
B
gdν
)(ˆ
B
dµ
) 1
2
(ˆ
B
dν
) 1
2
.
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By taking a Borel set E such that µs(E) = 0 and ν(E) = 1, we thus get, for any
B ⊂ E, (ˆ
B
fdν
)2
≤
(ˆ
B
gdν
)(ˆ
B
f2(z)dν
) 1
2
(ˆ
B
dν
) 1
2
.
It follows from Martingale convergence theorem that:
f(z) ≤ g(z) for almost all z with respect to ν.
Indeed, let Pn = {An,1, An,2 · · · , An,kn}, n = 1, 2, · · · , be a refining sequence of
finite partitions of E into Borel sets such that such that they tend to the partition
of singletons. If {x} = ∩∞n=1An,jn ,(
1
µ(An,jn)
ˆ
B
fdν
)2
≤
(
1
µ(An,jn)
ˆ
An,jn
gdν
)(
1
µ(An,jn)
ˆ
An,jn
f2(z)dν
) 1
2
(
1
µ(An,jn)
ˆ
An,jn
dν
) 1
2
.
Letting n → ∞ we have, by Martingale convergence theorem as applied to the
theory of derivatives, for a.e x ∈ E w.r.t. ν,
(f(x))2 ≤ g(x)f(x), whence f(x) ≤ g(x)
For the converse note that for any continuous positive function h we haveˆ
S1
ghdν = lim
j−→+∞
ˆ
S1
h(z)Rnjdν
≤ lim
j−→∞
(ˆ
hR2njdν
) 1
2
(ˆ
S1
hdν
) 1
2
≤
(ˆ
S1
hdµ
) 1
2
(ˆ
hdν
) 1
2
.
As before we deduce that g(z) ≤ f(z) for almost all z with respect to ν. Con-
sequently, we have proved that g = f for almost all z with respect to ν and this
complete the proof of the proposition. 
Proof of Theorem 4.1. We will show that βn
def
=
´
S1
| Rn − f | dν → 0 as
n→∞, where f =
√
dµ
dν . Now,
dµ
dν
= R2n(z)
dµn
dνn
and
√
dµ
dν
= Rn(z)
√
dµn
dνn
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Put
f2n =
dµn
dνn
,
Then, ˆ
S1
f2ndν =
ˆ
S1
n∏
k=1
| Qk |2 dµn →
ˆ
S1
dν = 1,
by assumption (3). The functions fn, n = 1, 2, · · · are therefore bounded in L2(S1, ν).
Hence, there exists a subsequence fnj =
√
dµnj
dνnj
, j = 1, 2, · · · which converges
weakly to some L2(S1, ν)-function φ. We show that 0 ≤ φ ≤ 1 a.e (ν). For
any continuous positive function h, we have(ˆ
S1
hfnjdν
)2
≤
(ˆ
S1
hdν
)(ˆ
S1
hf2njdν
)
≤
(ˆ
S1
hdν
)(ˆ
S1
h
dµnj
dνnj
dν
)
.
Hence, by letting j go to infinity combined with our assumption (3), we deduce
that ˆ
S1
h(z)φ(z)dν ≤
ˆ
S1
h(z)dν.
Since this hold for all continuous positive functions h, we conclude that 0 ≤ φ ≤ 1
for almost all z with respect to ν. Thus any subsequential limit of the sequence
fn, n = 1, 2, · · · assumes values between 0 and 1. Now, for any subsequence nj , j =
1, 2, · · · over which fnj , j = 1, 2, · · · has a weak limit , from our assumption (2)
combined with Cauchy-Schwarz inequality, we have(ˆ
S1
|Rnj − f |dν
)2
=
(ˆ
S1
|Rnj −Rnjfnj |dν
)2
=
(ˆ
S1
Rnj |1− fnj |dν
)2
≤
(ˆ
S1
Rnj |1− fnj |2dν
)(ˆ
S1
Rnjdν
)
≤
(ˆ
S1
Rnjdν − 2
ˆ
S1
Rnjfnjdν +
ˆ
S1
Rnj (fnj )
2dν
)(ˆ
S1
Rnjdν
)
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≤
(ˆ
S1
Rnjdν − 2
ˆ
S1
fdν +
ˆ
S1
Rnjfnj .fnjdν
)(ˆ
S1
Rnjdν
)
≤
(ˆ
S1
Rnjdν − 2
ˆ
S1
fdν +
ˆ
S1
f.fnjdν
)(ˆ
S1
Rnjdν
)
Hence, letting j go to infinity,(
lim
j→∞
ˆ
S1
| Rnj − f | dν
)2
≤
ˆ
S1
fdν − 2
ˆ
S1
fdν +
ˆ
S1
f.φdν
≤
ˆ
S1
(φ(z)− 1)f(z)dν(z).
≤ 0,
and this implies that Rnj , j = 1, 2, · · · converges to f in L1(S1, ν) and the proof of
the theorem is achieved. 
Remark 4.3. Notice that
ˆ
S1
dµ
dν
dν = 1, implies the convergence of
∏N
j=0 |Rj | to√
dµ
dz in L
2(dν), by virtue of the classical results on “when weak convergence implies
strong convergence”.
We further have [21]
Corollary 4.4. Two generalized Riesz products µ =
∏∞
j=1
∣∣Pj ∣∣2, ν = ∏∞j=1 ∣∣Qj∣∣2
satisfying the conditions of Theorem 4.1 are mutually singular if and only ifˆ
S1
n∏
j=0
∣∣∣ Pj
Qj
∣∣∣dν → 0 as n→∞.
5. A Conditional Strong Dichotomy and Other Discussion.
An important class of generalized Riesz products is the one arising in the study
of rank one transformations of ergodic theory [21]. Indeed much of the recent work
on generalized Riesz products (including the present contribution) is motivated by
or focussed on the question whether these generalized Riesz products are always
singular to Lebesgue measure. For in the contrary case, a counter example to
this belief, will in all probability yield an affirmative answer to an old problem of
Banach as to whether there exists a measure preserving transformation on an atom
free measure space with simple Lebesgue spectrum.
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The kth polynomial in the generalized Riesz product arising in the study of
measure preserving rank one transformation is of the type
Pk(z) =
1√
mk
(1 +
mk−1∑
j=1
zjhk−1+a
(k)
1 +···+a(k)j ),
hk−1 = mk−2hk−2 +
mk−2∑
j=1
a
(k)
j , h0 = 1,
where mk’s are the cutting parameter and a
(k)
j ’s are the spacers of the rank one
transformation under consideration. It is easy to see that the partial products∏k
j=1 Pj , j = 1, 2, · · · converge weakly to zero in L2(S1, dz). These generalized Riesz
products
∏∞
j=1 |Pj |2 have the property that the sequence of their tails
∏∞
j=n+1 |Pj |2,
n = 1, 2, · · · converges weakly to the Lebesgue measure. In the rest of this section
we will assume that the generalized Riesz products have this additional property,
although is not assumed that they arise from rank one transformations as above.
Definition 5.1. A generalized Riesz product µ =
∏∞
j=1 |Pj |2 is said to be of class
(L) if for each sequence k1 < k2 < · · · of natural numbers, the tail measures∏∞
j=n+1 | Pkj |2, n = 1, 2, · · · converge weakly to Lebesgue measure.
Proposition 5.2. If the generalized Riesz product µ =
∏∞
j=1 | Pj |2 is of class (L)
then the partial products
∏n
j=1 | Pj |, n = 1, 2, · · · converge in L1(S1, dz) to
√
dµ
dz ,
and the convergence is almost everywhere (w.r.t dz) over a subsequence.
Proof. In Theorem 4.1 we put Qj(z) = 1 for all j, so that ν is the Lebesgue measure
on S1. The first conclusion follows from theorem 4.1. The second conclusion follows
since L1 convergence implies convergence a.e over a subsequence. 
The following formula follows immediately from this:
Corollary 5.3. Let a generalized Riesz product µ be of class (L). Let K1,K2 be
two disjoint subsets of natural numbers and let K0 be their union. Let µ1, µ2 and µ0
be the generalized Riesz subproducts of µ over K1,K2, and K0 respectively. Then
we have:
dµ0
dz
=
dµ1
dz
dµ2
dz
, (1)
where equality is a.e. with respect to the measure dz.
Let µ =
∏∞
j=1 | Pj |2 be a generalized Riesz product of class (L). We assume that
the polynomials Pj , j = 1, 2, · · · are outer. Write Sn =
∏n
j=1 Pj , and let φn =
Sn
|Sn| ,
a function of absolute value one. The functions φn, n = 1, 2, · · · admit weak∗ limits
as functions in L∞(S1, dz). By Theorem 4.1 if β is positive then there is a unique
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nowhere vanishing weak star limit f|f | which is indeed also a limit in L
1(S1, dz).
On the other hand consider the simplest classical Riesz product given by
µ =
∞∏
j=1
1√
2
∣∣∣1 + znj ∣∣∣2, nj
nj−1
≥ 3,
which is singular to the Lebesgue measure on S1. Since 1 + eit = | 1 + eit |ei t2 , we
see that
φk(e
it) = ei(
∑
k
j=1 nj) t2 −→ 0
in the weak∗ topology as k → ∞, by virtue of the Riemann-Lebesgue lemma.
However the following conditional strong dichotomy holds.
Theorem 5.4. If the functions φn, n = 1, 2, · · · admit a weak star limit φ in
L∞(S1, dz) which is non-vanishing a.e. (dz) on the set {z : dµdz > 0}, then µ is
either singular to Lebesgue measure, or its absolutely continuous part has positive
Mahler measure.
Proof. Let f =
√
dµ
dz . Fix an integer k, then∣∣∣∣∣
ˆ
S1
zkSn(z)− zkφn(z)f(z)dz
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
S1
zkφn(z)(|Sn(z)| − f(z))dz
∣∣∣∣∣
≤
ˆ
S1
||Sn(z)| − f(z)| dz → 0 as n→∞
by Theorem 4.1. On the other hand, by assumption, since f ∈ L1(S1, dz),ˆ
S1
zkφn(z)f(z)dz →
ˆ
S1
zkφ(z)f(z)dz
Now for k < 0,
´
S1
zkSn(z)dz = 0, so for k < 0,ˆ
S1
zkφ(z)f(z)dz = 0
By F and M Riesz theorem φf is either the zero function or a non-zero function
in H1. In the first case f is the zero function a.e dz, since φ is assumed to be
non-vanishing a.e. (dz) on the set where f is positive. In the second case | φf | has
an integrable log, which implies that f has an integrable log. Thus f is either the
zero function or has an integrable log. 
Remark 5.5. The proof of Theorem 6.9 in fact shows that any weak limit φ of φn’s
either never vanishes or vanishes on the set where f does not vanish. Suppose Sn
has degree mn and let z1, z2, · · · , zmn be the zeros of Sn, counting multiplicity.
Since Sn is outer, | zj |≥ 1, j = 1, 2, · · · ,mn, whence | 1zj |≤ 1, j = 1, 2, · · · ,mn, so
the function (1 − zzj ), j = 1, 2, · · · ,mn has continuous arguments except when zj
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has absolute value 1, in which case zj is the only point where the argument is not
defined, and a continuous argument can be defined at all other points. Thus the
polynomials Bn
def
=
∏mn
j=1(1 − zzj ) admits a continuous argument, denoted by An,
except at points zj with | zj |= 1. If limn→∞ An(z) exists at almost every point
where dµdz is positive, then it is clear that φn, n = 1, 2, · · · admit a weak limit not
vanishing a.e. on the set {z : dµ
dz
> 0}. Theorem 6.9 is a soft version in the context
of generalized Riesz product of similar results in the context of lacunary series (see
Theorem 1.1 and Theorem 6.4 in [27, T1, p.202]).).
View the functions Sn(z), n = 1, 2, · · · as outer analytic functions on the open
unit disk. From weak dichotomy theorem 1.1, we immediately see that Sn, n =
1, 2, · · · converge uniformly on every compact subset of the open unit disk to a
function which is non-zero and inH1 if β is positive and the identically zero function
if β is zero. We have, using notation from Hp theory, with 0 ≤ r < 1
lim
r→1
1
2π
ˆ
2pi
0
∣∣Sn(reiθ)∣∣ dθ = 1
2π
ˆ
2pi
0
∣∣Sn(eiθ)∣∣ dθ
We prefer to write this in our notation as
lim
r→1
ˆ
S1
|Sn(rz)| dz =
ˆ
S1
|Sn(z)| dz
Letting n→∞ we get
lim
n→∞
(
lim
r→1
ˆ
S1
| Sn(rz) | dz
)
= lim
n→∞
(ˆ
S1
| Sn(z) | dz
)
=
ˆ √
dµ
dz
dz.
However, in general one can not interchange the order of taking limits and write
this as
= lim
r→1
lim
n→∞
ˆ
S1
| Sn(rz) | dz,
for that would immediately establish the singularity of µ with respect to the
Lebesgue measure when β = 0, which is false in general, see remark 6.7.
6. Non-Singular Rank One Maps and Flat Polynomials.
In this section we will discuss generalized Riesz product in connection with spec-
tral questions about non-singular and measure preserving rank one transformations.
We will give necessary and sufficient conditions under which a generalized Riesz
product is the maximal spectral type (up to possibly a discrete component) of a
unitary operator associated with a rank one non-singular transformation and cer-
tain functions of absolute value one. We will expose in more detail and generality,
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possibly adding new perspective, the known connection of these questions (see [13],
[14]) with problems about flat polynomials. Proposition 5.2 is particularly useful
in this discussion.
Non-Singular Rank One Maps. Let T be a non-singular rank one transforma-
tion obtained by cutting and stacking [15]. This is done as follows. Let Ω0 = Ω0,0
denote the unit interval. At stage one of the construction we divide Ω0 into m1
pairwise disjoint intervals, Ω0,1,Ω1,1 · · · ,Ωm1−1,1, of lengths p0,1, p1,1, · · · , pm1−1,1,
respectively, each pi,j being positive. Obviously
∑m1−1
j=0 pj,1 = 1. For each j, 0 ≤
j ≤ m1 − 2, we stack aj,1 ≥ 0 pairwise disjoint intervals of length pj,1 on Ωj,1.
Each interval is mapped linearly onto the one above it, except that aj,1-th spacer
is mapped linearly onto Ωj+1,1, 0 ≤ j ≤ m1 − 2. We thus get a stack of certain
height h1, together with a map T which is defined on all intervals of the stack
except the interval at the top of the stack. Note that if pj,1 6= pj+1,1 for some j,
T1 will not be measure preserving.This completes the first stage of the construction.
At the k-th stage we divide the stack obtained at the the (k− 1)-th stage in the
ratios
p0,k, p1,k, · · · , pmk−1,k,
mk−1∑
i=0
pi,k = 1,
where each pi,k is positive. The spacers are added in the usual manner by which
we mean that the spacers stacked above the j-th column are all of the same length
which is the length of the top piece of the j-th column. The extension of T to the
spacers is done linearly as usual. Note that the top of the spacers above the j-th
column is mapped linearly onto the bottom of the (j + 1)-th column, so that if
pj,k 6= pj+1,k, T will not be measure preserving. Note that at the k-th stage the
measure is defined only on the algebra Γk generated by the levels of the k-th stack,
except the top piece. The resulting T , after all the stages of the construction are
completed, is defined on the space X consisting increasing union of stack intervals
(sans ∩∞k=1Ωmk−1,k). Let ν denote the Lebesgue measure defined on the σ-algebra
Γ generated by ∪∞n=1Γn. Note that
∏k
j=1 pmj−1,j is the measure of the top piece of
the column of height hk at the end of k
th stage of construction. We require that
this goes to 0 as as k → 0. This ensures that T is eventually defined for almost
every point of Ω0. Note that T is non-singular (see remark below), ergodic with
respect to ν, and dν◦Tdν is constant on all but the top layer of every stack. If no
spacers are added at every stage of the construction, the resulting transformation
will be called non-singular odometer.
Remark 6.1. The transformation T is non-singular in the sense that m(T−1(A))
=0 whenever m(A) = 0. For each j, let plj ,j = max{{pi,j : 0 ≤ i ≤ mj − 1}.
CALCULUS OF GENERALIZED RIESZ PRODUCTS 25
Consider the case when
∏∞
j=1 plj ,j > 0. Then
∑∞
j=0(1 − plj ,j) < ∞. Now
λk
def
=
∏k
j=1 plj ,j is the length of the largest of subinterval of [0, 1) which appears as
a level after the kth stage of construction. For each k, let Ik denote this level. Then
Ik+1 ⊂ Ik, the length of Ik+1 = λk+1 = λk × plk+1,k+1 and W def= ∩∞k=1Ik has posi-
tive length =
∏∞
j=1 plj ,j . The Lebesgue measure of (Ik − Ik+1) is λk −λk+1. Write
Lk = (∪bkj=−akT j(Ik − Ik+1)) ∩ [0, 1), where T akΩ0,k = Ik, and bk = hk − 1 − ak.
Then the lebesgue measure of Lk is 1 − plk+1,k+1, so by Borel Canterlli Lemma
the Lebesgue measure of L
def
= lim supk→∞ Lk = ∩∞k=1 ∪∞j=k Lj is zero. Now if
x ∈ [0, 1) − L, then x is in at most finitely many Ljs. This means that either
x ∈ W or for some fixed y ∈W and for some fixed integer n(x), x = T n(x)y. Thus
we see that when
∏∞
j=1 plj ,jis non-zero, T induces a dissipative transformation on
[0, 1) which implies that T itself is dissipative in this case. There are two subcases:
(i) if lj = 0 for all j bigger than a fixed integer N > 0, then T is non-invertible
and dissipative; W is the required wandering set which admits only finitely many
negative iterates, but admits all positive iterates; (ii) in case lj 6= 0 for infinitely
many j, then T is invertible and dissipative, W admits pairwise disjoint iterates
over all integers. Note that measure is defined on the σ-algebra generated by levels
of the stacks, and we really have a discrete measure space, and ergodicity holds.
In case
∏∞
j=1 plj,j = 0, then T is defined on an atomfree measure space and the
ergodicity of T follows from the usual Lebesgue density argument.
Unitary Operators UT and Vφ. Let φ be a function on X of absolute value 1
which is constant on all but the top layer of every stack. On L2(X,Γ, ν) define
(UT f)(x) =
(dν ◦ T
dν
(x)
)1/2
f(Tx), f ∈ L2(X,Γ, ν)
(Vφf)(x) = (V f)(x) = φ(x) · (UT f)(x), f ∈ L2(X,Γ, ν).
UT , and V are unitary operators, except when
∏∞
k=1 p0,k > 0, in which case UT , Vφ
are isometries isomorphic to the shift on l2. The following argument, which is for
the case when V is unitary, can be modified suitably to cover the case of when is
an an isometry.
(UnT f)(x) =
(dν ◦ T n
dν
(x)
)1/2
f(T nx),
(V nf)(x) =
n−1∏
j=0
φ(T j(x))
(dν ◦ T n
dν
(x)
)1/2
f(T nx).
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It is known [21] that the V has simple spectrum whose maximal spectral type
(except possibly for some discrete part) is given by the generalized Riesz product
∞∏
j=1
p0,j | Pj(z) |2,
where
Pj(z) = 1 + c1,j
(p1,j
p0,j
)1/2
z−R1,j + · · ·+ cmj−1,j
(pmj−1,j
p0,j
)1/2
z−Rmj−1,j
The constants ci,j , 1 ≤ i ≤ mj − 1, j = 1, 2, · · · , are of absolute value 1. They
are determined by φ. The exponent Ri,j , 1 ≤ i ≤ mj − 1,j = 1, 2, · · · , is the i-th
return time of a point in Ω0,j into Ω0,j−1. It is equal to
Ri,j = ihj−1 + a0,j + a1,j + · · ·+ ai−1,j , 1 ≤ i ≤ mj − 1
We give the steps involved in proving this as it will allow us to make some needed
observations. Write Tf = f ◦ T . We have
(V −nf)(·) = T−n ◦
(( n−1∏
j=0
φ(T j(·))
)−1
(
d(ν ◦ T n)
dν
(·))−1/2f(·)
)
=
( n−1∏
j=0
φ(T j−n(·))
)−1(dν ◦ T n
dν
(T−n(·))
)−1/2
f(T−n(·)),
whence
(T−nf)(·) =
n−1∏
j=0
φ(T j−n(·))
(d(ν ◦ T n)
dν
)1/2
(T−n(·))(V −nf)(·)
Let Ω0,k−1 denote the base of the stack of height hk−1 after (k − 1)-th stage
of construction. Let Ω0,k,Ω1,k, · · · ,Ωmk−1,k be the partition of Ω0,k−1 during the
k-th stage of construction, and let ai,k denote the number of spacers put on the
column with base Ωj,k, 0 ≤ j < mk − 1. We have
Ω0,k−1 = ∪mk−1j=0 T jhk−1+
∑j−1
i=0 ai,k(Ω0,k)
= ∪mk−1j=0 TRj,k(Ω0,k)
where
Rj,k = jhk−1 +
j−1∑
i=0
ai,k
= the j−th return time of a point in Ω0,k into Ω0,k−1.
1Ω0,k−1 =
mk−1∑
j=0
1Ω0,k ◦ T−Rj,k ,
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=
mk−1∑
j=0
cj,k
(dν ◦ TRj,k
dν
(T−Rj,k)
)1/2
(·)(V −Rj,k1Ω0,k)(·)
where cj,k =
Rj,k−1∏
j=0
φ(T j−Rj,k(·)), a constant of absolute value one. Note that the
constants cj,k can be preassigned and φ can be so defined that the above relation
holds for all (j, k). We now observe that for x /∈ TRj,kΩ0,k,
V −Rj,k1Ω0,k(x) = 0,
and that for x ∈ TRj,kΩ0,k,
dν ◦ TRj,k
dν
(T−Rj,k(x)) =
pj,k
p0,k
.
We thus have
1Ω0,k−1 =
mk−1∑
j=0
cj,k
(
pj,k
p0,k
)1/2
(V −Rj,k1Ω0,k)(·)
Let us normalize 1Ω0,k and write
fk =
( 1
m(Ω0,k)
)1/2
1Ω0,k =
(
1
(
∏k
j=1 p0,j)
)1/2
1Ω0,k
fk−1 = (p0,k)1/2
(
1+c1,k
(p1,k
p0,k
)1/2
V −R1,k+· · ·+cmk−1,k
(pmk−1,k
p0,k
)1/2
V −Rmk−1,k
)
fk
Now m(Ω0,0) = 1 so f0 = 1Ω0,0 . We have by iteration
f0 = (
k∏
j=1
Pj(V ))fk,
where
Pj(z) = (p0,j)
1/2
(
1 + c1,j
(p1,j
p0,j
)1/2
z−R1,j + · · ·+ cmj−1,j
(pmj−1,j
p0,j
)1/2
z−Rmj−1,j
)
Let V n =
´
S1
z−ndE, n ∈ Z, be the spectral resolution of the unitary group
V n, n ∈ Z, and let
(V nfk, fk) =
ˆ
S1
z−n(E(dz)fk, fk) =
ˆ
S1
z−ndσk
where σk(·) = (E(·)fk, fk)
We therefore have for all integers l
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(V lf0, f0) =
ˆ
S1
z−ldσ0 =
ˆ
S1
z−l
k∏
j=0
| Pj(z) |2 dσk,
whence
dσ0 =
k∏
j=1
| Pj(z) |2 dσk
Now we will show, as in the measure preserving case [21], that σ0 is the gener-
alized Riesz product:
σ0 =
∞∏
j=1
| Pj(z) |2 .
Let Nk denote the the set of integers consisting of zero together with the entry
times of a point in Ω0,k into Ω0,0 which are less than the height hk of the k
th stack.
We have
f0 =
( k∏
j=1
Pj(V )
)
fk = Qk(V )fk,
where
Qk(z) =
k∏
j=1
Pj(z)
def
=
hk−1∑
j=0
qj(k)z
j =
∑
j∈Nk
qj(k)z
j .
an expansion of the product of dissociated polynomials P1, P2, · · · , Pk Note that
for
(i) | qj |≤ 1 and
(ii) | qr |≤
∏k−1
j=1 pmj−1,j → 0 as k →∞, for hk − hk−1 < r < hk,ˆ
S1
zn | Qk |2 dz =
∑
r−s+n=0
qr(k)qs(k)
where r, s ∈ Nk.
Now fix n ∈ Z and let k be so large that the first return time for any x ∈ Ω0,k
back to Ω0,k is bigger than | n |, i.e, k is so large that hk ≥| n |. We actually
choose k so large that | n |< hk−12 . If r, s ∈ Nk then r − s+ n can never exceed or
equal the second return of of an x ∈ Ω0,k back to Ω0,k (under T or T−1). Moreover
there can be at most n2 pairs (r, s) with r, s ∈ Nk with T r+n−sΩ0,k ∩ Ω0,k 6= ∅.
For suppose n > 0 and T r+n−sΩ0,k ∩ Ω0,k 6= ∅ and r − n − r 6= 0, r, s ∈ Nk.
Then r + n − s = u where u is the first return time of a point x ∈ Ω0,k back to
Ω0,k ≥ hk. s = r + n− u. Since n, r, s are less than hk, hk ≤ u and s ≥ 0, we have
0 ≤ s < n and n − s+ r = u > hk, so r ≥ hk − (n − s) ≥ hk − n. Thus there can
be at most n2 pairs (r, s) with r, s ∈ Nk such that T n+r−sΩ0,k ∩ Ω0,k 6= ∅. Thus
if T n+r−sΩ0,k ∩ Ω0,k 6= ∅, r, s ∈ Nk then n+ r − s = 0 except for at most n2 pairs
(r, s), r, s ∈ Nk. This in turn implies that (V n+r−s1Ω0,k , 1Ω0,k) = 0 except when
n+ r − s = 0 and at most n2 other pair (r,s), r, s ∈ Nk.
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(V nf0, f0) = (V
nQk(V )fk, Qk(V )fk) = (V
n | Qk |2 (V )fk, fk)
=
∑
n+r−s=0,r,s∈Nk
qrqs(V
n+r−sfk, fk) +
∑
1∑
r−s+n=0
qr(k)qs(k) +
∑
1
where
∑
1 is a sum of at most n
2 terms of the type
qrqs(V
n+r−sfk, fk), n+ r − s 6= 0
Now hk − hk−1 < hk − n ≤ r ≤ hk − 1, so that | qr(k) |≤
∏k−1
j=1 pmj−1,j → 0
as k →∞. Clearly then the sum∑1 goes to zero as k →∞ and the claim is proved.
Remark 6.2. Let plj,j be as in remark 6.1. Note that if
∏∞
j=1 plj ,j > 0 then T is
dissipative, so Vφ has Lebesgue spectrum. For the subcase when, in addition, lj = 0
for all but finitely many j, then Mahler measure of σ0 is positive.
If
∏∞
j=1 plj,j = 0 and Vφ = UT , then it can be verified that
∑∞
k=1 | σˆ0(k) |2=∞.
In addition if
∑∞
j=−∞ pmj−1,jp0,j =∞ then one can adapt the method of I. Klemes
and K. Reinhold [19] to show that σ0 is singular to Lebesgue measure.
Generalized Riesz Products of Dynamical Origin. Consider now the poly-
nomials appearing in the above generalized Riesz product.
Pj(z) = (p0,j)
1/2
(
1 + c1,j
(p1,j
p0,j
)1/2
z−R1,j + · · ·+ cmj−1,j
(pmj−1,j
p0,j
)1/2
z−Rmj−1,j
)
The exponent Ri,j , 1 ≤ i ≤ mj−1, j = 1, 2, · · · , is the i-th return time of a point
in Ω0,j into Ω0,j−1. Also
Ri,j = ihj−1 + a0,j + a1,j + · · ·+ ai−1,j , 1 ≤ i ≤ mj − 1
where hj−1 is the height of the tower after (j − 1)-th stage of the construction is
complete, and ak,j is the number of spacers on the k-th column, 0 ≤ k ≤ mj − 2.
We observe that
(1) h1 = Rm1−1,1 + 1,
(2) R1,j ≥ hj−1 > Rmj−1,j−1,
(3) Ri+1,j −Ri,j ≥ hj−1.
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These properties (1), (2), (3) of the powers Ri,j , 1 ≤ i ≤ mj − 1, j = 1, 2, · · · in-
deed characterize generalized Riesz products which arise from nonsingular rank one
transformations (together with a φ) in the above fashion. More precisely consider
a generalized Riesz product
∞∏
j=1
| Qj(z) |2 .
where
Qj(z) =
nj∑
i=0
bi,jz
ri,j , bi,j 6= 0,
nj∑
i=0
| bi,j |2= 1,
∞∏
j=1
| bnj ,j |= 0.
Define inductively:
h0 = 1, h1 = rn1,1 + h0, · · · , hj = rnj ,j + hj−1, j ≥ 2
Note that hj > rnj ,j .
Proposition 6.3. Assume that for each j = 1, 2, · · · ,
r1,j ≥ hj−1, ri+1,j − ri,j ≥ hj−1
Then ri,j , hj , satisfy (1), (2) and (3). The generalized product
∏∞
j=1 | Qj |2 de-
scribes the maximal spectral type (up to possibly a discrete part) of a suitable
Vφ.
Proof. That the ri,j , hj satisfy (1), (2), (3) is obvious. The needed non-singular T is
given by cutting parameters pi,j =| bi,j |2, i = 0, 1, · · · , nj, j = 1, 2, · · · , and spacers
ai−1,j = ri,j − ri−1,j − hj−1, 1 ≤ i ≤ nj , j = 1, 2, · · · . The needed φ (which need
not be unique) is given by constants
bi,j
|bi,j | , 0 ≤ i ≤ nj, j = 1, 2, · · · . This proves the
proposition.

Definition 6.4. A generalized Riesz product µ =
∏∞
j=1 | Qj(z) |2, where Qj(z) =∑nj
i=0 bi,jz
ri,j , bi,j 6= 0,
∑nj
i=0 | bi,j |2= 1,
∏∞
j=1 | bnj,j |= 0, is said to be of dynami-
cal origin if with
h0 = 1, h1 = rn1,1 + h0, · · · , hj = rnj ,j + hj−1, j ≥ 2
it is true that for j = 1, 2, · · · ,
r1,j ≥ hj−1, ri+1,j − ri,j ≥ hj−1
If, in addition, the coefficients bi,j are all positive, then we say that µ is of purely
dynamical origin.
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Flat Polynomials and Generalized Riesz Products.
Lemma 6.5. Given a sequence Pn =
∑mn
j=0 aj,nz
j , , n = 1, 2, · · · of analytic trigono-
metric polynomials in L2(S1, dz) with non-zero constant terms and L2(S1, dz) norm
1,
∏∞
n=1 | amn,n |= 0, there exist a sequence of positive integers N1, N2, · · · such
that
∞∏
j=1
| Pj(zNj ) |2
is a generalized Riesz product of dynamical origin.
Proof. For each j ≥ 1, let
Pj =
nj∑
i=0
bi,jz
ri,j , bi,j 6= 0, b0,j > 0,
nj∑
i=1
| bi,j |2= 1.
Let N1 = 1 and h1 = H1 = rn1,1 + 1. Choose N2 ≥ 2H1 > 2rn1,1. Then
N2 · r1,2 > h1, N2(ri+1,2 − ri,2) > h1.
Since N2 > 2rn1,1 the polynomials | P1(zN1) |2 and | P2(zN2) |2 are dissociated.
Consider now P1(z
N1)P2(z
N2). WriteH2 = N1rn1,1+N2rn2,2+h1 > N2rn2,2+h1
def
=
h2. Choose N3 ≥ 2H2. Then
N3 · r1,3 ≥ h2, N3(ri+1,3 − ri,3) > h2.
Since N3 ≥ 2H2 > 2(N1r(n1, 1) + N2r(n2, 2) the polynomial | P3(zN3) |2 is dis-
sociated from | P1(zN1)P2(zN2) |2. Proceeding thus we get Nj , j = 1, 2, · · · and
polynomials Qj(z) = Pj(z
Nj), j = 1, 2, · · · such that
(i) || Qj ||2= 1 (since || Pj ||2= 1 and the map z → zNj is measure preserving.)
(ii) the polynomials | Qj |2, j = 1, 2, · · · are dissociated, (iii) for each j ≥ 1,
hj−1 < Njr1,j , hj−1 < Nj(ri+1,j − ri,j)
Since the polynomials Qj, j = 1, 2, · · · have L2(S1, dz) norm 1 and their absolute
squares are dissociated, the generalized Riesz product
∏∞
j=1 | P (zNj ) |2 is well
defined. Moreover, (iii) shows that the conditions for it to arise from a non-singular
rank one T and a φ in the above fashion are satisfied. The lemma follows. 
An immediate application of this Lemma is the following:
Theorem 6.6. Let Pj , j = 1, 2, · · · be a sequence of analytic trigonometric polyno-
mials satisfying the conditions of lemma 6.5 and such that | Pj(z) |→ 1 a.e. (dz)
as j → ∞. Then there exists a subsequence Pjk , k = 1, 2, · · · and natural numbers
N1 < N2 < · · · such that the product µ =
∏∞
k=1 | Pjk(zNk) |2 is a generalized Riesz
product of dynamical origin with dµdz > 0 a.e. (dz).
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Proof. Since | Pj(z) |→ 1 as j →∞ a.e. (dz), by Egorov’s theorem we can extract
a subsequence Pjk , k = 1, 2, · · · such that the sets
Ek
def
=
{
z :| (1− | Pjl(z) |) |<
1
2k
∀ l ≥ k
}
increase to S1 (except for a dz null set), and
∑∞
k=1(1 − dz(Ek)) < ∞. Write
Qk = Pjk . Then for z ∈ Ek, | (1− | Qk(z) |) |< 12k . By the lemma above we can
choose N1, N2, · · · such that
∞∏
k=1
| Qk(zNk) |2
is a generalized Riesz product of dynamical origin. We show that lim
L→∞
L∏
k=1
|Qk(zNk)|
is nonzero a.e. (dz), which will imply, by proposition 5.2., that dµdz > 0 a.e (dz).
Now the maps Sk : z → zk, k = 1, 2, · · · preserve the measure (dz), and
since
∑∞
k=1 dz(S
1 − Ek) < ∞ we have
∑∞
k=1 dz(S
−Nk(S1 − Ek)) < ∞. Let
Fk = S
−Nk(S1 − Ek) and F = lim supk→∞ Fk = ∩∞k=1 ∪∞l=k Fl. Then dz(F ) = 0,
and if z /∈ F , z /∈ S−Nk(S1 − Ek) hold for all but finitely many k, which in
turn implies that SNkz ∈ Ek for all but finitely many k. Thus, if z /∈ F , then
| (1− | Qk(zNk) |) |< 12k for all but finitely many k. Also the set of points z
for which some finite product
∏L
k=1 | Qk(zNk) | vanishes is countable. Clearly
limL→∞
∏L
k=1 | Qk(zNk) | is nonzero a.e. (dz) and the theorem is proved.

Corollary 6.7. (i) If Pk, k = 1, 2, · · · are as in the above theorem and if
lim supk→∞M(Pk) = 1, then we can choose Pjk , k = 1, 2, · · · and N1, N2, · · · ,
in such a way that M(µ) is positive.
(ii) If Pk, k = 1, 2, · · · are as in the above theorem and if lim infk→∞M(Pk) < 1
then we can choose Pjk , k = 1, 2, · · · and N1, N2, · · · in such a way that M(µ) = 0,
and dµdz > 0 a.e. (dz).
Remark 6.8. Now it is easy to construct polynomials Pk, k = 1, 2, · · · satisfying the
hypothesis of part (ii) of the above corollary, so one can obtain generalized Riesz
products µ with zero Mahler measure and dµdz positive a.e (dz). Thus the inter-
change of order of limits suggested in remark 5.5. is therefore not valid without
some additional conditions.
Let (U) denote the class of all unimodular polynomials, i.e., polynomials of the
type {
n∑
j=0
ajz
j :| aj |= 1, 0 ≤ j ≤ n, n ≥ 1
}
.
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Note that ‖ 1√
n+1
P‖2 = 1 for any polynomial in the class (U) of degree n. A question
of Littlewood, answered in the affirmative by J-P. Kahane [18], [25], asks if there
is a sequence Pj , j = 1, 2, · · · of polynomials in the class (U) such that 1√
dj+1
|Pj |,
j = 1, 2, · · · converges to the constant function 1 uniformly on S1, where dj is the
degree of the polynomial Pj , j = 1, 2, · · · . Littlewood problem remains open if we
require that the coefficients of Pj be either -1 or 1, for all j. Let Pj , j = 1, 2, · · ·
be a sequence Kahane polynomials. Clearly then
´
S1 log |Pj(z)|dz → 0 as j → ∞,
which in turn implies that the Mahler measure of Pj converges to 1 as j → ∞.
Thus the sequence of Kahane polynomials satisfies the conditions of part (i) of
above theorem and we see that Kahane polynomials give rise to generalized Riesz
products of Dynamical origin absolutely continuous with respect to the Lebesgue
measure and with positive Mahler measure.
A sequence of polynomials Pk, k = 1, 2, · · · in the class U is said to be ultraflat
if |Pk|||Pk||2 , k = 1, 2, · · · converge uniformly to the constant function 1.
As mentioned above it is not known if there is a sequence of ultra flat polynomial
with coefficients +1 and −1. However, M. Guenais[13] has shown that there is a
sequence Pk, k = 1, 2, · · · of polynomials in U with coefficients in {−1, 1} such that
|Pk|
||Pk||2 → 1 a.e.(dz) if and only if there is a measure preserving general odometer
action T and φ taking values in {−1, 1} such that Vφ has Lebesgue spectrum. Here
φ has to be of the special kind described above, namely, it is constant on all but
the top level of the stacks associated to T .
A finite sequence (e0, e2, · · · , en−1) of +1 and −1 is said to be a Barker sequence
if for all k, 0 < k ≤ n− 1 the aperiodic correlation
n−k∑
j=0
ejej+k
does not exceed 1 in absolute value.
It is known that there are only finitely many Barker sequences of odd length, and
there are no Barker sequences of odd length greater than 13. For more information
on Barker sequences and their significance in Radar signal processing theory we
refer the reader to [14], [6], [7]. It is not known if there are infinitely many Barker
sequences, and it is conjectured that there are only finitely many Barker sequences.
P. Borwein and M. Mossinghoff[6] have shown that if e0, e1, · · · , en−1 is a Barker
sequence of length n and if
P (z) =
∑n−1
j=0 ejz
j
√
n
,
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then M(P ) > 1 − 1n . This immediately implies, in the light of the result of M.
Guenais, or by the corollary above the following theorem.
Theorem 6.9. If there are infinitely many Barker sequences then there is a gen-
eralized Riesz product
∏∞
j=1 | Pj |2 of dynamical origin with measure preserving
T , with positive Mahler measure, and such that coefficients of each Pj are real and
equal in absolute value. The measure preserving T can be chosen to be an odometer
action.
One can ask the question if there is a sequence Pk, k = 1, 2, · · · of polynomials
with coefficients in {−1, 0, 1} such that |Pk|||Pk||2 → 1 a.e. (dz) as k → ∞. Theorem
6.5. at once implies that this is possible if and only if there is a generalized Riesz
product µ =
∏∞
j=1 | Qj |2, dµdz > 0 a.e. (dz), of dynamical origin and such that for
each j the non-zero coefficients of Qj are real and equal in absolute value.
Consider the class of (B) of all polynomials of the type
P (z) =
1√
m+ 1
(1 + zn1 + zn2 + · · ·+ znm),
where 0 < n1 < n2 < · · · < nm. Since L2(S1, dz) norm of such a P is one, its
L1(S1, dz)-norm is at most one. J. Bourgain[10] has raised the question if the
supremum of the L1(S1, dz)-norms of elements in (B) can be 1, see [10]. We have
the following result due to M. Guenais, proved here more generally than in [13].
Proposition 6.10. Let µ =
∏∞
k=1 | P (z) |2 be a generalized Riesz product. If∑∞
k=1(1− || Pn ||21)1/2 is finite then dµdz > 0 on a set of positive Lebesgue measure
in S1.
Proof. Write v2k = 1− || Pk ||21. Then
∑∞
k=1 vk < ∞, equivalently∏∞
k=1 || Pk ||1> 0. For all functions f, g ∈ L2(S1, dz), Cauchy-Schwarz inequality
gives
| (|| f · g ||1 − || f ||1|| g ||1) |≤ (|| f ||22 − || f ||21)1/2(|| g ||22 − || g ||21)1/2.
Fix an integer n0 > 1 and let k > n0. Then
| (||
k∏
j=n0
Pj ||1 − ||
k−1∏
j=n0
Pj ||1|| Pk ||1) |
≤ (||
k−1∏
j=n0
Pj ||22 − ||
k−1∏
j=n0
Pj ||21)1/2(|| Pk ||22 − || Pk ||21)1/2
≤ vk.
So,
| (||
k∏
j=n0
Pj ||1 − ||
k−1∏
j=n0
Pj ||1|| Pk ||1) |≤ vk.
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| (||
k−1∏
j=n0
Pj ||1|| Pk ||1 −(||
k−2∏
j=n0
Pj ||1)(|| Pk−1 ||1) || Pk ||1) |≤ vk−1 || Pk ||1≤ vk−1
...
...
...
| (||
n0+1∏
j=n0
Pj ||1
k∏
j=n0+2
|| Pj ||1 −
k∏
j=n0
|| Pj ||1) |≤ vn0+1.
On adding the above inequalities:
| (||
k∏
j=n0
Pi ||1 −
k∏
j=n0
|| Pj ||1) |≤
k∑
j=n0
vj
Since
∏∞
j=1 ‖Pj‖1 > 0 and
∑∞
j=1 vk < ∞, we see that
lim sup
k→∞
||
k∏
j=1
Pj ||1> 0, so by Bourgain’s criterion for singularity (i.e., corollary
4.4 with Qj = 1 for all j,) we see that µ is not singular to Lebesgue measure on
S1. 
The only known rank one non-singular T for which UT has Lebesgue spectrum is
the one where the cutting parameter satisfies
∏∞
j=1 plj ,j > 0. One can ask if there
exists a non-dissipative rank one transformation whose maximal spectral admits a
component equivalent to the Lebesgue measure on S1. We discuss this question in
the light of the above considerations. Fix 0 < λ < 1 and let
Aλ =
{
n∑
j=0
ajz
j : ∀j, 0 ≤ aj ≤ λ,
n∑
j=1
| aj |2= 1, n = 1, 2, · · ·
}
,
αλ = sup
P∈Aλ
|| P ||1
Proposition 6.11. If αλ = 1 for some λ, 0 < λ < 1, then there is a non-dissipative
non-singular rank one map T such UT has absolutely continuous part (w.r.t (dz))
in its spectrum.
Proof. This follows from lemma 6.4 and proposition 6.10.

Proposition 6.12. If there is a sequence Pn, n = 1, 2, · · · , of polynomials in Aλ
such that lim
n→∞
| Pn(z) |= 1 a.e.(dz), then there is a non-dissipative non-singular
rank one T such that the spectrum of UT has a part equivalent to the Lebesgue
measure on S1.
Proof. This follows from theorem 6.6.

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There is a partial converse to proposition 6.11. Let µ =
∏∞
j=1 | Pj |2 be a a
generalized Riesz product of class (L), with each Pj ∈ Aλ, and P ′js dissociated.
Proposition 6.13. If dµdz > 0 a.e. (dz), then αλ = 1.
Proof. We know from proposition 5.2.
lim
k→∞
k∏
j=1
| Pj(z) |= dµ
dz
a.e. (dz).
Hence there is a sequence n1 < n2 < · · · such that
nk+1∏
j=nk+1
| Pj(z) |→ 1 a.e. (dz) as k →∞
Since Pj ’s are dissociated,each finite product is in Aλ, the proposition follows from
Fatou’s lemma. 
The following three problems about the class Aλ are thus intimately related to
spectral questions about invertible non-singular rank one transformations:
(1) is sup
P∈Aλ
|| P ||1= 1 ?,
(2) is sup
P∈Aλ
M(P ) = 1 ?,
(3) is there a sequence Pn, n = 1, 2, · · · in Aλ such that | Pn(z) |→ 1 a.e. (dz) as
n→∞
Concerning Bourgain’s question, it is known that supP∈R
´
S1
| P (z) | dz ≥
√
pi
2 .
Indeed, let Pn, n = 1, 2, · · · be the polynomials as in the generalized Riesz product
associated to the rank one map. Put Xn,j(z) = z
jhn+a1,n+···+an,j . Xn,j is a random
variables. Since ||Pn||2 = 1, the random variables Pn are uniformly integrable. In
[1], [4] and [5], the authors, proved that there is a subclass of Pn, n = 1, 2, · · · , for
which Pn, n = 1, 2, · · · converges in distribution to the complex Gaussian measure
NC(0, 1) on C, that is,
dz{Pn ∈ A} −−−−−→
n→+∞
ˆ
A
1
π
e−|z|
2
dz.
Denote by D(Pn) the distribution of Pn. It follows from the Standard Moment
Theorem [12, pp.100] that
||Pn||1 =
ˆ
|Pn|dz =
ˆ
|w|dD(Pn)(w) −−−−→
n→∞
ˆ
|w| 1
π
e−|w|
2
dw =
√
π
2
,
dw is the usual Lebesgue measure on C, that is, dx · dy = rdrdθ.
Let E = {z : dµdz (z) > 0}, where µ is a generalized Riesz product. We will give
an upper estimate of dz(E).
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Theorem 6.14. Let µ =
∏∞
j=1 | Pi |2 be of class (L). Let E = {z : dµdz (z) > 0}.
If dz(E) = 1 then there is a flat sequence of finite subproducts of Pj’s. If dz(E) is
less than 1, then dz(E) ≤ d, where d is the liminf of L1(S1, dz) norms of all finite
subproducts of Pj’s.
Proof. The first part follows from the discussion above. We consider the second
part. Let a
def
= sup ‖Pi1Pi2 · · ·Pil‖1, where the supremum is taken over all finite
sequences of increasing natural numbers i1 < i2 < · · · < il. By Fatou’s lemma we
know that
∥∥∥∥√dµdz ∥∥∥∥
1
≤ a. Take an infinite subset K1 of natural numbers such that
its complement K2 within natural numbers is also infinite. Let µ1 and µ2 be the
Riesz subproducts of µ over K1 and K2 respectively. Then by corollary 5.3
(dµ
dz
) 1
4
=
(dµ1
dz
) 1
4
(dµ2
dz
) 1
4
By Cauchy-Schwarz inequality we get
ˆ
S1
(dµ
dz
) 1
4
dz ≤ √a√a = a
In general, by iterating,
ˆ
S1
(dµ
dz
) 1
2n
dz ≤ a (2)
Letting n→∞, we see that dz(E) ≤ a
Let
d
def
= lim inf
{ˆ
S1
| Pi1Pi2 · · ·Pik |: i1 < i2 < · · · ik, k = 1, 2, · · ·
}
Now for any η > 0, considerations leading to equation (2) above can be applied
to a suitable subproduct, say µ1, over a set K1 of natural numbers, so that
dz
{
z :
dµ1
dz
(z) > 0
}
≤ d+ η.
By formula (1) we see that dz(E) ≤ d + η. Since η is arbitrary, we have dz(E) ≤
d. 
In connection with the discussion above, we have the following:
Theorem 6.15. Let µ =
∏∞
j=1 | Pj |2 be of class (L) and assume that
(1) ‖Pj‖1 −−−−→
j→+∞
c, c ∈ [0, 1[ and,
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(2) for any continuous function g on T, we haveˆ
g|Pj |dz −−−−→
j→+∞
c
ˆ
gdz.
Then µ is singular.
Proof. The sequence ||Pj | − 1| is bounded in L2(dz). It follows that there exists a
function φ in L2(dz) such that ||Pj | − 1| converge weakly over a subsequence, say
nj, j = 1, 2, · · · , to φ (without loss of generality we assume that nj = j, j = 1, 2, · · · ).
It is shown in [1] that the measure φ(z)dz is singular with respect to µ. According
to our assumptions, we further have that φ(z)dz is equivalent to Lebesgue measure.
Indeed, for any nonnegative continuous function g on T, we haveˆ
g||Pj | − 1|dz ≥
ˆ
gdz −
ˆ
g|Pj |dz.
Hence, by taking the limit combined with our assumptions, we getˆ
gφdz ≥ (1− c)
ˆ
gdz,
which finish the proof of the theorem.

7. Zeros of Polynomials.
Consider the polynomial of the type
P (z) = 1 + zh+a1 + z2h+a1+a2 + · · ·+ z(m−1)h+a1+a2+···+am−1 , (R)
which appears in the generalized Riesz product connected with rank one measure
preserving transformation.
It is easy to see that zeros of these polynomials cluster near the unit circle as h
tends to∞. We prove a quantitative result, namely, if w is a zero of this polynomial
then (1
2
) 1
h ≤| w |≤ (2) 1h (3)
To see this we write | w |= a. Assume first that a ≤ 1. Then, since w is a zero
of P ,
ah + a2h + · · ·+ a(m−1)h ≥ 1.
Equivalently,
ah
(1− a(m−1)h)
1− ah ≥ 1.
ah − amh ≥ 1− ah
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2ah ≥ 1 + amh ≥ 1
which proves the result when |w| ≤ 1. To prove the second half of the inequality
we note that if | w | is greater than 1 then 1|w| ≤ 1 and 1w is a zero of P (1z ) so the
second half follows from the first half. A slight improvement of the inequality is
possible. If m = 2 then all the zeros of P lie on the unit circle. It is easy to show
that if m > 2 then the equation xm−2x+1 has a zero, say bm, in the open interval
1
2 < x < 1. and one can show that
(bm)
1
h ≤| w |≤
( 1
bm
) 1
h
.
However, it is not a very big improvement since one can show that bm → 12 as
m→∞.
This simple result tells us that if each Pk has less than chk−1 zeros bigger than 1
in absolute value where c is a positive constant less than one, then
∏∞
k=1 |αk| = 0.
We mention that M. Odlyzko and B. Poonen in [23] proved that the zeros of the
polynomials with coefficients in {0, 1} are contained in the annulus 1φ < |z| < φ
where φ is the golden ratio.
Zeros of polynomials with restricted coefficients has deep and extensive literature.
We mention only a result in a recent paper. (P. Brown, T. Erde´lyi, F. Littmann
[9]). Let
Kn =
{
n∑
k=0
akz
k :| a0 |=| an |= 1, | ak |≤ 1
}
,
and let n be so large that δn = 33π
log(n)√
n
< 1, then any polynomial in Kn admits at
least 8
√
n logn zeros in δn neighborhood of any point of the unit the circle. Thus
the derived set, i.e., the set of limit points of the zeros of the polynomials appearing
in the generalized Riesz product (R) is the full unit circle.
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