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In this paper, we study bounds on gck’(v), which denotes the minimum number of blocks to 
cover every pair of a v-set exactly once, when the largest block has size k. 
1. Introduction 
A perfect covering of a v-set X is a set of subsets of X (called blocks), such that 
every pair of elements of X (points) occurs in a unique block. A perfect covering 
is also referred to in the literature as a pairwise balanced design or a finite linear 
space. The quantity of g’“‘(v) is defined to be the minimum number of blocks in a 
perfect covering of a v-set, in which the longest block has size k (where 
(2skGv). 
There has been considerable interest in the last several years in the determina- 
tion of g’“‘(v). Several lower bounds on g’“‘(v) have been given, by Woodall, 
Stanton and Kalbfleisch, Stinson, and Rees. 
For future reference, we now state these lower bounds, in approximate 
chronological order. The earliest bound (W) was proved by Woodall [12]; it is 
g(“)(v) ~ 1 + (’ - k, * (3k - ’ + ‘1 
2 
This bound is exact when v < 2k, but becomes progressively weaker as u 
increases (for any fixed value of k). A much more powerful bound (in general) 
was proved by Stanton and Kalbfleisch [lo] (see also [8] and [9]). We refer to this 
bound as (SK); it states that 
g’“‘(v) z= 1 + 
k2. (v - k) 
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These two bounds were unified by the (S) bound, proved in [ll]. It is as 
follows: 
g(“)(v) > 1 + (v - k) * w - (v - k - 1)) 
t2+ t 
We denote the expression above by S(t), where t can be any positive integer. If 
we take t = 1, the (W) is obtained (so S(1) = (IV)). On the other hand, if we take 
t = [(u - 1)/k], th en the bound (S) is a strengthening of the (SK) bound (i.e. 
S( L(u - 1)/k)]) 2 (SK). 
It was observed in [l] that none of these three bounds give the correct value for 
gck)(2k + 1) when k is even. It was shown for k even, k 2 4, that 
g’2k’(2k + 1) = 1 + k . (k + 1)/2 + [k/41 
= S(2) + [k/4]. 
In fact, the (S) bound often cannot be attained when v is “close to” a multiple 
of k (see Theorems 2.3 and 2.4 for a more precise statement). However, a new 
bound due to Rees (the (R) bound; see [2]) p rovides an improvement to the (S) 
bound in these cases. The (R) bound is given in terms of k, u, an arbitrary 
integer t 3 2, and t, where r = (V - k) modulo t, 0 G z s t - 1. The bound is: 
g’“‘(v) a 1 + 
(v - k) . (2k. (t - 1 + r”) - (V - k - 1)) + 2kz. (1 - 4) 
t2-t+2t 
There is one other bound, referred to as the combinatorial bound (C), which is 
relevant when k is small compared to U. More precisely, the (C) bound is 
stronger than the other bounds when u > k2 - k + 1. The (C) bound is obtained 
as follows. Since the longest block has size k, every block can cover at most 
k . (k - 1)/2 pairs. Since there are u * (v - 1)/2 pairs in total, we must have: 
g(k)(u) 2 
u . (v - 1) 
k . (k - 1) ’ 
In Section 2, we review the proof of the (S) bound, and discuss necessary 
conditions for the (S) bound to be exact. In Section 3, we give a short derivation 
of the (R) bound. In Section 4, we compare the (R) and (S) bounds. Finally, in 
Section 5, we discuss existence results for perfect coverings, indicating when the 
various bounds can be met with equality. 
2. The Stinson hound for gck)(v) 
The proof of the (SK), (S), and (R) bounds all arise from the following simple 
observations on a perfect covering. 
Name the blocks B1 through B,, and denote by li the length of Bi. Assume that 
Bg is the block of length k, and let the blocks that meet B, be B1, . . . , B,,, where 
g’ Gg - 1. 
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First, we observe that every point not in B, occurs in exactly k of the blocks 
B1,. . . 9 Bgf (since it is in a different such block with each point on B,). Hence, 
we have 
r-l 
zz (4 - 1) 3 $I (4 - 1) = k * (V - k). 
Note that equality occurs if and only if B, intersects every other block in a point 
(i.e. g’ = g - 1). 
Secondly, every pair of points not in B, occurs in a unique block Bi, where 
1 G i s g - 1, so we obtain the inequality 
Here, as well, note that equality occurs if and only if g’ = g - 1. 
Finally, we have the obvious statement 
g-1 
21=,-l. 
Now, let t be any integer, and calculate the following quantity, using the three 
preceding inequalities: 
g--l g--l 
c (li - t - 1) . (lj - t - 2) = c (li - 1) * (Zi - 2) - 2t . ggl (Zi - 1) + (2 + t) . g%l 1 
i=l i=l i=l i=l 
c (v -k) . (ZJ - k - 1) - 2tk. (2, - k) + (t2 + t) . (g - 1). 
Observing that this sum is non-negative, we obtain the bound (S) by solving for 
g. 
Theorem 2.1. For any positive integer t, 
gC”JCv) > 1 + (v - k) . (2tk - (v - k - 1)) 
t2 + t 
It was shown in [ll] when the bound (S) is maximized (as a function of t). This 
is done by calculating the following quantity: 
S(t) - qt - 1) = 
2. (v -k) . (v - kt - 1) 
t.(t+l)*(t-1) . 
This difference is non-negative provided t c (v - 1)/k. Since t must be an integer, 
the maximum is obtained for t = l(v - 1)/k]. 
Also, it is not difficult to see when equality occurs in (S): every block must 
have size t + 1 or t + 2 (except for B,, of course), and every block must intersect 
Bg in a point. If we delete the points on Bg, we obtain a design which is called an 
R,RP(v - k, k). This is a pairwise balanced design on v - k points, in which every 
block has size t or t + 1, such that the blocks can be partitioned into k parallel 
classes (RRP is an abbreviation for restricted resolvable pairwise balanced design). 
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Unless (v - k) = 0 modulo t, it is impossible that both R,(x) and R,_,(x) equal 
0. This suggests that we consider the residue class of (v - k)modulo t; accor- 
dingly, define 
r = (v - k)modulo t, whereO<tCt-1. 
Then, 
R,(x) - R,_,(x) = - r modulo t. 
We now make use of the following simple numeric lemma. 
Lemma. Suppose a, b, t, and t are non-negative integers, t >O, z = (a - 
b)modulo t, and lstst-1. Then, (t - z) * a + z * b 2 z. (t - z). Further, 
equality occurs if and only if a = 0 and b = t - t; or b = 0 and a = t. 
Proof. If a 3 b, then a Z= b + z. Then, 
(t--).a+t.b 2 (t - z) . (b + t) + z. b 
=t.b+t.(t-t)z=t.(t-t), 
and equality occurs if and only if b = 0 and a = t (note that t # 0). Similarly, if 
b>a, then bSa+t-z, and 
(t--).a+z.bS(t--z).a+z.(a+t-t) 
=t.a+t.(t--)>t.(t--t), 
with equality if and only if a = 0 and b = t - z. 0 
We now apply this lemma, with a = R,_,(x) and b = R,(x). We obtain (**): 
(t - t) * R,_,(x) + t * R,(x) ?= z. (t - t), 
or 
~.R,_,(x)+;.Rr(x)~ z - (t - z) c * 
Further, equality occurs if and only if R,(x) = 0 and R,_,(x) = z; or R,_,(x) = 0 
and R,(x) = t - z. 
Now, apply inequality (*), with CY = 1 - z/t. We get (* **): 
s (v -k) . (v - k - 1) - 2k . (v -k) . (t - 1 + 4) + (t2- t + 22). (g - 1). 
From (**), the left side of (***) is at least 
t * (t - z) 
23 t ) 
xeB, 
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which simplifies to 
2kt.(t-4 
t 
Hence, we have 
. (t2 - t + 22) * (g - l), 
which simplifies to give the Rees bound (R). q 
Theorem 3.1 [2, Theorem 3.21. Let k, v, and t be positive integers, and define 
t = (v - k)modulo t, 0 c t c t - 1. Then, 
g’“‘(v) S 1 + 
(v - k) - (2k . (t - 1 + f) - (v - k - 1)) + 2kt . (1 - 4) 
t2-t+22 
Rees also determined the conditions under which equality occurs in (R). 
Theorem 3.2 [2, Remark 3.181. Zf g’“‘(v) = R(t), then the following properties 
hold: 
6) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
every block other than Bg has size t, t + 1, or t + 2. 
Bg meets every other block in a point. 
given any point x E Bg, either x occurs in no blocks of size t, or in no 
blocks of size t + 2. 
if x E Bg occurs in no blocks of size t, then x occurs in t blocks of size t + 2. 
if x E Bg occurs in no blocks of size t + 2, then x occurs in t - t blocks of 
size t. 
the total number of blocks of size t is (t” + t) * (R(t) - S(t))/2. The number 
of blocks of size t + 1, and of size t + 2, can then be determined. 
Proof. (i) and (ii) are clear. (iii), (iv), and (v) follow since R,(x) = 0 and 
R,_,(x) = z; or R,_,(x) = 0 and R,(x) = t - z, for every x E Bg. To prove (vi), we 
note that R,(x) is the number of blocks of size t containing x. The total number of 
blocks of size t is then 
x; R*(x) = 
(v - k)(v - k - 1) - 2tk(v - k) + (t2 + t)(R(t) - 1) 
2 * 
= (t” + t) - (R(t) - S(t))/2. c7 
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4. Comparing the Rees and Stinson bounds 
Having obtained two bounds, namely (R) and (S), we are interested in the 
conditions under which (R) Z= (S). Related to this is the question: given k and V, 
for what integer t is the bound (R) = R(t) maximized? 
In [2], Rees compared S(t) to R(t) and R(t + 1). Define t= (v - k)mod t 
(where 0 c t < t) and r’ = (V - k)mod(t + 1) (where 0 c r’ <t + 1). Then after 
some messy algebra, we can calculate: 
and 
z?(t) - S(t) = 
2. (t - z) . (kt . (t + 1) - (v - k) . (v - tk - 1)) 
(t2 + t) . (P - t + 22) 
R(t + 1) - S(t) = 
22’ . (kt . (t + 1) - z’) + (V - k) . (v - k . (t + 1) - 1)) 
(t2 + t) * (t2 + t + 22’) 
Then we obtain 
Theorem 4.1 (cf. [2, Theorem 4.21). Suppose v - 1 = k - t + s. Define t = (v - 
k)mod t (where 0 c z < t) and t’ = (v - k)mod(t + 1) (where 0 s r’ < t + 1). Then 
we have 
(i) R(t) > S(t) if and only if 
kz . (t + 1) > (v - k) . s. 
(ii) R(t + 1) > S(t) if and only if T’ # 0, and 
kt - (t + 1 - r’)‘> (v - k) . (k -s). 
Remark. Note that when t = [(v - 1)/k], these are precisely the two conditions, 
obtained in Theorems 2.3 and 2.4, under which the (S) bound cannot hold. 
Let us investigate these conditions a bit further when t = [(v - 1)/k]. In 
condition (i) of Theorem 4.1, replace v by kt + s + 1, obtaining 
or 
kz . (t + 1) > (k . (t - 1) + s + 1) - s 
k+(t+l)-s*(t-l))>s*+s. 
Now, suppose we fix t, s, and Z, where O=zt<t, O=zs<k, v=k.t+s+l, 
and (v - k) = t modulo t. (This last condition requires that k = (s + 1 - 
t)modulo t.) Then, consider the above inequality as k varies (k >s, and 
k = (s + 1 - r) modulo t.). We obtain the following. 
Theorem 4.2. Suppose t, s, and z are fixed, where 0 < z < t and s 2 0. Also, 
suppose k > s and k = (s + 1 - r)modulo t. Let v = kt + s + 1. 
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(9 If 
t-l 
TBS.- 
t+l 
then R(t) > S(t) for all 
k> 
s2+s 
z*(t+l)-P((t-1)’ 
(ii) If 
t-1 
t<S.- 
t+l 
then R(t) c S(t) for all k > s. 
We proceed in a similar fashion with condition 
v-l=k.(t+l)-s’; thens’=k-s, soO<s’sk. 
4.l(ii) becomes 
or 
kt . (t + 1 - z’) > (kt -s’ + 1) . s’ 
(ii) of Theorem 4.1. Write 
If also z’ > 0, then Theorem 
Now, suppose we fix t, s’, and t’, where OCz’Gt and O<s’<k, IJ= 
k - (t + 1) - s’ + 1, and (V - k) = t’ modulo(t + 1). (This requires that k = (-s’ + 
1 - t’)modulo(t + l).) Then, consider the above inequality as k varies (k 3 s’, 
and k = (-s’ + 1 - t’)modulo(t + 1)). We obtain the following 
Theorem 4.3. Suppose t, s’, and z’ are jixed, where 0 c z’ G t and s’ > 0. Also, 
supposekss’andk=(-s’+l-t’)modulo(t+l). Letv=k.(t+l)-s’+l. 
(9 Zf O<t’ct+l-s’ and s’>l; or O<t’<t and s’=l; then Z?(t+l)> 
S(t) for all k 3 s’. 
(ii) Zf Z’ = t and s’ = 1; or z’ = 0; then R(t + 1) = S(t) for all k as’. 
(iii) Zf t’ > t + 1 -s’ and z’ > 0, then Z?(t + 1) < S(t) for all 
s’(s) - 1) 
k>(5r-t-l+Sy* 
CoroUary4.4. Supposev=ku+a+l, where -kca<k-1. Zfu+l<ask- 
1, then S(u) aR(u). Zf -k <a G --u and k > (a’ + a)/(u - l), then S(u - 1) 2 
R(u)* 
Proof. First, consider u + 1 <a s k - 1, and apply Theorem 4.2 with s = a and 
t = u. Since z G u - 1 and s 2 u + 1, it follows that (ii) is satisfied, and the 
conclusion follows. If -k c a s -u, then we apply Theorem 4.3, with s’ = -a 
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and t=u-1. Then t+l--s’=u+a~O. If t’=O, then S(u - 1) =R(u). If 
r’ >O, then (iii) is satisfied. Since t’ 2 1, it follows that S(u - 1) > R(u) for all 
k >S’ * (S’ - 1)/t = (a2+ a)/(u - 1). Cl 
Let us apply these results to some specific examples. First, suppose we take 
u = 2 in Corollary 4.4. We then see that S(2) sR(2) for 2k + 4~ Y G 3k; and 
S(1) 2 R(2) for k + 1 s v G 2k - 1 (k > a2 + a). If we apply Theorem 4.3(ii) to 
the case u = 2k, we see that S(1) = R(2) here, as well. 
This leaves the cases Y =2k + 1, u= 2k +2, and u = 2k +3 to consider. 
Applying Theorem 4.2, we see that the (R) bound will be strongest when 
v = 2k + 1 with k even; v = 2k + 2 with k odd; and v = 2k + 3 with k even. 
We can proceed analogously, starting with u = 3 in Corollary 4.4. The cases 
where the (R) bound will beat the relevant (S) bound occur when v = 3k - 1, 3k, 
3k + 1, 3k +2, 3k +3 and 3k +4. The (R) bound will be strongest when 
v=3k-1, k-lmod3; v=3k, k-2mod3; v=3k+l, k=O or 2mod3; 
v=3k+2, k=O or lmod3; v=3k+3, k=lmod3; and v=3k+4, 
k=2mod3. 
In the remainder of this section, we want to show that when v =Z k2 - k + 1, the 
(R) bound is maximized either when t = [(v - 1)/k] or when t = [(v - 1)/k]. We 
prove this in several stages. 
Lemma 4.5. Let v s k2 - k + 1. Zf 1 =Z t < t’ s [(v - 1)/k], then Z?(t) < R(t’). 
Proof. First we prove that R(t + 1) 2 S(t). Define r’ = (v - k)mod(t + 1) (where 
0~ r’ <t + 1). If r’ = 0, then R(t + 1) = S(t), so assume r’ > 0. If we write 
v - 1 = k . t + s, then s s k. Then, we have R(t + 1) > S(t), from Theorem 
4.l(ii). 
We now show that S(t) > R(t), which will imply the desired result. First, we 
note that, since v G k2 - k + 1, we have k > L(v - 1)/k] > t. We noted above that 
s 2 k, so we obtain 
(v-k).s=(k(t-l)+s+l)G(t(t-1)+t+1).k>(t2-l).k 
a k - z. (t + l), 
so Theorem 4.1(i) asserts that S(t) > Z?(t). q 
Lemma 4.6. Zf v - k + 1 s t < t’, then R(t) > R(t’). 
Proof. In calculating R(t) and R(t + l), we have t = v -k in both cases. 
Applying Theorem 3.1, we see that R(t) > R(t + 1) if and only if 
2tk - (v - k - 1) > 2(t + 1)k - (v - k - 1) 
t2 - t + 2(v - k) t2 + t + 2(v - k) ’ 
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This is equivalent to 
(2t(t - 1) + 4t - 4(v - k)) - k > 2t(v - k - l), 
which is true since t > v - k. Cl 
Lemma 4.7. R(v - k) > R(v - k + 1). 
Proof. We calculate R(v - k) and Z?(v - k + 1) using Theorem 3.1, obtaining 
R(v -k) = 2k 
and 
R(v-k+l)=l+ 
2(v - k + 1)k - (V -k - 1) 
v-k+3 
Simplifying, it follows that Z?(v - k) > R(v - k + l), since k > 1. 0 
Lemma 4.8. Zf (v - k + 1)/2 G t < t’ s v - k, then R(t) < R(t’). 
Proof. When we calculate R(t) for (v - k + 1)/2 =G t s v - k, we have r = v - 
k - t, and Theorem 3.1 yields 
R(t) = 1 + 2k((t + l)(v - k) - 2t) - (v - k)(v -k - 1) 
t* - 3t + 2(v - k) 
Then R(t) > R(t + 1) if and only if 
k(v - k - 2)t2 + ((3(v - k) - 2)k - (v - k)(v - k - 1))t 
+ (v - k)(v - k - l)(l - 2k) > 0. 
Now, let w = v - k, fix any value of k 2 2, and define 
f(t, w) = k(w - 2)t2 + ((3~ - 2)k - w(w - 1))t + w(w - l)(l - 2k). 
It then suffices to prove that f(t, w) > 0 for all (w + 1)/2 G t c w - 1. 
Now, for any fixed value of w, f is a quadratic polynomial in t. We can assume 
w 2 3, for otherwise the condition (w + 1)/2 6 t c w - 1 is vacuous. Since 
f(0, w) < 0, and liml_mf(t, w) = 00, it is sufficient to prove that f((w + 1)/2, w) > 
0 for every w 3 3. However, after simplification, this inequality is equivalent to 
k(w* - w + 6) > 2w(w - l), 
which is true for any k Z= 2 and w 2 3. Hence, the desired conclusion is 
obtained. Cl 
Lemma 4.9. Let v =S k* - k + 1. Zf [(v - 1)/k] <t < t’ c 1 + (v - k)/2, then 
R(t) < R(t’). 
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Proof. As before, we define w = TV -k; then the condition v < k2- k + 1 
becomes w < (k - 1)‘. Also, we note that w 3 4, or there are no values of t to 
consider. 
If we write v-l=k.t+s, then SCO, so R(t)aS(t) by Theorem 4.1(i) 
(equality occurs only if t = (v - 1)/k). So, we shall be done if we can prove that 
R(t + 1) <S(t). 
If r’ = 0 in Theorem 4.l(ii), then R(t + 1) = s(t), so we can assume t’ 2 1. 
Hence, we want to show that 
kt . (t + 1 - r’) c (V - k) . (k -s). 
Since r’ > 1, this condition will be satisfied if 
kt2 s (v - k)(k -s), 
or, equivalently, 
w2-w(kt+l)+kt’<O. 
Fix a value of k, and define f(t, w) = w2 - w(kt + 1) + kt’. We want f(t, w) < 0 
for all w such that 
For any fixed value of k, these inequalities define a triangular region in the 
(t, w)-plane. If k = 2, there are no points (t, w) which satisfy the inequalities. If 
k = 3, we have a single point to consider, namely (t, w) = (2, 4), and f(2, 4) = 0. 
Hence, we can assume k 2 4. 
For any fixed value of w, f is a quadratic polynomial in t, and lim,mf(t, w) = 
M). Hence, it suffices to prove that f(w/2, w) < 0 and f((w + k - 1)/k, w) c 0, for 
all w < (k - l)‘, k 2 4. 
First, we calculate 
f(w/2, w) = w(w(1 -k/4) - 
which is ~0 for all w, provided k a 4. 
1) 
Next, after simplification, we obtain 
f((w + k - 1)/k, w) = (w - (k - l)“)(w - 1)/k 
which is ~0 since 1s w c (k - 1)‘. This completes the proof. Cl 
Gathering together the previous lemmata, we obtain 
Theorem 4.10. Zf 21 s k2- k + 1, the (R) bound is maximized either when 
t = [(v - 1)/k] or when t = [(IJ - 1)/k]. 
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5. Coverings meeting the hounds 
The evaluation of the numbers gCk)(u) has been the subject of numerous papers. 
The papers [6] and [7] are good surveys of known results. 
As mentioned earlier, the (S) bound gives the correct value of g’“‘(v) for all 
u s 2k (as does the (W) bound). The (R) bound provides the value for g(“)(v) 
when u = 2k + 1. 
The next cases to consider are when 2k + 2 s v c 3k + 1. For 2k + 4 s ~1 c
3k - 2, the (S) bound is exact whenever it is integral, provided IJ - k 2 90 (see 
[3], [4], and [5]). When the (S) b ound is not integral, the correct value of g(“)(v) 
is obtained by rounding the (S) bound up to the next larger integer, provided 
v-ka98. 
Finally, when 2k + 1 c v c 2k + 3, the value of g’“‘(v) is given by the (R) 
bound. 
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