The fiber-optic gyroscope (FOG) has been widely used as a satellite and automobile attitude sensor in many industrial and defense fields such as navigation and positioning. Based on the fact that the FOG is sensitive to temperature variation, a novel (to our knowledge) error-processing technique for the FOG through a set of temperature experiment results and error analysis is presented. The method contains two parts: one is denoising, and the other is modeling and compensating. After the denoising part, a novel modeling method which is based on the dynamic modified Elman neural network (ENN) is proposed. In order to get the optimum parameters of the ENN, the genetic algorithm (GA) is applied and the optimization objective function was set as the difference between the predicted data and real data. The modeling and compensating results indicate that the drift caused by the varying temperature can be reduced and compensated effectively by the proposed model; the prediction accuracy of the GA-ENN is improved 20% over the ENN.
Introduction
As we all know, the fiber-optic gyroscope (FOG) is a later generation gyroscope based on the Sagnac effect. However, due to the fact that the fiber-optic sensing coil and the optical devices of the FOG are susceptible to variations in temperature, when a rapidly varying temperature gradient occurs, this will bring noise and drift to the output of the FOG, as described by Shupe [1] . Many studies have described the drift errors caused by varying temperature, and the solutions can be summarized into two kinds: one is improving the hardware structure technology, and the other is improving the processing algorithm in the modeling procedure. After comparing the benefits of the two methods and considering the characteristics of the FOG's output, some modeling and compensating algorithms such as backpropagation (BP) neural network and forward linear prediction methods for the temperature error were proposed, and through these the precision of the FOG will be improved [2, 3] .
The neural network has been widely used in modeling, and its strengths including information parallel processing, distributed storage, and self-learning. The Elman neural network (ENN) is a class of dynamic recurrent network and has been applied to system forecasting [4] . Compared to the BP network, it involves faster training and has a simpler structure and higher accuracy. In addition, the BP algorithm easily meets local minimum, so many optimization theories and methods have been presented. Here, a modified Elman network that used to model the temperature drift was proposed. Moreover, a genetic algorithm (GA) is applied to find the best weights and thresholds of the network to meet the optimal value that is also subject to the constraint conditions, so the trained network will have better performance and can improve the compensation accuracy [5] .
In this paper, an experiment conducted to measure the effects of temperature variation and the related phenomena on the performance of FOG output is described. Before modeling, some measures should be taken to reprocess the output data, like denoising to eliminate the noise directly. A novel adaptive lifting wavelet transform (LWT) forward linear prediction (FLP) algorithm is introduced to decrease the interference of noise, and then the GA-ENN is employed to compensate the drift. The simulation results showed that the proposed model can reduce the error caused by the variation of temperature and the accuracy of the FOG can be improved effectively.
Theory and Experiments

A. FOG Temperature Drift
According to previous research results, researchers have met with noises and bias drifts, which bring non-negligible errors to the FOG's output. Noises determine the smallest phase shift that FOG can detect, and bias drifts are used to evaluate the longterm output changes of the gyroscope. The solution mentioned above includes the temperature control method, based on machining techniques and experimental approaches [6] , and the filtering and modeling compensation method [7] .
The optical Sagnac effect is the basic principle of the interferometric fiber-optic gyroscope (IFOG). When the IFOG rotates relative to inertial space, a Sagnac phase shift will be generated in the fiber coil by the two split beams, which transmit in the opposite direction. When the interference happens, the change in the light intensity caused by the interference can be detected through a photoelectric detector, and the rotational information of the IFOG can be obtained after signal processing. The block diagram of the IFOG is shown in Fig. 1 [8] .
In 1980s, D. M. Shupe pointed out that a rapidly changing temperature will yield a different refractive index for the optical fiber in every sector of the fiber coil, the two slight beams produce a slightly different effective optical path, and then a nonreciprocal effect, which is known as the Shupe effect, will be introduced, which will bring a false rotation signal. The phase shift, ΔΦ e , over a fiber of length L in the FOG is given by [9] ΔΦ e β 0 c 0 n ∂n ∂t
where β 0 2π∕λ is the propagation constant of light in vacuum, L is the total length of fiber, n is the refractive index of the optical fiber, c 0 is the speed of light in the waveguide, and ΔTz is the amount of temperature change at point z of the fiber coil.
B. Temperature Experiments
In theory, the temperature distribution of the FOG's coil will be influenced by the temperature variation, which also caused the FOG's drift directly. It has been proved to be sensitive to the time-varying thermal gradients that are assumed across the fiber-optic sensing coil. In the experiment, an IFOG is composed of a superluminescent diode broadband source, a polarization-preserving fiber coil that is wound with a 994 m length fiber, and the number of layers is 26, a LiNbO 3 integrated-optic circuit to generate phase modulation, a fiber coupler to send light to a PIN detector, and digital logic electronics that generate the phase modulation and the phase. The IFOG was installed on a stationary base that has a temperature control box. Two temperature sensors were used to record the input variables: sensor1, shown in Fig. 1 , was fixed on the middle of the coil axis or center of the optical fiber and was used to measure the temperature value of the coil axis; sensor2, shown in Fig. 2 , was located inside the FOG's shell and was used to monitor the temperatures there. The FOG and sensors' location setup is shown in Fig. 2 . As was proved in [10] , the temperature difference between the sensors located in the shell and coil axis of the FOG is very similar to the error in the FOG's output. In our paper we will do research to examine the relationship deeply. In order to study the relationship between the change tendency of the FOG's output and the temperature change rate of the coil axis, we draw on our previous research work [11] , which was mainly on the influence of the intense ambient temperature variation in the FOG output; while the modeling and compensating method mentioned in the paper is simple and can't describe the relationship of temperature and drift adequately, this could be analyzed from the compensation result. In order to improve the compensation accuracy, and considering the experiment setup, we varied the temperature change rate within the range of −5°C∕ min to 5°C∕ min and −8°C∕ min to 8°C∕ min ; the operation temperature change range is between −20°C and 60°C; and the sampling intervals of the FOG's output and temperature sensors' output are set at 1 s. The experiments setup is shown in Fig. 3 . As shown in Fig. 4 , it is obvious that the FOG's outputs are significantly influenced by the varying temperature; the drift error is caused by the heat flux of the coil axis in the fiber coil. With the temperature changes below or above zero, the reduced temperature brings mainly noises, and drifts become apparent when the temperature increases. Also, the errors are bigger when the temperature changes are greater.
GA-Elman Algorithm
A. Modified Elman Neural Network
Elman (1990) introduced a simple recurrent neural network that is mainly used to deal with sound processing. The Elman network can be seen as a forward network that consists of a local memory unit and local feedback connection. In addition to the input unit, the hidden units, and the output unit, there are also context units. The hidden units can have linear or nonlinear activation functions. The context units are used only to record the previous activations of the hidden units and can be considered to function as one-step time delays. A modified ENN is shown in Fig. 5 ; its four layers, in order, are the input layer (r layer), the hidden layer (n layer), the context layer (n layer), and the output layer (m layer) [12] .
At a specific time k, the previous activations of the hidden units (k − 1) and the current input (k) are used as inputs to the network. At this condition, the network acts as a feed-forward network and propagates these inputs forward to produce the output. In Fig. 5 the external input to the network is represented by uk, the network input by xk, and output by yk; the ith neuron in the context layer is x c k. W 
yk gW y ij xk:
The modified Elman network introduced selffeedback links with fixed gains to the context units to enable the Elman network to represent higherorder systems, thereby increasing its dynamic memory capacity. It is possible to apply the standard BP algorithm to teach the net that task. The idea of employing self-feedback links was borrowed from the Jordan network. In this paper, we applied the modified Elman network to compensate the FOG's temperature drift.
To obtain the dynamic BP algorithm, let the training data set be uk; y d k, k 1; 2; …; N, where y d k is the desired output of the network. When an input-output data pair is presented to the network at time k, the squared error at the network output is defined as
When pattern-based learning is adopted, the weights are modified at each time step k. For W y ij , the error gradient is
The general weight modification in the gradient descent method is Δw −η ∂Ek ∂w :
The dynamic BP algorithm for training an Elman network is as follows: 
i 1;2;…;m; j 1;2;…;n; q 1;2;…;r; l 1; 2; …; n, and η 1 , η 2 , η 3 are the study steps of the connect matrix.
B. GA-Elman Algorithm
The FOG error model's forecast accuracy mainly hinges on the parameters of the model and model's parameters adapt to actual situation. Hence, the modified Elman network algorithm mentioned above directly influences the precision of the model. GAs are mainly used in the area of neural networks for three tasks: training the weights or threshold of connections, designing the structure of a network, and finding an optimal learning rule. The first and second tasks have been sufficiently studied, with promising results. Therefore, we look at the result of [5] , which mainly studies recurrent networks, and our algorithm is based on the extension of this idea. In this paper, the GA is used to train the weights of ENN, assuming that the structure of the network has been decided.
The use of GA-ENN to model a gyroscope's output is illustrated in Fig. 6 . A sequence of input signals uk, where k 0; 1; …, is fed to both the gyroscope and the ENN. The output signals y p k 1 for the gyroscope and y m k 1 for the ENN are compared, and the differences ek 1 jy p k 1 − y m k 1j; are computed. The sum of all ek 1 for the whole sequence of differences is used as a measure of the fitness of the modified ENN under consideration. These computations are carried out for all the advised networks. After the above-mentioned GA is applied, based on the goodness values obtained, a new ENN is created and the above procedure repeated. The new network will have a greater average fitness than the preceding ones, and eventually an ENN will emerge that has the connection weights adjusted such that it properly models the inputoutput behavior of the given FOG under varying temperature.
The GA mainly consists of five basic elements [13] : parameter coding, initial population, fitness function choice, genetic operators, and trainable connection setting. The GA-Elman algorithm's flow chart is shown in Fig. 7 .
In Fig. 7 , the flow chart can be described as follows:
(1) The initial set of the ENN (initial population) is produced by a random number generator and consists of the GA's parameters.
(2) The solutions in the population, representing the possible ENN, are evaluated and improved by genetic operators which are represented in the flow chart by selection, crossover, and mutation.
(3) Each solution in the initial and subsequent ENNs is a string comprising n elements, where n is the number of trainable parameters.
(4) Repeat the above steps, and judge whether the fitness function meets the end condition. If the answer is yes, then stop training and send the parameters back to the ENN; if no, then return to step (2) and continue training until the final end condition is met.
(5) Stop training and export the optimal results.
FOG's Temperature Drift Modeling
A. Denoising Algorithm
In theory, the change in the environmental temperature and the heat generated by internal active and optical devices will affect the temperature distribution of the FOG, which is the direct cause of temperature drift. The temperature change rate is considered the main factor and is used as an input of the ENN. As mentioned above, the output of the FOG mainly contains noise and drift. So before the denoising, it needs to eliminate constant drift errors, which can be computed as D 0 :
Take the output of the FOG when the temperature change rate is 5°C∕ min , for example; the data sequences that eliminate constant drift errors are shown in Fig. 8 .
After the above steps, the LWT-FLP algorithm is applied to the denoising, which mainly includes LWT and FLP and has been proved to have faster convergence prediction than direct FLP. The denoising output is shown in Fig. 9 .
In Fig. 9 , the FOG's temperature drift possesses nonlinear characteristics. The multiple linear or general nonlinear regression model can't reach a high precision, so in this paper, the GA-ENN is applied to solve the compensation question.
B. Compensation Model and Results
Based on the above analysis, the FOG's outputs are significantly influenced by unstable temperature [14] , so we take the temperature change rate ΔTΔT Tt − Tt − 1 and the former temperature drift D 0 t − 1 as input vectors of the input layer of the ENN; the current temperature drift D 0 t is selected as the output vector of the output layer of the ENN. That is, use the former output value and temperature change rate to predict the current output value and to use as the next time input. The two inputs and the next time output comprise the compensation model, which is shown in Fig. 10 .
The FOG's output and denoising by the LWT-FLP algorithm under 5°C∕ min were used to train the neural network, trace the model parameters of every generation, and take the fitness function as the predicted error, when the iteration met the maximum generations and the minimum predicted error was 0.075°∕h. We take FOG's output under 8°C∕ min to test the neural network. The simulation results show that the drift under different temperature change rates can be modeled accurately due to the excellent generalization ability of the GA-Elman algorithm. In addition, from Fig. 12 , which illustrates the FOG output error versus the temperature variation with and without compensation, we can see that the compensation method based on the correlation between the induced bias error and the temperature is effective.
We compared the compensation result with the traditional ENN, and the results are shown in Fig. 13 .
In order to get a quantitative comparison of the two algorithms in error compensation effectiveness, Table 1 shows the Allan variance analysis results of the original data and the data after compensation. We can see the GA-Elman algorithm has a significant Figure 14 shows the Allan standard deviation curves of the FOG's output processed by the original data and the data after compensation. The Allan variance method [14, 15] is a time-essential analysis technique that has advantages in evaluating and identifying each random noise coefficient, such as quantification noise (Q), angle random walk (N), bias instability (B), rate random walk (K), and angular rate ramp (R). It is the standard FOG performance analysis method generally acknowledged by IEEE and has been widely used.
Conclusion
In order to study the performance of the FOG under temperature variation and to reduce the influence of varying temperature on FOG's output, a set of experiments is conducted and the experiments' results are analyzed. After the denoising step, which adopted the LWT-FLP algorithm, a novel modeling idea is proposed based on GA to optimize the ENN. Real temperature drift data of the FOG under 5°C∕ min and 8°C∕ min are used to train and test the GA-Elman algorithm; the modeling and compensating results indicate that the drift caused by temperature variation can be reduced effectively by the GA-Elman model.
At last, the Allan variance analysis results of the original data and the data after compensation are presented. The final processing results show that the proposed signal processing technique can effectively reduce the influence of white noise and drift, which has great significance in improving the performance of FOG. In addition, we will apply the proposed method to compensate other parameters such as scale factor in our future work, so that the accuracy of the FOG can be improved more. 
