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An examination is made of the literature on missing ob-
servations or missing vectors of observations in multivariate 
situations. Missing values can occur at random, by design, or by 
impossibility. Most work to date has been for randomly missing 
values, with a concentration on computing values for the missing 
observations. The problems encountered in the three situations 
are discussed with regard to testing and estimation. Many 
multivariate procedures become questionable in the presence of 
missing values. It is concluded that a considerable amount of 
theoretical work is required before the problems can be resolved. 
INTRODUCTION 
Multivariate problems in the real world are many as data 
are, in general, multivariate in nature, including multi-response 
problems. As pointed out recently by Gnanadesikan and Kettenring 
(1984), most of the theoretical work is directed towards the 
distribution theory and inference procedures, formal mathematical 
proofs, extension of the univariate situations by analogy and 
with simplified assumptions like multivariate normality. There 
is a large gap between users' needs and the available statistical 
tools, as will be illustrated later in this paper. However, the 
useful applications of multivariate analysis in the recent 
years in biological and social sciences have given a better 
insight into the interrelationships between the observed 
variables in many situations and has helped in a meaningful 
interpretation of the results and planning of the strategies to 
be adopted. In the applications of multivariate analysis, as in 
biology, common problems like missing data, mixtures of 
distributions, and absence of information on the underlying 
distribution as in intercropping, have been frustrating. Hence, 
there is a need to assess the methods themselves in order to 
develop suitable modifications of the available techniques to 
meet the above difficult but frequent situations in the real 
world. On the other hand, situations are known where improper 
use of multivariate analysis in the hands of users with 
inadequate appreciation of the complexity of interpretation has 
led to unjustified conclusions, without an effort to match the 
appropriate method to the real needs of the problem. This is 
essential to avoid possible uncritical use of computer packages, 
unjustified conclusions, and resultant consequences. 
One case of such misuse has resulted when principal 
component analysis, canonical analysis and factor analysis were 
treated as if they were interchangeable. While principal 
component analysis is intended to attain a parsimonious 
summarization of a random sample for a single universe of 
multivariate normal measurements, canonical analysis is used as a 
procedure to discriminate as clearly as possible between two or 
more multivariate normal universes with the same variance-
covariance matrix; factor analysis is an attempt to elicit the 
underlying multivariate normal structure of a universe that can 
be sampled with respect to many correlated variables. 
Conceptually, the basis and computational procedures for the 
three are quite different as seen below. 
Principal Component Analysis: Let the matrix of coefficients 
applied to vector x be A, and E is the variance covariance matrix 
of the x's. Then AA' • I and its variance covariance matrix of 
transformed variates which are linear combinations is AIA'. The 
eigenvalues of the variance covariance matrix I are obtained by 
solving the differential equation II - XII • 0. The linear 
combinations are orthogonal and maximize the variance we can get 
out of the p variables. 
Canonical Axioms: Of the p-dimensional sample space of the 
h universe 
X 
(Nxp) 
• Z' 
(Nxh) 
B 
(hxp) 
+ E (Nxp) where N • N1 + N2 + •. • + N h 
and the variance covariance matrix of each of the p-variate 
sample errors is IQ which is estimated by the relation 
Factor Analysis: The model is 
X 
(pxl) = 11 (pxl) 
+ r 
(pxm) 
f 
(mxl) 
+ w 
(pxl) 
where x is N(p,rr• + 11), f is N(O,I), w is N(0,/1) and is 
independent of f and 11 is a pxp diagonal matrix with non-negative 
elements, and the matrix rr• is of rank m < p. Thus, principal 
component analysis maximizes the variance obtainable in the 
linear combinations which are orthogonal to each other. In 
discriminant analysis, the linear combinations are so chosen to 
maximize the ratio treatment SS/(Treatment +Error SS). In 
canonical analysis, we maximize the correlation between the 
linear combinations of Y and linear combinations of X and the 
canonical vectors are mutually orthogonal. In factor analysis, 
it is condensation and possible deletion of factors to ensure 
simplifying and reducing in the dimensionality in terms of some 
meaningful super-variab1es. 
In the discriminatory analysis, the biologist is not clear 
sometimes even about the null hypothesis. Sometimes the maximum 
discriminating ability may not be meaningful, as e.g., in 
intercropping experiments where a ratio of one kilogram of maize 
to 38 kilograms of bean was the estimate from maximum discrimina-
tion. This is unrealistic as ratios of 1:3 to 1:7 were the 
interpretable ones in practice. Also, the particular value of 38 
depended entirely upon which cultivars were included in the 
experiment. 
Among the multivariate methods which have been most commonly 
used in eight fields of investigation (based on a survey of 
nearly 18,000 reports), factor analysis accounted for 55%, 
discriminant analysis 13%, principal component analysis 11%, and 
multidimensional scaling 8% while other methods are much less 
used. Summed over all the methods, the reports are 45% in 
psychology, 28% in education and 6% each in sociology, medicine 
and technology (see Gnanadesikan and Kettenring, 1984). 
While the objectives of multivariate analysis in real world 
applications are: 
a) reduction in dimensionality, 
b) increasing the sensitivity of the analysis by analyzing the 
intercorrelation between varibles not possible in 
individual univariate analyses but which can be clearly 
brought out in multivariate analysis, 
c) exploring the underlying structure of the data for 
functional relationships among the variables, and 
d) classification - discriminant analysis (prespecified groups 
as different species), clustering problems (groups obtained 
by data analysis), 
! ! 
.. 
The objectives of the work in progress on the theoretical aspects 
are different (see Gnanadesikan and Kettenring, 1984; Kariya, 
Krishnaiah, and Rao, 1983), as seen from the table below: 
Objectives in real world applica-
tion of multivariate analysis 
(examples in biology) 
1. Reduction in dimensionality 
using principal components, 
cluster analysis, discriminatory 
analyses, (Ex., evolution in 
biological populations.) Murty, 
(1973). 
2. Increase the sensitivity of 
analysis by analyzing the inter-
correlations among the response 
variables - which is not possible 
in separate univariate analyses 
but clear in multivariate and 
analysis. (Ex., genetic diversity 
between varieties in plant 
breeding.) (Murty, ec aJ, 1965, 
1966, 1970). 
3. Explore the structure under-
lying the data on function 
relationships among the vari-
ables. (Ex., a) Cytoplasmic 
differentiation in terms of 
protein synthesis and photo-
synthetic apparatus, Bhakta, 1980 
and b) Cytochemical changes in 
the evolution of Lathyrus 
species, Narayan, 1982.) 
4. Classification 
a) Discrimination analysis 
between prespecified groups. 
(Ex., Interspecific divergence; 
chromosome substitution lines in 
wheat.) 
b) Clustering, i.e., groups 
formed from the analysis of the 
data. (Ex., anthropometric 
surveys, Rao (1952); classi-
fication of world collections of 
crops like wheat, maize, sorghum, 
etc.) Murty and Arunachalam 
(1966). 
1. 
Objectives in motivating 
the work on theory of 
multivariate analysis 
Evolving probabilistic 
models and methods by 
analogy with univariate 
analysis (tests for de-
parture from normality; 
missing data). 
2. Development of distri-
bution models and theory. 
(Mostly on multivariate 
normal, recently a little 
on elliptic distributions 
nonparametric approaches). 
3. Development of inference 
procedures and of con-
fidence regions and tests 
of significance and estab-
lishing optimality proper-
ties of such techniques 
(based on oversimplified 
assumptions). 
c 
.:.; 
Difficulties of application of multivariate analysis in the real 
world 
Some of the problems of interpretation of results from 
multi variate analysis have been, to some extent, due to the 
uncritical use of available techniques. However, the divergence 
between the objectives and the order of priorities of the objectives 
in the real world applications and in the theoretical work in 
multivariate analysis has to be bridged to make a successful impact 
for wider use, in light of the growing number of research journals. 
Considering the following four desiderata proposed by Gnanadesikan 
and Kettenring (1984), (i.e.) 
i) usefulness in revealing what is in the data, 
ii) ease of use, 
iii) diagnostic value - the nature of departure of the data from 
the key assumptions of the model, and 
iv) formal statistical properties like optimality, robustness, 
etc., 
the importance and priorities are in opposing directions, 
particularly in the case of missing data beyond the control of the 
experimenter. In the real world applications (i) is more important 
than (ii) and (iii) is more important than (iv). In published papers 
on the theoretical aspects, there is much more emphasis on (iii) and 
(iv) than on (i) and (ii). Even for (iii), i.e., when departure from 
key model assumptions is evident as in the case of "missing data", 
enough effort is not made in modifying methods for appropriately 
handling the data. The large output of publications on aspect (iv), 
i.e., statistical properties, is not linked to the need of (i), i.e., 
usefulness in revealing what is in the data. 
Relative utility of commonly used methods 
A re-examination of the summary information by Gnanadesikan and 
Kettenring (1984) on the relative usage of different multivariate 
methods and 21 criteria for comparing these methods, has revealed the 
following alarming inadequacy of four most commonly used multivariate 
e 
TABLE 1. Criteria for comparing four multivariate methods. 
Multivariate 
Method 
1. Factor Analysis 
2. Principal Component 
Analysis 
3. Discriminant 
Analysis 
4. K - means 
clustering 
Versatility 
A 
No -
Does not 
possess the 
characteristic 
Yes-
Possesses the 
characteristic 
Yes -
possesses the 
characteristic 
No - Does not 
possess the 
characteristic 
Criteria of comparison 
Easy Handling of 
Incomplete 
Observations 
B 
(Missing Data) 
No 
No 
No 
·Not at all 
e 
Insensitivity to 
Distributional 
Assumptions 
c 
Neutral ? 
Neutral ? 
Neutral ? 
Possesses the 
characteristic 
Robustness 
Against 
Outliers 
D 
No - but 
adjunct 
available 
No - " 
No - " 
No--
e 
methods to meet the special problem situations commonly met in the 
real world. The four most commonly used methods are factor 
analysis, discriminant analysis, principal component analysis, and 
cluster analysis. The criteria of concern for the most common 
problems in the multivariate applications are A) Versatility (utility 
for several purposes), B) Easy handling of incomplete observations, 
C) Insensitivity to distributional assumptions (example, departure 
from normality, nonrandom missing values), and D) robustness against 
outliers. 
From the summary in Table 1, it is evident that the most 
extensively used methods are not adequate for the special situations 
particularly B, C, and D, and may lead to incorrect conclusions unless 
the method is modified. Solutions are needed for handling "missing 
data" that are beyond the control of the experimenter, i.e., data are 
nor missing at random. 
Missing data: The Underlying Principle 
be 
Suppose m observations are missing and our model then will 
X 
(Nxl) 
Z' B 
(nxq) (qxl) 
+ e = B + e 
Assuming that the normal equation matrix ZZ' has a simple form 
and can be easily inverted, we estimate B from the N-m actual 
observations where 
/r7nl'\-lrT 
• \L.L. ) l~ q 
Therefore, il = z~~ where X 1 are the calculated m dummy 
observations 
Now a~ • x2x2 x2Z2~ with N-m-q degrees of 
freedom. Using these dummy observational estimates, we can show 
that a0 Q • x'x-x'Z'S. Anderson (1984) summarized the situation 
as follows in the case of missing observations in a simpler 
manner. Let X • (Y'Z')' where Y hasp components and Z has q 
components, be distributed as N(~,E) where 
E 
E = ( Eyy 
zy 
and M observations are more on X and N-M additional observation 
of Y; the maximum likelihood estimates of ~ and E can be 
obtained by expressing the likelihood function in terms of the 
marginal density of Y and the conditional density of Z given Y, 
assuming multivariate normality and the missing observations are 
few and are random. 
Nature of missing data 
The nature of missing data determines the approach to 
handling the same. The available methodology is mostly 
restricted to simple cases when missing values are few and 
missing at random. The utility of available methods is limited 
if these two assumptions are not satisfied. Thus, in missing 
values, the following situations exist and manymissing values 
are encountered. 
i) Missing at random. 
ii) Missing by design and probably can be estimated (see 
Srivastava, 1968; Federer • s ( 1984) manuscript on 
intercropping) in some cases. 
iii) Missing as they are unobservable. This category 
includes grouping, censoring, and truncation as 
indicated by Dempster, Laird, and Rubin (1977). There 
are some situations like nonflowering genotypes in 
world collections and some variables of cytoplasmic 
differentiation like nuclear associations where 
estimation of missing values will be absurd. Ex.: One 
cannot estimate the flowering time on a variety not 
flowering in that environment. 
In the real world, the nonrandom nature of missing values 
and several missing values particularly due to design or beyond 
the control of the experimenter as in (ii) and (iii) above, are 
more a rule than an exception. 
The assumptions commonly made in handling missing data are: 
i) the data must be missing at random to get a good 
estimate of the variance- covariance matrix, 
ii) each missing variable is highly correlated with one or 
more available variables, 
iii) the amount of missing data is not excessive, and 
iv) multivariate normality is maintained. 
If these assumptions are violated, the procedures for handling 
the missing data are unsatisfactory and have serious limitations 
in the interpretation (see Frane, 1976). (The (iv)th condition is 
added by us as it is implicit in the inference procedures.) 
The problem of handling missing data in multivariate normal 
populations has been studied during the past three decades by the 
direct application of maximum likelihood for estimation. Testing 
of hypotheses when data are missing by design was attempted by 
sequentially combining covariance estimators, starting with 
complete observations, and adding one group at a time. Iterative 
methods are used more commonly to replace the missing components 
by their conditional expection, given the observed components 
under simplified assumptions of multivariate normality and few 
values missing at random. Further improvement of procedures was 
made by Orchard and Woodbury (1970). Their procedure consisted 
of grouping the observations into classes of identical patterns 
of missing and observed components, initial estimation of the 
mean and covariance matrix being done using the likelihood 
function on the complete vectors. They obtain the conditional 
expectation of the scores for the mean and the covariance matrix 
of the missing data given the observed data, then the new 
estimates of the parameters, and finally correcting the 
covariance matrix corrected for bias, where 
N 
i • l i [(Y- ~)(~ - ~)T + V ] N 1 n n n n= and 
1 N 
~-- i y N 1 n n"" 
Yk • Yk,O + tk,m where Yk,O is the observed portion with zero in 
each position corresponding to the missing component and tk is 
,m 
the estimated missing portions, with zero in the position 
corresponding to an observed component, and V is a pxp matrix 
n 
for the nth observation. 
Before discussing the procedures on estimation of missing 
values and testing of hypothesis and inference, the effect of 
missing values on multivariate normality assumptions and standard 
test procedures that the multivariate normality assumption is not 
satisfied, can be examined. 
Effect of missing values on multivariate normality assumptions 
The present test procedures assume that multi variate 
normality is not violated in the presence f>f missing values. 
This is not correct. In our view, missing values of a nonrandom 
nature have a considerable effect on multivariate normality 
assumption, and consequently, on testing of hypotheses of 
equality of mean vectors and on the variance-covariance matrices. 
The nonrandom nature of missing data is bound to violate 
multivariate normality, as can be seen in truncated or censored 
cases when a large segment of values can be missing. If some 
variables are unobservable from the point of truncation, it is 
not even meaningful to estimate the missing values. 
Testing for multivariate normality: The effects of anormality on 
the standard multivariate test procedures are not adequately 
examined. Testing the reasonableness of the multivariate 
normality assumption for a given set of data, further complicated 
by nonrandom missing values, is necessary to transform the data 
to make them approximately normally distributed and to modify the 
model assumed and to perform the methods of analysis. There is 
a need for a "variety of techniques into different sensitivities 
to different types of departures." Seeking a single best method 
would not be pragmatic. Measures of multivariate skewness and 
kurtosis for testing multivariate normality proposed by Malkavich 
and Afifi (1973), are multivariate generalizations of Fisher's 
univariate measures of skewness and kurtosis. These multivariate 
statistics are referred to as max(g) statistics g1 and g2, and 
their asymptotic distributions are derived by Machado (1983), who 
has also provided the transformations of g1 and g2 to approximate 
standard normality. Mardia (unpublished) (see Mardia's test of 
multinormality) defined multivariate skewness and kurtosis as 
follows. 
Consider the random vectors x and y which are distributed 
identically and independently with E(x) • ¥ and covariance 
(x) • E. The population measures of p-variate skewness and 
kurtosis are Pl,p = E{(x - J1)'E- 1 (y - J1)}3; 
E{(x- J1)'E-l(x- J1} 2 where p1 is a function of 
,p 
p • 2,p 
the 3rd 
central moment of x and P2 is a function of the fourth central 
,p 
moment of x. He worked out the exact moments of b1 and b 2 , 
,p ,p 
the corresponding sample measures, and showed that the 
estimators are biased and that the bias can be calculated. 
However, b1 and 
,p 
as estimators of 
b2 are asymptotically unbiased and consistent 
,p 
P1 and P2 • He also formulated some omnibus 
,p ,p 
tests. Thus, only recently, are tests available for multivariate 
normality and their utility for closeup transformation has yet to 
be examined. 
The effect of multivariate nonnormality makes Wilks' 
likelihood ratio test criterion invalid. The multivariate 
normality assumption can be violated either due to a) original 
variables being anormal or to b) one variable being anormal 
(e.g., yield in maize may follow normality but yield of bean in 
the intercropping experiments may be anormal in distribution and 
a linear combination of M + bB may be anormal and no 
transformation suitable for both variables may be available). To 
transform either one of the variables, M + b 1ogB will be absurd 
for interpretation. 
When samples are large, violation of multivariate normality 
assumption may matter little when testing hypothesis about the 
mean vectors but may be very serious when testing hypotheses 
about variance-covariance matrices. The power of the test and the 
significance levels are also affected (Ito, 1966). The question 
of estimation and prediction in a multivariate random effects 
generalized linear model under moderate departures from normality 
was examined by Reinsel (1984). He observed that the theoretical 
mean squared error expression for the random effects predictor 
remains valid under moderate departures from normality while the 
general covariance structure method is adversely affected by 
nonnormality. In such nonnormal cases, it may be possible to 
obtain predictors with somewhat smaller mean squared error by 
using more robust procedures. A simulated data study by him 
showed good agreement between the observed and theoretical 
results for the random effects method and individual least 
squares method and, in both cases, the results were not affected 
by a moderate nonnormali ty of the errors. Elimination of 
individual's vector of observations with any missing data 
(followed by some when the number of such individuals is small 
and data is missing at random, which is not likely in many cases) 
may result in considerable loss of information. In conclusion, 
it is essential to test for multivariate normality in missing 
data situations as this assumption is crucial for estimation and 
inference. 
Beale and Little (1975) have provided an alternative method 
of analysis with missing data which gives an estimator that does 
not assume a multivariate normal population while earlier work of 
MLE estimator assumes multivariate normality. This method was 
denoted by them as corrected maximum likelihood or modified 
Buck's Method. An approximate method of assigning standard 
errors to regression coefficients estimated from incomplete 
observations and supported by simulation studies is given by 
them. However, their methods also assume randomness of the 
missing data. Their procedure is illustrated below. Let xij 
represent the value of the j th variable in the ith observation 
and j = l,···,n and i • l,···,N. There are N observations and n 
variables. Let ajk • Ei(xij xj) (xik xk) and 
xj = Eixi/N· 
Buck's method uses the complete observations to estimate the 
means of all the variables and the covariance matrix. These 
values are then used to estimate any missing quantities xij as 
linear functions of the variables which are known for this 
observation. Substitute the estimators for the unknown variables 
the vector xj and the matrix (aik) can be built. Let xij be 
the assumed value of the jth variable in the ith observation. If 
this value is observed, then xij = xij - otherwise it is a 
fitted value. 
Now 
and 
XJ. = I:. X . . IN • 
1 1J 
The appropriate formula for the correction term cijk obtained by 
Beale and Little (1975) is 
cijk = vjk 
if xij and xjk are both unknown 
= 0 otherwise 
where vjk denotes the partial covariance of xj and xk and ujk 
denotes the covariance of xj and xk. The partial covariance is 
the covariance of (xj - Ei~pBjixi) and (xk - Ei~pakixi) were Bjl 
and Bki are the partial regression coefficients defining the best 
linear approximations to xj and xk respectively in 
variables known in the first observation. vjk = 0 
and k > p. vjk can be estimated by pivoting on 
the 
unless j > p 
the first p 
diagonal elements of the matrix (@jk) where ujk 
_I_ N 
= N-2 Ei=2(xij xj)(xik xk) and 
llf 
,.. N-p-2 Evjk • N- 2 vjk" Taking the trial values of 
xj and ujk' and we use them to compute xij and cijkand hence 
ajk and xj and set xj • xj and ujk • ajk/(N-1) and we repeat 
the process by iteration until no further change on any xj or 
ujk" 
This analysis does not assume multivariate normality but 
assumes that the probability of a particular variable being 
missing is independent of the numerical values of any of the 
variables for this observation. The overall covariance matrix 
for all variables is estimated by the corrected maximum 
likelihood and appropriate submatrices used for regression 
analyses and estimating the standard errors of the regression 
coefficients. They also confirm that if the missing variables 
are highly correlated with known variables, this method may 
underestimate the precision but reasonably safe. This method is 
a major improvement over the procedure of Orchard and Woodbury 
(1970), and gives a correction for bias of the estimates of the 
covariance matrix. 
Handling of missing data 
In spite of the violations of some crucial underlying 
assumptions as multivariate normality in missing data situations, 
several reports on handling missing data particularly for 
prediction of missing values, are in the literature. The 
following are the most commonly used methods: 
a) elimination of subjects with any missing data, 
b) computation of "missing value" covariance matrices, and 
c) estimation of missing data. 
d) correction for covariance matrix (already discussed -
Beale and Little). 
The procedure a) is possible only when very few values are 
missing. Even in those cases, there may be considerable loss of 
information as seen below. Let there be three variables x1, x2, 
and x3. 
-~--
Variables 
Individuals 
or 
treatments 
0 
0 
nl 
obser-
vations 
0 
0 
n2 
obser-
vations 
0 
n3 
obser-
vations 
Let 0 represent missing values. If we eliminate all individuals 
with missing data on any one variable, as above, we may be left 
with no individuals even among the minimum group of n1 under x1• 
Thus there would be no meaningful use of the data in A, B, or C. 
Let us examine another situation; let us look at the 
following variance- covariance matrix: 
sln nl observations 
n2 observations 
s 
nn 
nk observations 
In the above case, we can have situations where s 11 is based 
on all n1• observations, but s." is based on n, -2 observations due ~£ L 
to two missing values involving variables x1 and x2• Thus, in 
the same rows of sums of squares and sums of products, the values 
could be based on unequal sets of observations even if the 
missing values are random. Then, the structure of the 
variance-covariance matrix becomes very complicated, where each 
element of the matrix is based on different sets of observations. 
In such cases, any test of the covariance matrices, and equality 
of mean vectors is fraught with dangers. The Wilks' A test 
criterion used in several cases of multivariate analysis is not 
valid. The power of this test and its significance levels are 
also affected; and for 
lEI 
IE+TI 
what are the corresponding 
degrees of freedom? 
where E represents error matrix and T represents corresponding 
matrix for treatments. 
Assume, in the data vector x1 , ···, XP, one value missing; 
Federer (1984) suggested that we reduce 1/p degree of freedom for 
each missing observation. This appears to be empirical but 
reasonable. In such cases, we change the SS and SP matrix to a 
uniform level for the use of suitable multipliers as follows. 
Assume s11 is based on the highest number of observations n11 , 
and s12 by n12 and all values of nij ~ n11 : 
l 
l1 
-·· .................................... ·-·~···-·· ...... ··-······· ....... -·~···· . -······- .. ·-····---·--- ~ ___ , ________ .. ----··----·---------- .. ··-···--------------------·---------·-· ......................................... .-.. ~ .......................... ~- .... , 
This will simplify the handling of the matrix for such tests 
as equality of matrices. An improvement over this method is 
possible and can be found as the adjusted values of the above 
matrix are obtained by an arbitrary multiplier. 
Missing values are replaced by conditional expectation 
assuming that the deleted cases do not influence the maximum 
likelihood estimation of the regression coefficients. Automatic 
deletion of incomplete cases is not desirable as important 
information may be lost and the deleted case can be relatively 
influential as reflected in appreciable changes in the fitted 
regression coefficients when it is removed from the data. Shih 
and Weisberg (1986) developed a very useful procedure to detect 
such influential cases by deriving a one-step influence measure 
using the EM algorithm and demonstrated its utility with 
examples. Simon and Simonoff ( 1986) used least squares 
estimation to provide upper and lower limits for the components 
of a as a function of the non-randomness of the 11process which 
causes the values to be missing". When a large proportion of 
degrees of freedom is lost due to missing data, higher order 
regression or principal component estimators may be explored 
(Basilevsky et al., 1985). 
Estimation of missing data 
In the standard general multivariate linear model (GLMM), 
the data vectors are all assumed to be complete. As is quite 
common for some data vectors (observations), one or more values 
are missing. The available procedures are, under standard 
assumptions: 
i) data are missing at random and not 
excessive, 
ii) each variable with missing observations is highly 
correlated with one or more other variables, and 
iii) missing data are not excessive. 
.. 
• 
Three approaches are currently being followed for estimation of 
missing values. These are: 
1) Regression approach { Simple linear regression Stepwise regression cases (Frane, 1976) 
a) The regression of the missing variables on all the 
available variables and, 
b) for each missing value on the available variables 
(Anderson, 1968). For b) let data, for example, be denoted by X • 
(X 1 ,~ 2 ) where x1 denotes the observed variables and ~2 denotes 
any estimate of the missing data. Then, the Mahalanobis distance 
D2 from this case to the mean is 
where x2 is the regression estimate of the missing values from 
method (b). D2 is minimized when x2 = x2. a In the case of a), 
x2 is close to x2 and D2 will be near its minimum. 
2) ML estimation using EM Algorithm (Dempster, Laird and Rubin, 
1977). 
3) BAN estimation using MGLMM model of Kleinbaum (1973). 
A comparison of 2 and 3 is made by Hosking (1984) with the 
results of a Monte Carlo study, using complete data, pairwise 
deletion for some combinations of sample size, proportion of 
missing values and average intercorrelations among the dependent 
variables. The overall superiority of ML estimation is brought 
out by him. 
4) Imputation of missing values (Greenless ec al., 1982). The 
principle is parameter estimation in a regression model ~ith 
stochastic censoring of the dependent variable. That is, the 
case in which the probability of nonresponse for the variable of 
interest depends upon the value of that variable (We should not 
ignore the mechanism causing the values to be missing) . 
ML estimation using EM algorithm 
There are two steps for each iteration: 
a) expectation step followed by 
b) maximization step. 
The main computation is to find the parameters of the 
conditional multivariate normal distribution of the missing 
values given the observed values in that row. That is, given a 
partially observed X, we replace the missing parts of sums, sums 
of squares, and sums of products by their conditional 
expectations given the observed data and current fitted popula-
tion parameters. 
1) This method is advantageous because of its simplicity and 
generality. This method also assumes that data are missing at 
random. 
2) The EM procedure has also been given for nonrandom missing 
values like grouped or censored data commonly encountered. But 
the multivariate normality assumption is still maintained 
(variables are jointly normally distributed) particularly in 
factor analysis. 
3) When there are several missing values, EM algorithm is 
rather slow. 
4) EM algori·thm does not provide estimates of standard error 
since calculation and inversion of the information matrix is 
avoided. However, its advantage is that it provides fitted values 
for the missing data. The results depend on the pattern of the 
missing data. 
5) When the number of missing cells is large in the contingency 
tables, the iterative fitting procedure is more efficient than 
the EM algorithm. 
Therefore, we should examine the relevance of estimating 
variances by the EM method for the unobservable values, as 
pointed out by Searle (1973) in his discussion. EM is still a 
good procedure among those available for estimating missing 
values. 
EM algorithm provides correct maximum likelihood estimation 
for many missing data problems assuming multivariate normality, 
by maximizing the likelihood function L1 (8,Z /2) • f(Z ,Z /8) m p m p 
with respect to (8, Z ). Recently, Little and Rubin (1985) have 
m 
suggested a procedure for handling incomplete data when the data 
are no~ missing at random by maximizing the actual likelihood 
function 1 2 (8/Z) • /f(Z ,Z l9)dZ which means that the p m p m 
complete-data likelihood is integrated over the missing data Z • 
m 
This procedure is more appropriate than joint maximizing of the 
complete data likelihood function L1 (9,Z /Z) • f(Z ,Z /9) with m p m p 
respect to Z and 9 which is useful only when few values are 
m 
missing. Thus even the most recent work using EM algorithm does 
not meet the needs when the assumptions of multivariate normality 
are not valid and the missing data are large but sample size 
remains fixed. 
A method of handling non-randomly missing data in arrayed 
contingency tables using Turner's syndrome data is described by 
Nordheim (1985) where the incompleteness of the data is dependent 
on the category identity of the observations. Sensitivity 
analyses incorporating parameters related to the missing data 
mechanism are recommended for estimates and testing. By 
introducing a parameter R, which is the ratio of probabilities of 
uncertain classification, some information on the missing data 
mechanism can be obtained independently of the data. Such R 
values are provided by a rough estimate from knowledgeable 
workers in the particular area. 
Testing of hypotheses and inference with missing data 
There is very little work on this aspect. The work of 
Srivastava (1968) is an attempt on prediction and is not useful 
for several situations. The work of Sarkar, Sinha, and 
Krishnaiah (1983) and Kariya, Krishnaiah, and Rao (1983) on some 
aspects of missing data in hierarchical classification is the 
only available information. The paper by Kariya, Krishnaiah, and 
··-r 
;.I 
Rao (1983) is closer to some common situations but is still based 
on multivariate normality and random missing data as seen below: 
Number of Individuals I\ variables 
N 
M1 x< 1) 2 
x<2) 
2 
x<k-1) 
2 
~ x< 1) k 
Therefore, in N individuals, observations on to 
measurements are available; in M1 individuals, observations on 
test except pk are available; and in Mk individuals, observations 
on p 1 measurements only are available. 
They were able to provide tests for the equality of mean 
vectors of correlated multivariate normal populations for the 
above type of data pattern. The procedure is based upon using 
conditional distributions. This is an extension of their paper 
on testing unbalanced data from a bivariate normaldistribution 
(Sarkar, Sinha, and Krishnaiah, 1983). Let us consider n1 paired 
observations, n 2 additional observations on X only, and n 3 
additional observations on Y only, 
Define a new variable 
where the matrices 
and 
C~ {r (1)\ ana' 1 '"' \ 'cfj } 
then 
i • 1,2,···,n are iid 
Therefore, tests on hypotheses, H01 :~2-o, H02 :~ 1-~2 , and H03 :p•O 
against the alternatives remain invariant under the group of 
transformations. 
and 
-oo < a, b, c, d < ~ and b, d ¢ 0 
Thus, Kariya, Krishnaiah, and Rao (1983) considered with 
Kariya's earlier works, show that by using conditional 
distributions, it is possible to provide tests for equality of 
mean vectors of correlated multivariate normal populations. Gupta 
and Rohatgi (1982) considered only a bivariate normal case and 
estimation of covariance with missing data in that special case. 
Srivastava's (1968) paper on multi-response experiments is also 
inadequate except for prediction in special cases. In all the 
above three papers, assumptions like multivariate normality and 
data missing on several variables (probably at random), are made 
which are not useful in many situations arising in practice. 
ML estimates and likelihood ratio statistics and their 
asymptotic null and non-null distributions are derived by 
Szatrowski(l985) for the k-population testing and estimation 
problem with patterned means and covariance matrices in the 
presence of missing data. The standard delta method is used for 
deriving the asymptotic non-null distributions. Iterative 
algorithms for finding MLE and asymptotic distributions of the 
MLE and likelihood ratio statistics (LRS) are presented using the 
EM algorithm. 
Srivastava (1985) presented a general approach for obtaining 
ML estimates when the missing values are few in number compared 
to the sample available even when data are missing by design. 
Tbe asymptotic distribution of the statistics on which the 
likelihood ratio test is based is derived. However, the work of 
Szatrowski (1985) and Srivastava (1985) does not meet the 
realistic need where sample size is not very large and missing 
data are not few. Giving asymptotic results for the missing data 
problem eliminates the problem of missing data but does not solve 
the problem of estimation and testing for finite sample size. As 
stated by Little and Rubin (1983) the asymptotic approach to the 
missing data problem involves a "trivial assumption in which the 
proportion of missing data goes to zero as the sample size 
increases." 
Distribution-free procedures in multivariate data with missing 
observations 
As multivariate normality assumptions are violated in many 
cases of missing data, the use of tests where the dispersion 
matrix is not necessarily p-variate normal is of interest. 
These are useful in the case of discrete variables. Klotz (1980) 
proposed a distribution-free procedure for missing observations 
in ordered categorical data, and proposed a modified 
Cochran-Friedman test as follows. 
Let the matrix of observations X = (Xij), i=1, ···,I, 
j=1, · ··,J, where Xij is the response of the j'th case (block) to 
the i'th category of evaluation. For each block j, we assume the 
column elements x1j' x2j'···, xlj take values in a discrete set 
Z . 1 < Z. 2 < < Z. k. or are missing and represented for J J J J 
convenience by 0. The distribution-free procedure is obtained by 
conditioning with respect to the null sufficient statistic 
S = {Ucjljk'Uijcjl' i c 1,2,· .. ,1, j = 1,2, .. ·,J, k""' 1,2, .. ·,Kj} 
where 
. {~ otherwise and Uijk if X•O (missing) . {~ if xij •Zjk k•l , 2 , ••• , Kj • otherwise 
The joint probability of Xlj, x2j, XIJ among 
permutation of indices i for which Xij•O (among the nonmissing 
values) is considered invariant for the null hypothesis. 
Therefore, the joint distribution depends only on U~jk • EiUijk 
and Uij+ under the hypothesis. This procedure can be used for 
testing the equality of treatment means and also to construct a 
linear combination of treatment subgroups. 
The diversity coefficient (DIVC) discussed by Rao (1982) to 
measure diversity between and within populations for several 
variables including discrete ones, does not require a normality 
assumption. This measure could be related to Mahalanobis D2 
statistic commonly used to quantify the divergence between 
populations, but does not take into consideration all situations 
with missing data. 
The paper by Klotz (1980) is only a beginning in the desired 
direction with assumption of two or three randomly missing 
values. There is also loss of information in his procedure as 
part of the data with equal ranks for the treatments is discarded 
from analysis. This is more a problem of the limited range of 
the scale of the variable (in this case a score of 2-7 was used). 
If censoring or truncation is responsible for missing values, we 
have the same problem with discrete data as with multivariate 
continuous distributions More work is needed in the area of 
nonparametric analysis for missing data. 
The robustness of multivariate tests 
Even if multivariate normality is not satisfied as in some 
special distributions like 9(n)-invariant distributions 
(including elliptically symmetrical distributions), the usual 
MANOVA tests like the likelihood ratio test, Roy's test, 
Lawley-Hotelling's test, and Pillai's test, which are uniformly 
most powerful invariant (UMPI) under multivariate normality, are 
still UMPI in these above two anormal distributions. Tests for 
equality of covariance matrices for non normal data can be done 
under some conditions (Kariya, 1981). It remains to be seen if 
these situations are similar with missing data. 
Conclusions: 
1) There is need to compare the estimation/prediction, testing 
for equality of mean vectors or means, and testing for equality 
of covariance matrices using simulated data with a) complete 
data, b) data missing at random, c) data missing due to design, 
and d) data missing due to truncation or censoring. 
2) The effect of missing data, particularly in type (c) and (d) 
on multivariate normality assumptions and standard test 
procedures is unknown. 
3) Estimation of means and tests of equality of mean vectors are 
available now. When we need discriminating analysis, tests of 
equality of variance-covariance matrices are yet to be developed 
for missing data. 
4) A closer look at the maximum likelihood estimation from 
incomplete data with the EM algorithm, particularly for the 
situation where the elements of a variance-covariance matrix are 
based on unequal observations, will be of interest. 
5) There is a need to assess the methods themselves and provide 
modifications of the methods in the case of missing values of a 
nonrandom nature. Work on asymptotic distributions of the maximum 
likelihood estimates and likelihood ratio statistics, assume 
missing values are few, does not meet the realistic needs as 
sample sizes are finite and missing data are not few. 
6) Continuous interaction of the theoretical and applied users 
is needed to eliminate the gaps between theory and actual 
practice, e.g., Federer and Murty (1986) should be broken. 
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