We consider a Markov process X in a Hilbert space H, solution of a semilinear stochastic evolution equation driven by an infinite-dimensional Wiener process, occurring in the equation as an additive noise. Using techniques of the Malliavin calculus, under suitable assumptions, we prove an integration by parts formula for the transition probabilities νt, t > 0 (the laws of Xt). We deduce results on differentiability (i.e. existence of logarithmic derivatives) of νt along a set of directions h ∈ H which can be described in terms of the coefficients of the equation. The general results are then applied to various classes of non linear stochastic partial differential equations and systems.
Introduction
Let X t , t ≥ 0, be the solution of the stochastic differential equation dX t = (AX t + F (X t ))dt + RdW (t) ,
in a real separable Hilbert space H, with norm · and scalar product ·, · . We assume that another real separable Hilbert space U is given (with norm and scalar product denoted by · U and ·, · U respectively) and that W is a U -valued cylindrical Wiener process on a probability space (Ω, F, P) endowed with a filtration {F t , t ≥ 0} satisfying the usual conditions. We also assume the following. Hypothesis 1.1. The operator A is the infinitesimal generator of a strongly continuous semigroup S(t), t ≥ 0, in H. R is a linear bounded operator from U to H. The mapping F : H → H is Lipschitz continuous with constant L:
F (x) − F (y) ≤ L x − y , x, y ∈ H .
The operators Q t , defined by
S(r)RR * S(r) * xdr , x ∈ H , t ≥ 0 , ( 2) are trace class.
Given the conditions in Hypothesis 1.1, for every x ∈ H there exists a unique mild solution X of Eq. (1.1), i.e. a predictable process in H satisfying, for t ≥ 0, X(t) = S(t)x + t 0 S(t − s)F (X(s))ds + t 0 S(t − s)RdW (s) , P-a.s .
(1. 3) and such that sup t∈[0,T ] E X(t) p < ∞, for any p ∈ [1, ∞) and T > 0; X is unique up to modification. Here and below, we sometimes write X(t) instead of X t . In the following we assume that the equation holds in a fixed time interval [0, T ].
In this paper we present an integration by parts formula for the transition probabilities ν t , which are the laws of the H-valued random variables X t , for fixed t > 0. We then deduce some smoothness properties of ν t , namely we prove that ν t is differentiable along some directions h ∈ H or, equivalently, that it admits logarithmic derivatives along some h ∈ H (compare formula (2.12) below for precise definitions). Finally, we apply these results to stochastic partial differential problems. We need additional technical assumptions that will be presented in the following sections.
Integration by parts for measures on infinite-dimensional spaces, as well as the strictly related concepts of directional differentiability in the sense of Fomin (see e.g. Ref. 10) or existence of logarithmic derivative, have been extensively studied in the past few years. Investigations have focused mostly on invariant measures of Markov processes, or more generally on generalized solutions of elliptic equations, and have been carried out mainly by analytic methods: see Refs. 2-4, 6-9, 19 and 28. Results of similar nature on transition probabilities are less common in the literature: we mention the early paper, 20 the series of papers, [29] [30] [31] our previous work in Refs. 12, 17 and 18; finally, in Ref. 5 the finite-dimensional case is treated for very singular coefficients.
In this paper we follow the classical approach based on the Malliavin calculus, see e.g. Ref. 24 , in order to prove integration by parts formulas and smoothness of the transition probabilities, the main concern being the generalization from the finite to the infinite dimensional state space.
The first issue is to prove that the solution X t belongs to suitable classes of random variables admitting a Malliavin derivative. To our knowledge, Malliavin calculus for stochastic evolution equations dates back at least to the paper, 25 where a
Integration by Parts and Smoothness of the Law 3 particular case is treated in connection to the filtering problem. Subsequently, many results on Malliavin differentiability for processes in infinite-dimensional spaces have been proved in connection with specific models in stochastic partial differential equations, using a direct approach: we refer the reader to the book. 24 Differentiability in the sense of Malliavin for abstract nonlinear evolution equations was considered in Ref. 23 , for different purposes, and in Ref. 11 (see also the bibliography therein). In these papers the diffusion coefficient R may depend on x ∈ H, but it is assumed to take values in the space L 2 (U, H) of Hilbert-Schmidt operators from U to H. This restriction does not allow for instance to cover the case of white noise, i.e. when R equals the identity. In this paper we continue our previous investigations in Refs. 17 and 12: we only treat the case of constant diffusion coefficient, which leads to a simpler form of the equation satisfied by the first and second Malliavin derivatives of X, namely deterministic equations with random coefficients. On the other hand, the assumption that R ∈ L 2 (U, H) is replaced by the weaker requirement contained in Hypothesis 1.1:
A blow-up for the Hilbert-Schmidt norm of e sA R when s → 0 has to be expected in general, and it has been observed in some stochastic partial differential equations. We also note that the finite trace condition on the operators Q t seems unavoidable if one wants the solution X to be an H-valued process, and it is verified in a number of cases of relevant interest for applications: see for instance Refs. 13 and 15.
The second issue consists of finding suitable nondegeneracy conditions that imply an integration by parts formula. In contrast to the finite-dimensional case, it is known that logarithmic derivatives for a nontrivial measure do not exist along every direction h ∈ H. Moreover, the Malliavin operator is not invertible even in very simple cases. For instance, if F = 0 in Eq. (1.1), then the Malliavin operator of each X t is exactly Q t : being a compact operator, it is not invertible. In this case the transition probabilities ν t are the Gaussian laws N (S(t)x, Q t ) with mean S(t)x and covariance operator Q t , so that they are differentiable precisely along the directions in their Cameron-Martin space, namely along every h ∈ im(Q 1/2 t ), the image of the square root of the operator Q t . In the general case, we will find conditions on the nonlinear term F implying that ν t is differentiable along every h ∈ im(Q 1/2 t ): see Theorems 2.2 and 2.4. This way we can explicitly describe a set of directions of differentiability of ν t in terms of the operators Q t , i.e. in terms of the coefficient of the equations. By the discussion above, this result is sharp in the case F = 0. These results generalize our previous work in Ref. 12 , where F was assumed to take values in the image of R.
In a first step, we will impose rather strong smoothness conditions on the nonlinear term F . As they stand, these requirements may seem too restrictive for the applications, but we will later show how they can weakened by an approximation procedure: see Theorem 2.5. Thus, our results will eventually be applicable to
situations where the required smoothness fails to hold. As an instance, the reader may look at the treatment of nonlinear terms of Nemytskii type in Sec. 3.1.3, and see how this allows concrete applications to stochastic partial differential equations in Sec. 3.
In the examples of Sec. 3 one may ask if, for fixed t > 0, the transition probability ν t is absolutely continuous with respect to some nice reference measure, for instance the Gaussian measure N (S(t)x, Q t ) mentioned above. We note that a trivial positive answer would follow from an appropriate application of the Girsanov transformation (see e.g. Ref. 20) but this is clearly impossible in these examples. To decide whether absolute continuity holds or not seems a difficult task and we were unable to give a sufficiently general answer to this question in the setting of our examples. We mention, however, that the method developed in Ref. 14 to study invariant measure may lead to positive results.
However, the existence of the density of ν t with respect to N (S(t)x, Q t ) does not imply the existence of logarithmic derivative for ν t unless sufficient regularity is proved for the density, which would in turn require additional conditions on the coefficients of the equations.
The plan of the paper is as follows: in Sec. 2 we formulate the assumptions we need and state our main results, Theorems 2.2, 2.4 and 2.5. The proofs rely on the basic Lemma 2.3. In Sec. 3, in order to illustrate the effectiveness of the abstract results, we consider a nonlinear stochastic parabolic equation in a domain of R d governed by a self-adjoint elliptic operator of order equal to or larger than 2, and then a stochastic reaction-diffusion system. We show that our results apply here by verifying the required assumptions; moreover, an explicit characterization of the set of directions of differentiability for transition probabilities is available: see Remarks 3.3 and 3.5. Finally, Secs. 4 and 5 are devoted to the proof of Lemma 2.3. This is the most technical part of the paper and its main interest lies perhaps in the use of control theory as a working tool. In the finite-dimensional case, nondegeneracy conditions such as the Hörmander condition of hypoellipticity are known to have a control-theoretic interpretation, and the connections with its probabilistic counterpart were established since the beginning of Malliavin calculus. In infinite dimensions, analogues of the Hörmander condition have been formulated (see 25 ), but the connection with control theory for infinite-dimensional systems seems to be unexplored to a large extent.
Main Results

Additional assumptions
In order to perform the program we have in mind, in addition to Hypothesis 1.1 we need other assumptions on the coefficients of Eq. (1.1). The strong smoothness conditions imposed on the nonlinear term F in the next hypothesis will be removed by an approximation procedure: see Theorem 2.5 and the discussion in the Introduction.
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Hypothesis 2.1. We assume that F : H → H is twice Fréchet differentiable and its Fréchet derivatives F and F are continuous and bounded.
Thus, for every x ∈ H, F (x) : H → H is a linear operator whose value at h is denoted F (x)[h] or simply F (x)h. F (x): H × H → H is a bilinear operator whose value at (h, k) is denoted by F (x) [h, k] . Notice that the Lipschitz condition on F entails
In the formulation of the following assumptions, k 1 (t, s, r) and k 2 (t, s, r) are non-negative measurable function defined for 0 ≤ s ≤ r ≤ t. By im(G) we denote the image of a function (or operator) G; by Q −1/2 t we denote the pseudo-inverse of the operator Q 1/2 t .
Hypothesis 2.2.
There exists a function k 1 with the following properties:
(i) for arbitrary 0 ≤ s < t ≤ T and measurable functions h, g :
(ii) lim t↓s t s k 1 (t, s, r)dr = 0 uniformly with respect to s.
If we define
The next assumption is also needed.
Hypothesis 2.3. There exists a function k 2 with the following properties:
(i) for arbitrary 0 ≤ s < t ≤ T and measurable functions h, 
which implies
Remark 2.1. In connection with these assumptions, we will often use the following facts. Since Q σ ≤ Q τ for σ ≤ τ , we deduce that im(Q
In particular we notice the inequality
, and conclude that Hypothesis 2.2 implies the following: for arbitrary 0 ≤ s < t ≤ T and measurable functions h, g,
Similar remarks apply to Hypothesis 2.3.
Main results
In order to state the main results, we need to recall some basic definitions from the Malliavin calculus. We refer the reader to the book 24 for a detailed exposition; 
Let S E be the set of E-valued random variables F of the form
where {e j } is an orthonormal basis of E and f 1 , . . . , f m are infinitely differentiable functions R n → R bounded together with all their derivatives. The Malliavin derivative DF of F ∈ S E is defined as the process
with values in L 2 (U, E), the space of Hilbert-Schmidt operators from U to E; by e j ⊗ h k (s) we denote the operator u → h k (s), u U e j . In this way D is defined as
It is known that D is closable. From now on, the symbol D will denote its closure, and D 1,2 (E) its domain, so that
The adjoint operator
) for a.e. r and there exists a measurable version of the process
, that we identify with L 1,2 (U ) in the natural way. In Proposition 4.1 we will prove that, under Hypotheses 1.1 and 2.1, for every t ≥ 0 the random variable X t belongs to
The first of our main results is an integration by parts formula for the law of the H-valued random variable X t , t > 0 being fixed. In the following C 8) for every φ ∈ C 1 b (H). The proof is based on the following result.
Moreover, the estimate
holds with a constant C depending only on
the Lipschitz constant L and the functions k 1 , k 2 .
Proof of Theorem 2.2. The chain rule for the Malliavin derivative operator implies that, for any process
(2.10)
Integrating both sides of (2.10) with respect to s ∈ [0, t] and taking expectation we obtain
Now we take for k the process u given by Lemma 2.3; by the definition of δ this yields
which concludes the proof.
The only nontrivial part of the argument is Lemma 2.3. Sections 4 and 5 are devoted to its proof.
Let us mention that in a previous paper 12 we proved that a process u ∈ L 1,2 satisfying (2.9) exists under the assumption that the nonlinear term has the particular form F (x) = RG(x), with G : H → U of class C 1 b . In this case the process u can be taken to be adapted to the filtration (F t ).
The following result is a direct consequence of Theorem 2.2. We recall that a Borel probability measure ν on H is called differentiable along the direction h ∈ H if there exists a function
The function β ν h is called the logarithmic derivative of ν along h. 
Proof. Let u be the process given in Lemma 2.3. It follows immediately from Theorem 2.2 that β νt (y), y ∈ H, can be defined as a version of the conditional expectation of δ(u) given that X(t) = y; more precisely, β νt is any Borel function on H such that
where σ(X(t)) denotes the σ-algebra generated by X(t).
and
The following result shows that the smoothness requirements on F can be removed by approximation. In the next section we will see that this approximation procedure can be carried out effectively in applications.
Theorem 2.5. Assume that Hypothesis 1.1 holds. Assume that there exists a sequence of functions F n : H → H such that (a) for each F n the Hypotheses 1.1, 2.1-2.3 hold true with constant L and functions k 1 , k 2 independent of n; (b) denoting by X n the solutions of the equations
we have X n (t) → X(t) in law for every t > 0.
Proof. Let us fix t > 0 and h ∈ im(Q 1/2 t ). By Theorem 2.4, for each n there exist logarithmic derivatives β ν n t h for the laws ν n t of X n (t). Let u n ∈ L 1,2 be the processes given by Lemma 2.3. Arguing as in the previous proof, we have
. By the assumptions, ν n t → ν t in the sense of weak convergence of measures, as n → ∞. So we obtain
This inequality shows that the linear functional ϕ → H ϕ , h dν t , defined on
ψ is the required logarithmic derivative β νt h.
Remark 2.6. Assume that the functions F , F n : H → H, n = 1, 2, . . ., satisfy the assumptions of Hypothesis 1.1 with constant L independent of n and let us denote by X n the solutions of Eq. (2.13). If, for every
Indeed, from the definition of mild solution we obtain
and the conclusion follows easily from the Gronwall lemma, taking into account the Lipschitz conditions on F and F n .
Applications to Stochastic Partial Differential Equations
In this section we provide some examples of concrete stochastic equations where the results developed in the paper can be applied.
Stochastic parabolic equations in a bounded domain
Statement of the problem
Let O be a bounded domain in R d , with boundary Γ of class C ∞ . We consider a stochastic partial differential equation for a real unknown process X(t), t ∈ [0, T ], having an additional spatial parameter ξ ∈ O:
where L(ξ, ∂) (ξ ∈ R d , ∂ stands for the partial derivative) is a linear differential operator of order 2m with real and infinitely differentiable coefficients on O:
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where α ∈ N d and |α|
where ∂/∂ν is the derivative in the inward normal direction at each point of Γ. Extensions of our results to the case of more general boundary operators, satisfying appropriate smoothness and ellipticity conditions, are straightforward.
We assume L to be formally self-adjoint, which means that for any u ∈ C ∞ (R d ) with compact support we have
We also assume L to be uniformly elliptic: there exists c > 0 such that
It follows from [26, Chap. 7, Theorem 2.7] that the operator A defined by setting
The latter is the usual space of square summable functions with respect to the Lebesgue measure, whereas W 2m,2 (O) etc. is standard notation for the Sobolev spaces. Changing L(ξ, ∂) into L(ξ, ∂) − λI for an appropriate λ > 0, we can assume that A is the infinitesimal generator of an analytic semigroup of negative type S(t) = e tA , t ≥ 0, and, moreover, that it has compact resolvent family; this causes no loss of generality, since we can modify f correspondigly and leave the equation unchanged.
We assume that the initial datum x is in H.
Further we assume that W is a cylindrical Wiener process in the space U = H = L 2 (O) and we take
where α ≥ 0 is to be chosen later. Finally we suppose that f : R → R is twice continuously differentiable with bounded derivatives. Then setting
we obtain the equation in the required form. This way F is a well-defined Lipschitz mapping from H to H.
We will eventually show, see Proposition 3.2 below, that the results of the previous sections are applicable: in the following subsections we will verify the assumptions of Theorem 2.5. 
Verification of the trace condition
In this subsection we look for conditions on α implying that the operators Q t are trace class. This way all the assumptions of Hypothesis 1.1 will hold true. We perform the following computation:
By our assumptions, e 2tA has norm less than 1, so that 1−e 2tA has bounded inverse. Therefore Q t has finite trace if and only if the operator (−A) −2α−1 has finite trace. For the same reason, we have
We need to recall a result on the asymptotic distribution of the eigenvalues for a differential operator. We quote e.g. 
where c is a positive constant. Let δ > 0 be the first (nonzero) eigenvalue. We define a measure µ on [δ, ∞): where in the last inequality we use relation (3.4). The last integral is finite if and only if
This is assumed to hold in the rest of this section.
Approximation of a nonlinear term of Nemytskii type
By our assumptions on the function f , there exist constants L, Λ such that
The operator F : H → H defined above by the equality
, is called Nemytskii operator (or evaluation operator). It is known that, although F is Lipschitz continuous on H, it is not Fréchet differentiable unless f is an affine function; even if f is smooth, in general one can only conclude that F is Gâteaux differentiable on H and that there exist second-order directional derivatives in every pair of directions g, h ∈ H such that the product function g(·)h(·) belongs to H.
We need to approximate F by a sequence of more regular functions F n , as described in the following lemma. Later we will check that all the assumptions of Theorem 2.5 hold true for the functions F n . Lemma 3.1. Under the previous assumptions there exist functions F n : H → H such that each F n is twice continuously Fréchet differentiable, the Fréchet derivatives F n and F n are bounded, F n (h) → F (h) in H for every h ∈ H, and
Proof. For n = 1, 2, . . ., let G n be the family of nonempty sets of the form Q = Q ∩ O, where Q is an arbitrary n-dyadic cube (i.e. its vertices are of the form k2 −n for some k ∈ Z d ). V n will denote the set of (equivalence classes of) functions which are constant on each Q ∈ G n . Then each V n is a finite-dimensional subspace of H, consisting of bounded functions. Let us choose an orthonormal basis e n i , i = 1, . . . , k n in each V n and let us denote P n the orthogonal projection in H onto V n . It is immediate to check that for every Q ∈ G n with positive Lebesgue measure,
It follows easily that
and P n h − h → 0, for every h ∈ H: for instance, this follows from the fact that {P n h; n = 1, 2, . . .} is a martingale with respect to the filtration {G n ; n = 1, 2, . . .}. Moreover, there exist constants C n such that
The required approximations F n are defined by
it depends on h only through a finite number of continuous linear functionals h, e n i , i = 1, . . . , k n ), it is easy to verify that the functions F n are twice Fréchet differentiable, with derivatives given by the formulas
It follows that
and the other assertions of the lemma follow from the inequalities (3.6) and (3.7).
Verification of the other assumptions
In this subsection we show that the conditions in Hypotheses 2.2 and 2.3 hold true for the approximant coefficients F n , under some restrictions on α.
By the spectral theorem and some simple calculations, recalling that we assume α ≥ 0,
It follows that for 0 < s < r < t,
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So we obtain, taking into account Lemma 3.1,
In a similar way,
and since 2(2αm + m) > d by (3.5) , the latter space is imbedded into L ∞ (O) by the Sobolev imbedding theorem. Taking into account (3.2) we obtain
Since obviously g(t)
, by the Cauchy-Schwarz inequality we conclude 
Statement of the result
The discussion in the previous subsections shows that all the assumptions of Theorem 2.5 can be verified if
provided α is chosen to satisfy
(compare conditions (3.5) and (3.8)). Let us recall that im(Q 
Reaction-diffusion systems
Reaction-diffusion equations are common models for applications in theoretical physics, chemistry and biology; for a survey on the subject we refer to the monograph. 27 In this section we show that our assumptions are fulfilled in many examples of interest.
Let O be a bounded domain in R d , d ≤ 3, whose boundary Γ is a C 3 -manifold of dimension d − 1. Let m be a positive integer and u = (u 1 , . . . , u m ) be a generic point in the phase space R m . Let the function
Integration by Parts and Smoothness of the Law 17 be the nonlinearity, modelling e.g. chemical reactions. We assume that f is continuous in all its arguments, and is such that, for every ξ ∈Ō, the function f (ξ, ·) belongs to C 2 (R m ; R m ); we also assume that there exist constants L and Λ such that
We consider the reaction-diffusion system
with unknown processes u k (t, ξ), t ∈ [0, T ], ξ ∈Ō, k = 1, . . . , m, and with the boundary conditions defined below. d k are positive numbers and
. . , m, and denoting by ∂/∂ν the derivative in the inward normal direction at any point of Γ, we impose the boundary condition 
It is known that
Further we assume the operators R k to be given by
where α k ≥ 0 are to be chosen later. Now we set the system (3.11) in an abstract form defining
we set U = H and Rv = (R 1 v 1 , . . . , R m v m ) ∈ H for v ∈ U . Finally, we define
For any t > 0 we set 
Therefore if we assume 
Some Preliminaries for the Proof of Lemma 2.3
The rest of the paper is devoted to proving Lemma 2.3. In this section we develop some preliminary results. We assume that Hypotheses 1.1, 2.1-2.3 hold throughout this section.
Smoothness of the process X
We are going to show that the process X, solution of Eq. (1.1), is smooth, in the sense that it admits Malliavin derivatives with the properties stated below.
We need to recall some further definitions and properties from the Malliavin calculus. We keep the notation introduced in Sec. 2.2.
Letting E denote a real separable Hilbert space (most of the times, E will be the space H), by L 2 (U ⊗U, E) we denote the space of bilinear operators T :
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is finite, where {u i } is an orthonormal basis of U and · E denotes of course the norm of E. The value of the series does not depend on the basis chosen, and the space L 2 (U ⊗ U, E), endowed with this norm, is a separable Hilbert space. It is clearly unitarily equivalent to L 2 (U, L 2 (U, E)).
For F ∈ S E of the form (2.7) we define the second Malliavin derivative
with values in L 2 (U ⊗ U, E); by e j ⊗ h k (s) ⊗ h i (σ) we denote the bilinear operator u → e j h k (s), u U h i (σ), u U . We define the space D 2,2 (E) as the completion of S E with respect to the norm 
(ii) for a.e. s, σ ∈ [0, t], P-a.s.:
Remark 4.2. We note that the integrals in (4.1) and (4.2) remain unchanged if s or s ∨ σ are replaced by 0: indeed, D s X t = 0 if s > t, since X t is F t -measurable. A similar remark applies to several formulas in the sequel.
Proof. For an arbitrary H-valued process Y let us denote
Then it is known that X n converges to the solution of Eq. (1.3), more precisely that X n t −X t L 2 (Ω;H) → 0 as n → ∞, uniformly in t. We will prove inductively that X n t ∈ D 2,2 (H) and sup t∈[0,T ] (ψ n (t) + φ n (t)) ≤ K, where K is a (non-random) constant independent of n and ψ n , φ n are defined as
The inductive statement being trivial for X 0 , let us assume that it holds for X n . By the chain rule, for a.e. s, σ ≤ t,
Then it is easy to prove that X n+1 t ∈ D 2,2 (H) and for a.e. s, σ ∈ [0, t], P-a.s.,
It follows that 
(4.5)
Thus we have arrived at ψ n+1 (t) ≤ K 1 +K 2 t 0 ψ n (r)dr, where K 1 , K 2 are constants independent of n. It follows that ψ n (t) ≤ K 1 e K2t ≤ K, where K is also a constant independent of n.
In a similar way, from the second equality in (4.3) we obtain
where
Integrating with respect to s and σ over [0, t] yields
and since ψ n (t) ≤ K it follows that φ n (t) ≤ K for a suitable constant K . In particular, taking expectations, we obtain sup t∈[0,T ] E(ψ n (t) + φ n (t)) < ∞. By the definition of ψ n and φ n this implies that X n t D 2,2 (H) is bounded uniformly in t and n. Since X n t → X t in L 2 (Ω; H), uniformly in t, a standard argument shows that X t ∈ D 2,2 (H) and sup t∈[0,T ] X t D 2,2 (H) < ∞. It is then possible to apply D and D 2 to both sides of the equality (1.3): this way the required equations for DX t and D 2 X t are obtained.
As an immediate consequence of this proof we get the following corollary, where L denotes the Lipschitz constant of F and M := sup t∈[0,T ] S(t) .
Corollary 4.3. P-a.s., for every
Proof. We set
Repeating the passages that led to (4.5), with X instead of X n and X n+1 , we obtain
and we conclude that ψ(t) ≤ 2e Remark 4.4. Inspection of the proof shows that the conclusions of the proposition and its corollary remain true if we merely assume that Hypotheses 1.1 and 2.1 hold.
We will find it convenient to express the Malliavin derivatives of X t in terms of the evolution operator U associated to the family A + F (X t ), t ∈ [0, T ]. This means that U (t, s), 0 ≤ s ≤ t ≤ T , is a strongly continuous operator valued function satisfying the equality
Since we assume that F is uniformly bounded, it is standard to prove that U exists, it is unique, and that the following bound holds: P-a.s., for every 0 ≤ s ≤ t ≤ T ,
The Malliavin derivatives DX t , D 2 X t can be expressed in terms of U as indicated in the next lemma.
Lemma 4.5. For every t ∈ [0, T ], and almost every 0 ≤ s, σ ≤ t, we have D s X t = U (t, s)R and
Proof. For arbitary u ∈ U we define v(t) = U (t, s)Ru and setting x = Ru in (4.6) we obtain
Applying both sides of (4.1) to u and taking the difference gives
Taking into account the boundedness of F , we conclude that v(t) = D s X t u, by an application of the Gronwall lemma. Next we take arbitary u, v ∈ U and define
Recalling the definition of U , Eq. (4.6), we obtain, by the Fubini theorem,
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Applying both sides of (4.2) to u and v and taking the difference gives
As before we conclude that v(t) = D 2 sσ X t [u, v] , and this proves (4.7).
Some technical estimates
In order to prove Lemma 2.3, in the following section we will use basic facts from control theory. Here we collect some preliminary definitions and estimates on controllability operators. For an exposition of the results that are not proved here we refer to Part IV, Chap. 2 of Ref. 32 . In connection with these control systems, the operators L r,t and L ; thus, L r,t is a surjective partial isometry 
then a simple formula is available for the control u = L −1/2 r,t h, namely
We also introduce the Malliavin operator
In a similar way one proves that
Moreover, we have
Indeed, to prove the second inequality in (4.9), by well-known arguments it suffices to prove
This follows from the definition of γ t , since
The first inequality in (4.9) is proved in a similar way. The function κ 1 , occurring in the formulation of the following lemma, has been defined after Hypothesis 2.2. Lemma 4.6. For each δ > 0 such that κ 1 (δ) < 1 we have
Proof. Setting y(t) = L F s,t u for t ≥ s, we obtain, by the definition of U (t, s) in (4.6) and the Fubini theorem, We note that Q
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Next, by (2.6),
and we obtain |||Γ[y]||| ≤ |||y|||κ 1 (δ) 1/2 . So the operator Γ is a contraction for the norm ||| · ||| and we conclude that
By taking a function u equal to 0 on (t, T ] we arrive at the assertion of the lemma.
Lemma 4.7. For each δ > 0 such that κ 1 (δ) < 1 we have, for t − s ≤ δ:
Proof. We fix h ∈ H and we set y(t) = U (t, s)Q 1/2 s h. Then, by (4.6),
Let us consider the Banach space of functions y : [s,
We recall that Q −1/2 t S(t − s)Q 1/2 s ≤ 1, so that |||y 0 ||| ≤ h . Next, by Hypothesis 2.2,
and we obtain |||Γ[y]||| ≤ |||y|||κ 1 (δ) 1/2 . So the operator Γ is a contraction for the norm |||·||| and we conclude that Q
Proof. By (2.6) and Lemma 4.6 we obtain
t−s ≤ 1, the lemma is proved.
Recall that κ 2 has been defined after Hypothesis 2.3. As in Sec. 2, (Λ, µ) denotes an arbitrary measure space.
Lemma 4.9. For each δ > 0 such that κ 1 (δ) < 1, for t − s ≤ δ, and for arbitrary measurable functions h, g 2 :
Proof. Let us define, for t ≥ s and λ ∈ Λ,
Using (4.6), an application of the Fubini theorem yields
Let us consider the Banach space of functions y : (s,
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By (2.5),
Next by (2.6)
and we obtain
So we obtain |||Γ[y]||| ≤ |||y|||κ 1 (δ) 1/2 and we conclude that the operator Γ is a contraction for the norm ||| · |||. It follows that for t ∈ (s, s + δ]
Taking g 1 (r) = 0 and g 2 (r, ·) = 0 for r ∈ (t, s+δ] we arrive at the desired conclusion.
Proof of Lemma 2.3
Let us define the process y(s), s ∈ [0, t]:
By definition, y is the mild solution of the equation
Proving the existence of u satisfying (2.9) is equivalent to finding u ∈ L 1,2 such that y(t) = h. We may look at (5.1) as a control system, where u is the control and y is the state. Note that the control system has random coefficients. In the following subsection we will first solve a pathwise control problem, i.e. we fix a path of the process X, and we look for a function u ∈ L 2 ([0, t]; U ) such that the corresponding solution satisfies y(t) = h. In subsequent paragraphs we will check that the resulting control process u belongs to L 1,2 .
The pathwise control problem
In order to complete the first part of the proof of Lemma 2.3 we need to solve the pathwise control problem for (5.1). Actually we will find:
. . , n − 1 such that the trajectory y k of the control system
Therefore if we define
then y is the trajectory of the control system (5.1) corresponding to the control u. The control system (5.2) has the following explicit solution:
Using the definition of U (t, s) (see (4.6)) and the controllability operators introduced in the previous section, this becomes
Let us define
3)
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Solution of the pathwise control problem
In this section we solve Eq. (5.4) in the unknown u k . In the following proposition we will show how to choose t k and h k in such a way that L
g k is well defined and belongs to L 2 ([t k , t k+1 ]; U ), and the operator L −1
Proposition 5.1. There exist times 0 = t 0 < t 1 < · · · < t n = t and vectors h 0 = 0,
Proof. Let δ > 0 be so small that κ 1 (δ) < 1 and
so that our choice of δ implies that the norm of the operator L −1
Given the vector h ∈ im(Q 1/2 t ) we choose the vectors h k as follows:
Since h ∈ im(Q 1/2 t ) = im(L 0,t ), the vectors h k are well defined and h 0 = 0, h n = h. An explicit expression for h k can be obtained as follows. If in addition h ∈ im(Q t ) then by (4.8) we have
Recalling (4.9), we obtain
In the general case where h only belongs to im(Q 1/2 t ), it is possible to approximate h by a sequence {h n } ⊂ im(Q t ), with respect to the norm of im(Q 1/2 
h by (5.7). If k ≥ 1 we obtain, recalling (4.6),
Assuming for a moment that h belongs to im(Q t ) we have, by the definition of h k and by (5.5),
In the general case h ∈ im(Q 1/2 t ), we approximate h by elements of im(Q t ), with respect to the norm of im(Q 1/2 t ); arguing as before we conclude that equalities (5.8) and (5.9) hold for every h ∈ im(Q 
By Lemma 4.7, for r ∈ (t k , t k+1 ),
We conclude that g k ∈ im(Q 1/2 t k+1 −t k ) and
The proposition is proved.
Let us consider again the control system (5.1):
and assume that h ∈ im(Q 1/2 t ) is given. In the previous section, given a path of the process X, we have shown how to construct a control u ∈ L 2 ([0, t]; U ) such that the corresponding trajectory of the control system satisfies y(t) = h. Due to the dependence on X, u is in fact a stochastic process on [0, t] with values in U . Our aim is to show that u ∈ L 1,2 . This will finish the proof of Lemma 2.3.
) for a.e. σ and there exists a measurable version of the process
Now we recall that u was defined setting u(s) = u k (s) for s ∈ [t k , t k+1 ], k = 0, . . . , n − 1, where u k was the solution of Eq. (5.4). We will prove that the control process belongs to L 1,2 by showing that each process u k belongs to
For simplicity we will consider the case k = 1, the other cases being entirely analogous. So we will be concerned with the equation
In order to prove that the solution u belongs to L 1,2 (t 1 , t 2 ) we will prove that L
Malliavin derivative of auxiliary random variables
As a first step, we need to find expressions for the Malliavin derivatives of G 1 u and g 1 . This is the subject of the next two lemmas.
Proof. We will use repeatedly the following remark: if v r , r ∈ I is a measurable process on a time interval I with values in a Hilbert space E such that v r ∈ D 1,2 (E) for a.e. r ∈ I and
We first apply this remark to the process v
, and we obtain
provided the condition (5.12) holds for v (1) . Next, applying the remark to the process v 
provided the condition (5.12) holds for v (2) . Next we recall that by Lemma 4.5 we have U (r, σ)R = D σ X r and from the equality (4.7) we obtain
In order to check that (5.12) holds for v (2) , we first note that, since U (·, ·) and F are bounded,
for some constant C. Next, applying Corollary 4.3 twice,
for a possibly different constant C. Using the fact that S and F are also bounded, and taking into account Corollary 4.3 again, by a similar argument one can show that the required finiteness condition (5.12) holds for v (1) as well. Now, since
we obtain, by substitution,
To finish the proof we note that, by (4.6) and the Fubini theorem,
Comparing with (5.13) we obtain the desired expression.
Lemma 5.3. We have
we note that U (t, t 1 )h 1 is the solution of an integral equation analogous to (4.1). We can then modify the arguments in Proposition 4.1 and conclude that the analogue Integration by Parts and Smoothness of the Law 35 of (4.2) holds as well, namely that for every t ≥ t 1 and a.e. s ∈ [0, t] we have, P-a.s.:
14)
The precise argument requires the construction of a sequence U (n) defined setting U (0) (t) = S(t − t 1 )h 1 and
Then one can prove convergence of the sequence U (n) to U (·, t 1 )h 1 and boundedness of the sequence DU (n) and obtain finally (5.14); details are left to the reader. To obtain the required expression we take an arbitrary u ∈ U and we define
Proceeding as in Lemma 4.5, we arrive at
Since F is bounded, we conclude that v(t) = D s U (t, t 1 )h 1 [u] . The lemma follows setting t = t 2 .
Existence in L
1,2 of the solution of the control problem
We estimate the norm of L
; to this purpose we need the following result.
Proof. L t1,t2 has been defined as a mapping from L 2 ([t 1 , t 2 ]; U ) to H. In the statement of the lemma L t1,t2 is considered as an operator acting (pathwise) on U -valued random processes u whose paths are square summable functions on [t 1 , t 2 ]. To avoid confusion, during this proof we will denote the latter operator byL t1,t2 . ThenL t1,t2 u is an H-valued random variable.
As mentioned before, L t1,t2 is a surjective partial isometry t2−t1 )) , which is equivalent to the statement of the lemma.
In the following lemmas, C 1 is any constant such that The existence of C 1 is ensured by Corollary 4.3.
Lemma 5.5. For each δ > 0 such that κ 1 (δ) < 1 we have, for 2 (t1,t2) . ≤ C u L 1,2 (t1,t2) .
By Lemma 4.8 we already know that the (pathwise) inequality 
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We need to estimate the norm of
Step 1. Estimate of the norm of I (1) . By (2.6) and Lemma 4.6 we obtain, for every v ∈ U ,
Let {v k } be an orthonormal basis of U . We obtain Step 2. Estimate of the norm of I (2) . We apply Lemma 4.9. Given an orthonormal basis {v k } of U we define a measure space (Λ, µ) by taking Λ = [0, T ] × N and µ the product of the Lebesgue measure on [0, T ] and the counting measure on N. We denote λ = (s, k) the generic element of Λ and we set g 1 (r, λ) = g 1 (r, s, k) = D s X r · v k , g 2 (r) = L 1,2 (t 1 , t 2 ), it suffices to prove that
t2−t1 )) . By the results in the previous section, compare (5.11), we already know that g 1 ∈ im(L t1,t2 ), P-a.s., and that the inequality 
