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Abstract
Massless matter fields and non-Abelian gauge fields are localized on domain walls
in a (4+1)-dimensional U(N)c gauge theory with SU(N)L × SU(N)R × U(1)A fla-
vor symmetry. We also introduce SU(N)L+R flavor gauge fields and a scalar-field-
dependent gauge coupling, which provides massless non-Abelian gauge fields local-
ized on the wall. We find a chiral Lagrangian interacting minimally with the non-
Abelian gauge field together with nonlinear interactions of moduli fields as the (3+1)-
dimensional effective field theory up to the second order of derivatives. Our result
provides a step towards a realistic model building of brane-world scenario using topo-
logical solitons.
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§1. Introduction
Gauge hierarchy problem is a good guiding principle to construct theories beyond the
Standard Model (SM). Brane world scenario1), 2), 3) is one of the most attractive proposals to
solve this problem, besides models with supersymmetry (SUSY).4) In the brane world sce-
nario, it is assumed that all fields except the graviton field are localized on (3+1)-dimensional
world volume of a defect called 3-brane, immersed in a many-dimensional space-time called
bulk. In order to realize such a scenario dynamically, we may use a topological soliton.
For instance, let us consider a domain wall solution as the simplest soliton. To obtain
(3+1)-dimensional world volume on the domain wall, we need to consider a theory in a
(4+1)-dimensional space-time. Bulk fields in (4+1)-dimensions can provide massless modes
localized on the domain wall, besides many massive modes in general. After integrating
over massive modes, one obtains low-energy effective field theory describing the effective
interactions of massless modes. Massless matter fields have been successfully localized on
domain walls,5) but localization of the gauge field on domain walls in field theories has been
difficult.6) It has been noted that the broken gauge symmetry in the bulk outside of the soli-
ton inevitably makes the localized gauge field massive with the mass of the order of inverse
width of the wall.7), 8) To localize a massless gauge field, one needs to have the confining
phase rather than the Higgs phase in the bulk outside of the soliton. Earlier attempts used
a tensor multiplet in order to implement Higgs phase in the dual picture, but this approach
successfully localize only U(1) gauge field.9) More recently, a classical realization of the con-
finement10), 11) through the position-dependent gauge coupling has been successfully applied
to localize the non-Abelian gauge field on domain walls.12) The nontrivial profile of this
position-dependent gauge coupling was naturally introduced on the domain wall background
through a scalar-field-dependent gauge coupling function resulting from a cubic prepotential
of supersymmetric gauge theories. The appropriate profile of the position-dependent gauge
coupling was obtained from domain wall solutions using two copies of the simplest model
or from a model with less fields and a particular mass assignment. However, it was still a
challenge to introduce matter fields in nontrivial representations of the gauge group of the
localized gauge field.
Parameters of soliton solutions are called moduli and can be promoted to fields on the
world volume of the soliton. Massless fields in the low-energy effective field theory on the
soliton background are generally given by these moduli fields. Moduli with non-Abelian
global symmetry is often called the non-Abelian cloud, and has been explicitly realized in
the case of domain walls using Higgs scalar fields with degenerate masses in U(N)c gauge
theories.13) This model also has a non-Abelian global symmetry SU(N)L×SU(N)R×U(1)A,
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which is somewhat similar to the chiral symmetry of QCD. If we turn this global symmetry
into a local gauge symmetry, we should be able to obtain the usual minimal gauge coupling
between these moduli fields and the gauge field. Since we wish to localize the gauge field on
the domain wall, it is essential to choose the global symmetry of moduli fields to be unbroken
in the vacua (of both left and right bulk outside of the wall). This choice will guarantee that
the bulk outside of the domain wall is not in the Higgs phase. Therefore we are led to an idea
where we introduce gauge fields corresponding to a flavor symmetry group of scalar fields
which will be unbroken in the vacuum. If we introduce the additional scalar-field-dependent
gauge coupling function similarly to the supersymmetric model, we should be able to localize
both massless matter fields and the massless gauge field at the same time on the domain
wall.
The purpose of this paper is to present a (4+1)-dimensional field theory model of localized
massless matter fields minimally coupled to the non-Abelian gauge field which is also localized
on the domain wall with the (3+1)-dimensional world volume. We also derive the low-energy
effective field theory of these localized matter and gauge fields. To introduce non-Abelian
flavor symmetry (to be gauged eventually) in the domain wall sector, we replace one of the
two copies of the U(1)c gauge theory with the flavor symmetry U(1)L×U(1)R in Ref.13), by
U(N)c gauge theory with the extended flavor (global) symmetry SU(N)L×SU(N)R×U(1)A.
By choosing the coincident domain wall solution for this domain wall sector, we obtain the
maximal unbroken non-Abelian flavor symmetry group SU(N)L+R which is preserved in
both left and right vacua outside of the domain wall. Therefore we can introduce gauge field
for the (subgroup of) the flavor SU(N)L+R symmetry. In order to obtain the field-dependent
gauge coupling function, for the gauge field localization mechanism,12) we also introduce a
coupling between a scalar field and gauge field strengths inspired by supersymmetric gauge
theories, although we do not make the model fully supersymmetric at present. This scalar-
field-dependent gauge coupling function gives appropriate profile of position-dependent gauge
coupling through the background domain wall solution. With this localization mechanism
for gauge field, we find massless non-Abelian gauge fields localized on the domain wall.
We also obtain the low-energy effective field theory describing the massless matter fields in
the non-trivial representation of non-Abelian gauge symmetry. Since our flavor symmetry
resembles the chiral symmetry of QCD before introducing the gauge fields that are localized,
we naturally obtain a kind of chiral Lagrangian as the effective field theory on the domain
wall. We find an explicit form of full nonlinear interactions of moduli fields up to the second
order of derivatives. Moreover, these moduli fields are found to interact with SU(N)L+R
flavor gauge fields as adjoint representations. In analyzing the model, we use mostly the
strong coupling limit for the domain wall sector. The strong coupling is merely to describe
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our result explicitly at every stage. Even if we do not use the strong coupling, the physical
features are unchanged. It is easy to expect that (the part of) the gauge symmetry is broken
when the walls separate in each copy of the domain wall sector. Our results of the low-
energy effective field theories shows that flavor gauge symmetry SU(N)L+R is broken on the
non-coincident wall and the associated gauge bosons acquire masses as walls separate. This
geometrical Higgs mechanism is quite similar to D-brane systems in superstring theory. So
our domain wall system provides a genuine prototype of field theoretical D3-branes. This is
an interesting problem, which we plan to analyze more in future. We also find indications
that additional moduli will appear in the supersymmetric version of our model, which is also
an interesting future problem to study.
The organization of the paper is as follows. In section 2, we explain the localization
mechanism by taking Abelian gauge theory as an illustrative example. In section 3, we
introduce the chiral model with the non-Abelian flavor symmetry for the domain wall sector
and then also introduce gauge fields for the unbroken part of the flavor symmetry. By
introducing the scalar-field-dependent gauge coupling function, we arrive at the localized
massless gauge field interacting with the massless matter field in a nontrivial representation
of flavor gauge group. The low-energy effective field theory is also worked out. In section
4, an attempt is made to make the model supersymmetric. New additional features of
the supersymmetric models are also described. In section 5, we summarize our results and
discuss remaining issues and future directions. In Appendix A we discuss domain wall
solution for gauged massive CP 1 sigma model. Appendix B describes derivation of effective
Lagrangian which includes full nonlinear interactions between moduli fields. Appendix C
contains derivation of positivity condition for the potential appearing in section 4.
§2. Abelian-Higgs model of gauge field localization
2.1. The domain wall sector
Let us illustrate the localization mechanism for the gauge fields and the matter fields on
the domain walls by using a simplest model in (4+1)-dimensional spacetime : two copies
(i = 1, 2) of U(1) models, each of which has two flavors (L,R) of charged Higgs scalar fields
Hi = (HiL, HiR) :
Li = − 1
4g2i
(F iMN)2 + 12g2i (∂Mσi)2 + |DMHi|2 − Vi, (2.1)
Vi =
g2i
2
(|Hi|2 − v2i )2 + |σiHi −HiMi|2 . (2.2)
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We use the metric ηMN = diag(+,−, · · · ,−), M,N = 0, 1, · · · , 4. The Higgs field Hi is
charged with respect to the U(1)i gauge symmetry and the covariant derivative is given by
DMHi = ∂MHi + iwiMHi, (2.3)
where wiM is the U(1)i gauge field with the field strength
F iMN = ∂MwiN − ∂NwiM . (2.4)
Since we want domain walls, we will choose
Mi = diag (mi,−mi) , (mi > 0), (2.5)
resulting in the U(1)iA flavor symmetry
∗). We have included the neutral scalar fields σi in this
Abelian-Higgs model. The gauge coupling gi appears not only in front of the kinetic terms
of the gauge fields and σi, but also as the the quartic coupling constant of Hi. Both these
features are motivated by the supersymmetry. Indeed, we can embed this bosonic Lagrangian
into a supersymmetric model with eight supercharges by adding appropriate fermions and
bosons, which will not play a role to obtain domain wall solutions. We have taken this special
relation among the coupling constants only to simplify concrete computations below. One
may repeat the following procedure in models with more generic coupling constants without
changing essential results.
The first term of the potential is the wine-bottle type and the Higgs fields develop non-
zero vacuum expectation values. There are two discrete vacua for each copy i
(HiL, HiR, σi) = (vi, 0, mi) , (0, vi,−mi) . (2.6)
Thanks to the special choice of the coupling constants in Li motivated by the super-
symmetry, there are Bogomol’nyi-Prasad-Sommerfield (BPS) domain wall solutions in these
models. Let y be the coordinate of the direction orthogonal to the domain wall and we
assume all the field depend on only y. Then, as usual, the Hamiltonian can be written as
follows
Hi = 1
2g2i
(
∂yσi + g
2
i
(|Hi|2 − v2i ))2 + |DyHi + σiHi −HiMi|2
+ v2i ∂yσi − ∂y
(
(σiHi −HiMi)H†i
)
≥ v2i ∂yσi − ∂y
(
(σiHi −HiMi)H†i
)
. (2.7)
∗) Phase rotation of HiL and HiR in the same direction U(1)i is gauged and the remaining global
symmetry is in the opposite direction and is denoted as U(1)iA.
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Thus the Hamiltonian is bounded from below. This bound is called Bogomol’nyi bound, and
is saturated when the following BPS equations are satisfied
∂yσi + g
2
i
(|Hi|2 − v2i ) = 0, DyHi + σiHi −HiMi = 0. (2.8)
In order to obtain the domain wall solution interpolating the two vacua in Eq. (2.6), we
impose the boundary conditions :
(HiL, HiR, σi) = (0, vi,−mi) , y = −∞,
(HiL, HiR, σi) = (vi, 0, mi) , y =∞. (2.9)
Tension Ti of the domain wall is given by a topological charge as
Ti =
∫ ∞
−∞
dy
[
v2i ∂yσi − ∂y
(
(σiHi −HiMi)H†i
)]∞
−∞
= 2miv
2
i . (2.10)
The second equation of the BPS equations (2.8) can be solved by the moduli matrix
formalism14), 15) with the constant matrix (vector) Hi0 = (CiL, CiR)
Hi = vie
−
ψi
2 Hi0e
Miy, σi + iwi =
1
2
∂yψi. (2.11)
For a given Hi0, the scalar function ψi is determined by the master equation
∂2yψi = 2g
2
i v
2
i
(
1− e−ψiHi0e2MiyH†i0
)
. (2.12)
The asymptotic behavior of the field ψi is determined by the condition that the configuration
reaches the vacuum at left and right infinities:
ψi → logHi0e2MiyH†i0, |y| → ∞. (2.13)
There exists redundancy in the decomposition in Eq. (2.11), which is called the V -transformation:
Hi0 → ViHi0, ψi → ψi + 2 log Vi, Vi ∈ C∗. (2.14)
For example, a single domain wall solution centered at y = 0 can be generated by a moduli
matrix
Hi0 = (1, 1). (2.15)
Then the master equation is
∂2yψi = 2g
2
i v
2
i
(
1− e−ψi (e2miy + e−2miy)) . (2.16)
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Fig. 1. The left panel shows profiles of HiL (solid line), HiR (long-dashed line), and σi (dashed-
line) with finite gauge coupling (gi = 0.5). The right panel shows a plot of σi: dashed curve
for finite (gi = 0.5) gauge coupling and solid curve for strong gauge coupling (gi = ∞). The
other parameters are mi = vi = 1.
No analytic solutions for the master equation have been found for finite gauge couplings gi,
so we must solve it numerically. The corresponding solution is shown in Fig. 1. The generic
solutions of the domain wall are generated by the generic moduli matrices (after fixing the
V -transformation)
Hi0 = (CiL, CiR) , CiL, CiR ∈ C∗. (2.17)
The complex constants CiL, CiR are free parameters containing the moduli parameters of the
BPS solutions. The moduli parameter can be defined by
Ci ≡
√
CiR
CiL
= eiαiemiyi. (2.18)
The other degree of freedom in CiL, CiR can be eliminated by the V -transformation in
Eq. (2.14) and has no physical meaning. Then the master equation is found to be
∂2yψi = 2g
2
i v
2
i
(
1− e−ψi (e2mi(y−yi) + e−2mi(y−yi))) . (2.19)
It is obvious that the real parameter yi is the translational moduli of the domain wall.
The other parameter αi is an internal moduli which is the Nambu-Goldstone (NG) mode
associated with the U(1)iA flavor symmetry spontaneously broken by the domain walls.
One can take, if one wishes, the strong gauge coupling limit of the Lagrangian Li. As
is well-known, the U(1) gauge theory with two flavors of Higgs scalars in the strong gauge
coupling limit becomes a non-linear sigma model whose target space is CP 1:
|Hi|2 = |HiL|2 + |HiR|2 = v2i . (2.20)
The gauge fields and the neutral scalar field become infinitely massive and lose their kinetic
terms. They are mere Lagrange multipliers in the limit, and are solved as
wiM = −
i
2v2i
(
Hi∂MH
†
i − ∂MHiH†i
)
, σi =
1
v2i
HiMiH
†
i . (2.21)
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Plugging these into Li, we get
L∞i = ∂MHiPi∂MH†i −HiMiPiMiH†i , (2.22)
with a projection operator
Pi ≡ 1− 1
v2i
H†iHi. (2.23)
Let us introduce an inhomogeneous coordinate φi of CP
1 by
HiL =
vi√
1 + |φi|2
, HiR =
viφi√
1 + |φi|2
. (2.24)
Then the Lagrangian of the CP 1 model in terms of φi is
L∞i = v2i
|∂Mφi|2 − 4m2i |φi|2
(1 + |φi|2)2
. (2.25)
Let us reconsider the domain wall solutions in this limit. The Hamiltonian can be written
as
H∞i =
v2i
(1 + |φi|2)2 |∂yφ+ 2miφi|
2 + 2miv
2
i
d
dy
1
1 + |φi|2
≥ 2miv2i
d
dy
1
1 + |φi|2 . (2
.26)
The BPS equation and the boundary conditions are given by
∂yφi + 2miφi = 0,
φ(y = −∞) =∞, φ(y =∞) = 0, (2.27)
corresponding to the boundary conditions in Eq.(2.9). The BPS equation can be easily
solved by
φi = C
−1
iL CiRe
−2miy = C2i e
−2miy. (2.28)
The tension of the domain wall is
Ti =
∫ ∞
−∞
dy H∞i = 2miv2i . (2.29)
This is the same as the one in the finite gauge coupling model.
In this way, the strong gauge coupling limit has a great advantage compared to the finite
gauge coupling case. One can exactly solve the BPS equation and see the moduli parameter
in the analytic solutions. Furthermore, there is no important differences between domain wall
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solutions in the finite coupling (Abelian-Higgs model) and the strong coupling (non-linear
sigma model). Both solutions have the same tension of domain wall and the same number
of the moduli parameters. To see the difference explicitly, let us compare the configuration
of the neutral scalar field σi. In the strong gauge coupling limit, it can be written as
σi = mi
1− |φi|2
1 + |φi|2 = mi tanh 2mi(y − yi), (2
.30)
where we have used
Ci = e
iαemiyi . (2.31)
In Fig. 1, we show the configurations of σi in two cases, the one in the small finite gauge
coupling and the one in the strong gauge coupling limit. As can be seen from the figure,
there are no significant differences.
Let us next derive the low energy effective theory on the domain wall. We integrate all the
massive modes while keeping the massless modes. We use the so-called moduli approximation
where the dependence on (3+1)-dimensional spacetime coordinates comes into the effective
Lagrangian only through the moduli fields:
Ci → Ci(xµ), φi(y)→ φi(y, Ci(xµ)) = Ci(xµ)2e−2miy. (2.32)
The effective Lagrangian for the moduli field Ci(x
µ) can be obtained by plugging this into
the Lagrangian Li and integrate it over y. This can be done explicitly as follows.
Li,eff =
∫ ∞
−∞
dy
v2i
(|Ci|−2e2miy + |Ci|2e−2miy)2
|∂µC2i |2
|C2i |2
=
v2i
4mi
|∂µC2i |2
|C2i |2
. (2.33)
With Eq. (2.31), the effective Lagrangian is given by
Li,eff = 2miv
2
i
2
(∂µyi)
2 +
v2i
mi
(∂µαi)
2, (2.34)
where energy of soliton solution is neglected since it does not contribute to dynamics of mod-
uli. Note that 2miv
2
i is precisely the domain wall tension. This is the free field Lagrangian.
Although we have derived this effective Lagrangian in the strong gauge coupling limit,
we can obtain the same Lagrangian in the finite gauge coupling constant. In other words,
the effective Lagrangian cannot distinguish the infinite versus finite coupling cases at least
in the quadratic order of the derivative expansion.
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2.2. Localization of the Abelian gauge fields
In the previous subsection, we have seen that the NG modes of the translation and U(1)
global symmetry are the only massless modes in the Abelian-Higgs model. They are localized
on the domain wall. There are no massless gauge field on the domain wall and all the modes
contained in the gauge field are massive. The mass of the lightest mode of the gauge field
is of the order of the inverse of the width of the domain wall, since the bulk outside of the
domain wall is in the Higgs phase. The low energy effective Lagrangian for the massless
fields is obtained after integrating out the massive modes including gauge fields.
In order to obtain the massless gauge field to be localized on the domain wall, we need
a new gauge symmetry which is unbroken in the bulk. Recently, a new mechanism was
proposed to localize gauge fields on domain walls.12)
A key ingredient is the so-called dielectric coupling constant10), 11) for the new gauge
symmetry. To illustrate the new localization mechanism, let us introduce a new U(1) gauge
field aM which we wish to localize on the domain wall. Since this gauge symmetry should
be unbroken in the bulk, we consider the case where all the Higgs fields are neutral under
this newly introduced U(1) gauge symmetry. The gauge field aM is assumed to couple to
the neutral scalar fields σi only in the following particular combination
L = L1 + L2 − λ
2
(
σ1
m1
− σ2
m2
)
(GMN)2 , (2.35)
where a real constant λ with the unit mass dimension, in accordance with the (4+1)-
dimensional spacetime and the field strength is defined by
GMN = ∂MaN − ∂NaM . (2.36)
The field-dependent gauge coupling function is given by
1
4e2(σ)
=
λ
2
(
σ1
m1
− σ2
m2
)
, (2.37)
which depends on the position y through fields σi. Thus the field-dependent gauge coupling
function e(σ) plays the role of the dielectric coupling constant. Furthermore, the special
choice in Eq. (2.37) is chosen for the gauge interaction to become strongly coupled in the
bulk (σi → ±mi as y → ±∞).
Let us again consider a double copy of domain walls as a background configuration in the
Abelian-Higgs model in Eq. (2.35). Since Lagrangian has no term linear in aM , the equations
of motion for aM is trivially solved by aM = 0, and the rest of the equations of motion are
explicitly the same as those in the previous subsection. Therefore the domain wall solution
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in the previous subsection together with aM = 0 is still a solution of the equations of motion.
Clearly, the low energy effective Lagrangian on the domain wall is also unchanged
Leff = L1,eff + L2,eff − 1
4e24
(Gµν)2, (2.38)
except for the additional kinetic term (the last term) of the (3+1)-dimensional gauge field
wµ, which is the zero mode (y-independent mode) of the (4+1)-dimensional field wµ. The
(3+1)-dimensional gauge coupling constant is given by
1
4e24
=
λ
2
∫ ∞
−∞
dy
( σ1
m1
− σ2
m2
)
=
λ
4
[
ψ1
m1
− ψ2
m2
]∞
−∞
= λ(y2 − y1), (2.39)
where we have used the asymptotic behavior ψi → log 2 cosh 2mi(y − yi) as |y| → ∞. Note
that this result is again independent of the gauge couplings gi in the domain wall sector. In
summary, the low energy effective Lagrangian is
Leff =
∑
i=1,2
[
2miv
2
2
(∂µyi)
2 +
v2i
mi
(∂µαi)
2
]
− λ(y2 − y1)(Gµν)2. (2.40)
Now we separate the quantum fields (fluctuations) from the classical background moduli
parameters by
yi(x
µ) = y0i + δyi, αi(x
µ) = α0i + δαi. (2.41)
Then the effective Lagrangian up to the second order of the small quantum fluctuations is
given by
Leff(y0i , α0i ) =
∑
i=1,2
[
2miv
2
i
2
(∂µδyi)
2 +
v2i
mi
(∂µδαi)
2
]
− λ(y02 − y01)(Gµν)2. (2.42)
We note that the massless gauge field aµ has a positive finite gauge coupling squared
∗)
1/(4λ(y02 − y01)) provided y02 − y01 > 0.
Although we succeeded in localizing the massless U(1) gauge field aµ on the domain
walls, the Lagrangian Eq. (2.42) has no charged matter fields minimally coupled with the
localized gauge field aµ. To obtain matter fields interacting with the localized gauge field,
one may be tempted to identify the Higgs fields Hi = (HiL, HiR) as matter fields
∗∗) with
∗) Here we are content with the fact that the positivity of the gauge kinetic term is assured at least in
finite region of moduli space, instead of just at a point. However, it is possible to make a more economical
model where one has less moduli, and the positivity of the gauge kinetic term is assured.12)
∗∗) We consider the diagonal subgroup U(1)A of U(1)1A and U(1)2A. Actually the U(1)iA global sym-
metries are broken by the domain wall solution, we consider this gauging to leading order of gauge coupling
only to illustrate the Higgs mechanism for the broken symmetry.
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charges (1,−1). The minimal gauge interaction of Higgs fields with the aM is introduced
through the modified covariant derivatives as
D˜MHiL = ∂MHiL + iwiMHiL + iaMHiL, (2.43)
D˜MHiR = ∂MHiR + iwiMHiR − iaMHiR. (2.44)
Since the moduli field Ci is charged, the derivatives in the low energy effective theory
Eq. (2.33) should be replaced by the covariant derivative
∂µCi → DµCi = ∂µCi + iaµCi. (2.45)
It is straightforward task to derive the effective Lagrangian with the covariant derivative
above along the same line of reasoning for the previous case
Leff(y0i , α0i ) =
∑
i=1,2
[
2miv
2
i
2
(∂µδyi)
2 +
v2i
mi
(∂µδαi + qiaµ)
2
]
− λ(y02 − y01)(Gµν)2. (2.46)
This clearly shows that the new gauge field aµ is not massless due to the Higgs mechanism,
and should be integrated out together with the other massive fields. Namely the low energy
effective Lagrangian does not include the massless gauge fields, since the U(1) symmetry
which we gauged is broken by the domain wall. A more explicit example at the strong gauge
coupling limit is described in Appendix A. Thus the Abelian-Higgs model in this section
gives an important lesson that we should not gauge a symmetry which is broken by the
domain wall solution, since the corresponding gauge fields may be localized on the domain
walls but they become massive and should be integrated out from the low energy effective
theory. In the next section, we will give a model with a non-Abelian global symmetry whose
unbroken subgroup can be gauged to yield massless localized gauge fields on the domain
wall.
§3. The chiral model
In this section we study domain walls in the chiral model which is a natural extension of
the Abelian-Higgs model in the previous section. This chiral model leads to two important
consequences 1) massless non-Abelian gauge fields are localized on the domain wall and
moreover 2) the scalar fields which are non-trivially interacting are also localized on the
domain walls.
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3.1. The domain walls in the chiral model
As a natural extension of the domain wall sector in the previous section, we consider the
Yang-Mills-Higgs model with SU(N)c × U(1) gauge symmetry with S[U(N)L × U(N)R] =
SU(N)L × SU(N)R × U(1)A flavor symmetry.18), 13) To localize the gauge field in a simple
manner, we again introduce two sectors L1 and L2, but only the former is extended to Yang-
Mills-Higgs system and the latter is the same form as (2.1). The second sector couples to the
first sector through the coupling as described in (2.35) after gauging the flavor symmetry
it plays a role as localization of gauge fields, combined with the first sector. The matter
contents are summarized in Table I. Since the presence of two factors of SU(N) global
symmetry resembles the chiral symmetry of QCD, we call this Yang-Mills-Higgs system as
the chiral model.
SU(N)c U(1)1 U(1)2 SU(N)L SU(N)R U(1)1A U(1)2A mass
H1L  1 0  1 1 0 m11N
H1R  1 0 1  −1 0 −m11N
Σ1 adj⊕ 1 0 0 1 1 0 0 0
H2L 1 0 1 1 1 0 1 m2
H2R 1 0 1 1 1 0 −1 −m2
Σ2 1 0 0 1 1 0 0 0
Table I. Quantum numbers of the domain wall sectors in the chiral model.
The Lagrangian is then given by
L = L1 + L2, (3.1)
L1 = Tr
[
− 1
2g21
(F1MN )
2 +
1
g21
(DMΣ1)2 + |DMH1|2
]
− V1, (3.2)
V1 = Tr
[
g21
4
(
H1H
†
1 − v211N
)2
+ |Σ1H1 −H1M1|2
]
, (3.3)
with H1 = (H1L, H2L). L2 is the same form as (2.1) with i = 2. Gauge fields of U(N)c =
(SU(N)c×U(1)1)/ZN are denoted asW1M , and adjoint scalar asΣ1. The covariant derivative
and the field strength are denoted as DMΣ1 = ∂MΣ1 + i [W1M , Σ1], DMH1 = ∂MH1 +
iW1MH1, and F1MN = ∂MW1N − ∂NW1M + i [W1M ,W1N ]. The mass matrix is given by
M1 = diag (m11N ,−m11N). Let us note that the chiral model reduces to the Abelian-Higgs
model in the limit of N → 1, by deleting all the SU(N) groups.
The second sector is just necessary to realize the field-dependent gauge coupling function
similar to (2.35) as we will discuss in the subsequent subsection. In the rest of this subsection,
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we focus only on the first sector (i = 1) and suppress the index i = 1. The symmetry
transformations act on the fields as
H = (HL, HR)→ Uc (HL, HR)
(
ULe
iα
URe
−iα
)
, (3.4)
Σ → UcΣU †c , (3.5)
with Uc ∈ U(N)c, UL ∈ SU(N)L, U(N)R ∈ SU(N)R and eiα ∈ U(1)A.
There exist N + 1 vacua in which the fields develop the following VEV
H = (HL, HR) = v
(
1N−r 0N−r
0r 1r
)
, (3.6)
Σ = m
(
1N−r
−1r
)
, (3.7)
with r = 0, 1, 2, · · · , N . We refer these vacua with the label r. In the r-th vacuum, both
the local gauge symmetry U(N)c and the global symmetry are broken, but a diagonal global
symmetries are unbroken (color-flavor-locking)
U(N)c × SU(N)L × SU(N)R × U(1)A →
SU(N − r)L+c × SU(r)L × SU(r)R+c × SU(N − r)R × U(1)A+c. (3.8)
As in the Abelian-Higgs model, the BPS equations for the domain walls can be obtained
through the Bogomol’nyi completion of the energy density with the assumption that all the
fields depend on only the fifth coordinate y and Wµ = 0:
H = Tr
[
1
g2
(
DyΣ − g
2
2
(
v21N −HH†
))2
+ |DyH +ΣH −HM |2
]
+ ∂y
{
Tr
[
v2Σ − (ΣH −HM)H†]}
≥ ∂y
{
Tr
[
v2Σ − (ΣH −HM)H†]} . (3.9)
This bound is saturated when the following BPS equations are satisfied
DyΣ − g
2
2
(
v21N −HH†
)
= 0, (3.10)
DyH +ΣH −HM = 0. (3.11)
The tension of the domain wall is given by
T =
∫ ∞
−∞
dy ∂y
{
Tr
[
v2Σ − (ΣH −HM)H†]}
= v2 Tr [Σ(+∞)−Σ(−∞)] . (3.12)
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Let us concentrate on the domain wall which connects the 0-th vacuum at y → ∞ and
the N -th vacuum at y → −∞. Its tension can be read as
T = 2Nv2m, (3.13)
from Eq. (3.12). Since there are N + 1 possible vacua, the maximal number of walls is
N at various positions. The simplest domain wall solution corresponding to the coincident
walls is given by making an ansatz that HL, HR, Σ and Wy are all proportional to the unit
matrix. Then the BPS equations (3.10) and (3.11) can be identified with the BPS equations
in Eq. (2.8) in the Abelian-Higgs model. Thus the domain wall solution can be solved as
HL = ve
−
ψ
2 emy 1N , (3.14)
HR = ve
−
ψ
2 e−my 1N , (3.15)
Σ + iWy =
1
2
∂yψ1N , (3.16)
where ψ is the solution of the master equation (2.12) in the Abelian-Higgs model. Eq.(3.8)
shows that the unbroken global symmetry for N -th vacuum (HL = 0, HR = v1N and
Σ = −m1N ) at the left infinity y → −∞ is SU(N)L × SU(N)R+c × U(1)A+c, whereas that
for the 0-th vacuum (HL = v1N , HR = 0 and Σ = m1N) at the right infinity y → ∞ is
SU(N)L+c × SU(N)R × U(1)A+c.
The domain wall solution further breaks these unbroken symmetries because it interpo-
lates the two vacua. The breaking pattern by the domain wall is ∗)
U(N)c × SU(N)L × SU(N)R × U(1)A → SU(N)L+R+c. (3.17)
This spontaneous breaking of the global symmetry gives NG modes on the domain wall as
massless degrees of freedom valued on the coset similarly to the chiral symmetry breaking
in QCD :
SU(N)L × SU(N)R
SU(N)L+R+c
× U(1)A. (3.18)
Since our model can be embedded into a supersymmetric field theory, these NG modes (U(N)
chiral fields) appear as complex scalar fields accompanied with additional N2 pseudo-NG
modes∗∗).
∗) The unbroken generators of U(1)A+c for r-th vacuum contains different combination of U(N)c gen-
erators depending on r. Therefore the right and left vacua preserve actually different U(1)A+c, and the wall
solution does not preserve any of these U(1)A+c.
∗∗) One of them is actually a genuine NG mode corresponding to the broken translation.
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3.2. Localization of the matter fields
In the remainder of this subsection, we will give the low-energy effective Lagrangian on the
domain walls where the massless moduli fields (the matter fields) are localized. The best way
to parametrize these massless moduli fields is to use the moduli matrix formalism13), 14), 15)
HL = ve
myS−1 , (3.19)
HR = ve
−myS−1eφ , (3.20)
Σ + iWy = S
−1∂yS , (3.21)
where S ∈ GL(N,C) and Ω = SS† is the solution of the following master equation
∂y
(
Ω−1∂yΩ
)
= g2v2
(
1N −Ω−1Ω0
)
, (3.22)
where
Ω0 = e
2my1N + e
−2myeφeφ
†
.
We have used the V -transformation to identify the moduli eφ, which is a complex N by N
matrix. It can be parametrized by an N × N hermitian matrix xˆ and a unitary matrix U
as13)
eφ = exˆU †, (3.23)
where U is nothing but the U(N) chiral fields associated with the spontaneous symmetry
breaking Eq. (3.18) and xˆ is the pseudo-NG modes whose existence we promised above.
In the strong gauge coupling limit g →∞, solution of master equation is simply Ω = Ω0.
After fixing the U(N)c gauge, we obtain
S = exˆ/2
√
2 cosh(2my − xˆ) . (3.24)
Let us denote, for brevity
yˆ = 2my − xˆ , (3.25)
the Higgs fields are then given as
HL = v
eyˆ/2√
2 cosh yˆ
, (3.26)
HR = v
e−yˆ/2√
2 cosh yˆ
U † . (3.27)
From this solution, one can easily recognize that eigenvalues of xˆ correspond to the positions
of the N domain walls in the y direction. Now we promote moduli parameters xˆ and U to
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fields on the domain wall world volume, namely functions of world volume coordinates xµ.
We plug the domain wall solutions HL,R(y; xˆ(x
µ), U(xµ)) into the original Lagrangian L in
Eq.(3.2) at g →∞ and pick up the terms quadratic in the derivatives. Thus the low energy
effective Lagrangian is given by19)
Leff =
∫ ∞
−∞
dyTr
[
∂µHL∂
µH†L + ∂µHR∂
µH†R − v2WµW µ
]
, (3.28)
where
Wµ =
i
2v2
[
∂µHLH
†
L −HL∂µH†L + (L↔ R)
]
. (3.29)
Here we have eliminated the massive gauge field Wµ by using the equation of motion. Using
the solutions for HL and HR we have found a closed formula for the effective Lagrangian up
to the second order of derivatives but with full nonlinear interactions involving moduli fields
xˆ and U . Detailed derivation is given in Appendix B.
Here we exhibit the result only in the leading orders of U − 1 and xˆ:
Leff = v
2
2m
Tr
(
∂µU
†∂µU + ∂µxˆ∂
µxˆ
)
+ . . . (3.30)
When N = 1 and with the redefinitions U = e2iα1 , and xˆ = 2my1, this coincides with the
effective Lagrangian Li=1,eff in Eq.(2.34) of the Abelian-Higgs model, which we obtained in
the previous section.
3.3. Localization of the gauge fields
Let us next introduce the gauge fields which are to be massless and localized on the
domain walls. As we learned in section 2, the associated gauge symmetry should not be
broken by the domain walls. Therefore, the symmetry which we can gauge is the unbroken
symmetry SU(N)L+R+c itself or its subgroup.
Let us gauge SU(N)L+R ≡ SU(N)V and let Aaµ be the SU(N)L+R gauge field. The Higgs
fields are in the bi-fundamental representation of U(N)c and SU(N)L+R. The covariant
derivatives of the Higgs fields are modified by
D˜MH1L = ∂MH1L + iW1MH1L − iH1LAM , (3.31)
D˜MH1R = ∂MH1R + iW1MH1R − iH1RAM . (3.32)
The quantum numbers are summarized in Table II.
We now introduce a field-dependent gauge coupling function g2(Σ) for AM , which is
inspired by the supersymmetric model in Ref.12).
1
2e2(Σ)
=
λ
2
(
TrΣ1
Nm1
− Σ2
m2
)
. (3.33)
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SU(N)c U(1)1 U(1)2 SU(N)V U(1)1A U(1)2A mass
H1L  1 0  1 0 m11N
H1R  1 0  −1 0 −m11N
Σ1 adj⊕ 1 0 0 1 0 0 0
H2L 1 0 1 1 0 1 m2
H2R 1 0 1 1 0 −1 −m2
Σ2 1 0 0 1 0 0 0
Table II. Quantum numbers of the domain wall sectors in gauged chiral model
The Lagrangian is given by
L = L˜1 + L2 − 1
2e2(Σ)
Tr
[
GMNG
MN
]
. (3.34)
The L˜1 in Eq. (3.34) is given by Eq. (3.2) where the covariant derivatives are replaced with
those in Eqs. (3.31) and (3.32).
We first wish to find the domain wall solutions in this extended model. As before, we
make ansatz that all the fields depend on only y and Wµ = Aµ = 0. Let us first look at the
equation of motion of the new gauge field AM . It is of the form
DMGMN = JN , (3.35)
where JM stands for the current of AM . Note that the current JM is zero, by definition, if
we plug the domain wall solutions in the chiral model before gauging the SU(N)L+R. This
is because the domain wall configurations do not break SU(N)L+R. Therefore, AM = 0 is a
solution of Eq. (3.35).
Then, we are left with equation of motion with AM = 0 which are identical to those in
the ungauged chiral model in the previous subsections. Therefore the gauged chiral model
admits the same domain wall solutions as those (Eqs. (3.26) and (3.27)) in the ungauged
chiral model.
The next step is to derive the low energy effective theory on the domain wall world-
volume in the moduli approximation as in the previous subsections. Again, we promote the
moduli parameters as the fields on the domain wall world-volume and pick up the terms up
to the quadratic order of the derivative ∂µ. Similarly to section 3.2, we utilize the strong
gauge coupling limit gi →∞, to simplify the computation without changing the final result.
Let us emphasize that we keep the field-dependent gauge coupling function e(Σ) finite.
The spectrum of massless NG modes is unchanged by switching on the SU(N)L+R gauge
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interactions ∗).
We just repeat the similar computation to those in section 3.2. Again we shall focus on
the first sector L1 and suppress the index i = 1 of fields. Since color gauge fieldsWµ becomes
auxiliary fields and eliminated through their equations of motion, it is convenient to define
the covariant derivative only for the flavor (SU(N)L+R) gauge interactions as
DˆµH = ∂µH − iHAµ. (3.36)
Then we obtain the effective Lagrangian of the first sector as
L1,eff =
∫ ∞
−∞
dyTr
[
DˆµHL(Dˆ
µHL)
† + DˆµHR(Dˆ
µHR)
† − v2WµW µ
− 1
2e2(Σ)
GMNG
MN
]
, (3.37)
with
Wµ =
i
2v2
[
DˆµHLH
†
L −HL(DˆµHL)† + (L↔ R)
]
. (3.38)
Eliminating Wµ, we obtain the following expression for the integrand of the effective La-
grangian after some simplification
Leff = 1
2v2
∫ ∞
−∞
dyTr
[
DµHabDµHba
]
, (3.39)
where we defined fields Hab with the label ab of adjoint representation of the flavor gauge
group SU(N)L+R+c and the covariant derivative as
DµHab = ∂µHab + i[Aµ, Hab], Hab ≡ H†aHb, a, b = L,R. (3.40)
In Appendix B, we will describe fully the procedure to derive the effective Lagrangian by
substituting (3.26) and (3.27) and rewriting in terms of moduli fields xˆ and U . Here we
merely state the result:
L1,eff = v
2
2m
Tr
[
Dµxˆ cosh(Lxˆ)− 1L2xˆ sinh(Lxˆ)
ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(Dµxˆ)
+ U †DµU cosh(Lxˆ)− 1Lxˆ sinh(Lxˆ) ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(Dµxˆ)
+
1
2
DµU †U 1
tanh(Lxˆ) ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(U †DµU)
]
, (3.41)
∗) Tree level mass spectra are unchanged even though the chiral symmetry SU(N)L×SU(N)R is broken
by the SU(N)L+R gauge interactions.
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where
LA(B) = [A,B] (3.42)
is a Lie derivative with respect to A. The covariant derivative Dµ is defined by
DµU = ∂µU + i [Aµ, U ] . (3.43)
The above result suggests that the chiral fields U(xµ) and hermitian fields xˆ(xµ) are in the
adjoint representation of SU(N)L+R. Let us now examine the transformation property of U
and xˆ under the SU(N)L+R flavor gauge transformation on the domain wall background in
order to demonstrate that they are in the adjoint representation. The domain wall solution
only preserves the diagonal subgroup SU(N)L+R+c. Eqs.(3.4) and (3.5) shows the fields
transform under the SU(N)L+R+c transformations U as
H ′L = UHLU †, H ′R = UHRU †, Σ ′ = UΣU †. (3.44)
Eqs.(3.19) and (3.20) show that
S ′ = USU †, eφ′ = UeφU †, Ω′ = UΩU †. (3.45)
The complex moduli eφ is decomposed into hermitian part exˆ and unitary part U in Eq.(3.23).
Since we can express e2xˆ = eφeφ
†
, and U = e−φexˆ, we find that they transform as adjoint
representations
e2xˆ
′
= Ue2xˆU †, U ′ = UUU †. (3.46)
By expanding (3.41), we here illustrate nonlinear interactions of xˆ up to fourth orders in
the fluctuations xˆ and U − 1
L1,eff = v
2
2m
Tr
(
DµU †DµU +DµxˆDµxˆ+ U †DµU [xˆ,Dµxˆ]
− 1
12
[Dµxˆ, xˆ] [xˆ,Dµxˆ] + 1
3
[DµU †U, xˆ][xˆ, U †DµU ] + · · ·
)
. (3.47)
Similarly to Eq.(2.39), we can define the (3+1)-dimensional non-Abelian gauge coupling
e4 by integrating (3.33) and find
1
2e24
=
∫
dy
1
2e2(Σ)
= λ(y2 − y1) , (3.48)
where yi is the wall position for the i-th domain wall sector. Summarizing, we obtain the
following effective Lagrangian
Leff = L1,eff + L2,eff − 1
2e24
Tr
[
GµνG
µν
]
, (3.49)
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where L2,eff is given in (2.34). This is the main result of this paper. We have succeeded
in constructing the low energy effective theory in which the matter fields (the chiral fields)
and the non-Abelian gauge fields are localized with the non-trivial interaction. We show the
profile of ”wave functions” of localized massless gauge field and massless matter fields as
functions of the coordinate y of the extra dimension in Fig. 2.
DW2
DW1
gauge sector
-10 -5 5 10
0.5
1.0
1.5
2.0
Fig. 2. The wave functions of the zero modes. DW1 and DW2 stand for the wave functions of the
massless matter fields of the i = 1 domain wall and i = 2 domain wall, respectively for strong
gauge coupling limit gi = ∞ and mi = 1. The gauge fields are localized between the domain
walls.
As is seen from Eq.(3.47), the flavor gauge symmetry SU(N)L+R+c is further (partly)
broken and the corresponding gauge field Aµ becomes massive, when the fluctuation φ = e
xˆU
develops non-zero vacuum expectation values. Especially, xˆ is interesting because its non-
vanishing (diagonal) values of the fluctuation has the physical meaning as the separation
between walls away from the coincident case. For instance, if all the walls are separated,
SU(N)L+R+c is spontaneously broken to the maximal U(1) subgroup U(1)
N−1. However,
if r walls are still coincident and all other walls are separated, we have an unbroken gauge
symmetry SU(r)× U(1)N−r+1. Then, a part of the pseudo-NG modes xˆ turn to NG modes
associated with the further symmetry breaking SU(N)L+R+c → SU(r)×U(1)N−r+1, so that
the total number of zero modes is preserved13)∗). These new NG modes, called the non-
Abelian cloud, spread between the separated domain walls.13) The flavor gauge fields eat
the non-Abelian cloud and get masses which are proportional to the separation of the domain
walls. This is the Higgs mechanism in our model. This geometrical understanding of the
Higgs mechanism is quite similar to D-brane systems in superstring theory. So our domain
wall system provides a genuine prototype of field theoretical D3-branes.
∗) In Ref.18) the authors argued that the non-Abelian clouds spreading between walls become massive
contrary to the results of Ref.13).
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§4. Embedding into supersymmetric theory
A crucial point to localize gauge field around domain wall is the coupling between scalar
and gauge kinetic term. Such a coupling is naturally realized in (4+1)-dimensional super-
symmetric gauge theory.12) This theory generally consists of hypermultiplet part and vector
multiplet part. The latter is specified by the so-called prepotential. In (4 + 1)-dimensional
theory the prepotential generally allows up to cubic terms in vector multiplets,17) which
serves interactions among vector mutiplets such as (3.33).
4.1. Supersymmetric model
In embedding the model into supersymmetric gauge theories in (4+1) dimensions, we will
give non-Abelian global flavor symmetry SU(Ni)V for each copy (i = 1, 2) of the domain wall
sector, instead of only one copy as in (3.34) of the previous section. This contains the model
(3.34) as a limiting case of N2 → 1, and may offer more general situation phenomenologically.
To formulate supersymmetric gauge theories, we need to introduce Yi as auxiliary fields
of U(Ni)c vector multiplet, and Φi and Yi as adjoint scalar fields and auxiliary fields of
SU(Ni)V vector multiplet. As bosonic fields of theories with eight supercharges, we also
need to double the scalar fields Hi, by introducing another set H˜
†
i = (H˜
†
iL, H˜
†
iR) with masses
(mi1Ni ,−mi1Ni). They are in the same representations as Hi under U(Ni)c and U(1)iA.
Explicit charge assignments for hypermultiplets matter fields and adjoint scalar fields are
summarized in Table III. The resultant supersymmetric Lagrangian is written as
U(Ni)c U(1)iA SU(Ni)V mass
HiL  1  mi1Ni
HiR  1  −mi1Ni
H˜iL ¯ −1 ¯ mi1Ni
H˜iL ¯ −1 ¯ −mi1Ni
Σi adj 0 1 0
Φi 1 0 adj 0
Table III. Quantum numbers of hypermultiplets (Hi, H˜i), Σi and Φi.
L = aαβ(Σ)
(
−1
4
F αMNF
βMN +
1
2
DMΣαDMΣβ + 1
2
Y αY β
)
− cαY α
+
2∑
i=1
Tr
{(
D˜MHiLD˜MH†iL + D˜MH˜iLD˜MH˜†iL + (L↔ R)
)
−ViF + LiY + LiCS + Lifermion
}
, (4.1)
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where
LiY = Tr
[
H†iLYiHiL −H†iLHiLYi − H˜iLYiH˜†iL + YiH˜iLH˜†iL + (L↔ R)
]
, (4.2)
ViF = Tr
[
|ΣiHiL −HiL(Φi +mi1Ni)|2 + |H˜iLΣi − (Φi +mi1Ni)H˜iL|2
+|ΣiHiR −HiR(Φi −mi1Ni)|2 + |H˜iRΣi − (Φi −mi1Ni)H˜iR|2
]
, (4.3)
where α, β · · · denote all gauge groups and their generators collectively. We label them with
the ordering
α, β = 01, I1, A1; 02, I2, A2 , (4.4)
where 0i denotes U(1)i parts of U(Ni)c gauge group, while Ii = 1, · · · , N2i − 1 are color
indices of SU(Ni)c and Ai = 1, · · · , N2i − 1 denotes flavor indices of SU(Ni)V gauge group.
The scalar fields Σα and auxiliary fields Y α are explicitly written by
Σα = (Σ01 , ΣI1, ΦA1;Σ02 , ΣI2, ΦA2) , (4.5)
Y α = (Y 01 , Y I1,YA1; Y 02 , Y I2,YA2) , (4.6)
and similarly the field strength F αMN and gauge field W
α
M are written by
F αMN = (F
01
MN , F
I1
MN , G
A1
MN ;F
02
MN , F
I2
MN , G
A2
MN) , (4.7)
W αM = (W
01
M ,W
I1
M , A
A1
M ;W
02
M ,W
I2
M , A
A2
M ) . (4.8)
We adopt the convention of U(Ni)c and SU(Ni)V matrices such as
Σi = Σ
0i1Ni + Σ
IiT Ii , Tr(T IiT Ji) =
1
2
δIiJi, (4.9)
Φi = Φ
AiTAi , Tr(TAiTBi) =
1
2
δAiBi , (no sum for i). (4.10)
Covariant derivatives for HiL and HiR are given as (3.31) and (3.32) with identical definition
for H˜†iL H˜
†
iR. Covariant derivatives of Σ
Ii, ΦAi are defined as the adjoint representation. We
will not display the Chern-Simons term LiCS and the fermionic term Lifermion, since we do
not need them for our analysis.
Functions aαβ(Σ) are gauge coupling functions, which are given as second derivative of
the prepotential
a(Σ) =
2∑
i=1
[
1
2gˆ2i
(Σ0i)2 +
1
2g2i
(ΣIi)2 +
λi
2
(
Σ01
m1
− Σ
02
m2
)
(ΦAi)2
]
, (4.11)
aαβ(Σ) =
∂2a(Σ)
∂Σα∂Σβ
. (4.12)
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From the above prepotential, we see the coupling constants of U(1)i and SU(Ni)c are given
by gˆi and gi, respectively
∗). We denote the coupling function of SU(Ni)V corresponding to
Σα = ΦAi and Σβ = ΦBi as ei(Σ),
1
e2i (Σ)
= λi
(
Σ01
m1
− Σ
02
m2
)
, (4.13)
but will suppress the argument Σ to write ei in the following.
The constants cα are coefficients of the Fayet-Iliopoulos (FI) terms, allowed to be non-zero
only for the U(1) part of the gauge groups∗∗)
cαY
α = c01Y
01 + c02Y
02 . (4.14)
We have assumed both the FI parameters c01 and c02 to be positive in the same direction in
SU(2)R, which is chosen to be along the third component. In this setup, the H˜ fields will
vanish in the classical solution. Moreover, they do not contribute to the desired order of
effective Lagrangian. Similarly we have neglected the auxiliary fields Y other than the third
component in SU(2)R, and we have denoted as Y
α. Hence we can call the potential after
eliminating the auxiliary fields Y ’s to be D-term potential.
The F-term potential ViF can be worked out from the following superpotential
Wi = Tr
[
{ΣiHiL −HiL(Φ+mi)} H˜iL + {ΣiHiR −HiR(Φ−mi)} H˜iR
]
, (4.15)
where we restored the tilde fields H˜ ’s to facilitate writing the superpotential. After elimi-
nating the auxiliary fields F ’s, and with the use of
ViF = −LiF = |FiL|2 + |FiR|2 + |F˜iL|2 + |F˜iR|2 , (4.16)
we have (4.3).
Finally, let us work out explicit forms of the D-term potential VD. Collecting terms
containing the auxiliary fields Y ’s, we obtain
− VD =
2∑
i=1
[
1
2gˆ2i
(Y 0i)2 +
1
2g2i
(Y Ii)2 + rIiY Ii + (r0i − c0i)Y 0i +
1
2e2i
(YAi)2 + sAiYAi
+λi
(
Y 01
m1
− Y
02
m2
)
ΦAiYAi
]
, (4.17)
∗) The U(1)i coupling is in principle unrelated to the SU(Ni)c coupling. In section 3, we made a
simplifying assumption gˆi = gi/
√
2Ni, which allows simple solutions.
∗∗) The FI parameters c0i are related to the parameters v
2
i in Eqs.(3.1)-(3.3) in section 3 as c0i = Niv
2
i .
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where
ri = HiLH
†
iL − H˜†iLH˜iL +HiRH†iR − H˜†iRH˜iR , (4.18)
si = −H†iLHiL + H˜iLH˜†iL −H†iRHiR − H˜iRH˜†iR , (4.19)
are Hermitian matrices, with the decomposition
ri =
1
Ni
r0i1Ni + 2r
IiT Ii, si = − 1
Ni
r0i1Ni + 2s
AiTAi . (4.20)
We observe, that in the potential (4.17), Y Ii do not couple to the rest of auxiliary fields and
can be easily eliminated. Having this done, we collect the U(1)i and SU(Ni)V terms into a
matrix form labeled by α, β = 01, 02, A1, A2
− VD = −1
2
2∑
i=1
g2i (r
Ii)2 +
1
2
GαβY
αY β + (r − c)αY α , (4.21)
(r − c)0i ≡ r0i − c0i , (r − c)Ai ≡ sAi . (4.22)
Eliminating remaining auxiliary fields we obtain:
VD =
1
2
2∑
i=1
g2i (r
Ii)2 +
1
2
(G−1)αβ(r − c)α(r − c)β . (4.23)
Matrix G = (Gαβ) is explicitly given by
G =


1
gˆ2
1
0 λ1
m1
ΦA1 λ2
m1
ΦA2
0 1
gˆ2
2
− λ1
m2
ΦA1 − λ2
m2
ΦA2
λ1
m1
ΦB1 − λ1
m2
ΦB1 1
e2
1
δA1B1 0
λ2
m1
ΦB2 − λ2
m2
ΦB2 0 1
e2
2
δA2B2

 , (4
.24)
with the inverse
G−1 =
1
1− g˜2Φ˜2×

gˆ21 − gˆ21 gˆ22m21Φ˜2 −gˆ21 gˆ22m1m2Φ˜2 −gˆ21e1m2Φ˜A1 −gˆ21e2m2Φ˜A2
−gˆ21 gˆ22m1m2Φ˜2 gˆ22 − gˆ21 gˆ22m22Φ˜2 gˆ22e1m1Φ˜A1 gˆ22e2m1Φ˜A2
−gˆ21e1m2Φ˜B1 gˆ22e1m1Φ˜B1 e21δA1B1 − e21g˜2Φ˜A1B1 g˜2e1e2Φ˜A2Φ˜B1
−gˆ21e2m2Φ˜B2 gˆ22e2m1Φ˜B2 g˜2e1e2Φ˜A1Φ˜B2 e22δA2B2 − e22g˜2Φ˜A2B2

 , (4.25)
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where we abbreviated:
g˜2 = gˆ21m
2
2 + gˆ
2
2m
2
1 , (4.26)
Φ˜Ai =
λiei
m1m2
ΦAi , (4.27)
Φ˜2 = Φ˜A1Φ˜A1 + Φ˜A2Φ˜A2 , (4.28)
Φ˜AiBi = Φ˜2δAiBi − Φ˜AiΦ˜Bi . (4.29)
4.2. Positivity of Potential
The F-term potential (4.3) is manifestly positive. The D-term potential (4.21) is positive
definite under certain conditions. To find the condition we shall decompose (4.21) to:
VD = V1D + V2D, (4.30)
V1D =
1
2
g21(r
I1)2 +
1
2
g22(r
I2)2, (4.31)
V2D =
1
2
(G−1)αβ(r − c)α(r − c)β . (4.32)
It is clear that the V1D is positive definite by itself. Therefore we can only focus on V2D,
which is positive if and only if G is positive definite.
It is easy to recognize that positivity of G is manifest once the adjoint scalars vanish
Φi = 0. Nevertheless, it is instructive and assuring if we consider the potential as well as the
BPS equations keeping the adjoint scalars Φi nonzero.
To ascertain positivity of G we need to compute its eigenvalues. This is most easily done
by looking at its determinant (We leave the derivation of this result to the Appendix C):
detG =
[ 1
gˆ21 gˆ
2
2
−
(
m21
gˆ21
+
m22
gˆ22
)
Φ˜2
]( 1
e21
)N1( 1
e22
)N2
. (4.33)
Requiring detG > 0, we have
1
gˆ21 gˆ
2
2
−
(m21
gˆ21
+
m22
gˆ22
)
Φ˜2 > 0. (4.34)
In Appendix C we show that this condition is both necessary and sufficient to ensure posi-
tivity of matrix G in Eq.(4.24).
4.3. BPS equations
Let us denote the codimension of the domain wall as y. Since we assume Lorentz in-
variance for other dimensions, we obtain gauge field to vanish for component other than
y.
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The energy density H for domain walls is given by
H = 1
2
GαβDyΣαDyΣβ + 1
2
(G−1)αβ(r − c)α(r − c)β (4.35)
+
2∑
i=1
Tr
{(D˜yHiLD˜yH†iL + D˜yHiRD˜yH†iR + D˜yH˜†iLD˜yH˜iL + D˜yH˜†iRD˜yH˜iR) + ViF} ,
where color-flavor indices α, β span all values as in Eq.(4.4) and we have incorporated color
sector α = I1, I2 into the definition of matrix G for brevity. Accordingly, we have incorpo-
rated the definition, (r − c)Ii = rIi. Since there is no mixing of color sector with the rest,
the inverse is calculated trivially and non-color part remains the same as in (4.1).
Now we observe that the mixing due to the cubic prepotential occurs only in the ki-
netic term and potential of the vector multiplets. Moreover, they appear as G and G−1
respectively. Therefore the cross term coming out of the Bogomol’nyi completion has no
dependence on the metric G. This fact implies that the cancellation of cross terms to give
topological charge goes through unaffected by the mixing of the vector multiplets.
More explicitly, we obtain the Bogomol’nyi completion as
H = 1
2
(
GαγDyΣγ + (r − c)α
)
(G−1)αβ
(
GβδDyΣδ + (r − c)β
)
+
2∑
i=1
Tr
[∣∣D˜yHiL +ΣiHiL −HiL (Φi +mi1Ni)∣∣2
+
∣∣D˜yH˜†iL −ΣiH˜†iL + H˜†iL (Φi +mi1Ni)∣∣2
+
∣∣D˜yHiR +ΣiHiR −HiR (Φi −mi1Ni)∣∣2
+
∣∣D˜yH˜†iR −ΣiH˜†iR + H˜†iR (Φi −m1Ni)∣∣2]
−
2∑
i=1
∂yTr
[
Σiri + Φisi −mi(H†iLHiL −H†iRHiR − H˜iLH˜†iL + H˜iRH˜†iR)
]
+ cα∂yTrΣ
α . (4.36)
The last term gives the usual Bogomol’nyi bound and becomes the topological charge. The
line before that is the total derivative which give vanishing contribution for an infinite line
−∞ < y <∞.
BPS equations for H ’s and H˜ ’s of hypermultiplets are
D˜yHiL +ΣiHiL −HiL (Φi +mi1Ni) = 0 , (4.37)
D˜yH˜†iL −ΣiH˜†iL + H˜†iL (Φi +mi1Ni) = 0 , (4.38)
D˜yHiR +ΣiHiR −HiR (Φi −mi1Ni) = 0 , (4.39)
D˜yH˜†iR −ΣiH˜†iR + H˜†iR (Φi −mi1Ni) = 0 . (4.40)
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BPS equations for vector multiplets are
GαβDyΣβ + (r − c)α = 0 . (4.41)
More explicitly,
1
gˆ2i
∂yΣ
0i +
2∑
j,k=1
λjεikmk
m1m2
ΦAjDyΦAj + r0i − c0i = 0 , (4.42)
1
g2i
DyΣIi + rIi = 0 , (4.43)
1
e2i
DyΦAi +
2∑
j,k=1
λiεjkmk
m1m2
ΦAi∂yΣ
0j + sAi = 0 . (4.44)
We can easily solve the BPS equation for hypermultiplets, by using the moduli matrix
approach. We define Sic, SiF and ψi as
Σi(y) + iWiy(y) = S
−1
ic (y)∂ySic(y) +
1
2
∂yψi(y) , (4.45)
Φi(y) + iAiy(y) = SiF (y)∂yS
−1
iF (y) . (4.46)
Then the hypermultiplets BPS equations (4.37)-(4.40) are solved by the constant moduli
matrices H0iL and H
0
iR
HiL = e
−ψi/2S−1ic H
0
iLS
−1
iF e
miy , (4.47)
HiR = e
−ψi/2S−1ic H
0
iRS
−1
iF e
−miy , (4.48)
where Sic, SiF ∈ SL(Ni,C). The hypermultiplet fields H˜iL and H˜iR do not contribute to
domain wall solution and they are therefore vanishing. We write down (4.42)-(4.44) in terms
of the gauge invariant fields
Ωic = SicS
†
ic , ΩiF = S
†
iFSiF , ηi =
1
2
(ψi + ψ
∗
i ) . (4.49)
The adjoint scalar fields of the vector multiplets are given by
Σi =
1
2
S−1ic (∂yΩicΩ
−1
ic )Sic +
1
2
∂yηi , (4.50)
Φi = −1
2
S†−1iF (∂yΩiFΩ
−1
iF )S
†
iF . (4.51)
Also, we have
DyΣi = ∂yΣi + i [Wiy, Σi] =
1
2
S−1ic ∂y(∂yΩicΩ
−1
ic )Sic +
1
2
∂2yηi , (4.52)
DyΦi = ∂yΦi + i [Aiy, Φi] = −1
2
S†−1iF ∂y(∂yΩiFΩ
−1
iF )S
†
iF . (4.53)
28
BPS equations for vector multiplets (4.42)-(4.44) can be now rewritten as the following
master equations:
1
2gˆ2i
∂2yηi +
εikmk
2m1m2
Tr
[
λj(∂yΩjFΩ
−1
jF )
2
]
= c0i − e−ηiTr
[(
H0iLΩ
−1
iF H
0†
iLe
2miy +H0iRΩ
−1
iF H
0†
iRe
−2miy
)
Ω−1ic
]
, (4.54)
1
g2i
∂y(∂yΩicΩ
−1
ic )
= −e−ηi
〈(
H0iLΩ
−1
iF H
0†
iLe
2miy +H0iRΩ
−1
iF H
0†
iRe
−2miy
)
Ω−1ic
〉
, (4.55)
λi
m1m2
∂y(∂y(η1m2 − η2m1)∂yΩiFΩ−1iF )
= −e−ηi
〈(
H0†iLΩ
−1
ic H
0
iLe
2miy +H0†iRΩ
−1
ic H
0
iRe
−2miy
)
Ω−1iF
〉
. (4.56)
Here we have used a notation
〈X〉 ≡ X − Tr[X ]
N
1N . (4.57)
We make a comment about a possibility of additional moduli. At present we cannot say
definitely if there are additional moduli other than the moduli matrices H0’s, since we cannot
solve these master equations. We have several clues at hand. The BPS equations for domain
walls and other solitons in gauge theories with scalar fields in the fundamental representations
are in the Higgs phase where all the gauge symmetries are broken in the vacuum. In that
situation, we learned that all the moduli are contained in the moduli matrix. On the other
hand, instantons are solitons in the pure Yang-Mills theory without scalar fields, where
gauge symmetry is unbroken in the vacuum. In this case, moduli reside in the BPS equation
for gauge fields. In our present case, unbroken gauge symmetry SU(Ni)c+V remains. This
feature is indicative of additional moduli coming from the vector multiplet.
Irrespective of the possible additional moduli, we can demonstrate that the BPS equations
admit the coincident wall solution. Since the hypermultiplet parts are already solved as in
(4.47)-(4.48), our main task is to solve the master equations (4.54)-(4.56) associated to the
vector multiplet. In order to solve them explicitly, we take strong gauge coupling limit
gˆi, gi → ∞, where the master equations give just the algebraic constraints for Ωic, ΩiF and
ηi. In principle, they can be solved algebraically. Furthermore, Eq.(4.34) with the limit
gi → ∞ tells us that positivity is maintained only if Φi vanishes. In the following we will,
therefore, consider a special point in the solution space where
Φi = 0, i = 1, 2 (4.58)
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which implies from Eq.(4.51) that ΩiF are constant matrices. Then the differential equations
(4.55)-(4.56) reduce to the set of algebraic equations:
H0iLΩ
−1
iF H
0†
iLe
2miy +H0iRΩ
−1
iF H
0†
iRe
−2miy =
ci
Ni
eηiΩic , (4.59)
H0†iLΩ
−1
ic H
0
iLe
2miy +H0†iRΩ
−1
ic H
0
iRe
−2miy =
ci
Ni
eηiΩiF . (4.60)
Notice, that for both sectors i = 1, 2 these equations are the same and do not couple to
each other. We can, therefore, focus our discussion only on one sector, since all results are
equivalent in both of them. So in the remaining discussion we will drop the index i from all
fields.
Now we consider moduli matrix for the coincident walls corresponding to the most sym-
metric point of the moduli space. (
H0L, H
0
R
)
= (1N , 1N) . (4.61)
Eqs.(4.59) and (4.60) show that these two constant matrices commute and only the product
ΩcΩF = ΩFΩc can be determined
∗)
eηΩcΩF =
N
c
(
e2my + e−2my
)
1N . (4.62)
Since we have chosen the matrices Sc, SF in SL(N,C), we find that det(ΩcΩF ) = 1 and we
can separate the U(1) part.
eη =
N
c
(
e2my + e−2my
)
, ΩcΩF = 1N . (4.63)
The U(1) part gives the usual domain wall solution. Without affecting the physical quan-
tities, we can choose Ωc = 1, Sc = 1, and finally we obtain the coincident wall solution for
(4.61) with (4.58) and with the wall position moduli y0 (modifying (4.61) to (H
0
L, H
0
R) =
(e−my01N , e
my01N ))
Φ = 〈Σ〉 = 0 , (4.64)
η = log
N
c
(e2m(y−y0) + e−2m(y−y0)) , (4.65)
Σ0 =
1
2
∂yη = m tanh
(
2m(y − y0)
)
, (4.66)
HL =
√
c
N
em(y−y0)1N(
e2m(y−y0) + e−2m(y−y0)
)1/2 , (4.67)
HR =
√
c
N
e−m(y−y0)1N(
e2m(y−y0) + e−2m(y−y0)
)1/2 . (4.68)
∗) This is due to the special choice of the moduli matrix in Eq.(4.61), since Eqs.(4.47) and (4.48) imply
that only the product SiFSic can enter into the physical fields such as HiL, HiR.
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Note that in this solution we restore a moduli parameter y0 corresponding to the position
of the coincident wall. A similar construction of domain wall solution works for the second
sector (i = 2), besides the first sector (i = 1) given above.
Let us note that the field-dependent gauge coupling function similarly to (3.33) is auto-
matically obtained as a bosonic part of the Lagrangian specified by the cubic prepotential
in Eq.(4.11), Restoring the index i = 1, 2 for both of the domain wall sectors, and by using
(4.65) with (4.50), we finally conclude that the appropriate profile of the field-dependent
gauge coupling function Σ01/m1 − Σ02/m2, similarly to (3.33) is achieved. When we make
(a part of) the global flavor symmetry as a local gauge symmetry, we can have several op-
tions. Since the first flavor group SU(N1) is generally different from the second flavor group
SU(N2), we can naturally introduce two different gauge fields for the i = 1 and 2. This
option leads to two decoupled sectors in the low-energy effective Lagrangian, which can only
be coupled by higher derivative terms induced by massive modes. Another interesting option
is to introduce a gauge field only for the diagonal subgroup of isomorphic subgroups of two
different flavor groups, such as SU(N˜) ∈ SU(N1), SU(N˜) ∈ SU(N2) with N˜ ≤ N1, N2. This
option is interesting in the sense that the massless gauge field exchange will communicate
between two domain wall sectors. We hope to come back to these issues in near future.
Let us make a few comments. First we have shown that the chiral model analyzed in
section 3 can be extended to a supersymmetric gauge theory with eight supercharges and
that the field-dependent gauge coupling function which is a clue for localization is naturally
explained by taking the cubic prepotential. Second, there may be more moduli not contained
in to (H0L, H
0
R), which require further studies. Third, here we have presented a solution at a
special point Φ = 0. It would be interesting to consider the case or Φ 6= 0, but in this case,
we need to take a finite gauge coupling limit, on which we will investigate in future work.
§5. Conclusions and discussion
In this paper we have successfully localized both massless non-Abelian gauge fields and
massless matter fields in non-trivial representation of the gauge group. We first considered
a (4+1)-dimensional U(N) gauge theory with additional SU(N)L× SU(N)R×U(1)A flavor
symmetry. We introduced the flavor gauge field for the diagonal flavor group SU(N)L+R,
which is unbroken in the coincident wall background. The flavor gauge fields are localized on
the wall by introducing the scalar-field-dependent gauge coupling function. Then we studied
the low-energy effective Lagrangian and showed that massless localized matter fields interact
minimally with localized SU(N)L+R gauge field as adjoint representations. Moreover, full
nonlinear interaction between the moduli containing up to the second derivatives, was worked
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out. The field-dependent gauge coupling function is naturally realized in supersymmetric
gauge theories using the so-called prepotential. For this reason, we also explored bosonic
part of N = 1 supersymmetric extension of our model.
Main result of this paper is the effective Lagrangian (3.49). The moduli field U appearing
in the effective theory, is a chiral N × N matrix field like a pion, since it is a NG boson of
spontaneously broken chiral symmetry. Other moduli in (3.49), denoted by N×N Hermitian
matrix xˆ, has the physical meaning of positions of N domain walls as its diagonal elements.
We argued that the fluctuations of moduli field xˆ, can develop VEV corresponding to splitting
of walls, and the Higgs mechanism will occur as a result. Namely, the flavor gauge fields get
masses by eating the non-Abelian cloud. Therefore, in this model, Higgs mechanism has a
geometrical origin like low energy effective theories on D-branes in superstring theory.
Amongst the possible future investigations, we would like to study non-coincident solution
to further clarify this geometrical Higgs mechanism.
We have noticed that our effective moduli fields resemble the pion in QCD. Similar
attempts have been quite successful using D-branes.20) We believe that our methods can
provide more insight in various aspects of low-energy hadron physics. We plan to explore
this direction more fully in subsequent studies.
In the discussion of supersymmetric extension of our model in section 4, we employed a
general setup where both sectors possessed their own domain wall solution, preserving the
same half of the supercharges. But another alternative approach is also possible. We can
consider a model, where different halves of supercharges are preserved at each sector (BPS
and anti-BPS walls), and the SUSY is completely broken in the system as a whole. It has
been proposed that the coexistence of BPS and anti-BPS walls gives the supersymmetry
breaking in a controlled manner.21) In our present case, BPS and anti-BPS sectors interact
only weakly. If we choose flavor gauge field for each sector separately, we have only higher
derivative interactions induced by massive modes. If we choose the diagonal subgroup of
(subgroups of) each sector as flavor gauge group, we have a more interesting possibility of
the massless gauge field as a messenger between two sectors. We plan to address this issue
elsewhere.
In order to construct a realistic brane-world scenario with the SM fields on the domain
wall, we need the localization of fields in the fundamental representation of the gauge group.
This is still an open problem and one of the priorities of our future investigations. In
particular, the SM contains chiral fermions. Localization of chiral fermions is a particularly
challenging problem. Anomaly associated with the chiral fermion is also an interesting issue
to be addressed. We would also like to clarify these problems in subsequent studies.
Two more issues remain to be addressed. First is the question of sign of gauge kinetic
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term. In our present model, the positivity of the gauge coupling function is assured only
when positions of walls are properly ordered (see Eq.(3.48)), namely only in a region of the
moduli space, More economical models such as given in Ref.12) may not have such moduli
and, therefore, the effective gauge coupling may be always positive. And lastly, as discussed
in section 4, we have not succeeded in exhausting all moduli in the supersymmetric extension
of our model. We would also like to investigate these aspects in the future.
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Appendix A
Domain walls in the gauged massive CP 1 sigma model
Here we consider the domain wall solutions in the gauged massive CP 1 sigma model.
The model is obtained as the strong gauge coupling limit of a model similar to that we have
studied in section 2.2. Namely, we start with the Lagrangian which has U(1)× U(1) gauge
symmetry with two flavors
L = − 1
4g2
(FMN)2 + 1
2g2
(∂Mσ)
2 − 1
4e2
(GMN )2 + |DMH|2 − V, (A.1)
V =
g2
8
(|H|2 − v2)2 + |σH −HM |2 , (A.2)
where H = (HL, HR). The covariant derivative is given by
D˜MH = ∂MH + iwMH + iaMHq, q = diag(qL, qR). (A.3)
The mass matrix is chosen M = diag(m,−m) as before.
We next take the strong gauge coupling limit g → ∞ of only one of the gauge coupling
which results in the non-linear sigma model coupled to the other gauge field with the finite
gauge coupling e. In the limit the gauge field wM and the neutral scalar field σ become
Lagrange multipliers. After solving their equations of motion, we have
wM =
i
v2
DˆMHH†, σ = 1
v2
HMH†, (A.4)
33
where we have introduced the covariant derivative
DˆMH = ∂MH + iaMHq. (A.5)
Plugging these into the original Lagrangian at g → ∞, we get the gauged massive CP 1
sigma model
Lg→∞ = − 1
4e2
(GMN)2 + DˆMHP DˆMH† −HMPMH†, (A.6)
with the projection operator
P = 1− 1
v2
H†H. (A.7)
As before, let us rewrite this Lagrangian with respect to the inhomogeneous coordinate
H =
v√
1 + |φ|2 (1, φ), φ ∈ C. (A
.8)
Then the charge matrix should be chosen as
q = diag(0, 1), (A.9)
which leads to a natural expression that the complex scalar field φ has the U(1) charge 1 for
the gauge field aM :
DˆMH = − v
2(1 + |φ|2)3/2
(
∂M |φ|2, φ∂M |φ|2 − 2(1 + |φ|2)DˆMφ
)
, (A.10)
DˆMφ = (∂M + iaM)φ. (A.11)
Plugging these into Eq.(A.6), we finally get the Lagrangian
Lg→∞ = − 1
4e2
(GMN)2 + v2 |DˆMφ|
2
(1 + |φ|2)2 − v
2 4m
2|φ|2
(1 + |φ|2)2 . (A
.12)
Let us next consider a domain wall solution in this model. We assume all the fields
depend on only the extra-dimensional coordinate y. Then the four dimensional components
of the Maxwell equation
∂NGNM = ie2v2 Dˆ
Mφφ∗ − φDˆMφ∗
(1 + |φ|2)2 , (A
.13)
can be immediately solved by
aµ = 0, µ = 0, 1, 2, 3. (A.14)
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The fifth component is
0 = ie2v2
Dˆyφφ∗ − φDˆyφ∗
(1 + |φ|2)2 . (A
.15)
Now the Hamiltonian reduces to the following form
H = v
2
(1 + |φ|2)2
(
|Dˆyφ|2 + 4m2|φ|2
)
=
v2
(1 + |φ|2)2
(
|Dˆyφ+ 2mφ|2 − 2m∂y|φ|2
)
≥ 2mv2 d
dy
1
1 + |φ|2 . (A
.16)
Thus the reduced Hamiltonian is minimized when the following first order equation is satisfied
Dˆyφ = −2mφ. (A.17)
Since the mass parameter m is real, Eq. (A.15) is also satisfied. Let us take the gauge where
ay = 0. (A.18)
Then we have the explicit domain wall solution
φ = C2e−2my, C2 = e2iα+2my0 . (A.19)
This is completely the same as the domain wall solution given in Eq. (2.28) in the ungauged
massive CP 1 sigma model.
The final step is to obtain a low energy effective theory on the domain wall. The effective
Lagrangian is given by
Leffg→∞ =
∫
dy
[
− 1
4e2
(Gµν)2 − 1
2e2
(Gµy)2 + v2 |Dˆµφ|
2
(1 + |φ|2)2
]
=
∫
dy

− 1
4e2
(Gµν)2 − 1
2e2
(Gµy)2 +
v2
(
m2(∂µy0)
2 + (Dˆµα)2
)
cosh2 2m(y − y0)

 , (A.20)
where we have promoted the moduli parameter y0, α to the fields y0(x
µ), α(xµ) on the wall,
and we have introduced the covariant derivative
Dˆµα = ∂µα+ aµ
2
, (A.21)
where α is the function of the (3+1)-dimensional coordinate xµ. Assuming aµ to be y-
independent (zero mode), we finally obtain
Leffg→∞ = −
1
4e24
(Gµν)2 + v
2
m
(
m2(∂µy0)
2 + (Dˆµα)2
)
. (A.22)
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Thus we find that the gauge field aµ(x) absorbs the scalar field α(x) to become massive
via the Higgs mechanism. Since that the U(1) gauge field aµ is massive in the effective
Lagrangian, we have to integrate it out according to the spirit of the low energy effective
theory.
Appendix B
Effective Lagrangian on the domain wall
In this appendix we derive our main result (3.41) of the effective Lagrangian for the
gauged Chiral model introduced in §3.
B.1. Compact form of gauged nonlinear model
Starting from the Lagrangian using the Einstein summation convention for a = {L,R}
Leff =
∫ ∞
−∞
dyTr
[
DˆµHaDˆ
µH†a − v2WµW µ
]
, (B.1)
with the constraint
HaH
†
a = v
21N , (B.2)
we first eliminate the gauge fields Wµ to obtain a simple expression for gauged nonlinear
sigma model. Gauge fields Wµ are given by equations of motion as
Wµ =
i
2v2
[
DˆµHaH
†
a −HaDˆµH†a
]
, (B.3)
and
DˆµH = ∂µH − iHAµ . (B.4)
The effective Lagrangian (B.1) should also contain kinetic term for gauge field Aµ, but we
will not explicitly write it here, for brevity. Eq. (B.1) can be further simplified by using the
following identities
HaDˆµH
†
b = ∂µ(HaH
†
b )− DˆµHaH†b , (B.5)
H†aDˆµHb = −DˆµH†aHb +DµHab , (B.6)
where
DµHab = ∂µHab + i [Aµ, Hab] , Hab ≡ H†aHb . (B.7)
After some algebra we find:
WµW
µ = 1
v2
(
DˆµHaDˆ
µH†a
)
− 1
2v4
(DµHabDµHba) .
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Plugging above expression back into the (B.1) we arrive at:
Leff = 1
2v2
∫ ∞
−∞
dyTr
[
DµHabDµHba
]
. (B.8)
B.2. Effective Lagrangian
Now we are ready to compute effective Lagrangian. Using a solution (with yˆ = my1N−xˆ):
H = (HL, HR) =
(
v√
2
eyˆ/2√
cosh(yˆ)
,
v√
2
e−yˆ/2U †√
cosh(yˆ)
)
. (B.9)
Our new fields Hab are given as:
HLL =
v2
2
eyˆ
cosh(yˆ)
, (B.10)
HLR =
v2
2
1
cosh(yˆ)
U † = H†RL , (B.11)
HRR =
v2
2
U
e−yˆ
cosh(yˆ)
U † . (B.12)
It can be checked, that (B.8) is given as:
Leff = v
2
4
∫ ∞
−∞
dyTr
{
Dµ e
yˆ
cosh(yˆ)
Dµ e
yˆ
cosh(yˆ)
+Dµ 1
cosh(yˆ)
Dµ 1
cosh(yˆ)
+U †DµU
[
e−yˆ
cosh(yˆ)
, U †Dµ
(
U
e−yˆ
cosh(yˆ)
)]
+ U †DµU
[
1
cosh(yˆ)
,Dµ 1
cosh(yˆ)
]
+DµU †DµU 1
cosh2(yˆ)
}
. (B.13)
In the following we would like to carry out the integration over the extra-dimensional coor-
dinate y. This can be done in two steps. First, we must factorize all quantities depending on
y (or on yˆ) to one term inside the trace, effectively reducing our problem to fit the following
form: ∫ ∞
−∞
dyTr
[
f(my1N − xˆ)M
]
, (B.14)
where M is some matrix, independent of y and f some function. In the second step we
diagonalize xˆ:
xˆ = P−1diag(λ1, . . . , λN)P ,
and use the fact that f(P−1yˆP ) = P−1f(yˆ)P . This transformation leads to
∫ ∞
−∞
dyTr
[
f
(
my1N − diag(λi)
)
PMP−1
]
=
∫ ∞
−∞
dy
λ∑
i=1
f(my − λi)(PMP−1)ii .
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For every term in the sum we can perform substitution y˜ = my − λi. The key observation
is that in each term the integration will be the same and independent on a particular value
of λi. Thus we arrive at an identity∫ ∞
−∞
dyTr
[
f(yˆ)M
]
=
1
m
Tr(M)
∫ ∞
−∞
dy˜ f(y˜) . (B.15)
It appears as if we just made a substitution yˆ = y˜1N . This is possible, of course, only thanks
to the diagonalization trick and properties of the trace. In the subsequent subsections,
however, we will refer to this procedure as if it is just a ‘substitution’, for brevity. Let us
decompose the effective Lagrangian (B.13) into three pieces
Leff = Txˆ + TU + Tmixed (B.16)
and see the outlined procedure for each term.
B.2.1. Kinetic term for U
First, let us concentrate only on terms containing double derivatives of U , which we
denote TU :
TU = v
2
4
∫ ∞
−∞
dyTr
{
DµU †DµU 1
cosh2(yˆ)
+DµU †U
[
eyˆ
cosh(yˆ)
, U †DµU
]
e−yˆ
cosh(yˆ)
}
,
where we have used the fact that inside commutator it is possible to freely interchange
e−yˆ
cosh(yˆ)
→ − e
yˆ
cosh(yˆ)
,
since the difference is just a constant matrix. In this way we made TU manifestly invariant
under exchange yˆ → −yˆ.
Since in the first factor of TU all yˆ-dependent quantities are on the right side, we can,
according to our previous discussion, make use of the identity (B.15) and carry out the
integration:
v2
4
∫ ∞
−∞
dyTr
[
DµU †DµU 1
cosh2(yˆ)
]
=
v2
2m
Tr
[
DµU †DµU
]
.
For the second term, however, we first use the identity:
[f(A), B] =
∞∑
k=1
1
k!
LkA(B)f (k)(A) , (B.17)
where LA(B) = [A,B] is a Lie derivative with respect to A. Thus[
eyˆ
cosh(yˆ)
, U †DµU
]
=
∞∑
k=1
(−1)k
k!
Lkxˆ(U †DµU)
(
eyˆ
cosh(yˆ)
)(k)
.
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Now all yˆ-dependent factors are standing on the right and we can formally exchange yˆ → y˜.
The summation can be carried out to get:
∞∑
k=1
(−1)k
k!
Lkxˆ(U †DµU)
(
ey˜
cosh(y˜)
)(k)
=
ey˜−Lxˆ
cosh(y˜ − Lxˆ)(U
†DµU)− e
y˜
cosh(y˜)
U †DµU . (B.18)
The formula for TU now reads:
TU = c
4m
∫ ∞
−∞
dy˜Tr
[
e−Lxˆ
cosh(y˜ −Lxˆ) cosh(y˜)(U
†DµU)DµU †U
]
. (B.19)
Since we started with TU invariant under the transformation yˆ → −yˆ, we should take only
even part of the above formula (under exchange Lxˆ → −Lxˆ) as the final result:
TU = c
4m
∫ ∞
−∞
dy˜Tr
[
cosh(Lxˆ)
cosh(y˜ −Lxˆ) cosh(y˜)(U
†DµU)DµU †U
]
. (B.20)
Now we can carry out the integration using primitive function∫
dy
cosh(y − α) cosh(y) =
1
sinh(α)
ln
1
1− tanh(α) tanh(y) .
Therefore we obtain the result to all orders in xˆ as:
TU = v
2
4m
Tr
[
DµU †U 1
tanh(Lxˆ) ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(U †DµU)
]
. (B.21)
Performing the Taylor-expansion of the function
1
tanh(x)
ln
(
1 + tanh(x)
1− tanh(x)
)
= 2 +
2x2
3
− 2x
4
45
+
4x6
945
− 2x
8
4725
+
4x10
93555
+O(x12) , (B.22)
we can easily read off coefficients of terms beyond the leading one. For example, the first
three terms reads:
TU = v
2
2m
Tr
(
DµU †DµU
)
− v
2
6m
Tr
([
xˆ, U †DµU
] [
xˆ,DµU †U])
− v
2
90m
Tr
([
xˆ,
[
xˆ, U †DµU
]] [
xˆ,
[
xˆ,DµU †U]])+ . . . (B.23)
B.2.2. Mixed term
Mixed term between xˆ and U is given by
Tmixed = v
2
4
∫ ∞
−∞
dyTr
{
U †DµU
([
1
cosh(yˆ)
,Dµ 1
cosh(yˆ)
]
−
[
eyˆ
cosh(yˆ)
,Dµ e
−yˆ
cosh(yˆ)
])}
.
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With use of the identity (B.17) and
Dµf(xˆ) =
∞∑
k=0
Lkxˆ(Dµxˆ)
f (k+1)(xˆ)
(k + 1)!
, (B.24)
one can prove the following:
[f(xˆ),Dµg(xˆ)] =
∞∑
n=2
1
n!
Ln−1xˆ (Dµxˆ)
[(
f(xˆ)g(xˆ)
)(n)
− f (n)(xˆ)g(xˆ)− f(xˆ)g(n)(xˆ)
]
.
We can use this result to factorize all yˆ-dependent quantities to the right and make the
substitution yˆ = y˜1N :
Tmixed = v
2
4m
∫ ∞
−∞
dy˜
∞∑
n=2
(−1)n
n!
Tr
[
U †DµULn−1xˆ (Dµxˆ)
]
×
[(
ey˜
cosh(y˜)
)(n)
e−y˜
cosh(y˜)
+
(
e−y˜
cosh(y˜)
)(n)
ey˜
cosh(y˜)
− 2
(
1
cosh(y˜)
)(n)
1
cosh(y˜)
]
.
Now we are free to perform summation and integration to obtain:
Tmixed = v
2
2m
Tr
[
U †DµU cosh(Lxˆ)− 1Lxˆ sinh(Lxˆ) ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(Dµxˆ)
]
. (B.25)
Performing the Taylor-expansion of the function
cosh(x)− 1
x sinh(x)
ln
(
1 + tanh(x)
1− tanh(x)
)
= x− x
3
12
+
x5
120
− 17x
7
20160
+
31x9
362880
+O(x11), (B.26)
we can easily read off coefficients of terms beyond the leading order in the series expansion:
Tmixed = v
2
2m
Tr
[
U †DµU [xˆ,Dµxˆ]
]
− v
2
24m
Tr
[
U †DµU [xˆ, [xˆ, [xˆ,Dµxˆ]]]
]
+ . . . (B.27)
B.2.3. Kinetic term for xˆ
Kinetic term for xˆ is given by
Txˆ = v
2
4
∫ ∞
−∞
dyTr
{
Dµ 1
cosh(yˆ)
Dµ 1
cosh(yˆ)
−Dµ e
yˆ
cosh(yˆ)
Dµ e
−yˆ
cosh(yˆ)
}
. (B.28)
We are going to need the identity
Tr
[
Dµf(xˆ)Dµg(xˆ)
]
=
∞∑
n=2
(−1)n
n!
Tr
{
Ln−2xˆ (Dµxˆ)Dµxˆ
×
[(
f(xˆ)g(xˆ)
)(n)
− f (n)(xˆ)g(xˆ)− f(xˆ)g(n)(xˆ)
]}
. (B.29)
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With the aid of this we arrive at
Txˆ = v
2
4m
∫ ∞
−∞
dy˜
∞∑
n=2
1
n!
Tr
[
Ln−2xˆ (Dµxˆ)Dµxˆ
]
×
[(
ey˜
cosh(y˜)
)(n)
e−y˜
cosh(y˜)
+
(
e−y˜
cosh(y˜)
)(n)
ey˜
cosh(y˜)
− 2
(
1
cosh(y˜)
)(n)
1
cosh(y˜)
]
,
where we again employed diagonalization trick and identity (B.15). Let us carry out the
summation and the integration to obtain:
Txˆ = v
2
2m
Tr
[
Dµxˆ cosh(Lxˆ)− 1L2xˆ sinh(Lxˆ)
ln
(
1 + tanh(Lxˆ)
1− tanh(Lxˆ)
)
(Dµxˆ)
]
, (B.30)
leading to the power series:
Txˆ = v
2
2m
Tr
[
DµxˆDµxˆ
]
+
v2
24m
Tr
[
[xˆ,Dµxˆ] [xˆ,Dµxˆ]
]
+ . . . (B.31)
Putting all pieces together as Leff = Txˆ + TU + Tmixed, we obtain our final result (3.41).
Appendix C
Determinant of G
In order to calculate determinant of matrix G (4.24) we will use the following recurrence
formula, which relates determinant of a symmetric matrix M of rank N + 1 to determinant
of its N ×N submatrix M :
M≡
(
α uT
u M
)
, (C.1)
detM = (α− uTM−1u) detM . (C.2)
After double application of formula (C.2) we get
detG =
[
1
gˆ21
− (0, λ1
m1
ΦB1 , λ2
m1
ΦB2
) G1


−1

0
λ1
m1
ΦA1
λ2
m1
ΦA2


]
×
[
1
gˆ22
− (− λ1
m2
ΦB1 ,− λ2
m2
ΦB2
) G2


−1(
− λ1
m2
ΦA1
− λ2
m2
ΦA2
)]
×
( 1
e21
)N1 × ( 1
e22
)N2
, (C.3)
41
where
G1 =


1
gˆ2
2
− λ1
m2
ΦA1 − λ2
m2
ΦA2
− λ1
m2
ΦB1 1
e2
1
δA1B1 0
− λ2
m2
ΦB2 0 1
e2
2
δA2B2

 , (C.4)
G2 =
(
1
e2
1
δA1B1 0
0 1
e2
2
δA2B2
)
. (C.5)
Inverse of G1 is given as
G−11 =
1
1− gˆ22m21Φ˜2
×


gˆ22 e1m1gˆ
2
2Φ˜
A1 e2m1gˆ
2
2Φ˜
A2
e1m1gˆ
2
2Φ˜
B1 e21δ
A1B1 −m21e21gˆ22Φ˜A1B1 m21e1e2gˆ22Φ˜B1Φ˜A2
e2m1gˆ
2
2Φ˜
B2 m21e1e2gˆ
2
2Φ˜
B2Φ˜A1 e22δ
A2B2 −m21e22gˆ22Φ˜A2B2

 , (C.6)
where we have used (4.26-4.29).
Straightforward calculation leads us to
detG =
[ 1
gˆ21
− m
2
2Φ˜
2
1− gˆ22m21Φ˜2
][ 1
gˆ22
−m21Φ˜2
]( 1
e21
)N1( 1
e22
)N2
. (C.7)
After multiplying both brackets we obtain the result (4.33):
detG =
[ 1
gˆ21 gˆ
2
2
−
(
m21
gˆ21
+
m22
gˆ22
)
Φ˜2
]( 1
e21
)N1( 1
e22
)N2
. (C.8)
Next we would like to find condition, which ensures positive definiteness of G. In other
words, we require that all eigenvalues of G are non-negative. We can easily turn (4.33) into
characteristic equation by replacing gˆ−21 , gˆ
−2
2 , e
−2
1 , e
−2
2 with gˆ
−2
1 −λ, gˆ−22 −λ, e−21 −λ, e−22 −λ.
However, since Φ˜2 consists of terms proportional to either e21 or e
2
2 instead of e
−2
1 or e
−2
2 ,
we should first multiply the term in the square bracket by a factor e−21 e
−2
2 . Then, after the
replacement and denoting Φ2i = Φ
AiΦAi , i = 1, 2, we obtain a characteristic equation of the
forth order:[( 1
gˆ21
− λ
)( 1
gˆ22
− λ
)( 1
e21
− λ
)( 1
e22
− λ
)
−
(m21
gˆ21
+
m22
gˆ22
− λ(m21 +m22)
)( Φ˜2
e21e
2
2
− λλ
2
1Φ
2
1 + λ
2
2Φ
2
2
m21m
2
2
)]
, (C.9)
times the factor ( 1
e21
− λ
)N1−1( 1
e22
− λ
)N2−1
, (C.10)
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which clearly leads to positive eigenvalues. Expanding the brackets we obtain explicit coef-
ficients of the characteristic polynomial:
λ4 −
( 1
gˆ21
+
1
gˆ22
+
1
e21
+
1
e22
)
λ3
+
( 1
gˆ21gˆ
2
2
+
1
gˆ21e
2
1
+
1
gˆ21e
2
2
+
1
gˆ22e
2
1
+
1
gˆ22e
2
2
+
1
e21e
2
2
− m
2
1 +m
2
2
m21m
2
2
(λ21Φ
2
1 + λ
2
2Φ
2
2)
)
λ2
−
( gˆ21 + gˆ22 + e21 + e22
gˆ21 gˆ
2
2e
2
1e
2
2
− g˜2λ
2
1Φ
2
1 + λ
2
2Φ
2
2
m21m
2
2gˆ
2
1gˆ
2
2
− m
2
1 +m
2
2
e21e
2
2
Φ˜2
)
λ+
1− g˜2Φ˜2
gˆ21 gˆ
2
2e
2
1e
2
2
. (C.11)
In order to see the non-negativeness of eigenvalues it is not necessary to solve the char-
acteristic equation. Generally speaking, characteristic equation of a real symmetric matrix
can be always put into the form
(λ− λ1)(λ− λ2) . . . (λ− λN) = 0 , (C.12)
where all roots λ1, . . . λN are real numbers. Multiplying all parentheses we see that the
coefficients ck of characteristic polynomial are given by the sum of all possible k-tuples of
λ’s with alternating sign:
(λ− λ1)(λ− λ2) . . . (λ− λN)
= λN − (
∑
i
λi)λ
N−1 +
(∑
i>j
λiλj
)
λN−2 − . . .+ (−1)Nλ1 . . . λN
=
N∑
i=0
(−1)iciλN−i . (C.13)
The positivity of all coefficients ck turns out to be equivalent to the positivity of all eigen-
values λk. To ensure positivity of the eigenvalues, we now demand that all terms in (C.11)
inside brackets are positive. This gives us three conditions:
gˆ21 gˆ
2
2 + gˆ
2
1e
2
1 + gˆ
2
1e
2
2 + gˆ
2
2e
2
1 + gˆ
2
2e
2
2 + e
2
1e
2
2
−gˆ21 gˆ22(m21 +m22)(e21Φ˜22 + e22Φ˜21) ≥ 0 , (C.14)
gˆ21 + gˆ
2
2 + e
2
1 + e
2
2 − g˜2(e21Φ˜22 + e22Φ˜21)− gˆ21gˆ22(m21 +m22)Φ˜2 ≥ 0 , (C.15)
1− g˜2Φ˜2 ≥ 0 . (C.16)
These can be put into the convenient form:
1− g˜221Φ˜21 − g˜222Φ˜22 ≥ 0 , (C.17)
1− g˜211Φ˜21 − g˜212Φ˜22 ≥ 0 , (C.18)
1− g˜2Φ˜21 − g˜2Φ˜22 ≥ 0 , (C.19)
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where
g˜221 =
gˆ21 gˆ
2
2(m
2
1 +m
2
2)e
2
2
gˆ21 gˆ
2
2 + gˆ
2
1e
2
1 + gˆ
2
1e
2
2 + gˆ
2
2e
2
1 + gˆ
2
2e
2
2 + e
2
1e
2
2
, (C.20)
g˜222 =
gˆ21 gˆ
2
2(m
2
1 +m
2
2)e
2
1
gˆ21 gˆ
2
2 + gˆ
2
1e
2
1 + gˆ
2
1e
2
2 + gˆ
2
2e
2
1 + gˆ
2
2e
2
2 + e
2
1e
2
2
, (C.21)
g˜211 =
g˜2e22 + gˆ
2
1 gˆ
2
2(m
2
1 +m
2
2)
gˆ21 + gˆ
2
2 + e
2
1 + e
2
2
, (C.22)
g˜212 =
g˜2e21 + gˆ
2
1 gˆ
2
2(m
2
1 +m
2
2)
gˆ21 + gˆ
2
2 + e
2
1 + e
2
2
. (C.23)
We are going to argue, that the last condition 1−g˜2Φ˜2 ≥ 0 is the strongest one and, therefore,
only one important. This can be true if and only if parameter g˜2 is always greater then g˜211,
g˜212, g˜
2
21 and g˜
2
22 for all possible values of involved parameters. This is indeed so. Let us
demonstrate this fact by showing, for example
g˜2 ≥ g˜211 . (C.24)
Multiplying both sides by gˆ21 + gˆ
2
2 + e
2
1 + e
2
2 and expanding our notation, we get
(m21gˆ
2
2 +m
2
2gˆ
2
1)(gˆ
2
1 + gˆ
2
2 + e
2
1 + e
2
2) ≥ e22(m21gˆ22 +m22gˆ21) + gˆ21gˆ22(m21 +m22), (C.25)
leading to
m21gˆ
2
2(gˆ
2
2 + e
2
1) +m
2
2gˆ
2
1(gˆ
2
1 + e
2
1) ≥ 0 . (C.26)
Last line is obviously always true. In the same way, one can show that g˜2 ≥ g˜212, g˜2 ≥ g˜221
and g˜2 ≥ g˜222. This proves our claim, that condition (4.34) is both necessary and sufficient
to ensure positivity of the matrix G.
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