Abstract. We answer a question of T. Shioda and show that, for any positive integer m prime to 6, the Picard group of the Fermat surface Φm is generated by the classes of lines contained in Φm.
; otherwise, Φ m is known to contain exactly 3m 2 lines. Since Φ m is simply connected, one can identify its Picard group Pic Φ m and its Néron-Severi lattice NS(Φ m ). Citing [1] , the Néron-Severi group ". . . is a rather delicate invariant of arithmetic nature. Perhaps for this reason it usually requires some nontrivial work before one can determine the Picard number of a given variety, let alone the full structure of its Néron-Severi group." The understanding of Pic Φ m is an important intermediate step in the calculation of the Brauer groups, and hence in determining the rational points of the surfaces over number fields. The Picard groups of Fermat surfaces are related to those of the more general Delsarte surfaces (see [7] ; they fit into the framework outlined in §2.2). Furthermore, continuing the citation, "Combined with the method based on the inductive structure of Fermat varieties, this might lead to the verification of the Hodge conjecture for all Fermat varieties."
Let S m ⊂ Pic Φ m be the subgroup generated by the classes of the lines contained in Φ m . Then, according to [6] , one has This statement is proved by comparing the dimensions of the two spaces, which are computed independently. In other words, the classes of lines generate Pic Φ m rationally, and a natural question, raised in [1] , is whether they also generate the Picard group over the integers. A partial answer to this question was given in [4] , almost 30 years later: the equality Pic Φ m = S m holds for all integers m prime to 6 in the range 5 m 100. This fact is proved by supersingular reduction and a computer aided computation of the discriminants of the lattices involved. (The case m = 3 is classical: any nonsingular cubic contains 27 lines, which generate its Picard group. The case m = 4, i.e., that of K3-surfaces, was settled in [3] , see also [2] for a slight generalization. The proof suggested below works for both cases.) The principal result of the present paper is the following theorem, answering the above question in the affirmative in the general case. Then Pic Φ m = S m , i.e., Pic Φ m is generated by the classes of lines.
Since the 3m
2 lines in Φ m admit a very explicit description (cf. §2.2) and one can easily see how they intersect (see, e.g., Equation (6) in [4] ), Theorem 1.2 gives us a complete description of Pic Φ m = NS(Φ m ), including the intersection form and the action of the automorphism group of Φ m .
In view of (1.1), Theorem 1.2 is an immediate consequence of the following statement, which is actually proved in the paper, see §4.2. (Throughout the paper, we use Tors A for the Z-torsion of an abelian group/module A.) Theorem 1.3. For any integer m 1, one has Tors(Pic Φ m /S m ) = 0.
In the meanwhile, an interesting generalization, approaching the problem from a different angle, was suggested in [5] . Briefly, Φ m can be represented as an m 3 -fold ramified covering of the plane, and one can try to study other multiple planes with the same ramification locus (see §2.2 and Problem 2.4 for details). Considered in [5] are cyclic coverings of degree at most 50, and, similar to [4] , the proof is also based on comparing the discriminants of the two lattices. We make a few steps towards this generalized problem and work out another special case, see Theorem 4.15.
As an application, we consider another class of surfaces whose Picard group is rationally generated by lines, see [2] . Let p and q be two square free bivariate homogeneous polynomials of degree m, and denote
This nonsingular surface contains an obvious set of m 2 lines, viz. those connecting the points [z 0 : z 1 : 0 : 0] and [0 : 0 : z 2 : z 3 ], where p(z 0 , z 1 ) = q(z 2 , z 3 ) = 0, and we denote by S p,q ⊂ Pic Σ p,q the subgroup generated by the classes of these lines. Theorem 1.4 (see §4.4). For any pair p, q as above, Tors(Pic Σ p,q /S p,q ) = 0. Corollary 1.5 (see §4.4). If m is prime and p, q as above are sufficiently generic, then Pic Σ p,q is generated by the classes of the m 2 lines contained in Σ p,q .
1.
2. An outline of the proof. In §2, we reduce the question to the computation of the torsion of the 1-homology of a certain space, see Theorem 2.1. We also recall the classical description of the lines in Φ m by means of a ramified covering of the plane and, following [5] , describe a generalization of the problem to a wider class of surfaces. In §3, we compute the so-called Alexander module (or rather Alexander complex) A[m] of the above covering and its reduce versionĀ [m] . The heart of the proof is a tedious computation of the length ℓ(Ā[m]), see Lemma 4.4 in §4; then, Theorem 1.3 follows from comparing the result to the expected value given by [1, 6] , see §4.2. In §4.3, we work out a toy example, illustrating the suggested line of attack to the generalized problem.
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Preliminaries
2.1. Imprimitivity via homology. Unless specified otherwise, all homology and cohomology groups are with coefficients in Z. Consider a smooth algebraic surface X. By the Poincaré duality isomorphism H 2 (X) = H 2 (X), we can regard the Néron-Severi lattice NS(X) as a subgroup of the intersection index lattice H 2 (X)/ Tors, representing a divisor D ⊂ X by its fundamental class [D] . If H 1 (X) = 0, then Tors H 2 (X) = 0 and Pic X = NS(X).
Given a divisor D ⊂ X, denote by ι : D ֒→ X the inclusion and consider the subgroup S D ⊂ NS(X) generated by the irreducible components of D. In other words,
Theorem 2.1. Let ι : D ֒→ X be as above, and assume that H 1 (X) = 0. Then there are canonical isomorphisms
Proof. By Poincaré-Lefschetz duality, we have
, and the exact sequence of pair (X, D) yields
Hence, H 1 (X D) = Coker ι * . Since both H 2 (X) and H 2 (D) are free abelian groups, the second statement is obvious, and the first one is essentially one of the definitions of Ext(T D , Z) = Hom(T D , Q/Z). We use the fact that NS(X) is a primitive subgroup of H 2 (X) and, hence, T D = Tors(H 2 (X)/S D ).
The covering
We make an extensive use of the ramified covering pr m : Φ m → Φ := Φ 1 given by
Clearly, Φ is the plane {z 0 + z 1 + z 2 + z 3 = 0}, and pr m is ramified over the union of four lines R i := Φ ∩ {z i = 0}, i = 0, 1, 2, 3. The Galois group of pr m is (Z m )
3 . Assuming that m 3, the 3m 2 lines in Φ m are the irreducible components of the preimage of the three lines 
Since R is a generic configuration of four lines in the plane Φ, the fundamental group G := π 1 (Φ R) equals Z 3 , see [9] . Since G is abelian, from the Hurewicz theorem we have G = H 1 (Φ R) = Hom(K R , Z), see Theorem 2.1. This group has four canonical generators g j , j = 0, 1, 2, 3, viz. the restrictions to K R of the four generators of the group
, and G is freely generated by g 1 , g 2 , g 3 . According to [5] , the answer to this question is in the affirmative if the image G of α is a cyclic group of order |G| 50. Another example is worked out in §4.3, see Theorem 4.15: the answer is also in the affirmative if α(g i ) = 0 for at least one of the standard generators g i , i = 0, 1, 2, 3.
3. The Alexander module 3.1. The fundamental group. We will use the affine coordinates x := −z 1 /z 0 , y := −z 3 /z 0 in the plane Φ. In these coordinates, R 0 becomes the line at infinity, and the other components of V are the lines of the form {r x x + r y y = r} with r x , r y , r ∈ {0, 1}, see Figure 1 . The fundamental group π 1 := π 1 (Φ V ) is easily computed by the Zariski-van Kampen method [9, 8] , using the 'vertical' pencil x = const. We have four 'vertical' generators v 1 , . . . , v 4 in the reference fiber x = 1/2 and two 'horizontal' generators h 1 , h 2 in the section y = −2; they are shown in Figure 1 . There are but three 'special' fibers, and the corresponding relations are easily read off the figure:
(from the fiber x = 1),
(from the fiber x = 0), and
3.2. The homology of the coverings. Fix an epimorphism α : G ։ G. In this section, we do not assume G finite; in fact, we start with a study of the 'universal' G-covering, corresponding to the identity map 0 :
Consider the compositioñ 
3 ] of Laurent polynomials, where the variables t 1 , t 2 , t 3 correspond to the generators
where a 1 , a 2 , a 3 are the 1-cells corresponding to the 'untwisted' generators h 1 , v 2 , v 3 , respectively, and c 1 , c 2 , c 3 are the 1-cells corresponding to the 'latent' generators h 2 , v 4 , and v 1 , respectively. We assume that all 'initial' 1-cells 1 ⊗ e 1 start at the same vertex 1 ⊗ e 0 . Under this assumption, ∂ 1 is
The module C 2 has nine generators, of which six have non-trivial images under ∂ 2 : 2 t r3 3 = 1 whenever α(r 1 g 1 + r 2 g 2 + r 3 g 3 ) = 0. Recall that the rank rk A of a finitely generated abelian group A is the maximal number of linearly independent elements of A, whereas its length ℓ(A) is the minimal number of elements generating A. One has rk A = ℓ(A) if and only if A is free.
Lemma 3.14. For any epimorphism α : G ։ G, there is a natural isomorphism
is a free abelian group, which implies the statement about the torsion. Furthermore, 
In other words, It remains to patch the exceptional divisors. Let E be the exceptional divisor over a singular point S (of the normalized, but yet unresolved ramified covering) over R i ∩ R j , 0 i < j 3. Let U be a regular neighborhood of E, so that its boundary ∂U can be identified with the link of S. Arguing as above, one can easily see that H 1 (∂U R[m]) = G ij ∩ Ker α and, hence,
is a finite group. We conclude that ∂U is a rational homology sphere and, hence,
If H 1 (Φ[α]) = 0, Theorem 2.1 and Lemma 3.14 imply that 
where ǫ is the augmentation (this sequence computes H 0 (Φ • [α]) = Z; essentially, it was used in the proof of Lemma 3.14), and
where is generated by six elements a i , c j , i, j = 1, 2, 3, subject to the relations (3.7)-(3.12) and (3.15). Observe that relations (3.7), (3.9), and (3.11) can be recast in the form (4.1)
We introduce a few ad hoc notations. Given i = 1, 2, 3, let
. These rings can be regarded as Λ-modules, but we usually do not specify the action of the other two variables: it varies from case to case. In fact, we repeatedly use the following simple observation, which is an immediate consequence of (4.1).
Lemma 4.2. Let i, j, k ∈ {1, 2, 3}, k = i, and p ∈ Λ, and let A be a subquotient of A[m] generated by a single element x := pc i . Assume that either t j = 1 or t i = t ±1 k on A. Then A is a quotient of Λ s x for an appropriate index s ∈ {1, 2, 3}. ⊳
The precise description of the 'appropriate' index s (not necessarily unique) is left to the reader. If the generator x in Lemma 4.2 is also annihilated by ϕ m (t s ), then A is a quotient ofΛ s x. Clearly, ℓ(Λ i ) = m and ℓ(Λ i ) = m − 1.
For a generator x ∈ {a 1 , a 2 , a 3 , c 1 , c 2 , c 3 }, let
Observe that always
We will use a filtration 0 
For the last summand Zc 3 , we use the fact that
Thus, ℓ(Ā[m]/A 6 ) 2m + 1, and Statements (5) and (7) are proved. The module A 3 /A 1 is generated byã 1 ,ã 2 ,c 1 ,c 2 ,c 3 , and relations (3.8), (3.10), (3.12) implyã
We can retain three generatorsc 1 ,c 2 ,c 3 only, rewriting the last relation in the form If m = 2k is even, (4.10) still holds, but we need a stronger statement. Note that ϕ m (t) is divisible by ϕ k (t 2 ). Furthermore, one has a polynomial identity 
which is easily established by multiplying both sides by t 2 − 1. Using relation (4.1) and the definition u = (t 1 − t 2 )c ′ 1 , by induction one has t r 1c
Summing up over r = 0, . . . , m − 1 and using (4.8) and (4.11) at t = t 2 , we conclude that ϕ k (t Proof. We can assume that the covering is unramified over R 3 , i.e., the epimorphism α : G → G sends g 3 to 0. Then, obviously, Ker α = Zg 3 ⊕ (G 12 ∩ Ker α) and, by Proposition 3.17, we have H 1 (Φ[α]) = 0, i.e., Theorem 2.1 is applicable.
By (3.13), we have t 3 = 1 on A[α], and relations (3.8), (3.10), (3.12) become (t 2 − 1)a 3 = (t 1 − 1)a 3 = 0, (t 1 − 1)(c 3 + a 2 ) = (t 2 − 1)a 1 .
Introducing the generator a 
