Abstract. We study the persistence probability for some discrete-time, time-reversible processes. In particular, we deduce the persistence exponent in a number of examples: first, we deal with random walks in random sceneries (RWRS) in any dimension with Gaussian scenery. Second, we deal with sums of stationary Gaussian sequences with correlations exhibiting long-range dependence. Apart from the persistence probability we deal with the position of the maximum and the time spent on the positive half-axis by the process.
Introduction and main results
1.1. Introduction. Persistence concerns the probability that a stochastic process has a long negative excursion. In this paper, we are concerned with discrete-time processes. If Z = (Z k ) k=0,1,2,... is a stochastic process, we study the rate of the probability P max k=1,...,T Z k ≤ 0 , as T → +∞.
In many cases of interest, the above probability decreases polynomially, i.e., as T −θ+o (1) , and it is the first goal to find the persistence exponent θ. For a recent overview on this subject, we refer to the survey [3] and for the relevance in theoretical physics we recommend [13, 6] .
The purpose of this paper is to analyse the persistence probability for time-reversible processes, i.e. processes such that, for any T ≥ 0,
where L = means equality in law. Note that this property implies in particular that Z 0 = 0 and that the (Z k ) are symmetric. Another consequence of this property is that the increments of Z are stationary (see Lemma 2.1 in [8] ).
The main message of this paper is that the time-reversibility property together with the "natural scaling" of the process already yield the persistence exponent. Of course, we will have to impose some other technical conditions to make our theorems work. One of them is Gaussianity, which helps a lot on a technical level (due to the use of Slepian's inequality, [23] ), but we do not think that this is the essential assumption. In particular, our first example will be a non-Gaussian process: random walk in random sceneries.
The main tool in the proofs is a relation of the persistence probability to the "exponential functional"
which is in some sense a smoothed out version of the persistence probability: for paths satisfying max k=1,...,T Z k ≤ 0 the quantity (
l=0 e Z l ) −1 will typically be reasonably large, while for max k=1,...,T Z k > 0 one can expect it to be relatively small. A formal relation between some exponential functional and the persistence probability was already discovered in the continuous-time setup, see e.g. [18] . This paper is the first rigorous treatment of the discrete-time counterpart. The quantity Φ above is also of own importance in theoretical physics, see e.g. [20] .
The paper is structured as follows. In Section 1.2 we give the main results for random walks in random sceneries, while Section 1.3 contains the results for sums of stationary sequences with long range dependence, and in Section 1.4 we give a few generalizations. The result for exponential functionals is stated and proved in Section 2 and may be of independent interest. Sections 3, 4, and 5 contain the proofs for RWRS, sums of stationary sequences, and the generalizations, respectively.
1.2.
Random walks in random scenery. Random walks in random sceneries were introduced independently by H. Kesten and F. Spitzer [11] and by A. N. Borodin [5] . Let S = (S n ) n≥0 be a random walk in Z d starting at 0, i.e., S 0 = 0 and X n := S n − S n−1 , n ≥ 1, is a sequence of i.i.d. Z d -valued random variables. Let ξ = (ξ x ) x∈Z d be a field of i.i.d. real random variables independent of S. The field ξ is called the random scenery. The random walk in random scenery (RWRS) Z := (Z n ) n≥0 is defined by setting Z 0 := 0 and, for n ∈ N * ,
We will denote by P the joint law of S and ξ. Limit theorems for RWRS have a long history, we refer to [10] for a complete review.
In the following, we consider the case when the random scenery (ξ x ) x∈Z d is assumed to be Gaussian with zero mean and variance equal to one. We are interested in the persistence properties of the sum Z n , n ≥ 1.
We distinguish two cases: When d = 1 and the walk is recurrent and in the domain of attraction of an α-stable law, the scaling limit of RWRS is a continuous-time non-Gaussian process, called Kesten-Spitzer process, [11] . Contrary, when d ≥ 2 or the random walk is transient, the scaling limit of RWRS is the Brownian motion [4, 24, 11] .
Case d = 1: Let us first consider the one-dimensional case. Concerning the random walk (S n ) n≥1 , the distribution of X 1 is assumed to be centered and to belong to the normal domain of attraction of a strictly stable distribution S α of index α ∈ (1, 2], with characteristic function φ given by
where 0 < A 1 < ∞ and |A
Under the previous assumptions, the following weak convergence holds in the space of càdlàg real-valued functions defined on [0, ∞), endowed with the Skorokhod topology:
where Y is a Lévy process such that Y (0) = 0, Y (1) has distribution S α . We will denote by (L t (x)) x∈R,t≥0 a continuous version with compact support of the local time of the process (Y (t)) t≥0 , [15] . In [11] , Kesten and Spitzer proved the convergence in distribution of
where (W (x)) x≥0 and (W (−x)) x≥0 are independent standard Brownian motions independent of Y . The process ∆ is called Kesten-Spitzer process in the literature. Our main result in this setup is the following. Theorem 1. Consider RWRS (Z k ) for Gaussian scenery with d = 1, the random walk being in the normal domain of attraction of an α-stable law (as detailed above). Then there exists a constant c > 0 such that for large enough T
The corresponding results for the continuous-time Kesten-Spitzer process ∆ were obtained in [7] , also cf. [14, 16, 8] . We stress that the proofs of the present results do not follow from [7] , however.
Case d = 2 and transient random walks: When d = 2 we assume that the random walk increment X 1 has a centered law with a finite and non-singular covariance matrix Σ. We further suppose that the random walk is aperiodic in the sense of Spitzer [24] , which amounts to requiring that ϕ(u) = 1 if and only if u ∈ 2πZ 2 , where ϕ is the characteristic function of S 1 . In this situation, Bolthausen [4] proved that a functional central limit theorem is satisfied for ((n log n)
where (B(t)) t≥0 is a one dimensional Brownian motion and σ 2 = (π √ det Σ) −1 . The case of transient random walks has been dealt with in Spitzer [24] and Kesten and Spitzer [11] : Here,
where σ 2 = 2G(0, 0)−1 and G is the Green function of the random walk. Note that this includes random walks evolving in Z d , d ≥ 3, as well as any transient random walk in
Theorem 2. Consider RWRS (Z k ) for Gaussian scenery either with d = 2 and the above assumptions on the random walk or with a transient random walk. Then there exists a constant c > 0 such that for large enough T
The proof of Theorem 1 is given in Section 3. The proof of Theorem 2 is omitted since it is very similar to the one of Theorem 1.
1.3. Sums of stationary sequences. Let (X i ) i≥0 be a stationary Gaussian sequence with mean 0 and variance 1, and with correlations r(j) :
where H ∈ [ 1 2 , 1), K > 0, and ℓ is a slowly varying function at infinity. We are interested in the persistence exponent of the sum of the stationary sequence Z n := n i=1 X i for n ≥ 1 and Z 0 := 0. Recall that the scaling limit of (Z n ) is the fractional Brownian motion with Hurst parameter H, [25] :
A stationary sequence satisfying relation (5) is said to have long-range dependence. We refer to [22] for a recent overview of the field.
In this setup we can show the following theorem.
Theorem 3. Under the above assumptions on the sequence (X i ), in particular (5) with H ≥ 1/2, there is some constant c > 0 such that for large enough T
A simple example is fractional Gaussian noise: If B H denotes a fractional Brownian motion, define
then Theorem 3 holds and gives
The better lower bound follows from [1] , while the upper bound is new.
We stress that we can prove Theorem 3 for H ≥ 1/2 only. We conjecture that it also holds for H < 1/2.
We remark that the value 0 of the boundary in the persistence probability is of no importance in the present results. In fact, in the situation of Theorems 1, 2, and 3, we have
for any a ∈ R, b ≥ 0; so that for any a ∈ R the terms P [max k=1,...,T Z k ≤ a] and P [max k=1,...,T Z k ≤ 0] differ at most by a multiplicative constant.
The proof of the last remark and of Theorem 3 can be found in Section 4.
1.4. Quantities related to the persistence probability. Let us finally consider two terms that are closely related to the persistence probability. Define the position of the maximum of the first T steps of the process Z:
and the time spent by Z in the positive half-axis up to time T :
Recall that the persistence probability concerns a scenario where Z has a long negative excursion. One would expect that this scenario happens typically whenever τ T and N T are small. This can be concretized by the following fact.
Theorem 4. Let Z be one of the processes from Theorems 1, 2, or 3. Assume n = n(T ) is an N + -valued function with n = T o(1) . Then
Relation to exponential functionals
The main idea is to relate the persistence probability to the exponential functional (1), cf. [18, 1, 7, 2, 8] . In [18] it is shown that the continuous-time analog of this quantity behaves as cT H−1 for any continuous-time H-self-similar process with stationary increments and a certain other time-reversibility property. Further, certain moment conditions are assumed in [18] (also see [17] ). Note that we do not require these moment conditions in this paper for the below Lemma 5 to hold. Further, H-self-similarity, which of course does not make sense in discrete time, is replaced by (8) , which extracts the "natural scaling" of the process Z.
The result is as follows.
Lemma 5. Let Z = (Z n ) n∈N be a stochastic process with
for some H ∈ (0, 1), κ ∈ (0, ∞), and with ℓ being a slowly varying function at infinity. Further assume that Z is time-reversible in the sense that for any T ∈ N, the vectors
..,T have the same law. Then,
Note the difference in the summation l = 0, . . . vs. l = 1, . . ., which complicates the use of this lemma. In particular, if one can show the second assertion with summation in l = 0, 1, . . ., one would be able to reduce the error term in the lower bound from e −c √ log T to (log T ) −c in (3), (4), and (6); cf. (19) .
Proof. Let us define for every T ∈ [1, +∞),
We clearly have
By Fubini's theorem we have for any u ∈ (1, +∞),
Using time reversibility,
Let 0 < a < b < +∞. Then, for x large enough,
[ax]
Estimation of the limsup: Estimating the last quantity from below, we get the inequality:
Therefore,
.
as x → +∞, we obtain lim sup
Now taking b = 1 and a ↑ 1, we get lim sup
Estimation of the liminf: First, from (9), we have the inequality
as x → +∞, we obtain lim inf
Now taking a = 1 and b ↓ 1, we get lim inf and ℓ ≡ 1 when Z is a RWRS. First, by conditioning on the random walk it is seen easily that Z is time-reversible in the sense that for any T ∈ N the vectors (Z T −k − Z T ) k=0,...,T and (Z k ) k=0,...,T have the same law.
In order to verify (8) let us define the self-intersection local time of the random walk S by
Note that the sequence of random variables T −H max k=1,...,T Z k is uniformly bounded in L 2 : Indeed, given S, the random variable Z n is a sum of associated random variables with zero mean and finite variance, so from Theorem 2 in [19] ,
By integrating with respect to the random walk, we get
cf. (2.13) in [11] . Since the sequence of processes (Z [tT ] /T H ) t≥0 weakly converges to the process (∆ t ) t≥0 (see [11] ), we get
which is known to be finite using Proposition 2.1 in [7] .
3.2.
Proof of the upper bound. As in [18] and [1] , the main idea in the proof of the upper bound in (3), is to bound the exponential functionals treating in Lemma 5 (cf. (1)) from below by restricting the expectation to a well-chosen set of paths.
Let us denote by N n (x), x ∈ Z, the local time of the random walk S up to time n and let us rewrite
Conditionally on S, the process (Z k ) k≥0 is a centered Gaussian process such that for every 0 ≤ l < k,
is increasing for all x ∈ Z. It follows then from Slepian's lemma [23] , that for every 0 ≤ u < v < w and all real numbers a, b,
Let a T := [log T ] 2 and set β T := V a T where V a T = x∈Z N a T (x) 2 . Let us define the random function
By Slepian's lemma (see (10)), we have
Note that
by Slepian's lemma (see (11)). Let Φ be the function defined for every u ∈ R by
so that we have
. Moreover, it is easy to check that for every T > 1 T k=0 e φ(k) ≤ e(a T + 1 + T e −β T ).
In the following, C is a constant whose value may change but does not depend on T . Then, summing up (12) and the succeeding estimates, we can write that for T large enough
(14) Next we use the maximal inequality in Proposition 2.2 in [12] to write
where Z is a Gaussian variable N (0, 1) independent of S, from which we deduce that there exists a constant c > 0 such that
Injecting (15) into (14) we get that for T large enough,
Since for every n ≥ 1, n ≤ V n ≤ n 2 , we get by taking expectations of the last inequality and using Lemma 5:
The left hand side is greater than the quantity we want to bound from above, since by stationarity of increments,
3.3. Proof of the lower bound. Fix β > 1 − H and define Z * T := max k=1,...,T Z k . Observe that
=:
First, we clearly have
Secondly, let us define the event A := {Z 1 ≥ − √ 4β log T }. Then,
Using the Cauchy-Schwarz inequality and the symmetry of Z 1 , the second term on the right hand side can be bounded as follows
Since Z 1 is N (0, 1),
Since T −β is of lower order, we have shown that for T large,
Let a T := [log T ] 2 . Note that by Slepian's lemma (cf. (10), (11)),
Further, let Z be a Gaussian random variable N (0, 1) independent of S,
since V a T ≥ a T = [log T ] 2 and where Φ is defined in (13).
Thus, rewriting (21) and using the last inequality, inequality (15) , and stationary increments as in (16), we get
having used that V a T ≤ a 2 T ≤ (log T ) 4 . By combining (20) and (23), we get the lower bound.
Proof of Theorem 3
4.1. Verification of Lemma 5. It is well-known (see for instance [21] ) that positively correlated Gaussian random variables are associated, so from Theorem 2 in [19] ,
Thus, the sequence of random variables (T 2H ℓ(T )) −1/2 max k=1,...,T Z k is uniformly bounded in L 2 . Moreover from Lemma 5.1 in [25] the sequence (Z [nt] /n H ℓ(n)) t≥0 weakly converges for the Skorokhod topology to ( √ KB H (t)) t≥0 where (B H (t)) t≥0 is the Fractional Brownian motion with Hurst index H. So assumption (8) follows with κ = √ K E sup
We remark that Lemma 5 also holds for sums of stationary sequences with H < 1/2 (using Gaussian concentration rather than the present argument).
It is seen easily that Z is time-reversible in law: the random vectors (X 1 , . . . , X T ) and (X T , . . . , X 1 ) have the same law (both are zero mean Gaussian random vectors with correlations We obtain by the argument analogous to (12) that
Using non-negative correlations and Slepian's lemma, we obtain
Using the fact that the correlations are non-negative and the Cauchy-Schwarz inequality, we get
Applying the maximal inequality in Proposition 2.2 in [12] , we can write
where Z is a Gaussian variable N (0, 1), from which we deduce that there exists a constant c > 0 such that
Again, with non-negative correlations and Slepian's lemma we get
Putting the pieces together we have seen:
4.3.
Proof of the lower bound. The proof of the lower bound in the RWRS setup can easily be adapted: observe that Z 1 is N (0, 1)-distributed; note that one obtains (21) without any conditioning; analogously, (22) holds with (23) transfers without the conditioning; and the derivation of (15) follows by the same argument and without conditioning.
4.4. Proof of (7) . Consider the case where (Z k ) is a RWRS first. Then, using Slepian's lemma,
Using that Z 1 is standard normal, conditionally on S, the first term is a constant. Using the stationarity of increments, we get (7).
The case when Z is a sum of a Gaussian stationary sequence is yet easier, as Slepian's lemma can be used directly.
Proof of Theorem 4
Lower bound. By the definition of τ T ,
By the definition of N T ,
This already settles the lower bounds. For simplicity define again Z * T := max k=1,...,T Z k . Fix h := n γ with γ > 1 and observe that on τ T < n we have either Z * T ≤ h or Z * n = Z * T > h and thus
Note that, from Proposition 2.2 in [12] and the fact that V n ≤ n 2 ,
since n ≥ (2β log T ) 1/2(γ−1) . On the other hand, we set a n := h 2 = n 2γ . By Slepian's lemma, 
The first term is treated as in (15) . having used V an ≥ a n . Using (26), the last estimate, (15) , and V an ≤ a 2 n , we obtain P max We have just seen how to treat the first term as long as h = T o (1) . The second term is handled with the following construction: Split the time interval {1, . . . , T } into intervals (I i ) i=1,...,M of lengths between n and 2n each. There are less than [T /n] such intervals. If N T < n, on every interval I i there has to be at least one k 0,i with Z k 0,i ≤ 0 (as otherwise one would have N T ≥ |I i | ≥ n). If also Z * T > h there must be one of these intervals with a fluctuation of Z larger than h (as Z * T must be attained on one of the intervals). Using the stationarity of increments and the fact that the intervals are at most of length 2n, one obtains
The latter term can be treated as above when n = T o(1) and h suitably chosen.
The case where Z is a sum of stationary sequences can be treated in the same manner.
