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Abstract
In this paper global optimisation-based techniques are
studied in order to increase the accuracy of medical diagno-
sis and prognosis with FNA image data from the Wisconsin
Diagnostic and Prognostic Breast Cancer databases. First
we discuss the problem of determining the most informa-
tive features for the classification of cancerous cases in the
databases under consideration. Then we apply a technique
based on convex and global optimisation to breast cancer
diagnosis. It allows the classification of benign cases and
malignant ones and the subsequent diagnosis of patients
with very high accuracy. The third application of this tech-
nique is a method that calculates centres of clusters to pre-
dict when breast cancer is likely to recur in patients for
which cancer has been removed. The technique achieves
higher accuracy with these databases than reported else-
where in the literature.
1. Introduction
In the last decade many approaches to classification
have been used for health care applications. In particu-
lar, in breast cancer diagnosis and prognosis (for example,
[15, 29, 28, 27]) discrimination approaches have been used.
A woman’s chances for long term survival are improved
by early detection of the cancer, and early detection is en-
hanced by accurate diagnosis techniques. Most breast can-
cers are detected by the patient or by screening as a lump in
the breast. In order to diagnose whether the lump is benign
or malignant, the physician may use mammography, FNA
(Fine Needle Aspirate) directly from the breast lump with
visual interpretation or surgical biopsy. The reported abil-
ity to correctly diagnose cancer when the disease is present
is between 68% - 79% for mammography, 65% - 98% for
FNA and close to 100% for surgical biopsy.
This paper describes the application of a new classifi-
cation algorithm for diagnosing cancer based on measure-
ments of the nuclei of the constituent cells [24] from the
FNA fluid. A typical image may contain 10 to 40 nu-
clei and the image analysis process would take only sec-
onds. Ten real-valued features are computed for each cell
nucleus: radius (mean of distances from center to points on
the perimeter), texture (standard deviation of grey-scale val-
ues), perimeter, area, smoothness (local variation in radius
lengths), compactness, concavity (severity of concave por-
tions of the contour), concave points (number of concave
portions of the contour), symmetry, fractal dimension (of
the boundary). The mean value, standard error and extreme
value (i.e., largest or worst value: biggest size, most irreg-
ular shape) of each of these cellular features are computed
for each image, resulting in a total of 30 real-valued fea-
tures. The papers [29, 30, 28, 27] contain more detailed de-
scriptions of this database. This data has been provided by
The University of Wisconsin as the Wisconsin Diagnostic
Breast Cancer Database. Later in the paper results are also
presented for experiments with the Wisconsin Prognostic
Breast Cancer Database.
The supervised assignment of elements of a given set
into classes is the objective of classification analysis. Our
approach is to find clusters of like points within the classes
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that will accurately describe the classes. From the theoret-
ical point of view, global optimisation methods provide the
best solution for determining the centers of clusters within
classes. In the simplest cases the well-known methods of
convex optimisation can be used to allow one to solve for a
single cluster. In this case the accuracy is high but in most
instances it is necessary and desirable to deal with a larger
number of clusters. In this paper we propose an algorithm
for the solution of classification analysis problems, based
on the methods of convex and global optimisation.
For the primary analysis of the given data we consider
a special problem of convex programming. This problem
allows us to:
 carry out feature selection - identify the variables,
which are most important for the classification task and
substantially reduce the dimension of the global opti-
misation problem,
 describe the classes by clusters - use global optimisa-
tion for finding the clusters to describe the classes.
We use the cutting angle method [2, 5, 21, 20] in global
optimisation in order to solve this problem. The algorithm
achieves improvement over the reported results for diagno-
sis and prognosis with these databases.
2 Approaches to Classification and Cluster-
ing
The classification problem involves assigning data ex-
amples into classes or clusters of like points. Statistical ap-
proaches [9] to this problem include cluster analysis [23]
and multivariate analysis [11], [12]. Machine learning ap-
proaches can be found in [8] and integer and mathematical
programming approaches in [6], [1], [15], [17], [19], [22].
Many approaches are based on a similarity measure. The
nearest neighbour algorithm is often used as the basis of a
metric in a similarity approach. He and Hawkins [10] com-
pare the performance of this metric when the weights are
determined from the mutual information measure, the usual
Euclidean metric or optimised by using genetic algorithms
or simulated annealing. Support Vector Machines (SVM)
is a relatively new learning approach introduced by Vapnik
in 1995 for solving two-class pattern recognition problems
[25].
Techniques from artificial intelligence include self or-
ganising maps, and minimum message length (MML) [26].
Bradley, Mangasarian and Street [7] (see, also [15]) sug-
gested the k-Median Algorithm. Here the problem of clus-
ter analysis has been reduced to the problem of bilinear
programming: minimising a bilinear function on a set de-
fined by linear inequalities. This algorithm terminates in
a finite number of iterations at a stationary point satisfy-
ing the minimum principle as a necessary condition for this
mathematical programming problem. Trials of this algo-
rithm with breast cancer prognosis provided very good re-
sults. Unfortunately, there is no guaranteed way to ensure
global optimality of the solution obtained by either the k-
Median or other known algorithms. So different starting
points are usually used to initialize the algorithm ([15]) in
order to examine the nature of the solutions. For example
random starting cluster centers or some other heuristic can
be used but even in this case the obtained solution is not
necessarily a global one. It is also interesting to note that
problems of cluster analysis are very close to the so-called
location problems. An excellent review of data clustering
can be found in [13].
Mangasarian [15] reports very good results in feature
selection on classification problems, by attempting to use
a piecewise linear approach to separating the data into
classes. Many real problems are not piecewise linearly sep-
arable and the techniques employing convex and global op-
timisation can have advantages over this approach and other
approaches that assume piecewise linearly separable sets.
The feature selection problem involves the selection of a
subset of features that will be sufficient (and the most use-
ful) in making predictions. Techniques for this from statis-
tics include principal component analysis. Techniques from
artificial intelligence include C4.5, a rule induction algo-
rithm developed by Quinlan [18]. Mangasarian [16] illus-
trates a linear programming method called the multisurface
method tree that reduced the number of features required for
breast cancer diagnosis. The technique was used to reduce
the number of features used in the diagnosis of breast can-
cer from 30 down to 3 and the result was one with 97.5%
accuracy using cross validation. This accuracy rate is higher
than any other diagnostic method except for surgical biopsy.
However Mangasarian’s methods can not find the exact so-
lution of the problem under consideration, so it can not be
guaranteed that his methods will work well for other prob-
lems of this kind.
3 A global optimisation approach to classifi-
cation
In this section we will describe the mathematical pro-
gramming approach to classification.
Consider an n - dimensional space IRn. Elements of this
space are n - dimensional vectors a, that is collections of n
numbers: a = (a1; : : : ; an). Assume that IRn is equipped
with a norm k  k, then the distance between vectors a and
x is ka  xk. Different kinds of norm can be considered, in
particular, the 1-norm, the 2-norm and the max-norm. By
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definition, for a vector a = (a1; : : : ; an) we have
kak
1
=
n
X
l=1
ja
l
j; kak
2
=
v
u
u
t
n
X
l=1
(a
l
)
2
;
kak
max
= max
i=1;:::;n
ja
l
j:
Let A be a set of m n-dimensional vectors a
i
=
(a
l
i
)
n
l=1
; i = 1; : : : ;m. Assume that this set can be pre-
sented as the union of k clusters. Each cluster can be repre-
sented by a point, which can be considered as the centre of
this cluster and a cluster is described by finding its centre.
Thus we would like to find k points, which are centres of k
clusters. Assume that we already have a set X , consisting
of k central points x
1
; : : : ; x
k
. The distance d(a
i
; X) from
a point a
i
2 A to this set is defined by
d(a
i
; X) = min
j=1;:::k
ka
i
  x
j
k:
The total distance d(A;X) from the set A to the set X is
computed by the formula:
d(A;X) =
m
X
i=1
d(a
i
; X):
The set X; which is a solution of the following mathemati-
cal programming problem:
f
0
(x
1
; : : : ; x
k
) :=
m
X
i=1
min
j=1;2;::;k
kx
j
  a
i
k ! min; (1)
subject to x
j
2 IR
n
; j = 1; 2; : : : ; k
can be considered as a set of centres of clusters, by assum-
ing that the set A has k clusters. We can specify this prob-
lem by choosing a special norm (any of the 1-norm, the 2-
norm or the max-norm). Note that the objective function f
0
in (1) is not necessarily differentiable.
If k = 1, then (1) has the form
m
X
i=1
kx  a
i
k ! min; subject to x 2 IRn: (2)
This is a problem of (nonsmooth) convex programming and
can be solved by various methods.
If k > 1 then the problem (1) becomes non-convex,
hence we have a multi-extremal problem of non-smooth and
non-convex optimisation. Various methods for the solution
of this problem can be applied. We shall use the so-called
cutting angle method [2, 5, 21, 20] for the solution of this
problem.
The question of the number of clusters that will best de-
scribe a class arises and a priori we cannot determine the
number, so we determine the number of clusters, step by
step. We begin with the assumption that only one cluster
gives a good description of the entire set A. In this case
we can consider the problem of unconstrained optimisation
(2). This problem becomes a problem of nonsmooth convex
programming where we need find only one vector, so the
dimension of this problem is equal to n. There are many
methods for solving this problem and we used the method
described in [3, 4]. When the problem is solved, it is useful
to examine, whether the solution describes the entire set A
well. This point will be discussed further in the next section
for a special case.
Assume that one cluster does not give a good description
of the set A. In this case we seek the set of two clusters
that better describes the set. The problem (1) becomes a
very complicated problem of multi-extremal global optimi-
sation and its dimension becomes 2n instead of n. However,
the centre of one cluster, which we have already obtained,
contains important information on the set A, so the ques-
tion arises: is it possible to use this information in order to
simplify the problem (1) and reduce its dimensionality. We
shall address this question for a special, but very important
case in the next section.
4 Dimensionality reduction
Global optimisation methods can provide the best so-
lution for determining the centers of these clusters in our
approach. Unfortunately both storage and time require-
ments in these methods are strongly dependent on the di-
mension of the problem. It is therefore important to give
consideration to feature selection or dimensionality reduc-
tion methods. Consider the following situation: a set A
of n-dimensional vectors is divided into p parts A0
1
; : : : A
0
p
.
Subsets A
q
 A
0
q
(q = 1; : : : p) are known. We are inter-
ested in the following problem: for a given vector a 2 A,
find a number q = 1; : : : ; p such that a 2 A0
q
. In the sequel
we assume for the sake of simplicity that p = 2.
Assume that the set A0
q
, for q = 1; 2 is the union of
k
q
clusters and let points xq
j
; j = 1; : : : ; k
q
; q = 1; 2 be
centres of these clusters. For each point a 2 A we can
find the nearest point x
a
to a from the set of all centres of
clusters for both sets A
1
; A
2
.
We accept the following hypothesis: Let q be a number,
such that the point x
a
is the centre of one of the clusters of
the set A
q
. Then a 2 A
q
.
Of course this hypothesis makes sense only if
1) the set A
q
is a good representation of the set A0
q
; q =
1; 2;
2) centres of clusters of the set A
q
are good representa-
tives of this set.
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We suppose that 1) above is valid for the given sets A
1
and A
2
and shall concentrate only on item 2).
First let us assume that each set A
1
, A
2
consists of one
cluster. Using methods of convex programming we can find
centres of these clusters. Denote them by y
1
and y
2
, respec-
tively. Compare the distances ky
1
  ak and ky
2
  ak for
each point a 2 A
1
[ A
2
. If ky
1
  ak < ky
2
  ak for
almost all a 2 A
1
, we can conclude that y
1
satisfactorily
describes the set A
1
. Otherwise we need to look for two
clusters for this set. A similar conclusion can be made for
the set A
2
. Assume that at least one point y
q
does not sat-
isfactory describe the set A
q
, q = 1; 2, then we need to
look for new clusters. Now let us compare the coordinates
of these points. If the l-th coordinates yl
1
and yl
2
of these
points are close enough we can suggest that the coordinate
l does not contribute to distinguishing these two sets and
not consider it. This suggestion allows us to substantially
reduce the dimension of problem (1) and may be a useful
heuristic. However, we need to elaborate further on what
“close enough” means and this will be done later.
Assume that only coordinates from the set L 
f1; : : : ; ng remain, so instead of a vector x = (xl)n
l=1
we
consider the vector (xl)
l2L
. We shall denote this vector by
the same symbol x. Let jLj be the number of elements of
L. Assume that jLj < n.
There are a number of alternative approaches for finding
the two clusters (for the sake of definiteness we consider the
set A
1
).
1) We can forget about the known point y
1
and look for
two new clusters, then the dimension of the problem
(1) is 2jLj;
2) We can assume that the point y
1
is the centre of one
of the two clusters and look only for the centre of a
second cluster. The dimension of the problem (1) in
such a case is jLj.
3) Since the point y
1
is the centre of the “mixture” of two
clusters, we can separate points into those close to y
1
and others and find for the close points, a new clus-
ter by solving the convex programming problem, then
repeat item 2).
4) We are looking for two clusters, which have (un-
known) centres y
11
and y
12
, respectively. Consider
again the known point y
1
as the mixture of these two
centres, then y
1
= ty
11
+(1 t)y
12
with 0  t  1, so
we can seek only one of two unknown clusters and the
number t. In this case the dimension of the problem
(1) is jLj+ 1.
5) We separate points from the first set, A
1
which are
closer to y
1
than to y
2
and those that are closer to y
2
.
We consider only the points that are closer to y
1
for
refining the centre y
1
. Then we can repeat 2). The
dimension of the problem is jLj.
We choose item 5) for the further consideration because it
is of dimension L and it incorporates information about the
other set A
2
in the refinement process. Having two clusters
we can continue in the same manner step by step to deter-
mine all clusters, that are needed.
5 The Algorithm with parameter selection
In this section the algorithm with the parameter selection
will be described and then it will be applied to the Wiscon-
sin Diagnostic Breast Cancer database and later the Wiscon-
sin Prognostic Breast Cancer database.
We may consider the set A
1
as consisting of vectors re-
lated to benign cases and the set A
2
as consisting of vectors
related to malignant cases. Let
N
1
= fi j i = 1; :::; jA
1
jg
and
N
2
= fi j i = jA
1
j+ 1; :::; jA
1
j+ jA
2
jg:
We now describe an algorithm for the solution of the prob-
lem of representing the classes by clusters. The first stages
of the algorithm reduce the number of dimensions required.
THE ALGORITHM.
The first three steps of the algorithm constitute the feature
selection phase. They describe the determination of the ini-
tial (single) clusters for each set A
q
and the selection of the
most informative features. Step 4 is an evaluation step to
test the feature reduction phase. Step 5 refines the centre
of the cluster by removing the “misclassified” points be-
fore re-computing the cluster centres. Step 6 formulates a
global optimisation problem to find an additional cluster to
improve the description of the class by clusters. Figure 2
describes the situation indicating the refinement of the clus-
ters by re-computing the centres x
q
to x0
q
after removing the
misclassified cases.
Step 1. Determination of centres of the clusters, by
assuming that sets A
1
and A
2
contain a unique cluster.
Compute the centers of clusters solving the following
problems of convex optimisation:
X
i2N
1
kx
1
  a
i
k ! min; (3)
X
i2N
2
kx
2
  a
i
k ! min; (4)
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x
2
1
x
2
2
Figure 1. Clusters in A
1
and A
2
subject to x
l
j
 0; l = 1; :::; n; j = 1; 2:
Step 2. To find points of a set A
q
; q = 1; 2, which are
closer to the centre of the cluster of the other set.
Let x
1
and x
2
be the solutions to the problems (3), (4),
respectively. Compute the sets:
N

1
= fi 2 N
1
j kx

2
  a
i
k  kx

1
  a
i
kg;
N

2
= fi 2 N
2
j kx

1
  a
i
k  kx

2
  a
i
kg:
These sets are essentially the points “misclassified” by the
current clusters.
Step 3. To determine the informative parameters (coordi-
nates).
Order the coordinates in the following way:
j(x

1
)
1
 (x

2
)
1
j  j(x

1
)
2
 (x

2
)
2
j  : : :  j(x

1
)
n
 (x

2
)
n
j:
In a step by step fashion reduce the number of coordinates,
beginning with the last one. On removing coordinates, re-
compute the sets N
1
and N
2
with respect to the rest of the
vectors x
1
; x

2
and check the cardinality of these sets N
1
and N
2
. In essence these are the misclassified cases and
when the numbers in these sets shows a dramatic relative
increase, the process terminates. LetL be a set of remaining
coordinates.
Step 4. Evaluate the classification performance of the re-
duced feature set using the single cluster representations
against the classification performance using the full feature
set. The classification accuracy using the reduced feature
set should not be significantly below that obtained when us-
ing all features.
In the next stage the dataset is split into training sets and
test sets as described later.
Step 5. Refine the centre of a cluster by using only vectors,
which are closer to the previous centre of a cluster.
Solve the following convex programming problems:
X
i2N
1
nN

1
kx
1
  a
i
k ! min; (5)
X
i2N
2
nN

2
kx
2
  a
i
k ! min; (6)
subject to x
l
j
 0; j = 1; 2; l 2 L:
(Here x
j
and a
i
are vectors of the reduced dimension: x
j
=
(x
l
j
)
l2L
; a
i
= (a
l
i
)
l2L
. N
q
nN

q
is the set of points that are
close to the centre of A
q
; q = 1; 2).
Step 6. Let x0
1
and x0
2
be the solutions of the problems (5),
(6), respectively. Determine the second cluster in addition
to the currently improved cluster that will enhance the de-
scription of each class. This approach is taken to constrain
the dimensionality of the global optimisation problems:
X
i2N
1
minfkx
1
  a
i
k; kx
0
1
  a
i
kg ! min; (7)
X
i2N
2
minfkx
2
  a
i
k; kx
0
2
  a
i
kg ! min : (8)
Step 7. Let x1
1
and x1
2
be the solutions of problems (7), (8),
respectively. Evaluate the performance of the two cluster
representation using the training data. Return to Step 5
if necessary and repeat Steps 5 and 6 if more clusters are
necessary.
In Step 5 we now have two cluster centres for each set
x
0
1
, x
1
1
, and x0
2
, x
1
2
. There are many ways that we could
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proceed, but to be consistent with our earlier approach in
Step 2 we define:
N
0
1
= fi 2 N
1
j kx
0
1
  a
i
k 
min(kx
1
1
  a
i
k; kx
0
2
  a
i
k; kx
1
2
  a
i
k)g
N
1
1
= fi 2 N
1
j kx
1
1
  a
i
k 
min(kx
0
1
  a
i
k; kx
0
2
  a
i
k; kx
1
2
  a
i
k)g
N
0
2
= fi 2 N
2
j kx
0
2
  a
i
k 
min(kx
1
2
  a
i
k; kx
0
1
  a
i
k; kx
1
1
  a
i
k)g
N
1
2
= fi 2 N
2
j kx
1
2
  a
i
k 
min(kx
0
2
  a
i
k; kx
0
1
  a
i
k; kx
1
1
  a
i
k)g
The convex programming problems in Step 5 now be-
come:
X
i2N
0
1
kx
1
  a
i
k ! min; (9)
X
i2N
1
1
kx
1
  a
i
k ! min; (10)
X
i2N
0
2
kx
2
  a
i
k ! min; (11)
X
i2N
1
2
kx
2
  a
i
k ! min; (12)
subject to x
l
j
 0; j = 1; 2; l 2 L:
In the above we return to Step 5 to refine the cluster centres
by convex optimisation techniques. This approach is taken
rather than repeating Step 6 for the refinement to avoid the
much heavier computation required in the global optimisa-
tion approach. In fact this refinement process has not been
necessary in the experiments undertaken here and will be
the subject of further work.
In Step 6 it would be more desirable to re-compute the
new cluster centres as two new centres which optimally de-
scribe the class. However this problem is of higher dimen-
sionality and requires further work which is currently un-
derway.
6 Computational results for the diagnostic
database
The Wisconsin Diagnostic Breast Cancer database con-
sists of 569 vectors with known outcomes and it represents a
training set with which a classifier can be constructed to di-
agnose future examples. It was created by W.H. Wolberg of
the General Surgery Department, University of Wisconsin,
Clinical Sciences Center, with W. N. Street and O.L. Man-
gasarian from the Computer Sciences Department, Univer-
sity of Wisconsin.
The first task in dealing with this data was to normalise
the variables. This was done by scaling by a non-singular
matrix T so that the values of all variables were between 0
and 10.
The set A
1
consists of vectors related to benign cases and
contains 357 vectors; the set A
2
consists of vectors related
to malignant cases and contains 212 vectors. So
N
1
= fi j i = 1; :::; 357g; N
2
= fi j i = 358; :::; 569g:
The feature selection phase of the algorithm described
above is a heuristic that allows a significant reduction in the
dimension of the problem which is very important for be-
ing able to use global optimisation techniques. It relies on
using numerical methods of convex programming to form
the initial clusters so that we are able to choose the most
informative parameters. Our experience shows that for de-
termination of clusters in the database under consideration
it is sufficient to consider only three parameters: perimeter,
area and concavity. Of course, by taking more parameters
we can more exactly describe the clusters, but our numeri-
cal experiments showed that the effect of the increase of the
number of parameters is very small.
Using convex programming methods we established that
all 30 parameters allow the determination of the set, which
contains a given vector with 90% accuracy. In applying the
feature selection phase of the algorithm there are only small
changes in the number of misclassifications (cardinality of
N

1
and N
2
) through to 5 parameters. The use of only 5
parameters: mean values of perimeter, area, compactness,
concavity and concave points allows the determination of
this set with almost 89% accuracy. The same result was ob-
tained with the largest values (instead of the means) of the
same parameters. For further investigations only the mean
values of parameters were chosen. Following the algorithm
then we considered the group of three parameters: mean
values of perimeter, area and concavity. This group of pa-
rameters describes the data with 87% accuracy. For all pairs
of parameters we obtained sharp increases in the cardinal-
ity of N
1
and N
2
. In order to confirm that the algorithm
calculated the best group of parameters we considered var-
ious groups of parameters which contained 4 or 3 param-
eters from the chosen 5. Various groups of 4 parameters
describe the data with accuracy from 85% to 88%. The var-
ious groups of 3 parameters describe them with accuracy
from 82% to 87%. The best result was obtained for the
mean values of perimeter, area and concavity which coin-
cides with the group of 3 parameters obtained by the algo-
rithm. Taking into account the results of these experiments
we can conclude that for computing the centres of clusters
it is sufficient to use only the 3 parameters: mean values of
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Figure 2. Refining the cluster centres
perimeter, area and concavity.
By applying the algorithm and using only the mentioned
parameters we computed two clusters for both sets A
1
and
A
2
of vectors. We took 80% of all vectors as a training
set and the remaining 20% of vectors were used for test-
ing the clusters obtained on the basis of the training set.
Five different variants of the training sets and test sets were
considered. The results of the numerical experiments show
that the Algorithm found two clusters for each set (2 for
the malignant set and 2 for the benign set) which describe
the remaining 20% of the vectors with 97  98% accuracy,
(97  98:5% accuracy for benigns and with 96  100% ac-
curacy for malignants.)
Similar experiments were carried out using the C4.5 al-
gorithm to classify the test sets. The results based on using
all 30 features produce an overall error rate of 6.7% (8.8%
for the malignant set and 4.7% for the benign set).
In the numerical experiments we considered the 1-norm,
the 2-norm and the max-norm. The results with using 1-
norm and 2-norm were close enough. However, using the
max-norm makes the objective function in the global opti-
misation problem very complicated and it has many points
of global minimum. Using the maximum instead of the sum
in the objective function also produces an objective function
which is very complicated. The best results were obtained
using the 1-norm, the 2-norm and the sum operation in the
objective function.
It should be noted that in numerical experiments we also
considered the cases with 4 and 5 parameters, but did not
find considerable improvement in their results.
7 Computational results for the prognostic
database
In this section the algorithm with the parameter selection
will be applied to the Wisconsin Prognostic Breast Cancer
database. This database consists of 198 vectors with 34 at-
tributes. It was also created by W.H. Wolberg, W. N. Street
and O.L. Mangasarian. In this database the second attribute
is either disease-free time or recurrence time. On fields 4-33
ten real-valued features, their standard error and largest val-
ues are given. They are similar to Diagnostic database fea-
tures. Finally, this database contains two traditional prog-
nostic predictors: tumour size and the number of involved
lymph nodes. The database consists of 151 nonrecurring
and 47 recurrent cases. The papers [29, 30, 28, 27] contain
more detailed descriptions of the database.
First we applied the algorithm in order to reduce the
number of features. Our numerical experiments show that
in order to obtain good description of the sets under consid-
eration it is enough to take three parameters: perimeter, area
and concavity. If concave points are used instead of concav-
ity similar results are obtained. It should be noted that time
is added as an input feature, so we have four features. Then
we applied the algorithm for the calculation of centres of
clusters for recurrence and non-recurrence cases separately.
For the first set we calculated two clusters, whereas for sec-
ond only one cluster. Thus, the centres of clusters are now
in the space of computed features  time. This descrip-
tion provides an almost 100% accurate description of the
sets. Then the centres of clusters are used to predict the
time to recur and the disease-free time for a new patient. To
achieve this we fix all features and only vary time. The time
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All points Non-recur Recur
2-norm 12.8 13.1 12.5
1-norm 13.2 13.5 12.9
Table 1. Average error for 2-norm and 1-norm
at which this point is closer to the centre of recurrence clus-
ters than to the centre of non-recurrence cluster is the value
of time for which this patient would go from being ”non-
recur” to being classified ”recur”. Therefore, that time can
be interpreted as a predicted time to recur.
The algorithm above was tested with leave-one-out test-
ing to compute its accuracy in predicting future outcomes.
The leave-one-out method is a special case of cross vali-
dation (see [14]). Here the predictive model is built using
all but one of the examples and tested on the left-out case,
this is repeated for each example, in turn, as the test case.
In numerical experiments we used both Euclidean and 1-
norm. The average error in time to recur (months) is shown
in Table 1.
8 Conclusion
We have proposed an algorithm for the solution a broad
class of classification problems based on the methods of
convex and global optimisation using training sets. In this
algorithm clusters are computed step by step with the start-
ing cluster being computed by convex programming meth-
ods and all clusters being computed by using the Cutting
Angle Method of global optimisation.
This algorithm has been applied to the Wisconsin Diag-
nostic and Prognostic Breast Cancer databases and indicates
very good diagnostic and prognostic possibilities on the im-
age features from the FNA nuclei. The numerical experi-
ments reported above have demonstrated the effectiveness
of the algorithm. The results achieved using this algorithm
are at least as good as Mangasarian’s results and much bet-
ter than C4.5. The computed cluster centers classify the data
with very high accuracy. The global optimisation approach
required the dimensionality of the problem to be restricted
and the algorithm introduced here has been effective in re-
ducing the number of parameters (features) significantly.
Both of these problems, feature selection and clustering, are
important in data mining. In this approach the most impor-
tant features in the classification task have been discovered
in quite an objective way without the application of expert
knowledge. This algorithm with FNA and standard image
processing techniques provides a means for achieving more
accurate and effective medical diagnosis and prognosis for
breast cancer patients.
Further work on developing the algorithm is in progress.
Work with other databases also from the medical domain is
being carried out as well as comparisons with other more
well known statistical techniques.
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