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Abstract
Let X be a set and k a field. We show the so-called JF-embeddings of k〈X〉 in a division ring have
inversion height at most two, and give examples of inversion height one and two.
We use these embeddings to obtain embeddings of the free group algebra in a division ring of inversion
height one and two.
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1. Introduction
A commutative domain has a unique field of fractions up to isomorphism. More generally, an
Ore domain has a unique division ring of fractions, but this is no longer true for more general
domains. For instance, if k is a field and R = k〈X〉 denotes the free k-algebra on the set X one
can find, at least, three different sources for embeddings of R into a division ring.
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DL82]) using the Mal’cev–Neumann series ring over the free group generated by X. In [Jat69],
A.V. Jategaonkar observed that a k-algebra T that is only a one sided Ore domain contains a free
k-algebra, hence the one sided Ore division ring of quotients of T is a division ring containing a
free k-algebra. More recently, it has been proved that many division rings contain free algebras
and free group algebras. For the case of the division ring of fractions of the Weyl algebra see the
work by Makar-Limanov [ML83], and for other examples see, for example, [FGS96,GS96] and
[Lor86].
If R is a domain embedded in a division ring E then the division ring of fractions of R inside
E is the minimal subdivision ring D of E containing R. The division ring D can be constructed
in stages, by building a (countable) tower of overrings of R inside E, starting with R and adding
at each stage the inverses of non-zero elements of the previous stage. The inversion height of the
embedding is the length of such a tower, see Section 2 for the precise definition.
The concept of inversion height was already considered by Neumann [Neu49, p. 215], where
he conjectured that the inversion height of the Mal’cev–Neumann embedding of the free group
algebra was infinite. As far as we know, this conjecture has only been proved for the free group
on an infinite set by C. Reutenauer [Reu96], see below for further explanation. In [Fis71], Fisher
showed that some of the embeddings of the free algebra on two generators constructed by Jate-
gaonkar have inversion height 2, and he also constructed embeddings of the free algebra on
two generators of inversion height one. The terminology of inversion height was introduced by
Gelfand and Retakh in [GR97], see also [GGRW05, Definition 1.1.6] in relation with the theory
of quasideterminants. Reutenauer in [Reu96] computed the inversion height of the entries of the
inverse of a generic matrix, concluding that the inversion height of the Mal’cev–Neumann em-
bedding of the free algebra on infinitely many variables and hence, of the group algebra on the
infinitely generated free group, is infinite.
In this paper we continue these investigations, completing the line initiated by Fisher with the
study of the inversion height of the Jategaonkar embeddings. After giving a precise definition
of a JF-embedding, that is, of a Jategaonkar–Fisher embedding, we show that such embeddings
have inversion height at most two. Then we give examples of JF-embeddings, of inversion height
one in Section 4 and of inversion height two in Section 5, of the free algebra on an arbitrary
set X with at least two elements. It is interesting to note that, for JF-embeddings, the embedding
of the free algebra does not extend to an embedding of the free group; we study this question in
Section 6. However, using the Magnus–Fox embedding of the free group algebra inside the free
power series ring and the techniques of [Lic84], we show in Section 7 that our JF-embeddings
produce also embeddings of the free group algebra of inversion height one and two.
All our rings are associative with one, and ring morphisms are unital. By field we under-
stand a commutative field and we reserve the terminology division ring for the non-necessarily
commutative setting. For unexplained terminology we refer the reader to Lam’s book [Lam99].
2. Basic definitions
2.1. Definition. Let R be a domain embedded in a division ring E. As in [Fis71], we define
inductively: Q0(R,E) = R, and for n 0
Qn+1(R,E) = subring of E generated by
{
r, s−1
∣∣ r, s ∈ Qn(R,E), s = 0}.
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D =
∞⋃
n=0
Qn(R,E)
is the intersection of all division subrings of E that contain R. We say D is the division ring of
fractions of R inside E.
We define hE(R), the inversion height of R (inside E), as ∞ if there is no n ∈ N such that
Qn(R,E) is a division ring. Otherwise,
hE(R) = min
{
n
∣∣Qn(R,E) is a division ring}.
An element x ∈ D is said to have height 0 if x ∈ R, while x is said to have height n  1 if
x ∈ Qn(R,E) \Qn−1(R,E).
R is a division ring if and only if hE(R) = 0 for any division ring E containing R if and only
if hE(R) = 0 for a division ring E containing R.
If R is a left (right) Ore domain, but not a division ring, then the universal property of the Ore
localization implies that hE(R) = 1 for any division ring E containing R.
If R has an embedding in a division ring of inversion height one then it does not need to satisfy
any kind of Ore condition. J.L. Fisher [Fis71] gave an example of an embedding of the free
algebra k〈x, y〉 inside a division ring of inversion height one. We shall show that such examples
exist for a free algebra on an arbitrary set, with at least two elements, in Proposition 4.1 and
Theorem 4.12.
2.2. Remarks.
(i) Each element of D can be built up from elements of R in stages, using addition, subtraction,
multiplication and division by non-zero elements.
(ii) If hE(R) = n < ∞, then D = Qm(R,E) for m  n because hE(R) is the first natural n
such that D = Qn(R,E).
(iii) hE(R) depends on the embedding R ↪→ E considered. Hence we will talk about the inver-
sion height of the embedding R ↪→ E.
(iv) The height of an element x ∈ D is the minimal number of successive inversions required to
express the element x (from elements of R) as defined in [GR97].
(v) If S is another subring of E such that R ⊆ S, then Qn(R,E) ⊆ Qn(S,E) and the division
ring of fractions of R inside E is contained in the division ring of fractions of S inside E.
(vi) If F is a division ring that contains E, then Qn(R,E) = Qn(R,F ) and hE(R) = hF (R).
Now we prove that given an embedding of the free algebra on two generators of inversion
height m, with 1m∞, there exists an embedding of the same inversion height m of the free
algebra on an infinite countable number of generators.
2.3. Proposition. Let k be a ring. Let Z = {z0, z1, . . .} be an infinite countable set. Let E be a
division ring. Consider the free k-ring k〈x, y〉. Suppose we have an embedding k〈x, y〉 ↪→ E of
inversion height 1m∞. Then there exists an embedding k〈Z〉 ↪→ E of inversion height m,
and the division ring of fractions of k〈x, y〉 and k〈Z〉 inside E coincide.
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k〈Z〉 ↪→ k〈x, y〉 ↪→ E,
zi 
→ xyi.
We identify k〈Z〉 with its image in k〈x, y〉.
We show that Q1(k〈x, y〉,E) = Q1(k〈Z〉,E). Then the result will follow by the definition of
inversion height.
By Remarks 2.2 (v), since k〈Z〉 ⊆ k〈x, y〉, Q1(k〈Z〉,E) ⊆ Q1(k〈x, y〉,E).
Notice x, y = z−10 z1 ∈ Q1(k〈Z〉,E).
Let p ∈ k〈x, y〉 \ {0}. Note
p = f0 + yf1 + · · · + ynfn,
where f0, . . . , fn ∈ k〈Z〉. Hence
p−1 = (f0 + yf1 + · · · + ynfn)−1
= (x−1x(f0 + yf1 + · · · + ynfn))−1
= (x−1(xf0 + xyf1 + · · · + xynfn))−1
= (xf0 + xyf1 + · · · + xynfn)−1x
= (z0f0 + z1f1 + · · · + znfn)−1z0.
Therefore p−1 ∈ Q1(k〈Z〉,E). We have just proved that the generators of Q1(k〈x, y〉,E) belong
to Q1(k〈Z〉,E). Hence Q1(k〈x, y〉,E) ⊆ Q1(k〈Z〉,E). 
3. JF-embeddings
To fix the notation, we recall that for a ring R with a ring endomorphism α :R → R, the skew
polynomial ring R[x;α] is the set of polynomials
R[x;α] = {r0 + r1x + · · · + rnxn ∣∣ ri ∈ R}
with the ring structure given by the component-wise addition and the convolution product deter-
mined by the rule xr = α(r)x for any r ∈ R.
The following result by A.V. Jategaonkar [Jat69] is crucial for our investigations.
3.1. Jategaonkar’s Lemma. Let R be a domain. Let k be a subring of R. Let I be a set with
|I | 2. Let X = {xi}i∈I ⊆ R. Suppose
(i) the elements of X are right linearly independent over R.
(ii) The elements of k commute with X.
Then the subring of R generated by k and X is k〈X〉, the free k-ring on X.
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R = K[x;α] with α :K → K a non-onto ring endomorphism of the field K . In this situation, if
t ∈ K \ α(K), it is easy to see that x, tx are right linearly independent over R. If k is a subfield
of K fixed by α, then the subring generated by k, x, tx is a free k-algebra on two generators
inside the left (but not right) Ore domain R. Therefore, if Q is the left Ore division ring of
fractions of R, we obtain an embedding of the free k-algebra on two generators inside Q.
Examples of these embeddings where considered by J.L. Fisher in [Fis71] to construct em-
beddings of the free algebra on two generators of inversion height 2.
Motivated by these results we give the following definition that is crucial for the rest of the
paper. It singles out a class of embeddings of the free algebra into a division ring which gives
an abstract setting to the situation considered by J.L. Fisher and allows to generalize it to an
arbitrary number of indeterminates.
3.2. Definition. Let K,k be division rings. Suppose K has a fixed structure of k-ring (i.e.: a mor-
phism of rings k ↪→ K). Let α :K → K be a morphism of k-rings which is not onto. Consider
the skew polynomial ring K[x;α].
Let I be a set with |I | 2. Let {ti}i∈I ⊆ K . Suppose
(a) the elements of {ti}i∈I are right linearly independent over α(K).
(b) For all a ∈ k and i ∈ I , ati = tia.
(c) There exists i0 ∈ I such that ti0 is in the center of K .
(d) The subring T of K generated by k ∪ {αn(ti t−1i0 ) | i ∈ I, n 0} is left Ore.
Set xi = tix, i ∈ I . By (a), the elements of X = {xi}i∈I ⊆ K[x;α] are right linearly indepen-
dent over K[x;α] [Lam99, Lemma 9.19]. Since α is a morphism of k-rings α(a) = a for all
a ∈ k. Then, by (b), the elements of k commute with the elements of X. Hence (i) and (ii) of
Jategaonkar’s Lemma 3.1 are satisfied. Therefore the subring generated by X and k is the free
k-ring on X, k〈X〉.
Notice the skew polynomial ring K[x;α] is a left Ore domain. Let Q = Qlcl(K[x;α]) be its
left Ore division ring of fractions.
In this way we get an embedding of k〈X〉, the free k-ring on X, in a division ring [Jat69]
k〈X〉 ↪→ Q.
In this setting we say k〈X〉 ↪→ Q is a (K, k,α, I, {ti}i∈I , ti0)-JF-embedding.
3.3. Remarks.
(i) If K is a commutative field, conditions (b), (c) and (d) are superfluous. Since k∪{αn(ti t−1i0 ) |
i ∈ I, n 0} is contained in K , T is clearly a (commutative) left Ore domain.
(ii) In order to obtain an embedding of a free k-ring inside a division ring, only conditions (a),
(b) in Definition 3.2 are needed. Conditions (c), (d) are necessary to obtain a bound for the
inversion height of the embedding. So sometimes we will talk about a (K, k,α, I, {ti}i∈I )-J-
embedding to express that conditions (a), (b) in Definition 3.2 hold, but perhaps (c) and (d)
do not.
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division ring as follows. Consider the power series ring K[[x;α]] = {∑l0 alxl | al ∈ K}.
Let S = {1, x, x2, . . .}. Then S is a left Ore set and the localization of K[[x;α]] at S,
E = S−1K[[x;α]]= {x−n ∞∑
l=0
alx
l
∣∣∣ al ∈ K, n 0}, (1)
is a division ring [Coh95, Theorem 2.3.1]. Therefore we get
k〈X〉 ↪→ K[x;α] ↪→ Q ↪→ E.
So sometimes we will talk about the (K, k,α, I, {ti}i∈I , ti0)-JF-embedding k〈X〉 ↪→ E.
3.4. Lemma. Suppose k〈X〉 ↪→ Q is a (K, k,α, I, {ti}i∈I , ti0)-JF-embedding. Let Z be a disjoint
copy of X. Then there exists a (K, k,α, I, {si = ti t−1i0 }i∈I , si0 = 1)-JF-embedding k〈Z〉 ↪→ Q
and an isomorphism of k-rings, ϕ :K[z;α] → K[x;α], which induces the following commutative
diagram
k〈Z〉 ∼= k〈X〉
K[z;α] ϕ K[x;α]
Q
∼=
Q.
In particular hQ(k〈Z〉) = hQ(k〈X〉).
Proof. Consider the skew polynomial ring K[z;α]. The elements of the set {si = ti t−1i0 }i∈I verify
(a) the elements of {si}i∈I are right linearly independent over α(K) since ti0 is in the center
of K ;
(b) for all a ∈ k, i ∈ I , asi = sia;
(c) si0 = 1 is in the center of K ;
(d) the subring generated by k ∪ {αn(sis−1i0 ) = αn(ti t−1i0 ) | i ∈ I, n 0} is T and therefore it is
left Ore.
Put zi = siz for all i ∈ I . Set Z = {zi | i ∈ I }. By Jategaonkar’s Lemma 3.1, the subalgebra
generated by Z and k is the free k-ring k〈Z〉. Notice Q = Ql (K[z : α]). Because ti0 is in thecl
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and ϕ(z) = ti0x. Then ϕ induces the following commutative diagram
k〈Z〉 ∼= k〈X〉
K[z;α] ϕ K[x;α]
Q
∼=
Q.
Notice ϕ(zi) = xi for all i ∈ I . Then, by the commutativity of the diagram, hQ(k〈X〉) =
hQ(k〈Z〉). 
3.5. Theorem. Let k〈X〉 ↪→ Q be a (K, k,α, I, {ti}i∈I , ti0)-JF-embedding. Then hQ(k〈X〉) is at
most two.
Proof. First suppose ti0 = 1.
Notice α(T ) ⊆ T . Let i ∈ I and n  0, then αn(ti) = xntixx−n−1 = xni0xix−n−1i0 ∈
Q1(k〈X〉,Q).
Therefore k〈X〉 ⊆ T [x;α] ⊆ Q1(k〈X〉,Q).
Since T is a left Ore domain, T [x;α] is a left Ore domain and
k〈X〉 ⊆ Qlcl
(
T [x;α])⊆ Q2(k〈X〉,Q).
So Q2(k〈X〉,Q) contains a division ring that contains k〈X〉, but, on the other hand,⋃∞
n=0 Qn(k〈X〉,E) is the smallest division ring that contains k〈X〉. Hence Q2(k〈X〉,Q) =
Qlcl(T [x;α]) and hQ(k〈X〉) 2.
Now suppose ti0 = 1. By Lemma 3.4, we get a (K, k,α, I, {si}i∈I , si0 = 1)-JF-embedding
k〈Z〉 ↪→ Q. By the preceding case hQ(k〈Z〉)  2. Again by Lemma 3.4, hQ(k〈X〉) =
hQ(k〈Z〉) 2. 
The next two sections are devoted to give examples of JF-embeddings of k〈X〉 of inversion
height one and two.
4. JF-embeddings of inversion height 1
4.1. The finite case
Let k be a division ring. Consider k[t], the polynomial ring with coefficients in k with its
natural structure of k-ring. Fix n 2. Let α : k[t] → k[t] be the morphism of k-rings defined by
t 
→ tn.
Let K be the left (and right) Ore division ring of fractions of k[t]. By the universal property
of Ore localization, α can be extended to a morphism of k-rings α :K → K .
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n − 1}. Set t0 = 1, t1 = t, . . . , tn−1 = tn−1. Define x0 = x, x1 = tx, . . . , xn−1 = tn−1x. Let
X = {x0, . . . , xn−1}.
It is not difficult to verify conditions (a)–(d) in Definition 3.2. Hence we obtain a (K, k,α, I,
{ti}n−1i=0 ,1)-JF-embedding k〈X〉 ↪→ Q.
4.1. Proposition. Q is a division ring of fractions of k〈X〉 and k〈X〉 ↪→ Q has inversion height 1.
Proof. Let M be the (free) monoid generated by X.
Step 1. Let r, s ∈ N. There exists m ∈ N such that (trxs)xm ∈ M .
We prove it by induction on r .
If r = 0, . . . , n− 1, (trxs)x = t rxxs = xrxs0 ∈ M .
Consider t rxs , with r > n − 1. Suppose for each 0  b < r there exists m1 ∈ N such that
(tbxs1)xm1 ∈ M . By the division algorithm there exists 1 b < r such that r = bn + l for some
l ∈ {0, . . . , n− 1}. Then(
t rxs
)
x = (t rx)xs = (tbn+lx)xs = (t l tbnx)xs = t lxtbxs = xltbxs.
Now by induction hypothesis there exists m1 ∈ N such that (tbxs)xm1 ∈ M . Hence
(trxs)xm1+1 = (trxs)xxm1 = xl(tbxs)xm1 ∈ M .
Step 2. Notice that if (trxs)xm ∈ M , then (trxs)xp ∈ M for all p  m. Therefore, given a
finite number of pairs (r1, s1), . . . , (rl, sl) ∈ N, there exists an m ∈ N such that (tri xsi )xm ∈ M for
i = 1, . . . , l. Thus, given polynomials p,q ∈ k[t][x;α] there exists m ∈ N such that pxm,qxm ∈
k〈X〉.
Step 3. Let h ∈ Q, then there exist p,q ∈ k[t][x;α] such that h = q−1p. By Step 2
there exists m ∈ N such that qxm,pxm ∈ k〈X〉. Thus, q−1p = (qxmx−m)−1(pxm)x−m =
xm0 (qx
m)−1(pxm)x−m0 ∈ Q1(k〈X〉,Q). 
4.2. The infinite case
The following well-known result will be useful to construct the example in Proposition 4.12.
4.2. Lemma. Let k be a division ring. Let M be an ordered commutative monoid. Consider the
monoid k-ring kM . Then kM is a left (and right) Ore domain.
Proof. Notice kM is a domain because M is an ordered monoid and k a division ring. Let X
be a finite subset of M . Let k[X] denote the monoid algebra on the free commutative monoid
generated by X. Let 〈X〉 denote the submonoid of M generated by X. The monoid subring k〈X〉
of the domain kM is a homomorphic image of the noetherian ring k[X], so it is a noetherian
domain. By Goldie’s Theorem, k〈X〉 is a (two sided) Ore domain. Therefore we can conclude
that kM is an Ore domain. 
Following the spirit of the finite case, in order to give embeddings of inversion height one for
an arbitrary infinite set X, we need to construct a special kind of semiring with λ elements for
any infinite cardinal number λ. We recall that a semiring is a set with two compatible operations,
sum and product, such that it is an additive monoid and has a semigroup structure with respect
to the product. In the JF-embedding, we shall use Mλ as a set of exponents.
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arithmetic. In general, the usual sum and product of ordinal numbers is neither commutative nor
cancellative. For example, 1 + ω = ω = ω + 1, 2 · ω = ω = ω · 2. However, there exist what
are called the normal sum and normal product of ordinal numbers that are both commutative and
cancellative operations. Now we shall give the necessary definitions to introduce these operations
and to be able to show the properties of interest to us. Our basic reference for this topic is the
book by W. Sierpin´ski [Sie58].
4.3. Definition. [Sie58, XIV.6] Every ordinal number λ > 0 that is not a sum of two ordinal
numbers smaller than λ is called a prime component. Thus if an ordinal number λ is a prime
component, then there exists no decomposition λ = β+γ , where β < λ and γ < λ. For example,
among finite ordinal numbers, only 1 is a prime component. The ordinal number ω is a prime
component.
4.4. Remarks.
(i) [Sie58, XIV.4 Theorem 1 and (15.3)] Let γ,β and λ be ordinal numbers. If β > 0, then
γ + β > γ . If λ > 1 and β < γ , then λβ < λγ .
(ii) [Sie58, XIV.6 Theorem 1] Let γ > 0 be an ordinal number. Then γ is a prime component if
and only if for every ordinal number ε < γ we have ε + γ = γ .
(iii) [Sie58, XIV.19 Theorem 1] Prime components are powers of the ordinal number ω (whose
exponents are ordinal numbers) and conversely, powers of the ordinal number ω are prime
components.
(iv) [Sie58, XIV.19 Theorem 2] Every ordinal number λ > 0 may be represented uniquely in the
form
λ = ωλ1a1 +ωλ2a2 + · · · +ωλr ar (2)
where r and a1, . . . , ar are non-zero natural numbers, while λ1 > · · · > λr is a decreasing
sequence of ordinal numbers.
4.5. Definition. Let λ be an ordinal. Formula (2) is called the normal form of the ordinal num-
ber λ. Sometimes we abuse notation and allow some al to be zero.
4.6. Remark. [Sie58, XIV.19 Exercise 5] Let λ be an infinite ordinal number with normal form
λ = ωλ1a1 +ωλ2a2 + · · · +ωλr ar . Then the normal form of λω is ωλ1ω .
4.7. Definitions. Two sets X and Y have the same cardinality, and we write |X| = |Y |, if there
exists a bijection between X and Y .
An ordinal number λ is called a cardinal number if |λ| = |β| for all ordinal numbers β < λ.
4.8. Lemma. Let λ be an infinite cardinal number. Then the following hold:
(i) λ is a prime component.
(ii) λ = ωγ , for some ordinal number γ .
(iii) λ = ωωδ , for some ordinal number δ.
(iv) The ordinal λω is a prime component with normal form ωωδ+1 .
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|β| + |γ | = max{|β|, |γ |}, which contradicts λ is the least ordinal number with cardinality |λ|.
(ii) By Remarks 4.4(iii).
(iii) By (ii), λ = ωγ . By Remarks 4.4(iii), we have to show γ is a prime component. Suppose
γ is not a prime component. Then there exist non-zero ordinal numbers , ν such that γ =  + ν
with , ν < γ . Hence
|λ| = ∣∣ωγ ∣∣= ∣∣ω+ν∣∣= ∣∣ω ·ων∣∣= ∣∣ω∣∣ · ∣∣ων∣∣= max{∣∣ω∣∣, ∣∣ων∣∣}.
By Remarks 4.4(i), ω < ωγ and ων < ωγ , thus we get a contradiction with the fact λ is a
cardinal number.
(iv) By Remark 4.6, λω = (ωωδ )ω = ωωδω = ωωδ+1 . By Remarks 4.4(iii), λω is a prime com-
ponent. 
4.9. Definition. [Sie58, XIV.28] Let λ and β be non-zero ordinal numbers. Abusing notation,
with suitable re-labeling, the normal forms for these ordinals can be written using the same
strictly decreasing set of exponents γ1 > γ2 > · · · > γr . Thus λ = ωγ1m1 +ωγ2m2 +· · ·+ωγrmr ,
and β = ωγ1n1 + ωγ2n2 + · · · + ωγr nr , where ni,mi ∈ N. Then the natural sum ⊕ and natural
product ⊗ of λ and β are defined by
λ⊕ β =
r∑
i=1
ωγi (mi + ni), λ⊗ β =
r⊕
i,j=1
ωγi⊕γjminj .
In addition we define 0 ⊕ λ = λ⊕ 0 = λ, and 0 ⊗ λ = λ⊗ 0 = 0 for any ordinal number λ.
The operations ⊕ and ⊗ are associative, commutative and cancellative: (λ ⊕ β = γ ⊕ β ⇒
λ = γ ) and (λ ⊗ β = γ ⊗ β ⇒ λ = γ ). The distributive law holds: γ ⊗ (λ ⊕ β) = (γ ⊗ λ) ⊕
(γ ⊗ β). Notice that if λ and β are finite ordinals, then λ⊕ β = λ+ β and λ⊗ β = λβ .
4.10. Remarks. Let λ > 0 be a prime component. Let γ,β < λ. Then
(i) γ + β < λ,
(ii) γ ⊕ β < λ.
Proof. (i) Suppose γ +β  λ. By Remarks 4.4(i), (γ +β)+λ > γ +β  λ. By Remarks 4.4(ii),
(γ + β)+ λ = γ + (β + λ) = γ + λ = λ. Hence λ > λ, a contradiction.
(ii) If the normal forms of γ,β are γ = ωγ1m1 + ωγ2m2 + · · · + ωγrmr , and β = ωγ1n1 +
ωγ2n2 +· · ·+ωγr nr . Then γ ⊕β =∑ri=1 ωγi (mi +ni). Since γ,β < λ, then ωγi < λ. Therefore
by (i) γ ⊕ β < λ. 
Let λ be a fixed infinite cardinal. By Lemma 4.8(iv), λ = ωωδ for some ordinal number δ.
Consider the set of ordinal numbers
Mλ =
{
γ
∣∣ γ < λω}.
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(i) Mλ is a commutative, cancellative and ordered monoid with respect to ⊕.
(ii) Mλ is a semigroup with respect to ⊗.
(iii) The map Mλ λ¯→ Mλ, defined by γ 
→ λ⊗ γ , is an injective morphism of monoids.
Proof. Let γ,β < λω. We can suppose γ = ωγ1m1 + · · · + ωγrmr , β = ωγ1n1 + · · · + ωγr nr
where γ1 > · · · > γr and ni,mi ∈ N.
(i) We already know that ⊕ is associative and cancellative. By definition, 0 ⊕ γ = γ ⊕ 0 = γ
for all γ ∈ Mλ. Since λω is a prime component by Lemma 4.8(iv), Remarks 4.10(ii) implies
γ ⊕ β < λω. That is, γ ⊕ β ∈ Mλ.
It is not difficult to prove Mλ is an ordered monoid because γ > β if and only if there exists
i0 ∈ {1, . . . , r} such that n1 = m1, . . . , ni0−1 = mi0−1 and mi0 > ni0 .
(ii) γ ⊗ β =∑ri,j=1 ωγi⊕γj (minj ). Notice γi < ωδ+1 for i = 1, . . . , r , because γ,β < λω =
ωω
δ+1
. Hence γi ⊕ γj < ωδ+1 and ωγi⊕γj < ωωδ+1 for all i, j = 1, . . . , r . By Remarks 4.10(ii),∑r
i,j=1 ωγi⊕γj (minj ) < λω.
(iii) λ¯ is well defined by (ii). By definition λ ⊗ 0 = 0. Moreover, since the distributive laws
are satisfied, λ¯ is a morphism of monoids. λ¯ is injective because ⊗ is cancellative. 
Let k be a division ring. Consider the monoid k-ring Rλ = kMλ with multiplicative notation.
As a set
Rλ =
{
a1t
γ1 + · · · + ar tγr
∣∣ r ∈ N, a1, . . . , ar ∈ k, γ1, . . . , γr < λω}.
Given a, b ∈ Rλ, we can suppose a = a1tγ1 + · · · + astγs , b = b1tγ1 + · · · + bstγs . Then the sum
and product are defined as
a + b =
s∑
i=0
(ai + bi)tγi , ab =
s∑
i,j=1
aibj t
γi⊕γj .
By Lemma 4.11(iii), λ¯ is an injective morphism of monoids. Hence λ¯ induces the injective
morphism of k-rings α :Rλ → Rλ defined by α(a1tγ1 + · · · + astγs ) = a1tλ⊗γ1 + · · · + astλ⊗γs .
Notice Rλ is a left Ore domain by Lemma 4.2. Let K = Qlcl(Rλ). Since α is injective, α can
be extended to K . Let α :K → K be its extension.
Consider now the skew polynomial ring K[x;α]. Let Q = Qlcl(K[x;α]) = Qlcl(Rλ[x;α]).
Consider the set {tγ }γ<λ ⊆ K . Then
(a) the elements of {tγ }γ<λ are right linearly independent over α(K),
(b) for all γ < λ and a ∈ k, atγ = tγ a,
(c) for γ = 0, t0 = 1, is in the center of K ,
(d) the subring T of K generated by k ∪ {αn(tγ ) | γ < λ, n 0} is left Ore by Lemma 4.2.
Set xγ = tγ x, for all γ < λ. Let X = {xγ }γ<λ. Notice |X| = λ. Hence we get a (K, k,α,λ,
{tγ }γ<λ,1)-JF-embedding k〈X〉 ↪→ Q.
4.12. Theorem. Q is a division ring of fractions of k〈X〉 and k〈X〉 ↪→ Q has inversion height 1.
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monoid generated by X.
We claim Step 1: Let γ be an ordinal number smaller than λω and let s ∈ N. Then there exists
m ∈ N such that (tγ xs)xm ∈ M .
We can suppose the normal form of γ is
γ = ωγ1m1 + · · · +ωγrmr +ωγr+1mr+1 + · · · +ωγr+dmr+d ,
where ωδ+1 > γ1 > · · · > γr  ωδ > γr+1 > · · · > γr+d  0 and mi, r, d ∈ N. If we define ε =
ωγ1m1 + · · · +ωγrmr and η = ωγr+1mr+1 + · · · +ωγr+dmr+d , then
γ = η ⊕ ε. (3)
Notice η < ωωδ = λ.
For i = 1, . . . , r , we can suppose
γi = ωδli1 +ωβ2 li2 + · · · +ωβp lip (4)
for some ordinal numbers δ > β2 > · · · > βp  0 and li1, . . . , lip ∈ N.
Notice l11  · · · lr1 because γ1 > γ2 > · · · > γr .
Call l11 the leading natural exponent of γ . To prove Step 1 we proceed by induction on the
leading natural exponent of γ .
If l11 = 0, then ε = 0, γ < ωωδ = λ, and tγ x = xγ . Hence (tγ xs)x = (tγ x)xs = xγ xs ∈ M .
Suppose l11  1. Then
γi = ωδ ⊕
(
ωδ(li1 − 1)+ωβ2 li2 + · · · +ωβp lip
)
. (5)
Define
νi = ωδ(li1 − 1)+ωβ2 li2 + · · · +ωβp lip. (6)
Then γi = ωδ ⊕ νi . Therefore
ε = ωωδ⊕ν1m1 + · · · +ωωδ⊕νrmr = ωωδ ⊗
(
ων1m1 + · · · +ωνrmr
)
.
Call
ν = ων1m1 + · · · +ωνrmr . (7)
Then ε = ωωδ ⊗ ν = λ⊗ ν. Notice ν1 > ν2 > · · · > νr .
Hence (
tγ xs
)
x = (tγ x)xs = (tη⊕εx)xs = tη(tλ⊗νx)xs = tηxtνxs = xηtνxs .
Now looking at (5)–(7), we see that we can apply induction hypothesis to the leading natural
exponent of ν, l11 − 1. Hence there exists m ∈ N such that (tνxs)xm ∈ M .
Thus (tγ xs)xm+1 = (tγ xs)xxm = xη(tνxsxm) ∈ M .
Now the proof of the result follows with Steps 2 and 3 as in Proposition 4.1. 
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The following J-embedding appeared in [Jat69]. It also can be seen as a generalization of the
example of inversion height 2 given by J.L. Fisher [Fis71]. Our computations of the inversion
height will be a little bit sketchy, as the proofs are almost the same as the ones given by J.L. Fisher.
Let J be a set with |J |  1. Let k be a commutative field. Set K = k(tin | i ∈ J, n  1),
the field of fractions of the polynomial ring k[tin | i ∈ J, n  1] on the variables {tin}n1
i∈J
. Let
α :K → K be the monomorphism of k-rings given by α(tin) = tin+1 for i ∈ J , n 1. Then the
elements of {1} ∪ {ti1}i∈J are right linearly independent over α(K). Consider K[x;α]. Define
xi = ti1x. Then, by Jategaonkar’s Lemma 3.1, the k-algebra generated by X = {x} ∪ {xi}i∈J is a
free k-algebra inside K[x;α]. Since K is a commutative field, we obtain a (K, k,α, {1}∪J, {1}∪
{ti1}i∈J ,1)-JF-embedding k〈X〉 ↪→ Q ↪→ E, where Q is the left Ore division ring of fractions
of K[x;α], and E the Laurent power series division ring containing Q, cf. Remarks 3.3(iii).
Note that we recover Fisher’s example when |J | = 1.
We already know, by Proposition 3.5 and Remarks 2.2(vi), hE(k〈X〉)  2. The following
lemma is crucial to show that hE(k〈X〉) = 2.
5.1. Lemma. If r ∈ k〈X〉, then r =∑nj=0 fjxj , where fj =∑ε,γ aεγ tεi1i11 · · · tεijij j , aεγ ∈ k, ε =
(εi1 , . . . , εij ) ∈ {0,1}j , γ = (i1, . . . , ij ) ∈ J j and almost all aεγ are zero.
Proof. The proof follows easily observing that
xi1xi2 · · ·xixn = ti11ti22 · · · tixn+
and
xnxi1xi2 · · ·xi = ti1 n+1ti2 n+2 · · · ti n+xn+.
See [Fis71, Lemma 4]. 
Define
S =
{∑
ε,γ
aεγ t
εi1
i11 · · · t
εij
ij j
= 0
∣∣∣ aεγ ∈ k almost all zero, j ∈ N, ε = (εi1 , . . . , εij ) ∈ {0,1}j ,
γ = (i1, . . . , ij ) ∈ J j
}
and
M= {finite products of elements of S}.
Note that if s ∈ S , the degree of s on til is at most one.
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localize atM. Call V = k[tin | i ∈ J, n 1]M. Since α(S) ⊆ S , α(M) ⊆M. Hence α(V ) ⊆ V .
Thus
U =
{
x−n
∞∑
l=0
vlx
l ∈ E
∣∣∣ vl ∈ V}
is a subring of E, where E is as in Remarks 3.3(iii).
Let r ∈ k〈X〉 \ {0} ⊆ E. We find an expression of r−1 ∈ E. By Lemma 5.1, r =
(
∑n
j=0 fjxj )xj0 , fj ∈ S ∪ {0}, f0 = 0. Now
r−1 = x−j0
∞∑
l=0
blx
l,
where b0 = f−10 ∈ V , and if l  1, bl = −f−10
∑l
s=1 fsαs(bl−s) ∈ V . Therefore r−1 ∈ U and
Q1(k〈X〉,E) ⊆ U .
On the other hand, ti2 = x(ti1x)x−2 ∈ Q1(k〈X〉,E). Now Q1(k〈X〉,E) is not a division ring
because ti1 − t2i2 ∈ Q1(k〈X〉,E), but
5.2. Lemma. (ti1 − t2i2)−1 /∈ U for each i ∈ J .
Proof. [Fis71, Lemma 6]. 
5.3. Proposition. Q is the division ring of fractions of k〈X〉 inside Q and hQ(k〈X〉) =
hE(k〈X〉) = 2.
Proof. Q is the division ring of fractions because k ⊆ Q1(k〈X〉,Q) and tin = xn−1ti1xx−n ∈
Q1(k〈X〉,Q). Hence k[tin | i ∈ J, n 1][x;α] ⊆ Q1(k〈X〉,Q).
The preceding discussion shows that hQ(k〈X〉) = hE(k〈X〉) = 2. 
6. The group ring point of view
Throughout this section we consider a (K, k,α, I, {ti}i∈I , ti0 = 1)-JF-embedding k〈X〉 ↪→ Q
and we assume that the elements in {αn(ti)} i∈I
n0
are in the center of K . The free group on {xi}i∈I
is not contained in Q because, if i = i0, the commutativity of {αn(ti)}i∈I,n0 implies that
x2i x
−2 = (tixtix)x−2 = tiα(ti) = α(ti)ti =
(
xtix
−1)tixx−1 = xxix−2xix−1,
that is,
x2i x
−1
i0
= xi0xix−2i0 xi . (8)
Notice (8) also holds if ti0 = 1 by Lemma 3.4.
Let G be the subgroup of Q \ {0} generated by {xi}i∈I . By definition, xi = tix hence, in our
situation, xi0 = x; therefore
G = 〈{xi}i∈I 〉= 〈x, {ti}i∈I 〉Q \ {0}.
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To this aim set N = 〈{xntix−n}n∈Z
i∈I
〉G.
The map Q → Q given by left conjugation by x is clearly an automorphism of Q. Moreover
it coincides with α on K . We call this extension again α. So α :Q → Q, α(q) = xqx−1 for all
q ∈ Q. Therefore for every n ∈ Z, xntix−n = αn(ti). Moreover, if n 0, αn(ti) ∈ K .
6.1. Lemma.
(i) N is an abelian group and it is the normal subgroup of G generated by {ti}i∈I .
(ii) The elements xntix−n are transcendental over k for each n ∈ Z, i ∈ I . In particular, they
are torsion-free.
(iii) G/N is the infinite cyclic group generated by Nx.
(iv) G = N  〈x〉.
Proof. (i) To show that N is abelian, it is enough to show the generators commute. Now note
that the commutativity of the product of elements in {αn(ti)} i∈I
n0
implies the commutativity of
the product of elements in {αn(ti)} i∈I
n∈Z
. The rest of the statement is clear.
(ii) Let p(z) ∈ k[z] such that p(αn(ti)) = 0 for some n ∈ Z, i ∈ I . Since αm(xntx−n) is a root
of p(z) for each m ∈ N, we get there exist m1 < m2 ∈ N such that αm1+n(ti) = αm2+n(ti). This
implies αm2−m1(ti) = ti , a contradiction because, by the definition of JF-embedding, ti /∈ α(K).
(iii) Since, for any i ∈ I , xti = α(ti)x it is clear that G/N is generated by Nx. Suppose there
exists n 1 such that xn ∈ N . Then, by (i), α(αn−1(ti)) = αn(ti) = xntix−n = ti , a contradiction.
(iv) We know N  G and G/N is infinite cyclic generated by Nx. Hence G = N〈x〉.
We prove N ∩ 〈x〉 = {1}. Let r, n1, . . . , nl , m1, . . . ,ml ∈ Z, i1, . . . , il ∈ I , such that xr =
xn1 t
m1
i1
x−n1 · · ·xnl tmlil x−nl . Let n = min{n1, . . . , nl}. Then xr = x−nxrxn = xn1−ntm1x−n1+n · · ·
xnl−ntml x−nl+n = αn1−n(tm1i1 ) · · ·αnl−n(t
ml
il
) ∈ K . Therefore r = 0, and xr = 1. 
6.2. Lemma. Suppose the evaluation homomorphism
ev :α(K)
[
zi
∣∣ i ∈ I \ {i0}]→ Q,
where zi 
→ ti , and a 
→ a for all a ∈ α(K) is injective. Then N is a torsion free abelian group.
Proof. Suppose there exist s > 1, and integers n1 < n2 < · · · < nl such that(
αn1
(
t
εi11
i11
· · · tεir11ir11
)
· · ·αnl
(
t
εi1l
i1l
· · · tεirl lirl l
))s = 1,
where εiuv = ±1. Then(
t
εi11
i11
· · · tεir11ir11
)s = (αn2−n1(t−εi12i12 · · · t−εir22ir22 ))s · · ·(αnl−n1(t−εi1li1l · · · t−εirl lirl l ))s ∈ K.
If εi11 = · · · = εir11 = 1, there is a contradiction. If εi11 = · · · = εir11 = −1, we invert the left-
and right-hand side of the equality to get a contradiction. If some εiu1 are 1 and some −1, we
move the negative to the right-hand side to obtain a contradiction. 
In general, the group ring kN is not contained in the division ring of fractions of k〈X〉.
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be given by t 
→ t2 + t . Then α(K) = k(t2 + t), the field of fractions of k[t2 + t] ⊆ k[t]. Notice
k[t2 + t] ⊆ k[t] is an integral extension and that k[t2 + t] ∼= k[t], therefore k[t2 + t] is integrally
closed in its field of fractions. We claim that tn /∈ α(K) for all n  1. Suppose tn ∈ α(K) =
k(t2 + t) for some n 1. Since tn is integral over k[t2 + t] and k[t2 + t] is integrally closed, our
assumption on tn implies tn ∈ k[t2 + t]. Hence there exist a0, . . . , am ∈ k, with am = 0, such that
tn = am
(
t2 + t)m + · · · + a1(t2 + t)+ a0.
But this is not possible because the foregoing equality forces t2m = tn and if 0  j  m is the
least one such that aj = 0, then there exists a monomial on tj . So the claim is proved.
Consider now the (K, k,α, I = {1,2}, {1, t},1)-JF-embedding. That is, the free k-algebra
on two generators inside K[x;α] generated by x and tx. In this case N = 〈{xntx−n}n∈Z〉 =
〈{αn(t)}n∈Z〉. Note that t is algebraic over α(K) for t is a root of the polynomial z2 + z− (t2 + t)
over the polynomial ring α(K)[z]. Therefore the ring kN is not contained in Q because
t2, t, xtx−1 = α(t) ∈ N and t2 + t − (xtx−1) = 0, so these elements are not k-independent in-
side Q.
6.4. Proposition. Suppose the evaluation homomorphism
ev :α(K)
[
zi
∣∣ i ∈ I \ {i0}]→ Q,
where zi 
→ ti , and a 
→ a for all a ∈ α(K) is injective. Then the group ring kN and, hence, kG =
kN [x, x−1;α] are contained in Q. Moreover, the division ring of fractions of k〈X〉 inside Q is
the two-sided Ore ring of fractions of kG.
Proof. Suppose
d1n1 + · · · + dmnm = 0, (9)
where nl ∈ N, nl = ns , if l = s and dl ∈ k.
Only a finite number of ti appear in the expression of nl . Call them ti1, . . . , tir . We may
suppose
nl = αrl1
(
t
sli11
i1
· · · t slir 1ir
) · · ·αrlul (t sli1uli1 · · · t slir ulir ), l = 1, . . . ,m. (10)
We prove by induction on m that d1 = · · · = dm = 0.
If m = 1, the result follows because Q is a domain.
Suppose the result holds for m − 1 1. Conjugating by a suitable power of x, using that the
elements in {αn(ti)} i∈I
n0
are in the center of K and reordering the summands, we may suppose
0 rl1 < rl2 < · · · < rlul , 0 r11  r21  · · · rm1.
If (rl1, sli11, . . . , slir1) is the same for all l, then we can factor out αrl1(t
sli11
i1
· · · t slir 1ir ) from (9).
Since nl = ns , if l = s, we go on this way until we find j0 such that not all (rlj0 , sli1j0, . . . , slir jr )
are equal. So we can suppose that in (10) (rl1, sli11, . . . , slir1) are not equal for all l.
If r11 = r21 = · · · = rm1, since α and αr11 are injective, we could express (9) as
d1t
s1i11 · · · t s1ir 1α(a1)+ · · · + dmtsmi11 · · · t smir 1α(am) = 0,i1 ir i1 ir
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and induction hypothesis we get the result.
Hence suppose there exists l0 such that r11 = r21 = · · · = rl0−11 < rl01  · · · rm1.
We claim 0 = d1n1 + · · · + dl0−1nl0−1 /∈ αrl01(K). Suppose there exists b0 ∈ K \ {0} such
that d1n1 + · · · + dl0−1nl0−1 = αrl01(b0) = αr11(t
s1i11
i1
· · · t s1ir 1ir )αr11+1(b1)+ · · · + αr11(t
sl0−1i11
i1
· · ·
t
sl0−1ir 1
ir
)αr11+1(bi0−1).
Hence, t
s1i11
i1
· · · t s1ir 1ir α(b1)+· · ·+ t
sl0−1i11
i1
· · · t sl0−1ir 1ir α(bi0−1)−αrl01−r11(b0) = 0, a contradic-
tion. Now, because dl0nl0 +· · ·+dmnm ∈ αrl01(K), the claim implies d1n1 +· · ·+dl0−1nl0−1 = 0
and dl0nl0 + · · · + dmnm = 0. By the induction hypothesis it follows that kN ⊆ Q.
Since, by Lemma 6.1, N is abelian and, by Lemma 6.2, torsion free kN is a two-sided Ore
domain (this is implicit, for example, in Lemma 4.2). Hence kG ∼= kN [x, x−1;α] is a two-sided
Ore domain. The universal property of the Ore localization implies that the division ring of
quotients of kG is contained in Q. By the construction of X and G it is clear that the division
ring of fractions of k〈X〉 in Q is the same as the division ring of fractions of KG. 
6.1. The examples revisited
Observe that our examples of JF-embeddings in Sections 4 and 5 satisfy that the elements in
the set {αn(ti)} i∈I
n0
are in the center of K . So we can specialize the previous results to these
examples.
(a) Consider the (K, k,α, {1} ∪ J, {1} ∪ {ti1}i∈J ,1)-JF-embedding of Section 5. Consider the
group G generated by {xi}i∈{1}∪J . G = 〈{xi}i∈{1}∪J 〉 = 〈{x} ∪ {xi}i∈J 〉Q \ {0}.
Notice N is the free abelian group on {tin}n1
i∈J
∪ {xnti1x−n}n<0
i∈J
. If we relabel xnti1x−n,
n < 0, as tin+1, we get N is the free abelian group on {tin}n∈Z
i∈J
. And G = N  〈x〉, where x acts
as xtin = tin+1x for all n ∈ Z, i ∈ J . That is,
G = 〈x, tin, i ∈ J, n ∈ Z ∣∣ tin+1 = xtinx−1, tintjm = tjmtin〉.
Also, the evaluation map
ev : k(tin | i ∈ J, n 2)[zi | i ∈ J ] → Q,
zi 
→ ti1, a 
→ a for all a ∈ k, is injective.
Therefore, by Proposition 6.4, kN embeds in Q. Moreover, kG = kN [x, x−1;α] embeds
in Q, and Q is the division ring of fractions of kG.
(b) Consider the (k(t), k,α, {0,1, . . . , n − 1}, {ti}n−1i=0 ,1)-JF-embedding of Section 4.1. Then
G = 〈x0 = x, x1, . . . , xn−1〉 = 〈x, t〉 ⊆ Q \ {0}, and N = 〈xmtx−m | m ∈ Z〉. Consider Z[ 1n ] as a
group with multiplicative notation, i.e.: Z[ 1
n
] = {ynlq | q, l ∈ Z}.
6.5. Proposition.
(i) If z ∈ N , there exist l,m ∈ Z such that z = xmtlx−m.
(ii) The map Z[ 1
n
] → N , ynlq 
→ xltqx−l is an isomorphism of groups.
(iii) kN embeds in Q.
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lq = ynl+1qx.
(v) kG = kN [x, x−1;α] ↪→ Q and Q is the division ring of fractions of kG.
Proof. Analogous proof as Proposition 6.6. 
(c) Let λ be an infinite cardinal. Consider the monoid Mλ of Section 4.2.
The following is the general construction of the universal group of a monoid specialized to
the monoid Mλ.
Define the following equivalence relation of pairs (γ, δ), (ε, η) ∈ Mλ ×Mλ
(γ, δ) ∼ (ε, η) iff ∃μ ∈ Mλ such that γ ⊕ η ⊕μ = ε ⊕ δ ⊕μ. (11)
Since Mλ is cancellative, (11) is equivalent to
γ ⊕ η = ε ⊕ δ. (12)
We denote by γ  δ the equivalence class of (γ, δ).
Let Hλ = {γ  δ | (γ, δ) ∈ Mλ × Mλ}. Hλ can be endowed with a group structure via the
binary operation
(γ  δ)⊕ (ε  η) = (γ ⊕ ε) (δ ⊕ η),
for all (γ, δ), (ε, η) ∈ Mλ ×Mλ. The zero element of Hλ is 0 ⊕ 0. The inverse of γ  δ is δ  γ .
Moreover, Mλ ↪→ Hλ via γ 
→ γ  0.
Hλ is called the universal group of Mλ.
Furthermore Hλ is an ordered group with positive cone P = {γ  δ | γ > δ}.
Also Hλ can be endowed with a ring structure via the binary operation
(γ  δ)⊗ (ε  η) = (γ ⊗ ε ⊕ δ ⊗ η) (δ ⊗ ε ⊕ γ ⊗ η)
for all γ  δ, ε  η ∈ Hλ. With these operations Hλ is a commutative domain.
Consider the multiplicative subset of Hλ
S = {1, λ,λ⊗ λ = λ⊗2, . . . , λ⊗ n· · · ⊗λ = λ⊗n, . . .}.
We can localize Hλ at S to obtain
S−1Hλ =
{
γ  δ
λ⊗n
∣∣∣ γ, δ ∈ Mλ, n ∈ N}.
We will express the elements of S−1Hλ as λ⊗
n
(γ  δ) with n ∈ Z. Notice when n > 0,
λ⊗n(γ  δ) = λ⊗n ⊗ (γ  δ), and if n < 0, λ⊗n(γ  δ) = γδ
λ⊗−n
.
Consider the (K = Qlcl(Rλ), k,α,λ, {tγ }γ<λ,1)-JF-embedding of Section 4.2. Then G =〈xγ 〉γ<λ = 〈x, tγ 〉γ<λ Q \ {0} and N = 〈{xmtγ x−m | m ∈ Z, γ < λ}〉.
6.6. Proposition.
(i) There is an injective morphism of groups Hλ → Q defined by γ  δ 
→ (tδ)−1tγ .
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xmtγδx−m.
(iii) The map ψ :S−1Hλ → N , λ⊗m(γ δ) 
→ xmtγδx−m is an isomorphism of abelian groups.
(iv) Consider S−1Hλ as a group with multiplicative notation i.e.: S−1H = {yλ⊗
n
(γδ) |
n ∈ Z, γ, δ ∈ Mλ}. Then G ∼= S−1Hλ  C, where C = 〈x〉 is the infinite cyclic group
and xyλ⊗
m
(γδ) = yλ⊗m+1 (γδ)x.
(v) kN embeds in Q.
(vi) kG = KN [x, x−1;α] ↪→ Q and Q is the division ring of fractions of kG.
Proof. (i) Straightforward.
(ii) Let n1 < n2 ∈ Z, γ1  δ1, γ2  δ2 ∈ Hλ. Then xn1 tγ1δ1x−n1xn2 tγ2δ2x−n2 =
xn1 tγ1δ1 tλ⊗
n2−n1
(γ2δ2)x−n2+n2−n1 = xn1 t (γ1⊕λ⊗n2−n1 ⊗γ2)(δ1⊕λ⊗n2−n1 ⊗δ2)x−n1 .
(iii) ψ is well defined. Let n >m ∈ Z, γ  δ, γ ′  δ′, with λ⊗n(γ  δ) = λ⊗m(γ ′  δ′),
ψ
(
λ⊗n(γ  δ))= xntγδx−n
= xmxn−mtγδxm−nx−m
= xmtλ⊗(n−m)⊗(γδ)x−m
= xmtγ ′δ′x−m
= ψ(λ⊗m(γ ′  δ′)).
ψ is a morphism,
ψ
(
λ⊗n(γ  δ)⊕ λ⊗m(ε  η))= ψ(λ⊗m(λ⊗n−m(γ  δ)⊕ (ε  η)))
= xmtλ⊗n−m(γδ)⊕(εη)x−m
= xmxn−mtγδx−n+mx−mxmtεηx−m
= xntγδx−nxmtεηx−m
= ψ(λ⊗n(γ  δ))ψ(λ⊗m(ε  η)).
ψ is injective because 1 = ψ(λ⊗n(γ  δ)) = xntγδx−n. Hence tγδ = 1. Therefore γ = δ
and λ⊗n(γ  δ) = 0.
ψ is onto by (ii).
(iv) By (iii) and Lemma 6.1(iv).
(v) and (vi) follow from Proposition 6.4. 
7. Embedding the free group algebra
We use Jategaonkar embeddings to obtain embeddings of the free group algebra of inversion
height at most two via the so-called Magnus–Fox embedding. The neater version of this result is
the following due to P. Ara and W. Dicks [AD06, Theorem 2.11] where there is also a nice expla-
nation of the embedding’s history. For weaker versions, that are sufficient for our applications,
see for example the work by A.I. Lichtman [Lic84, Proposition 3].
Let X be a set, and let R be a ring. We denote by R〈〈X〉〉 the power series ring on X.
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Then the map ϕ :RH → R〈〈X〉〉 defined by ϕ(hi) = 1 + xi for all i ∈ I is an injective morphism
of R-rings.
7.2. Definition. Consider the monoid N ∪ {∞} with the ordering defined by the usual ordering
on N and ∞ > n for all n ∈ N. The sum on N is defined as usual and n + ∞ = ∞ + n = ∞ for
all n ∈ N ∪ {∞}.
Let S be a ring. By a valuation on S we understand an onto map v :S → N ∪ {∞} such that
(V.1) v(x) = ∞ if and only if x = 0.
(V.2) v(xy) = v(x)+ v(y) for all x, y ∈ S.
(V.3) v(x + y)min{v(x), v(y)}.
A ring S endowed with a valuation v is called a valuation ring. The completion of S with respect
to v is the ring Ŝ = lim←−S/In where In = {x ∈ S | v(x) n}. Alternatively, we will also refer to Ŝ
as the completion of S with respect to a descending chain of ideals {In}n∈N.
The following result is implicit in the proof of [Lic84, Proposition 4].
7.3. Lemma. Let S be a valuation ring with valuation v :S → N∪{∞}. Consider the completion
Ŝ with respect to In = {x ∈ S | v(x) n}. Then Ŝ is again a valuation ring with valuation also
denoted by v. Let k be a subring of Ŝ such that v|k = 0. Let X ⊆ Ŝ. Suppose k and X generate a
free k-ring k〈X〉 inside Ŝ. If there exists m 1 with
1 v(x)m for all x ∈ X, (13)
then k〈〈X〉〉 ↪→ Ŝ.
Proof. Define the sequence of ideals of k〈X〉, Jn = k〈X〉 ∩ {f ∈ Ŝ | v(f ) n} for n 1. Notice
the completion of k〈X〉 with respect to {Jn}n1 is contained in Ŝ. By (13), 〈X〉n ⊆ Jn. On the
other hand, since v|k = 0, we have Jm ⊆ 〈X〉. Hence Jnm ⊆ 〈X〉n for all n 1. Therefore, k〈〈X〉〉,
the completion of k〈X〉 with respect to 〈X〉n and the completion of k〈X〉 with respect to {Jn}n1
are isomorphic, and k〈〈X〉〉 ⊆ Ŝ. 
7.4. Corollary. [Lic84, Proposition 4] Let S be a valuation ring with valuation v :S → N∪ {∞}.
Consider the completion Ŝ with respect to In = {x ∈ S | v(x) n}. Then Ŝ is again a valuation
ring with valuation also denoted by v. Let k be a subdivision ring of Ŝ such that v|k = 0. Let
X ⊆ Ŝ. Suppose k and X generate a free k-ring k〈X〉 inside Ŝ. Suppose
1 v(x) for all x ∈ X. (14)
Then k and Y = {1 + x}x∈X generate a free group k-ring on Y inside Ŝ.
Proof. Let Z be a finite subset of X. By Lemma 7.3,
k〈Z〉 ↪→ k〈〈Z〉〉 ↪→ Ŝ.
128 D. Herbera, J. Sánchez / Journal of Algebra 310 (2007) 108–131By Theorem 7.1, we get that the subring of Ŝ generated by k and {1 + z} ∪ {(1 + z)−1}z∈Z is the
free group k-ring. Since this can be done for any finite subset Z of X, we obtain that the subring
of Ŝ generated by k and {1 + x} ∪ {(1 + x)−1}x∈X is the free group k-ring. 
7.5. Lemma. [Lic84, Corollary 1] Suppose we have a (K, k,α, I, {ti}i∈I )-J-embedding k〈X〉 ↪→
K[x;α] ↪→ Q. Let H be the free group on {hi}i∈I . Then there exists an embedding of k-rings
kH ↪→ Q, defined by hi 
→ 1 + xi .
Proof. K[x;α] is a valuation ring with valuation given by v(∑n0 anxn) = min{n | an = 0}.
Notice the completion of K[x;α] with respect to In = 〈x〉n is K[[x;α]]. So we have k〈X〉 ↪→
K[[x;α]] and v(xi) = 1. Now by Corollary 7.4, we get the embedding of k-rings kH ↪→
K[[x;α]] ↪→ E defined by hi 
→ 1 + xi . In fact k〈〈X〉〉 ↪→ K[[x;α]] by Lemma 7.3. Notice
Q = Qcl(K[x;α]) is contained in E by the universal property of Ore localization. Moreover,
kH is contained in Q because 1 + xi ∈ Q for all i ∈ I . 
7.6. Definition. Let k〈X〉 ↪→ Q be a (K, k,α, I, {ti}i∈I )-J-embedding (or a (K, k,α, I, {ti}i∈I ,
ti0)-JF-embedding). Consider the free group on {hi}i∈I . The embedding kH ↪→ Q given in
Lemma 7.5 will be called a (K, k,α, I, {ti}i∈I )-JL-embedding ( (K, k,α, I, {ti}i∈I , ti0)-JFL-
embedding).
7.7. Remarks. Consider a (K, k,α, I, {ti}i∈I , ti0)-JF-embedding k〈X〉 ↪→ Q and the induced
JFL-embedding kH ↪→ Q. Then the following hold:
(i) k〈X〉 and kH have the same division ring of fractions inside Q (and E).
(ii) hQ(kH) hQ(k〈X〉) 2.
Proof. (i) Let D be the division ring of fractions of k〈X〉 inside Q. Clearly k〈X〉 ⊆ kH because
xi = (1 + xi) − 1. Since 1 + xi ∈ D for all i ∈ I , (1 + xi)−1 ∈ D and kH ⊆ D. Therefore
k〈X〉 ⊆ kH ⊆ D. This implies the division ring of fractions of kH inside Q is contained in D.
Now the result follows by Remarks 2.2(v).
(ii) Follows by Remarks 2.2(v) and Proposition 3.5. 
7.8. Proposition. Let k〈X〉 ↪→ Q be a (K, k,α, I, {ti}i∈I , ti0)-JF-embedding of inversion
height 1. Consider the induced (K, k,α, I, {ti}i∈I , ti0)-JFL-embedding kH ↪→ Q. Then
hQ(kH) = 1. In particular, for each JF-embedding of Section 4, we get a JFL-embedding of
inversion height 1.
Proof. Follows from Remarks 7.7(ii), and the fact kH is not a division ring. 
We now show there are examples of embeddings of the free group algebra of inversion
height 2.
8. JFL-embedding of inversion height 2
Consider the (K, k,α, {1} ∪ J, {1} ∪ {ti1}i∈J ,1)-JFL-embedding obtained from the (K, k,α,
{1} ∪ J, {1} ∪ {ti1}i∈J ,1)-JF-embedding of Section 5.
D. Herbera, J. Sánchez / Journal of Algebra 310 (2007) 108–131 129Define S0 = k, and for n 1,
Sn =
{∑
ε,γ
aεγ t
εi11
i11 · · · t
εinn
inn
= 0
∣∣∣ aεγ ∈ k almost all zero, ε = (εi1, . . . , εin) ∈ {0,1}n,
γ = (i1, . . . , in) ∈ Jn
}
.
8.1. Lemma. Let W = {∑∞n=0 anxn | an ∈ Sn ∪ {0}}. Then W is a subring of E.
Proof. Clearly W is an additive subgroup of E. Let b =∑∞n=0 bnxn, c =∑∞n=0 cnxn ∈ W . For
each l ∈ N we have bl =∑εγ blεγ tεi11i11 · · · tεil lil l , and if n l, cn−l =∑εγ cn−lεγ tεil+1 l+1il+11 · · · tεinninn−l ,
αl(cn−l ) =∑εγ cn−lεγ tεil+1l+1il+1l+1 · · · tεinninn . Then bc =∑∞n=0(∑nl=0 blαl(cn−l ))xn ∈ W . 
8.2. Lemma. kH ⊆ W .
Proof. 1 + xi = 1 + ti1x ∈ W for all i ∈ J , and 1 + x ∈ W ,
(1 + ti1x)−1 =
∞∑
n=0
(−ti1x)n =
∞∑
n=0
(−1)nti1 · · · tinxn ∈ W,
(1 + x)−1 =
∞∑
n=0
(−x)n ∈ W.
Therefore kH , the k-algebra generated by {1 + xi, (1 + xi)−1 | i ∈ J } ∪ {1 + x, (1 + x)−1}, is
contained in W . 
8.3. Lemma. hE(kH) = 2.
Proof. Let p = (∑∞n=0 anxn)xl ∈ W \ {0} with a0 = 0. Then
p−1 = x−l
∞∑
n=0
bnx
n,
where b0 = a−10 ∈ V , and, if n  1, bn = −a−10
∑n
j=1 ajαj (bn−j ) ∈ V . Therefore p−1 ∈ U .
This shows Q1(kH,E) ⊆ U . By Remarks 7.7(i), (ii), Q2(kH,E) is the division ring of fractions
of kH inside Q. By Lemma 5.2, (ti1 − t2i2)−1 belongs to the division ring of fractions of kH (and
k〈X〉) inside Q, but (ti1 − t2i2)−1 /∈ U . Therefore (ti1 − t2i2)−1 /∈ Q1(kH,E). 
8.1. Examples of non-Hughes-free embeddings
It was proved by Ian Hughes [Hug70] (see also [DHS04]) that two Hughes-free embeddings
of a crossed product group ring are isomorphic as fields of fractions of the crossed product group
ring. Later J. Lewin [Lew74] showed that the embedding of the k-free group algebra (in fact
of a crossed product group ring [LL78, Section 2]) inside its universal field of fractions is a
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ring is Hughes-free if and only if it is fully inverting. In the following we prove that some JFL-
embeddings are not Hughes-free. These are an infinite family of examples. For another non-
Hughes-free example see [Lew74].
8.4. Proposition. Consider a (K, k,α, I, {ti}i∈I , ti0)-JFL-embedding kH ↪→ Q where K is a
commutative field. Then kH ↪→ Q is not a Hughes-free embedding.
Proof. Let i ∈ I \ {i0}. Consider the matrix W =
( xi0xi x2i
x2i0
xixi0
)
. By (8), W is not full because
W =
(
xi0xi
x2i0
)(
1 x−2i0 xixi0
)
.
On the other hand, we have(
xi0xi x
2
i
x2i0 xixi0
)
=
(
(hi0 − 1)(hi − 1) (hi − 1)2
(hi0 − 1)2 (hi − 1)(hi0 − 1)
)
=
(
hi0hi − hi0 − hi + 1 h2i − 2hi + 1
h2i0 − 2hi0 + 1 hihi0 − hi − hi0 + 1
)
.
Now we prove that this matrix is full in the k-free group algebra. Hence by the discussion before
this proposition the result follows. To see this we use that a matrix in a free algebra k〈{hi}i∈I 〉 is
full over k〈{hi}i∈I 〉 if and only if it is full over the k-free group algebra kH . Suppose(
hi0hi − hi0 − hi + 1 h2i − 2hi + 1
h2i0 − 2hi0 + 1 hihi0 − hi − hi0 + 1
)
=
(
A
B
)
(C D ) ,
with A,B,C,D ∈ k〈{hi}i∈I 〉. Notice A has degree at most 2. If A has degree zero, then C =
a(hi0hi −hi0 −hi +1). But then it is not possible BC = h2i0 −2hi0 +1. Suppose A has degree 2.
So C has degree 0 and A = a(hi0hi − hi0 − hi + 1). Now it is not possible AD = h2i − 2hi + 1.
Suppose A has degree one. Since AC = hi0hi − hi0 − hi + 1, A = ahi0 + b and C = chi + d .
But then it is not possible BC = h2i0 − 2hi0 + 1. 
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