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ABSTRACT 
This paper unifies several recent characterizations of Minkowski matrices (non- 
singular M-matrices) in terms of linear complementarity problems. 
1. INTRODUCTION 
A real, square matrix is called a P- or Z-matrix if all of its principal 
minors are positive or all of its off-diagonal elements are nonpositive, 
respectively. Matrices which are P- and Z-matrices simultaneously are 
known as (nonsingular) M-matrices in mathematics. In mathematical pro- 
gramming they are referred to as Minkowski matrices, the term we shall 
adopt here. The present paper is primarily expository: The main purpose is 
to give unified proofs for several recent characterizations of Minkowski 
matrices in terms of linear complementarity problems. 
Minkowski and other related classes of matrices have been studied by a 
number of researchers in several fields. One of the central issues of the 
subject matter is to give characterizations of Minkowski matrices under the 
assumption that they are Z-matrices. (See a survey by Plemmons [20] and 
references therein.) 
The linear complementarity problem is a relatively new field of mathe- 
matical programming but has been studied extensively in the past decade. 
(See, e.g., papers by Cottle and Dantzig [4] and Murty [17], which appeared 
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in this journal.) Minkowski matrices as well as P- and Z-matrices play certain 
special roles in the linear complementarity problem. In particular Cottle and 
Veinott [5] characterized Minkowski matrices in terms of a “least-element 
property” of a solution of the linear complementarity problem. In the next 
section we briefly survey roles played by these classes of matrices in the 
linear complementarity problem. Unified proofs of the recent characteriza- 
tions are given in Sets. 3 and 4. In the remainder of the present section, 
basic notation is specified which will be used throughout the paper. 
All vectors and matrices appearing in what follows are assumed to be 
real. Euclidean n-space and its nonnegative orthant are denoted by R” and 
R :, respectively. A vector is regarded as a column, and superscript T is used 
to indicate transposition. The symbol e denotes the summation vector 
(I, .f * 3 l)T of appropriate size, For x and y in R n, ~‘y is the usual inner 
product. By Rmxn, we denote the space of m-by-n matrices. 
For a positive integer n, we define ((n)) to be the set of all (ordered) 
sequences Y = ( yl,. . . , y,) such that 1~ yr < . . . <y,<n and l<t<n. Let 
y = (up. * * > y,) E ((n)). We write u= (a,, , . . , 6,) if and only if 
{Y ~,‘..‘Yt’~~,...,~,}={l,..., n}, n=t+s and YE). Note that given yE 
((n)), 7 is uniquely determined. For example, if Y = (2,3,5) E((5)), then 
y= (1,4). 
Let M ERmx”, iE{l,..., m}, jE{l,..., n}, S=(S, ,..., 6,)E((m)) and 
Y = (VI, * * ’ > Y,) E ((n)). W e d enote the (i, j)th element of M by Mii, and its ith 
row and jth column by Mi. and M,, respectively. Further we define 
, 
M., = [ MYI,MYe> . . . +WY,] 
and 
. . . . . . . . . . . . . 
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2. THE LINEAR COMPLEMENTARITY PROBLEM AND P-, Z- AND 
MINKOWSKI MATRICES 
For a given reR” and MER”~~, the linear complementarity problem 
(LCP) is that of finding (or concluding there is no) ,z E R n such that 
r+Mz>O, 
z > 0, 
zT(r+Mx)=O, 
Following Cottle [l], we denote the above problem by the symbol (r,M). In 
this section, we summarize roles played by P-, Z- and Minkowski matrices in 
the LCP. Articles cited in this section without a reference number can be 
found in references in [2], [4] or [17]. 
Let M E R nX n and y E ((n)). The polyhedral cone spanned by columns of 
I,, and M., which is denoted by 
pas{ Z,, -M., ) 
is called a complementary cone. A theorem proved by Samelson, Thrall and 
Wesler implies that the set of complementary cones partitions R n if and only 
if M is a P-matrix. This can be rephrased as: M is a P-matrix if and only if 
(T, M) has a unique solution for every r~ R”. Later, Ingleton [7] indepen- 
dently proved that M is a P-matrix if (and only if) (T, M) has at most one 
solution for every r E R “. The characterization of P-matrices by Samelson, 
Thrall and Wesler mentioned above was improved upon by Murty and 
further by Tamir as follows: An n-by-n matrix M is a P-matrix if and only if 
the problem (r, M) has a unique solution for every r belonging to {I,,, . . ., 
I.,, -I,,, . . ., - Z,,,M.l, . . .,M.,, -M.,,. . ., - M.,,e} (Murty), and if and only 
if (r, M) has a unique solution for every r in {I,,, . . . , I.,, M.,, . . , , M,,, 
- M,, . . . , - M,,,e} (Tamir), where e is the vector of ones. 
Dantzig and Cottle described a principal pivoting algorithm and showed 
that the algorithm computes the solution of (r, M) when M is a P-matrix. 
Graves [6] proposed another principal pivoting algorithm and proved his 
algorithm is capable of solving (r, M) under the same condition. The validity 
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of both algorithms depends on the fact that the property being a P-matrix is 
invariant under principal pivotal transforms. This result is due to Tucker. 
Later, Cottle and Dantzig proved that Lemke’s algorithm also solves (r,M) 
when M is a P-matrix. Other properties of P-matrices pertaining to the LCP 
are studied by Parsons and Murty. 
An interesting feature of the LCP (r, M) with a Z- or Minkowski matrix 
M is its relationship with a least element (with regard to the usual vector 
ordering) of the set 
X(r,M)={zER”:r+Mz>O, z>O}. 
Du Val proved that if M E R n x” is a symmetric positive definite matrix with 
negative off-diagonal elements (hence Minkowski), then for every r~ R”, 
X (r, M) has a least element which solves (r, M). This “least-element prop- 
erty” of the solution of the LCP in fact characterizes Minkowski matrices. 
THEOREM 1 (Cottle and Veinott’ [5]). The following statements about 
M E R n x n are equivalent: 
(a) M is a Minkowski matrix. 
(b) For every r E R “, X (r, M) has a least element which is the unique 
solution of (r, M). 
Motivated by this, Tamir showed that M is a Z-matrix if and only if X (r, M) 
has a least element which is a solution of (r, M) for each r such that 
X(r,M)Z0. 
Suppose rE R”, M E Rnx” is a Z-matrix and X (r, M) # 0. Then since the 
existence of a least element of X (r, M) is guaranteed, it follows that z* E 
X (r, M) is the least element if and only if it is an optimal solution of 
minimize e rz 
subject to 
r+Mz>O, 
(la) 
(lb) 
Thus a linear program solves (r, M). Further, by the particular sign config- 
uration of Z-matrices, it takes at most n pivots on main diagonal elements of 
‘They also gave the following characterizations: M is a Minkowski matrix iff every principal 
submatrix of M has nonnegative inverse iff every submatrix of M of order 1, 2 or n has 
nonnegative inverse. 
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M to solve the linear program (1). This fact has been known for a while. A 
proof may be found in the author’s paper [8]. In this connection, we refer to 
papers by Mangasarian (see [15]) concerning the LCP (I, M) solvable by a 
single linear program assuming M has certain properties related to those of 
Z-matrices. Cottle and Pang (see [15]) relate Mangasarian’s results to the 
least-element property. This approach is further expanded in the thesis by 
Pang [18]. 
Chandrasekaran devised a special complementarity algorithm which 
solves (r,M) with a Z-matrix M. Saigal (see [IS]) proved that Lemke’s 
algorithm also solves the same type of LCP. Mohan [16] observed that the 
sequence of almost complementary solutions generated by Lemke’s algo- 
rithm applied to such a problem is exactly the same as that of basic feasible 
solutions resulting from the ordinary simplex method applied to 
minimize x0 
subject to 
r+Mz+z,e>O, 
Finally we mention special algorithms developed by Cottle, Sacher and 
Golub. These algorithms solve large-scale LCP’s efficiently when M is a 
Minkowski matrix having additional structures such as tridiagonulity and 
block tridiagonality. They are based on the Dantzig-Cottle principal pivoting 
algorithm, Chandrasekaran’s algorithm mentioned above and successive 
overrelaxation procedures for solving a linear system. 
3. CHARACTERIZATIONS OF MINKOWSKI MATRICES ASSUMING 
THEY ARE P-MATRICES 
In this section we state and prove several recent and new characteriza- 
tions of Minkowski matrices under the assumption that they are P-matrices. 
They are in terms of solutions of the parametric linear complementarity 
problem and a certain set related to the linear complementarity problem 
with upper bounds. First we give definitions. 
Let q,pER” and M ERnX”. The parametric linear complementarity 
problem (PLCP) is defined to be the family of LCP’s of the form 
{(q+ap,M):a>O}. (2) 
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Assume M is a P-matrix. Then for each (Y > 0, the LCP (4 + cup,M) has a 
unique solution, which we denote by z(a;q,p, M). For every fixed datum 
{ q,p, M} where M is a P-matrix, z(a; q,p, M) is a continuous, piecewise 
linear function in (Y E R + . This fact can be proved constructively by using a 
parametric version of Graves’s algorithm (see [l]). 
For r,ueR”, a>0 and M eRnXn, the linear complementarity problem 
with upper bounds is that of finding z such that 
r+M.z>O, 
a>z>O. 
zT(r+ Mz) =O. 
Following Cottle [3] we denote this problem by (r, M), and define 
Some of the characterizations are in terms of convexity or star-shaped- 
ness of the above set. Recall that a subset S of R” is said to be star-shaped 
with respect to s E S if for every s’ E S, 
(l-h)s+hs’ES, XE[O,l]. 
For T c S c R”, we say that S is star-shaped on T if it is star-shaped with 
respect to every s in T. Clearly, star-shapedness is a weaker condition than 
convexity; a set is convex if and only if it is star-shaped on itself. 
Both the PLCP and the linear complementarity problem with upper 
bounds arise in certain problems in structural mechanics addressed by Maier 
[13]. We refer to a forthcoming report by the author [ll] for details of the 
structural problems and the role of complementarity problems there. 
Maier formulated a PLCP (2) where q > 0 and M is a P-matrix (actually, 
M is symmetric, and so it is positive definite by the nature of the physical 
problem) and observed that the conventional regular progression hypothesis 
in structural analysis is valid if and only if the solution of the corresponding 
PLCP, x(a;q,p, M), is isotone (i.e., monotone nondecreasing) component- 
wise. In many engineering situations, the above hypothesis is taken for 
granted. Maier was interested to know exactly when the hypothesis is valid, 
and posed [I41 the problem of determining conditions on M under which 
.~(a; q,p, M) is isotone in (Y E R, for every q >0 and every p. 
Cottle [l] furnished a solution by proving that under the assumption that 
M is a P-matrix, z(a; q,p, M) is isotone in (Y E R, for every q > 0 and every p 
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if and only if M is Minkowski. Cottle obtained this result by requiring q to 
be nonnegative rather than positive as in the original problem, since he 
considered that to be mathematically more natural. It is fairly well known 
that if M is a P-matrix, then the solution of the LCP (T, M) is continuous in r, 
and from this it follows that the isotonicity of z((Y; q,p, M) for every q > 0 
and every p is actually equivalent to that for every q > 0 and every p. (See 
Lemma below.) 
There are several variations of the above results of Cottle’s which provide 
similar characterizations of Minkowski matrices. One such variation is ob- 
tained by imposing an additional sign restriction on p, i.e., p < 0 (or p <O). 
This is motivated by the author’s observation (see[ll]) that in many practical 
cases of the underlying structural problems, we naturally have p < 0 (or 
p < 0) as well as q > 0 (or q > 0). Thus, it is meaningful to ask if the regular 
progression hypothesis holds under weaker conditions on M (than being 
Minkowski) as a result of the extra restriction on data. It turns out, however, 
that M still has to be Minkowski to ensure the isotonicity of ~(a; q,p, M) for 
every q > 0 and every p < 0, as we shall prove in the theorem below. As 
before, the same conclusion is obtained by replacing q > 0 and p < 0 by q > 0 
and p < 0, by q > 0 and p < 0 or by q > 0 and p < 0, respectively. 
In a portfolio selection problem recently studied by Pang [19], we have a 
PLCP (2) with a Minkowski matrix M and nonpositive (or negative) p (there 
is no sign condition on q), The knowledge of how the solution map 
~(a; q,p, M) behaves under these assumptions would be useful for simplifying 
a solution procedure. It will be shown below that the isotonicity of 
z(a;q,p,M) for every q and every p < 0 (or p < 0) also characterizes the 
condition that M is Minkowski. Note that in the Cottle’s result q is nonnega- 
tive and p is unrestricted in sign. 
We note that the nonnegativity of q is quite essential for the solution of 
the PLCP with a P-matrix (Minkowski or otherwise) to be isotone for every 
(nonpositive) p. In fact, if q has a strictly negative component, then zero 
cannot be a solution of the LCP (q, M), but by taking p = - q, we have that 
zero solves (q + ap, M) at CY = 1. A similar characterization is obtained, 
however, by modifying the requirement on the solution map; in [8] the 
author proved that z((Y; q,p, M) is quasiconvex for every q and every p if and 
only if M is Minkowski. This result will be strengthened in the theorem 
below by replacing the quasiconvexity with convexity of z(a; q,p, M).2 
The convexity of the solution map has an equivalent representation 
which provides some additional insight to the characterization discussed in 
the preceding paragraph. Let S (a) be a parametrized class of subsets of 23” 
with aER+. We say that S (a) is isotone in (Y E R + if for every pair 
0 G (Y’ < a2, d1 E S (a’) and d2 E S (a2) imply d1 < d2. As mentioned above, 
%e author is indebted to the referee for suggesting the possibility of this improvement. 
118 IKUYO KANEKO 
assuming that M is a P-matrix, z+(‘Y; q,p, M) is a continuous piecewise linear 
function of cu on R, for each j and for every q and p. It follows that 
&+(cu; q,p, M), the subdifferential of zi(o; q,p, M) (at a fixed o) is nonempty 
and that if we define &(cw; q,p, M) to be the Cartesian product of 
z1(a;9,p,M) throughz,(a;q,p,M)foreachcu>O, thenn(a;q,p,M)isconvex 
(componentwise) if and only if &Z(CX; q,p, M) is isotone in (Y E R + (see, e.g., 
Rockafellar [21]). Therefore, the characterization mentioned in the preceding 
paragraph is equivalent to the statement that a P-matrix M is Minkowski if 
and only if &(a;q,p, M) is isotone in (Y E R, for every 9 and every p. 
The linear complementarity problem with upper bounds and the corre- 
sponding set %((a, M) emerge in the limit analysis of the same class of 
structures to which the analysis concerning the isotone solutions of the PLCP 
applies. Maier [13] showed that the safety factor of such structures may be 
determined by solving the following maximization problem: 
Find ~*=max{a>O:q+apE~(a,M)}, 
where again 9 > 0 (or 9 > 0) and M is a P-matrix. Cottle [3] pointed out that 
if %((a, M) is a convex set, then the problem (5) can be solved by the 
ordinary simplex method with a certain restricted pivot choice (he called it 
the restricted-basis simplex method). He then proved that the set %(a, M) is 
convex for every a>0 if and only if M is a Minkowski matrix. Since in the 
structural problems we have q > 0 (or 9 > 0), it suffices to have %(a, M) 
star-shaped on R; (int R:, respectively) for the restricted-basis simplex 
method to work (see [lo]). Th e author [lo], however, has shown that these 
restrictions do not change the situation. It also turns out that the convexity 
or star-shapedness of %( a, M) is independent of a. 
Summing up the above, we prove the following theorem. 
THEOREM 2. Let MERnX” be a P-matrix. Then the following stute- 
mats are equivalent: 
(a) M is Minkowski. 
(b) z(a;q,p,M)isisotoneinaER+ foreveyqER”,q > Oundevey 
(=I 
PER”. 
(c) z(a;q,p,M) is isotone in aER+ for evey qER” and evey PER”, 
P(Z)o. 
(d) z(a;q,p,M)isisotoneina~R+ foreveyqER”,q > Oundevey 
(=) 
PER”, P&O. 
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(e) &(a;q,p,M) is isotone (i.e., z(a;q,p,M) is conuex) in aER+ for 
every qER” and every PER”. 
(f) %(a,M) is convex for every aER”, a>O. 
(g) %(a,M) is convex for some aER”, a>O. 
(h) 9, (a, M) is star-shaped on (int) RF for every a E R “, a > 0. 
(i) ?R (a, M) is star-shaped on (int) RF for some a E R”, a > 0. 
As mentioned above, it is fairly well known and also not difficult to prove 
that the solution of the LCP (r, M) with a P-matrix M is continuous as a 
function of T. From this it follows that the contents of the statement remain 
the same with or without the parentheses in (b), (c), (d), (h) or (i). We shall 
prove cases (b) and (i); the others are similar. 
LEMMA 3. 
(a) Zf M ERnx” is a P-matrix, then the solution of the PLCP, 
z(a;q,p,M),isisotoneinaER+foreveyqER”,q>OandeveypER”if 
and only if it is isotone in a E R, for every q E R”, q > 0 and evey p E R”. 
(b) Zf ME Rnx” is a P-matrix and aER”, a>O, then ‘%(a,M) is 
star-shaped on R: if and only if it is so on int R:. 
Proof. (a) Suppose z((Y; q, p, M) is not isotone for some q > 0, q Z# 0 and 
some p. Then there exist 0 < LX~ < (us and j such that 
Let q’ = q + 6e, where 8 > 0 is chosen sufficiently small that 
i~y2 I’i(“i;qyPyM)-zi(~i;q’,p,M)I 
C$[2,(u,;q,p,M)-q(a,;q,p,M)]. 
Then we have q’ > 0 and 
or z( cy; q’p, M) is not isotone. 
(b) Suppose 9% (a, M) is not star-shaped with respect to q > 0, q # 0. 
Then there exist u E %( a, M) and A E (0,l) such that 
(l-X)q+Xu$?%(a,M). 
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Let r=(l-h)q+hu, and let Z(T) solve the LCP (r,M). It follows that 
z+(r) > ui for some j. Let 9’ and r’ be defined by 9’ = 9 + 6e and r’ = (1 - A)9’ 
+ Au, respectively, where 6 > 0 is chosen sufficiently small that zj(r’) > ui, 
where z(r’) is the solution of the LCP (r’,M). Thus, 3 (a, M) is not star- 
shaped with respect to 9’ > 0. H 
TO prove Theorem 2 we show the following implications: 
Condition on 9: none 
(l) 
none 
(=‘) 
Condition on p: none none 
(2) (2) 
(a)* (e) * @) (c) 2 (d) * (a) 
A A 
jj (a) & (Y) 
(g) (3) (i) _1 
Implications (a)-( 6) are direct from definitions; the others will be shown in 
the following five lemmas. 
LEMMA 4. In the statement of Theorem 2, (a) implies (e). 
Proof, Assume that M is a Minkowski matrix, and let 9 and p be given. 
We introduce “slack” variables and write the LCP (9 + ap, M) as 
w=q+cwp+Mz, (44 
w > 0, z > 0, (4b) 
wTz=o. (44 
First, we obtain a solution for cx =O. Since M is a P-matrix, there exists a 
(unique) solution to the system (4), and we let i E ((n)) be the index set of the 
basic z-variables in the solution. We pivot on Mcr in the equation (4a) and 
write the result in the following “tableau” form: 
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where n = g, and w and z of the form 
w5=o, wq=i+o 
give the solution to (4) at (Y = 0. Starting with this initial tableau, we run the 
parametric version of Graves’s algorithm as described in [l] to generate the 
solution map of the PLCP under consideration. Namely, we increase the 
value of (Y until a basic variable decreases to zero (“blocking” variable), 
when we pivot on the main diagonal element of A4 corresponding to the 
blocking variable. We repeat this process until the parametric column, 6, 
becomes nonnegative. 3 We let superscript k attached to data indicate the 
current values of the data in the tableau after the first k pivots. 
Let ~(a; q,p,M) be the solution map of the PLCP under consideration. It 
is clear that for each ar, &+(a; q,p, M) is an interval in R bounded by right- 
and left-sided directional derivatives of zi( LY; q,p,M) and that its directional 
derivatives are given by the current values of the parametric column. The 
isotonicity of $(a;q,p,M) will then be proved by showing that Fik is 
isotone in k for all k > s such that zi becomes basic at the sth pivot. 
Now, assume that k pivots have been performed. Let y E (( n)) denote the 
index set of the current basic z-variables, and let S = 7. From pivot formulas 
and properties of Minkowski matrices (see, e.g., [l], [20] and references 
therein) we have the following: 
Gk is a P-matrix. (6a) 
i&+0. Pb) 
fi& is a Minkowski matrix. (6d) 
Let 1 be the index of the next blocking variable ( 6” < 0 necessarily). Then 
from (6) we have 
%ee [I] or [6] for a resolution of ties by lexicography. 
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LEMMA 5. In the statement of Theorem 2, (e) implies (b). 
Proof. Suppose z(a;q,p,M) is not isotone for some q >O and p. Then 
there exist 0 < (Y’ < o2 and j for which 
Let h=(~r/o~E[O,l). Sincezi(a2;q,p,M)>0, we have 
Since q > 0, ~~(0; q,p, M) = 0. So we have 
zj((l-A).0+ha2;q,p,M)=zi(cu’;q,p,M) 
which implies that zj( a; q,p, M) is not convex. W 
LEMMA 6. In the statement of Theorem 2, (e) and (b) imply (f) and (h), 
respectively. 
Proof. To show that (e) implies (f), suppose %(a,M) is not convex for 
some a > 0. Then there exist s, s’ E % (a, M) and A E (0,l) such that (1 - X)s + 
hs’E%(a,M). Let q=s, p=s’-s and r(a)=q+ap, (Y 20. Then r(0) and 
r(1) belong to %(a, M), and r(A) does not. This implies that 
@;q,p,M) < a, 
z(l;q,p,M) G a, 
and 
z(kq,p,M) 4 a, 
where z(a;q,p,M) is the solution of the LCP (q + cyp, M), a > 0. Thus, 
.z( a; q, p, M) is not convex in LY E R, . That (b) implies (h) is shown similarly. n 
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LEMMA 7. In the statement of Theorem 2, (i) implies (c). 
Proof. Suppose there exist q and p < 0 such that ~(a; q,p, M) is not 
isotone; i.e., there exist 0 < (or < (us for which 
Since M is a P-matrix, every complementary cone has nonempty interior. 
Further z( a; q, p, M) is continuous in cr. Hence we may assume without loss 
of generality that q + a1 p and q + a2 p belong to the same complementary 
cone, say, pos { I.,, - M.Y}, y E ((n)). Then we have 
for i = 1,2. From (7) it follows that 
-(MxP,+ 0. (8) 
Now let UER”, a >0 be arbitrary. We shall eventually show that 
‘% (a, M) is not star-shaped with respect to some q’ E R ;. Define b E R 171 by 
b= - Myua,--a*p,, 
where (Y* > 0 is chosen sufficiently large that b > 0. We consider the PLCP 
(9) 
and let ~(a) denote the solution map of (9), (Y > 0. We have 
+x*) = UT. (10) 
Also, since av > 0, 
b+a*p,Eintpos{ -My,}. 
From this it follows that there exists 8* E (0, a*) for which b + 0*p, belongs 
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to pos { - M,,}, and so the corresponding solution x(13*) of (b + r3*py, M,,) is 
given by 
Since 8* < cy*, it follows from (8) that 
x(0*) 4 uy (11) 
Here we note that (10) and (11) imply that b + a*p, E %(a,, Myy) and 
b+ 8*p,~ ‘%(u,,,M,,), respectively; i.e., a( au, M,,) is not star-shaped with 
respect to b E 23, . Id We complete the proof by showing that this actually 
implies that 3 (a, M) is not star-shaped with respect to some q’ E R :. 
Let 6 = 7 and define q’ by 
q; = b 
and 
q; = Fe, 
where E > 0 is chosen sufficiently large that 
Pa) 
Pb) 
for every a E [0, a*]. Such an E > 0 exists, since x(O) = 0 and x(a) is continu- 
ous piecewise linear. It is not difficult to verify that the solution, 
z(a;q’,p,M), of the LCP (q’+ap,M) is given by 
and 
+%q’,pJq= x(a) 
%&%q’,pJq=O 
for a~[O,o*]. It follows from this, (10) and (11) that ‘%(a,M) is not 
star-shaped with respect to q’ > 0. n 
LEMMA 8. In the stutement of Theorem 2, (d) implies (a). 
Proof, Suppose (a P-matrix) M is not Minkowski. Then (since all of its 
principal minors are nonzero) by a result of Cottle and Veinott [S] (see 
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footnote l), there exists y E ((n)) such that the (i, j)th element of (My,)- ’ is 
negative for some i and j. Define u E R IyI by 
u = .sei + x ek > 0, 
k#_i 
where e, is the tth unit vector of dimension ( yI and E > 0 is chosen so that 
(M,J’u# 0. (13) 
Further we define u E R IYI by 
v= -M,,,y-u, 
where y E R IYI, y > 0 is chosen so that v & 0 and also 
-(My,)-% 4 0. (14) 
This is possible because u satisfies (13). Our goal is to show that the solution 
map ~(a; q’,p, M) of the PLCP is not isotone for some q’ > 0 and p < 0; the 
rest of the proof is quite similar to a part of the proof for the previous 
lemma. 
We first note that (14) corresponds to (8) with p, = v. We consider the 
PLCP (9) with b= u and pY=u to obtain (10) and (11) with (Y*= 1 and 
av = y. We define p here by 
Py '0 
and 
p,*o. 
The vector q’ is defined by the same formula (12) with b = u. By the same 
argument as before we conclude that 
q&W,p,M) -G y, 
Zu(e*;q’g>M) < y, 
ZYW'PJG CY 
and 0* < 1, which implies that z((Y; q’,p, M) is not isotone, where by defini- 
tion q’ > 0 and p < 0. n 
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4. CHARACTERIZATIONS OF MINKOWSKI MATRICES ASSUMING 
THEY ARE Z-MATRICES 
In this final section, we assume that a matrix is a Z-matrix and give 
conditions to characterize Minkowski matrices in terms of isotonicity of the 
solutions of the corresponding PLCP. 
Since we no longer assume that a matrix is a P-matrix, we need to modify 
the notion of isotone solutions. Let M E R”x” be a Z-matrix, q,p E R”, q > 0, 
and consider the PLCP 
{(q+ap,M):abO}. 
Since M is a Z-matrix the problem (q + czp, M) has a solution if and only if 
the system 
Z>O 
is consistent. Thus, by solving a linear program, as Cottle [l] pointed out, we 
can determine the interval [0, E] such that (q + ap, M), a > 0, has a solution if 
and only if cy E [0, G]. In what follows we always confine our attention to this 
“feasible” interval. 
For a E [0, zl, (q + up, M) may have more than one solution. We define 
Z(~;q,pJq={ z:z solves (q+ap,M)}. 
The author [S] has shown that the PLCP with a Z-matrix A4 has a solution 
map z*(a) such that z*((~)~Z(a;q,p,M), aE[O,cT] [z*(a) may be taken as a 
least element of the set {z: q + ap + Mz > 0, z > 0}] and z*(a) is isotone 
(componentwise) in a, but that Z (a; q,p,M) need not be isotone. Here the 
isotonicity of Z (a; q, p, M) is defined as in the previous section. We have the 
following results, which correspond to a part of Theorem 2. 
THEOREM 9. Let M E Rnx” be a Z-matrix. Then the following state- 
ments are equivalent: 
(a) M is Minkowski. 
lb) Z (a; q,p,W is isotone in a for eve y q E R “, q > 0 and eve y p E R “. 
(c) Z (a; q,p, M) is isotone in (Y for every q E R” and every p E R “, p < 0. 
(4 Z(a;q,p,M) is ketone in a for every q E R n, q > 0 and every p E R “, 
p GO. 
(e) The LCP (r, M) has a unique solution for r E {O,e>. 
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We note that our proof for the above theorem is basically that given in 
the author’s paper [8] in which equivalences of (a), (b) and (e) are shown. 
Before presenting the proof some remarks are in order. First, it might be 
interesting to note that (a)-@) [(a)@(c) or (a)%(d), respectively] may be 
regarded as a “converse” of (a)%(b) [(a)@(c) or (a)-(d)] in Theorem 2, in 
the sense that the former characterizes P-matrices under the assumption that 
they are Z-matrices, while the latter characterizes Z-matrices assuming that 
they are P-matrices-both in terms of isotonicity of the solutions of the 
PLCP for every q and p with appropriate sign conditions. 
Lemma 3 concerning the continuity of a solution of the LCP in the 
right-hand-side vector, is no longer valid when we drop the assumption that 
M is a P-matrix. As a result, we cannot delete the equality sign in the 
statement (b), (c) or (d). For instance, the following example demonstrates 
that we cannot strengthen (d) by replacing q 2 0 and p Q 0 with q > 0 and 
p < 0, respectively. 
EXAMPLE, For a Z-matrix 
MC 1 -:, 
-1 1 
it can be verified (by drawing a picture) that Z (a; q, p, M) is isotone for each 
q > 0 and p < 0, but obviously M is not a Minkowski matrix. This example 
does not contradict (d), since for q = p = 0, Z (a; q,p, M) is not isotone. 
Convexity of z((Y; q,p, M) in Theorem 2 does not seem to have an obvious 
analogy in terms of Z (a;q,p,M). The set %(a,M) can be defined for a 
Z-matrix M in the same way as before, but even its convexity may not be 
sufficient to guarantee that M is a Minkowski matrix. For instance, M in the 
Example gives rise to convex %(a, M) but is not a Minkowski matrix. 
Proof of Theorem 9. If M is Minkowski, then for each a> 0, Z (a; q,p, M) 
is a singleton. Thus (a)*(b) and (a)*(c) follow from (a)*(b) and (a)*(c), 
respectively, in Theorem 2. The relations (b)+(a) and (c)+(a) are obvious. 
Theorem 9 is proved if we show (d)*(e)*(a). 
Suppose (r, M) has two distinct solutions for T = 0 or e. Clearly one of the 
two solutions, say z’, is nonzero. Define q= r> 0 and p= - r<O, and 
consider the PLCP 
{(q+ap,M):a>O}. 
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It follows that z’#O~Z(O;q,p,&f) and OEZ(l;q,p,M), implying that 
Z(a;q,p,M) is not isotone. If (r,M) has a unique solution for rE{O,e}, then 
M is a regular matrix (Karamardian [12]), and so (r, M) has a solution for 
every T. In particular, when T = - e, we see that there exists z > 0 such that 
Mz > 0. Hence (see [20]) M is a Minkowski matrix. n 
The author would like to thank Professors R. W. Cottle, R. 1. Plemmons 
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