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For a sequence of multi-dimensional birth and death processes representing tandem queue 
models, it is shown that suitably normalized processes converge weakly to a certain type of 
multi-dimensional Bessel diffusions which are characterized ascontinuous semimartingales satisfy- 
ing Skorohod type equations. 
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1. Introduction 
We consider a sequence of certain multi-dimensional birth and death processes 
that appear in tandem queue models, and show that suitably normalized sequences 
of these birth and death processes converge weakly to a certain multi-dimensional 
Bessel diffusion. In the two-dimensional case, the process of interest here is a Markov 
process X(t)= (X~(t), X2(t)) representing queue lengths at the first and second 
stations of a two-stage tandem service system. The model is characterized by a 
constant arrival rate Ao, a service Al(xl) at the first station that depends on the 
queue length there, and a similar state-dependent service rate A2(x2) for the second 
station. Our key assumption is that Ak(Xk) behaves like Ak(CO)--ak/Xk for large 
values of Xk (see assumptions (A2) and (B2) in Section 2). Then under conditions 
of heavy loading (i.e., Ak(OO) approximately equal to Ao for k = 1, 2), we can get 
two-dimensional (i.e., vector-valued) Bessel-type limit processes. To obtain the above 
result we use the stochastic calculus method eveloped in Yamada [1] where it was 
shown that one-dimensional (i.e., real-valued) Bessel diffusion can be a limit process 
for a class of storage processes. A multi-dimensional reflected Brownian motion on 
the nonnegative orthant, which is a special case of our multi-dimensional Bessel 
diffusion, appears as limit processes for tandem queue models in Harrison [2], 
Harrison and Shepp [3]. As in their papers our multi-dimensional Bessel diffusions 
are characterized as continuous semimartingales satisfying a certain type of 
Skorohod equations (Theorem 1A, 1B), and limit processes for suitably normalized 
queue length processes are shown to satisfy such Skorohod equations. In this paper 
we consider two types of tandem queue models. In the first model there are no 
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limits for customers at each stage, while the other one has limits at each stage. For 
the first model under "heavy traffic conditions" we obtain, as limit processes, 
multi-dimensional Bessel diffusions defined on the infinite nonnegative orthant 
(Theorem 2A), and for the second one we obtain multi-dimensional Bessel diffusions 
defined on the bounded nonnegative orthant (Theorem 2B). The approach for 
obtaining these theorems is standard. First we show the tightness of normalized 
processes (Corollaries of Lemma 2, 6), and then we identify any weak limits as the 
diffusion processes described in theorems. In this identification process, however, 
we encounter a technical problem which commonly arises in this kind of limit 
theorems and we must investigate the behavior of limit processes at boundaries 
(Lemma 4, 8). (Note that this technical problem makes us unable to directly apply 
general limit theorems uch as found in Stroock and Varadhan [4].) 
Multi-dimensional reflected Brownian motions also appear in Reiman [5] and 
Harrison and Reiman [6] as limit processes for a certain type of general open 
queueing networks. Thus if we consider birth and death processes corresponding 
to queueing networks, we may obtain more general multi-dimensional Bessel 
diffusions than those obtained here. We were, however, unable to show the unique- 
ness of Skorohod type equations characterizing these more general Bessels diffusions 
(see Section 5). It also remains to determine the finite-dimensional distributions of 
our multi-dimensional Bessel diffusions. 
We denote by D([0, T], R ~) the space of right continuous functions f :  [0, T] -* R d 
having limits on the left with the Skorohod Jl topology. We denote by Y, ~ Y the 
convergence of the corresponding random variables Yn and Y in probability, and 
by Yn ~ Y the weak convergence of distributions of the processes Y~ to the 
distribution of the process Y. For any element z in D([0, oo), R ~) we will define 
/tz(s) as Az(s)= z(s)-z(s-). 
2. Basic results 
In this section we shall present two models of multi-dimensional birth and death 
processes of tandem queue system. For simplicity we only treat he two-dimensional 
case (i.e., two-stage models). Extension to the multi-dimensional case will be clear. 
Suppose first that we are given a sequence of counting processes (N~(t), 
N'~(t), N~(t)), n ~> 1, and nonnegative integer-valued processes (X'~(t), X'~(t)) on 
a probability space (D, 3~, P) satisfying the following equations: 
X~(t) = X~'(0) + N~,(t)-  N~(t), 
N~(t)=Agt+M~(t), 
Io N (t) = 
x~(t)  = x~(o) + N~(t ) -  N~(t), 
n ~ | n R 
N~(tj= Jo A~ (x1 (s)) 
ds+ M~(t), 
ds+ M'~(t), 
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where MT,(t), k=0,  1, 2, are 3~"(t)-martingales with 3~"(t) being the sub-o-field 
of ~: generated by X~(0),X~(0), N~(s),s<~t, k=0,  1,2. M~(t), k=0,  1,2, are 
assumed to have no common discontinuities and to be independent of initial values 
X~,(0), k = 0, 1, 2, and A~(. ) :[0, oo) --> [0, oo) are bounded measurable with A~(0) = 0 
for k = 1, 2. Note that N~(t) is nothing but a Poisson process with intensity A~. The 
above system represents a sequence of two-stage tandem queueing processes where 
X~(t) represents the number of customers at stage k at time t for the n-th tandem 
queue system, N~(t) the number of customers arriving at stage 1 until time 
t, N~(t), k = 1, 2, the number of customers departing from stage k until time t (see 
Fig. 1). 
Fig. 1. 
The existence of counting processes {NT,(t), k = 0, 1, 2} with the above property 
can be assured by constructing such processes using a method similar to that applied 
in constructing usual birth and death processes (see Bremaud [7]). 
Now let us assume the following: 
(A1) limx_,o A~(x) = AT,(oo) < oo, limx-,~o.n-,oo A~,(x) = A k < OO, k = 1, 2, limn_,~o Ag 
= Ao, and A~,(x) <~ AT,(oo), k = 1, 2, for all x. 
(A2) lim,,_,oo, x_~oox(AT,(oo)-A~(x))= ak>>-O, k= 1, 2, and, for a constant M, 
sup x(A~(oo)-X~(x))<~ M, k= 1,2, sup A~(oo) < oo, sup Ag <oo. 
n,X  n tl  
(A3) Set 
k~' = (A~ + A~'(oo)) '/2 , k~ = (A~(oo)+ A~(oo)) `/2 .
Then k~' --> k~ > 0 and k~ --, k~ > 0. 
(A4) X~'(oo) >i Ag and X~(oo) I> A~(oo) for all n, and 
(A5) 
4-ff(x (oo)_xg) dl (X (oo)-XT(oo))-,d2 
where is a random vector. 
Remark 1. Condition (A4) is called the "heavy traffic condition" in limit theorems 
of queueing processes. 
Let us define a sequence of processes Y"(t)= (Y~(t), Y~(t)), n >I 1, by 
X'~(nt) X~(nt) 
Y~(t) = k~'x/'~ and Y~(t ) -  k~x/-n " (2) 
Then we will show the following results (Theorem 1A and 2A). First in Theorem 
1A we describe a two-dimensional diffusion process which we call a multi- 
dimensional Bessel diffusion and is defined as a unique solution of a certain type 
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of Skorohod equations. Then in Theorem 2A we show that the normalized process 
Y"(t) in (2) converges weakly to the process described in Theorem 1A. 
Theorem 1A. Let B(t) = (Bl(t), B2(t)) be a two-dimensional Brownian motion with 
covariance matrix 1" = (or#) and B ( O ) = (0, 0), and let us consider the following Skorohod 
type equation with respect o unknown processes Xi( t), ~bi(t), i = 1, 2: 
X,( t) = X,(O) + ~b,( t ) -  d,t + Bl(t), (3) 
X2(t) = X2(0) + ~2(t)-  YOl(t)- d2t + B2(t), (4) 
o 2X,(s) = 1)t, (5) 
o~2X2(s) d~b2(s)=(a2- 1)t (6) 
(dl, d2; constants, a ,~ > 1, a2~>l, 71>0) where (1) X(O)=(XI(O), X2(0)) is indepen- 
dent of B(t), (2) d/i(O)=0 and Oi(t) is continuous and increasing for i= 1, 2, (3) 
X(  t) = (Xl( t), X2(t)) is a nonnegative continuous process. 
Then the solution of the above equation is unique in the law sense. Furthermore the 
process X ( t ) is a two-dimensional diffusion with the operator ~ defined by 
+ \ 2x2 Y 2x, d2 f(x,,  x2) +½ ~ a#~f(x , ,  x2), ~j-- 1 Oxi Ox s 
with domain 
t 
~(.L~') = {fe Cz([0, oo) ×[0, 00)): 
for some constants 0< bl < b2 and 0 < c, < c2, 
OX, f (X l '  x2) = 0 / fx  1 ~ bl and f(xl, x2) = 0 
if x2<~ c,, and f (x l ,  x2) = 0 if xl >i b2 and x2>~ c2}, 
where C2([0, 00) x [0, 00)) is the set of all twice continuously differentiable functions 
on [0, x [0, oo). 
Remark 2. In the above the terminology "diffusion with the operator &#" is used 
in the sense of Ikeda and Watanabe [16, IV, Def. 5.3, p. 191]. Hence our assertion 
is that the process X( t )  is a strong Markov process uch that, for any f~ ~(~) ,  
Io Mt(X) - f (X ( t ) ) - f (X (O) ) -  ,~f(X(s))ds=martingale. 
(The same remark applies to Theorem lB.) At present it is not apparent whether 
the process X(t )  is the unique dit~sion with the operator ,.~, though we conjecture 
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it to be so. From the form of the operator .Y, it will be seen that the process X(t )  
is a multi-dimensional extension of the usual (i.e., real-valued) Bessel diffusion. 
Recall that the (one-dimensional) Bessel diffusion with index a has the differential 
operator *Y, on [0, oo) defined by 
.i°o,f(x) = 1 f (x)-t  - f (x )  
x 
(Ikeda and Watanabe [16, IV, Example 8.3, p. 223]). The proof of the existence of 
(X~(t), O~(t), i = 1, 2) is given in the proof of Theorem 2A where d~/> 0, i = 1, 2, and 
it will be apparent from the proof of Theorem 1A that the existence in the general 
case follows. 
Theorem 2A. Under conditions (A1-5), the sequence of processes { yn n >1 1}, Y~(t) = 
(Y~'(t), Y~(t)), defined in (2), converges weakly in D([0, T], R2), Tarbitrary, to the 
two-dimensional Bessel diffusion X ( t ) = (Xx(t), X2(t)) described in Theorem 1A with 
a~ = 1 +2aJk~, a~i = 1 for i = 1, 2, a12 - a21 = -k~/klk2, and 7 = kt/k2. 
Next we consider systems lightly different from the above. We consider two-stage 
tandem queues as before, but now at each stage only a limited number of customers 
is allowed. The model is as follows. Let a sequence of counting processes (N]'(t), 
'~ / ' /  n n N1, N2(t),  ~r~(t)) and of nonnegative integer valued processes (XI (t), X'~(t)) be 
defined on a probability space (O, 3~, P) and satisfy the following equations: 
X'~(t) = X'~(O)+N'~(t)-IV'~(t), X~(t) = X~(O)+N'~(t) - N2(t),'" 
N~'(t)= ~ AIQ'~(s)I(X'~(s-)<a'~), 
SEt  
N~(t )= )-'. Al~'~(s)I(X~(s--)<a~), 
:rT(t) = Iv' 
A, ~'l 
ds+ MI (t), 
(7) 
Iv ' x:(X2(s)) ds+ -n n 
In the above, N~'(t) is a Poisson process with intensity k~', ,~'(x) and ,~(x) are 
nonnegative, bounded and measurable defined on [0, oo), and ,~(0) = 0 for k = I, 2. 
N~(t), N, "n(t)(N2(" t)), and N~(t) have no common discontinuities, and Mk(t ) ,  ~ n k = 
1, 2, are square integrable martingales with respect o the reference family 3~(t)  
" " Nk(s), s ~< t, k = 1, 2. generated by X1 (0), X2(0), Nk(s), ""  
In the above model, a~' and a~ represent the limits for allowable customers at 
each stage (see Fig. 2). We shall make the following assumptions: 
ton) (on) 
Fig. 2. 
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(B1) 
a~ nand ,~(x)<~ Ak(OO), k = 1, 2, for all x. 
(B2) l im,_~oo.~_~x(X~(oo)--~,(x))=ak>~O,k = 1,2, and 
sup x(A~(oo)-A~(x))<~M, supA~,(oo)<o~, supA~ <o~, 
n,x~0 n n 
l imx_,~,~(x) = ,~,(oo),lim,,_,~o.x_,oo,~(x) = '~k for k= 1,2,1im,,_,oo A~ = A~, 
k= 1,2, 
for a constant M > 0. 
(B3) Set 
k7 = (A~ +,~'(oo))'/2, k~ = (,~(oo) +,~(oo)) '/2 .
Then k;' ~ k~ > 0 and k~ ~ k2 > 0. 
(B4) (#-n/k'~)(,~;'(oo)-A;')~ d~ (-oo< d~ <oo), (,¢r~/k~)(,~(oo)-,~(oo)) 
-* dz (-oo < d2 < oo). 
(B5) ( a "~ / k'~ v/-ff ) ~ a , (0<t i ,  < oo ) , ( a ~ / k ~.qrff ) ~ a2 ( O < a2 < oo ). 
(B6) (X'~(O)/k'~,qr'n,X~(O)/k'~V'-ff) ~ ~= (~, ~2) where ~ is a random vector. 
Remark 3. In contrast o condition (A4), we are not assuming ~(oo) -  A~ >I 0 and 
~(oo) - ,~(oo)  I> 0. Hence d~ and d2 may be negative. 
Let us define a sequence of processes Y"(t)  = (Y'~(t), Y~(t)), n I> 1, by 
X'~(nt) X~(nt)  
Y~( t ) -  k~vr ~ and Y~(t ) -  k~vr ~ . (8) 
Then we have the following Theorems 1B and 2B which correspond to Theorem 
1A and 2A. 
Theorem lB. Let B( t) = (B~( t), B2(t)) be a two-dimensional Brownian motion as in 
Theorem 1A, and let us consider the following $1mrohod type equation with respect o 
unknown processes Xi( t), Oi( t) and ~i(t), i = 1, 2: 
x , ( t )  = x , (o )  + ,/,,(t) - d, t -  ~:,(t) + B , ( t ) ,  
X2( t )  = X2(0 ) + ~J2(t) - #1(  t ) -  d2t -  ~2(t) + B2(t) ,  
o2X, (s )  d0,(s)  = (a~-  1)t, 
o 2X2(s) d~,~(s) = (~2-1) t ,  
(d~, d2: constants, a~>~0, a2~ > 1, 7/>0, c~, c2>0) where (1) X(0) = (XI(0), X2(0)) is 
independent of  B(t),  (2) 0i(0)= ~i(0)=0 and O~(t) and ~i(t) are continuous and 
increasing for i = 1, 2, (3) X ( t ) = ( Xl  ( t ), X2(t)) is a continuous process taking values 
in [0, c~] x [0, c2]. Then the solution of the above equation is unique in the law sense. 
Furthermore the process X ( t) is a two-dimensional diffusion process talcing values in 
I 0  I{cl}(X1($)) d~:l(S) -" ~l(t), 
Io l t~(X2(s ) )  d~2(s) = ~2(t) 
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[0, Cl] X [0, C2] with the same operator ~ defined in Theorem 1A with the domain 
~(.Y) = {f~ C2([0, c~] x [0, c:]); for some constantsf~ and f2 (0 <f~ < c~, 0 <f2 < c2), 
0 0 
f (x l ,  x2)=O if x, <~fl, f (x , ,x2)=O if x2 <~f2. 
OX1 OX 2 
Furthermore 
o o 
Ox, f (x l '  x2) = 0 if X 1 = Cl, f (X l ,  X2) -- 0 ~ X 2 = C2} ,
Ox 2" .~ 
where C2([0, ca] x [0, c2]) is the set of all twice continuously differentiable functions 
on [0, Cl] X [0, c2]. 
Theorem 2B. Under conditions (B1-6), the sequence of processes {Y", n >I 1}, Yn( t) = 
(Y~(t),  Y~( t)), defined in (8), converges weakly in D([0, T], R2), T arbitrary, to the 
two dimensional Bessel diffusion X(  t) = (Xl( t), X2(t)) described in Theorem 1B with 
ai = 1 + 2ai/ k 2, a, = l fori  = 1, 2, aa2 = a21 = -A~/ k~k2, 7 = k~/ k2 and c~ = gli, i = 1, 2. 
3. Preliminaries 
In this section we first consider model (1), and give some preliminary facts (Lemma 
1-4) required for proving Theorem 1A and 2A. Then we consider model (7) and 
prepare Lemma 5-8 for Theorem 1B and 2B. Let us rewrite the processes Y~' and 
Y~ defined in (2) as 
Y~'(t) = Y'~(O)+O'/(t)-d~(t)+ L~(t)-L'~(t), 
Y~(t) = Y~(O)+O~(t)-(k~/k'~)d/~(t)-d~(t) 
+ (k~/k~)L'~(t) - L~(t) 
Iv x/-~ (AT(oo)-AT(kTx/-nY'~(s)))ds, i=1,2,  07(0= k-- " 
(X  - - d~(t) = x/n" (A~(oo)- 
k~ 
M~(nt) MT(nt) 
L~(t)= k~x/-n' LT ( t ) -  kTx/-~' i=1,2 .  
where 
(9) 
(10) 
x (oo))t, 
We denote by (M)(t) the quadratic variation process of a locally square integrable 
martingale M(t) .  
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Lemma 1. We have 
1 fo" (LT)(t) - (kT~n) 2 AT(XT(s))ds, i= 1,2, 
1 Io" (Lg)(t)-(k,i~,-~n)2 X~ ds, 
1 Io" (Lg -L~) ( t ) - (k~)2  t (Xg + XT(XT(s))) ds, 
( (k~/k~)L, -L~)(t)  (k'i/ " ~ " n n n = k2)  (L , ) ( t )+(L~) ( t ) .  
Proof. It suffices to note that 
Io (M~'>(t) = h'~(XT(s))ds, i=  1,2, (M~)(t)=hgt 
(Liptser and Shiryaev [8, Lemma 18.12]), and that M~(t), M'~(t) and M'~(t) have 
no common discontinuities and so (M~, M'~)(t)=0 and (M~, M~)(t)=0 (Meyer 
[9, p. 266, Theorem 12]). [] 
To show the tightness of {Y'}, Y ' ( t )= (Y'~(t), Y~(t)), and other processes, we 
need the following. 
Lemma 2. For i = 1, 2, and each T > O, there exist a constant K ( T) and a function 
g : [0, oo) x [0, oo) --> [0, 0o) not depending on n such that for s <<- t<~ T, 
(i) For an arbitrary N > O, 
P(  o~ sup,~ r 'YT( t ) I>N)<~P((Y '~(O))2+K(T)>-~ - ) 
K (T)  
N 4 - -  (1+E(YT(0))2), 
(ii) E [ sup IY7(u)- YT(s)l~l~;"(ns)] <~g(Y~')(s), Y~(s))(t-s) 
and g(- , -  ) is bounded on any bounded region. 
Proof.. The proof for i = 1 is actually contained in Yamada [1, Lemma 1 ]. The proof 
for i= 2 is obtained by using almost the same calculus as in [ 1]. However, for the 
completeness and since the calculation is different in detailed points, we will give 
the proof for (ii) in the case i = 2 in some detail. (The proof for (i) in the ease i = 2 
is almost he same.) Applying Ito's formula (or integration by parts formula) to the 
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process 
where 
Y'~(t), we have, for s<<_t<- T, 
(Y~(t)- Y~(s)) 2= 2(Y~(u- ) -  Y~(s))dY~(u)+ Y. 
= 2(Y~(u- ) -  Y'~(s))dY~(u) 
1 S"' 
4 (k~x/-~) 2 ,,$ 
(AYe(u)) z
[A~(X~(u)) +A~(X~(u))] du+ L'~(t) 
1 
• n L'~(t) (k~x/-n-)2 (M'~(nt)-M~(ns)+ M~(nt)-M2(ns)]. 
Then by nonnegativity of Y~(t) and our assumptions, there exists a constant K not 
depending on n such that 
(Y~(t)- Y~'(s))2 <~ r (1  + Y~(s))(t-s)+EY'~(s)(k'~/k~). (~' ( t )  - ~b~'(s)) 
+ 2(kUk~)(g ' i (u - ) -  g~(s ) )dL~' (u )  
I' 
- 2 (Y~(u- ) -g~(s ) )d~(u)+L ' i (O .  (11) 
$ 
By the same calculation for the process Y'~(t), we also have 
( Y'~(t)- Y~'(s))2 ~ K(1 + Y'~(s))(t-s)+martingale, 
hence 
E[(Y'~(t)- Y7(s))Zl:~"(ns)]~ K(1 + Y'~(s))(t-s). (12) 
Using this estimate, from (9) we obtain 
E[(q,7(t)-~7(s)) l~;"(ns)]~g(1 + Y'~(s))l/2(t-s)l/2+ K(t-s) .  
Therefore, from (i 1), 
E[( Y~(t)- g~(s))21~:"(ns)]<.f( g'~(s), Y~(s))(t-s) 1/: (13) 
for s ~ t ~< T where f ( . , -  ) : [0, oo) x [0, oo) -, [0, oo) is a function depending on T but 
not on n and bounded in any bounded domain. Using also the estimate (12), from 
(9) and Lemma 1 we have 
E[(~b'~(t)-~b'~(s))21~;n(ns)]~ K(1 + g'~(s))(t-s). (14) 
(Note that in the above, uniform boundedness of A ~(x), k = 1, 2, was used.) Now 
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from (11), we have, for a constant K, 
sup (Y~(u) -  Y~(s)) 4 
<~ K[ (1  + Y~(s))2(t-s)2+(Y'~(s)) 2. (O'~(t)-O/~(s)) 2 
L 
+sup( I  f ( Y~(v-) -  Y~(s)) dLT(v)) 2 
12 1 (Y~(v-) -  Y~(s))dL~(v) + sup (L~(u)) 2 
S~U~I  
Doob-Kolmogorov's inequality implies that 
~ Kf(Yr(s), Y~(s))(t-s). 
(For the last inequality use (13), Lemma 1, and uniform boundness of ~t 7 (x), i = 1, 2.) 
Similarly, 
<~ Kf(Y'~(s), Y '~(s))(t -s)  
and 
E[ sup (L'~(u))213;"(ns)]<-K(t-s). 
Combining these inequalities and (14) concludes the proof. [] 
Corollary. The families of processes { YT}, {dT}, i = 1, 2, {L~}, i = 0, 1, 2, are tight in 
D([0, T], Ra), T arbitrary, respectively. 
Proof. In view of the inequality of Lemma 2, tightness of { YT}, i -- 1, 2, follows 
from a tightness condition in Gihman and Skorohod [10, p. 186, Theorem 1] and 
arguments almost identical to those in [10, p. 190, Theorem 2] and Yamada 
[1, Theorem 1]. Tightness of {tiT}, i = 1, 2, is trivial by (A4). As for {LT}, i = 1, 2, we 
have 
E[ ( L'~( t) - LT( s) )2[ ~:"(ns)] <~ K ( t -  s) 
by Lemma 1 and uniform boundedness of AT(x) and A~, and we easily see that the 
tightness condition in Varadhan [11, p. 51] is satisfied. [] 
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Lemma 3. Any weak limits of processes {Y~'}, {d~'}, i= 1, 2, {L~'}, i=O, 1, 2, are con- 
tinuous. 
Proof. The assertion is trivial since jump sizes of any processes in the above are 
less than max(1/k~V~, 1/k~x/-~). [] 
Corollary. The families of processes {~b~'}, i=1,2, are tight in D([0, T], RI), T 
arbitrary, respectively, and any weak limits of these processes are continuous. 
Proof. It suffices to note the following more or less known fact: If X. ~ X and 
Y. ~ Y in D([0, T], R ~) and if one of X and Y is continuous, then there exist a 
subsequence {(X.,, Y.,)} of (X., Y.) and a process (3~, 15) such that (X.,, Y.,) 
(2, I 5) in D([0, T],R2), and hence X.,+ Y . ,~  X+ 15 in D([0, T] ,R ~) (and 
X,.,Y,., ~ X15 in D([0, T], R1). (Note that in Whitt [12, Theorem 4.1] it is actually 
proved that if (X., Y.) ~ (X, Y) in D([0, T], R 1) x D([0, T] x R 1) and X or Y is 
continuous, then (X., Y.) ~ (X, Y) in D([0, T], R2).) [] 
Lemma 4. For almost all sample paths of any weak limits of { YT}, i = 1, 2, the Lebesgue 
measure of their occupation time at zero is zero. 
Proof. Suppose that Y~' ~ I"1, ~b~' ~q, L~ ~ Lo and L~ ~ L  1 . Then since all 
these weak limits are continuous, from the discussion in Corollary of Lemma 3 we 
may assume that (Y~', g,~', L~, L~') # (YB g'l, Lo, L1) in D([0, T], R4), and hence 
Yl(t) = ~, + d/l( t) - d,t + Lo( t ) -  L~( t). 
We will show that in the above, the process Lo is a Wiener process with (Lo)(t)= 
(Ao/k2)t, L1 is a continuous martingale, and Lo and L~ are orthogonal, i.e., 
(Lo, L~)(t)=0. Indeed we have, by Lemma 1 and assumption (A1) and (A3), 
h~nt Ao 
--> ~_2 t . (L~)(t)-  (k~,)2 n kl 
This, together with the fact that jump sizes of the process L~ are less than 1/k'~vr~, 
implies that the weak limit Lo is a Wiener process with (Lo)(t)=(Ao/k2)t 
(Liptser and Shiryaev [13, Corollary 2]). That L~(t) is a martingale is also trivial if 
we note that supn E(L'~(t))2~ Kt. To show that Lo(t) and L~(t) are orthogonal, i.e., 
Lo(t)L~(t) is a martingale, we note that since L~(t) and L'~(t) have no common 
discontinuities, they are orthogonal (Meyer [9, p. 266, Theorem 12]) and so 
L~(t)L'~(t) is a martingale. While (L~, L~)~ (Lo, L~) in D([0, T], R 2) implies 
L~(. )L~'(- ) ~ Lo(" )L~(. ) by the fact in the proof of Corollary of Lemma 3. Thus 
to see that Lo(t)Ll(t) is a martingale, it suffices to show that supn E(L~(t)L'~(t)) 2 < c~ 
or sup, E(LT(t))4<oo for i=  0, 1. But since IALT(t)I ~ 1/k'~x/n~f ( : a constant), 
we have the following inequality (Jacod [14, Lemma 2.23]): 
E[ sup IL~ (s)l 't] <~ f2 y, E (L~')(t) + y2E ( ( L~')( t))2 
$4 I  
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for some constants y~ and 3/2 not depending on L" i nor f. Thus by Lemma 1 and 
uniform boundedness of A ~) and A ~' (x) we have sup, E (L7(0)4< oo for i = 0, 1. Now 
since Yl(t) is a continuous semimartingale, we can define its local time LT(I"1) by 
Io L:(Yl)=lY (t)-xl-lg,(o)-xl- sgn(Yl(s)-x)dY,(s). (15) 
Then by the density formula (Jacod [15, p. 188]), 
Io I I~(Y~(s))d(Y1)(s)= I~(x)L';(YOdx=O 
for E = {0}. Thus using the fact (Lo, L~)(t) = 0 which we have just proved above, 
0= IE(Y~(s))d(Y1)(s)= 
Io Io = I~(Y,(s))d(Lo)(S)+ 
Io ~ Xo >t IE( Y,(s)) d(Lo)(S)=k--~ 
I~( g,(s)) d(Lo- L,)(s) 
IE( Y~(s)) d(L,)(s) 
Io ~ I~( Y~(s)) ds 
which implies Le(t; Y~(t)=0)= 0 where Le denotes the Lebesgue measure on R ~. 
Next to see that ~( t ;  Y2(t)=0) =0, we note that L~(t) in the above is actually a 
Wiener process with (L~)(t)= ()h/k2)t. Indeed as in {L~} it suffices to note that 
1 _(,r p A1 
(L1)( t) - (k-,,) 2 .,. A'~(k'~v/-n Y'~(s)) ds ~ k--~ t
since Y'~(s) -* Y~(s) > 0 for a.e. s (just proved above) and by assumption (A1) and 
(A3). Then the proof of the fact ~{t;  Y2(t) =0}=0 is the same as in the process 
Y,(t). [] 
Next we consider the model (7). Note that N'~(t) and N~(t) can be written as 
N~'(t) = I[ 
N~(t) = Io 
A'~ I (X'~(s-)  < a~) ds + M'~( t), 
'~n  i! i,I A I (XI  ( s ) ) I (X2(s - )  < a'~) ds + M'~(t), 
where M~'(t) and M~(t) are square integrable ~:"(t)-martingales. Then the processes 
Yn(t) = (Y'~(t), Y~(t)), n I> 1, defined in (8) can be written as 
Y~'(t) = Y'~(O) + d/~( t) - d'~( t ) -  (;'~( t) + L'~( t), 
Y~(t) = Y~(O)+O'~(t) - (k '~/k~)O'~(t) -d '~(t) -~(t)+ I~(t) 
IC Yamada / Multi-dimensional Bessel processes 47 
where 
~,7(t) Io ~ v~ (,fT(oo) "" " " = ~ -A , (k ,x /nY , (s ) ) )ds ,  i= 1,2, 
k7 
d~(t) = k--~(,,~'(oo)-A~')t, d~(t) x/n = k--~ (,f~ (~) -,f~ (oo)) t, 
( ~'( t )= k~ '~ " I Y~(S)~k,~x/-~j ds, 
fo ( v~A, (k ,v~ Y~(s) ) I  Y~(s) ~r~(t) = k---~ 
1 
L~(t ) -  - -  
I> k~x/nJ ds, 
M,(nt)) ,  i 1,2. k,~x/_~(M,~(nt ) _ ",, = 
For the processes Y"( t )  = (Y~'(t), Y~(t)), n I> 1, we have the following lemmas 
corresponding to Lemma 1 4. 
Lemma 5 
Io (M~')(t) = A'~.I(X'~(s-)<a'~)ds, 
(M~)(t )= % " " x,(X,(s))I(X:(s-)< a~) ds ,  
1 ((MT)(nt)-( l( ' l '~)(nt)),  i= 1,2. (L '~)(t) - (kT)2 n
Lemma 6. For each T > O, there exists a constant K such that, for s < t <~ T, 
E [ (YT( t ) -  Y '~(s) )2]~' (ns) ]~ K( t - s ) ,  
E[(dT(t) - d 7(s))21 ~" (ns)] ~< K ( t -  s), 
E[(¢7( t ) -  ¢?(s))2l ~;'(ns)]<~ K ( t -  s), 
E[(LT( t ) -  LT(s)) 21 ~"  (ns)] ~ K( t -  s), 
E[(#/7(t)-d/7(s))21~:n(ns)] < - K ( t - s )  
for i=  1,2. 
Proof. The necessary calculations are similar to those for Lemma 2 and its corollary, 
and hence only the differences will be shown for i = 1. (The case i = 2 is quite similar 
to the case i = 1.) The second and fourth inequalities in Lemma 6 are almost rivial 
as in the corollary of Lemma 2. The first inequality also follows from Ito's formula 
as in Lemma 2. Note that we are not assuming A~(oo) - A~ >I 0 and A~(oo) - A~ (oo) ~ 0 
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for all n, which was assumed in (A4). But we are assuming the uniform boundedness 
of Y'~(t) (and Y~(t)), and this enables us to obtain the first inequality. Let us show 
the third inequality. But for this it suffices that 
E[(ti~'~:~'(t) -" " 2 -a l~l(s))  [~;"(ns)]<~K(t-s) 
since ti~' -= a'~/k'~d'ff~ ti > O. Note that 
U 
al~l ( t ) -a ,~l (s )= 
ai $ 
f ,  
(a~- Y'~(u)) dsr~(u) + Js 
Y'~(u) d~(u).  
Y'~(u) d~'~(u) 
~K(t-s), 
:~"(ns)] 
1 
<~ K ( k,~ n )2 [ ( M'~)( nt ) - ( M'~)( st ) + ( ]Vl'~)( nt ) - ( ~l'~)( ns ) ] 
<~K(t-s). 
Since similar estimates holds for other terms in (17), we get the desired estimate 
(16). Finally we obtain the least inequality in Lemma 6 since we have established 
all the other inequalities. [] 
Corollary. The families of the processes { Y7}, {~7}, {srT}, {d 7} and {LT}, i = 1, 2, are 
tight in D([0, T], Rt), T arbitrary. 
E [ ( fs' 2 Y'~(u) dL'~(u) ) 
Hence it suffices to see that 
E[(f' (16) 
To get this estimate, note that by Ito's formula we have, as in Lemma 2, 
(Y'~(t))2=(Y'~(s))2+ 2Y'~(u) dq/~(u)- 2Y'~(u) d(d'~(u)) 
I' Io -2  Y'~(u) d~'~(u)+ 2Y'~(u) dL'~(u) $ 
1 f m 
+(krx/n) 2 .s [A'~I(X'~(u)<a'~)+27(X'~(u))ldu 
1 (M~(nt) M~(ns)+ ]~I~(nt) " " 4 (k,~x/-~) 2 - - M2(ns)). (17) 
Then we have the following estimates: 
El[(  Y~(t))2- ( Y~(s)y]21 ~" (ns)] ~ KE[(  Y~'(t)- Y~'(s))21 ~"  (ns)] 
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ProoL It suffices to note that a tightness condition in Varadhan [11, p. 51] is 
satisfied. [] 
Lemma 7. All the weak limits of the processes { Y~'}, {d/~'}, {~:~'}, and {L~'}, i= 1, 2, are 
continuous. 
Proof. The same argument as in Lemma 3 applies. [] 
Lemma 8. For almost all sample paths of any weak limits of { Y~'}, i = 1, 2, the Lebesgue 
measure of their occupation time at zero is zero. 
Proof. We can write X'/(t) as 
X~'(t) = X~'(0) - (~r~' ( t ) -  N~'(t)) + ~r~(t)-  2~r~'(t) 
and 
l~(  t) = A ~ t+ IVl~( t) 
where/~l~(t) is a square integrable martingale, so that 
Y~(  t) = Y~(O) - [3.~( t) - d~( t) + d/~( t) + L~( t) - L~( t) 
where 
I (IQ'~(nt)-N'/(nt)), fl '~ ( t ) - k ,~ x/," ~ . 
1 I  ri'fnt). 
Now let I:1 be any weak limit of { Y~'}, and let, for a subsequence, Y~' ~ I:1, d~ 
dl, d/'/=:~ d/1, f:/:::~L~ and /:~' ~ L1. (Note that /~' and /:~' satisfy the same type 
inequality as in Lemma 6.) Then/3~' ~/31 where 
Y (t) = 
Since Yl(t), ¢q(t), £~(t) and/~l(t) are all continuous processes,/3~(t) is also con- 
tinuous (and increasing). Furthermore, as in the proof of Lemma 4, we can show 
that/~l(t) is a Brownian motion, and/~l(t) is a continuous martingale orthogonal 
with L~(t). Hence, using the local time argument again, as in Lemma 4, we can 
show the conclusion for Yl(t). A similar argument applies to the process Y2(t) as 
in Lemma 4. [] 
4. Proof of theorems 
Proof of Theorem 1A. Uniqueness of the solution X~(t) and O~(t) follows from (3) 
and (5) independently of (4) and (6). Indeed first suppose d~ = 0 and let Y(t) =X2(t). 
Then Ito's formula yields 
Io g( t )= 2, / - f (s)dB,(s) .  
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Since this equation has a unique solution Y(t) (Ikeda and Watanabe 
[16, p. 168]), X~(t) is also uniquely determined and so is 6~(t). Next consider the 
case d l# 0. Suppose (O, ~, P) is a probability space supporting Brownian motion 
B(t), and let (X~(t), ~l(t)) be a solution of (3) and (5). Now let us define, for an 
arbitrary T> 0, a probability measure ,fir on (f~, ~) by 
Pr(A)=EJ'(N(T);A), A~; ,  
where 
-~dlt}. N(t)=exp{d~Bl(t) 1 2 
Then, under a suitable choice of (12, 30 (for example, astandard measurable space), 
there exists a probability measure/3 on (/2, 30 that is the extension of/3r for every 
T, and, under/3,/~,(t) = B~(t) - d~ t is a Brownian motion with (B~)(t) = (/~)(t) = a~ t 
(Ikeda and Watanabe [16, IV, Section4]). Thus (X~(t), O~(t)) on (12, 3~,/3) is a 
solution of (3) and (5) with/~(t) replacing B,(t) and d~ = 0. Uniqueness of such 
a solution was already proved, and this implies the uniqueness of (Xl(t), O~(t)) in 
the law sense for the original (3) and (5). Now since we have established the 
uniqueness of (X~(t), O~(t)) for (3) and (5), let us show the uniqueness of 
(X:(t), O:(t)) for (4) and (6) assuming that Or(t) is a known (given) process. As in 
the case of (X~(t), O~(t)), we may assume dE = 0. Now if (X:(t), O2(t)) is a solution 
of (4) and (6), then Ito's formula implies that the process Y(t) = X2(t) is a solution 
of 
Io Y(t)= Y(O)+(a2-1+a22)t-7 2x/--Y~ d$,(s) 
Io + 24-g(s) dB (s). (18) 
Thus it suffices to show the uniqueness of Y(t) in equation (18), but this is almost 
contained in Perkins and Barlow [17, Theorem2.2] and Le Gall [18]. Indeed let 
Y~(t) and Y2(t) be solutions of (18) with Y1(0)= Y2(0). Then Y~(t)-Y2(t) is a 
continuous emimartingale, and hence 
Io I Yl(t)- Ydt)l sgn(Y~(s)- Y2(s))(Yq'-~(s)-~/Ye(s))d~(s) 
Io + 2 sgn(Y~(s)- Y2(s ) ) (Y ,~(s ) -~)  dBE(S) 
+ gO(y_ g2) (19) 
where L~( Y~- Y2) is the local time at a of the process Y~(t)- Y2(t) (see (15)). But 
using the denSity formula of local time it can be easily shown that L°( Y~ - Y2)  = 0 
(Le Gall [18, Corollary 1.2(A)]). Then noting that y> 0 and x/x is increasing, we 
have, from (19), 
lYe(t)- Y2(t)l 6 2 sgn(Yt(s)- Y2(s)) (x / -~(s) -~)dB2(s) .  
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Hence we have E[YI( t ) -Y2(t) l=0,  and the uniqueness of the solution of (18) 
follows. 
Next we show that he process X(t) = (X~(t), X2(t)) is a two dimensional diffusion 
with the operator .~ and its domain ~(~)  as defined in Theorem 1A. To see our 
assertion, it suffices to establish that X(t )  is a strong Markov process uch that, for 
any f¢  ~ (-~), 
Io M,(X)mf (X( t ) ) - f (X (O) ) -  .~f(X(s))ds 
is an ~,(X)-martingale where ~;,(X), t~O, is a reference family generated by 
X(s),  s ~ t (Ikeda and Watanabe [16, Def. 5.3, p. 191]). That Mr(X) is an ~,(X)- 
martingale is direct from Ito's formula. We can also show, by a standard argument 
(Ikeda and Watanabe [16,Theorem 5.1, p. 191]), that X(t)  is a strong Markov 
process. Indeed let (X(t),  O(t), B(t)) be the unique solution of equation (3-6) on 
a probability space (n, 3~, P) with a reference family ~,. For any 3~,-stopping time 
tr, let us define the processes (.~(t), ~(t),/~(t)), t~>0, by 
X( t )=X( t+~) ,  B ( t )=B( t+t r ) -B ( t r ) ,  
~(t) = (~l(t), ~2(t))= (Ol(t + tr)-~,~(tr), O2(t + tr ) -  O2(tr)), 
Then /}(t) is an #,-adapted Brownian motion (by the strong Markov property of 
B(t)), and (.~(t), ~(t),/}(t)) is a solution of (3)-(6). Since such a solution is unique 
as we have just proved, for B e ~(R2), 
BI #o) = Pfc(o)(B) 
where Px(B) = P(X(t )  ~ BIx(0) = x). Then 
P(X( t  + or)~ B]~:~)= P(f~(t)~ B I #o)= Px(~)(B), 
which implies the strong Markov property of the process X(t).  [] 
Proof of Theorem 2A. The proof consists of two steps. First we prove the tightness 
of { Yn}, and secondly we must identify any weak limit as the process Y described 
in Theorem 2A. The first step is, however, completed in Corollary of Lemma 2. So 
we must accomplish the second step, but to this end it suffices to show the following: 
Suppose Y7 ::*' Y~, #/'~ ==~ d/i, d'/ =*, di, L~-  L'; =*, BI, (k'~/k~)L'/- L'~ =*, B2, then 
these weak limits satisfy equations (3-6) with Xi = Y~, di(t) = dd, i= 1, 2, and 
ai = l + 2ai/ k 2, i=1,2,  aii = l, i=1,2,  
a12 = a2, = -X , /  k,k , y = k , /  k2. 
Then Theorem 1A assures our second step. Now from (9), (10) and the fact that 
all the weak limits are continuous (Lemma 3), (3) and (4) are deafly satisfied (see 
the argument in Corollary of 12mma 3). Next we will show, by dividing two cases, 
that (5) is satisfied. (That (6) is satisfied is also shown analogously.) 
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Case al = O. In this case we will show that, with probability one, $l(t) increases 
only when Yl(t)=O, i.e., 
I [  I{o~(Yl(s)) dOl(s) = 01(t). 
This at once implies (5). Now suppose that Y l ( t )>0,  and we want to show that 
~1(" ) does not increase at t. Indeed, since Y]' ~ Y1 and Yl(t) is continuous, we 
may assume that Y~'(t) --> I"1(t) uniformly on each compact -interval with probability 
one. Then we can take t'> t and a > 0 such that Yl(s) > 0 for t <~ s ~< t' and Y';(s) >I a 
for t <~ s <~ t' for sufficiently large n. Then 
o <- ,//; ( t') - ,/,'; ( t ) 
1 I v -(k~,)2 , (1/Y'~(s))k'~.~Y'~(s)(~'~(oo)-A'~(k'~/-nY'~(s)))ds 
1 1~ "c . . . . . 
<~ --(k~') 2 a J, k lx / -nY l (s ) (A l ( °° ) -A l (k lx / -nY l (s ) ) )ds -~O 
since Y';(s) ~ Y(s)  > 0 for all s ~ It, t'] and by assumption (A2). Thus ~1(" ) does 
not increase at t, which completes case a~ = 0. 
Case al > 0. We first show that ~q(t) is strictly increasing. Indeed let s < t. Then 
since Yl(U)> 0 for a.e. u and Y' ; ( t )~ Yl(t) uniformly on each compact t-set with 
probability one, there exists an interval Is1, h] and /3 > 0 such that s < sl < h < t 
and, for sufficiently large n, Yl(u) > 0 for u ~ [sl, h] and/3 > Y';(u) > 0 for u ~ Is1, h]. 
Then 
Iq  1 1 
$ ' ; ( t ) -$ ' ; ( s )~ (k~,)2 y,;(u--~) k';x/-nY';(u)(A';(oo)-A';(k';x/nY';(u)))du 
$1 
1 1 I q - -  k';x/-dY';(u)(A';(oo)-A';(k';x/-n YT(u)))  du 
~>(k~') 2/3 ,, 
1 1 
~ T2 al( h - sO > O. kl 
Thus qq(t) is strictly increasing with probability one. Since qq(t) is continuous, we 
may assume that 4,~'(t)-~ qq(t) uniformly on any compact -interval with probability 
one. Thus, since ~q(t) is strictly increasing, (qJ~')-l(t)-~q,~q(t) for each t with 
probability one, where (tp~') -1 and q,~-i are inverse functions of ¢,~' and qq. Hence, 
noting that 
n n --1 
Y1( (~1)  ( t ) ) ->  Yl(qJ-~l(t)), 
we have 
Io ~ Y';(s) d$]'(s) = f*~(') f , ,o )  Yl (¢,)  (s)) ds--) ,, ,, -1 Y~(.q/-(l( s) ) ds 
dO dO 
Io = Yl(s) d4q(s) 
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by the bounded convergence theorem. We have 
Y (s) dq,'i(s)-(k-D2 k'i GY (s)(X'i(oo)-X'i(k'i4-n Y'i(s))) ds 
al  --> ,-~ t, 
kl 
since Yl(s)> 0 for a.e. s and by (A2). This completes case al > 0. 
It only remains to show that B(t) = (Bt(t), B2(t)) is a Brownian motion with the 
covariance matrix as asserted in Theorem 2A. We have already shown in the proof 
of Lemma 4 that B~(t) and BE(t) are continuous martingales with (Bt)(t)= t and 
(B:)(t) = t respectively. Hence we must show that (B~, B2)(t) = -A~/klk2. But since 
each pair of (L~, L~'), (L~, L~) and (L~', L~) is orthogonal, 
where 
(L~-L';)(t) . ((k';/k~)L';-L~)(t)+(k';/k'~)(L'~)(t)=martingale (20) 
1;o (k';/k~)(L';)(t)=(k';/k'~) (k~,~n)2 nA'~(k';vr-n Y';(s)) ds. 
Then taking into consideration the fact that 
supE(LT,(t))46K(t), k= 1,2, 
n 
(see the proof of Lemma 4) by letting n tend to infinity in (20), we have 
B,(t). B2(t) + 
k, k2 
t = martingale. 
This implies the desired result: 
)[1 (B,, B2)(t) t. [] k, k2 
Proof of Theorem lB. The proof is almost the same as that of Theorem 1A. We will 
show the uniqueness of (Y2(t), g~2(t), ~2(t)) assuming q(t) is a known process and 
d2 = O. Let Z(t) = Y~(t). Then by Ito's formula we have 
r 
Z(t)  = Z(0) + (a2-1 + auu)t - Jo 
+ dBds). 
2 y ~  dgq(s)-  2x/-~26(t) 
(21) 
Let ( Y:( t ), ¢'2( t), ~2(t) ) and ( Y[(t), ¢,~(t), ~[(t) be two solutions with Y2( 0 ) = Y[(0 ), 
and let Z'(t)= (Y[(t)) 2. Then as in Theorem 1A from the above equation and 
54 IC ]ramada / Multi-dimensional Bessel processes 
Tanaka's formula, we have 
L [Z(t)-Z'(t)l=-27 sgn(Z(s)-Z'(s))(~-x/-g~dO~(s) 
+2 sgn(Z(s)-Z'(s))(x/-Z(s)-~)dB2(s) 
-2v~2 sgn(Z(s)-Z'(s))d~2(s) 
+2v~2 sgn(Z(s)-Z'(s))d~(s). 
Note that the following holds (Yamada [19]): 
(i) If Z (s )> Z'(s), then sgn(Z(s)-Z'(s))>O. 
(ii) If Z(s)=Z'(s), then sgn(Z(s)-Z'(s))=O. 
(iii) If Z(s) < Z'(s), then Z(s) < a 2 and d~2(s) = 0. 
Thus S'o sgn(Z(s) - Z'(s)) d~2(s) I> 0. Similarly we have J'o sgn(Z(s) - Z'(s)) d~(s)  <~ 
0. Thus EiZ(t)-Z'(t)[=O, i.e., Z(t)=Z'(t) for all t with probability one. Then 
~2= ~ follows from (21) and so ~2 = ~b~. That the process Y(t)= (Yl(t), Y2(t)) is 
the diffusion process with generator ~ follows from the same discussion as in 
Theorem 1A. [] 
Proof of Theorem 2B. The proof is similar to that in Theorem 2A, using Lemmas 
5-8. [] 
5. Some extensions and remarks 
It is possible to extend our models to more complicated ones. In the context of 
queue models, for example, in Fig. 3, at each service stage the feedback of customers 
to the same stage is allowed, and P2 and q2 represent the ratio of feedback customers. 
Thus the numbers of customers at each stage, X~(t) and X2(t) can be written as 
X,(t)=Xl(O)+ No(t)-p~N~(t), X2(t)=X2(O)+piNl(t)-q, N2(t). 
pzN~ (t) qzNe(t) 
Nolt) N~lt) p~N~(t) N2lt) q~N2lt) 
Fig. 3. 
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P3 
l:r-q I l:m ml  
lr i ira( "rr  I 
Fig. 4. 
-I -I I N O (t) N 1 (t) Nz(t) 
Fig. 5. 
qN~,(t) 
PN2(t) 
A more complicated model is possible (see Fig. 4). In Fig. 4, for example, customers 
arriving at service stage 2 consist of those from upper stages i.e., 1 and a, and those 
from stage 2 itself. To all these extended models, we can apply our method eveloped 
in previous ections and obtain multidimensional Bessel diffusion approximations. 
Now let us consider a queueing network model shown in Fig. 5, where feedback 
of customers from stage 2 to stage 1 is allowed. Then Xl(t) and X2(t) can be vt, ritten 
as 
X~(t)=Xl(O)+ No(t)+qN2(t)-N~(t), X2(t)=X2(O)+ N1(t)-N2(t). 
Given a sequence of above network models, suitable normalization of these 
processes as in Section 3 lead us formally to the following type of equations: 
X~(t) = XI(0) + O~(t) - 7~2(t)  - d~t + B~(t), 
x~( t) = x~(o) + ~,~( t ) -  wq,,( t ) -  d~t + B~( t), 
Io Io 2X,(s)d~,,(s)=(~,-1)t, 2X2(s)d~2(s)-(a2-1)t 
(y~, y2~0, a~, a2~l )  where processes appearing in the above satisfy the same 
conditions as in Theorem 1A. Unfortunately we,were unable to show the uniqueness 
of the solution of the above equation (and also the tightness of the normalized 
processes). This is the reason why we restricted our models to tandem queue birth 
and death processes. (However note that when a, = a:, = 1, the uniqueness problem 
of the above equation is solved under suitable conditions [6].) 
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