We study the C ∞ -hypoellipticity for a class of double characteristic operators with simplectic characteristic manifold, in the case the classical condition of minimal loss of derivatives is violated.
Introduction
The purpose of this paper is to establish necessary and sufficient conditions for the C ∞ regularity of the solutions of the Grushin operators of the following form
where D = 1 i ∂, h is a positive integer, a(x 1 , x ′ ) is a strictly positive smooth function in R n , ∆ x ′ is the positive Laplacian in R n−1 x ′ and B(x 1 , x ′ , D x ′ ) is a classical first order (pseudo)differential operator in x ′ depending on the parameter x 1 . The first order term of P is chosen in such a way to behave as the commutators [D x 1 , x h 1 D x j ] of the vector fields D x 1 and x h 1 D x j (j = 2, ..., n), generating its principal part. We are interested in studying the effect of the lower order terms in B(x 1 , x ′ , D x ′ ) on the hypoellipticity of P .
We point out that the Grushin model (1.1) represents a typical canonical form of the (pseudo)-differential operators with symplectic characteristic manifold of codimension 2.
As we shall make clear later on, the C ∞ -hypoellipticity of such operators is strictly related to the spectral properties of an anharmonic oscillator (see (1. 3) below), whose spectrum, unlike the case h = 1, cannot be explicitly computed.
The problem of C ∞ -hypoellipticity has been widely studied in literature (see, for instance, [16] Chapters XXII and XXVII and the references therein). We recall that a (pseudo)differential operator Q(x, D x ) is C ∞ -hypoelliptic (h.e.) if Q preserves the C ∞ singular support, i.e. sing supp Qu = sing supp u, for any u ∈ D ′ .
This definition can be made more precise if we introduce the notion of loss of derivatives;
namely, we say that a pseudodifferential operator Q of order m in an open set X ⊂ R n is C ∞ -hypoelliptic, with loss of γ ≥ 0 derivatives, if A well-known sufficient condition for the h.e. of (1.1) is the injectivity in L 2 (R) of the following differential operator in the t ∈ R variable (the so-called localized operator associated with P )
as ̺ = (x ′ , ξ ′ ) varies in T * R n−1 \ 0, b 1 (x, ξ ′ ) being the principal symbol of B (see [9] , [10] , [7] , [20] and also Thm.1.12 [21] ). In this case P turns out to be hypoelliptic with loss of 2h/(h + 1) derivatives, and this is exactly the minimal loss of regularity we can expect from
This assumption however is far from being necessary; we can, in general, have that P is
is not injective in L 2 (R) at some point (x ′ 0 , ξ ′ 0 ). The present paper is devoted to the study of the C ∞ -hypoellipticity of the operator P , for which the classical L 2 −injectivity condition is violated at some point of its characteristic manifold.
We point out that our results yield an alternative proof of the C ∞ -hypoellipticity of the Kohn operator introduced in [19] and [4] . Actually we discuss the following extension of the kohn model:
where f (x 1 ), g(x 1 ) are polynomial functions, so that L can be regarded as a generalization of the Mizohata operator M = D x 1 − ix h 1 D x 2 (h ∈ N). We shall show that, in that case, the hypoellipticity strictly depends on the presence of common zeroes of the functions g(x 1 ), f (x 1 ) and on their order (see Proposition 3.1). As pointed out in [19] , the loss of derivatives of (1.4) can be very large compared to the case of sums of squares of real vector fields where the loss is always strictly less than 2 (see Thm. 22.2.1 [16] and [25] ). In this connection, in Section 3.3 (Prop. 3.2) we show that this phenomenon takes place also in the presence of a single complex vector field, by analyzing the following example:
If h = 1, the principal symbol of (1.1) vanishes exactly to the second order on its characteristic manifold (the so-called transversally elliptic case). This case has been extensively studied over the years, see for instance [2] , [3] , [10] , [12] , [18] , [23] . All the above mentioned articles concern only transversally elliptic operators. Here we consider the Grushin-type operators (1.1), where the transversal ellipticity fails because of h > 1. We study the C ∞ hypoellipticity of P assuming that its localized operator (1.3) is not injective at some point (x ′ 0 , ξ ′ 0 ), or, equivalently, there exists an eigenvalue λ j 0 of (1.3) such that λ j 0 (x ′ 0 , ξ ′ 0 ) = 0. As we shall see later on (Theorem 2.9), in this framework the minimal loss of regularity 2h/(h + 1) + δ(h) of P strictly depends on the parity of h. Furthermore, in the transversally elliptic case, in [12] it is shown that the minimal loss is 1 + 1/2 and is attained iff attained if and only if 1 i 5) where { , } denote the Poisson brackets in T * R n−1 , and λ j 0 the complex conjugate of λ j 0 . In the non transversally elliptic case (h > 1) the situation is much more delicate. Let us consider for instance relation (1.5): we shall see that it does not play any role if h = 3. However, also for the "special value" h = 3, (1.5) is generally no longer a necessary and sufficient condition for the C ∞ hypoellipticity of P (see Section 4).
The situation is quite different if the coefficients of P only depend on the tangent variables to the characteristic manifold Σ = {x 1 = 0 = ξ 1 }, say x ′ ,
In this particular setting, the minimal loss of regularity is 2h/(h + 1) + 1/2 and is attained only for h odd, under the classical hypothesis (1.5), λ j 0 being the eigenvalue of (1.3) that vanishes at (x ′ 0 , ξ ′ 0 ). If h is an even integer, the minimal loss of derivatives must necessarily be larger than 2h/(h + 1) + 1/2 (see Section 4) . We stress the fact that λ j 0 is not explicitly known if h > 1; nevertheless, we shall show that condition (1.5) can be directly deduced from (1.6) by using some results of Perturbation theory.
The paper is organized as follows: in Section 2 we introduce the machinery required to study the hypoellipticity of the operator (1.1), microlocally near a degenerate point; in Section 3 we apply our results to some classes of examples; in Section 4 we analyse the h.e. of Grushin operator of type (1.6). Finally, in Appendix I we discuss the hypoellipticity properties of a class of one-dimensional polyhomogeneous symbols (see Def. 18.1.5 [16] ) naturally associated with the operator (1.1) via Theorem 2.9; in Appendix II we develop a suitable anisotropic variant of the Boutet de Monvel pseudodifferential calculus introduced in [2] and in [12] .
The general case
Consider the operator P in (1.1) and its localized operator P ̺ in (1.3). The characteristic manifold Σ = {(x, ξ) ∈ T * R n \0 | x 1 = ξ 1 = 0} of P can be trivially identified with T * R n−1 \0.
It is well-known that the spectrum of P ̺ is discrete, i.e. Spec(P ̺ ) is made of simple isolated eigenvalues λ j (̺), j ∈ N, of finite multiplicities, diverging to +∞ (see, for instance,Theorem
and Proposition 3.3 in Chapter 2 [1]):
λ 0 (̺) < λ 1 (̺) < ... < λ j (̺) < λ j+1 (̺) < ..., j ∈ N. (2.1)
In the classical study of the C ∞ -hypoellipticity of P (see [2, 3, 9, 10, 21] ) the key point concerns the assumption λ j (̺) = 0 for every j = 0, 1, 2, ...; as a consequence, P ̺ turns out to have a suitable left inverse, by means of which one can construct a left parametrix of P via the Boutet de Monvel's pseudodifferential calculus (see, for instance, Appendix II); this yields the C ∞ -hypoellipticity of P with minimal loss of 2h/(h + 1) derivatives. On the other hand, if there exists a point ̺ = ̺ 0 := (x ′ 0 , ξ ′ 0 ) and an eigenvalues λ j 0 such that
P can be C ∞ -hypoelliptic only with loss of derivatives larger than 2h/(h + 1).
In order to introduce our results, let us briefly discuss the wellknown case h = 1, for which the
3) is a harmonic oscillator and its eigenvalues {λ j (x ′ , ξ ′ )} j∈N can be explicitly computed. Due to [9] , [10] , [2] , P is h.e. with loss of one derivate iff
In [12] Helffer assumed that condition (2.3) fails at some point (
. In this framework, P can be hypoelliptic only with loss r ≥ 1 + 1/2 = 3/2 derivatives (see [27] ); furthermore, in Theorem 1.2 [12] it is shown that the bound 3/2 is attained if and only if
Parenti and Parmeggiani [23] have pushed forward this analysis, providing necessary and sufficient conditions for the h.e. (with a big loss of regularity) of a large class of transversally elliptic Grushin operators. The same problem was also studied by Kwon [18] by using the Treves concatenations method (see [29] ).
Suppose now that h > 1, the first difficulty we face up concerns the fact that the localized operator (1.3) is an anharmonic-type oscillator and hence its eigenvalues {λ j (x ′ , ξ ′ )} j∈N cannot be explicitly computed. Nevertheless, in Theorem [22] it is proved that (2.2) amounts to saying that
where θ(j) := 1 if j is even and θ(j) := 0 if j is odd.
Our aim is to show that the h.e. of P is equivalent to the h.e. of an operator L(y, D) ∈ OPS m−2h/(h+1) (R n−1 ) in fewer variables, easier to be analysed.
In our setting, P ̺ 0 is clearly not invertible, hence we cannot use the classical approach described above. However, we can exploit the following linear algebra remark: assume that the n × n matrix A has zero in its spectrum with multiplicity one. Then of course A is not invertible, but, denoting by e 0 the zero eigenvector of A, the matrix (in block form)
A e 0 t e 0 0 is invertible as a (n + 1) × (n + 1) matrix in C n+1 . Here t e 0 denotes the row vector e 0 . This strategy goes back to Grushin [9] and Sjöstrand [26] and then exploited by Helffer [12] , by Grigis-Rothschild [8] , by Parenti-Parmeggiani [23] and, recently, by Bove-Mughetti-Tartakoff [5] , [6] (see also [28] for a complete survey). Roughly speaking, the idea is to replace the operator P by a suitably chosen square system of operators
in such a way that its "localized operator"
turns out to be injective (actually invertible) for any ̺ ∈ Σ, although this is clearly false for the localized operator P ̺ in (1.3) at ̺ = ̺ 0 because of (2.2).
As a consequence of the calculus we shall develop, it follows that A admits a two-sided
where L = L(y, D y ) is exactly the operator we were seeking for. We emphasize that A ̺ is invertible at every ̺ ∈ Σ, and its inverse can be explicitly computed without using Neumann series; this fact is crucial if you need to know the complete symbol of L and is the reason we cannot proceed as in [12] . Here we prefer to follow the approach used in [23] .
The key points in the above program are the choice of the operators H ± in (2.7) and the construction of the pseudodifferential calculus (i.e., the classes of symbols and the related composition rules) based on them and on the operator P in (1.1). This task is very technical and here we prefer to develop only the crucial points of the machinery we need, putting in evidence the required adjustments and referring the reader to [23] and to [6] for further details.
Our starting point is the construction of the operators h
(̺) (and afterwards of the related operators H ± ) in such a way that the localized system A ̺ is invertible at any ̺ ∈ Σ.
Let us consider the localized operator P ̺ :
as an unbounded operator with the "natural" domain
The null eigenfunctions of P ̺ 0 plays a fundamental role in the construction of the operators
(̺) in (2.8); roughly speaking, they are obtained by using suitable microlocal extensions φ 1 (̺, .), φ 2 (̺, .), near ̺ 0 , of such null eigenfunctions.
Precisely, since the principal symbol p 2 of P is assumed to be real, from (2.5), (2.6) it follows that all the coefficients of P ̺ 0 in (1.3) are real; hence, P ̺ turns out to be a selfadjoint operator at ̺ = ̺ 0 . Moreover, every eigenvalue in (2.1) is simple (see Proposition 3.3
Chap.2 [1] ) so that the kernel of P ̺ 0 = P * ̺ 0 is one-dimensional, i.e. there exists a function 0 = φ(̺ 0 ; .) ∈ S(R) for which Ker P ̺ 0 = φ(̺ 0 ; .) . The main point is now the way we extend φ(̺ 0 ; .) microlocally near ̺ 0 in order to get the functions φ 1 (̺, .), φ 2 (̺, .). In [12] φ 1 (̺, .), φ 2 (̺, .) are chosen equal to the L 2 (R)-normalized eigenfunction associated with the eigenvalue λ j 0 (̺) (see (2.2)). Unfortunately, it seems to us that this choice does not allow to get an explicit inverse of A ̺ near ̺ 0 , and we thus follows a slight different approach.
Let us start off by considering the square operators P * ̺ P ̺ and P ̺ P * ̺ ; they are h−globally elliptic, self-adjoint, non negative differential operators (see [13] and Section 1.5 [21] for the h-anisotropic version of the pseudodifferential calculus), with discrete spectrum contained in [0, +∞[. Denote by µ 1 (̺), µ 2 (̺) the smallest eigenvalue of P * ̺ P ̺ , P ̺ P * ̺ , respectively, and consider the related eigenspaces V 1 (̺) := Ker P * ̺ P ̺ − µ 1 (̺)I and V 2 (̺) := Ker P ̺ P * ̺ − µ 2 (̺)I . We have the following result.
3. if h is an odd integer, φ 1 (ρ; t) and φ 2 (ρ; t) are even or odd functions in the t variable, with the same parity; namely, for i = 1, 2,
Proof. We shall prove the two statements only for the eigenvalue λ 1 and the space V 1 ; the same arguments apply to λ 2 and V 2 .
To begin with, in view of the homogeneity properties of P ̺ , it is enough to prove the above
To see this, note that the symbol of the localized operator P (x ′ ,ξ ′ ) (see (1.3)) satisfies the following property
Upon considering the unitary operator
it is easily seen that
and a similar computation for the adjoint operator P * ̺ yields
As a consequence we obtain
from (2.10) it follows that
We thus have
Therefore it suffices to prove that the statements of Lemma 2.1 hold in a neighborhood
The lowest eigenvalue µ 1 (̺) is, a priori, only a continuous function on ̺ ∈ Σ. However, since the operators P * ̺ P ̺ has discrete spectrum, there exist a connected neighborhoodŨ ⊂ S * Σ of ̺ 0 and a constant 0 < δ ∈ R such that [0, δ] ∩ Spec (P * ̺ P ̺ ) = {µ 1 (̺)} for all ̺ ∈Ũ . By standard spectral theory (see [17] or [25] Chapter XII) the orthogonal projector π 1 (̺) onto 13) and, similarly, by possibly shrinking the neighborhoodŨ , for the orthogonal projector π 2 (̺)
Since V 1 (̺ 0 ) = Ker P * ̺ 0 P ̺ 0 = Ker P ̺ 0 , we get that dim V 1 (̺ 0 ) = 1, whence from Lemma 4.10 [17] we have that dim V 1 (̺) = 1 for every ̺ ∈Ũ . Therefore, if φ(̺ 0 ; .) is an eigenfunction in Ker P ̺ 0 = V 1 (̺ 0 ), then, provided one shrinks the neighborhoodŨ , φ 1 (̺; .) = π 1 (̺)φ(̺ 0 ; .) spans V 1 (̺) for any ̺ ∈Ũ . As a consequence of globally elliptic operators theory (see [13] ) it turns out that V 1 (̺) ⊂ S(R); furthermore, since the operator P * ̺ P ̺ depends smoothly on ̺ ∈Ũ , the same is true for the projector π 1 (̺), hence φ 1 (̺; .) ∈ C ∞ Ũ , S(R) .
As for the second statement, by virtue of (2.12) it is easily seen that
If h is an odd integer, we easily check that φ i (̺, −t) ∈ V i (̺) (i = 1, 2); thus if we replace φ i by the linear combination
, that does not identically vanish near ̺ 0 , we get the parity in the t−variable we were seeking for. Indeed the φ 1 and φ 2 have exactly the same parity because of the selfadjointness of the localized operator P ̺ at ̺ = ̺ 0 (see Remark 2.3 below); this yields V 1 (̺ 0 ) = V 2 (̺ 0 ) whence one trivially gets φ 1 (̺ 0 , t) = βφ 2 (̺ 0 , t) for some 0 = β ∈ C.
Finally, in view of (2.15) one obtains |φ i (x ′ , sξ ′ , t)| 2 dt = |φ i (x ′ , ξ ′ , t)| 2 dt, so that a standard normalization argument proves the last statement of Lemma 2.1.
If the localized operator is selfadjoint at ̺, i.e. P * ̺ = P ̺ , the eigenspace associated with the eigenvalue λ j 0 is contained in V 1 (̺) = V 2 (̺) and both of these spaces are one-dimesional. As an immediate consequence, we have that
P is selfadjoint (and hence P ̺ ) the construction carried out in Lemma 2.1 is much easier.
Remark 2.2 Assume that P * ̺ = P ̺ for any ̺ ∈ U . Then one gets that, for every ̺ ∈ U ,
Let us introduce a second remark which will be useful in Section 4.
Remark 2.3 Due to (2.2), (2.5), (2.6) one has that λ j 0 (̺ 0 ) = 0 and that
Therefore, we can choose an eigenfunction φ(̺; ·) in Ker (
Arguing similarly as done in the proof of Lemma 2.1, it is easily seen that φ(̺; ·) is smoothly dependent on the parameter ̺.
We can now take advantage of Lemma 2.1 to describe the map properties of P ̺ .
Lemma 2.4 Denote by
For any ̺ ∈ U , the maps
are continuous isomorphisms. Moreover, if we define, for any ̺ ∈ U , the map
we have that
where, as above, π j (̺) represents the orthogonal projector onto V j (̺) for j = 1, 2.
Proof. A trivial check shows that
thus, by applying the operators (ζ − P * ̺ P ̺ ) −1 and (ζ − P ̺ P * ̺ ) −1 to each side of the above equation, by (2.13) and (2.14) we get P * ̺ π 2 (̺) = π 1 (̺)P * ̺ for any ̺ ∈ U , whence P * ̺ V 2 (̺) ⊂ V 1 (̺). As a consequence, for any f ∈ B 2 h (R) ∩ V 1 (̺) ⊥ and any g ∈ V 2 (̺) we get
⊥ is trivially injective; furthermore, by proceeding as in Lemma 2.7 [23] , the map turns out to be also surjective so that (2.16) is well-defined and satisfies (2.17) by construction.
Finally, note that π 2 (ρ) is a smoothing global pseudodifferential operator in R (see Def. B.2 in Appendix or [13] ), for its (t, τ )-symbol is given by
Since P ̺ is a h−globally elliptic pseudodifferential operator of order 2 (see Def. B.2 and Section 1.5 [21] ), P ̺ has a h−globally parametrix; therefore, from the identity P ̺ E ̺ = I − π 2 (̺) it follows that E ρ is actually a h−globally pseudodifferential operator of order −2.
At last we are now in a position to define the operators h
(̺) and the corresponding localized system (2.8).
Definition 2.1 For any ̺ ∈ U , consider the following operators
and define the map
As a consequence of the whole construction we get the following theorem.
Lemma 2.5 For every ̺ ∈ U , the localized system A ̺ is invertible and its inverse is given by the map
where E ̺ is defined in (2.16) and ℓ 2
Proof. By a direct computation the proof readily follows.
Defined the localized system A ̺ , ̺ ∈ Σ, we need to go back to the system (2.7) in all the variables. To this aim we have to define the operators H ± , of which h
(̺) are the corresponding localized operators depending on the parameter ̺ = (x ′ , ξ ′ ) ∈ U . Roughly speaking, H ± are obtained by quantizing the functions φ 1 (x ′ , ξ ′ , t), φ 2 (x ′ , ξ ′ , t) with respect to all the variables (x ′ , ξ ′ ; t, τ ).
In order to treat all these operators, together with their localized operators, we need a pseudodifferential calculus tailored to our anisotropic setting. Since the calculus is very technical, we prefer to postpone this point to Appendix II, where the required classes of symbols and the corresponding composition rules are discussed.
Furthermore, in order to make the exposition more pleasant, we carry out a local construction of the parametrix (2.9), i.e. we assume that the neighborhood U in Theorem 2.4 is actually the whole cotangent space T * R n−1 \ 0. The microlocal version is only a technical matter and we refer the reader to Section 4 [23] for the details. 19) and the co-Hermite operator We can now state the main theorem of this section.
Definition 2.2 The Hermite operator
H − is defined by        H − : C ∞ 0 (R n−1 x ′ ) −→ C ∞ 0 (R n t,x ′ ) (H − f )(t, x ′ ) = (2π) −(n−1) e i(x ′ ,ξ ′ ) φ 2 (x ′ , ξ ′ , t)f (ξ ′ )dξ ′ ,(2.H + by        H + : C ∞ 0 (R n t,x ′ ) −→ C ∞ (R n−1 x ′ ) (H + g)(x ′ ) = (2π) −(n−1) e i(x ′ ,ξ ′ ) φ 1 (x ′ , ξ ′ , t)ĝ(t, ξ ′ )dξ ′ dt.
Theorem 2.6 Consider the operator
There exist
, see Definition B.1 and the notes below in Appendix B);
18.1.5 Vol.III [16] ), and principal symbol given by ℓ 2
such that the system
is a two-sided parametrix of A; namely, AE − I and
Furthermore, P is hypoelliptic with loss of 2h/(h + 1) + δ derivatives if and only if so is L with loss δ (see (1.2)).
Proof. The construction of the parametrix E requires the full strength of the calculus developed in Appendix II and is very involved. The strategy is to look for a system of the form (2.22) such that
where AE − I is a smoothing operator. A similar argument applied to A * yields A * Ẽ − I ≡ 0, whence one getsẼ * A − I ≡ 0; by standard calculus it turns out that E −Ẽ * ≡ 0 so that E is also a left parametrix of A.
The equation (2.23) amounts to saying that
Therefore, in order to get the parametrix E we have to look for operators E, K ± , L solving these equations.
In particular, it is enough to solve the equation (2.24) (i) modulo OPS
To take advantage of that observation we need to introduce the localized operators
of any order, i.e. for r = 0, 1, 2, ...,
where p 2−j denotes the homogeneous term of order 2 − j in the asymptotic expansion of the complete symbol of P in (1.1). A straightforward computation shows that P (2) ̺ coincides exactly with the usual localized operator P ̺ in (1.3).
We point out that P (2+r) ̺ is the classical quantization of the Taylor expansion of the symbol of P at the order 2 + r/h near Σ; hence, the symbol of
h . Therefore, the equation (2.24) (i) can be replaced by
Finally, denoting by σ(E) ∼ j≥0 e −j (t, x ′ , τ, ξ ′ ), e −j ∈ S −2,−2+j/h h the asymptotic expansion of the operator E (we are seeking for), we define
as the pseudodifferential operator obtained by quantizing e −j (t, x ′ , τ, ξ ′ ) only in the variables (t, τ ). According to this notation, we choose E
̺=(x ′ ,ξ ′ ) := E ̺ where E ̺ is the pseudodifferential operator defined in Lemma 2.4.
By applying the composition rules in Appendix II, we can rephrase the equations (2.26) (i ′ ) and (2.24) (ii) − (iv) in the following "algebraic" relations, which have to be solved at each degree s = 0, 1, ... of homogeneity
We have thus to determine all the symbols e s , ψ −s/(h+1) , ψ ′ −s/(h+1) , ℓ 2/(h+1)−s/(h+1) . This crucial task will be accomplished by using an inductive procedure. We are now going to show that the first step of the iteration (i.e. s = 0) is an immediate consequence of the construction carried out in this section. Precisely, as for s = 0, we have already
and we are thus left to check that
The above relations follow immediately from Lemma 2.5, since E ̺ is the (right) inverse of the matrix operator A ̺ . At this point the iterative procedure can start and, arguing similarly as done in Theorem 4.1 [23] or also in (3 − 6) [6] , we can solve the equations (I) − (IV) in
for any s ≥ 1. In order to state our results about hypoellipticity it is essential to know explicitly the oper-
. For this reason we complete the first part of the proof by writing out the symbols ℓ 2/(h+1)−s/(h+1) , s ≥ 1 of its asymptotic expansion, as they come out from the iteration.
Precisely, assume that ψ ′ −q/(h+1) and ℓ 2/(h+1)−q/(h+1) , 0 ≤ q < s, have already been determined, we perform the following decomposition
is uniquely determined by (IV) above, so that one gets
.
As for ℓ 2/(h+1)−s/(h+1) , by taking in (III) above the L 2 (R)-scalar product with φ 2 and by Lemma 2.4 one has
Finally, as for ψ ′ −s/(h+1),2 , again from (III) above we have
Note that the argument of E (−2) (x ′ ,ξ ′ ) in the right hand side of the identity (2.29) belongs to V 2 ((x ′ , ξ ′ )) ⊥ , because of (2.28).
Let us complete the proof by showing that P is hypoelliptic with loss of 2h/(h + 1) + δ derivatives if and only if so is L with loss δ.
Taking into account (1.2), suppose that P satisfies (He) 2h/(h+1)+δ (see (1.2)), we are going to show that L verifies (He) δ .
For the sake of simplicity, we assume that Ω = R n−1 . Given any f ∈ D ′ (R n−1 ) we have
. By Lemma B.7 we get H − Lf ∈ H s loc (R n ) and by (iii) of (2.24) we have
In view of the hypoellipticity of P we obtain
and, again by Lemma B.7,
On the other hand, given any g ∈ D ′ (R n ), assume now that L verifies (He) δ , and P g ∈ H s loc (R n ). Since E is also a left parametrix of A, i.e. AE − I ≡ 0, we have:
(R n ) and the first equation in (2.30) gives EP g +
Moreover, by Lemma B.7 one has K + P g ∈ H s loc (R n−1 ) and from the second equation in (2.30) it follows that
(R n−1 ) and, again by Lemma B.7,
In view of Theorem 2.6 we are thus reduced to studying the h.e. with minimal loss of derivatives of the operator
The analysis of such h-homogeneous operators is carried out in Appendix I, where the h.e. , j = 0, 1, 2 in the asymptotic expansion of ℓ(x ′ , D x ′ ) really matter in the analysis of the h.e. with minimal loss of regularity. For this reason, in the following remarks we compute explicitly the dependence of such terms from the operator P .
32)
where h > 1 in the last equation.
If h is an odd integer, the operator P
(x ′ ,ξ ′ ) (see (2.25)) flips the parity in the t−variable; therefore, from 2. of Lemma 2.1, we immediately get that ℓ 2
This is actually the reason for which the loss of regularity of P strictly depends on the parity of h.
Furthermore, if the localized operator
is a real-valued function), then by Remark 2.2 the functions φ 1 , φ 2 can be chosen equal to the normalized eigenfuction φ(t, x ′ , ξ ′ ) associated with the eigenvalue λ j 0 (x ′ , ξ ′ ) of P ̺ . Therefore, we have the following.
Remark 2.8 Again from (2.28) we get (here h > 1)
with h > 1 in the last equation.
Again, if h is an odd integer, we have that
We are now in a position to state the main theorem of this Section. Theorem 2.9 Let P be the operator (1.1) and assume that (2.2) holds (i.e., (2.5) or (2.6)
, be the operator defined in 4. of Theorem 2.6. Then P can be C ∞ -hypoelliptic only with loss of δ ≥ derivatives if h is even and of δ ≥ 2 derivatives if h is odd. Furthermore, δ attains the above lower bounds (i.e., P is h.e. with minimal loss of derivatives) if and only if
Assume that h = 3. Then P satisfies the minimal loss of derivatives if 
Kohn and Gilioli-Treves operators
In this section we discuss the hypoelliticity of several examples. The main difficulty in doing that relies the lack of a complete description of the spectrum and of the eigenfunctions of the anharmonic oscillator (1.3). However we are going to show that in many cases this knowledge is not actually strictly necessary for our aims.
A Gilioli-Treves model
Consider the following operator in R 2 :
where 0 < a ∈ R, h ∈ N and β(x 1 ) ∈ C ∞ (R) is a real function. If its localized operator (1.3)
is injective at every point ̺ = (x 2 , ξ 2 ), then P is classically hypoelliptic with loss of 2h/(h+1).
Suppose now that P ̺ is not injective at some ̺ 0 = (x 0 2 , ξ 0 2 ) and, firstly, assume that h is an even integer. This means, accordingly to (2.5), that
for some j 0 ∈ N. In view of (2.2) this implies that the eigenvalue λ j (̺) of P ̺ vanishes at ̺ = ̺ 0 . Since P is actually independent of the x 2 -variable, a standard scaling argument shows that P ̺ is never injective at any ̺ = (x 2 , ξ 2 ) ∈ CharP , so that
Moreover, since P * ̺ = P ̺ , from Remark 2.8 and (2.25) with r = 1 we have that
where φ = φ(x 1 , x 2 , ξ 2 ) is a normalized eigenfuction associated with the eigenvalue λ j 0 (x 2 , ξ 2 ) of P ̺ . As a consequence of (I) in Theorem 2.9, P is C ∞ −hypoelliptic with minimal loss of
derivates if and only if β ′ (0) = 0. If h is an odd integer, the analysis is more delicate. From (2.6) we have that
and arguing as before yields
Due to Theorem 2.9, P turns out to be hypoelliptic with loss of 2 derivatives if and only if ℓ 0 (x 2 , ξ 2 ) = 0; therefore, a trivial necessary condition is that
Unlike the even case, this condition is not generally sufficient; to this aim let us assume that j 0 = 0 in (3.2) so that β(0)ξ 2 = − √ ah|ξ 0 2 |. According to (2.2) and (2.1), the first eigenvalue is identically zero so that the localized operator P
is a non negative operator as well its "partial inverse" E (−2) (x 2 ,ξ 2 ) . Therefore, if
then ℓ 0 (x 2 , ξ 2 ) = 0, whence the hypoellipticity of P immediately follows.
An extension of the Kohn operator:
Let us now consider in R 2 the following vector field
where g(x 1 ) is a real polynomial (or a real analytic function). Note that L can be regarded as a generalization of the Mizohata operator
. Consider the sum of squares of complex vector fields
where f (x 1 ) denotes any real analytic function. Its characteristic set is given by Σ = {(x, ξ)|ξ 1 = 0, g(x 1 ) = 0, ξ 2 = 0}. Therefore the hypoellipticity of P strictly depends on the behaviour of g near its real roots. Let us begin our analysis in a small vertical strip centered in one of these roots x 0 1 , say S 0 = {x ∈ R 2 | |x 1 − x 0 1 | < ǫ}. Without loss of generality, we can assume that x 0 1 = 0 and we have that g(x 1 ) = a(x 1 )x h 1 , where h denotes the order of the root x 0 1 = 0 and a(x 1 ) ∈ C ω (R), a(0) > 0 (similarly, if a(0) < 0). As a consequence, one has that Σ ∩ T * S 0 = {ξ 1 = 0 = x 1 , ξ 2 = 0} and the operator Q can be written as
and its localized operator P
. Hence, if f (0) = 0, then Ker P
is L 2 (R)−injective and P turns out to be h.e., in S 0 , with loss of 2h/(h + 1)
derivatives (see (1.3) ). Otherwise, if we assume that f (0) = 0 and, precisely, that 0 is a zero of order k of f , then Ker P
̺ = Ker (D t + ia(0)t h ξ 2 ) * and a direct computation shows that
Therefore, if h is even, P
̺ is L 2 (R)−injective and P is again h.e., in S 0 , with loss of 2h/(h+1) derivatives. On the other hand, if h is odd, P 
where k denotes the order of x 1 = 0 as zero of f .
Unfortunately, the direct computation of the terms ℓ 2 h+1 (ξ 2 ) by using iteratively the formulas (2.27), (2.28), (2.29) cannot be carried out; indeed, if h > 1, the eigenfunctions of the localized operator (3.5) seem to satisfy no iterative relations similar to the classical ones verified by the standard Hermite polynomials (see [11] ). As a consequence, we are not able to compute explicitly the action of E −2
̺ ) −1 and of the localized operators P (2+j) ̺ of order higher than 2 (as done, for instance, in Section 6 [23] ). For that reason, we follow a different approach. Firstly, by applying Theorem 2.6 to the operator LL * (i.e., the first addendum in (3.4)) we see that its hypoellipticity is equivalent to the h.e. of an one-dimensional pseudodif-
. Secondly, since f (x 1 ) vanishes to the order k at x 1 = 0, 
is well-defined near the origin, because e −G(x 1 )ξ 2 ≤ 1, and solves LL * u(x 1 , x 2 ) = 0 but it is not C ∞ near the origin. This proves the first part of (3.7). As a matter of fact, this also
≡ 0 for every positive integer j.
We are left to check that ℓ 2 (ξ 2 ) ≡ 0 and of the contribution due to the operator f (x 1 )L * f (x 1 )L. Hence, recalling (3.6), we get that . As a consequence of Theorem 2.6, P is hypoelliptic with loss of
2(h+k)
h+1 in S 0 . Arguing as above near any zero of g(x 1 ) we obtain the following proposition.
Proposition 3.1 Assume that g is a polynomial or a analytic function with a finite number of real zeroes. Set R g = {x 1 ∈ R | g(x 1 ) = 0} = {r 1 , r 2 , ..., r k } and denote by h .
We point out that for a general real analytic function g, the set R g is not necessarily finite.
Via the Weierstrass theorem we can construct two analytic functions g, f having infinite real zeroes of arbitrary multiplicities, so that the quantity sup can be finite or infinite depending on such zeroes. However also in this case the operator P is h.e. in any bounded open set.
A sum of squares of complex vector fields:
We complete this section by analyzing the following sum of squares of a complex and a real vector field in R 2 :
It is worth noting that the operator P satisfies the complex Hörmander condition, i.e. the brackets of the fields
1 D x 2 of length up to k 2 + 1 generate a two dimensional complex Lie algebra. Obviously, also the real Hörmander condition (using as vector fields both the real and the imaginary parts of the vector fields defining P ) is satisfied.
We are going to show that also the presence of a single genuine complex vector field can have a strong impact on the loss of regularity of an operator in a sum of squares form. Indeed, a sum of squares of real vector fields (satisfying the Hörmander condition) is actually subellitic (i.e., the loss of derivatives is always less than 2, see Theorem 22.2.1 [16] ); whereas, in our model, the loss of regularity can be arbitrarily large if k 1 is odd and k 2 >> k 1 . This phenomenon was firstly pointed out by J.J.Kohn in [19] in the case of two complex vector fields in R 2 .
We collect our results in the proposition below.
Proposition 3.2 We have the following statements:
(i) if 0 < k 2 ≤ k 1 , then P is hypoelliptic with loss of 2k 2 /(k 2 + 1) derivatives;
(ii) if k 2 > k 1 and k 1 is an even integer, P is hypoelliptic with loss of 2k 1 /(k 1 +1) derivatives; (iii) if k 2 > k 1 and k 1 is an odd integer, P is hypoelliptic with loss of 2k 2 /(k 1 + 1) derivatives.
Proof. If 0 < k 2 ≤ k 1 , then P can be written in the form (1.1) with h = k 2 and the corresponding localized operator at ̺ = (x 2 , ξ 2 ) is given by P ̺ = D 2 t + t 2k 2 ξ 2 2 if k 2 < k 1 and by
By taking the L 2 (R t )-scalar P ̺ u, u it is easily seen that P ̺ is injective in L 2 (R t ) so that P is hypoelliptic with loss of 2k 2 /(k 2 + 1) derivatives (see, for instance, Thm. 1.12 [21] ).
If k 2 > k 1 , by choosing h = k 1 the localized operator at ̺ = (x 2 , ξ 2 ) is given by
and is injective in L 2 (R t ) for even k 1 , as seen in (3.6). Thus the statement (ii) readily follows.
Finally, if k 1 is an odd integer, we see that, for ξ 2 > 0,
and, since P * ̺ = P ̺ , from Remark 2.2 we gets that φ 1 = φ 2 = φ. Moreover, due to the structure of P , we see that all the high order localized operators P (2+r) ̺ (see (2.25)) identically vanish, except for r = 2(k 2 − k 1 ) for which we have P (2+2(k 2 −k 1 )) ̺ = t 2k 2 ξ 2 2 . By applying Theorem 2.6, we are reduce to compute the symbol j≥0 ℓ 2
. Note that P in (3.8)
does not depend on the x 2 −variable, so that the same must hold for the quantities involved in the terms ℓ 2 h+1 − j h+1
. An inspection of the equation (2.28) shows that
As a consequence, ℓ(x 2 , D 2 ) is hypoelliptic with loss of
derivatives, and, in view of Theorem 2.6, this concludes the proof.
An example with a large loss of regularity in the even case
In Section 3.2 and 3.3 we have shown operators which can be h.e. with an arbitrary large loss of derivatives provided that h in (1.1) be an odd integer. This is not a true restriction and it is easy to recognize the same behavior in the following example:
where h is even and k ∈ N is odd. Again, by Theorem 2.6 it is enough to compute the symbol
, similarly as done in the previous section. Note that ℓ 2 h+1 ≡ 0 due to (2.5) with j 0 = 0 and that
Therefore (3.9) is h.e. with loss of 2h+k h+1 derivatives.
Tangential Grushin type operators
In this section we consider a special type of operator (1.1), whose coefficients depend only by the tangential variables to Char P , i.e.
Throughout this section we call P the tangential Grushin operator.
We assume that the classical condition of C ∞ -hypoellipticity with loss of 2h/(h+1) derivatives is violated at a point (x ′ 0 , ξ ′ 0 ); namely, there is an eigenvalue λ j 0 of the localized operator P .2)). We shall prove that the h.e. of P is strictly related to the sign of 1/i{λ
, similarly to what happens in the isotropic case h = 1 (see Thm. 1.2 [12] ). Here the main difficulty concerns the fact that, unlike the case h = 1, no explicit formula is known for the eigenvalue λ j 0 .
However, it is worth noting that the h. Firstly, let us show that
In view of (2.28), we have that
Note that the first and the second term in the r.h.s. are identically zero if 0 < j ≤ h; indeed, from (2.27) it follows that
the condition (h + 1)|α| + q = j ≤ h trivially yields α = 0 and q = j, so that there are no terms in the above sum for 0 ≤ q < j and hence ψ ′ −j/(h+1),1 ≡ 0. The same argument applies to the second term in the r.h.s. of (4.3). Finally, as for the last term in (4.3) , note that all the localized operators P (2+s) (x ′ ,ξ ′ ) of the tangential Grushin operator are identically zero for any s > 0 (see (2.25)); therefore, from (h + 1)|α| + s + q = j ≤ h it follows that s = 0, α = 0 and hence, due to the condition q < j, there are no terms in the last sum of (4.3).
Therefore, in view of (4.2), we can use Proposition A.6 (in the appendix I) in order to study the hypoellipticity of ℓ(x ′ , D x ′ ) (and so the h.e. of P ). To this purpose, we are left to compute 
. In order to apply Prop. A.6, we need to compute the T * R n−1 −Poisson brackets
hence, in view of Prop. A.6, the analysis of the hypoellipticity of P is reduced to the study the sign of
. Unlike the case h = 1 (see [12] ), here the eigenvalue λ j 0 (x ′ , ξ ′ ) cannot be explicitly computed since the spectrum of the anharmonic oscillator is not known (see, for instance, [22] ). In order to overcome this difficulty, we use classical perturbation theory (see [17] and [25] ) to get a convenient approximation of
To this aim, let us write the localized operator P ̺ at (see (1.3)) as a perturbation of P ̺ 0 for
We point out that A(̺), B(̺) are smooth functions such that A(̺ 0 ) = 0 and B(̺ 0 ) = 0. It is worth noting that A(̺) is a real smooth function.
We get the following lemma.
Lemma 4.1 One has
where
Proof. Since φ ̺ 0 2 = 0, by continuity we have that φ ̺ , φ ̺ 0 = 0 if ̺ is near ̺ 0 . Moreover, from (4.4) and Remark 2.3 we get
We have
and similarly
which completes the proof.
Taking into account that A(̺) is a real function, by the above lemma we obtain
In order to study its sign, we do not need to know explicitly the eigenfunction φ ̺ 0 ; it is enough to compute t 2h φ ̺ 0 , φ ̺ 0 in terms of t h−1 φ ̺ 0 , φ ̺ 0 . To this aim, we exploit a classical scaling argument. If we perform the change of variable t = sy (s ∈ R) in the localized operator
As a consequence of the spectral invariance, we have the identity P ̺ 0 ,s φ ̺ 0 ,s = 0 and a differentiation with respect to s yields
Taking the scalar product with φ ̺ 0 ,s and choosing s = 1 give
Here, for the sake of simplicity, we have replaced y by t since t = y for s = 1. By taking the scalar product with φ ̺ 0 in the identity P ̺ 0 φ ̺ 0 = 0, we obtain
whence, together with (4.6) we finally get
As a trivial consequence, note that t h−1 φ ̺ 0 , φ ̺ 0 = 0 since t 2h φ ̺ 0 , φ ̺ 0 = t h φ ̺ 0 2 0 = 0. By using the above formula in (4.5) we see that
Therefore, from this identity and Proposition A.6 the following result is proved. 
Let us complete this section by pointing out a peculiarity of the even case if P is a differential operator (i.e., b 1 (x 1 , x ′ , ξ ′ ) is homogeneous in ξ ′ ). Assume that h be an even integer; moreover, set ̺ = (x ′ , ξ ′ ) and, accordingly, −̺ = (x ′ , −ξ ′ ). Due to the parity of h, the operators P −̺ and P ̺ are unitarily equivalent, via the change of variable x → −x. As a consequence, they have the same spectrum and from (2.1) one easily gets that
Furthermore, in view of (2.5), one has that Let us now apply Prop. 4.2 to the following example in R 3 :
where α ∈ C : Im α = 0, f ∈ C ∞ (R 2 , R). In view of the above remark, let us assume that h is an odd integer and suppose that (2.6) holds at ̺ 0 = (x 2 ,x 3 ,ξ 2 ,ξ 3 ), i.e. for some positive
Since the r.h.s. is real, we have that Imαξ 2 = 0 =⇒ξ 2 = 0, whence we get
where we have assumed, without loss of generality, thatξ 3 > 0. Finally, from Prop. 4.2 it follows that P is hypoelliptic with loss 
A Appendix I. Hypoellipticity for h-homogeneous symbols
In this appendix we carry out the study of the C ∞ −hypoellipticity of operators modelled on L in the statement 4 of Theorem 2.6.
To this aim, let a(y, η) ∈ S m ′ 1,0 (R ν y × R ν η ) be a symbol with the (poly)homogenous asymptotic expansion (see Def.18.1.5 Vol.III [16] )
and A = a(y, D y ) the corresponding properly supported operator.
From now on we assume that h > 1, for the case h = 1 is treated in [12] . We can rephrase the hypoellipticity of A = a(y, D y ) in terms of suitable apriori estimates, as shown by the following classical result.
Lemma A.1 If A is hypoelliptic with loss of σ ≥ 0 derivatives, then for any s ∈ R, µ ∈ R :
µ < s + m ′ − σ and any compact set K ⊂ R ν there exists a positive constant C = C(K, s, µ)
such that
Furthermore, assume now that 0 ≤ σ < 1. If A satisfies the inequality (A.2) for s = 0 and any compact set K, then A is hypoelliptic with loss of σ derivatives.
Proof. Since A is properly supported, given any compact set K ⊂ R ν there exists a compact
equipped with the norm [u] s,µ = P u s + u µ . In view of the hypoellipticity of A, the space H s,µ (K) is embedded in H s+m ′ −σ (K) and the imbedding is closed; therefore an application of the Closed Graph Theorem yields inequality (A.2).
The converse of the statement requires a sharp regularization argument and is a straightforward consequence of Lemma 27.1.5 in Vol.IV [16] .
The following lemma shows which is the minimal loss of derivatives expected from A whenever
hypoelliptic only with loss σ ≥ 1 h+1 of derivatives. If, furthermore, h is an odd integer and
Proof. If A is hypoelliptic but not elliptic, it must lose derivates. Assume that A is hypoelliptic with loss of σ derivatives, then by Lemma A.1 ones has that
Our statement is now a consequence of a classical localization procedure, that we briefly recall here for the sake of completeness. Without loss of generality, we can assume that A is properly supported and, by homogeneity, that |η 0 | = 1. Take χ ∈ C ∞ 0 (R ν ) with χ ≡ 1 near K ∪ supp Au for any u ∈ C ∞ 0 (K); since Au = χA(χu) we can assume that a(y, η) is compactly supported in y. Fix a v ∈ C ∞ 0 (R ν ) and put (with t ≥ 1)
For t large, u t ∈ C ∞ 0 (K) and, after a few computations, one gets:
On the other hand,
An application of the Taylor formula yields
where γ = min{1, 4/(h + 1)}. Thus, by using inequality (A.3) with s = 0 and the estimate in (A.5), we obtain
as t → +∞. Since h > 1 one has γ > 2/(h + 1), so that O(t
Thus dividing by t
−ν , and letting t → +∞ shows that the left-hand-side is bounded.
As a consequence, we must have σ ≥ (y 0 , η 0 ) = 0 and h is odd (hence h ≥ 3). In this case we get
with γ = min{1, 6/(h + 1)} ≥ 4/(h + 1) (note that γ > 4/(h + 1) if h > 3). Inserting the above relation in (A.3) we have
and letting again t → +∞ yields σ ≥ 2 h+1 . We complete the proof by observing that, if h > 3, the inequality (A.3) holds for σ = 2 h+1 only if a m ′ −2/(h+1) (y 0 , η 0 ) = 0.
As a by-product of the proof above we get the following remark. 
Thus all the terms of order greater o equal to 2m ′ − 1 in the symbol of σ(A * A) matter, in particular the (y j , η j )-derivatives of the principal symbol a m ′ (y, η) of A. This happens only in the case h = 3, in the other cases the above derivatives are negligible.
Our aim is now to find out necessary and sufficient conditions ensuring the hypoellipticity of A with the minimal loss of derivatives shown in Lemma A.2. Since this result will be applied to the operator L in Theorem 2.6, from now on we assume that a m ′ −1/(h+1) ≡ 0 whenever h is an odd integer (see Remark 2.7). In view of Remark A.3, we firstly assume h = 3. Then A is C ∞ hypoelliptic with loss of r/(h + 1) < 1 derivatives.
On the other hand, if A is C ∞ hypoelliptic with loss of r/(h + 1) derivatives, then A verifies the hypotheses (H1) and (H2).
Proof. We start off by showing that (H1) and (H2) are sufficient conditions for the hypoellipticity of A. To this end we shall construct a parametrix of A by using Theorem 22.1.3
Vol.III [16] . Consider, for any bounded open set Ω ⊂ R ν and every (y, η) ∈ T * Ω \ 0, |η| ≥ 1,
, with ω = η/|η| and t = |η| r h+1 . As a consequence of hypotheses (H1) and (H2) the nonnegative function g(y, ω)(t) is actually bounded from below by a positive constant depending on Ω. Precisely, if a m ′ (y, η) = 0 this is due to (H1); in the other cases, g(y, ω)(t) is a parabola in the t-variable. Thus conditions (H1) and (H2) ensure that, conically near the characteristic set Char(A) of A, its minimum in the region t ≥ 0 is uniformly bounded from below by a positive constant; whereas, conically outside Char(A), this is a trivial consequence of the ellipticity of A. Therefore, for every (y, η) ∈ T * Ω \ 0, |η| ≥ 1, we have
whence, for every (y, η) ∈ T * Ω \ 0, |η| >> 1,
Since a(y, η) ∈ S m ′ 1,0 , we obtain
where ρ = 1 − Here we assume that h is even; we shall see that a similar argument applies to the odd case.
From Lemma A.1 we get
This estimate is stable under perturbation of order less than ν < m ′ − 1 h+1 , therefore we can assume that a m ′ − j h+1
Let (y, η) ∈ T * R ν \ 0 with |η| = 1 and consider the localizing function (A.4) with (y 0 , η 0 )
replaced by (y, η) u t (x) = e it 2 y,y v(t(y − y)).
(A.10)
Here we assume that 0 = v ∈ C ∞ 0 (R ν ) is an even function. By arguing as in the proof of Lemma A.2 we obtain
Due to the compact support of v(x) we have D j v, v = 0 and, furthermore, from its parity we get y j v, v = 0; thus, by (A.9) we obtain
whence,
. By inserting the above relation into (A.8) and using (A.5) we get 
whenever (y, η) ∈ U 0 and t ≥ c 0 for a suitable large positive constant c 0 = c 0 (U 0 ).
This fact suggests to consider the following parabola in the variable z ∈ R
It is enough to show that (H2) holds if Re a m ′ a m ′ − 1 h+1 (y, η) < 0, for otherwise (H2) is automatically satisfied.
In this case, p(z) takes its minimum in z min (y,
(y, η) > 0 and
We observe that condition (H2) amounts to saying that p z min (y, η) ≥ c for every (y, η) in a neighborhood U of (y 0 , η 0 ) in T * S ν and we proceed by contradiction of the last statement.
If this were false then we could select a sequence (
From c) it follows that
, but this clearly contradicts (A.12), thus the proof of condition (H2) is complete if h is even.
Let us briefly discuss the odd case h > 3. We are going to show that if A is C ∞ hypoelliptic with loss of 2/(h + 1) derivatives, then the hypothesis (H2) holds true. Again via Lemma A.1 the hypoellipticity of A is equivalent to the following inequality (for any
Notice that the above estimate is stable if we add to A any pseudodifferential operator of order less than m ′ − 2 h+1 . Therefore, without loss of generality, we can assume that the terms a m ′ − r h+1 = 0, r > 2, in the asymptotic expansion of the symbol of A identically vanish.
By using the localizing function (A.10) and proceeding as above we get
A direct computation shows that
whence it readily follows that
due to the fact that 4m ′ − ν − 2 < 4m ′ − ν − 
)(y, η)t
(A.15) and finally we have, for a suitable positive constant c 1 ,
whenever (y, η) ∈ U 0 and t ≥ c 0 for a suitable big positive constant c 0 = c 0 (U 0 ). From now on the proof proceeds exactly as in the even case.
Let us now consider the case h = 3. In view of the examples we are interested in, we assume that m ′ ≤ 1 (as a matter of fact, in Thm. 2.9 we need m ′ = 1/2) and we limit ourselves to find out only sufficient conditions ensuring the minimal loss of derivatives for A.
Proposition A.5 Let h = 3. Assume that for every (y 0 , η 0 ) ∈ T * S ν : a m ′ (y 0 , η 0 ) = 0, there exist a neighborhood U of (y 0 , η 0 ) in T * S ν and a constant c = c(U ) > 0 such that:
where {f, g} denotes the Poisson brackets of the functions f, g.
Then A is C ∞ hypoelliptic with the minimal loss of 2/(h + 1) = 1/2 derivatives. (y 0 , η 0 ) = 0 and is actually a necessary and sufficient condition to have such a loss of regularity.
Proof. We observe that
) and A ′′ ∈ OPS m ′ − 3 4 and thus, from the Sobolev continuity of A ′′ , we have
Therefore, in view of Lemma A.1, it suffices to show that
c being a positive constant.
This task will be achieved by applying the Fefferman-Phong inequality to the operator A ′ * A ′ ;
to this aim it is convenient to use the Weyl quantization (see Section 18.5 Vol.III [16] ). By Theorems 18.5.4 and 18.5.10 Vol.III [16] we have σ w (A ′ * ) = σ w (A ′ ) and
where e(y, η) is an error term of order 2m ′ − 
for a positive large constant c 1 = c 1 (K). Since e(y, η) ∈ S 2m ′ − 3 2 and the term S 2m ′ −1 ∋ Im a m ′ ν j=1 ∂ η j ∂ y j a m ′ vanishes on Σ, we easily see that, conically near Σ,
for a new constant c 2 = c 2 (K) > 0. In view of the ellipticity of A ′ outside Σ, we finally have
An application of the Fefferman-Phong inequality (see also Theorem 18.6.8 and Corollary 18.6.11 Vol.III [16] ) to the operator with symbol
This completes the first part of the statement of the proposition A.5.
Assume now that the principal symbol a m ′ to the second order at (y 0 , η 0 ); we are left to show that (H1) is also a necessary condition for the minimal hypoellipticity of A.
We argue similarly as done in the second part of the proof of Prop. A.4. By using the localizing function u t (x) in (A.10) and Lemma A.1 we have, for any µ < m ′ − 1 2 ,
Since a m ′ (y, η) vanishes to the second order at (y 0 , η 0 ), we get
Due to (A.5) and by inserting this formula in the above inequality, we obtain
By letting t −→ +∞, we complete the proof.
We end this section by analyzing the hypoellipticity of A = a(y, D) in (A.1) a special setting.
Proposition A.6 Assume that a m ′ (y 0 , η 0 ) = 0 for some (y 0 , η 0 ) ∈ T * S ν and suppose that
≡ 0 for every 0 < j < h + 1. Then A can be hypoelliptic only with loss of δ ≥ 1/2 derivatives. Furthermore, the threshold is realized if and only if
Proof. In order to prove the first part of the statement we could argue as done in Lemma 
B Appendix II. The h-pseudodifferential calculus
This appendix is devoted to the construction of the pseudodifferential calculus used in the study of the hypoellipticity of the Grushin-type model (1.1). Following the ideas of [2] we first define the classes of symbols we deal with, taking into account the anisotropy due to the parameter h > 1 (see [5] , [6] for further details). It is easily seen that P ̺ (see (1.3) ) is an operator in OPS 2 h , smoothly dependent on the parameter ̺ = (x ′ , ξ ′ ), and is h-globally elliptic. 
Such an operator, modulo a regularizing operator (w.r.t. the t variable) is called a Hermite operator and we denote by OP H m h the corresponding class. We define the co-Hermite a * (x ′ , D x ′ , x 1 ) :
We denote by OP H * h m the related set of operators. 
