Abstract-A time-invariant (constant channel gains) K-user interference channel is considered, where all interference (cross) channel gains are integers. For such channels, previous results demonstrate that the number of degrees of freedom is very sensitive to slight variations in the direct channel gains. In this paper we derive an achievable rate region for such channels which is valid for finite SNR. At moderate values of SNR the derived rate region is robust to slight variations in the direct channel gains. At asymptotic high SNR conditions, the known results on the degrees of freedom are recovered. The new rate region is based on lattice interference alignment. The result is established via a new coding theorem for the two-user Gaussian multiple-access channel where both users use a single linear code.
I. INTRODUCTION
The capacity region of the two-user Gaussian interference channel was only recently characterized up to half a bit [1] . The results of [1] demonstrate that for a wide range of channel parameters (channel gains and SNR), time-sharing is a reasonable approach. In particular, time-sharing yields the maximal degrees of freedom (DoF) afforded by the channel, i.e., one, where the number of DoF is defined as the ratio between the maximal possible sum rate and 1 /2 log(SNR) in the limit where the SNR goes to infinity.
Recent works [2] - [5] have revealed that a new coding approach, namely, interference alignment, can achieve more DoF than time-sharing for many classes of K-user interference channels (K > 2). The idea behind interference alignment is essentially to split the signal space observed by each receiver into two orthogonal subspaces, where all the interference signals are confined to one, while the intended signal occupies the other.
For the case of time or frequency varying channels, under some ergodicity conditions, and with full channel state information available to all transmitters, it was demonstrated in [2] , [3] that this approach achieves the maximum possible DoF, namely K/2.
The focus of this paper is the time-invariant (constant channel gains) K-user Gaussian interference channel, for which interference alignment has proven to play a key role as well. Specifically, it was shown in [4] that if at each receiver, the channel gains corresponding to the interferers are rational, whereas the direct channel gains corresponding to the intended signal are irrational algebraic, K/2 degrees of freedom are achievable. Even more interestingly, the authors of [4] have shown that if the direct channel gains are rational as well, the number of degrees of freedom of the channel is strictly smaller than K/2. Later, the authors of [5] proved that the number of DoF of the time-invariant interference channel is K/2 for almost all sets of channel gains, where the set of channels for which K/2 DoF are not achievable satisfy some rational connections between the channel coefficients. The results of [4] and [5] imply that in asymptotic high SNR conditions the capacity characterization of the interference channel is extremely sensitive to slight variations in the channel gains. Such a behavior is highly undesirable, and puts into question the feasibility of interference alignment for time-invariant channels. The main motivation of this paper is to explore the performance of interference alignment at a non-asymptotic setting, and to find out whether the above phenomena are a by-product of the asymptotic definition of the DoF or an inherent feature of interference alignment.
The alignment of interferences in [4] and [5] is achieved at symbol level using linear PAM constellations. A natural approach for generalizing these results for finite SNR is using linear/lattice codes, rather than linear constellations.
Lattice interference alignment was introduced by Philosof et al. in the context of the doubly-dirty multiple-access channel (MAC) [6] , and was first proposed by Bresler et al. for the interference channel in [7] . Lattice interference alignment was later utilized by the authors of [8] in order to derive a very strong interference condition for the symmetric Kuser interference channel. In [9] , the scheme of [8] was combined with a layered coding scheme in order to show that lattice interference alignment can yield gains, and in particular, achieve more than one DoF in some cases, for a broader (but still quite limited) class of channels.
Lattice interference alignment results in each receiver seeing an equivalent two-user MAC, where one of the users corresponds to the desired signal, and the other is the sum of all interfering signals, which are aligned to one lattice. The alignment of all interferers to one lattice, which occurs simultaneously at all receivers, is only possible due to the fact that all users transmit lattice points from the same lattice. Thus in the equivalent two-user MAC, both users are using the same linear code. The capacity region of the MAC without this restriction is derived based on joint typicality arguments, which assume that either the pair of transmitted codewords is statistically independent of any pair of competing codewords, or one of the codewords in the transmitted pair is the same as in the competing pair, and the other codeword in the competing pair is statistically independent of that in the transmitted pair. This assumption, which is valid when both users use different random codes, is no longer valid when both users use the same linear code.
In order to get around this issue, a successive decoding procedure was used in [8] and [9] , where first one of the codewords is decoded while treating the other as noise, then the decoded codeword is subtracted, and the second codeword is decoded. Such a decoding procedure is optimal only if a very strong (or equivalently very weak) interference condition holds. For a wide range of channel parameters such a condition does not hold, and the schemes of [8] and [9] do not result in higher rates than time-sharing.
The main contribution of the present work is in providing a general framework for lattice interference alignment that is not confined to successive decoding. Specifically, if the interference is aligned to a lattice, but the very strong interference condition is not satisfied, the decoder can still perform joint decoding of the interference codeword and the desired codeword. When joint decoding is applied, each decoder sees a two-user Gaussian MAC where both users are using the same linear code for which, to the best of the authors knowledge, no previous results are known.
In this paper, we first address the question of finding an achievable symmetric rate for the Gaussian (modulo-additive) MAC with two users that are "forced" to use the same linear code. We then employ this new result in order to present and analyze an interference alignment scheme, suitable for a class of interference channels, which we refer to as the integerinterference channel, where all cross gains are integers. The analysis is not asymptotic in the SNR.
While the proposed coding scheme does not require asymptotic conditions, we nonetheless show that it is asymptotically optimal in a DoF sense, i.e., it achieves K/2 degrees of freedom for almost every integer-interference channel. The achievable rate regions enables to shed light on the "mystery" around the effect of the direct channel gains being rational or irrational, which has to date only been understood for asymptotic high SNR conditions. In the proposed scheme, rational direct channel gains of the form r/q limit the achievable symmetric rate to be smaller than log q, which is not a serious limitation if q is large and the SNR is moderate, but does indeed pose a limitation in the limit of very high SNR. Moreover, previous results [4] , [5] state that the number of DoF of an interference channel with integer interference gains, is everywhere discontinuous in the direct channel gains. Such a result is quite displeasing and calls into question the applicability of interference alignment for time-invariant channels at non-asymptotic conditions, i.e., raises questions w.r.t. the robustness of interference alignment. The results of this work demonstrate the behavior of the rate when the direct channel gains approach a given set of rational numbers. The derived achievable rate is continuous (as is to be expected) everywhere in the direct channel gains for any SNR, but the variation (i.e., sensitivity to the direct channel gain) increases with the SNR.
Due to space limitations several technical proofs are omitted (but may be found in [10] ).
Notation: Random variables are denoted by uppercase letters and their realizations by lowercase letters. We use boldface letters to denote vectors. The notation x mod [a,b) denotes reducing x ∈ R modulo the interval [a, b). If x is a vector, the notation x mod [a,b) is understood to mean reducing each component of x modulo the interval [a, b). We define the basic interval
. The notation ⌊x⌉ denotes rounding x to the nearest integer. We refer to the set of all prime numbers as P. All logarithms in the paper are to the base 2 and therefore all rates are expressed in bits per (real) channel use. All signals considered in this paper are real valued.
II. ACHIEVABLE SYMMETRIC RATE FOR THE TWO-USER GAUSSIAN MAC WITH A SINGLE LINEAR CODE
We consider the modulo-additive multiple-access channel
where Z is an i.i.d. Gaussian noise with zero mean and variance E Z 2 = 1/SNR. We are interested in characterizing the achievable rate region for this channel where both users are forced to use the same linear code, and where both users are subject to the power constraint
Note that a random variable uniformly distributed over I has unit power. An (n, R) code for this model is defined by one encoding function f : 1, . . . , 2 nR → I n and one decoding function
The linearity constraint on the encoding function f is expressed by the condition that for any w 1 , w 2 ∈ 1, . . . , 2 nR there exists a w 3 ∈ 1, . . . , 2 nR such that
Specifically, user 1 chooses a message w 1 ∈ 1, . . . , 2 nR and transmits x 1 = f (w 1 ), and user 2 chooses a message w 2 ∈ 1, . . . , 2 nR and transmits x 2 = f (w 2 ). The decoder upon receiving y = [x 1 + γx 2 + z] * , generates estimates for the transmitted messages {ŵ 1 ,ŵ 2 } = g(y). The average (over {w 1 , w 2 }) error probability for decoding the transmitted messages is denoted byP e = E [Pr ({ŵ 1 ,ŵ 2 } = {w 1 , w 2 })].
We say that a symmetric rate R is achievable if for any ǫ > 0 and n large enough, there exists an (n, R) linear code such thatP e < ǫ.
The following theorem provides an achievable rate region for the described channel model. 
is achievable, where
.
Discussion: Inspecting the equations describing the achievable rate region of Theorem 1, the role of the optimization parameter p, and the factor δ(p, γ) may seem at first strange. The factor δ(p, γ) is a measure of how accurately γ can be approximated by a rational number with a denominator smaller than p. For example, if γ is a rational number that can be written in the form γ = r/q, then for any p > q we have δ(p, γ) = 0. If this is the case, only values of p ≤ q yield non-trivial rates in (3), which in turn implies that for any value of SNR the rate of (3) is smaller than log q. This rate saturation phenomenon, that occurs for rational ratios between the channel gains is to be anticipated from the results of [4] , and is further discussed in the next section. The proof of Theorem 1 can be found in [10] . In order to get a closed form expression for the achievable rate region, we have used a sequence of upper bounds, some of which are quite "crude". As a result, our inner bound on the achievable rate region is rather loose in the moderate SNR regime. A larger rate region can be obtained by replacing some of the aforementioned bounds in [10] with exact numerical calculations. We refer to the resulting rate region as the numerically evaluated rate region.
In order to better understand the performance of the proposed coding scheme, we compare the maximum symmetric rate it achieves, which we refer to as R lin (SNR), with that achieved by a coding scheme that utilizes two different random codebooks. We refer to the latter symmetric rate as R rand (SNR), and it is given by (see e.g. [11] ) R rand (SNR) = min 1 2 log (1 + SNR) , 1 2 log 1 + γ 2 SNR ,
1 Replacing the constraint p ∈ P ′ (γ) with the constraint p ∈ P results in a negligible change in the rate region described by (3), (4) for values of γ that are not very "close" ( w.r.t. the SNR) to ±1/2.
We define the normalized rate
Figure 1 depicts r norm (SNR) as a function of γ ∈ [0, 0.5) for a range of moderate to high values of SNR, specifically SNR = 20dB, 30dB and 40dB. The black solid curve corresponds to r norm (SNR) when R lin (SNR) is evaluated according to (3) , and the blue dashed curve corresponds to r norm (SNR) when R lin (SNR) is given by the numerically evaluated rate region. Figure 2 depicts r norm (SNR) as a function of γ ∈ [0, 0.5) for extremely high values of SNR, namely SNR = 100dB, 110dB and 120dB. In this SNR regime, (3) is rather tight and there is no need to evaluate R lin (SNR) numerically. Figures 1 and 2 demonstrate the sensitivity of the rate to the channel gains. While for a range of "reasonable" values of SNR, the rate changes rather smoothly with γ, we observe that at extremely high SNR, a slight change in the value of γ may dramatically change the achievable rate.
The figures also demonstrate that for almost every value of γ, the normalized rate r norm (SNR) approaches one as the SNR tends to infinity. Thus, the symmetric rate achieved when both users are using the same linear code scales with the SNR as R rand (SNR) for asymptotic SNR conditions. 
III. APPLICATION TO INTERFERENCE ALIGNMENT
In the previous section we provided an achievable symmetric rate for the Gaussian modulo-additive MAC where both users use the same linear codebook. The motivation for developing such a coding scheme is to enable lattice interference alignment.
In the K-user interference channel, receiver j observes a linear combination of codewords transmitted by K users (corrupted by noise) and is interested in decoding only the codeword transmitted by user j. Namely, the received signal at receiver j is
where h jk is the channel coefficient from user k to receiver j, x k is the codeword transmitted by user k, and z j is a vector of i.i.d. Gaussian noise.
One approach is to treat all the interfering codewords as noise. This approach is not effective when the total power of the interference is of the same (or greater) order as that of the desired codeword. Another possible approach is to try to decode all the codewords {x k } K k=1 , thus treating the channel as a MAC with K users. For such a channel, if all users are working at the same rate, the symmetric rate scales like 1 2K log SNR. Since the decoder is only interested in one of the codewords, it is wasteful to decode all of the interferers as well. For this reason it is desirable to align all interferers to one codeword, as was first noticed in [7] . After alignment is performed, the receiver only has to decode two codewords: the desired codeword x j , and the aligned interference codeword.
A linear code, as defined in (2), facilitates the task of aligning the K − 1 interfering codewords into one codeword. Specifically, if all codewords {x k } K k=1 are taken from the same linear code C, and the channel gains {h jk } K k=1,k =j associated with the interfering codewords are all integers, we have
and therefore the received vector can be reduced modulo the interval I to yield
Since x j and x IF,j are both members of the same linear codebook, the equivalent channel in (7) satisfies the conditions of Theorem 1, which provides an achievable symmetric rate for it. At this point it is worth noting the advantage of joint decoding over successive decoding. A successive decoding approach, as used in [8] and [9] , can decode both codewords only if a very strong interference condition is satisfied; that is, one of the codewords can be treated as noise while decoding the other codeword. Unfortunately, for a wide range of values of h jj , imposing a successive decoding constraint, results in major rate losses. The result of the previous section provides an achievable rate region that is significantly greater than that achieved by successive decoding, for a wide range of values of h jj .
In this paper we consider only K-user Gaussian interference channels where all the channel gains corresponding to interferers are integers, i.e., h jk = a jk ∈ Z for all j = k. We refer to this family of interference channels as the integer-interference channel. We further assume in the sequel that all K users are subject to the same power constraint
where n is the block length, and that the noises at all receivers are i.i.d. Gaussian with zero mean and variance 1/SNR.
The following theorem establishes an achievable symmetric rate for the integer-interference channel.
Theorem 2:
For the K-user integer-interference channel the following symmetric rate is achievable
where δ(·, ·) is defined in (4), and P ′ (·) is defined in (5).
The proof of Theorem 2 is based on lattice interference alignment. All users transmit codewords from the same linear codebook. Due to the fact that the channel cross gains are all integers, the interfering codewords at each receiver are aligned to one codeword, and hence the equivalent channel seen by each receiver is a two-user MAC where both users are using the same linear codebook. Then, Theorem 1 is applied in order to find an achievable symmetric rate for each one of these equivalent MACs. This in turn yields an achievable symmetric rate for the interference channel, by taking the minimum of all these rates.
Corollary 1: For almost every integer-interference channel, the symmetric rate achieved by lattice interference alignment, as described by (8) , satisfies
An immediate consequence of Corollary 1 is that lattice interference alignment achieves K/2 degrees of freedom for 2011 IEEE Information Theory Workshop almost every integer-interference channel. While it was already shown in [4] that the number of DoF afforded by the integerinterference channel (with irrational algebraic direct channel gains) is K/2, the derived expression for the symmetric rate is valid for any value of SNR, whereas the results of [4] are asymptotic. In the limit of infinite SNR, the results coincide. Exampe: Consider the 5-user integer-interference channel where the channel gains are the entries of the matrix
For this channel, we plot the achievable sum rate of our scheme (which is 5 times the symmetric rate R sym ), and for reference we also plot the sum rate a time-sharing scheme would have achieved. One more curve we plot for reference is the curve K 2
which corresponds to the sum rate that could have been achieved if the symmetric rate for a 2-user Gaussian MAC with one linear code was the same as that of the same channel with two random codes. In the absence of explicit upper bounds for the K-user interference channel with finite SNR, (11) serves as a benchmark to the best performance one can expect to achieve, which is based on the known fact that the number of DoF the channel offers is at most K/2. We consider two different values of h: h = 0.707, and h = √ 2/2. The results are shown in Figure 3 . An important insight from Figure 3 is the sensitivity of interference alignment to the channel gain h. We have used two values of h that are very similar, one is rational and the other is irrational algebraic. The number of DoF that correspond to each of these values is different, as was shown in [4] . Nevertheless, Figure 3 demonstrates that at reasonable values of SNR the curves corresponding to the rational and irrational values of h are nearly indistinguishable. At very high SNR, however, the symmetric rate corresponding to h = 0.707 saturates whereas the symmetric rate that corresponds to h = √ 2/2 keeps growing with the SNR. Since the denominator of h = 0.707 is relatively large (q = 1000), the saturation occurs only at very high SNR. The above example demonstrates that the high sensitivity of the DoF to the channel gains is a byproduct of the asymptotic definition of the DoF, and is not severe in most SNR ranges of interest.
IV. CONCLUDING REMARKS
We studied the two-user Gaussian MAC where both users are restricted to use the same linear code, and derived a new coding theorem which provides an achievable symmetric rate for it. The new coding theorem was utilized for establishing a new achievable rate region for the integer-interference channel that is valid for any value of SNR. For a wide range of channel parameters the new rate region is the best known, and in particular, in the limit of SNR going to infinity, it coincides with previously known asymptotic results. While the presented scheme is only valid for channels where all the (non-direct) interference gains are integers, we believe that the results are an important step towards the understanding of the feasibility of interference alignment for general time-invariant interference channels.
