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Abstract. This is an extended version of a communication made at the international
conference Noncommutative Geometry and Physics held at Orsay in april 2007. In
this proceeding, we make a review of some noncommutative constructions connected to
the ordinary fiber bundle theory. The noncommutative algebra is the endomorphism al-
gebra of a SU(n)-vector bundle, and its differential calculus is based on its Lie algebra of
derivations. It is shown that this noncommutative geometry contains some of the most
important constructions introduced and used in the theory of connections on vector
bundles, in particular, what is needed to introduce gauge models in physics, and it also
contains naturally the essential aspects of the Higgs fields and its associated mechanics
of mass generation. It permits one also to extend some previous constructions, as for
instance symmetric reduction of (here noncommutative) connections. From a math-
ematical point of view, these geometrico-algebraic considerations highlight some new
point on view, in particular we introduce a new construction of the Chern characteristic
classes.
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2 1  Introduction
1 Introduction
The geometry of fiber bundles is now widely used in the physical literature, mainly through
the concept of connections, which are interpreted as gauge fields in particle physics. It is worth
to recall why the structure of these gauge theories leads to this mathematical identification.
The main points which connect these two concepts are the common expression for gauge
transformations and the field strength of the gauge fields recognized as the curvature of the
connection.
Since the introduction of the Higgs mechanics, some attempts have been made to un-
derstand its geometrical origin in a same satisfactory and elegant way as the gauge fields.
The reduction of some higher dimensional gauge field theories to some more conventional
dimensions has been proposed to reproduce the Higgs part of some models.
Nevertheless, one of the more convincing constructions from which Higgs fields emerged
naturally and without the need to perform some dimensional reduction of some extra ad-hoc
afterward arbitrary distortion of the model, was firstly exposed in (Dubois-Violette et al.,
1990a), and highly popularized in subsequent work by A. Connes in its noncommutative
standard model (see (Chamseddine and Connes, 2007) for a review of the recent develop-
ments in this direction). What the pioneer work by Dubois-Violette, Kerner and Madore
revealed is that the Higgs fields can be identified with the purely noncommutative part of a
noncommutative connection on an noncommutative algebra containing an ordinary smooth
algebra of functions over a manifold and a purely noncommutative algebra.
The algebra used there is the tensor product C∞(M)⊗Mn of smooth functions on some
manifold M and the matrix algebra of size n. This trivial product does not reveal the
richness of this approach when some more intricate algebra is involved. In this review, we
consider the algebra of endomorphisms of a SU(n)-vector bundle. This algebra reduces to the
previous situation for a trivial vector bundle. This non triviality gives rise to some elegant
and powerful constructions we exposed in a series of previous papers, and to some results
nowhere published before.
The first part deals with some reviews of the ordinary geometry of fiber bundles and
connections. We think this is useful to fix notations, but also to highlight what the noncom-
mutative differential geometry defined in the following extends from these constructions.
We then define the general settings of our noncommutative geometry, which is based on
derivations. The notion of noncommutative connections is exposed, and some important
examples are then given to better understand the general situation.
The algebra we are interested in is then introduced as the algebra of endomorphisms of
a SU(n)-vector bundle. We show how it is related to ordinary geometry, and how ordinary
connections plays an essential role to study its noncommutative geometry.
The noncommutative connections on this algebra are then studied, and here we recall
why the purely noncommutative part can be identified with Higgs fields.
Then it is shown that this algebra is indeed related, through the algebraic notion of
Cartan operations on a bigger algebra, to the geometry of the SU(n)-principal fiber bundle
underlying the geometry of the SU(n)-vector bundle.
Some considerations about the cohomology behind the endomorphism algebra are then
exposed, in particular a new construction of the Chern classes of the SU(n)-vector bundle
which are obtained from a short exact sequence of Lie algebras of derivations.
The last section is concerned with the symmetric reduction of noncommutative connec-
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tions, which generalizes a lot of previous works about symmetric reduction of ordinary con-
nections.
2 A brief review of ordinary fiber bundle theory
The noncommutative geometry we will consider in the following contains, and relies in an
essential way to the ordinary differential geometry of the SU(n)-fiber bundles theory. This
section is devoted to some aspects of this differential geometry. Its aim is to fix notations
but also to present some constructions which will be generalized or completed by the non-
commutative geometry introduced later on.
2.1 Principal and associated fiber bundles
LetM be a smooth manifold and G a Lie group. Denote by G //P pi //M a (locally trivial)
principal fiber bundle for the right action of G on P , denoted by p 7→ p·g = R˜gp.
For any p ∈ P , one defines Vp = Ker(Tppi : TpP → Tpi(p)M), the vertical subspace of TpP .
For any X ∈ g, let
Xv(p) =
(
d
dt
p· exp(tX)
)
t=0
Then Vp = {Xv(p)/X ∈ g} and one has R˜g∗Vp = Vp·g.
This defines vertical vector fields over P and horizontal differential forms, which are
differential forms on P which vanish when one of its arguments is vertical.
Let (U, φ) be a local trivialisation of P over an open subset U ⊂ M, which means that
there exists a isomorphism φ : U × G '−→ pi−1(U) such that pi(φ(x, h)) = x and φ(x, hg) =
φ(x, h)·g for any x ∈ U and g, h ∈ G.
If (Ui, φi) and (Uj, φj) are two local trivialisations such that Ui∩Uj 6= ∅, then there exists
a differentiable map gij : Ui ∩ Uj → G such that, if φi(x, hi) = φj(x, hj) for hi, hj ∈ G, then
hi = gij(x)hj for any x ∈ Ui ∩ Uj. The gij are called the transition functions for the system
{(Ui, φi)}i of local trivialisations. They satisfy gij(x) = g−1ji (x) for any x ∈ Ui ∩ Uj and the
cocycle condition gij(x)gjk(x)gki(x) = e for any x ∈ Ui ∩ Uj ∩ Uk 6= ∅.
Now, let F be a manifold on which G acts on the left: ϕ 7→ `gϕ. On the manifold P×F we
define the right action (p, ϕ) 7→ (p·g, `g−1ϕ), and we denote by E = (P×F)/G the orbit space
for this action. This is the associated fiber bundle to P for the couple (F , `). It is denoted
by E = P×`F , and [p, ϕ] ∈ E is the projection of (p, ϕ) in the quotient P×F → (P×F)/G.
By construction, one has [p·g, ϕ] = [p, `gϕ].
A (smooth) section of E is a (differentiable) map s : M→ E such that pi ◦ s(x) = x for
any x ∈M. We denote by Γ(E) the space of differentiable sections of E .
The main point of this construction is the fact that one can show that Γ(E) identifies with
the space FG(P ,F) = {Φ : P → F / Φ(p·g) = `g−1Φ(p)} of G-equivariant maps P → F .
This result will be useful later on.
Let (U, φ) be a local trivialisation of P over U . Then the smooth map sU : U → pi−1(U)
given by sU(x) = φ(x, e) is a local section of P .
Any section s of P is locally given by a local map h : U → G such that s(x) = sU(x)·h(x) =
φ(x, h(x)). We call sU a local gauge over U for P , because it is used as a local reference in
P to decompose sections on P .
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In the same way, any section s of E is locally given by a local map ϕ : U → F such that
s(x) = [sU(x), ϕ(x)]. This means that the local gauge sU can also be used to decompose
sections of any associated fiber bundle.
Let (Ui, φi) and (Uj, φj) be two local trivialisations such that Ui ∩Uj 6= ∅. Then one has
sj(x) = φj(x, e) = φi(x, gij(x)) = φi(x, e)·gij(x) = si(x)·gij(x)
so that on P , if s(x) = si(x)·hi(x) = sj(x)·hj(x), then
hi(x) = gij(x)hj(x)
On E , if s(x) = [si(x), ϕi(x)] = [sj(x), ϕj(x)] for x ∈ Ui ∩ Uj 6= ∅, then
ϕi(x) = `gij(x)ϕj(x)
These are the transformation laws for the local decompositions of sections in P and E .
Let F be a vector space and ` a representation (linear action) of G. In that case, the
associated fiber bundle E for the couple (F, `) is called a vector bundle. The space of smooth
sections Γ(E) is then a C∞(M)-module for the pointwise multiplication: f(x)s(x) for any
f ∈ C∞(M), s ∈ Γ(E) and x ∈M.
Moreover, if E and E ′ are vector bundles, then E∗ (dual), E ⊕ E ′ (Whitney sum), E ⊗ E ′
(tensor product) and
∧•E (exterior product) are defined. They are associated respectively
to (F ∗, `∗), (F ⊕ F ′, `⊕ `′), (F ⊗ F ′, `⊗ `′) and (∧•F,∧`).
Here are now the main examples which will be at the root of the noncommutative ge-
ometry introduced in the following, and will permits one to make connections between this
noncommutative geometry and the pure geometrical context.
Example 2.1 (Tangent and cotangent spaces)
The tangent space TM → M, and the cotangent space T ∗M → M are canonical vector
bundles overM.
The space Γ(TM) will be denoted by Γ(M). It is the C∞(M)-module of vector fields on
M. It is also a Lie algebra for the bracket [X, Y ]·f = X·Y ·f − Y ·X·f for any f ∈ C∞(M).
One the other hand, by duality, Γ(T ∗M) = Ω1(M) is the space of 1-forms onM. Extend-
ing this construction, Γ(
∧•T ∗M) = Ω•(M) is the algebra of (de Rham) differential forms on
M.
If E is a vector bundle overM, then Γ(T ∗M⊗E) = Ω•(M, E) is the space of differential
forms with values in the vector bundle E , which means that for any ω ∈ Ωp(M, E),Xi ∈ Γ(M)
and x ∈M, ω(X1, . . . , Xp)(x) ∈ Ex. 
Example 2.2 (The endomorphism bundle)
Consider the case where F is a finite dimensional vector space. Then E∗⊗E is associated to
P for the couple (F ∗ ⊗ F, `∗ ⊗ `).
One has the identification F ∗ ⊗ F ' End(F ) by (α ⊗ ϕ)(ϕ′) = α(ϕ′)ϕ, where End(F ) is
the space of endomorphisms of F .
The vector bundle End(E) = E∗ ⊗ E is called the endomorphism fiber bundle of E .
There is a natural pairing Γ(E∗)⊗Γ(E)→ C∞(M) denoted by x 7→ 〈α(x), s(x)〉. One can
show that Γ(E∗⊗E) = Γ(End(E)) is an algebra, which identifies with Γ(E∗)⊗C∞(M) Γ(E) and
with the space of C∞(M)-module maps Γ(E)→ Γ(E) by (α⊗ s)(s′)(x) = 〈α(x), s′(x)〉s(x).
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Example 2.3 (The gauge group and its Lie algebra)
The group G acts on itself by conjugaison: αg(h) = ghg−1. The associated fiber bundle
P ×αG has G as fiber but is not a principal fiber bundle. In particular, this fiber bundle has
a global section, defined in any trivialisation by x 7→ e, where e ∈ G is the unit element. But
one knows that the existence of a global section on P is equivalent to P being trivial.
Denote by G = Γ(P ×α G) the space of smooth sections. It is a group, called the gauge
group of P : it is the sub-group of vertical automorphisms in Aut(P), the group of all auto-
morphisms of P . Indeed, any element in G is also a G-equivariant map Φ : P → G, which
defines the vertical automorphism p 7→ p·Φ(p). The compatibility condition is ensured by
the G-equivariance: p·g 7→ (p·g)·Φ(p·g) = (p·g)·(g−1Φ(p)g) = (p·Φ(p))·g.
By construction, one has the short exact sequence of groups:
1 //G //Aut(P) //Aut(M) //1
G acts on the vector space g by the adjoint action Ad. Denote by AdP = P ×Ad g the
associated vector bundle. The vector space Γ(AdP) is the Lie algebra of the gauge group G,
denoted hereafter by LieG. 
2.2 Connections
Let G //P pi //M be a principal fiber bundle, and let E →M be an associated vector bundle.
There is at least three ways to define a connection in this context:
Geometrical definition: A connection on P is a smooth distribution H in TP such that
for any p ∈ P and g ∈ G:
TpP = Vp ⊕Hp and R˜g∗Hp = Hp·g
This defines horizontal vector fields and vertical differential forms (forms which vanish
when one of its arguments is horizontal).
One gets the geometrical notion of horizontal lifting of vector fields on M, which we
denote by Γ(M) 3 X 7→ Xh ∈ Γ(P).
Algebraic definition: A connection on P is a 1-form on P taking values in the Lie algebra
g, ω ∈ Ω1(P)⊗ g, such that for any g ∈ G and X ∈ g:
R˜∗gω = Adg−1ω (equivariance) and ω(X
v) = X (vertical condition)
The associated horizontal distribution is Hp = Kerω|p.
Analytic definition: A connection on E is a linear map ∇EX : Γ(E)→ Γ(E) defined for any
X ∈ Γ(M), such that for any f ∈ C∞(M), s ∈ Γ(E), X, Y ∈ Γ(M):
∇EX(fs) = (X·f)s+ f∇EXs ∇EfXs = f∇EXs ∇EX+Y s = ∇EXs+∇EY s
If s ∈ Γ(E) corresponds to Φ ∈ FG(P ,F), then ∇EXs corresponds to Xh·Φ.
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The equivariance of the connection 1-form ω implies the relation
LXvω + [X,ω] = 0
for any X ∈ g.
For each of these three definitions, the curvature of a connection can be introduced:
Geometrical definition: There exists a geometrical interpretation of the curvature as the
obstruction to the closure of horizontal lifts of infinitesimal closed paths onM.
Let γ : [0, 1] 7→ M be a closed path and let p ∈ P . There exists a unique path
γh : [0, 1] 7→ P such that γh(0) = p and γ˙h(t) ∈ Hγh(t) for any t ∈ [0, 1]. γh is a
horizontal lifting of γ. One has γh(1) 6= γh(0) = p a priori, but they are in the same
fiber, so that the deficiency is in G.
When the path γ is shrunk to an infinitesimal path, the deficiency is an element in g
which depends only on γ˙(0) and γ˙(1). This is the curvature.
Algebraic definition: The curvature is the equivariant horizontal 2-form Ω ∈ Ω2(P) ⊗ g
defined for any X ,Y ∈ Γ(P) by
Ω(X ,Y) = dω(X ,Y) + [ω(X ), ω(Y)]
It satisfies the Bianchi identity
dΩ + [ω,Ω] = 0
Analytic definition: Given ∇EX : Γ(E)→ Γ(E), the curvature RE(X, Y ) is the map defined
for any X, Y ∈ Γ(M) by
RE(X, Y ) = ∇EX∇EY −∇EY∇EX −∇E[X,Y ] : Γ(E)→ Γ(E)
The remarkable fact is that this particular combinaison is a C∞(M)-module map.
One can connect these definitions by the following relations. Let η be the representation
of g on F induced by the representation ` of G. If s ∈ Γ(E) corresponds to Φ ∈ FG(P ,F),
then RE(X, Y )s corresponds to η(Ω(X ,Y))·Φ for any X ,Y such that pi∗X = X and pi∗Y = Y .
Let ω ∈ Ω1(P)⊗ g be a connection 1-form on P , and Ω its curvature. Let (U, φ) be local
trivialisation of P , and s its associated local section.
One can define the local expression of the connection and the curvature in this trivialisa-
tion as the pull-back of ω and Ω by s : U → P :
A = s∗ω ∈ Ω1(U)⊗ g F = s∗Ω ∈ Ω2(U)⊗ g
If (Ui, φi) and (Uj, φj) are two local trivialisations, on Ui ∩ Uj 6= ∅ one has the well-known
relations
Aj = g
−1
ij Aigij + g
−1
ij dgij Fj = g
−1
ij Figij (2.1)
with obvious notations. A family of 1-forms {Ai}i satisfying these gluing relations defines
a connection 1-form on P . This is (too) often used in the physical literature as a possible
definition of a connection and its curvature.
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Globally on P Locally onM
ω ∈ Ω1(P)⊗ g, equivariant, ver-
tical condition.
Family of local 1-forms {Ai}i, Ai ∈ Ω1(Ui) ⊗ g,
satisfying gluing non homogeneous relations.
Ω ∈ Ω2(P) ⊗ g, equivariant and
horizontal.
Family of local 2-forms {Fi}i, Fi ∈ Ω2(Ui)⊗ g, sat-
isfying gluing homogeneous relations.
Table 1: The two ordinary constructions of the connections and curvature, the global one on
P and the local one onM.
Remark 2.4 (Intermediate construction)
We summarize in Table 1 the two common ways to introduce a connection as differential
objects, either as a global 1-form on P or as a family of local 1-forms onM.
It is well known that, using the homogeneous gluing relations for the Fi's, or using the
equivariant and horizontal property of Ω, one can show that the curvature is also a section
of the associated vector bundle
∧2T ∗M⊗ AdP , i.e. a global 2-forms on M with values in
the vector bundle AdP = P ×Ad g. We denote by F ∈ Ω2(M,AdP) this 2-form.
Because of the inhomogeneous gluing relations for the Ai's, the connection cannot be the
section of such an intermediate construction between forms on P and local forms on the
Ui's.
Let us mention here that in the noncommutative geometry introduced in the following,
this intermediate construction is possible also for the connection 1-form. See Remark 4.9. 
2.3 Gauge transformations
We saw that the gauge group G = Γ(P ×α G) acts on P . To any a ∈ G one can associate a
G-equivariant map Φ : P → G. The corresponding vertical diffeomorphism P → P defined
by a is also denoted by a
Let ω ∈ Ω1(P) ⊗ g be a connection on P . Then one can show that the pull-back a∗ω
is also a connection and a∗Ω is its curvature. Explicitly, one can establish the formulae
a∗ω = Φ−1ωΦ + Φ−1dΦ and a∗Ω = Φ−1ΩΦ, which look very similar to (2.1), but are not the
same: here we perform some active transformation on the space of connections while in (2.1)
we look at the same connection in different trivialisations. This is the difference between
active and passive transformation laws.
In order to get the action of the Lie algebra of the gauge group, consider Φ = exp(ξ)
with ξ : P → g, G-equivariant, so that ξ defines an element in LieG = Γ(AdP). Then the
infinitesimal action on connections and curvatures take the form:
ω 7→ dξ + [ω, ξ] Ω 7→ [Ω, ξ]
3 Derivation-based noncommutative geometry
In this section, we introduce the algebraic context in which the noncommutative geometry we
are interested in is constructed. The differential calculus we consider here has been introduced
in (Dubois-Violette, 1988) and has been exposed and studied for various algebras, for instance
in (Dubois-Violette et al., 1990b), (Dubois-Violette et al., 1990a), (Masson, 1996), (Masson,
1995), (Dubois-Violette and Masson, 1998),(Masson, 1999), (Dubois-Violette and Michor,
1994), (Dubois-Violette and Michor, 1996), (Dubois-Violette and Michor, 1997).
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3.1 Derivation-based differential calculus
Let A be an associative algebra with unit 1l. Denote by Z(A) the center of A.
Definition 3.1 (Vector space of derivations of A)
The vector space of derivations of A is the space Der(A) = {X : A→ A / X linear,X(ab) =
X(a)b+ aX(b), ∀a, b ∈ A} 
The essential properties of this space are contained in the following:
Proposition 3.2 (Structure of Der(A))
Der(A) is a Lie algebra for the bracket [X,Y]a = XYa − YXa (∀X,Y ∈ Der(A)) and a
Z(A)-module for the product (fX)a = f(Xa) (∀f ∈ Z(A), ∀X ∈ Der(A)).
The subspace Int(A) = {ada : b 7→ [a, b] / a ∈ A} ⊂ Der(A), called the vector space of
inner derivations, is a Lie ideal and a Z(A)-submodule.
With Out(A) = Der(A)/Int(A), there is a short exact sequence of Lie algebras and
Z(A)-modules
0 //Int(A) //Der(A) //Out(A) //0 (3.2)
In case A has an involution a 7→ a∗, one can define real derivations:
Definition 3.3 (Real derivations for involutive algebras)
If A is an involutive algebra, the derivation X ∈ Der(A) is real if (Xa)∗ = Xa∗ for any a ∈ A.
We denote by DerR(A) the space of real derivations. 
Definition 3.4 (The graded differential algebra Ω•
Der
(A))
Let ΩnDer(A) be the set of Z(A)-multilinear antisymmetric maps from Der(A)n to A, with
Ω0Der(A) = A, and let
Ω•Der(A) =
⊕
n≥0 Ω
n
Der(A)
We introduce on Ω•Der(A) a structure of N-graded differential algebra using the product
(ωη)(X1, . . . ,Xp+q) =
1
p!q!
∑
σ∈Sp+q
(−1)sign(σ)ω(Xσ(1), . . . ,Xσ(p))η(Xσ(p+1), . . . ,Xσ(p+q))
and using the differential d (of degree 1) defined by the Koszul formula
dω(X1, . . . ,Xn+1) =
n+1∑
i=1
(−1)i+1Xiω(X1, . . .
i∨. . . . ,Xn+1)
+
∑
1≤i<j≤n+1
(−1)i+jω([Xi,Xj], . . .
i∨. . . .
j∨. . . . ,Xn+1) 
Definition 3.5 (The graded differential algebra Ω•
Der
(A))
Denote by Ω•Der(A) ⊂ Ω•Der(A) the sub differential graded algebra generated in degree 0 by
A. 
Notice that by definition, every element in ΩnDer(A) is a sum of terms of the form
a0da1 · · · dan for a0, . . . , an ∈ A.
The previous definitions are motivated by the following important example which shows
that these definitions are correct generalisations of the space of ordinary differential forms
on a manifold:
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Example 3.6 (The algebra A = C∞(M))
Let M be a smooth manifold and let A = C∞(M). The center of this algebra is A itself:
Z(A) = C∞(M). The Lie algebra of derivations is exactly the Lie algebra of smooth vector
fields on M: Der(A) = Γ(M). In that case, there is no inner derivations, Int(A) = 0, so
that Out(A) = Γ(M).
The two graded differential algebras coincide with the graded differential algebra of
de Rham forms onM: Ω•Der(A) = Ω•Der(A) = Ω•(M) 
In the previous definitions of the graded differential calculi, one is not bounded to consider
the entire Lie algebra of derivations:
Definition 3.7 (Restricted derivation-based differential calculus)
Let g ⊂ Der(A) be a sub Lie algebra and a sub Z(A)-module. The restricted derivation-
based differential calculus Ω•g(A) associated to g is defined as the set of Z(A)-multilinear
antisymmetric maps from gn to A for n ≥ 0, using the previous formulae for the product
and the differential. 
Now, let g be any Lie subalgebra of Der(A). Then g defines a natural operation in the
sense of H. Cartan on the graded differential algebra (Ω•Der(A), d). The interior product is
the graded derivation of degree −1 on Ω•Der(A) defined by
iX : Ω
n
Der(A)→ Ωn−1Der (A) (iXω)(X1, . . . ,Xn−1) = ω(X,X1, . . . ,Xn−1)
∀X ∈ g, ∀ω ∈ ΩnDer(A) and ∀Xi ∈ Der(A). By definition, iX is 0 on Ω0Der(A) = A.
The associated Lie derivative is the graded derivation of degree 0 on Ω•Der(A) given by
LX = iXd + diX : ΩnDer(A)→ ΩnDer(A)
One can easily verify the relations defining a Cartan operation:
iXiY + iYiX = 0 LXiY − iYLX = i[X,Y]
LXLY − LYLX = L[X,Y] LXd− dLX = 0
One can then associate to this operation the following subspaces of Ω•Der(A):
 The horizontal subspace is the kernel of all the iX for X ∈ g. This is a graded algebra.
 The invariant subspace is the kernel of all the LX for X ∈ g. This is a graded differential
algebra.
 The basic subspace is the kernel of all the iX and LX for X ∈ g. This is a graded
differential algebra.
For instance, g = Int(A) defines such an operation.
3.2 Noncommutative connections and their properties
Noncommutative connections play a central role in noncommutative differential geometry.
They are all based on some generalisation of what we called the analytic definition of ordinary
connections, where one replaces the C∞-module of sections of a vector bundle by a more
general (finitely projective) module over the algebra. Various definitions has been proposed,
for instance to take into account some bimodule structures. Here we only consider right
A-modules.
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3.2.1 Definitions and general properties
Let M be a right A-module.
Definition 3.8 (Noncommutative connections, curvature)
A noncommutative connection on M for the differential calculus based on derivations is a
linear map ∇̂X : M →M , defined for any X ∈ Der(A), such that ∀X,Y ∈ Der(A), ∀a ∈ A,
∀m ∈M , ∀f ∈ Z(A):
∇̂X(ma) = m(Xa) + (∇̂Xm)a, ∇̂fXm = f∇̂Xm, ∇̂X+Ym = ∇̂Xm+ ∇̂Ym
The curvature of ∇̂ is the linear map R̂(X,Y) : M →M defined for any X,Y ∈ Der(A) by
R̂(X,Y)m = [∇̂X, ∇̂Y]m− ∇̂[X,Y]m 
This definition is an adaptation to the derivation-based noncommutative calculus of the
ordinary (analytic) definition of connections. Notice that we have to make use of the center
Z(A) of the algebra A for one of the above relations, which means that we have to differentiate
the respective roles of the algebra and of its center.
Proposition 3.9 (General properties)
The space of connections is an affine space modeled over the vector space HomA(Ω1Der(A),M)
(right A-module morphisms from Ω1Der(A) to M).
R̂(X,Y) : M →M is a right A-module morphism.
Definition 3.10 (The gauge group)
The gauge group of M is the group of automorphisms of M as a right A-module. 
Proposition 3.11 (Gauge transformations)
For any Φ in the gauge group ofM and any noncommutative connection ∇̂, the map ∇̂ΦX =
Φ−1 ◦ ∇̂X ◦ Φ : M →M is a noncommutative connection.
This defines the action of the gauge group on the space of noncommutative connections.
Suppose now that A is an involutive algebra and let as before M be a right A-module.
Definition 3.12 (Hermitean structure, compatible noncommutative connections)
A Hermitean structure on M is a sesquilinear form 〈−,−〉 : M ×M → A such that,
∀m1,m2 ∈M , ∀a1, a2 ∈ A,
〈m1,m2〉∗ = 〈m2,m1〉 〈m1a1,m2a2〉 = a∗1〈m1,m2〉a2
A noncommutative connection ∇̂ is compatible with 〈−,−〉 if, ∀m1,m2 ∈M , ∀X ∈ DerR(A),
X〈m1,m2〉 = 〈∇̂Xm1,m2〉+ 〈m1, ∇̂Xm2〉 
Definition 3.13 (Unitary gauge transformations)
An element Φ in the gauge group is compatible with the Hermitean structure if, for any
m1,m2 ∈ M , one has 〈Φ(m1),Φ(m2)〉 = 〈m1,m2〉. In that case, we refer to such a gauge
transformation as a unitary gauge transformation. 
Lemma 3.14
The space of compatible noncommutative connections with 〈−,−〉 is stable under unitary
gauge transformations.
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3.2.2 The right A-module M = A
As a special case of the previous general situation, we consider the right A-moduleM = A.
Let ∇̂X : A→ A be a noncommutative connection.
Proposition 3.15 (Noncommutative connections on M = A)
The noncommutative connection ∇̂ is completely determined by ∇̂X1l = ω(X), with ω ∈
Ω1Der(A), by the relation
∇̂Xa = Xa+ ω(X)a
The curvature of ∇̂ is the multiplication on the left on A by the noncommutative 2-form
Ω(X,Y) = dω(X,Y) + [ω(X), ω(Y)]
The gauge group is identified with the invertible elements g ∈ A by Φg(a) = ga and the
gauge transformations on ∇̂ take the following form on ω and Ω:
ω 7→ ωg = g−1ωg + g−1dg Ω 7→ Ωg = g−1Ωg
∇̂0X, defined by a 7→ Xa, is a noncommutative connection on A.
The gauge transformations on the noncommutative forms ω and Ω are clearly of the same
nature as the one encountered in ordinary differential geometry. Nevertheless, the relations
are different: the differential operator is the noncommutative differential here.
In the particular case when A is involutive, one can define a canonical Hermitean structure
on M by 〈a, b〉 = a∗b. Then, U(A) = {u ∈ A / u∗u = uu∗ = 1l}, the group of unitary
elements of A, identifies with the unitary gauge group.
Let us stress the following important point.
Remark 3.16 (Vector space versus gauge transformations)
We saw that the space of noncommutative connections is an affine space, but here it looks
like the vector space Ω1Der(A). In fact, one can show that gauge transformations are not
compatible with this linear structure:
(λ1ω1 + λ2ω2)
u = u−1(λ1ω1 + λ2ω2)u+ u−1du
λ1ω
u
1 + λ2ω
u
2 = λ1(u
−1ω1u+ u−1du) + λ2(u−1ω2u+ u−1du)
are not equal except for λ1 + λ2 = 1. 
The following proposition applies in some important examples:
Proposition 3.17 (Canonical gauge invariant noncommutative connection)
If there exists a noncommutative 1-form ξ ∈ Ω1Der(A) such that da = [ξ, a] for any a ∈ A,
then the canonical noncommutative connection defined by ∇̂−ξX a = Xa−ξ(X)a can be written
as ∇̂−ξX a = −aξ(X).
Moreover, this canonical noncommutative connection is gauge invariant.
Proof One has Xa = [ξ(X), a], so that ∇̂−ξX a = [ξ(X), a]− ξ(X)a = −aξ(X).
Let u ∈ U(A) be a unitary gauge transformation. Its action on the noncommutative
1-form −ξ is (−ξ)u = −u−1ξu + u−1du = u−1(−ξu + [ξ, u]) = u−1(−uξ) = −ξ, which shows
that this noncommutative connection is indeed gauge invariant. 
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As can be immediately seen, this situation can't occur in the commutative case (ordinary
differential geometry) because for any 1-form ξ, one has [ξ, a] = 0. Below, we will encounter
a situation where such a noncommutative 1-form exists, in the context of the algebra Mn(C)
of complex matrices. An other important example where such an invariant noncommutative
connection makes its appearance is the Moyal algebra. These two examples share in common
that they only have inner derivations. They are highly noncommutative situation in this
respect, even if the Moyal algebra can be considered as a deformation of some commutative
algebra of ordinary smooth functions.
3.2.3 The right A-module M = AN
As an other special case of right A-modules, we consider now the case where the right A-
module is M = AN . Denote by ei = (0, . . . , 1l, . . . , 0), for i = 1, . . . , N , a canonical basis
of the right module AN . We look at m = eiai ∈ M as a column vector for the ai's, so
that we use some matrix product notations. We also use the notation Xm = ei(Xai) for any
derivation X of A.
Let ∇̂X : AN → AN be a noncommutative connection.
Proposition 3.18 (Noncommutative connections on M = AN)
∇̂ is completely determined by N2 noncommutative 1-forms ωji ∈ Ω1Der(A) defined by ∇̂Xei =
ejω
j
i (X), through the relation ∇̂Xm = Xm+ ω(X)m, with ω = (ωji ) ∈MN(Ω1Der(A)).
The curvature of ∇̂ is the multiplication on the left on AN by the matrix of noncommu-
tative 2-forms Ω = dω + [ω, ω] ∈MN(Ω2Der(A)).
The gauge group of AN is GLN(A) (invertibles in MN(A)), which acts by left (matrix)
multiplication. The gauge transformations take the forms ωg = g−1ωg + g−1dg and Ωg =
g−1Ωg in matrix notations.
∇̂0X, defined by m 7→ Xm, is a noncommutative connection on AN .
In the particular case when A is involutive, the natural Hermitean structure on M is
defined by 〈(ai), (bj)〉 = ∑Ni=1(ai)∗bi. Then, UN(A) = {u ∈ MN(A) / u∗u = uu∗ = 1lN}, the
group of unitary elements of MN(A), is the unitary gauge group.
3.2.4 The projective finitely generated right A-modules
From the Serre-Swan theorem, one knows that any vector bundle on a smooth manifoldM is
characterised by its space of smooth sections as a projective finitely generated right module
(p.f.g.m.) over C∞(M). The natural generalisation of vector bundles in noncommutative
geometry is then taken to be the projective finitely generated right A-modules.
LetM be such a projective finitely generated right A-modules. M is a direct summand
in AN , so that there exists a projection p ∈MN(A) such that M = pAN .
Proposition 3.19 (Noncommutative connections on p.f.g.m.)
If ∇̂ is a noncommutative connection on the right A-module AN , then m 7→ p∇̂Xm defines
a noncommutative connection on M , where m ∈M ⊂ AN .
The curvature of the noncommutative connection obtained this way from the canonical
noncommutative connection ∇̂0X of Proposition 3.18, is the multiplication on the left on
M ⊂ AN by the matrix of noncommutative 2-forms pdpdp.
3.2  Noncommutative connections and their properties 13
Example 3.20 (The algebra A = C∞(M))
We saw that the noncommutative derivation-based differential calculus is the ordinary de Rham
calculus. Using the equivalence given in the Serre-Swan theorem, the definitions of (ordinary)
connections and of noncommutative connections coincide. 
3.3 Two important examples
3.3.1 The algebra A = Mn(C) = Mn
Let us consider the case A = Mn(C) = Mn, the finite dimensional algebra of n× n complex
matrices. This is an involutive algebra for the adjointness of matrices.
First, we summarize the general properties of its derivation-based differential calculus,
which is described in (Dubois-Violette, 1988), (Dubois-Violette et al., 1990b) and (Masson,
1995).
Proposition 3.21 (General properties of the differential calculus)
One has the following results:
 Z(Mn) = C.
 Der(Mn) = Int(Mn) ' sln = sl(n,C) (traceless matrices). The explicit isomorphism
associates to any γ ∈ sln(C) the derivation adγ : a 7→ [γ, a].
DerR(Mn) = su(n) and Out(Mn) = 0.
 Ω•Der(Mn) = Ω
•
Der(Mn) 'Mn⊗
∧•
sl∗n, with the differential d
′ coming from the differen-
tial of the differential complex of the Lie algebra sln represented on Mn by the adjoint
representation (commutator).
 There exits a canonical noncommutative 1-form iθ ∈ Ω1Der(Mn) such that for any γ ∈
Mn(C)
iθ(adγ) = γ − 1n Tr(γ)1l
This noncommutative 1-form iθ makes the explicit isomorphism Int(Mn(C))
'−→ sln.
 iθ satisfies the relation d′(iθ) − (iθ)2 = 0. This makes iθ look very much like the
Maurer-Cartan form in the geometry of Lie groups (here SLn(C)).
 For any a ∈ Mn, one has d′a = [iθ, a] ∈ Ω1Der(Mn). This relation is no more true in
higher degrees.
Let us now introduce a particular basis of this algebra, which permits one to perform
explicit computations. Denote by {Ek}k=1,...,n2−1 a basis for sln of hermitean matrices. Then,
it defines a basis for the Lie algebra Der(Mn) ' sln through the n2−1 derivations ∂k = adiEk ,
which are real derivations. Adjoining the unit 1l to the Ek's, one gets a basis for Mn.
Let us define the θ`'s in sl∗n by duality: θ
`(∂k) = δ
`
k. Then {θ`} is a basis of 1-forms in∧•
sl∗n. By definition, they anticommute: θ
`θk = −θkθ` in this exterior algebra.
Define the structure constants by [Ek, E`] = Cmk`Em. Then one can show that the differ-
ential d′ takes the explicit form:
d′1l = 0 d′Ek = −Cmk`Emθ` d′θk = −
1
2
Ck`mθ
`θm
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The noncommutative 1-form iθ can be written as iθ = iEkθk ∈Mn⊗
∧1
sl∗n. It is obviously
independent of the chosen basis.
Proposition 3.22 (The cohomology of the differential calculus)
The cohomology of the differential algebra (Ω•Der(Mn), d
′) is
H•(Ω•Der(Mn), d
′) = I(∧•sl∗n)
the algebra of invariant elements for the natural Lie derivative.
Recall that the algebra I(∧•sl∗n) is the graded commutative algebra generated by elements
cn2r−1 in degree 2r − 1 for r ∈ {2, 3, . . . , n}.
Let us introduce the symmetric matrix gk` = 1n Tr(EkE`). Then the gk`'s define a natural
metric (scalar product) on Der(Mn) with the relation g(∂k, ∂`) = gk`.
Now, one can show that every differential form of maximal degree ω ∈ Ωn2−1Der (Mn) can be
written uniquely in the form
ω = a
√
|g|θ1 · · · θn2−1
where a ∈Mn and where |g| is the determinant of the matrix (gk`).
Definition 3.23 (Noncommutative integration)
One defines a noncommutative integration∫
n.c.
: Ω•Der(Mn)→ C
by
∫
n.c.
ω = 1
n
Tr(a) if ω ∈ Ωn2−1Der (Mn) written as above, and 0 otherwise.
This integration satisfies the closure relation∫
n.c.
d′ω = 0 
Let us now consider the right A-module M = A.
The noncommutative 1-form −iθ defines a canonical noncommutative connection by the
relation ∇̂−iθX a = Xa− iθ(X)a for any a ∈ A.
Proposition 3.24 (Properties of ∇̂−iθ)
For any a ∈Mn and X = adγ ∈ Der(Mn) (with Tr γ = 0), one has
∇̂−iθX a = −aiθ(X) = −aγ
∇̂−iθ is gauge invariant.
The curvature of the noncommutative connection ∇̂−iθ is zero.
Proof This is a consequence of the existence of the canonical gauge invariant noncommu-
tative connection implied by the relation d′a = [iθ, a] (Proposition 3.17).
The curvature is the noncommutative 2-form Ω(X,Y) = d′iθ(X,Y) + [iθ(X), iθ(Y)] =
d′iθ(X,Y) + (iθ)2(X,Y) = 0. 
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Let us now consider the right A-module M = Mr,n, the vector space of r × n complex
matrices with the obvious right module structure and the Hermitean structure 〈m1,m2〉 =
m∗1m2 ∈Mn.
Proposition 3.25 (∇̂−iθ, flat noncommutative connections)
The noncommutative connection ∇̂−iθX m = −miθ(X) is well defined, it is compatible with
the Hermitean structure and its curvature is zero.
Any noncommutative connection can be written ∇̂Xa = ∇̂−iθX a + A(X)a for A = Akθk
with Ak ∈ Mr. The curvature of ∇̂ is the multiplication on the left by the Mr-valued
noncommutative 2-form
F =
1
2
([Ak, A`]− Cmk`Am)θkθ`
This curvature vanishes if and only if A : sln →Mr is a representation of the Lie algebra sln.
Two flat connections are in the same gauge orbit if and only if the corresponding Lie
algebra representations are equivalent.
For the proof, we refer to (Dubois-Violette et al., 1990b).
3.3.2 The algebra A = C∞(M)⊗Mn
As a second important example, we consider now the mixed of the two algebras C∞(M)
and Mn(C) studied before, in the form of matrix valued functions on a smooth manifoldM
(dimM = m).
The derivation-based differential calculus for this algebra was first considered in (Dubois-
Violette et al., 1990a):
Proposition 3.26 (General properties of the differential calculus)
One has the following results:
 Z(A) = C∞(M).
 Der(A) = [Der(C∞(M))⊗ 1l]⊕ [C∞(M)⊗Der(Mn)] = Γ(M)⊕ [C∞(M)⊗ sln] as Lie
algebras and C∞(M)-modules. In the following, we will use the notations: X = X+adγ
with X ∈ Γ(M) and γ ∈ C∞(M)⊗ sln = A0 (traceless elements in A).
One can identify Int(A) = A0 and Out(A) = Γ(M).
 Ω•Der(A) = Ω
•
Der(A) = Ω
•(M) ⊗ Ω•Der(Mn) with the differential d̂ = d + d′, where d is
the de Rham differential and d′ is the differential introduced in the previous example.
 The noncommutative 1-form iθ is defined as iθ(X + adγ) = γ. It splits the short exact
sequence of Lie algebras and C∞(M)-modules
0 //A0 //Der(A) //
iθ
vv
Γ(M) //0 (3.3)
 Noncommutative integration is a well-defined map of differential complexes∫
n.c.
: Ω•Der(A)→ Ω•−(n
2−1)(M)
∫
n.c.
d̂ω = d
∫
n.c.
ω
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Using a metric h on M and the metric gk` = 1n Tr(EkE`) on the matrix part, one can
define a metric on Der(A) as follows,
ĝ(X + adγ, Y + adη) = h(X, Y ) + 1m2 g(γη)
where m is a positive constant which measures the relative weight of the two spaces. In
physical natural units, it has the dimension of a mass.
Consider now the right A-moduleM = A. As for the algebraMn, the noncommutative 1-
form −iθ defines a canonical noncommutative connection by the relation ∇̂−iθX a = Xa−iθ(X)a
for any a ∈ A.
Proposition 3.27 (Properties of ∇̂−iθ)
For any a ∈ A and X = X + adγ ∈ Der(A), one has ∇̂−iθX a = X·a− aγ.
The curvature of the noncommutative connection ∇̂−iθ is zero.
The gauge transformed connection ∇̂−iθg by g ∈ C∞(M) ⊗ GLn(C) is associated to the
noncommutative 1-form X 7→ −iθ(X) + g−1(X·g) = −γ + g−1(X·g).
4 The endomorphism algebra of a vector bundle
The second example of the previous section mixes together two geometries: the de Rham or-
dinary differential geometry, and the noncommutative derivation-based differential geometry
of the matrix algebra. This last geometry is very similar to the ordinary geometry of the Lie
group SLn(C).
It is common in physics to consider the geometry of a based manifold with the geometry of
a Lie group (especially Lie groups of the type SU(n)): indeed, this is the geometry underlying
gauge theories as they are used in the Standard Model of particle physics. This kind of
geometry is well understood in the context of principal fiber bundles (see Section 2).
This section is devoted to the definition of a noncommutative geometry which generalizes
and contains in a precise meaning (see Section 6) some essential aspects of the ordinary
geometry of SU(n)-principal fiber bundles.
4.1 The algebra and its derivations
Let E be a SU(n)-vector bundle overM with fiber Cn. Consider End(E), the fiber bundle of
endomorphisms of E (see Example 2.2). We denote by A the algebra of sections of End(E).
This is the algebra we will study using noncommutative differential geometry.
For later references, the trivial case is the situation where E = M× Cn is the trivial
fiber bundle. In that case, one has A = C∞(M)⊗Mn. Its noncommutative geometry is the
one exposed as the second example of the previous section. In general, A is (globally) more
complicated.
Let us motivate the importance of this algebra by the following remarks:
Remark 4.1 (Relation to ordinary geometry)
The endomorphism fiber bundle End(E) is associated to a SU(n)-principal fiber bundle P
for the couple (Mn,Ad).
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Because G = SU(n) ⊂ Mn(C) and g = su(n) ⊂ Mn(C), one has P ×α G ⊂ End(E) and
AdP = P ×Ad g ⊂ End(E) where αg(h) = g−1hg for any g, h ∈ G.
This implies that the gauge group G = Γ(P ×α G) and its Lie algebra LieG = Γ(AdP)
(see Example 2.3) are subspaces of A.
We will see in the following that (ordinary) connections are also related to this noncom-
mutative geometry. 
Locally, using trivialisations of E , the algebra A looks like C∞(U) ⊗Mn. This is very
useful to study some objects defined on A.
Proposition 4.2 (Basic properties)
One has Z(A) = C∞(M).
Involution, trace map and determinant (Tr, det : A → C∞(M)), are well defined fiber-
wise.
Let us define SU(A) as the unitaries in A of determinant 1, and su(A) as the traceless
antihermitean elements. Then G = SU(A) and LieG = su(A).
This identifies exactly the gauge group and its Lie algebra as natural and canonical
subspaces of A.
Let ρ : Der(A)→ Der(A)/Int(A) = Out(A) be the projection of the short exact sequence
(3.2). This projection has an natural interpretation in this context:
Proposition 4.3 (The derivations of A)
One has Out(A) ' Der(C∞(M)) = Γ(M) and ρ is the restriction of derivations X ∈ Der(A)
to Z(A) = C∞(M). Int(A) is isomorphic to A0, the traceless elements in A.
The short exact sequence of Lie algebras and C∞(M)-modules of derivations looks like
0 // Int(A) // Der(A)
ρ // Γ(M) // 0
X
 // X
Real inner derivations are given by the adξ with ξ ∈ LieG = su(A).
The short exact sequence in this proposition describes the general situation which gener-
alises the splitting for the trivial situation encountered in (3.3). There is no a priori canonical
splitting in the non trivial case. Moreover, the noncommutative 1-form iθ is no more defined
here. But one can define a map of C∞(M)-modules:
iθ : Int(A)→ A0 adγ 7→ γ − 1n Tr(γ)1l
Here is an important result which can be proved using local trivialisations:
Proposition 4.4
Ω•Der(A) = Ω
•
Der(A)
The next proposition will be used in the study of ordinary connections on E and their
relations to the noncommutative geometry of A:
Proposition 4.5 (Horizontal forms for the operation of Int(A))
The space of sections Γ(
∧•T ∗M⊗ End(E)) is the graded algebra of noncommutative hori-
zontal forms in Ω•Der(A) for the operation of Int(A) on Ω
•
Der(A).
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4.2 Ordinary connections
Let us now show how this noncommutative geometry is well adapted to not only study
ordinary connections on the vector bundle E , but also,as will be seen in the next section, to
allow to some natural generalisations of these connections.
Let ∇E be any (usual) connection on the vector bundle E . One can define the two
associated connections ∇E∗ on E∗ and ∇ on End(E) by the relations
X·〈ϕ, s〉 = 〈∇E∗X ϕ, s〉+ 〈ϕ,∇EXs〉 ∇X(ϕ⊗ s) = (∇E
∗
X ϕ)⊗ s+ ϕ⊗ (∇EXs)
with X ∈ Γ(M), ϕ ∈ Γ(E∗) and s ∈ Γ(E)
In the following, we will use the notation X = ρ(X) ∈ Γ(M) for any X ∈ Der(A).
Proposition 4.6 (The noncommutative 1-form α)
For any X ∈ Γ(M), ∇X is a derivation of A.
For any X ∈ Der(A), the difference X − ∇X is an inner derivation. This permits one
to introduce X 7→ α(X) = −iθ(X − ∇X). By construction, α is a noncommutative 1-form
α ∈ Ω1Der(A) which gives the decomposition
X = ∇X − adα(X)
For any γ ∈ A0, one has α(adγ) = −γ, for any X ∈ Der(A), one has Trα(X) = 0, and for
any X ∈ DerR(A) one has α(X)∗ + α(X) = 0.
Notice that by the decomposition given in this proposition, X 7→ ∇X is a splitting as
C∞(M)-modules of the short exact sequence
0 //A0 //Der(A) //Γ(M) //
∇ss
0 (4.4)
The obstruction to be a splitting of Lie algebras is nothing but the curvature of ∇ which we
denote by R(X, Y ) = [∇X ,∇Y ]−∇[X,Y ].
Remark 4.7 (α extends −iθ)
The relation α(adγ) = −γ shows that α extends −iθ : Int(A) → A0. As will be seen in
Proposition 4.8, any such extension is indeed related to a choice of an ordinary connection
of E . 
One can then introduce the main result which connects the ordinary geometry of E and
the noncommutative differential geometry of A:
Proposition 4.8 (Ordinary connections and noncommutative forms)
The map ∇E 7→ α is an isomorphism between the affine spaces of SU(n)-connections on E
and the traceless antihermitean noncommutative 1-forms on A such that α(adγ) = −γ.
The noncommutative 2-form (X,Y) 7→ Ω(X,Y) = d̂α(X,Y) + [α(X), α(Y)] depends only
on the projections X and Y of X and Y. This means that it is a horizontal noncommutative
2-form for the operation of Int(A) on Ω•Der(A).
The curvature RE of ∇E , considered as a section of ∧2T ∗M⊗AdP ⊂ ∧2T ∗M⊗End(E)
(see Proposition 4.5), is exactly the horizontal noncommutative 2-form Ω.
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Remark 4.9 (The intermediate construction in ordinary geometry)
We saw in Remark 2.4 that in the ordinary geometry of a principal fiber bundle, one is
used to introduce connections as 1-forms ω ∈ Ω1(P) ⊗ g, with two conditions: vertical
normalisation and equivariance. Its curvature is then a 2-form in Ω2(P)⊗ g, equivariant and
horizontal. The other possibility is to introduce a family of local 1-forms A ∈ Ω1(U)⊗ g on
open subsets U of trivialisations of P , with some non homogeneous gluing relations. The
curvature is represented by a family of 2-forms F ∈ Ω2(U)⊗ g satisfying some homogeneous
gluing relations.
Using the top construction (equivariant and horizontal properties) or the bottom one
(homogeneous gluing relations), one can show that the curvature is indeed a section of the
vector bundle
∧2T ∗M⊗ AdP ⊂ ∧2T ∗M⊗ End(E).
This proposition shows that this intermediate construction (the curvature as a section of
a vector bundle) can be completed at the level of the connection 1-form, at the price of using
noncommutative geometry (the noncommutative 1-form α) in order to take into account the
non homogeneous gluing relations of the local connection 1-forms (see Remark 4.11). The
vertical normalisation and the equivariant conditions at the level of P are replaced by a
unique condition on inner derivations at the level of A. 
Let us now look at gauge transformations. Let u ∈ G = SU(A) and ξ ∈ LieG = su(A).
Proposition 4.10 (Gauge transformations)
The noncommutative 1-form αu corresponding to the gauge transformed connection ∇Eu is
given by the suggestive expression
αu = u∗αu+ u∗d̂u
The infinitesimal gauge transformation induced by ξ is
α 7→ −d̂ξ − [α, ξ] = Ladξα
This means that we can interpret infinitesimal gauge transformations on connections on E as
Lie derivative of real inner derivations on A.
Remark 4.11 (Local expressions)
It is instructive to look at the noncommutative 1-form α in some local trivialisation of E . Let
Ui ⊂M be a local trivialisation system of E , and so of End(E). We denote by aloci : Ui →Mn
the restriction of the global section a ∈ A looked at in a local trivialisation.
Over Ui∩Uj 6= ∅, one has the homogeneous gluing relations alocj = Adg−1ij aloci = g
−1
ij a
loc
i gij,
with gij : Ui ∩ Uj → SU(n) the transition functions.
Locally a derivation X ∈ Der(A) can be written as Xloci = Xi + adγi , with γi : Ui → Mn
(traceless) and Xi a vector fields on Ui. Using the map ρ, one gets that Xi is the restriction
of X = ρ(X) to Ui, so that we can write X = Xi.
Using compatibility with the homogeneous gluing relations for sections, one finds that
the γi's satisfy some non homogeneous gluing relations
γj = g
−1
ij γigij + g
−1
ij X·gij
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The noncommutative 1-form α is then locally given by the expressions
αloci (X + adγi) = Ai(X)− γi
where the Ai's form the family of local trivialisation of the connection 1-form. It is then easy
to check that
αlocj (X + adγj) = Aj(X)− γj = (g−1ij Ai(X)gij + g−1ij X·gij)− (g−1ij γigij + g−1ij X·gij)
= g−1ij (Ai(X)− γi)gij = g−1ij αloci (X + adγi)gij
so that these expressions indeed define a global section in A.
As can be noticed here, the global existence of the noncommutative 1-form α relies on
the fact that the Ai's and the γi's share the same non homogeneous gluing relations. 
5 Noncommutative connections on A
In this section, we mainly study noncommutative connections on the right A-moduleM = A
equipped with the canonical Hermitean structure (a, b) 7→ a∗b.
5.1 Main properties
As we saw in Proposition 3.15, a noncommutative connection ∇̂ on the right A-module
M = A is given by a noncommutative 1-form ω ∈ Ω1Der(A) by the relation ∇̂Xa = Xa+ω(X)a.
This implies that studying ∇̂ is equivalent to studying ω.
Let us first look at some particular noncommutative connections:
Proposition 5.1 (The noncommutative connection associated to α)
Let ∇E be a SU(n)-connection on E , and denote by α its associated noncommutative 1-form.
Then, the noncommutative connection ∇̂α defined by the noncommutative 1-form α is given
by
∇̂αXa = ∇Xa+ aα(X) (5.5)
In particular, for any X ∈ Γ(M), one has ∇̂α∇Xa = ∇Xa.
This noncommutative connection ∇̂α is compatible with the canonical Hermitean struc-
ture.
The curvature of ∇̂α is R̂α(X,Y) = RE(X, Y ).
A gauge transformation induced by u ∈ G = SU(A) on the connection ∇E induces a
(noncommutative) gauge transformation on ∇̂α.
Proof Recall that by definition, one has X = ∇X − adα(X) and ∇̂αXa = Xa + α(X)a. This
proves (5.5).
One the other hand, the curvature of ∇̂α is the noncommutative 2-form d̂α(X,Y) +
[α(X), α(Y)] which has been identified with the curvature of ∇ in Proposition 4.8.
In a gauge transformation, one has αu = u∗αu+ u∗d̂u, which is also the noncommutative
gauge transformation applied to ∇̂α. 
We now arrive at the main result of this report:
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Theorem 5.2 (Ordinary connections as noncommutative connections)
The space of noncommutative connections on the right A-module A compatible with the
Hermitean structure (a, b) 7→ a∗b contains the space of ordinary SU(n)-connections on E .
This inclusion is compatible with the corresponding definitions of curvature and gauge
transformations.
From now on, one can consider that an ordinary connection is a noncommutative connec-
tion on the right A-module A. In this respect, this point of view generalizes the notion of
connection through the intermediate construction.
A natural question is: what are noncommutative connections from a physical point of
view?
5.2 Decomposition of noncommutative connections on the module
A
In order to answer the above question, one can look at some natural decompositions of
noncommutative connections, and compare these decompositions to ordinary connections.
Let us fix a connection ∇E on E , and denote by α its associated noncommutative 1-form.
Then any noncommutative connection ∇̂ can be decomposed as
∇̂Xa = ∇̂αXa+A(X)a
with A ∈ Ω1Der(A), so that ω = α +A is the noncommutative 1-form for ∇̂.
Using the relation X = ∇X − adα(X), one splits A as A(X) = a(X) − b(α(X)), where
b : A0 → A is defined by b(γ) = A(adγ).
A straightforward computation shows that the curvature of ∇̂ can then be written as
R̂(X,Y) = RE(X, Y ) +∇XA(Y)−∇YA(X)−A([X,Y]) + [A(X),A(Y)]
= RE,a(X, Y )−∇aXb(α(Y)) +∇aY b(α(X))
+ [b(α(X)), b(α(Y))] + b(α([X,Y]))
where RE,a is the curvature of the connection ∇E,aX s = ∇EXs + a(X)s on E and ∇a is its
associated connection on End(E).
Performing a gauge transformation with u ∈ G = SU(A), one has
Au = u∗Au+ u∗(∇u) au = u∗au+ u∗(∇u) bu = u∗bu
Notice the replacement of the differential by ∇ in these expressions.
Remark 5.3 (Local expressions)
In Remark 4.11, we looked at local expressions of the noncommutative 1-form α. Let us
now look at the previous decomposition in a local trivialisation of E . The noncommutative
connection ∇̂ takes the local expression:
∇̂locXlocaloc = X·aloc +
[
A(X) + aloc(X)− bloc(A(X))] aloc + bloc(γ)aloc − alocγ
where A is the local connection 1-form of ∇E and Xloc = X + adγ as before.
22 5  Noncommutative connections on A
In a change of local trivialisation, the two local maps γ 7→ bloc(γ) and X 7→ aloc(X)
transform as
γ 7→ b′loc(γ) = g−1bloc(gγg−1)g X 7→ a′loc(X) = g−1aloc(X)g
which are both homogeneous gluing relations. 
In order to be more explicit, consider now the trivial situation E = M× Cn and A =
C∞(M)⊗Mn.
As a reference (ordinary) connection, one can take ∇EXs = X·s, so that, using the local
expression of α, one has
α(X) = α(X + adγ) = −γ = −iθ(X)
with Tr γ = 0. Then ∇̂α = ∇̂−iθ. Moreover, b(α(X)) = b(−γ) = −b(γ), so that
∇̂Xa = X·a+ a(X)a+ b(γ)a = ∇aXa+ b(γ)a
where ∇a, defined in some local trivialization by ∇aXa = X·a+a(X)a, is an ordinary connec-
tion on End(E), but is not ∇a, which takes the explicit local form ∇aXa = X·a+ [a(X), a].
X 7→ a(X) behaves like a gauge potential with respect to gauge transformations (here
∇ = d). The difference between ordinary connections and noncommutative connections
is the presence of b, which represents some additional fields in physics. These fields have
homogeneous gauge transformations.
The curvature can be written, for X = X + adγ and Y = Y + adη,
R̂(X,Y) = RE,a(X, Y ) + (∇˜aXb)(η)− (∇˜aY b)(γ) + [b(γ), b(η)]− b([γ, η])
where ∇˜a is the connection (∇˜aXb)(η) = X·b(η) − b(X·η) + [a(X), b(η)] on the space of
C∞(M)-linear maps A0 → A.
5.3 Yang-Mills-Higgs Lagrangian on the module A
Consider, as before, the trivial case A = C∞(M) ⊗Mn and the right A-module A. Let
a = aµdxµ and b = bkθk, with aµ, bk ∈ C∞(M)⊗Mn.
The curvature is then the noncommutative 2-form
R̂ = 1
2
(∂µaν − ∂νaµ + [aµ, aν ])dxµdxν + (∂µbk + [aµ, bk])dxµθk + 12([bk, b`]− Cmk`bm)θkθ`
Using a metric (here euclidean) on Der(A) and an associated Hodge star operation, one
can define a Lagrangian. Using ordinary and noncommutative integration, one then defines
the action:
S(R̂) =
∫
dxTr
{∑
µ,ν
1
4
(∂µaν − ∂νaµ + [aµ, aν ])2
+m2
∑
µ,k
(∂µbk + [aµ, bk])
2 +m4
∑
k,`
1
4
([bk, b`]− Cmk`bm)2
}
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The integrand is zero when
a gauge equivalent to 0 db = 0 [bk, b`] = Cmk`bm
so that the bk's are constant and induce a representation of sln in Mn.
For the right A-moduleM = C∞(M)⊗Mr,n, one would get similar results: flat connec-
tions are classified by inequivalent representations of sln in Mr.
Remark 5.4 (Physical interpretation)
From a fields theory point of view, one can notice that the aµ fields behave like ordinary
Yang-Mills fields, for a SU(n) gauge theory. On the other hand, the interesting point is that
the bk fields behave as Higgs fields: in the above action, the vacuum states can be non trivial
and the Higgs mechanism of mass generation is possible. Finally, the coupling between these
fields is a covariant derivative in the adjoint representation. 
For a more general situation where A is not the trivial case, one can proceed in the same
line:
 One has to use a reference connection on E to help to decompose noncommutative
connections.
 The curvature looks similar except for the presence of the reference connection.
 The Hodge star operator is defined.
 The action splits into three terms, and the vacuum states are related to the global
structure of the vector fiber bundle E .
6 Relations with the principal fiber bundle
It is possible to look at the noncommutative geometry of A using the ordinary geometry of
the underlying SU(n)-principal fiber bundle P and the noncommutative geometry of a bigger
algebra, hereafter denoted by B.
6.1 The algebra B
As before, let P be the SU(n)-principal fiber bundle to which E is associated, and consider
the associative algebra B = C∞(P)⊗Mn. This algebra is an example of the trivial situation
mentioned in 3.3.2, so that one has immediately the following facts: the center of B is
Z(B) = C∞(P), its Lie algebra and Z(B)-module of derivations splits, Der(B) = Γ(P) ⊕
[C∞(P)⊗ sln], and its noncommutative differential calculus is the tensor product of the two
differential calculi associated to P andMn: Ω•Der(B) = Ω•(P)⊗Ω•Der(Mn) with the differential
d̂ = d + d′.
One can embed the real Lie algebra su(n) as a subalgebra of Der(B) in two ways:
ξ 7→ ξv vertical vector field on P ξ 7→ adξ inner derivation
This permits one to introduce the following two Lie subalgebras of Der(B):
gad = {adξ / ξ ∈ su(n)} gequ = {ξv + adξ / ξ ∈ su(n)}
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Proposition 6.1
The algebra C∞(P) (resp. A) is the set of invariant elements for the action of gad (resp.
gequ) on B.
Proof C∞(P) is the invariants of gad because adξb = 0 for any ξ ∈ su(n) implies b ∈ Z(B).
A is the invariants of gequ because A is the set of sections of End(E), which is FSU(n)(P ,Mn),
the space of SU(n)-equivariant maps from P to Mn. The relation ξv·b + adξb = 0 for any
ξ ∈ su(n) is the infinitesimal version of this equivariance. 
The two Lie subalgebras gad and gequ define Cartan operations on (Ω•Der(B), d̂). The
previous proposition tells us that the algebras B, C∞(P) and A are related by these two
operations.
Moreover, C∞(M) is itself the set of invariant elements for ξ 7→ ξv in C∞(P) and the
invariants in A for the operation of Int(A).
Proposition 6.2 (Relations between the differential calculi)
At the level of differential calculi, all these relations generalize in the following structure:
Ω•(P)⊗ Ω•Der(Mn) Ω•(P)? _basic elementssu(n) 3 ξ 7→ adξ
oo
Ω•Der(A)
?
basic elements
su(n) 3 ξ 7→ ξv + adξ
OO
Ω•(M)
?
basic elements
su(n) 3 ξ 7→ ξv
OO
? _basic elements
Int(A)
oo
In order to show these relations, one need the concept of noncommutative quotient man-
ifold introduced in (Masson, 1996). We refer to (Masson, 1999) for the complete proof.
Notice that this proposition contains a well known result in ordinary differential geometry,
which says that the space of tensorial forms in Ω•(P)⊗ g (horizontal and equivariant for the
action induced by right multiplication on P and the adjoint action on the Lie algebra g) is
the space Ω•(M,AdP) of forms on the base manifold M with values in the vector bundle
AdP . This result permits one to indentify the curvature of a connection on P to a form in
Ω2(M,AdP) (see Proposition 4.8 and Remark 4.9).
In Proposition 3.26, we saw that the noncommutative integration is well defined on alge-
bras like B. This induces a map∫
n.c.
: ΩrDer(B)→ Ωr−(n
2−1)(P)
which has the following properties:
Proposition 6.3 (Noncommutative integration)
If ω ∈ ΩrDer(B) is a horizontal (resp. basic) noncommutative form for one of the operations
of gad or gequ, then
∫
n.c.
ω ∈ Ωr−(n2−1)(P) is horizontal (resp. basic) for the corresponding
operation restricted to Ω•(P) ⊂ Ω•Der(B).
This noncommutative integration then restricts to a noncommutative integration along
the noncommutative fiber Ω•Der(A)→ Ω•−(n2−1)(M).
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This noncommutative integration is compatible with the differentials, and it induces maps
in cohomologies ∫
n.c.
: H•(Ω•Der(B), d̂)→ H•−(n
2−1)
dR
(P)∫
n.c.
: H•(Ω•Der(A), d̂)→ H•−(n
2−1)
dR
(M)
This situation looks very similar to the integration along the fibers of compactly supported
(along the fibers) differential forms in the theory of vector bundles.
6.2 Ordinary vs. noncommutative connections
It is instructive to identify ordinary connections in this setting. Let ∇̂ be a noncommutative
connection on the right A-module A, and denote by α ∈ Ω1Der(A) it associated noncommu-
tative 1-form.
As a basic noncommutative 1-form in Ω1Der(B) for the operation of gequ, one can write
α = ω − φ ∈ [Ω1(P)⊗Mn]⊕ [C∞(P)⊗Mn ⊗ sl∗n]
The basic condition implies the relations
(Lξv + Ladξ)ω = 0 (Lξv + Ladξ)φ = 0 iξvω − iadξφ = 0
for any ξ ∈ su(n).
Proposition 6.4 (Ordinary connection)
Let ∇E be an ordinary connection on E and α ∈ Ω1Der(A) its associated noncommutative
1-form. Then, as a basic element in Ω1Der(B), one has
α = ω − iθ
where ω ∈ Ω1(P)⊗ su(n) ⊂ Ω1(P)⊗Mn is the connection 1-form on P associated to ∇E and
iθ is the canonical noncommutative 1-form defined in Ω1Der(B) (Proposition 3.26).
In order to prove this formula, one has to use the equivariance and the vertical condition
for ω, and some of the properties listed before on iθ.
Notice that this inclusion of ordinary connection into the space of basic 1-forms on B is
canonical, since the noncommutative 1-form iθ is itself canonical.
6.3 Splittings coming from connections
The previous considerations show how the differential calculi connect together through some
Cartan operations. There also exist some strong relations between the derivations of A, some
derivations of B, and some vector fields on P andM. They are summarised in the diagram
of Fig. 1.
In this diagram, one has the following short exact sequences of Lie algebras and C∞(M)-
modules:
26 6  Relations with the principal fiber bundle
0

0

0

// ZDer(A)

// Γ(V P)

// 0
0 // Int(A)

// NDer(A)
τ

ρP // ΓM(P)
pi∗
// 0
0 // Int(A)

// Der(A)

ρ // Γ(M)

// 0
0 0 0
Figure 1: Some relations between the derivations of B and A and some vector fields on P
andM.
 0 //Int(A) //Der(A)
ρ //Γ(M) //0
This is the short exact sequence which relates vector fields onM, derivations on A and
inner derivations on A given in Proposition 4.3.
 0 //ZDer(A) //NDer(A) τ //Der(A) //0
NDer(A) ⊂ Der(B) is the subset of derivations on B which preserve A ⊂ B.
ZDer(A) ⊂ Der(B) is the subset of derivations on B which vanish on A. This is a Lie
ideal in NDer(A), and τ is the quotient map.
The Lie algebra ZDer(A) is generated as a C∞(P)-module by the elements ξv + adξ for
any ξ ∈ su(n).
 0 //Γ(V P) //ΓM(P) pi∗ //Γ(M) //0
These are pure geometrical objects:
Γ(V P) is the Lie algebra of vertical vector fields on P .
ΓM(P) = {X ∈ Γ(P)/pi∗X (p) = pi∗X (p′) ∀p, p′ ∈ P s.t. pi(p) = pi(p′)} is the Lie algebra
of vector fields on P which can be mapped to vector fields on M using the tangent
maps pi∗ : TpP → Tpi(p)M.
 0 //Int(A) //NDer(A) ρP //ΓM(P) //0
Here, the elements in Int(A) are identified to the adγ for γ ∈ A0 ⊂ B. Int(A) is then
a Lie subalgebra of NDer(A).
ρP is the restriction to NDer(A) of the projection on the first term in the splitting
Der(B) = Γ(P)⊕ [C∞(P)⊗Der(Mn)].
An ordinary connection ω ∈ Ω1(P) ⊗ su(n) splits these short exact sequences. Let us
look more closely at the central square of the diagram of Fig. 1. One can define splittings as
6.3  Splittings coming from connections 27
follows:
NDer(A) ρP // //
τ

ΓM(P)
pi∗

(pi∗X )h + ω(X )v + adω(X ) Xoo
ρ(X)h − adα(X)B Xh
X
_
OO
X
_
OO
∇X Xoo
Der(A) ρ // //Γ(M)
where:
 Γ(M)→ Der(A), X 7→ ∇X :
This is the splitting mentioned in Proposition 4.6, which lifts vector fields onM into
derivations on A.
 Γ(M)→ ΓM(P), X 7→ Xh:
This splitting lifts vector fields onM into horizontal vector fields Xh on P through the
ordinary geometrical procedure. Using its equivariance, one can easily verify that the
vector field Xh is indeed a pi∗-projectable vector field. In fact, for any X ∈ ΓM(P), one
has X = (pi∗X )h +X v, where X v is the vertical projection of X , explicitly given by the
formula X v = ω(X )v.
 Der(A)→ NDer(A), X 7→ ρ(X)h − adα(X)B :
This lifts derivations on A into derivations on B. Here, α(X)B is the basic element
in B associated to α(X) ∈ A and ρ(X)h ∈ Γ(P) is the horizontal lift of the vector
field ρ(X). By construction, one has adα(X)B ∈ NDer(A). On the other hand, one
verifies that for any X ∈ Γ(M) and any ξ ∈ su(n), [ξv + adξ, Xh] = 0 (as an element
in Der(B)), which shows that Xh ∈ NDer(A). The relation τ(ρ(X)h − adα(X)B) = X
relies on the two following facts: in the identification of a ∈ A as an equivariant
map aB : P → Mn, one has the identification of ∇Xa with Xh·aB, and one has the
decomposition X = ∇ρ(X) − adα(X).
 ΓM(P)→ NDer(A), X 7→ (pi∗X )h + ω(X )v + adω(X ):
Here, we lift pi∗-projectable vector fields X on P into derivations on B. Notice that for
any X ∈ ΓM(P), one has the decomposition X = (pi∗X )h+ω(X )v. The inner derivation
adω(X ) is there in order that ω(X )v + adω(X ) ∈ NDer(A) (we know from the previous
result that (pi∗X )h ∈ NDer(A)). In fact, one has the more interesting result that
ω(X )v + adω(X ) ∈ ZDer(A)
In order to better understand the two liftings ending inNDer(A), it is useful to characterize
derivations in NDer(A). Such a derivation can be decomposed, as an element in Der(B), as
X̂ = X + adb, with X ∈ Γ(P) and b ∈ B0 = C∞(P) ⊗ sln. Using the fact that ρP is just
the restriction of X̂ to C∞(P), one has ρP(X̂) = X ∈ ΓM(P). The condition X̂ ∈ NDer(A)
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implies that [ξv + adξ, X̂] ∈ ZDer(A) for any ξ ∈ su(n). Using the structure of ZDer(A), one
can write [ξv + adξ, X̂] = f i(ηvi + adηi) for some f
i ∈ C∞(P) and ηi ∈ su(n), which can be
decomposed into two parts: [ξv,X ] = f iηvi and ξv·b+ [ξ, b] = f iηi.
Denote by Lequξ = Lξv + adξ the Lie derivative associated to the Cartan operation of gequ
on (Ω•Der(B), d̂). The second relation is then L
equ
ξ b = f
iηi. Applying now the connection
1-form ω on the first relation, one gets ω([ξv,X ]) = f iηi, which can be written, using the
equivariance of ω: Lequξ ω(X ) = f iηi. The difference a(X̂) = ω(X )− b is then Lequ-invariant,
which means that a(X̂) ∈ A. With X = τ(X̂), this is exactly the element α(X) ∈ A identified
as an element in B, where α is the noncommutative 1-form associated to the connection ω.
Using these constructions, one has the following decomposition of any X̂ ∈ NDer(A):
X̂ = X + adb = (pi∗X )h + ω(X )v + adω(X )︸ ︷︷ ︸
∈ZDer(A)
− ada(bX)︸ ︷︷ ︸
∈Int(A)
7 Cohomology and characteristic classes
In ordinary differential geometry, it is possible to relate the cohomology of a fiber bundle
to the cohomology of its base manifold using a spectral sequence based on a ech-de Rham
bicomplex constructed using differential forms. We will show that such a construction can
be performed with the space of noncommutative differential forms.
Using the noncommutative geometry structures described above, it is also possible to
recover the Chern characteristic classes of the vector bundle E . The construction we present
in the following is purely algebraic, and relies on an adaptation of some work by Lecomte
about characteristic classes associated to splitting of short exact sequence of Lie algebras.
7.1 The cohomology of Ω•
Der
(A)
Let us recall the Leray theorem in ordinary differential geometry.
Theorem 7.1 (Leray)
For any fiber bundle F //E pi //M , there exists a spectral sequence {Er} converging to the
cohomology of the total space H•
dR
(E) with
Ep,q2 = H
p(U;Hq)
where Hq(U) = Hq
dR
(pi−1U) is a locally constant presheaf on the good covering U ofM.
IfM is simply connected and Hq
dR
(F) is finite dimensional, then
Ep,q2 = H
p
dR
(M)⊗Hq
dR
(F)
One of the proofs of this theorem relies on the construction of a ech-de Rham bicomplex
as illustrated in the diagram of Fig. 2 (see (Bott and Tu, 1995) for instance):
Kp,q =
∏
α0<···<αp
Ωq(EUα0...αp ) =
∏
α0<···<αp
Ωq(pi−1Uα0...αp)
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...
...
...
. . . ...
. . .
0 // Ωq(M) δ //
d
OO ∏
Ωq(Uα0)
δ //
d
OO ∏
Ωq(Uα0α1)
δ //
d
OO
. . . δ //
∏
Ωq(Uα0...αp)
δ //
d
OO
. . .
...
...
d
OO
...
d
OO
...
d
OO
. . . ...
d
OO
. . .
0 // Ω2(M)
d
OO
δ // ∏Ω2(Uα0)d
OO
δ // ∏Ω2(Uα0α1)d
OO
δ // . . . δ //
∏
Ω2(Uα0...αp)
d
OO
δ // . . .
0 // Ω1(M)
d
OO
δ // ∏Ω1(Uα0)d
OO
δ // ∏Ω1(Uα0α1)d
OO
δ // . . . δ //
∏
Ω1(Uα0...αp)
d
OO
δ // . . .
0 // Ω0(M)
d
OO
δ // ∏Ω0(Uα0)d
OO
δ // ∏Ω0(Uα0α1)d
OO
δ // . . . δ //
∏
Ω0(Uα0...αp)
d
OO
δ // . . .
C0(U;R)
i
OO
δ // C1(U;R)
i
OO
δ // . . . δ // Cp(U;R)
i
OO
δ // . . .
0
OO
0
OO
. . . 0
OO
Figure 2: The ordinary ech-de Rham bicomplex associated to a fiber bundle F //E pi //M
with Uα0...αp = Uα0 ∩ · · · ∩Uαp for Uαi ∈ U, where U is a good cover ofM, d : Kp,q →Kp,q+1
is the ordinary de Rham differential on the spaces Ω•(EUα0...αp ), and δ : Kp,q →Kp+1,q is the
ech differential
(δωp)α0...αp+1 =
p+1∑
i=0
(−1)iωα0...cαi...αp+1 |Uα0...αp+1
One can introduce a noncommutative ech-de Rham bicomplex for A. In order to do that,
denote by A(U) ' C∞(U)⊗Mn the sections of End(E) restricted over a local trivialisation
U ⊂M with U ∈ U, where as before U is a good cover ofM. Denote by gUV : U∩V → SU(n)
the transition functions for E .
For any noncommutative p-form ω = a0d̂a1 · · · d̂ap ∈ ΩpDer(A(U)) and any differential
function g : U → SU(n), define the action of g on ω by ωg = (g−1a0g)d̂(g−1a1g) · · · d̂(g−1apg).
Lemma 7.2 (The presheaf Ω•
Der
(A(U)))
For any V ⊂ U , the maps iVU : Ω•Der(A(U))→ Ω•Der(A(V )) given by ω 7→ (ω|V )gUV (restriction
to V and action of gUV ) give to U 7→ Ω•Der(A(U)) a structure of presheaf on M, which we
denote by F .
Using this presheaf, one can introduce the bicomplex
Cp,q(U;F) =
∏
α0<···<αp
ΩqDer(A(Uα0...αp))
where by convention the trivialisation over Uα0...αp is the one over Uαp . Let d̂ : C
p,q → Cp,q+1
be the noncommutative differential, and define δ : Cp,q(U;F) → Cp+1,q(U;F) by (here
gαβ = gUαUβ)
(δω)α0...αp+1 =
p∑
i=0
(−1)i(ωα0...cαi...αp+1)|Uα0...αp+1 + (−1)p+1(ωα0...αp)gαpαp+1|Uα0...αp+1
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Notice that in the last term, the action of gαpαp+1 performs the change of trivialisation from
the one above Uαp to the one above Uαp+1 .
Denote by C−1,q(U;F) = ΩqDer(A) and define δ : C−1,q(U;F)→ C0,q(U;F) as the restric-
tions to the trivialisations of the good cover.
One has the following results about the cohomology of Ω•Der(A):
Proposition 7.3 (Noncommutative Leray theorem)
The cohomology of the total complex of the bicomplex (C•,•(U;F), d̂, δ) is the cohomology
of Ω•Der(A).
The spectral sequence {Er} associated to the filtration
F pC(U;F) = ⊕s≥p⊕q≥0Cs,q(U;F)
converges to the cohomology of Ω•Der(A) and satisfies
E2 = H
•
dR
(M)⊗ I(∧•sl∗n)
Recall that the structure of I(∧•sl∗n) is known. One can find the proof of this result in
(Masson, 1999).
7.2 Characteristic classes and short exact sequences of Lie algebras
Let us now show that the splitting (4.4) of the short exact sequence of derivations contains
all the informations needed to recover the Chern characteristic classes of the fiber bundle
E . In order to do that, one has first to introduce a construction by Lecomte (see (Lecomte,
1985)).
Let 0 //i //g pi //h //0 be a short exact sequence of Lie algebras, and let ϕ : h → g be
a morphism which splits it as vector spaces. Define Rϕ = dhϕ + 12 [ϕ, ϕ] :
∧2
h∗ ⊗ g with
dh the differential on
∧•
h∗ ⊗ g for the trivial representation of h on g. For any x, y ∈ h,
the quantity Rϕ(x, y) = −ϕ([x, y]) + [ϕ(x), ϕ(y)] is exactly the obstruction on ϕ to be a Lie
algebra morphism, i.e. a splitting of Lie algebras.
It is worth to note that Rϕ looks like a curvature, and indeed, the following construction
treats it as if it were a curvature. One can show that Rϕ belongs to
∧2
h∗ ⊗ i and that it
satisfies a Bianchi identity dhRϕ + [ϕ,Rϕ] = 0.
Now, let V be a vector space and ρ a representation of h on V . Denote by Sqρ(i, V ) the
space of linear symmetric maps ⊗qi → V which intertwine the adjoint representation ad⊗q
of g on ⊗qi and the representation ρ ◦ pi of g on V . Let  be the antisymmetrisation map
⊗•h∗ → ∧•h∗.
One has the following result, shown in (Lecomte, 1985):
Proposition 7.4 (Characteristic classes of a short exact sequence of Lie algebras)
For any α ∈ Sqρ(i, V ), let αϕ =  ◦ α(Rϕ ⊗ · · · ⊗ Rϕ) ∈
∧2q
h∗ ⊗ V . Then one has dαϕ = 0
where d is the differential of the complex
∧•
h∗ ⊗ V .
The cohomology class of αϕ in H
2q(h;V ) does not depends on the choice of ϕ.
If the short exact sequence is split exact as a Lie algebra short exact sequence then this
cohomology class is zero.
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Let us adapt this construction to the short exact sequence
0 //Int(A) //Der(A)
ρ //Γ(M) //0
It is possible to generalise the previous construction in order to take into account the extra
structures of Z(A)-modules.
We identify Int(A) with A0. The adjoint representation of Der(A) on Int(A) is given by
adX(ada) = [X, ada] = adX(a) so that it is (X, a) 7→ X(a) on A0.
The vector space (and Z(A)-module) we consider is Z(A) itself, on which the represen-
tation ρ is (X, f) 7→ ρ(X)·f .
Let SqZ(A)(A0,Z(A)) be the space of Z(A)-linear symmetric maps ⊗qZ(A)A0 → Z(A)
which intertwine the adjoint representation ad⊗
q
of Der(A) on ⊗qZ(A)Int(A) = ⊗qZ(A)A0 and
the representation ρ of Der(A) on Z(A).
Notice that, thanks to the Z(A)-linearity, maps in SqZ(A)(A0,Z(A)) are local onM, so
that one can look at them in local trivialisations of E . In such a trivialisation over an open
set U , the intertwining relations can be written, with the usual notation Xloc = X + adγ:
q∑
i=1
φ(a1 ⊗ · · · ⊗X·ai ⊗ · · · ⊗ aq) = X·φ(a1 ⊗ · · · ⊗ aq)
q∑
i=1
φ(a1 ⊗ · · · ⊗ [γ, ai]⊗ · · · ⊗ aq) = 0
for any ai : U → sln.
Proposition 7.5 (Characteristic classes of E)
The space SqZ(A)(A0,Z(A)) is well defined, which means that the Z(A)-linearity and the
intertwining condition are compatible, and one has
SqZ(A)(A0,Z(A)) = PqI (sln)
the space of invariant polynomials on the Lie algebra sln.
The differential complex in which the characteristic classes for the splitting are defined is
HomZ(A)(
∧•
Z(A)Γ(M),Z(A))
which is the de Rham complex of differential forms onM.
The characteristic classes one computes in this way are precisely the ordinary Chern
characteristic classes of the vector bundle E (or of the principal fiber bundle P).
The last statement relies on the fact that any ordinary connection ∇E on E gives rise to
a splitting of the short exact sequence whose curvature is exactly the obstruction to be a
morphism of Lie algebras. The construction based on SqZ(A)(A0,Z(A)) = PqI (sln) is then the
ordinary Chern-Weil morphism.
8 Invariant noncommutative connections
Many works have been done in the theory of ordinary connections which are symmetric with
respect to the action of a Lie group. This leads to understand some ansatz used to get exact
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solutions of Yang-Mills theories, and recover or introduce some Yang-Mills models coupled
with scalar fields through these symmetric reductions.
In this section, we generalize these considerations to noncommutative connections on the
algebra A, and show that the geometrico-algebraic structures introduced so far are very
natural in the theory of symmetric reductions.
This exposé is based on (Masson and Sérié, 2005), and we refer to this paper for more
details and references.
8.1 Action of a Lie group on a principal fiber bundle
Let us recall some general constructions that were introduced in the theory of symmetric
reduction of connections.
Let G //P pi //M be a G-principal fiber bundle, and let H be a Lie group acting on the
left on P , such that the action commutes with the right action of G.
Then, the action of H on P induces a left action of H on M. In the following, we
assume that this action is simple, which means that M admits the fiber bundle structure
H/H0 //M //M/H where H0 is an isotropy subgroup: H0 = Hx0 = {h ∈ H / h·x0 = x0}.
In particular, all the isotropy subgroups are isomorphics to one of them. We fix H0 as such
an isotropy subgroup.
Then we introduce the following spaces:
 N = {x ∈ M / Hx = H0} is the space of points in M whose isotropy subgroup is
exactly H0.
 NH(H0) = {h ∈ H / hH0 = H0h} is the normalizer of H0 in H.
 H0 is a normal subgroup of NH(H0), and one has the principal fiber bundle
NH(H0)/H0 //N //M/H
The fiber bundle H/H0 //M //M/H is associated to this bundle for the natural action
of NH(H0)/H0 on H/H0 by (right) multiplication.
Define S = H×G. This group acts on the right on P by the following relation: (h, g)·p =
h−1·p·g. For any p ∈ P , let λp : Hpi(p) → G be defined such that h·p = p·λp(h). Then one
can show the followings:
 Sp = {(h, λp(h)) / h ∈ Hpi(p)} is the isotropy subgroup of p ∈ P for the action of S.
This implies that the action of S on P is simple.
 Fix an isotropy subgroup S0 and let Q = {p ∈ P / Sp = S0}. Then
S/S0 //P //M/H is associated to NS(S0)/S0 //Q //M/H
as for the (simple) action of H onM.
Proposition 8.1 (Some properties of Q and λ)
The map λp : Hpi(p) → G such that h·p = p·λp(h) satisfies
λp·g(h) = g−1λp(h)g
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Figure 3: In this diagram, some arrows represent true applications and other arrows are
part of diagrams of fibrations, most of them explicitly given before. Some horizontal arrows
correspond to the action of G (or subgroups of G) and some vertical arrows correspond to
actions of groups related to H and S.
For any q ∈ Q, λq depends only on pi(q) ∈ M: λq(h) = λq·g(h). For a fixed x0 in M
whose isotropy group is H0, we denote this map restricted to Q by λ : H0 → G.
The projection pi : P →M induces the fiber bundle structure
ZG(λ(H0)) //Q piQ //pi(Q)
with ZG(λ(H0)) = {g ∈ G / gλ(h0) = λ(h0)g,∀h0 ∈ H0}, the centralizer of λ(H0) in G, and
pi(Q) ⊂ N .
We summarize in Fig. 3 all the fibrations one can obtain relating the spaces introduced
so far. In the following, we will concentrate more precisely on the diagram of fibrations:
NS(S0)/S0 _

// Q _

//M/H
S/S0 // P //M/H
In order to connect this construction to some differential structures, we are now interested
in the Lie algebras of the different groups introduced before.
Let us look at the structure of the Lie algebra h of the group H. One can introduce the
following spaces:
 h0 is the Lie algebra of H0, the once for all fixed isotropy group.
 k is the Lie algebra of the quotient group NH(H0)/H0.
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 n0 = h0 ⊕ k is the Lie algebra of NH(H0), the normalizer of H0 in H.
 l is the vector space in the orthogonal decomposition h = n0 D l such that [n0, l] ⊂ l
(this is called a reductive decomposition of h along n0).
Denote by g the Lie algebra of the group G. As before, we can introduce the following
spaces:
 z0 the Lie algebra of ZG(λ(H0)), the centralizer of λ(H0) in G.
 m the vector space in the orthogonal and reductive decomposition g = z0 D m ([z0,m] ⊂
m).
The Lie algebra of the group S = H ×G is s = h⊕ g, and one has
 s0 = {(x0, λ∗x0) / x0 ∈ h0} is the Lie algebra of S0, the fixed isotropy group.
 s0 ⊕ k⊕ z0 is the Lie algebra of NS(S0), the normalizer of S0 in S.
 k⊕ z0 is the Lie algebra of the quotient group NS(S0)/S0.
With these spaces, one has the following result:
Proposition 8.2 (Decomposition of TP)
For any q ∈ Q, one has kQq ⊕ z0Qq ⊂ TqQ and TqP = TqQ⊕ lPq ⊕mPq .
In this proposition, we use the following compact notation: aRq is the space of tangent
vectors over q associated to elements x ∈ a ⊂ h or g through the fundamental vector fields
on R = Q or P for the action of the corresponding group H or G.
8.2 Invariant noncommutative connections
It is now possible to mix together the geometrical constructions of the previous subsection
and the noncommutative algebraic considerations on the endomorphism algebra associated
to a G-principal fiber bundle P with G = SL(n) or G = SU(n). Let then as before H be a
compact connected Lie group acting on P .
Proposition 8.3 (Operations of h on Ω•
Der
(B) and Ω•
Der
(A))
The operation of h on Ω•(P) induced by the action of H on P extends to an operation of h
on Ω•Der(B) = Ω
•(P)⊗Ω•Der(Mn) (using a trivial action on the second factor). This operation
commutes with the operations of gad and gequ, and so reduces to the operation of h on Ω
•(P)
and to an operation of h on Ω•Der(A).
Definition 8.4 (Invariant noncommutative connection)
The operation of h on Ω•Der(A) obtained in Proposition 8.3 is our definition of the (noncom-
mutative) action of H on the algebra A.
A noncommutative connection ∇̂ on the right A-moduleM = A is said to be h-invariant
if, ∀y ∈ h, ∀X ∈ Der(A) and ∀a ∈ A, one has Ly(∇̂Xa) = ∇̂[y,X]a+ ∇̂X(Lya), where Ly is the
Lie derivative of the operation of h on Ω•Der(A). 
Using this definition, one obtains the equivalent characterization:
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Proposition 8.5 (Invariance of the noncommutative 1-form α)
The noncommutative connection ∇̂ is h-invariant if and only if its noncommutative 1-form
α is invariant: Lyα = 0 for all y ∈ h.
This last proposition, combined with the relations between the noncommutative geome-
tries of the algebras A and B, permits one to reduce the problem of finding the h-invariant
noncommutative connections ∇̂ on the right A-module M = A to the following problem:
find all the noncommutative 1-forms written as α = ω−φ ∈ [Ω1(P)⊗Mn]⊕[C∞(P)⊗Mn⊗sl∗n]
satisfying the four relations
(Lξv + Ladξ)ω = 0 (Lξv + Ladξ)φ = 0 iξvω − iadξφ = 0 Ly(ω − φ) = 0
for all ξ ∈ g = sln and y ∈ h. The three first relations express the basicity of α for the
operation of gequ on Ω•Der(B), and the last one is the h-invariance.
This last relation decomposes into two independent equations Lyω = 0 and Lyφ = 0 for
all y ∈ h. This implies in particular that one can restrict the study of ω and φ defined over
P to the submanifold Q ⊂ P . For all q ∈ Q, one has then to characterize the maps
ωq : TqP = TqQ⊕ lPq ⊕mPq →Mn φq : g→Mn
Now, the relation iξvω − iadξφ = 0 for all ξ ∈ g, says that φq(ξ) is completely determined
by ωq(ξvq ). It is then sufficient to study ωq.
Let us first consider the TqQ part of TqP . Denote by µq : TqQ → Mn the restriction of
ωq to TqQ. One has z0Qq ⊂ TqQ, so that µ and φ are both defined on z0 ⊂ g, where they
coincide: µ(zQ) = φ(z) for any z ∈ z0. Denote by ηq the restriction of φq to z0, which is then
also the restriction of µq to z0Qq . It is possible to write down these relations in a compact way
through the following result:
Proposition 8.6 (The algebra W)
Let W = ZMn(λ∗g0) be the centralizer of λ∗g0 in Mn. It is an associative algebra and
z0 ⊂ Der(W). Let Ω•z0(W) = W ⊗
∧•
z∗0 be the restricted derivation-based differential
calculus associated to it.
There is a natural operation of z0 on Ω
•(Q)⊗Ω•z0(W), and µ−η ∈
(
Ω•(Q)⊗ Ω•z0(W)
)1
z0-basic
.
In order to take into account the remaining part of µq in TqQ, we introduce the following
bigger differential calculus:
Proposition 8.7 (The differential calculus Ω•k⊕z0(M/H; W))
There are natural operations of k ⊂ h and z0 ⊂ g on the differential algebra Ω•(Q)⊗Ω•z0(W)⊗∧•
k∗.
Define
Ω•k⊕z0(M/H; W) =
(
Ω•(Q)⊗ Ω•z0(W)⊗
∧•
k∗
)
k⊕ z0-basic
The algebra C = Ω0k⊕z0(M/H; W) = (C∞(Q)⊗W)k⊕ z0-invariants is the algebra of sections of
a W-fiber bundle associated to the principal fiber bundle
NS(S0)/S0 //Q //M/H
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Recall that kQq ⊂ TqQ. For any k ∈ k, let us define νq(k) = µq(kQq ), so that ν ∈ C∞(Q)⊗
W⊗∧1k∗. This element contains the dependence of µq over kQq ⊂ TqQ, but ν and µ|kQ are not
equal as elements in
(
Ω•(Q)⊗ Ω•z0(W)⊗
∧•
k∗
)1 (they do not have the same tri-graduation).
Proposition 8.8 (The TqQ part of TqP)
One has µ−η−ν ∈ Ω1k⊕z0(M/H; W), and this expression contains all the information about
the restriction of ω to TQ.
Let us now look at the lPq ⊕mPq part of TqP .
Recall that [h0⊕k, l] ⊂ l and [z0,m] ⊂ m, so that there are natural actions [h0, l⊕m] ⊂ l⊕m
and [k ⊕ z0, l ⊕ m] ⊂ l ⊕ m. On the other hand, recall that s0 ⊕ k ⊕ z0 is the Lie algebra of
NS(S0) and k⊕ z0 is the Lie algebra of NS(S0)/S0, with s0 = {(x0, λ∗x0) / x0 ∈ h0}.
On the restriction of ω to Q, the H-invariance and the G-invariance combine together
into a NS(S0)-invariance. One can treat this invariance in two steps: one for S0 and the
other one for NS(S0)/S0.
In order to encode the S0-invariance, let us define the vector space of S0-invariant linear
maps l⊕m→Mn:
F = {f : l⊕m→Mn / f([x0, v])− [λ∗x0, f(v)] = 0, ∀x0 ∈ h0, ∀v ∈ l⊕m}
on which k⊕ z0 acts naturally using the Lie derivative (Lk+zf)(v) = −f([k, v]) + [z, f(v)] for
any k ∈ k and z ∈ z0.
TheNS(S0)/S0-invariance is then encoded into the spaceM = (C∞(Q)⊗ F )k⊕ z0-invariants.
Proposition 8.9 (The lPq ⊕mPq part of TqP)
M is the space of sections of the F -fiber bundle associated to the principal fiber bundle
NS(S0)/S0 //Q //M/H
It is a C-bimodule.
The restriction of ω to the subspaces lPq ⊕mPq is in M .
Using the two previous decomposition of ω, one get the final identification:
Theorem 8.10 (The space of H-invariant noncommutative connections)
The space of H-invariant noncommutative connections on the endomorphism algebra A over
the right A-module A is the space Ω1k⊕z0(M/H; W)⊕M .
It is important to notice the following facts:
Remark 8.11 (Naturality of the spaces)
In this result, all the spaces are constructed from the principal fiber bundle
NS(S0)/S0 //Q //M/H
with the help of geometrical or algebraic methods which are natural in this noncommutative
framework:
 C = (C∞(Q)⊗W)k⊕ z0-invariants is modeled on the finite dimensional algebra W ⊂Mn.
It looks like a reduced algebra constructed from A, as A itself is a reduced algebra
for B.
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 Ω•k⊕z0(M/H; W) is a natural differential calculus over C.
 M = (C∞(Q)⊗ F )k⊕ z0-invariants is a natural C-bimodule.
 The space SU(C) acts naturally on the space Ω1k⊕z0(M/H; W) ⊕M as restriction of
noncommutative gauge transformations.
 All these spaces are sections of fiber bundles over the base spaceM/H. 
We refer to (Masson and Sérié, 2005) for examples of such symmetric noncommutative
restrictions, in particular the noncommutative generalisation of the well studied situation of
spherical SU(2) gauge fields over a flat four dimensional space-time. For purely noncommuta-
tive situations, the problem reduces to the study of the decomposition of some representation
of G in Mn into irreducible representations.
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