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Chapitre 1
Introduction
Depuis mon arrivée à l'université de Nice-Sophia Antipolis, j'ai travaillé en
collaboration avec des mathématicien(ne)s d'horizon variés, sur des sujets variés.
Le but de ce document est de souligner la cohérence de ces travaux.
1.1 Liste des travaux présentés pour l'habilita-
tion
1.1.1 Articles publiés
[1] Antonio Celani, Sylvain Rubenthaler et Dario Vincenzi : Dispersion
and collapse in stochastic velocity ﬁelds on a cylinder. 138(4-5):579597,
2010.
[2] Pierre Del Moral, Laurent Miclo, Frédéric Patras et Sylvain Ruben-
thaler : The convergence to equilibrium of neutral genetic models. Sto-
chastic Anal. Appl., 28(1):123143, 2010.
[3] Sylvain Rubenthaler, Tobias Rydén et Magnus Wiktorsson : Fast
simulated annealing in Rd with an application to maximum likelihood esti-
mation in state-space models. Stochastic Process. Appl., 119(6):19121931,
2009.
[4] Pierre Del Moral, Frédéric Patras et Sylvain Rubenthaler : Tree
based functional expansions for Feynman-Kac particle models. Ann. Appl.
Probab., 19(2):778825, 2009.
[5] MiguelMartinez, Sylvain Rubenthaler et Etienne Tanré : Approxima-
tions of a continuous time ﬁlter. Application to optimal allocation problems
in ﬁnance. Stoch. Anal. Appl., 27(2):270296, 2009.
[6] Nadia Oudjane et Sylvain Rubenthaler : Stability and uniform particle
approximation of nonlinear ﬁlters in case of non ergodic signals. Stoch.
Anal. Appl., 23(3):421448, 2005.
[7] Sylvain Rubenthaler et Magnus Wiktorsson : Improved convergence
rate for the simulation of stochastic diﬀerential equations driven by subor-
dinated Lévy processes. Stochastic Process. Appl., 108(1):126, 2003.
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[8] Sylvain Rubenthaler : Numerical simulation of the solution of a sto-
chastic diﬀerential equation driven by a Lévy process. Stochastic Process.
Appl., 103(2):311349, 2003.
1.1.2 Chapitre de livre
[9] Pierre Del Moral, Frédéric Patras et Sylvain Rubenthaler : A mean
ﬁeld theory of nonlinear ﬁltering. In Dan Crisan et Rozovskii Boris,
éditeurs : Handbook on Nonlinear Filtering. Oxford University Press.
1.1.3 Prépublications
[10] Bruno Rémillard et Sylvain Rubenthaler : Optimal hedging in dis-
crete and continuous time. Rapport technique G-2009-77, GERAD, HEC
Montréal, November 2009.
[11] Nicolas Chopin, Pierre Del Moral et Sylvain Rubenthaler : Stabi-
lity of Feynman-Kac formulae with path-dependent potentials. Rapport
technique hal-00426415, HAL, CNRS, 2009.
[12] Pierre Del Moral, Frédéric Patras et Sylvain Rubenthaler : Conver-
gence of U-statistics for interacting particle systems. Rapport technique
hal-inria-00397366, HAL, INRIA, 2009.
[13] Sylvain Rubenthaler : Expansion of the propagation of chaos for Bird
and Nanbu systems. Rapport technique hal-00355211, HAL, CNRS, 2009.
L'article [11] est accepté dans Stochastic Processes and their Applications sous
réserve de modiﬁcations mineures. L'article [12] est accepté dans Journal of
Theoretical Probability sous réserve de modiﬁcations mineures.
1.2 Travaux non présentés
[14] Pierre Del Moral, Bruno Rémillard et Sylvain Rubenthaler : Monte
carlo approximations of american options. Rapport technique 00001585-
LG, Laboratoire J. A. Dieudonné, Université de Nice-Sophia Antipolis,
2006.
[15] Pierre Del Moral, Bruno Rémillard et Sylvain Rubenthaler : Une
introduction aux probabilités. Ellipses, 2006.
Chapitre 2
Filtrage, systèmes de
particules
2.1 Déﬁnitions
2.1.1 Temps discret
Rappelons ici quelques notions relatives au ﬁltrage non linéaire. Une partie de
celles-ci se retrouvent dans le désormais classique ouvrage [Del04]. On se donne
une collection d'espaces mesurables, des noyaux de Markov (Mk)k≥1 (Mk va de
Ek−1dans Ek) et des potentiels (ψk)k≥0) (ψk : Ek → R+). On dira que l'on
est dans le cas homogène si Ek = E, Mk = M indépendants de k. Soit pi0 une
mesure de probabilité sur E0. On s'intéresse aux mesures suivantes (déﬁnies par
leur action sur des fonctions tests) :
γk(f) =
∫
x0,...,xk
f(xk)pi0(dx0)
k∏
i=1
Mk(xi−1, dxi)ψi(xi) (2.1.1)
ηk(f) =
γk(f)
γk(1)
. (2.1.2)
Les mesures (γk)k≥0 sont appelées mesures de Feynman-Kac non normali-
sées ou ﬁltres non normalisés. Les mesures (ηk)k≥0 sont appelées mesures de
Feynman-Kac (sous-entendu : normalisées) ou ﬁltres (sous-entendu : normali-
sés). On peut donner une expression récursive de ce mesures
η0 = γ0 ,
ηk+1 = ψk+1.(ηkMk+1) , (2.1.3)
en utilisant les opérateurs sur les mesures
µMk(dxk) =
∫
x∈Ek−1
µ(dxk−1)Mk(xk−1, dxk) ,
ψk.µ(dxk) =
ψk(xk)× µ(dxk)∫
Ek
ψk(z)µ(dz)
.
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On dira que (ηk) est une suite de mesure de Feynman-Kac basée sur les noyaux
(Mk) et les potentiels (ψk).
Exemple 2.1.1 (Pistage radar). Un exemple classique d'application est le pis-
tage radar. Prenons E0 = E1 = · · · = E,M1 = M2 = · · · = M . Soit (Xk)k≥0
une chaîne de Markov à valeurs dans E de transition M et de loi initiale pi0.
Soient ∀k ≥ 1, Yk = h(Xk, k) avec des variables de bruit (k)k≥1 i.i.d. (et indé-
pendantes des autres variables). Les variables (Yk) sont appelées observations.
La suite (Xk) modélise la trajectoire d'un mobile. La suite (Yk) modélise une
série d'obervations du mobile par un radar, ces observations sont bruitées.
On suppose que, ∀k, la loi conditionnelle L(Xk|Yk) admet une densité x 7→
gk(x, Yk). Posons ∀k, ψk(x) = gk(x, Yk)(les observations Yk sont ﬁxées). On
s'intéresse à la loi conditionnelle Lpi0(Xn|Y1, . . . , Yn). La formule de Bayes nous
donne l'égalité :
∀n ≥ 1 ,Lpi0(Xn|Y1, . . . , Yn) = ηn .
On parle aussi de  ﬁltre optimal  à propos de ηn pour signiﬁer que c'est la
meilleure estimation de la position du mobile sachant les observation et connais-
sant le modèle d'évolution (on prend en compte toutes les observations).
Les mesures ηn n'ont en général pas d'expression analytique. L'unique exemple
non trivial d'expression analytique est le ﬁltre de Kalman : on prend, dans
l'exemple ci-dessus, E = R (on peut aussi prendre Rd), M un noyau gaussien
et des observations de la forme Yk = aXk + Wk avec des bruits i.i.d. (et in-
dépendants des autres variables) de loi gaussienne. On montre dans ce cas que
si pi0 est gaussienne alors ηn est gaussienne ∀n. On peut citer [CG06] pour un
exemple de ﬁltre restant dans une famille dénombrable.
2.1.2 Temps continu
Il existe une version en temps continu de cette théorie. Nous en donnons
ici une version simplifée applicable à des problèmes de pistage radar. On se
donne un processus (Xt)t≥0 dans un espace E, de loi initiale pi0 et un processus
d'observations (Yt)t≥0 dans Rd de la forme
Yt =
∫ t
0
h(Xs)ds+Wt ,
avec (Wt)t≥0 mouvement brownien dans Rd. On déﬁnit ∀t ≥ 0 les mesures γt et
ηt par leur action sur des fonctions tests (la trajectoire (Ys)0≤s≤t est ﬁxée) :
γt(f) = Epi0
(
f(Ut) exp
(∫ t
0
h(Us)dYs −
∫ t
0
‖h(Us)‖2ds
))
, (2.1.4)
ηt(f) =
γt(f)
γt(1)
, (2.1.5)
où l'espérance est prise sur un processus (Us)s≥0 qui a même loi que (Xs)s≥0
et ‖.‖ est la norme euclidienne sur Rd. La mesure γt s'appelle la mesure de
Feynman-Kac non normalisée et la mesure ηt s'appelle la mesure de Feynman-
Kac normalisée (on peut remplacer  mesure de Feynman-Kac  par  ﬁltre ).
La formule suivante se démontre en utilisant le théorème de Girsanov
Lpi0(Xt|(Ys)0≤s≤t) = ηt .
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2.2 Problématiques classiques
2.2.1 Stabilité du ﬁltre par rapport à la mesure initiale
Les équations (2.1.1), (2.1.2) dépendent implicitement de la mesure initiale
pi0 de la suite (Xk)k≥0. Soit pi′0 une mesure de probabilité quelconque sur E0,
déﬁnissons ∀k, γ′k, η′k obtenu en comme γk, ηk en remplaçant pi0 par pi′0 dans
(2.1.1), (2.1.2). On dit que le ﬁltre est stable (par rapport à sa condition initiale)
si
lim
n→+∞ ‖ηn − η
′
n‖V T = 0 . (2.2.1)
On parle également d'oubli de la condition initiale.
Nous avons utilisé ici la norme en variation totale mais il existe d'autres
déﬁnitions de la stabilité utilisant d'autres normes. On parle de stabilité expo-
nentielle si
lim sup
n→+∞
1
n
log(‖ηn − η′n‖V T ) < 0 . (2.2.2)
Dans le cas de l'example 2.1.1, on suppose que le mobile entre dans le domaine
de détection du radar au temps k = 1, la mesure pi0 représente une estimation
à priori de la position du mobile. La propriété de stabilité signiﬁe que cette
estimée pi0 n'a pas une trop grande importance dans l'estimation asymptotique
de la position du mobile. Nous venons ici de parler du temps discret, le même
problème se pose en temps continu. On va supposer que le processus (Xk) est
homogène, à valeurs dans E et de transitionM , aﬁn de simpliﬁer les expressions.
La recherche d'hypothèses assurant la stabilité a donné lieu à une vaste
littérature. Nous en donnons ici une version partielle et subjective dans le but
de resituer mes travaux.
 Travaux théoriques en temps continu donnent des conditions de stabilité.
Voir par exemple : [Kun71, Bud03].
 Travail donnant un résultat de stabilité sous une condition d'observabilité
(en temps discret) : [vH09a]. Travail donnant un résultat de stabilité ex-
ponentielle sous une condition d'observabilité (en temps discret) : [BO99].
À chaque fois, on se place dans le cas du pistage radar, l'idée est que si
les observations fournissent assez d'information sur le processus (Xk)k≥0,
on devrait avoir la stabilité.
 En temps discret, on peut rajouter l'hypothèse de mélange fort : ∃λmesure
de probabilité sur E,  > 0 tels que
∀x ∈ E , λ(dy) ≤ Q(x, dy) ≤ 1

Q(x, dy) . (2.2.3)
Sous cette hypothèse, on montre la stabilité exponentielle. Voir par exemple
[LO04, AZ97, DG01]. Il est intéressant de noter que ces articles utilisent
des techniques diﬀérentes, passage par la métrique de Hilbert ou décom-
position astucieuse des opérateurs, mais aboutissent à des bornes équiva-
lentes. On obtient ici un peu plus que la stabilité exponentielle : ∃C,α > 0,
∀pi0, pi′0
‖ηn − η′n‖V T ≤ Ce−αn . (2.2.4)
L'idée est ici que si le signal (Xk) est  suﬃsamment ergodique , le ﬁltre
devrait oublier sa condition initiale. La condition d'ergodicité (2.2.3) re-
tenue est très forte. Elle n'est pas vérifée dans le cas du ﬁltre de Kalman,
pour des paramètres pour lesquels ce ﬁltre est exponentiellement stable.
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 Des travaux plus récents ([DFMP09, KV08]) utilisent un critère d'ergo-
dicité moins fort pour montrer la stabilité exponentielle. Si le processus
repasse régulièrement dans un ensemble  petite , et si on fait diverses
hypothèses dont une hypothèse de  mélange fort local  dans le  petite
ensemble , alors on a stabilité exponentielle. Voir [MT09] pour la notion
de  petite ensemble .
2.2.2 Calcul numérique du ﬁltre optimal
Puisqu'il n'existe pas d'expression analytique pour ηk, on essaie en général
de le calculer numériquement par une méthode de Monte-Carlo séquentielle.
Nous décrivons ici un système de particules dont la mesure empirique approche
le ﬁltre optimal. Il existe de nombreuses variantes de cet algorithme (voir par
exemple [DM00]). Ces algorithmes s'appellent algorithmes génétiques, ﬁltres à
particules, ﬁltres particulaires ...
 En k = 0, on tire N v.a. (que l'on appelle particules) ξ10 , . . . , ξ
N
0 i.i.d. de
loi pi0.
 Si on a ξ1k−1, . . . , ξ
N
k−1 au temps k− 1, on tire ξˆ1k, . . . , ξˆNk i.i.d. suivant ξˆik ∼
Mk(ξik−1, .) (1 ≤ i ≤ N). Puis on pose ωi = ψk(ξˆ
i
k)P
1≤j≤N ψk(ξˆ
j
k)
, on tire ξik ∼∑
1≤r≤N ωrδξˆrk (i.i.d.).
Posons ∀n, ηNn = 1N
∑N
i=1 δξin , on montre que η
N
n approche ηn en bien des sens
(voir [Del04] pour de nombreux résultats), par exemple :
sup
φ,‖φ‖∞≤1
E(|ηn(φ)− ηNn (φ)|) ≤
Cn√
N
(2.2.5)
avec une constante Cn qui dépend de n. Le problème est de savoir, dans le cas
homogène, si on peut se passer de cette dépendance en n. On dira alors que
l'approximation est stable en temps.
Introduisons, ∀k, les opérateurs sur les mesures µ sur Ek−1 :
µQk(dy) =
∫
Ek−1
µ(dx)ψk(y)Mk(x, dy) ,
(cet opérateur Qk est linéaire)
Rk(µ)(dy) =
µQk(dy)
µQk(Ek)
,
SN (µ) =
1
N
∑
1≤i≤N
δξi ,
avec des (ξi) i.i.d. de loi µ (cet opérateur n'est donc déﬁni que sur les mesures
de probabilité). Ce dernier opérateur SN est un opérateur aléatoire (on tire un
N -échantillon de loi µ). Notons
RNk (µ)(dy) = S
N
(
ψk × SN (µMk)
)
.
Nous avons ηNn = R
N
n ◦ · · · ◦RN1 (pi0). Notons, ∀i ≤ j, Ri:j = Rj ◦Rj−1 ◦ · · · ◦Ri,
RNi:j = R
N
j ◦RNj−1◦· · ·◦RNi . On cherche à borner ηn−ηNn en écrivant une somme
télescopique
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ηn − ηNn =
n∑
k=1
Ri+1:n ◦Ri ◦RN1:i−1(pi0)−Ri+1:n ◦RNi ◦RN1:i−1(pi0) (2.2.6)
On reconnaît dans les termes Ri+1:n ◦Ri ◦RN1:i−1(pi0)−Ri+1:n ◦RNi ◦RN1:i−1(pi0) :
 une erreur locale Ri ◦ RN1:i−1(pi0) − RNi ◦ RN1:i−1(pi0) , c'est à dire une
diﬀérence entre le  vrai  opérateur Ri et son approximation par des
particules RNi (appliqués à la même mesure R
N
i−1(pi0)
 un transport par Ri+1:n.
L'heuristique est la suivante : on sait que l'erreur locale est d'ordre 1/
√
N . Si le
ﬁltre est exponentiellement stable alors les opérateurs Ri sont contractants et
on va pouvoir borner la somme dans (2.2.6) par C/
√
N avec une constante C ne
dépendant pas de N . Pour cela, un résultat du type (2.2.1) ou (2.2.2) n'est pas
suﬃsant. Il faut un résultat du type (2.2.4). C'est pourquoi les premier résultats
de stabilité du ﬁltre particulaire ne sont énoncés que sous l'hypothèse (2.2.3)
(voir par exemple [DG01, LO04]). Dans mon travail avec Nadia Oudjane ([6]),
dans le cas homogène et pour la versions  pistage  du problème, nous avons
montré le résultat suivant.
Théorème 2.2.1 (Oudjane, Rubenthaler [6]). On se place dans le cas homogène
avec E = Rd. On suppose que l'on peut écrire{
Xk+1 = f(Xk) +Wk
Yk = h(Xk) + Vk , pour k ≥ 1
avec de bruits i.i.d. (Vk)k≥1 et des bruits (Wk)k≥0 indépendants conditionnelle-
ment à (Xi)i≥0 tels que L(Wk|Xk = x) est de densité qx avec un encadrement
par deux densités (q1, q2) : mq1 ≤ qx ≤ mq2 (ceci inclut des bruits i.i.d.). On
suppose que f est lipschitz, h est surjective avec des constantes b0, b1
h(x1) = y1, h(x2) = y2 ⇒ ‖x1 − x2‖ ≤ b1 + b2‖y1 − y2‖
(si h est inversible, ceci veut dire que h−1 est lipschitz).
 Stabilité du ﬁltre. Si pi0 et pi
′
0 sont comparables (c'est à dire qu'il existe
 > 0 tel que pi0 ≤ pi′0 ≤ 1pi0),
∀n , E(‖ηn − η′n‖V T |Y1, . . . , Yn) ≤ t(n)
avec une fonction t(n) explicite, ne dépendant pas des (Yi)1≤i≤n. Dans des
cas où la queue de distribution des (Vk) est  petite  devant celle des (Wk),
on montre que t(n) −→
n→+∞ 0, à une vitesse qui peut être exponentielle, ou
moins bonne.
 Approximation uniforme par un ﬁltre particulaire. Il existe une variation
du ﬁltre particulaire ηNn qui approche le ﬁltre optimal avec une borne du
genre
sup
φ,‖φ‖∞≤1
E
(|ηn(φ)− ηNn (φ)| |Y1, . . . , Yn) ≤ r(N) ,
avec une fonction r(N) explicite, ne dépendant pas des (Yi)1≤i≤n. Dans
où la queue de distribution de (Vk) est  petite  devant celle des (Wk),
on montre que r(N) est une puissance de N .
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Exemple 2.2.2.  Dans le théorème ci-dessus, si les (Vk) ont des queues
gaussiennes et les (Wk) ont des queues exponentielles (ce qui veut dire
qu'elles décroissent respectivement en x 7→ e−C‖x‖2 et x 7→ e−C‖x‖), alors
on obtient
1. t(n)
nK
−→
n→+∞ 0, ∀K > 0
2. r(N)N1/2− −→
N→+∞
0, ∀ > 0.
 Si E = R et les lois des (Vk) et (Wk) sont gaussiennes (de variances
respectives s2, σ2), on trouve une constante explicite C telle que σ/s > C
implique le point 2 ci-dessus.
Ce résultat est le quasiment seul résultat de stabilité du ﬁltre particulaire au-
delà de l'hypothèse de mélange fort (2.2.3). Les articles [HC08, CH08] prolongent
et améliorent ces techniques. La démonstration s'appuie sur une décomposition
des opérateurs Rn que l'on trouve dans [DG01] pour montrer la propriété de
contraction de ces opérateurs. Le résultat ne serait pas très diﬀérent si on uti-
lisait des techniques de métrique de Hilbert pour montrer la contraction de ces
opérateurs. On tronque l'espace autour des observations (si on se place dans le
cas Yk = Xk + Vk, h = Id, pour simpliﬁer). On obtient alors des opérateurs
R∆n qui sont contractants (mais d'autant moins que ∆ est grand) et qui sont
proches des R∆n (d'autant plus que ∆ est grand). Ces opérateurs R
∆
n peuvent
donc être approchés uniformément en temps par des ﬁltres particulaires R∆,Nn .
Pour montrer la stabilité des Rn, on forme :
Rn(pi0)−Rn(pi′0) = Rn(pi0)−R∆n (pi0) +R∆n (pi0)−R∆n (pi′0)
+R∆n (pi
′
0)−Rn(pi′0) .
Puis on choisit ∆(n) tel que les trois diﬀérences ci-dessus −→
n→+∞ 0 dans un
sens à préciser. On cherche ensuite à comparer Rn(pi0) à un ﬁltre particulaire :
Rn(pi0)−R∆,Nn (pi0). On choisit ensuite ∆(n) tel que ces quantités −→
N→+∞
0 dans
un sens à préciser. De tels choix de ∆(n) sont possibles sous les hypothèse que
nous faisons.
2.2.3 Perspectives
Les résultats de convergence du ﬁltre particulaire connus sont du genre :
 [6, CH08] sous des critères de comparaison des queues de distribution du
bruit d'évolution et du bruit d'observation.
 [LO04, DG01] sous une hypothèse de mélange fort pour le signal.
 [vH09a, vH09b] sous des hypothèse variées sans majoration explicite en le
nombre de particules N .
Il existe des résultats de stabilité du ﬁltre optimal sous condition d'ergodicité du
signal ([KV08, DFMP09]) mais ils ne sont pas écrits d'une manière qui permette
d'utiliser la somme télescopique (2.2.6) pour en déduire l'uniforme convergence
du ﬁltre particulaire. Une piste de recherche évidente est la stabilité du ﬁltre
particulaire sous condition d'ergodicité du signal.
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2.3 Étude de la propagation du chaos.
2.3.1 Déﬁnitions en temps discret
Dans les articles ([4, 12]), je me suis intéressé avec mes collaborateurs à
l'étude de la propagation du chaos pour des systèmes génétiques. Reprenons le
formalisme de 2.1, déﬁnissons les opérateurs (∀k ≥ 1)
µQˆk = (ψk−1 × µ)Mk
(agissant donc sur µ mesure sur Ek−1). On s'intéresse aux mesures déﬁnies par
récurrence
γˆ1 = pi0M1 , γˆk+1 = γˆkQˆk ,
ηˆk =
1
γˆk(Ek)
γˆk .
Remarquons que ηˆ1 = γˆ1. Ces mesures sont encore des mesures de Feynman-
Kac. Les résultats sur (ηk) s'appliquent à (ηˆk) et vice-versa. Dans cette partie,
il sera plus commode de travailler avec les (ηˆk). On peut les approcher par la
mesure empirique du système suivant :
 En k = 1, on tire Z11 , . . . , Z
N
1 i.i.d. de loi γˆ1.
 Si on a Z1k , . . . , Z
N
k au temps k, on pose ωi =
ψk(Z
i
k)P
1≤j≤N ψk(Z
j
k)
(1 ≤ j ≤ N),
on tire de manière i.i.d
Z˜rk ∼
∑
1≤j≤N
ωjδZjk
, 1 ≤ r ≤ N
puis on tire de manière i.i.d. Zrk+1 ∼Mk+1(Z˜rk+1, .) (1 ≤ r ≤ N).
Comme précédemment, ηˆNk =
1
N
∑
1≤i≤N δZik est une approximation de ηˆk (∀k).
Déﬁnissons ∀n les opérateur sur les mesures sur En−1
µQˆn = (ψn−1 × µ)Mn ,
Rˆn(µ) = (ψn−1.µ)Mn ,
RˆNn (µ) = S
N ((ψn−1.µ)Mn) ,
Nous avons ηˆNn = Rˆ
N
n (ηˆ
N
n−1).
Pour une mesure empirique sur N points x1, . . . , xN
m(x) =
1
N
∑
1≤i≤N
δxi ,
on remarque que le produit tensoriel peut s'écrire (∀q)
m(x)⊗q =
1
Nq
∑
a∈[N ][q]
δxa(1),...,xa(q) ,
où ∀j ∈ N∗, [j] = {1, . . . , j}et on déﬁnit
m(x)q =
1
(N)q
∑
a∈<q,N>
δxa(1),...,xa(q) ,
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où < q,N >= {a : [q] → [N ], injective }, (N)q = card(< q,N >) = N !(N−q)! . La
propriété de propagation du chaos est la convergence suivante (∀q, à n ﬁxé)
L(Z1n, . . . , ZNn ) =⇒
N→+∞
ηˆ⊗qn ,
où ⇒  signiﬁe la convergence étroite. Puisque les particules sont échangeables,
on peut aussi écrire cette propriété sous la forme
E((ηˆNn )q(F )) −→
N→+∞
ηˆ⊗qn (F ) , ∀F ∈ Bb(En) ,
où pour tout espace mesurable E, Bb(E) est l'ensemble des fonctions mesurables
bornées sur E. Nous noterons dans la suite PNn,q(F ) = E((ηˆNn (F )) (∀F ).
Les symboles ⊗q et q sont liés par des formules combinatoires. Déﬁnissons
la combinaison linéaire d'applications :
LNq =
1
Nq
∑
a∈[q][q]
(N)|a|
(q)|a|
a ,
où
|a| = card(Im(a)) .
Déﬁnissons l'opérateur de Markov (par son action sur les fonctions de q va-
riables) de Eq dans Eq (son action est suﬃsamment générale pour que nous
n'ayons pas besoin de préciser ce qu'est l'espace E)
DLNq (F )(x1, . . . , xq) =
1
Nq
∑
a∈[q][q]
(N)|a|
(q)|a|
F (xa(1), . . . , xa(q)) . (2.3.1)
Cet opérateur peut-être vu comme une combinaison linéaire d'opérateurs de
coalescence. Nous avons la formule (∀x1, . . . , xN )
m(x)⊗q = m(x)qDLNq . (2.3.2)
Rappelons la formule (∀k ≥ 1)
γˆk(1) =
∏
1≤i≤k−1
ηˆi(ψi) .
C'est cette formule qui induit les déﬁnitions suivantes (dans l'ordre)
γˆNk (1) =
∏
1≤i≤k−1
ηˆNi (ψ) ,
γˆNi = γˆ
N
k (1)× ηˆNk .
Nous déﬁnissons également (∀q, ∀F ,∀n)
(γˆNn )
⊗q(F ) = (γˆNn (1))
q(ηˆNn )
⊗q(F ) , (2.3.3)
(γˆNn )
q(F ) = (γˆNn (1))
q(ηˆNn )
q(F ) . (2.3.4)
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2.3.2 Développement dans la propagation du chaos en temps
discret
2.3.2.1 Développement
Déﬁnition 2.3.1. Soit (ΘN )N≥0 une suite de mesures uniformément bornées
en variation totale sur Eq (q ∈ N∗). La suite est dite converger faiblement vers
Θ quand N → +∞ si
∀F ∈ Bb(Eq) , lim
N→+∞
ΘN (F ) = Θ(F ) .
Si (ΘN )N≥0 converge faiblement vers Θ quand N → +∞. La dérivée discrète
de la suite (ΘN )N≥0 est la suite de mesures (∂ΘN )N≥1 déﬁnie par
∂ΘN := N [ΘN −Θ] .
Nous dirons que ΘN est diﬀérentiable si (∂ΘN )N≥1 est uniformément bornée et
si converge fortement vers une mesure ∂Θ appelée dérivée de ΘN quand N →
+∞.
Si (∂ΘN )est elle-même dérivable, on notera sa dérivée ∂2Θ (et ainsi de
suite).
Une suite (ΘN ) est dérivable jusqu'à l'ordre k+1 a la représentation suivante
ΘN =
∑
0≤l≤k
1
N l
∂lΘ+
1
Nk+1
∂k+1ΘN
avec supN≥1 ‖∂k+1ΘN‖V T <∞ et la convention ∂0Θ = Θ pour l = 0.
Le théorème suivant nous dit que la suite (PNk,q) est dérivable à tout ordre.
Théorème 2.3.2 (Del Moral, Patras, Rubenthaler [4]). Pour tous m, q, k,F
PNk,q(F ) = ηˆ
⊗q
k (F ) +
m∑
i=1
1
N i
∂iPk,q(F ) +
1
Nm+1
∂m+1PNk,q , (2.3.5)
avec des mesures signées ∂iPk,q et ∂m+1PNk,q , et cette dernière est telle que
supN ‖∂m+1PNk,q‖V T < ∞. Les mesures signées ci-dessus peuvent être explici-
tées comme des sommes de mesures sur des forêts d'arbre de coalescence (nous
précisons ces notions plus loin).
Une conséquence de ce théorème est la proposition suivante. Soit
Bsym0 (Eq) = {F ∈ Bb(Eq), symétrique en les q variables,∫
E
F (x1, . . . , xq)ηt(dxq) = 0,∀x1, . . . , xq−1}
Proposition 2.3.3 (Del Moral, Patras, Rubenthaler [4]). Pour toute F ∈
Bsym0 (Eqn), si k < q/2 alors ∂kPn,q(F ) = 0 et ∂q/2Pn,q(F ) = 0 a une forme
explicite que nous n'expliciterons pas ici.
Nous allons donner ici une idée du déroulement de la démonstration du théo-
rème ci-dessus. Ce théorème et la proposition qui le suit permettent de retrouver
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des résultats de convergence du ﬁltre particulaire. Les techniques utilisées sont
les mêmes que dans partie 2.3.1. Nous renvoyons donc à cette partie pour les
applications de ce théorème.
À cause des relations (2.3.3), (2.3.4), on commence par écrire un dévelop-
pement similaire à (2.3.5) pour QNk,q(F ) := E((γˆNk )⊗q(F )) (la mesure QNk,q est
déﬁnie par son action sur des fonctions tests). Le calcul fondamental est le sui-
vant
E((γˆNn )⊗q(F )|(Zin−1)1≤i≤N ) = (γˆNn (1))qE((ηˆNn )⊗q(F )|(Zin−1)1≤i≤N )
= (γˆNn (1))
qE((ηˆNn )qDLNq (F )|(Zin−1)1≤i≤N )
= (γˆNn (1))
qE((Rˆn(ηˆNn−1))⊗qDLNq (F )|(Zin−1)1≤i≤N )
= E((γˆNn−1)⊗qQˆ
⊗q
n−1DLNq (F )|(Zin−1)1≤i≤N ) . (2.3.6)
Une récurrence nous donne
E((γˆNn )⊗q(F )) = (γˆ1)⊗qQˆ
⊗q
2 DLNq . . . Qˆ
⊗q
n DLNq (F )
(par (2.3.1)) =
1
Nq(n−1)
∑
a∈An−1,q
(N)|a|
(q)|a|
∆an,q(F ) , (2.3.7)
où An−1,q = {(a1, . . . , an−1), a1, . . . , an−1 ∈ [q][q]}, si a = (a1, . . . , an−1) ∈
An−1,q, (N)|a| = (N)|a1| . . . (N)|an−1|, ∆an,q(F ) = (γˆ1)⊗qQˆ⊗q2 Da1 . . . Qˆ⊗qn Dan−1 .
Pour ai ∈ [q][q], nous déﬁnissons le degré de coalescence par coal (ai) = q −
card(Im(a)). Et pour a = (a1, . . . , an−1), coal(a) =
∑
1≤i≤n−1 coal(ai). Si on
regroupe les termes de (2.3.7) en puissances de N , on remarque que le terme en
facteur de 1/Nk est une combinaison linéaire des ∆an,q avec coal (a) ≤ k. Par
ailleurs, (Sq)n agit sur An−1,q par (Sq étant le groupe symétrique d'ordre q) :
(s1, . . . , sn).(a1, . . . , an−1) = (s1 ◦ a1 ◦ s−12 , . . . , sn−1 ◦ an−1 ◦ s−1n ) . (2.3.8)
Les mesures∆an,q sont invariantes sous cette action. On regroupe donc les termes
de (2.3.7) en somme sur les classes d'équivalence sous l'action de (Sq)n. Il faut
donc calculer le cardinal de ces classes (que nous appelerons forêts dans la
suite). C'est l'objet du théorème 3.8 p. 800 de [4] que nous expliquons dans la
sous-section suivante. Son énoncé fait appel à des notations de combinatoires
compliquées.
2.3.2.2 Combinatoire sur les arbres
Les arbres sont des graphes abstraits (avec des sommets et des arêtes) qui
n'ont pas de lacet. On s'intéresse aux arbres enracinés, c'est à dire tels que l'un
des sommets est diﬀérencié des autres et s'appelle  racine . Dans toute la suite,
les arbres seront enracinés. Une forêt f est un produit monomial commutatif
d'arbres
f = Tm11 . . . T
mk
k
pour k arbres T1, . . . , Tk. Une forêt f est partitionnée en niveau de manière
naturelle (le niveau 0 est le niveau des racines des arbes, le niveau 1 est celui
des sommets à distance 1 d'une racine, ...). La hauteur d'une forêt est le niveau
le plus haut de la forêt. Pour n ≥ 0, q0, . . . , qn ∈ N∗, notons Fnq0,...,qn l'ensemble
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des forêts de hauteur n tels que ∀k ∈ {0, . . . , n}, le cardinal des sommets à la
hauteur k est égal à qk. L'opérateur B sur les arbres est l'opérateur qui enlève
la racine (il s'étend aux forêts). L'opérateur B−1 est l'opérateur qui transforme
une forêt en un arbre en ajoutant une racine commune à toutes les racines des
arbres constituant la forêt. Les forêts de Fnq0,...,qn sont en bijection avec les classes
d'équivalence de
{
(a0, . . . , an−1), ai ∈ [qi][qi+1]
}
sous l'action de Sq0 × · · · × Sqn
(action similaire à celle décrite dans (2.3.8). Notons #(f) le cardinal de la classe
d'équivalence associée à f . D'après la sous-section précédente, nous voulons ce
cardinal pour f avec le même nombre q d'individus à chaque niveau.
Déﬁnition 2.3.4. Soit f = Tm11 . . . T
mk
k une forêt, le k-uplet (m1, . . . ,mk) (non
ordonné) est appelé le multi-ensemble symétrique de l'arbre T = B−1(f) et nous
écrivons
s(T ) = s(B−1(Tm11 . . . T
mk
k )) = (m1, . . . ,mk) .
Le multi-ensemble symétrique de la forêt f = Tm11 . . . T
mk
k est l'union disjointe
des multi-ensemble symétriques de ses arbres
s(Tm11 . . . T
mk
k ) =
(
s(T1), . . . , s(T1)︸ ︷︷ ︸, . . . , s(Tk), . . . , s(Tk)︸ ︷︷ ︸
m1 termes mk termes
)
.
Proposition 2.3.5 (Del Moral, Patras, Rubenthaler [4]). Pour tous n ≥ 0,
q0, . . . , qn ∈ N∗, ∀f ∈ Fnq0,...,qn ,
#(f) =
q0!q1! . . . qn!∏n
i=−1 s(Bi(f))!
,
avec la notation (m1, . . . ,mk)! = m1! . . .mk! pour déﬁnir la factorielle d'un
multi-ensemble.
Ce calcul suﬃt à classer les termes de (2.3.7) par puissances de N , et donc
à obtenir un développement pour QNk,q. Pour obtenir un développement pour
PNk,q, nous avons développé dans [4] une combinatoire plus compliquée à base
d'arbres ayant des feuilles colorées.
La publication [9] est un article de synthèse sur la propagation du chaos pour
les ﬁltres particulaires.
2.3.3 Modèle génétique neutre
Dans le cas homogène, le système de particules décrit dans la partie 2.3.1
modélise l'évolution d'une population de taille ﬁxée soumise à un noyau de
mutation M = Mk (∀k) et à un potentiel ψ = ψk (∀k). Les individus de la
population au temps k − 1 qui ont le plus grand potentiel ψk−1 sont ceux qui
ont la plus grande probabilité d'avoir des descendants (on dit que l'individu
r descend de l'individu j si Z˜rk = Z
j
k−1. Dans le cas où ψ = 1, ce système
de particules s'appelle le modèle de Wright-Fisher (voir par exemple [Dur02,
Ewe04]). Dans [2], nous décrivons la mesure invariante d'un tel système (à N
ﬁxé) en utilisant les outils développés dans [4].
Soit Zinn avec in = (i1, . . . , in) ∈ [N ]n, n ≥ 1, une collection de v.a. à valeurs
dans E déﬁnies par récurrence
 Zi11 avec i1 ∈ [N ] est une collection de N variables i.i.d. de loi η
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 Si les variables Zin−1n−1 sont données, les variables Z
in
n avec in = (in−1, in)
sont une collection de N variables i.i.d. de loi δ
Z
in−1
n−1
M .
Posons, pour (b2, . . . , bn) ∈ An−1,N telles que ∀i, ∃ci, bi−1 = ci ◦ bi (on dira que
la suite (b2, . . . , bn) est faiblement décroissante)
X (b2,...,bn)n = (Zbn(i),...,b2(i)n )1≤i≤N .
Avec cette notation, nous avons ∀F
E(ηˆNn (F )) = Eγˆ1(F (XA2,n,A3,n,...,Ann )) ,
où les variables (Ap)2≤p≤nsont i.i.d. de loi uniforme dans A := [N ][N ], Ap,n =
Ap ◦ Ap+1 ◦ · · · ◦ An. L'indice γˆ1 dans la formule ci-dessus signiﬁe que les Zi11
forment un famille i.i.d. de loi γˆ1. Ce résultat est une conséquence du calcul
(2.3.6). Soit (Bp)p≥2 la chaîne de Markov dans A faiblement décroissante déﬁnie
par : B2 = A2, Bp+1 = Ap+1Bp. Soit
∂A = {a ∈ A : |a| = 1} .
Cet ensemble est absorbant pour la chaîne (Bp). Soit T le temps d'entrée de la
chaîne dans ∂A. Les théorèmes suivant nous donnent l'existence d'une mesure
stationnaire pour la chaîne ((Zin)1≤i≤N )n≥2 (à valeurs dans E
N ), un descrip-
tion de cette mesure stationnaire, ainsi que la vitesse de convergence vers cette
mesure stationnaire.
Théorème 2.3.6 (Del Moral, Miclo, Patras, Rubenthaler [2]). La chaîne (Bp)
est absorbée en temps ﬁni par ∂A et BT est uniformément distribué dans ∂A.
Nous avons de plus, ∀n ≥ 2
P(T > n) ≤ K
(
n− 2
N
∨ 1
)
exp
(
−
(
n− 2
N
− 1
)
+
)
avec
K = e
∏
l∈N∗
(
1− 2
(l + 1)(l + 2)
)−1
.
Notons ∀F ,
Γγˆ1(F ) = Eγˆ1(F (XBT ,...,B2T )) .
Théorème 2.3.7 (Del Moral, Miclo, Patras, Rubenthaler [2]). La mesure Γγˆ1
est une mesure invariante pour la chaîne de Markov ((Zin)1≤i≤N )n≥2 (à valeurs
dans EN ). Si nous faisons de plus l'hypothèse que ∃λ > 0, δ < ∞ tels que
∀n ≥ 0,
β(Mn) := sup
(x,y)∈E2
‖Mn(x, .)−Mn(y, .)‖V T ≤ δe−λn ,
alors ∃K ′ > 0 (constante universelle) telle que ∀n ≥ N + 1λ + 2,
‖ηˆNn − Γγˆ1‖V T ≤ δK ′
n
N
exp
(
− n− 2
N + 1λ
)
.
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Si η est une mesure sur E, et (b2, . . . , bn) est une suite faiblement décroissante
de [N ][N ], on note (∀F )
η(b2,...,bn)(F ) = Eη(F (X bn,...,b2n )) .
On note
ρ(b2, . . . , bn) = (|b2|, . . . , |bn|) ,
|ρ(b2, . . . , bn)| = |b2| × · · · × |bn| ,
(N)ρ(b2,...,bn) = (N)|b2| × · · · × (N)|bn| ,
N |ρ(b2,...,bn)| = N |b2| × · · · ×N |bn| .
Ces déﬁnitions s'étendent naturellement aux classes d'équivalences de{
(b2, . . . , bn), bi ∈ [N ][N ]
}
sous l'action de (SN )n−1 (action décrite dans (2.3.8)).
On identiﬁe ces classes d'équivalence à des forêts. Pour t un arbre, on appelle
ht(t) sa hauteur. Pour 1 ≤ q1 ≤ · · · ≤ qn, on note Tn(q1, . . . , qn) l'ensemble des
arbres de hauteur n avec qi sommets au niveau i. Notons
T = ∪n≥0 ∪1≤q1≤···≤qn Tn(q1, . . . , qn) .
La proposition suivante décompose la mesure stationnaire Γγˆ1 en combinaison
linéaires sur les généalogies possibles jusqu'au premier ancêtre commun des N
particules.
Proposition 2.3.8 (Del Moral, Miclo, Patras, Rubenthaler [2]).
Γγˆ1 =
∑
t∈T
(N)ρ(t)
N |ρ(t)|
∏
1≤i≤ht(t) s(Bi(t))!
(γˆ1)t(F ) .
2.3.4 Propagation du chaos en temps continu
Soit (Xt)t≥0un processus de Markov dans E = Rd de générateur (possible-
ment inhomogène) Lt. On suppose que (Xt) a des trajectoires continues. On se
donne une famille de fonctions potentiels bornées (Vt)t≥0, 0 ≤ Vt ≤ V∞. Notons
γ0 = η0 la loi de X0. Nous nous intéressons aux ﬂots (γt)t≥0, (ηt)t≥0 solutions
de (pour des fonctions tests f suﬃsamment régulières)
d
dt
γt(f) = γt(Lt(f))− γt(f) ,
d
dt
ηt(f) = ηt(Lt(f)) + ηt(f(ηt(Vt)− Vt)) .
Nous avons
γt(f) = E
(
f(Xt) exp
(
−
∫ t
0
Vs(Xs)ds
))
, ηt(f) =
γt(f)
γt(1)
.
Il existe un système de particules qui approche ηt. En t = 0, on prend un vecteur
aléatoire Ξt = (ξ1t , . . . , ξ
N
t ) une famille i.i.d. de loi η0. Chaque entrée ξ
i
t diﬀuse
suivant le générateur Lt indépendamment des autres entrées. Chaque entrée a
une horloge exponentielle de paramètre V∞(indépendante des variables déﬁnies
jusqu'à maintenant). Quand l'horloge de ξit sonne, par exemple en τ , alors ξ
i
peut
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 sauter aléatoirement (et uniformément) sur une particule de la famille (y
compris elle-même), avec une probabilité Vτ (ξ
i
τ )
V∞
 rester au même endroit avec probabilité 1− Vτ (ξiτ )V∞ .
Déﬁnissons
ηNt = m(Ξt) = m(ξ
1
t , . . . , ξ
m
t ) ,
γNt = γ
N
t (1)× ηNt , avec γNt (1) = exp
(
−
∫ t
0
ηNs (Vs)ds
)
,
(γNt )
q = (γNt (1))
q × (ηNt )q .
Introduisons un système de particules auxiliaires (ξˆ1t , . . . , ξˆ
q
t ). Les particules
(ξˆ10 , . . . , ξˆ
q
0) sont i.i.d. de loi η0. Les particules diﬀusent indépendamment les
unes des autres suivant Lt et subissent des sauts. Pour chaque (i, j) ∈ [q]2, i 6= j,
il existe une horloge exponentielle de paramètre V∞/N et un processus ponctuel
de Poisson T 1(i,j), T
2
(i,j), ... associé de paramètre V∞/N . Les T
1
(i,j), T
2
(i,j), . . . sont
appelés les temps de sonnerie. À un temps de sonnerie t ∈
{
T 1(i,j), T
2
(i,j), . . .
}
,
ξˆit
{
← ξˆjt− avec proba. Vt(ξˆ
i
t)
V∞
← ξˆit− avec proba. 1− Vt(ξˆ
i
t)
V∞
.
La notation ξˆit ← ξˆit signiﬁe que ξˆit saute sur ξˆjt (ou est substitué par ξˆjt ). Si
q = N , ce système a même loi que Ξt.
Fixons ∀F ∈ Bb(Eq),
F e((ξˆ1s , . . . , ξˆ
q
s)0≤s≤t) = F (ξˆ
1
t , . . . , ξˆ
q
t ) exp
(
−
∫ t
0
[Vs(ξˆ1s ) + · · ·+ Vs(ξˆqs)]ds
)
et
Et,k(F ) = E
(
F e((ξˆ1s , . . . , ξˆ
q
s)0≤s≤t)|k sonneries sur [0; t]
)
.
Remarquons que les Et,k(F ) ne dépendent pas de N . Posons ∀q ∈ N∗, t ≥ 0,
F ∈ Bb(Eq),
PNt,q(F ) = E((ηNt )q(F )) , QNt,q(F ) = E((γNt )q(F )) .
(Dans la suite, le temps t est ﬁxé.)
Théorème 2.3.9 (Del Moral, Patras, Rubenthaler [12]). Les suites (PNt,q)N≥1
et (QNt,q)N≥1 sont diﬀérentiables à tout ordre (les coeﬃcients sont explicites).
Proposition 2.3.10 (Del Moral, Patras, Rubenthaler [12]). Si F ∈ Bsym0 (Eq),
pour r < q/2, ∂rQNt,q(F ) = ∂rPNt,q(F ) = 0, et si, de plus, q est pair
∂q/2Qt,q(F ) =
(q(q − 1)V∞t)q/2
(q/2)!
Et,q/2(F ) , (2.3.9)
∂q/2Pt,q(F ) =
∂q/2Qt,q(F )
γt(1)q
. (2.3.10)
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On sait que ∀f bornée,
ηNt (f)
p.s.−→
N→+∞
ηt(f) . (2.3.11)
La formule (2.3.10) ci-dessus se simpliﬁe si F = (f1⊗· · ·⊗fq)sym avec f1, . . . , fq ∈
Bsym0 (E) (l'indexation sym dans (. . . )sym signiﬁe ∀φ ∈ Bb(Eq), φsym(x1, . . . , xq) =
1
q!
∑
σ∈Sq φ(xσ(1), . . . , xσ(q)). Nous avons alors
Nq/2E((ηNt )q(F )) −→
N→+∞
∑
Iq∈Iq
∏
{i,j}∈Iq
Wt(fi ⊗ fj) , (2.3.12)
où Iq est l'ensemble des partitions de [q] en paires. La mesure Wt est explicite
mais nous ne l'expliciterons pas ici, sa déﬁnition demande l'introduction d'un
autre système auxiliaire de particules. On peut alors démontrer un théorème
limite vectoriel. Ce théorème est basé uniquement sur (2.3.11) et (2.3.12). On
peut le réécrire pour les systèmes exposés dans la partie 2.3.2 (à condition de
pousser les résultats de la proposition 2.3.3 jusqu'à une formule de type (2.3.12))
et dans la partie 2.3.5.
Théorème 2.3.11 (Del Moral, Patras, Rubenthaler [12]). Pour toutes f1, . . . , fq ∈
B0(E),
√
N(ηNt (f1), . . . , η
N
t (fq))
loi
−→
N→+∞
N (0,K) ,
avec K(i, j) = ηt(fi, fj) + E(Wt(fi ⊗ fj)).
La démonstration de ce théorème est élémentaire. Elle repose sur le calcul
d'une transformée de Fourier.
Dans [12], nous nous intéressons aussi au comportement asymptotique des U -
statistiques du système (ξit)1≤i≤N (à la suite de [dlPG99, DM83, Lee90, RW97]).
Une U -statistique (d'ordre q, q ∈ N∗) est une statistique des particules de la
forme (ηNt )
q(F ) avec F ∈ Bb(Eq). Nous obtenons la proposition suivante en
utilisant la décomposition de Hoeﬀding d'une fonction de q plusieurs variables
(voir [dlPG99, Lee90]).
Proposition 2.3.12 (Del Moral, Patras, Rubenthaler [12]). Pour toute fonction
F ∈ Bb(Eq),
√
N((ηNt )
q(F )− (ηt)⊗q) −→
N→+∞
N (0, q2ηt((F (1))2) ,
où F (1)(x1) =
∫
Eq−1 Fsym(x1, x2, . . . , xq)(ηt)
⊗q−1(dx1, . . . , dxq).
Si on prend F ∈ Bsym0 (Eq) de la forme F = (f1 ⊗ · · · ⊗ fq)sym avec les
fi ∈ B0(E) alors nous avons le théorème suivant.
Théorème 2.3.13 ([Del Moral, Patras, Rubenthaler [12]). Nous avons la conver-
gence en loi (quand N → +∞)
N
q
2 (ηNt )
q(F )→
d q2e∑
k=0
(−1)k
∑
1≤i1<...<iq−2k≤q
I(fi1)...I(fiq−2k)
∑
J
ηt(fJ1)....ηt(fJk).
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Ici, J parcourt les partitions de [q] − {i1, ..., iq−2k} en paires ordonnées J1 =
{j1, j′1}, ..., Jk = {jk, j′k} (où ji < j′i et j1 < ... < jk). De plus, dxe est la
partie entière supérieure du nombre réel x (le plus petit entier supérieur ou
égal à x). Les I(fi), i = 1, ..., q sont des intégrales de Wiener des fonctions
fi. Elles forment une famille gaussienne avec E[I(fi)] = 0 et E[I(fi)I(fj)] =
ηt(fifj) + E(Wt(fi ⊗ fj)).
Dans le cas particulier F = f⊗q avec ηt(f2) = 1, nous obtenons la conver-
gence en loi :
N
q
2 (ηNt )
q(F )→ Hk(I(f))
où Hk est le k-ème polynôme de Hermite.
2.3.5 Étude de la propagation du chaos pour les systèmes
de Bird et Nanbu
On s'intéresse dans cette partie à des systèmes de particules en interac-
tion dont la mesure empirique approche la solution d'une équation intégro-
diﬀérentielle appelée  équation de Boltzmann molliﬁée . Ce système est étu-
dié dans [GM94, GM97, GM99, Mél98]. Nous ne rentrerons pas dans les détails
physiques de la modélisation (voir [GM99] pour ces détails), ils ne sont pas
nécessaires aux résultats mathématiques.
2.3.5.1 Présentation du système
On a N particules ZN,1, . . . , ZN,N dans E = Rd, qui évoluent dans le temps.
On se donne un noyau de Markov µ de E ×E dans E ×E tel que µ(x, y, ., .) =
µ(y, x, ., .), ∀x, y ∈ E et tel que supx,y∈E µ(x, y, E,E) ≤ Λ < +∞.
 À t = 0, ces particule ssont tirées de manière i.i.d. suivant une loi P0.
 Ces particules bougent dans E de deux manières diﬀérentes.
 Elles évoluent indépendamment les unes des autres suivant un généra-
teur de Markov L (homogène).
 Chaque ensemble de particules de cardinal 2 ({i, j} avec i 6= j) possèdent
une horloge exponentielle de paramètre Λ/(N−1). Quand cette horloge
sonne, on dit qu'il y a interaction. S'il y a interaction pour les particules
no. i, j au temps t,on tire U ∼ U([0; 1]) (indépendante de toutes les
autres variables). Si U ≤ µ(Z
N,i
t− ,Z
N,j
t− ,E,E)
Λ , on dit qu'il y a un saut. On
tire alors (H,K) ∼ µ(Z
N,i
t− ,Z
N,j
t− ,.,.)
µ(ZN,it− ,Z
N,j
t− ,E,E)
et on pose
{
ZN,it = Z
N,i
t− +H
ZN,jt = Z
N,j
t− +K .
2.3.5.2 Étude de la convergence
L'article [GM97] nous dit que ∀t
PNt :=
1
N
∑
1≤i≤N
δZN,it
=⇒
N→+∞
Pt , (2.3.13)
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où ⇒ signiﬁe la convergence étroite et Pt est l'unique solution de l'équation
integro-diﬀérentielle
∀φ ∈ D(L) ,
∂t < φ,Pt > = < Lφ,Pt >
+ <
1
2
∫
E2
φ(x+ h)− φ(x) + φ(y + k)− φ(y)µ(x, y, dh, dk),
Pt(dx)Pt(dy) > ,
avec la notation, si φ fonction et ν mesure, < φ, ν >=
∫
φ(x)µ(dx). On suppose
que l'on fait les hypothèses nécessaires à l'existence et à l'unicité de la solution.
La convergence (2.3.13) est encore vrai si on remplace ZN,it par (ZN,is )0≤s≤t
et Pt par la loi des trajectoires (il existe un processus de marginales Pt). La
convergence en loi a alors lieu pour la topologie de Skorohod sur D(R+, E).
Notons P˜Nt =
1
N
∑
1≤i≤N δ(ZN,is )0≤s≤t la mesure empririque sur les trajectoires.
Dans [GM97], les auteurs montrent la propagation du chaos :
∀q ∈ N∗,∀t ≥ 0 , L(ZN,1t , . . . , ZN,qt ) =⇒
N→+∞
P⊗qt ,
avec en plus une vitesse de convergence (et un résultat équivalent est énoncé
aussi pour les trajectoires). Je vais plus loin, en proposant un presque-développement.
Théorème 2.3.14 (Rubenthaler, [13]). Pour toute F ∈ Bb(Eq), ∀l0 ∈ N∗,
∀t ≥ 0,
E(F (ZN,1t , . . . , Z
N,q
t )) = P
⊗q
t +
l0∑
l=1
1
N l
∆N,lq,t (F ) +
1
N l0
∆¯N,l0+1q,t (F ) ,
avec des mesures ∆N,lq,t , ∆¯
N,l0+1
q,t uniformément bornées en N pour ‖ . . . ‖V T .
Pour démontrer ce théorème, on utilise le graphe d'interaction introduit dans
[GM97]. Supposons q = 2. Nous traçons une ligne verticale de 0 à t pour repré-
senter les trajectoires des particules 1, 2. Si les particules 1 et 3 interagissent au
temps t1, on trace une ligne verticale pour la particule 3 entre 0 et t1 (attention,
la ﬂèche du temps va vers le bas de la ﬁgure).
0
t
1 23 4
t 1
5
t 2
s1
s2
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Entre 0 et t1, on ajoute toutes les particules qui ont interragit avec la parti-
cule 3 (par exemple la particule 5 en t2). On recommence la même construction
pour la particule 5, ... Sur notre ﬁgure : 1 a interragit avec 3 sur [0; t], 3 a in-
terragit avec 5 sur [0; t1], 5 a interragit avec 2 sur [0; t2], 2 a interragit avec 4
sur [0; t] (et réciproquement). Pour une distance s à t, on compte le nombre de
particules Ks dans le graphe au-dessus de 1, 2 et Ls le nombre d'interactions
entre particules de cette population sur [t − s; t]. Sur notre ﬁgure : Ks1 = 4,
Ls1 = 0, Ks2 = 5, Ls2 = 1,
La démonstration du théorème ci-dessus est basée sur la décomposition
E(F (ZN,1t , . . . , Z
N,q
t )) =
∑
l≥0
E(F (ZN,1t , . . . , Z
N,q
t )|Lt = l)P(Lt = l) .
On montre que P(Lt = l) est d'ordre l par des techniques de couplage et en
utilisant des résultats classiques de croissance de population ([AN72]).
J'en déduis une proposition similaire à la proposition 2.3.3.
Proposition 2.3.15 (Rubenthaler, [13]). Pour tout q ∈ N∗, ∀t ≥ 0, ∀F ∈
Bsym0 (Eq),
Nq/2E(F (ZN,1t , . . . , Z
N,q
t )) −→
N→+∞
limite explicite .
On a alors l'équivalent du théorème 2.3.13.
Théorème 2.3.16 (Rubenthaler [13]). Pour toutes f1, . . . , fq ∈ B0(E),
√
N(PNt (f1), . . . , P
N
t (fq))
loi
−→
N→+∞
N (0,K) ,
avec K explicite.
Ce théorème s'étend de manière immédiate à P˜t.
2.3.6 Perspectives
Ce méthodes devraient permettre d'étudier le système suivant. On regarde
un processus de fragmentation de l'intervalle [0; 1] (tel que décrit dans [Ber06].
On arrête la fragmentation d'un morceau dès que sa taille est plus petite qu'un
 > 0. Les fragments ainsi arrêtés ont une loi asymptotique (leur taille, divisée
par  converge en loi quand → 0). À des ﬁns d'estimation des paramètres de la
fragmentation, on aimerait avoir un TCL sur la mesure empirique des fragmens
arrêtés (voir [HK08]).
2.4 Application du ﬁltrage à un problème d'op-
timisation de portefeuille
On s'intéresse au prix d'un actif risqué St satisfaisant l'E.D.S suivante
dSt
St
=
(
µ(t) +
σ2
2
)
dt+ σdBt ,
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où (Bt) est un mouvement brownien standard et (µ(t)) est un processus à valeurs
dans un ensemble {µ1, µ2} de générateur inﬁnitésimal matriciel
G =
[ −λ1 λ1
λ2 −λ2
]
,
λ1, λ2 > 0 (ce qui signiﬁe que l'on reste un temps exponentiel de paramètre λi
dans l'état µi avant de sauter dans l'autre état). On dispose également d'un
actif non risqué (S0t ) évoluant suivant
dS0t
S0t
= rdt .
Le processus Xt = log(St) vériﬁe
dXt = µ(t)dt+ σdBt .
Le processus (St) modélise un actif dont la dérive est soumise à des ruptures. On
investit une proportion pit de notre richesse dans St et le reste dans S0t (cette
proportion varie avec le temps), Posons FXt = σ((Xs)0≤s≤t), Ft = P(µ(t) =
µ1|FXt ), µopt(t) = µ1Ft + µ2(1 − Ft). On suppose que l'on démarre avec une
richesse W x,pi0 = x. Notons W
x,pi
T la richesse à un temps T > 0 (obtenue avec
la stratégie pi). Nous voulons maximiser E(log(W x,piT )). La stratégie d'allocation
optimale est la suivante (sous la contrainte pi ∈ [0; 1]) :
pi∗t = proj[0;1]
{
µopt(t)− r
σ2
}
.
On sait que (Ft) vériﬁe une équation de Kushner-Stratonovich (voir [KO88], p.
90) :
Ft = p0 +
∫ t
0
(−λ1Fs + λ2(1− Fs))ds+
∫ t
0
µ1 − µ2
σ
Fs(1− Fs)dB¯s ,
où
B¯t =
1
σ
(
Xt −
∫ t
0
µopt(s)ds
)
est un mouvement brownien standard et p0 = P(µ(0) = µ1). Supposons que l'on
dispose des prix (St) sur une grille temporelle abitrairement petite, on pourrait
approcher (Ft) par un schéma d'Euler. Dans [5], nous proposons une méthode,
inspiré du ﬁltrage, qui converge plus vite que le schéma d'Euler.
On suppose que l'on observe les prix (St) sur un pas de temps δ. Soit (µ˜k)k≥0
la chaîne de Markov à valeurs dans {µ1, µ2} de matrice transition[
e−λ1δ 1− e−λ1δ
1− e−λ2δ e−λ2δ
]
.
Soit (X˜k)k≥0 la suite aléatoire déﬁnie par
X˜0 = log(S0)
X˜k+1 = X˜k + µ˜kδ + σ
√
δUk ,
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avec des (Uk) i.i.d. ∼ N (0, 1). Nous déﬁnissons (à X0, . . . , Xk ﬁxés)
F¯k = P(µ˜k = µ1|X˜0 = X0, . . . , X˜k = Xk) .
Cette quantité se calcule récursivement de manière aisée.
Puisque (µ˜k, X˜k)k≥0 évolue presque comme (µ(kδ), Xkδ), F¯k doit approcher
Fkδ. Ce résultat est l'objet du théorème suivant.
Théorème 2.4.1 (Martinez, Rubenthaler, Tanré [5]). Pour tout N ∈ N, ∃CNδ
(dépendant continument de Nδ et des paramètres du problème) tel que :
E
(
sup
0≤k≤N
(Fkδ − F¯k)2
)
≤ CNδδ2 . (2.4.1)
Il exite une extension (F¯t)t≥0de (F¯k)k≥0 en temps continu (telle que ∀k, F¯kδ =
F¯k) telle que ∀t0 :
E
(
sup
0≤t≤t0
(F¯t − Ft)2
)
≤ Ct0δ2 ,
où Ct0 dépend seulement de t0 et des paramètres du problème.
Remarquons que la vitesse d'un schéma d'Euler pour la quantité dans (2.4.1)
est en δ. Si les paramètres du problème sont mals spéciﬁés, c'est à dire si on fait
les calculs avec λ¯i, µ¯i (i = 1, 2) à la place de λi, µi, on obtient un ﬁltre  mal
spéciﬁé  ( ˆ¯Fk)k≥0 à la place de (F¯k)k≥0. En utilisant des techniques classiques
de stabilité du ﬁltre, nous montrons le théorème suivant.
Théorème 2.4.2. Nous avons les bornes uniformes
sup
t≥0
E(|Fbt/δcδ − ˆ¯Fbt/δc|) ≤ C(δ + sup
i=1,2
(|λi − λ¯i|+ |µi − µ¯i|) ,
où C dépend continument des paramètres.
Nous injectons ensuite ce calcul de Ft dans la stratégie et comparons la
richesse obtenue avec la richesse obtenue par d'autres méthodes (voir graphe
ci-dessous où nous traçons E(log(Wt)) en fonction de t, Wt est la richesse au
temps t).
  Optimal  est la courbe obtenue avec la stratégie optimale.
  Our strategy  est la courbe obtenue avec notre algorithme.
  Euler strategy  est la courbe obtenue en calculant Ft par un schéma
d'Euler.
  Moving average  est une stratégie où l'on estime la dérive µ(t) par
un µ¯ en faisant une moyenne sur une fenêtre mobile. On investit ensuite
une proportion pit qui correspond à ce qu'il faudrait investir si µ(t) était
constante égale à µ.
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2.5 Cas d'une formule de Feynman-Kac dans la-
quelle le potentiel dépend de la trajectoire
2.5.1 Présentation du travail [11]
On s'intéresse à un modèle avec 2 processus : (pour un processus (Un)n≥0
et q ≤ p, on note Uq:p = Uq, . . . , Up)
 (Λn)n≥0 une chaîne de Markov dans un espace E, de transition M , de loi
initiale pi0.
 (Yn)n≥1 tel que Yn admet la probabilité conditionnelle Ψn(yn|y1:n−1, λ0:n)
sachant Λ0:n = λ0:n, Y1:n−1 = y1:n−1.
On veut calculer ∀n, la loi pin = L(Λn|Y1:n−1 = y1:n−1). On suppose que la suite
(Yn)n≥0 est ﬁxée égale à (yn)n≥0. On pose Ψn(λ0:n) = Ψn(yn|y1:n−1, λ0:n).
Notons ∀n, ηn = L(Λ0:n|Y1:n = y1:n) (c'est une loi sur En+1). Introduisons,
∀q ∈ N∗, l'opérateur
M¯q+1 : M(Eq) → M(Eq+1)
µ 7→ M¯q+1(dx1, . . . , dxq+1)
= µ(dx1, . . . , dxq)M(xq, dxq+1) ,
où, pour tout espace F , M(F ) représente les mesures sur F . Nous avons la
relation de récurrence
ηn = Ψn.(ηn−1M¯n) .
C'est pourquoi on parle encore de mesure de Feynman-Kac. La mesure pin est une
marginale de la mesure ηn (∀n). Nous voulons montrer que la mesure pin peut-
être approchée uniformément en temps par n système de particules. Le modèle
que nous venons de décrire englobe les modèles décrits dans [DGA00, CL00].
Pour nous rammener à des mesures de Feynman-Kac plus classiques (où le
potentiel de dépend pas du chemin), nous tronquons les potentiels. Plus prési-
sément, nous introduisons, pour un p ∈ N∗, la suite de mesures (ηpn)n≥0 déﬁnie
par récurrence par :
 ηp0 = η0, η
p
1 = η1, ... , η
p
p−1 = ηp−1
 Pour k ≥ p, ηpk est une mesure sur Ep. Déﬁnissons Mp l'opérateur de
Markov de Ep dans Ep par
µMp(dx1, . . . , dxp) =
∫
x0∈E
µ(dx0, dx1, . . . , dxq−1)Mp(dxq−1, dxq) .
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Posons ∀n,
Ψpn(x1, . . . , xp)
{
= Ψn(0, . . . , 0, x1, . . . , xp) si n− 1 ≥ p
= Ψn(xp−(n−1), . . . , xp) si n− 1 < p .
Les 0, . . . , 0 signiﬁent que nous mettons là un élément arbitraire de E.
Alors
ηpk = Ψ
p
k.(η
p
k−1Mp) .
On reconnaît une équation de même type que (2.1.3). On peut donc approcher
les mesures (ηpk) par un ﬁltre particulaire η
p,N
k (à N particules, construit sur le
modèle de la partie 2.2.2). Ce ﬁltre particulaire approche en particulier la mesure
ηk. Pour que ce ﬁltre particulaire soit stable en temps et approche (Hpηk) (quand
n, p → +∞) (Hpηk est la marginale de ηk en les p dernières coordonnées), il
faut :
 Un noyauMp fortement mélangeant (comme (2.2.3)). Même si on suppose
que M est fortement mélangeant, ce n'est pas le cas. Mais (Mp)p (itéré p
fois) est fortement mélangeant. Nous détaillons les hypothèse nécessaires
plus bas. On dit que Mp est d'autant moins mélangeant que p est grand
(il faut itérer de plus en plus pour obtenir quelque chose de mélangeant).
On subodore que les résultats de stabilité du ﬁltre particulaire vont être
meilleures pour p petit.
 Des potentiels Ψpn  proches  des potentiels Ψn. Ceci est d'autant mois
vrai que p est grand.
Ces remarques ammènent à des exigences contradictoires sur p. Nous faisons les
hypothèse suivantes. (C'est une simpliﬁcation par rapport à [11], où la chaîne
(Λn) n'est pas homogène.)
Hypothèse 1. Le noyau M est fortement mélangeant, i.e. ∃ε ∈ (0, 1) such
that
ξ(A) ≤M(λn−1, A) ≤ 1
ε
ξ(A)
for some ξ ∈M+(E), and for any Borel set A ⊂ E, any λn−1 ∈ E.
Hypothèse 2. Pour p assez grand,
|Ψn(λ0:n)−Ψpn(λn−p+1:n)| ≤ φnτp {Ψn(λ0:n) ∧Ψpn(λn−p+1:n)}
fpour des constantes φn et τ , φn > 0, 0 < τ < 1, et tout λ0:n ∈ En+1. Par abus
de notation, Ψ˜pn = Ψn pour p > n.
Hypothèse 3. Il existe des constantes an, bn, n ≥ 0, an ≥ 1, bn ≥ 1, telles que
1
an
≤ Ψn(λ0:n) ≤ bn, 1
an
≤ Ψ˜pn(λ(n−p+1)+:n) ≤ bn
pour tout λ0:n ∈ En+1.
Sous les hypothèses (1,3), le noyau (Mp)p est mélangeant. Posons ∀k ≥ 0,
µ, µ′ probabilités sur E(k+1)∧p
ε˜2k,p =
ε2k
(ak . . . ak+p−2)(bk . . . bk+p−2)
, ρ˜k,p =
1− ε˜2k,p
1 + ε˜2k,p
.
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Soit ηNn un ﬁltre particulaire approchant ηn(à N particules, construit sur le
modèle de la partie 2.2.2) Posons (pour une fonction test f ﬁxée)
Epn,N (y1:n) = sup
f :‖f‖∞=1
EN
(∣∣〈Hpηn −HpηNn , f〉∣∣ |Y0:n = y0:n) .
C'est une estimation de l'erreur du ﬁltre particulaire.
Théorème 2.5.1 (Chopin, Del Moral, Rubenthaler [11]). Pour tout fonction
test f ,
Epn,N (y1:n) ≤
12
log 3
n∑
i=1
δi
ε˜2i+1,pε˜
2
i+p+1,p
b(n−i)/pc−1∏
j=2
ρ˜i+jp+1 (2.5.1)
où
δi = τpφi +
2aibi√
N
. (2.5.2)
Nous comparons Hpηn et HpηNn en passant par les diﬀérences suivantes :
Hpηn − ηpn, ηpn − ηp,Nn , ηp,Nn −HpηNn . Le ﬁltre particulaire ηNn est celui utilisé
dans [DGA00, CL00]. L'équation (2.5.2) montre quel choix de p,N → +∞ on
doit faire pour avoir Epn,N → 0 quand p,N → +∞. Nous donnons des exemples
de tels calculs dans [11].
2.5.2 Perspectives
Je travaille actuellement avec Dan Crisan (Imperial College, London) sur le
ﬁltrage en temps continu (voir partie 2.1.2). On regarde les observations à
des instants discrets (par exemple entiers) Y0, Y1, . . . Le potentiel dépend de
la trajectoire (voir formule (2.1.4)). Fixons ∀k, X¯k = (Xk, Xk+1). Les lois
L(X¯k|(Ys)0≤s≤k+1 forment une suite de Feynman-Kac basée sur le noyau de
transition de (X¯k) et les potentiels
ψk+1(x1, x1) = E
(
exp
(∫ k+1
k
h(Xs)dYs − 12
∫ k+1
k
h(Xs)2ds
))
.
Notons M¯ le noyau de (X¯k), si le noyau de (Xk) est fortement mélangeant (ce qui
va arriver si on tronque correctement l'espace d'état) alors M¯2 est mélangeant.
On voit que l'on retrouve une problématique similaire à [11].
Chapter 3
Processus stochastiques et
calcul numérique
3.1 Approximation numérique d'une équation dif-
férentielle stochastique conduite par un pro-
cessus de Lévy
3.1.1 Cas général, troncation des petits sauts
On s'intéresse à l'équation suivante
Xt = X0 +
∫ t
0
f(Xs−)dZs , (3.1.1)
où Z est un processus de Lévy dans R et f : R → R est C2 avec f , f ′, f ′′
bornées. Le processus Z a les caractéristiques (b, c, F ), c'est à dire qu'il a la
fonction caractéristique suivante (a > 0)
E(eiuZt) = exp
[
t
(
iub− cu
2
2
+
∫
F (dx)(eiux − 1− iux1|x|≤a)
)]
.
Pour simuler des trajectoires de (Xt), on a recours à un schéma d'Euler. Pour
cela, il faut savoir simuler les incréments de (Zt), ce qui n'est possible que dans
des cas particuliers. On introduit une suite d'ensembles Dn =] −∞;−1/vn] ∩
[1/un; +∞[ (un, vn > 0 , −→
n→+∞ +∞). Posons
Mnt :=
∑
s≤t
∆Zs1Dn∩[−a,a](∆Zs)− t
∫
Dn∩[−a,a]
xF (dx) ,
Nt =
∑
s≤t
∆Zs1|∆Zs|>a ,
Znt := bt+
√
cWt +Mnt +Nt = bnt+
√
cWt +Nnt
où
29
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Nnt :=
∑
s≤t
∆Zs1Dn(∆Zs)
et
bn := b−
∫
Dn∩[−a,a]
xF (dx) .
Le processus Zn est le processus Z dans lequel on a enlevé les petits sauts,
et que l'on a compensé correctement. On appelle T 1n , T
2
n , . . . les temps de saut
de Zn. On déﬁnit une discrétisation (tni )du temps par
tn0 = 0 , t
n
i+1 = inf{tin + 1/kn, Tnj : Tnj > tni }.
Posons
θn := F (Dn) , θ¯n := sup(θn, kn).
Nous proposons le schéma d'approximation suivant.
1. On simule X˜n0 de même loi que X0,
2. On simule le prochain temps de saut de Zn (les temps entre les sauts de
Zn sont de loi exponentielle de paramètre θn).
3. Si nous n'avons pas bn = c = 0, entre les temps de saut de Zn, Tni et T
n
i+1,
X˜n est déﬁni récursivement par : X˜ntnj+1 = X˜
n
tnj
+ f(X˜ntnj )bn(t
n
j+1 − tnj ) +
f(X˜ntnj )
√
c(Wtnj+1 −Wtnj ) si tnj+1 n'est pas un temps de saut de Zn (nous
devons simuler les incréments Wtnj+1 −Wtnj si c 6= 0)
si bn = 0 et c = 0 alors X˜n est constant entre Tni et T
n
i+1 ,
4. Si tnj+1 = T
n
i , nous introduisons :
X˜nTni − = X˜
n(tnj ) + f(X˜
n(tnj ))bn(t
n
j+1 − tnj ) + f(X˜n(tnj ))
√
c(Wtnj+1 −Wtnj )
et posons
X˜nTni = X˜
n
Tni − + f(X˜
n
Tni −)∆Z
n
Tnj
puis on retourne au point (2.).
Théorème 3.1.1 (Rubenthaler [8]). Si Z n'est pas un processus de Poisson
composé et que :
i) ∃wn −→
n→+∞ +∞ tel que wn(Z − Z
n) =⇒
n→+∞M
ii) la suite (kn) est telle que ρn := inf
(
wn,
θ¯n
b2n
,
√
θ¯n
c
)
−→
n→+∞ +∞
alors :
ρn(X − X˜n) est tendue
Si nous avons de plus :
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iii) knθn −→n→+∞ A ∈ [0,+∞],
ρn
wn
−→
n→+∞ α1 ∈ [0, 1],
ρn
(θ¯n/b2n)
−→
n→+∞ α2 ∈ [0, 1],
ρn
(
√
θ¯n/c)
−→
n→+∞ α3 ∈ [0, 1]
alors :
ρn(X − X˜n) =⇒
n→+∞ α1U + V
(
α2c(A), α3
√
c(A)
)
, (3.1.2)
où
c(A) =

sup(1, A)
(
1− e−1/A
A(1−e−1/A)
)
if A ∈ (0,+∞)
1 if A = 0
1/2 if A = +∞,
(3.1.3)
et U est la solution de :
Ut :=
∫ t
0
f ′(Xs−)Us−dZs +
∫ t
0
f(Xs−)dMs (3.1.4)
et pour tous a1, a2 ∈ R, V (a1, a2) est la solution de :
Vt(a1, a2) =
∫ t
0
f ′(Xs−)Vs−(a1, a2)dZs +
∫ t
0
f ′(Xs−)f(Xs−)d(a1s+ a2Bs).
(3.1.5)
où B est un mouvement brownien et B, M , Z sont indépendants.
Ce théorème appelle les remarques suivantes.
 Les convergences en loi sont entendues pour la topologie de Skorohod dans
D(R+,R).
 Nous sommes libres de choisir les suites (un), (vn), (kn). Il reste donc une
optimisation à faire pour avoir la suite (ρn) la plus  grande  possible (à
nombre d'opérations ﬁxées) (ce que je fais dans [8].
 Sous la condition u2
∫
|x|<1/u x
2F (dx) −→
u→+∞ +∞, ∃(wn) tel que le point
(i) ci-dessus a lieu avec M un mouvement brownien.
Les démonstration sont basées sur des résultats de stabilité des E.D.S que l'on
trouve dans [KP91a, KP91c, KP91b, MS91, JMP89]. On écrit
X˜t = X0 +
∫ t
0
f(X˜ns−)dZ
n
s .
Puis, les processus Z et Zn étant déﬁnis sur le même espace,
Xt − X˜nt =
∫ t
0
f(Xs−)− f(X˜ns−)dZs +
∫ t
0
f(X˜ns−)d(Zs − Zns ) .
Supposons pour simpliﬁer que la diﬀérence f(Xs−)− f(X˜ns−) soit une fonction
de Xs−− X˜ns−. Puisque l'on a suppose que wn(Z−Zn) converge en loi pour une
certaine suite wn, les résultats de stabilité des E.D.S nous disent que wn(X−X˜n)
converge vers la solution de (3.1.4). On peut coupler wn(Z − Zn) à sa limite
pour améliorer la vitesse de convergence du schéma, c'est ce qui est fait dans
[Fou].
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3.1.2 Amélioration de la vitesse de convergence dans le
cas où Z est un processus subordiné
On reprend l'équation (3.1.1) dans laquelle on remplace Z par Yt = σWt +
bt + Zt(Vt) où V est un subordinateur, W est un brownien standard, σ, b ≥ 0.
On suppose que Z est un processus stable (donc on sait simuler ses incréments).
En utilisant les idées de [Bon82], nous écrivons
Vt = DV t+
∑
k≥1
g(Tk)1Uk≤t ,
avec DV la dérive de V , (Tk)k≥1 un processus ponctuel de Poisson homogène,
(Uk)k≥0 une suite i.i.d. ∼ U([0; 1]), g l'inverse continu à droite de FV (]x; +∞[)
(FV est la mesure de Lévy de V )
g(u) = inf {t > 0 : FV (]t; +∞[) < u} .
Nous posons ∀n
V nt = DV t+
∑
k:Tk≤an
g(Tk)1Uk≤t ,
(an) est une suite de troncation à choisir,
V˜ nt =
∑
k:Tk>an
g(Tk)1Uk≤t .
Nous proposons l'approximation suivante des incréments de Y sur un pas de
temps de longueur 1/n :
δY
n
k = Z
(
V k−1
n
+ V nk
n
− V nk−1
n
+
(
EV˜ n1
n
)
∧
(
V˜ nk
n
− V˜ nk−1
n
))
− Z
(
V k−1
n
)
+Zk
([
EV˜ n1
n
−
(
V˜ nk
n
− V˜ nk−1
n
)]+)
+ σ
(
W k
n
−W k−1
n
)
+
1
n
b (3.1.6)
Dans [7], nous obtenons un théorème (th. 2.4, Rubenthaler & Wiktorsson, 2003)
du même genre que le théorème 3.1.1 , avec une meilleure vitesse de convergence.
Le type de convergence obtenue (convergence en loi pour les trajectoires) est
utile quand on veut estimer une fonctionnelle continue de la trajectoire par une
méthode de Monte-Carlo.
3.2 Optimisation de portefeuille
On s'intéresse aux prix (en temps discret) de d actifs. Ces prix forment
une suite aléatoire (Sk)k≥0 (à valeurs dans Rd). Une stratégie d'investissement
(φk)k≥0est une suite aléatoire prévisible (dans FS). Si on investit la richesse V0
(sur les d actifs) et que l'on applique la stratégie φ, on obtient la richesse au
temps k :
Vk = V0 +
k∑
j=1
φTj ∆j
avec ∆k = βkSk−βk−1Sk−1 (la suite prévisible βk représente le taux d'intérêt).
On cherche à construire un portefeuille qui couvre une option C (une variable
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Fn-mesurable, n ∈ N∗). Il n'existe pas forcément de couverture exacte et nous
cherchons à minimiser le risque quadratique E((G(V0, φ))2), où G = G(V0, φ) =
βnC −Vn. Dans [10], nous calculons la stratégie optimale dans divers cas. Nous
calculons aussi la stratégie optimale dans un modèle à temps continu (analogue
à celui en temps discret que nous venons de décrire), dans le cas où les actifs sont
l'exponentielle d'un processus de Lévy à changement de régime. Un processus
de Lévy à changement de régime est un processus de Markov qui est Lévy par
morceaux (avec des caractéristiques ﬁxes) et qui change de caractéristiques à
des instants ﬁxés.
Dans le cas où les Sk ci-dessus sont les valeurs à des instants k/n d'un
processus de Lévy à changements de régime, nous montrons dans [10], que la
stratégie optimale en temps discret converge vers la stratégie optimale en temps
continu quand n → +∞. Cette démonstration utilise les résultats de stabilité
des E.D.S de [KP91a, KP91c, KP91b, MS91, JMP89].
Chapitre 4
Articles isolés
4.1 Recuit simulé dans Rd, application à la re-
cherche du maximum de vraisemblance
4.1.1 Présentation du problème
On suppose que l'on dispose d'une suite d'observations (Yk)0≤k≤n d'une
chaîne de Markov ((Sk, Yk))k≥0 (Sk, Yk dans Rd). La chaîne (Sk) a un noyau
de transition Q et L(Yk|S0:k) = r(.|Sk). Les données Q et r dépendent d'un
paramètre caché θ (∈ Θ ⊂ Rd). Nous voulons estimer ce paramètre en utilisant
le maximum de vraisemblance. C'est à dire que nous cherchons le maximum de
la fonction de θ
ln(θ) =
n∑
k=1
log
∫
rθ(yk|s)piθk|k−1(ds) ,
où pθ(yk|y1:k−1) est la distribution conditionnelle de Yk sachant Y1:k−1 et piθk|k−1
est le ﬁltre prédictif Pθ(Sk ∈ .|y1:k−1) (tout ceci calculé avec le paramètre θ).
La mesure piθk|k−1 est approchée par un ﬁltre particulaire pi
θ,N
k|k−1 (du genre de
celui décrit dans la partie 2.2.2). On obtient alors une approximation
lNn (θ) =
n∑
k=1
log
∫
rθ(yk|s)piθ,Nk|k−1(ds) .
Nous cherchons à maximiser lNn (θ) dans le but de maximiser ln(θ).
4.1.2 Algorithme de recuit simulé dit  recuit simulé ra-
pide 
Supposons que l'on cherche à maximiser une fonction ψ : Θ → R. On se
donne un noyau de Markov K (de Θ dans Θ) et un schéma de température
(βn)n≥0 (c'est à dire une suite tendant vers +∞). On ﬁxe θ0 ∈ Θ, puis :
 Si on a construit θn, on tire Z ∼ K(θn, .).
 On prend θn = Z avec probabilité
f(βn+1(ψ(θn)− ψ(Z))+) ,
et sinon θn+1 = θn.
34
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Remarquons que si f = exp, ce schéma est le recuit simulé. La fonction d'ac-
ceptation f doit vériﬁer l'hypothèse suivante.
Hypothèse 4. 1. f(0) = 0 et f est décroissante, convexe
2. f(t) −→
t→+∞ 0
3. 1t
∫ t
0
f(z)dz −→
t→+∞ 0
4. Pour toute suite décroissante (an)n≥1 de ]0; 1], ∃ suite croissante (βn)n≥1
telle que ∀c > 0,
sup
n≥1
1
anβn
∫ cβn
0
f(t)dt <∞ .
Nous faisons l'hypothèse suivante sur la fonction ψ.
Hypothèse 5. 1. La fonction ψ a un seul maximum global θmax situé dans
l'intérieur de Θ. Nous notons ψmax = ψ(θmax).
2. La fonction ψ est localement C3 autour de θmax et la forme quadratique
ψ′′(θmax) est déﬁnie négative.
Nous faison l'hypothèse suivante sur le noyau K. Posons ∀ > 0, U  =
{x ∈ Θ : ψ(x) > ψmax − }.
Hypothèse 6. 1. Pour tout  > 0, K¯ = supx∈(U)c K(x, (U )c) < 1.
2. Nous avons ∀x, y, K(x, dy) ≤ λ(y)dy avec une fonction bornée λ.
Fixons une suite (an) de ]0; 1] convergeant vers 0 quand n→ +∞. On prend
une suite (βn) telle que ∀c > 0, il existe bc > 0 telle que
1
βn
∫ cβn
0
f(t)dt ≤ bcan .
Théorème 4.1.1 (Rubenthaler, Rydén, Wiktorsson [3]). Pour tout n ≥ 1 et
pour tout 0 < δ < 1,
P(ψ(θn) > ψmax − ) ≥ 1− K¯1− K¯
{
(1 + C ′′a1)K¯n(1−δ) + C ′′abnδc+1
}
,
où C ′′ = max(C ′/K¯, 1) avec
C ′ =
(
C,′′ + sup
x∈U
K(x, (U 
′′
)c)
(′′ − )
)
b′′− ,
C,′′ = ‖λ‖∞ × sup
‖z‖<′′
|det(Jacξ(z))| × sup
v∈[,′′]
S√v,d√
v
et St,d est la surface de la sphère de rayon t dans Rd et Jacξ(z) est la matrice
jacobienne de ξ en z. Si nous supposons de plus que 1−ak ≤ ak/ak−1 pour tout
k, alors
P(ψ(θn) > ψmax − ) ≥ 1− K¯1− K¯ an(1 + C
′′).
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La démonstration de ce théorème repose sur des estimations ﬁnes de queues
de mesures de Gibbs.
Corollaire 4.1.2 (Rubenthaler, Rydén, Wiktorsson [3]). Si nous prenons f(t) =
1/(1 + t) et βn = (n + 1)γ log((n + 1)γ), an = (n + 1)−γ avec 0 < γ ≤ 1, la
deuxième borne du théorème 4.1.1 est 1− C(n+ 1)−γ .
Notons que la vitesse de convergence est algébrique (alors qu'elle est loga-
rithmique pour le recuit classique).
4.1.3 Maximisation de la log-vraisemblance
On suppose que l'on cherche à maximiser une fonction ψ dont on ne connaît
que des approximations ψN .
Hypothèse 7. Pour tout N ≥ 1, nous pouvons calculer une approximation
déterministe ou stochastique ψN de ψ telle que
E|ψN (x)− ψ(x)| ≤ b1√
N
, pour tout x ∈ Θ .
C'est le cas de notre fonction ln. Nous ﬁxons ici f(t) = 1/(1 + t), βn =
(1/an) log(1/an), N = Nn =
⌈
β2n
⌉
. Nous introduisons la suite aléatoire (θ¯n)n≥0
déﬁnie par : θ¯0 quelconque et
1. si on a θ¯n, on fait une proposition Z ∼ K(θ¯n, .)
2. on pose θ¯n+1 = Z avec probabilité
f(βn+1(ψNn+1(θ¯n)− ψNn+1(Z))+) ,
et θ¯n+1 = θ¯n sinon.
Si Nn était constant, nous serions en train de maximiser ψN . Ici, la fonction ψ
est approchée de plus en plus ﬁnement, et maximisée en même temps. L'intérêt
d'utiliser un algorithme de type recuit pour la maximisation est qu'il n'est pas
gêné par l'imprécision sur ψ.
Théorème 4.1.3 (Rubenthaler, Rydén, Wiktorsson (2009) [3]). Pour tout n ≥
1, 0 < δ < 1,
P(ψ(θ¯n) > ψmax − ) ≥ 1− C¯1− C¯
(
(1 + C ′′a1)C¯n(δ−1) + C ′′abnδc+1
)
,
où C¯ = (2b1 + K¯)/(2b1 + 1), C ′ est déﬁnie dans le théorème 4.1.1 et C ′′ =
max(C ′(2b1+1)2/(2b1+K¯), 1). Si nous supposons de plus que 1−ak ≤ ak/ak−1, ∀k
alors
Pψ(θ¯n) > ψmax − ) ≥ 1− C¯1− C¯ an(1 + C
′′) .
Corollaire 4.1.4 (Rubenthaler, Rydén, Wiktorsson (2009) [3]). Avec an =
(n + 1)−γ (γ > 0), nous pouvons exprimer le taux de convergence en fonction
du temps de calcul W
P(ψ(θ¯n) > ψmax − ) ≤ 1− C
′′′(logW )2γ/(2γ+1)
W γ/(2γ+1)
.
Nous comparons notre algorithme à un algorithme tirant (θ¯n)n≥0 i.i.d. dans
Θ et gardant le meilleur (pour ψN avec un certain N). Notre algorithme est
toujours meilleur en terme de temps de calcul comparé à la précision.
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4.2 E.D.S. pour la turbulence
Soit une E.D.S. dans Ω = R× [−piL;piL[ (L > 0) de la forme
dRt =
√
2σ(Rt)dBt , R0 = r ∈ Ω , (4.2.1)
où B est un mouvement brownien sur Ω et σ est une matrice 2 × 2. On peut
voir cette équation comme la projection de l'équation dans R2 :
dR˜t =
√
2σ˜(R˜t)dB˜t
où σ˜ est la fonction 2piL périodique en la deuxième variable déﬁnie de manière
adéquate. L'équation (4.2.1) modélise la séparation (le vecteur) entre deux par-
ticules de colorant plongées dans un ﬂuide turbulent (théorique puisque tout se
passe sur la surface d'un cylindre). Précisons la matrice σ :
σ =
 √dκ11(r) 0dκ12(r)√
dκ12(r)
√
dκ22(r)− (d
κ
12(r))
2
dκ11(r)
 ,
κ > 0 , ξ ∈ [0; 1] , ξ′ = ξ + 1 ,
d11(r) ∼|r1|→+∞ D1|r1|
1+ξ + χ1 ,
d22(r) ∼|r1|→+∞ D2|r1|
1+ξ + χ2 ,
lim
|r1|→+∞
d12(r) = lim|r1|→+∞
d12(r) = 0
avec des constantes D1,D2, χ1, χ2 > 0. Dans [1], nous montrons par des tech-
niques de fonction de Lyapunov que Rt a une mesure invariante. Pour des raisons
physiques que nous passons sous silence, ceci montre que l'énergie cinétique du
système se diﬀuse à la fois vers les petites échelles et vers les grandes échelles, à
cause du phénomène de turbulence. Le cylindre que nous avons utilisé représente
une dimension intermédiaire entre la dimension 3 (où l'énergie se transfère des
grandes vers les petites échelles) et la dimension 2 (où c'est l'inverse).
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