ABSTRACT In service-oriented computing, web services composition is the process of translating user requirements into a workflow. This workflow comprises many tasks, each of which includes an abstract definition for some of the user requirements. Web services can be aggregated to handle the workflow. Many of these services are available from various providers for each task; they are referred to, in aggregate, as the candidate list. The web service selection (WSS) problem centers on selecting the best service from these candidates based on the quality of service (QoS) features. In this paper, we propose an enhancement to the ant colony optimization (ACO) algorithm based on a swap concept for the QoS-aware WSS problem. The aim of the enhancement to the ACO is to avoid the trap of local optima and reduce the search duration. We believe that the integration of many potent solutions will help the ACO algorithm yield a better solution and avoid stagnation. Several experiments were conducted to compare the proposed algorithm with the ACO and flying ACO (FACO) algorithms. Two different types of experiments using 22 datasets were done with 30 independent repetitions. The first type of experiment's results shows that the proposed algorithm is better than ACO by 12% and FACO by 11% in terms of quality of solutions. The results in the second type of experiment show that the proposed algorithm continuously outperforms both algorithms in terms of quality of solutions.
I. INTRODUCTION
Service-oriented computing (SOC) introduces a new paradigm for distributed applications. This paradigm changes the way applications are integrated, designed and delivered. Web services provide autonomous, low-cost, reusable, and platform independent applications with straightforward maintenance for SOC [1] . These services use the web infrastructure to interact [2] - [4] .
Providers design web services and store the description into a registry for the end users. Meanwhile, users have requirements, which translate into a workflow. This workflow in turn contains many tasks, each of which containing an abstract definition for some of these requirements.
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The workflow can be handled, and the requirements satisfied, by a single or several web services (WS). If a web service is not sufficient, others can be integrated [5] .
The web service selection (WSS) aims to select the best combination of web services to complete the tasks tied to the workflow. This combination is ultimately the plan that the user should consider. The WSS problem is presented in various areas such as cloud service composition [6] , smart city services [7] - [9] .
Researchers introduced several algorithms to solve the WSS problem with a high-quality solution and a lower execution time. Ant colony optimization (ACO) algorithms have been used successfully to solve many problems such as the travelling salesman person [10] , the multidimensional Knapsack problem [11] , and the semantic web [12] . 
FIGURE 2. Workflow types and decomposition.
The aim of this paper is to contribute to ACO by 1) avoiding local minima traps using a swap process 2) searching for high quality solutions by increasing diversity 3) reducing the computational time to find these solutions. Section II introduces the problem definition. Section III discusses related work, involving the use of ACO in the context of the quality of service-aware (QoS-aware) WSS problem. Section IV presents the concept behind ACO. In Section V, we introduce the proposed algorithm. Section VI reports the results of the experiments. Finally, section VII concludes this paper.
II. THE WSS PROBLEM
The process of processing user requirements into a workflow and identifying web services to handle this workflow is called web service composition (WSC). With the rapid growth in providers, several web services with similar functionality can be used for each task. The QoS constrains represent the nonfunctional features associated with these web services [13] .
User requirements comprise different patterns; hence they may be executed sequentially, concurrently, conditionally, or repeatedly [14] , [15] . Figure 1 [15] represents these patterns.
These can be further categorized into two forms: simple or complex. The simple workflow merely consists of sequentially ordered tasks while the complex workflow comprises one or more of these patterns. Figure 2 (a) shows a complex workflow example. Complex workflow can be decomposed into many simple ones as shown in Figure 2 (b). Following [14] , [15] , each simple workflow represents an individual problem, which indicates that these workflows do not need to be recomposed. In addition, a fitness value is assigned to each one and the best fitness represents the optimal solution to be introduced to clients.
The workflow representation consists of a set of tasks (n) containing the abstract definitions of the requirements in a specific order. The retrieval process conducts a search in a service repository for the web services that are consistent with these definitions. As a result, several web services (m) from various providers can be retrieved for each task, and these services are referred to as the candidate list. Figure 3 shows the directed graph representation of this problem where the number of available solutions equals m n [16] , [17] . In Figure 3 , T i refers to the task i and i = {1, 2, 3, . . . , n} in the workflow , n is the number of tasks, cws i,j refers to the candidates web services (CWS) for task T i , j = {1, 2, 3, . . . , m}, and m is the number of web services. Figure 3 shows that the solution must contain a combination of web services for all tasks, which forms an executable plan. The ultimate plan selection is output to the users to meet their requirements. Any algorithm used should compare the QoS values for each executable plan and select the best one. There are many QoS for the WSS problem such as cost, response time, availability, and reliability. The calculation of these attributes is differentiated as shown in TABLE 1. In this Table, n is the number of tasks and j is the WS selected for task i.
In this work, we use four QoS attributes with different objective values similarly to [18] . The objective for the cost and response time is to find a minimum, conversely a maximum will be sought concerning availability and reliability.
The WSS problem must now consider the four QoS attributes to select the best execution plan for users, formulating the problem as a multi-objective multi-dimensional combinatorial optimization. In addition, it is proven that it is an NP-hard problem [19] , [20] .
III. RELATED WORK
QoS-aware WSS is a multi-objective multi-dimensional problem which consists of selecting WS between a set of candidates based on QoS attributes. The search space of the problem increases exponentially because there are several web services available from various providers for each task. Many researchers proposed solutions to this problem using various algorithms. In this section, we review these studies, as directly related to this work.
A dynamic ant colony optimization algorithm (DACO) is introduced in [21] . The problem is handled by creating a composition graph, and then DACO looks for the shortest path. Qiqing et al. [22] generated a QoS model for the problem, and then handled it as the optimization of a multi-objective by using a multi-objective ant colony optimization (MOACO).
Chaos factor is used to solve the problem with the antbased algorithm introduced in [23] . The new algorithm is called a multi-objective chaos ant colony optimization (MOCACO). The justification for the use of ACO with such problems was introduced in [24] . The impact of the parameters on the improvement in ACO performance for the web services composition problem was introduced in [25] . The Pareto optimality is used to address the problem in [26] . Zhang et al. [27] proposed a method to decompose complex composition workflows, and then used the ACO algorithm. Zheng et al. [28] proposed a graph representation for web services composition where the ants search for parallel execution paths. Dahan et al. [16] introduced an enhancement to ACO where the best ant in each iteration becomes a flying ant. The enhancement was called the flying ant colony optimization (FACO). The flying ant shared its amount of pheromone with its neighbors to increase the chance of being visited in feature iterations. Qi et al. [29] proposed a new method that uses the skyline to delete redundant web services, For the remaining web services, the ACO is used to select the best web services to meet user requirements.
A genetic algorithm with an ant-inspired algorithm is used in [30] . Yang et al. [31] proposed a dynamic ant-colony genetic hybrid algorithm (DAAGA) for cloud service composition optimization. Mobile agents used to enhance the search mechanism of ACS are proposed in [32] . The trust degree is used in [33] , leading to an adaptive ant colony optimization (AACO). A clustering ant colony selection (CACS) is introduced in [34] . Le and Nguyen [35] proposed a novel max-min ant system (MMAS) to search for a solution. Shen and Yuan [36] proposed a gathering mechanism for QoS information using peers from the candidate web services, and then used ACS.
Many researchers addressed the semantic WS composition problem, which centers on discovering and retrieving web services using analogy and then ant-inspired algorithms to find a satisfactory solution [37] - [43] .
Most of the works reviewed above aim to solely enhance the exploitation process of the ACO [44] , except the FACO algorithm, which focuses on enhancing exploration and exploitation. In fact, exploration aims at helping ants to reach the best local solutions while exploitation aims at helping the algorithm to reach global optima [45] . In this work we aim to improve both exploration and exploitation strategies to help ACO to avoid premature stagnation using swapping. The swapping consists of producing two new solutions (exploration), but with these solutions being exploited through the features of the two non-randomly generated best solutions (exploitation)
IV. ACO ALGORITHM
It is a nature-inspired meta-heuristic algorithm similar to bee colony optimization, particle swarm optimization. . . etc. Meta-heuristic algorithms consist of finding the best possible solution within the lowest execution time for a given problem. It simulates real ants' behavior while foraging. In practice, ants search for food in a manner that guarantees finding the nearest food source. They leave from the nest in a random manner, and they deposit a chemical called pheromone in their paths. The pheromone represents the communication mechanism between them as it incites other ants to follow them. The nearest food source would logically be tied to more pheromones compared with the farthest one. The ACO algorithm flowchart [10] , [46] , [47] is shown in Figure 4 [48] . In ACO algorithms, all ants are initialized randomly and then search for a potential solution. In addition, the amount of pheromone is initialized to a constant amount. In each iteration, each ant constructs its solution by moving on unvisited nodes until reaching the goal based on nodes distance τ and last experience η (pheromone). To simulate this process in the ACO algorithm, ants use the following equation.
where α and β are the coefficient parameters used to determine the pheromone and local heuristic importance. N k i is the list of unvisited nodes from node i for ant k.
Equation 1 uses α and β to balance last experience (exploitation) based on pheromone and random search (exploration) based on distance, respectively. The amount of pheromone is updated using the evaporation rate ρ while ants move from one node to another using equation 2. This update is called the local pheromone update.
where τ 0 is the initial pheromone value. ρ is the evaporation rate.
At the end of each iteration, the ants assess the quality of the solution they just constructed. Thus, the ACO uses a greedy selection method to retain only the best ant, the one that obtained the best solution. This ant then has the ability to update the pheromone trails on its path. This process is called a global pheromone update and is described in equation 3.
In which:
where L gb (t) is the tour length for the globally best tour. The ACO algorithm suffers from the stagnation problem [49] because pheromones accumulate on the most visited paths and the probability of unvisited paths forming decreases constantly.
In this work, we improve the ACO algorithm to enhance diversity and avoid stagnation using the swap concept for the solutions selected.
V. PROPOSED ALGORITHM
ACO is an ant-inspired algorithm introduced for combinatorial problems. The ants in a QoS-aware selection problem must start from any WS in the first task and then move on to the next task, until they get any WS in the last task. The selection is based on the QoS attributes and the amount of pheromone.
In this work, we introduce two different enhancements to the ACO algorithm focusing on performance and on overcoming the stagnation problem. First, we introduce a swapping process that lets ACO remember two solutions temporarily and then, in a final step, return the best one only. This process aims to swap a specific number of web services in the two best solutions found so far to generate two new solutions. The selection of the web services to be swapped is performed randomly. Then, the fitness values of these new solutions are calculated and compared to the best solution remembered by the algorithm. The incorporation of the two best solutions will help the ACO algorithm to get a better solution and avoid the stagnation problem as each one of these solutions can contribute parts that can produce excellent solutions if they are merged.
As a second enhancement, we adopted a multi-pheromone version of the ACO algorithm where each QoS constraint (cost, response time, availability, and reliability) is tied to a pheromone value of its own. This improves the chances for ants to consider more options in the solution space (i.e., increases the chance for exploration).
In standard ACO, the pheromone is represented by a single value. In this work, we represent pheromones using multiple values, according to the number of QoS attributes
is the amount of pheromone to move from WS x at task i to WS x at task i+1 for the cost (C) feature, and RT is for response time, A is for availability and R for reliability. The idea here is to consider the importance of each QoS feature and to become an effective guide while searching for a better solution. The transition process is the process of selecting the next node to move on while building the tour. For basic ACO this process is shown in equation 1. In the proposed algorithm, this equation changes based on the new pheromone representation for ant k at time t, as follows:
where ,x , ) ). The new formula helps ants to consider the value of the QoS features individually. This technique allows ants to explore the search space efficiently compared to the singlepheromone aggregation of these features.
When an ant k moves from each task to the next it updates the pheromone locally on its path. In the proposed algorithm, the updating changes to consider the new pheromone distribution based on the QoS features using equations 6, 7, 8 and 9.
Equation 6 shows the local pheromone update for the cost feature.
The local pheromone update for the response time feature is shown in Equation 7 .
Equation 8 shows the local pheromone update for the availability feature.
shows the local pheromone update for the reliability feature.
At the end of each iteration, all ants complete the construction of the possible solutions and then calculate the fitness of their solutions. Each possible solution contains n concrete web services adhering to the abstract definition of the workflow. The calculation formula [16] for the fitness of the ants' solution is:
where n is the number of tasks. K refers to the ants' number with 1≤ k ≤ S and S is the swarm size. The ACO memorizes the best solution at each iteration and allows the best ant to update the amount of pheromone on its path. Therefore, the global pheromone update formula also changes to consider QoS features, as does the local pheromone update. Equations 11, 12, 13 and 14 are used to update the amount of pheromone globally for each QoS feature.
Equation 11 shows the global pheromone update for the cost feature.
if WS x and WS x , ∈ best path 0 otherwise Equation 12 shows the global pheromone update for the response time feature.
where:
if WS x and WS x , ∈ best path 0 otherwise Equation 13 shows the global pheromone update for the availability feature.
if WS x and WS x , ∈ best path 0 otherwise
shows the global pheromone update for the reliability feature.
In the proposed algorithm, we postpone the global pheromone update to the end of the swapping process and select the two best ants for the swapping process; this process aims to merge the current two solutions to produce two new solutions. Figure 5 presents the swapping process used in the proposed algorithm. In Figure 5 , the proposed algorithm remembers the two best solutions for swapping. These two solutions are the two best solutions discovered globally. The number R of web services to be swapped is generated randomly within [1,n] where n is the number of tasks. The selection of web services to be swapped is performed randomly. The swapping involves the web services in the first solution and the web services in the second solution.
The fitness of the solutions is calculated and compared with that of the prevailing best solution. The best of the two is kept and then the related global pheromone update is started. The algorithm is described in detail in Figure 6 . The proposed algorithm only needs one pass for a selected task in the swapping process.
A. COMPLEXITY ANALYSIS
This sub-section presents the complexity analysis of the proposed algorithm. There are five processes in the proposed algorithm that should be considered for the time complexity analysis. These processes are the initialization, the ants search, the local pheromone update, the fitness calculation, and the swapping process. 
VI. EXPERIMENTAL RESULTS
We conducted an experiment to compare the proposed algorithm with ACO and FACO. We proceeded to the implementation using MATLAB 8.4 on an Intel R i7 and Windows 7 with two different datasets as in FACO. As far as we know, there are no datasets for the QoS-aware WSC problem that have the four QoS attributes that were used in these experiments. These datasets were generated artificially with different tasks number. For each task, a set of random QoS values were assigned to its candidates. The ranges of these values were chosen as similar to the ranges used in [16] as follows: C and RT were between 1 and 50 while A and R were between 0 and 1. TABLE 2 shows the number of tasks for each dataset with the number of candidates.
We conducted additional experiments using various artificial datasets. These were generated similarly to the datasets in [16] . The total number of new datasets was 20, with 10 of them having a fixed number of tasks and different numbers of candidate web services for each dataset in the range [100-1000]. The remaining 10 datasets had a fixed number VOLUME 7, 2019 of candidate web services and variable numbers of tasks for each dataset in the range . TABLE 3 shows the name of each dataset and the distribution of the tasks and candidates web services among them.
For clarity, we used the same control parameters as in FACO. These values are selected experimentally for the best performance of FACO [16] . There are two methods for parameters selection: first, based on the experiments, and second, based on automatic parameters tuning. In this work, we used the same parameters as in FACO, which were selected based on experiments. TABLE 4 shows the values of common control parameters used in standard ACO, FACO and proposed method such as α,β,ρ,τ 0 , the population size S, and the iteration number Z .
For both algorithms, we conducted 30 independent repetitions on each dataset. Then, the performance of the algorithm was evaluated in terms of average of best solution quality (AVG), standard deviation (StD), and average of running time (Time). Solution quality means the quality of the best solution in each execution while running time is the time taken to find the best solution in seconds.
The values of AVG and StD are normalized and shown in percentage. The normalized formula is [50] norm alg g = Results(alg g ) Results_all_algorithms × 100% (15) where g is ACO, FACO, MACO, MFACO, or the proposed algorithm. The formula works as follows: numerator Results(alg g ) contains the results of specific algorithm (i.e. ACO, FACO, MACO, MFACO, or the proposed algorithm) in terms of AVG or StD divided by the denominator Results_all_algorithms which contains the sum of all results in terms of AVG or StD getting by all algorithms. The division result is multiplied by 100% to get the percentage of results. The results were normalized to be presented using percentages. The results reveal that the proposed algorithm outperforms ACO in terms of solutions quality by 12%. In addition, the proposed algorithm outperforms FACO in terms of quality of solutions by 11%. The figure also shows that the proposed algorithm has a lower standard deviation than ACO and FACO. Figure 8 shows the average execution time for dataset1 and dataset2; the results indicate that the proposed algorithm is slightly slower than ACO by 0.02 seconds, but faster than FACO by 0.22 seconds.
The results reveal that the proposed algorithm increases diversity so that it reaches a better solution within a short time compared with ACO and FACO.
The proposed algorithm uses multi-pheromone distribution to support the searching process whereas ACO and FACO use a single pheromone value. Thus, we conducted other experiments where we added a multi-pheromone distribution for both ACO and FACO, yielding MACO and MFACO respectively. The MACO algorithm is the proposed algorithm with independent pheromone updates and without a swap operation. Figure 9 shows the results for ACO, FACO with a multi-pheromone distribution and the proposed algorithm on dataset1, dataset2. The results reveal that the proposed algorithm outperforms both MACO and MFACO in terms of solutions quality by 14% and 12%, and in terms of standard deviation by 11% and 2% respectively. Figure 10 shows the average of execution time for the same experiments in Figure 9 . The results indicate that the proposed algorithm is finding better results faster than MACO by 0.59 seconds and is faster than MFACO by 0.88 seconds.
The results indicate that the multi-pheromone approach increases the proposed algorithm performance, leading to a better solution and decreases the execution time as well while it decreases the MFACO execution and increases the time for MACO.
For the additional 20 datasets, the proposed algorithm was compared with MACO and MFACO. Figure 11 and Figure 12 present the results for the datasets where the number of tasks is fixed in terms of solutions quality and execution time respectively. Figure 9 Figure 13 and Figure 14 show the results for the datasets where the number of candidates web services are fixed in terms of solution quality and execution time respectively.
The results in Figure 11 indicates that the proposed algorithm outperforms the MACO and MFACO algorithms consistently in terms of performance quality. The results in Figure 12 shows that the proposed algorithm and MFACO are quite similar and both better than MACO. This can be credited to the multi-pheromone distribution, which enhances the MFACO to reduce execution time.
The results in Figure 13 shows that the proposed algorithm outperforms MACO and MFACO consistently in terms of performance quality as well except when the number of tasks equals 80, in which case the MFACO is better.
The results in Figure 14 shows that the proposed algorithm and MFACO are close in terms of execution time and both are better than MACO. These experiments also show that the multi-pheromone approach for ACO and FACO is more effective than using a single pheromone value.
The experiments all prove the applicability, robustness, and stability of the new enhancement on various types of datasets.
The Friedman test was used to test whether the results were statistically significant for the 30 independent runs in each one of the 22 datasets between the proposed algorithm and MACO and MFACO. 
VII. CONCLUSION
In this paper, we propose a new ant-inspired algorithm to improve the performance of ants based on the swap concept for a QoS-aware WSS problem. The stack in local minima is the main problem of a basic ACO. The proposed enhancement aims to leverage the best solutions found in each iteration under the assumption that each one of these solutions has a valuable part. We believe that merging these best solutions helps the ACO algorithm to find a better solution and avoid the stagnation problem.
Several experiments were conducted, demonstrating that the proposed algorithm outperforms standard ACO and FACO in terms of average solution quality and execution time on 22 different datasets.
