A bipartite graph G = (L, R; E) with at least one edge is said to be identifiable if for every vertex v ∈ L, the subgraph induced by its non-neighbors has a matching of cardinality |L| − 1. This definition arises in the context of low-rank matrix factorization and is motivated by signal processing applications.
Introduction
This work is devoted to the identifiability property of bipartite graphs which is based on the classical concept of a matching in a graph (a subset of pairwise disjoint edges). We say that a bipartite graph G = (L, R; E) with at least one edge is identifiable if for every vertex in L, the subgraph induced by its non-neighborhood has a matching of cardinality |L| − 1.
The concept of identifiable bipartite graphs arises naturally in the context of low-rank matrix factorization, in particular in the area of signal processing and data mining applications [1, 2] . Moreover, in computational biology, the identifiability property in bipartite graphs appears in at least two contexts: in determining the activities of transcription factors from transcriptome data [3, 4] , and in microarray analysis [5] .
Indeed, in these areas there is a need for approximating a given matrix Y with a low-rank product, i.e., Y ≈ AX. Both matrices A and X are to be determined, but from the specifics of the applications we have an important piece of a-priori knowledge: matrix A must have zeros at certain positions. In general, different AX factorizations approximate a given Y equally well, so a fundamental question is whether the known zero pattern of A contributes to the uniqueness of the factorization. As shown in [6] , the identifiability property of the bipartite graph representing the zero pattern of A guarantees the uniqueness up to diagonal scaling of the factorization, subject to a mild non-degeneracy condition on the factors. An interesting application of this concept arises in the need for efficient experimental design, where Y contains sensor measurements over several time samples, X contains source signals over time samples and A contains the source-sensor mixing coefficients. It is then desirable to monitor the signal sources with a sensor design that possesses the structural identifiability.
(See [6] for more details.)
We investigate in this work the following question: Given an identifiable bipartite graph G, how strongly does G possess the identifiability regarding edge modifications (that is, edge additions and/or deletions)? We use the notion of the resilience of G with respect to this property, which measures how much one should change G by means of edge modifications to destroy identifiability.
The notion of resilience of a graph G concerning some property P is essential in extremal graph theory [7, 8] .
If instead of a property P we consider the complementary property P, then the resilience becomes equivalent to the notion of P-editing, which is the problem of computing, given a graph G, the smallest number of edge modifications such that the resulting graph has property P. Clearly, if recognizing graphs in P is NP-hard, then both the P-editing problem and computing the resilience with respect to P are NP-hard problems as well. However, the P-editing problem is hard also for many properties P that are polynomially verifiable [9, 10, 11, 12] .
Regarding the above-mentioned application area of efficient experimental design, the resilience of identifiability is useful in applications where the sets of sensors and sources are known exactly, but the structure of the bipartite network is predicted with some uncertainty (see, e.g., [3] ). The resilience of bipartite graphs can then be used as a measure to select, among different sensor designs, the one that creates the "most identifiable" network. Notice that if P is a decreasing graph property (that is, it is closed under edge deletions), then the smallest number of edge modifications needed so that the resulting graph loses property P is the same as the smallest number of edge additions needed to achieve the same goal. Similarly, if P is increasing, then it suffices to consider edge deletions. However, if P denotes the identifiability property, then P is neither decreasing nor increasing. Therefore, it makes sense to consider all three models for resilience of identifiability: the one concerning only edge deletions, the one concerning only edge additions, and the combined one.
1 This way, we can model all three types of errors that the predicted bipartite graph should be able to tolerate: false positives (for edge deletions), false negatives (for edge additions), or both (for edge modifications). In the source-sensor application, a false positive corresponds to a sensor that is predicted to measure a source but in fact it does not not measure it. Conversely, a false negative corresponds to a sensor that is predicted not to measure a source but in fact it does measure it.
In biological applications, these errors arise frequently.
A main contribution of our research is to show that resilience of identifiable bipartite graphs is, on the one hand, computable in polynomial time for edge additions and edge modifications, and on the other hand, NP-complete for edge deletions.
Another natural aspect we focus on is the following: Given a source-sensor network, we want to find subsets of sources that can be measured independently from the other sources in an identifiable way. Consider a scenario where we are given a source-sensor graph G = (L, R; E), where L is the set of sources, R is the set of sensors, and the edges represent the zero-pattern of the matrix A. Due to limited budget, we cannot afford to take measurements at more than k time samples. A necessary condition for the graph to be identifiable is that the number of sources is at most k [6] . Can we isolate a set J ⊂ L of at most k sources such that the sources in J, together with the sensors that only measure sources in J, induce an identifiable graph? We prove that this problem is APX-hard and determine some polynomially solvable cases.
A similar problem was studied in [6] where the aim was to select a minimumsized set R ⊆ R of sensors such that the subgraph of G induced by L ∪ R is identifiable. Notice that in this problem all sources are considered in the 1 Due to its non-monotonicity, the identifiability property cannot be studied within the frameworks dealing with the complexity of P-editing or P-resilience problems usually considered in the literature: typically, it is assumed that property P is either monotone (that is, closed either under edge deletions (or additions)) or hereditary (closed under vertex deletions).
subgraph, while in the problem we study in this paper we only have a subset of them of size at most k. Although it is easy to check whether G is identifiable, it turns out that the task of selecting identifiable subgraphs is a hard problem.
Our paper is organized as follows. In Section 2, we define the resilience of identifiable bipartite graphs with respect to edge additions, edge modifications and edge deletions. We study the relation between resilience of identifiable bipartite graphs and the surplus of the graph. We give polynomial algorithms for edge addition and modification resilience (in Section 2.1), and an NP-completeness proof for edge deletion resilience (in Section 2. 
Notations and Definitions
All graphs considered are simple, finite and undirected. To avoid trivialities, we only consider graphs with at least one edge. For a graph G, we denote by V (G) the vertex set of G and by E(G) its edge set. A bipartite graph is a graph G = (V, E) such that there exists a partition of V into two sets L and R such that L ∩ R = ∅ and E ⊆ LR := {{ , r} ; ∈ L and r ∈ R}. In this paper, we will regard bipartite graphs as given together with a bipartition (L, R) of their vertex set and hence use the notation G = (L, R; E). Following the standard graph-theoretic terminology (see, e.g., [13] ), we denote with ν(G) the matching number of a graph G, i.e., the maximum cardinality of a matching in G. For a graph G = (V, E) and a subset of vertices X ⊆ V , N G (X) denotes the neighborhood of X, i.e., the set of all vertices in V \ X that have a neighbor in X. For a vertex x ∈ V , we write N G (x) for N G ({x}), and denote the 
Definition 1. Let G = (L, R; E) be a bipartite graph with at least one edge.
A vertex x ∈ L is called identifiable if the subgraph G x has a matching of cardinality |L| − 1. The whole graph G is called identifiable if all vertices of L are identifiable.
Resilience of Identifiable Graphs
The notion of resilience of identifiable graphs is useful in applications where the sets of sensors and sources (i.e., the vertices) are known exactly, but the structure of the bipartite graph is predicted with some uncertainty (see, e.g., [3] ).
How many prediction mistakes can a given bipartite graph tolerate before it loses the property of identifiability? This question can be considered with respect to different types of prediction mistakes: false positives, false negatives, or both.
As correcting a false positive corresponds to deleting an edge, and correcting a false negative to adding an edge, we define three types of resilience: deletion resilience, addition resilience, and edit resilience. The corresponding decision problems can be stated as follows:
Instance: A bipartite graph G = (L, R; E) and an integer k.
Question: Does there exist a set F ⊆ LR \ E with |F | ≤ k such that the graph (L, R; E ∪ F ) is not identifiable?
Problem 2. IDENTIFIABILITY-DELETION-RESILIENCE
Question: Does there exist a set F ⊆ E with |F | ≤ k such that the graph (L, R; E \ F ) is not identifiable?
Problem 3. IDENTIFIABILITY-EDIT-RESILIENCE
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Question: Does there exist a set F ⊆ LR with |F | ≤ k such that the graph (L, R; E F ) (where E F denotes the symmetric difference of E and F ) is not identifiable?
For a bipartite graph G = (L, R; E), let us denote by I-add-res(G), I-del-res(G) and I-edit-res(G) the addition, deletion and edit resilience of G (with respect to identifiability), that is, the minimum number of edge additions, deletions, and modifications, respectively, one needs to perform on G so that the resulting graph is not identifiable. Since a bipartite graph
we have I-add-res(G) = min x∈L add-res(x) , where add-res(x) is the addition resilience of a vertex x ∈ L, defined as minimum cardinality of a set
Similar relations hold also for deletion and edit resilience.
Polynomial Results
In this section we prove that computing the addition and edit resilience of an identifiable bipartite graph G = (L, R; E) can be done in polynomial time. The main idea behind these polynomial results lies in the fact that computing the I-addition and I-edit resilience of G reduces to computing the (non-negative) surpluses of the graphs G x , for all x ∈ L. Recall that the surplus of a set
). The surplus of the whole graph is defined as the minimum surplus over all non-empty sets:
over, in order to destroy the identifiability of x ∈ L with minimum number of edge additions or modifications, it is enough to find a tight set X in G x and then add to G the set of σ(G x ) + 1 edges from the set {{x, y} : y ∈ N Gx (X)}.
Proof. Consider a vertex x ∈ L. Adding an edge incident to x, say {x, y}, results in deleting the vertex y in G x and this cannot increase ν(G x ). Adding an edge {z, y} ∈ LR with z = x and y ∈ N (x) has no influence on G x . Finally, adding an edge {z, y} ∈ LR with z = x and y ∈ R \ N (x) results in adding the edge {z, y} in G x and this cannot decrease ν(G x ). For deleting an edge incident to x, one can follow a symmetric argument.
Therefore, to decrease ν(G x ), we must either add edges incident to x or delete edges incident to some non-neighbor of x.
Clearly, for every z ∈ L \ {x} and every y ∈ R \ N (x), the effect on G x of deleting the edge {z, y} is smaller than the effect on G x of adding vertex y. Hence, if in an optimal sequence of edge modifications, an edge {z, y} as above is deleted, replacing in the sequence this edge deletion with addition of vertex y will produce another optimal sequence of edge modifications.
Thus, we can assume without loss of generality that we only consider edge additions. More specifically, edit-res(x) equals the minimum number of vertices that we must delete from R \ N (x) so that the matching number of the remaining subgraph of G x becomes less than |L| − 1. By Hall's Marriage Theorem [15] , this can only be achieved by choosing a nonempty set X ⊆ L \ {x} and deleting |N Gx (X)| − |X| + 1 vertices from N Gx (X). Therefore,
We now present polynomial-time algorithms for computing the surplus and finding a tight set in a given bipartite graph. These results apply to arbitrary bipartite graphs, but they are especially interesting in the case when G has an L-perfect matching, i.e., when σ(G) ≥ 0.
Algorithm 1 below computes the surplus σ(G) of a bipartite graph G = (L, R; E). Its correctness is based on the following characterization of surplus due to Lovász and Plummer (Theorems 1.3.1 and 1.3.6 in [14] ):
equals the largest integer s satisfying the following property, for every x ∈ L: if we add s new vertices to L and connect them to all neighbors of x, the resulting graph has nonnegative surplus.
For an efficient implementation of the algorithm we use a classical theorem by Berge [16] : A matching M in a graph G is maximum if and only if G has no M -augmenting path.
Algorithm 1 Computation of the surplus of G = (L, R; E)
1: Compute a maximum matching M in G.
for all x ∈ L do 4:
repeat 6:
if G(x) has an M (x)-augmenting path P then 8:
else exit the repeat loop 
Assuming inductively that when the algorithm is at To analyze the running time, notice that for each x ∈ L, the internal repeatloop can be executed up to d(x) times and, therefore,
In line 7, checking if G(x) has an M (x)-augmenting path and if yes, finding one, can be done in linear time using a breadth-first search. Line 8 also takes time proportional to O(|E(G(x))|). Thus, the total running time is in
Algorithm 2 below computes a tight set in G using Algorithm 1 as a black-box routine in a greedy fashion. The algorithm is based on the following properties of the surplus function and tight sets.
for all x ∈ L if and only if L is the only tight set of G.
Proof. Item (i) follows directly from the definition of the surplus. For (ii),
tight subset X ⊂ L, and let x ∈ L\X. Then, X is also a tight set of G−(L\X).
We then have the following contradictory chain of inequalities by using (i) and
that there exists x ∈ L such that σ(G − x) = σ(X). By (ii), every tight set in G − x is also a tight set in G, and thus L cannot be the only tight set in G.
The correctness of Algorithm 2 follows from the following propositions.
G ← G − {x} and X ← X \ {x} 5: end if 6: end for
Proof. Assume that the proposition fails. By item (i) of Theorem 3, we have
Using item (ii) of Theorem 3, we get that σ(H − v * ) = σ(H), a contradiction with the hypothesis.
Proposition 3. The set X returned by Algorithm 2 is tight.
Proof. If X = L, the statement follows by item (iii) of Theorem 3. So assume that X = {v i1 , . . . , v i k } where k ≥ 1 and v i1 , . . . , v i k is the order in which these vertices are deleted by the algorithm. Denote by G the subgraph induced by X ∪ R. Then, it is enough to show the following:
Assume that the claim holds. Then, item (iii) of Theorem 3 implies that X is the only tight set of G . By item (ii) of Theorem 3, we deduce that X is a tight set of G.
Proof of Claim. Let x ∈ X. Let v ij for j ≤ k be the last vertex deleted by the algorithm before x is encountered by the algorithm (or j = 0 if there is no such vertex). If j = k, the inequality of the claim follows by the algorithm's rule. So, assume j < k. Let G := G − {v i1 , . . . , v ij }. The algorithm's rule implies that σ(G − x) > σ(G ). Now, we apply Proposition 2 with H = G ,
This completes the proof of the claim and with it the proof of the proposition.
Since Algorithm 2 is based on O(|L|) surplus computations, we have proved the following result.
Theorem 4. Algorithm 2 computes a tight set in G in polynomial time.
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Together with Proposition 1, Theorem 4 shows the following.
Corollary 5. The I-addition and I-edit resilience of a given bipartite graph G = (L, R; E) as well as a set of edge additions that realize this value can be computed in polynomial time.
A Hardness Result
Recall that in the IDENTIFIABILITY-DELETION-RESILIENCE problem, a bipartite graph G = (L, R; E) and an integer k are given, and the task is to determine whether there exists a set F ⊆ E with |F | ≤ k such that the graph (L, R; E \ F ) is not identifiable. In this section, we show that this problem is NP-complete. To this aim we use the following problem that has been shown to be NP-complete by Zenklusen et al. [17] . 
Proof. The decision version of the IDENTIFIABILITY-DELETION-RESILIENCE
problem is clearly in NP, as the property of being identifiable can be verified in polynomial time.
To prove the NP-completeness, we use a reduction from MATCHING-DELETION-RESILIENCE. Let G = (A, B; E) be a bipartite graph such that ν(G) = |A| and let k ≤ ∆ be a positive integer. We may assume that
We construct a bipartite graphG = (L, R,Ẽ) as follows:
• We set L = A ∪ {x}, where x is a vertex not in A ∪ B.
• For every a ∈ A, we create a set R a of ∆ + 1 new vertices, and set
where y is a new vertex.
• Finally, we setẼ := E ∪ E 1 ∪ E 2 where E 1 := ∪ a∈A {{a, r} : r ∈ R a } and
We will show that there exists a set D ⊆ E with |D| ≤ k such that ν(G ) < |A| where G := (A, B; E\D), if and only if, there exist a setD ⊆Ẽ with
|D| ≤ k such thatG is not identifiable whereG := (L, R;Ẽ\D).
Suppose first that there exist a set D ⊆ E with |D| ≤ k such that ν(G ) < |A|. SetD = D. SinceG x = G, it follows that (G ) x = G , and the matching number of the graph (G ) x = (L, R;Ẽ \D) x is ν(G ) < |A| = |L| − 1. Therefore, the graph (L, R;Ẽ\D) is not identifiable.
Conversely, suppose that there exists a setD ⊆Ẽ with |D| ≤ k such that G is not identifiable.
Claim: For every a ∈ A, the deletion resilience of a is at least ∆ + 1.
To show the claim, it suffices to find, for every set F of at most ∆ edges, a matching M of size |L| − 1 in the graph (L, R;Ẽ \ F ) a . Let F ⊆ E(G a ) with |F | ≤ ∆. Since |F | ≤ ∆, for every v ∈ A − {a} there exists a vertex r v ∈ R v such that {v, r v } ∈ F .
• If {x, y} ∈ F , we can take M = {{v, r v } : v ∈ A − {a}} ∪ {{x, y}}, where
• If {x, y} ∈ F then, since |A| ≥ 2, we may take a vertex v * ∈ A − {a}.
Since the subgraph ofG induced by {x, v * } ∪ R v * is isomorphic to the complete bipartite graph K 2,∆+1 , and F contains at most ∆ − 1 edges in it, there exist two distinct vertices r x , r v * ∈ R v * such that {x, r x } ∈ F and {v * , r v * } ∈ F . Then, we can take M = {{v, r v } : v ∈ A−{a}}∪{{x, r x }}.
This shows the claim. Recall that I-del-res(G) is the minimum deletion resilience of all vertices v ∈ L. By the assumption, we have I-del-res(G) ≤ k ≤ ∆, while the above claim shows that min a∈A del-res(a) ≥ ∆ + 1. Therefore, Idel-res(G) = del-res(x), and the non-identifiability ofG is due to the fact that the graphG x = (L, R;Ẽ\D) x does not contain a matching of size |L| − 1. Since (G) x = G, it follows that we can take D =D ∩ E to obtain a set D ⊆ E with |D| ≤ k such that ν(G ) < |A| where G = (A, B; E\D).
Finding Identifiable Subgraphs
In this section, we focus on the following task: Given a source-sensor network, we want to find subsets of sources that can be measured independently from the other sources in an identifiable way. Notice that isolating a subset J ⊂ L creates a complication: We can use only the sensors whose neighborhood is completely contained in J, because all other sensors measure signal mixtures from sources that we are not including. This fact motivates the following definition. For a set J ⊆ L, we denote J := L \ J, and s(J) := R \ N (J).
Definition 2. Let G = (L, R; E) be a bipartite graph. We say that a subset
, where J ⊆ L is separable; if this is the case we say that G is induced by J.
In other words, an -subgraph of G is an induced subgraph of G obtained from it by deleting some vertices from L together with all their neighbors.
14 Consider now a practical scenario where we are given a source-sensor graph G = (L, R; E), but due to limited budget, we cannot afford to take measurements at more than k time samples. As stated in [6] , all solutions (A, X) of the factorization Y ≈ AX differ only by diagonal scaling if the source-sensor graph is identifiable and some full-rank conditions on A and X also hold. In particular, X must have full row-rank and a necessary condition for this is that there are at most as many signal sources as time samples, and a consequence of the budget constraint is that the number of sources is also limited by k. This motivates the following problem:
Problem
MIN-IDENTIFIABLE SUBGRAPH (MIN-IDS)
Question: Does G have an identifiable -subgraph induced by a set of at most k vertices?
First we show that this problem is APX-hard. Then, in Section 3.2 we present some polynomially solvable cases. Notice that in MIN-IDS we are looking for a separable set of size at most k (that induces an identifiable subgraph). Indeed, the cases where we search for a set of size at least k, or we would like to determine whether there exists a separable set at all (that induces an identifiable subgraph), are decision problems of interest whose complexity is still an open question. (These two problems are formally stated in Section 4.)
A Hardness Result for MIN-IDS
It turns out that even for identifiable graphs, MIN-IDS does not admit a PTAS, unless P=NP.
Theorem 7. MIN-IDS is APX-hard, even for identifiable graphs.
Proof. We prove the hardness with a reduction from the following APX-hard problem, called 3-HITTING-SET [18] : Given a family F of subsets of size 3 of a finite set S such that each element of S is covered by at most 3 sets, find a set S ⊆ S of minimum cardinality that intersects all members of F.
Let I := (F, S) be an instance of 3-HITTING-SET with S = {1, . . . , n} and F = {T 1 , . . . , T m }. Moreover, we assume that m ≥ 3. We construct an identifiable bipartite graph G = (L, R; E) with |L| = 2m + n and |R| = 2m 2 − m + 3n:
• The vertex set L consists of three disjoint parts:
-Y := {y 1 , . . . , y m }, and
• The vertex set R consists of m + 4 disjoint parts:
-A := {a 1 , . . . , a n }, • The edges of G are defined as follows:
-Finally, for all j ∈ {1, . . . , n}, N (z j ) := {a j , d j , f j }.
An example for this construction is illustrated in Fig. 1 . In terms of the graph G, 3-HITTING-SET is equivalent to asking: Find a minimum-sized set I ⊆ A such that each vertex from X has at least one non-neighbor in I .
Let us denote by opt(I) and opt (G) respectively the optimal values of 3-HITTING-SET on I and of MIN-IDS on G. Below, we will prove that opt (G) = 2m + opt(I), which will establish the reduction of 3-HITTING-SET to MIN-IDS.
To show the claim, let us first assume that I = {a i1 , . . . , a it } ⊆ A such that each vertex from X has at least one non-neighbor in {z i1 , . . . , z it }. Then, J is a separable set with
Clearly, |J| = 2m + |I |; moreover, we
show that the -subgraph induced by J is identifiable.
By assumption, for all j ∈ {1, . . . , m}, x j has a non-neighbor in I ; let us call it a(x j ). For any j ∈ {1, . . . , m}, we consider the subgraph G xj and demonstrate Before we prove the other inequality, we state and prove an auxiliary claim.
Claim. If J ⊆ L is a separable set inducing an identifiable -subgraph, then
Proof of Claim: First we show the following statements ∀j ∈ {1, . . . , m}:
Let us assume that y j ∈ J; then the identifiability of G[J, s(J)] implies that s(J) contains at least one non-neighbor of y j (indeed, s(J) contains |J| − 1 non-neighbors of y j ). But every non-neighbor of y j is connected to all vertices of X \ {x j }. Therefore, N (s(J)) ⊇ X \ {x j } and (1) follows. Similarly, we can show (2) . Now, we show that if J contains any vertex from X ∪ Y , then it contains them all. Thereby, we make use of the assumption that m ≥ 3. Without loss of generality, we assume that x 1 ∈ J and from (1) and (2) we get the following sequence of implications: Let τ = |J| − 2m; thus, we can write
is identifiable implies that each vertex of J has at least
. . , f iτ }. Therefore, each vertex of X must have at least one non-neighbor
The above proof also shows that from any approximate solution of MIN-IDS on G with value apx (G) we can get, in polynomial time, an approximate hitting set on I with value apx (I) such that apx (I) = apx (G) − 2m. So, we get
(since each element x ∈ S hits at most 3 sets in I, we get opt(I) ≥ m/3). Thus, the reduction is an L-reduction (a reduction that preserves approximability [18] ) and the result follows.
Polynomial Results
We now give polynomial solutions for some special cases of MIN-IDS. Notice that for a polynomial solution, it suffices to operate separately on each connected component of the input graph. Therefore, in the rest of this section we assume 19 that the input graph is connected. The results are summarized in the following theorem.
Theorem 8. Let G = (L, R; E) be a bipartite graph. The MIN-IDS problem is polynomially solvable if
For proving part 1 of Theorem 8 we will show two useful properties of separable sets J ⊆ L that induce identifiable -subgraphs of G.
The following properties hold:
Proof. 1. For the sake of contradiction, assume that N G (x) ⊆ N G (y) for some x, y ∈ J, x = y. Then, x would be isolated in the subgraph obtained by G after deleting y and its neighbors, and this is a contradiction with the identifiability of G .
2. Again, for the sake of contradiction, assume that there is a cycle C in
Therefore, no matching of G saturating all vertices of J \ {x 0 } exists. This gives a contradiction.
Lemma 10. Let T = (L, R; E) be a tree. Then:
T is identifiable if and only if either
2. There exists a separable set J ⊆ L inducing an identifiable -subgraph if and only if there exists a vertex y ∈ R with d T (y) = 1.
Proof. 1. The case |L| = 1 is clear, so let us suppose |L| ≥ 2. Now, assume that T is identifiable. Assertion 1 of Lemma 9 with G = T implies ∀x ∈ L,
and let us prove that T is identifiable. We need to use the following claim: T are in R except possibly the root) and let x 1 ∈ L be the neighbor of y in T .
When we delete x 1 from T , we obtain a subtree T and some isolated vertices in Proof. The reverse direction is clear. For the forward direction we apply part 2 of Lemma 9 with G = G (i.e., J = L and s(J) = R), from which we deduce that G is acyclic since ∀x ∈ L, d G (x) ≤ 2. The result follows.
The fact that MIN-IDS is polynomial on such graphs follows immediately from the following characterization of identifiable -subgraphs. is reduced to an edge). By contradiction, assume that there exists i ∈ {1, . . . , p} with |s(J i )| ≥ 2. The subgraph G i is identifiable. Then, using Lemma 11 we get that d G i (x) = 2 for every x ∈ J i ; thus, on the one hand ∀x ∈ J i ,
On the other hand, since G is connected there are x 1 ∈ L \ J i and y ∈ s(J i ) such that {x 1 , y} ∈ E. In this case, x 1 must belong to J i , and this is a contradiction.
open. Clearly, if the IDS problem is NP-complete then so is the MAX-IDS problem: varying the value of k, one could solve the IDS problem using an algorithm for the MAX-IDS problem. Similarly, if the IDS problem is NP-complete, this would provide an alternative proof of the NP-completeness of MIN-IDS.
Finally, as a more general scope for future research, we also think it would be interesting to find further uses of the natural notion of -subgraphs (of bipartitioned bipartite graphs).
