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For ARX-like systems, this paper derives a bias compensation based recursive least squares
identiﬁcation algorithm by means of the preﬁlter idea and bias compensation principle.
The proposed algorithm can give the unbiased estimates of the system model parameters
in the presence of colored noises, and can be on-line implemented. Finally, the advantages
of the proposed bias compensation recursive least squares algorithm are shown by simu-
lation tests.
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Based on observed data from the systems, system identiﬁcation deals with the problem of building mathematical models
of dynamical systems [1], in other words, identiﬁcation is to estimate the unknown parameters of systems by using the mea-
sured input–output data. The least squares (LS) method has been the dominant algorithm for parameter estimation due to its
simplicity in concept and convenience in implementation [2]. However, if the disturbances acting on the plant are colored
noises, then the LS method is unable to give rise to consistent estimates of the system parameters. Over the last two decades
much effort has been devoted to tackle the problem of the estimation bias arising from correlated disturbances [3], and the
research has led to the development of the instrumental variable (IV) methods and the prediction error (PE) methods,
namely, LS based methods, for example, recursive extended least squares (RELS) method, recursive general extended least
squares (RGELS) method [4], stochastic gradient (SG) algorithm [5–7] etc. The IV methods are favorably adopted in the pres-
ence of inaccurate noise models without requiring the information of the noise characteristics. But the choice of instrument
variables may affect ultimate identiﬁcation results substantially in certain situations, and there has not been any efﬁcient
technique of ﬁnding optimal instrumental variables. The RGELS method is essentially a procedure for solving a highly non-
linear minimization problem. It may not converge to the optimal solution in some cases, especially if the signal-to-noise ratio
is too low or too high. The convergence of the RELS method as well as the PE method will largely depend on whether or not
noise models satisfy certain strictly positive real condition. The SG algorithm requires small computational effort, but has
slower convergence speed compared with the least squares.
Apart from the aforementioned two primary kinds of unbiased estimation approaches, i.e., the PE methods and the IV
methods, there are other types of iterative methods [8–10], multi-innovation methods[11,12] and bias compensation based
methods [13–16] that have received considerable attention. The iterative methods have good performance for linear or2010 Published by Elsevier Inc. All rights reserved.
hang).
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contains colored noises. Multi-innovation methods can give the unbiased estimates for the system, but it is difﬁcult to deter-
mine the best length of the innovation. Among the bias compensation based methods, the bias compensation least squares
(BCLS) method proposed in [13,14] seems to deal with the parameter estimation problem of (dynamic) errors-in-variables
systems, and the method in [15,16] is mainly for output-error (OE) systems. The difference from the bias compensation tech-
nique developed in [13,14] is that the BCLS method for OE systems in [15,16] is a recursive identiﬁcation algorithm and can
be on-line implemented. The BCLS method is able to estimate consistently the parameters for systems with colored noise
disturbances.
The aim of this paper is to study parameter identiﬁcation of ARX systems in the case of colored noise. As we have known,
the bias correction identiﬁcation method is an effective way of obtaining unbiased parameter estimates of stochastic sys-
tems. So it has been used to study the identiﬁcation problem of ARX models with correlated noise [3]. However, most cor-
relation analysis based contributions mentioned above [2,3,13,14] require the assumption that the system input is ergodic,
which is very difﬁcult to satisfy in practice, and few address the recursive identiﬁcation methods based on the bias correction
technique, which is the focus of this work. This paper uses the bias compensation technique to study the recursive identi-
ﬁcation problem of ARX systems with colored noise. The basic idea is to use a correction term to compensate the biased LS
estimates, and then to derive a bias compensation based recursive LS (BC-RLS) algorithm to estimate the unknown param-
eters from the given input–output measurement data. The approach here differs not only from the ones that Zheng proposed
[2,3,13,14] above because we do not assume that the system input is ergodic, but also from the ones in [15,16] for OE
systems.
Brieﬂy, the paper is organized as follows. Section 2 discusses identiﬁcation problem formulation related to an ARX-like
system. Section 3 derives a BC-RLS algorithm for the identiﬁcation of ARX-like systems with colored noise. Section 4 provides
an illustrative example. Finally, concluding remarks are given in Section 5.
2. Problem formulation
Consider an ARX-like system [17]:AðzÞyðtÞ ¼ BðzÞuðtÞ þ eðtÞ; ð1Þ
where y(t) is the output of the system, u(t) the input of the system, e(t) the colored noise acting on the plant, A(z) and B(z) are
polynomials in the unit delay operator z1 [z1y(t) = y(t  1)], andAðzÞ ¼ 1þ a1z1 þ a2z2 þ    þ ana zna ;
BðzÞ ¼ b1z1 þ b2z2 þ    þ bnbznb ;and u(t) = 0, y(t) = 0, e(t) = 0, for t 6 0. The stochastic disturbance e(t) can be any conﬁguration [MA, AR or ARMAmodel struc-
tures]. Based on the observation data {y(t),u(t)}, this paper derives a BC-RLS method for identiﬁcation of the ARX-like sys-
tems in (1), using the bias compensation technique and sample average correlation function, and then obtains the
unbiased estimates of the parameters.
Deﬁne the parameter vector h and the information vector u(t) ash :¼ ½a1; a2; . . . ; ana ; b1; b2; . . . ; bnb T 2 Rn; n ¼ na þ nb;
uðtÞ :¼ ½yðt  1Þ; . . . ;yðt  naÞ; uðt  1Þ; . . . ; uðt  nbÞT 2 Rn;then the ARX-like model in (1) can be rewritten in a regressive form:yðtÞ ¼ uTðtÞhþ eðtÞ: ð2Þ
Form a cost functionJðtÞ ¼
Xt
i¼1
½yðiÞ uTðiÞh2:Referring [16] and according to the LS principle, we can obtain the LS estimates of h ash^LSðtÞ ¼ RuðtÞ
Xt
i¼1
uðiÞyðiÞ ¼ hþ RuðtÞ
Xt
i¼1
uðiÞeðiÞ;
R1u ðtÞ :¼
Xt
i¼1
uðiÞuTðiÞ:
ð3ÞEq. (3) can be represented asR1u ðtÞ½h^LSðtÞ  h ¼
Xt
i¼1
uðiÞeðiÞ: ð4Þ
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1
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R1u ðtÞ½h^LSðtÞ  h ¼ limt!1
1
t
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uðiÞeðiÞ:Deﬁne the sample correlation function asRyeðtÞ :¼
1
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uði nbÞeðiÞ
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2 Rnb ;
pðtÞ :¼  lim
t!1
1
t
Xt
i¼1
uðiÞeðiÞ
¼ lim
t!1
Rye
Rue
 
2 Rn:Assume e(t) is the stationary stochastic colored noise with zero mean. Since the stochastic noise e(t) is statistically uncorre-
lated with the inputs u(t), we havelim
t!1
1
t
Xt
i¼1
uði jÞeðiÞ ¼ 0; j ¼ 0;1; . . . ;
lim
t!1
Rue ¼ 0 2 Rnb ;then the correlation function p(t) can be represented aspðtÞ ¼ ½lim
t!1
RTyeðtÞ;0T 2 Rn; ð5Þwhere 0 denotes a zero vector.
Combining correlation vector deﬁnition with (4) leads toDhðtÞ :¼ RuðtÞtpðtÞ; ð6Þ
then we can get the relationslim
t!1
h^LSðtÞ ¼ hþ RuðtÞt lim
t!1
1
t
Xt
i¼1
uðiÞeðiÞ ¼ hþ lim
t!1
DhðtÞ: ð7ÞEq. (3) shows that the LS estimates h^LSðtÞ are biased, if we introduce a compensation term Dh(t) in the LS estimates h^LSðtÞ in
(7), then we can obtain the unbiased estimates h^BðtÞ. Let p^ðtÞ be the estimate of p(t), thenh^BðtÞ ¼ h^LSðtÞ þ RuðtÞtp^ðtÞ: ð8Þ
The covariance matrix Ru(t) can be easily calculated from the observation data, but the correlation function p(t) is difﬁcult to
obtain. So the problem of getting the unbiased estimates h^BðtÞ is how to compute the correlation function p(t). In the next
section, a recursive identiﬁcation method for the ARX-like systems with colored noise will be derived from the bias compen-
sation technique.
3. The bias compensation recursive least squares algorithm
Introduce a stable digital ﬁlter 1/F(z) withFðzÞ ¼ ð1 k1z1Þð1 k2z1Þ    ð1 kna z1Þ
¼ 1þ f1z1 þ f2z2 þ    þ fna zna ;having all its zeros located strictly inside the unit circle, which means jkij < 1(i = 1,2, . . . ,na).
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whereuiðtÞ ¼ 1FðzÞ uiðtÞ;
BðzÞ ¼ FðzÞBðzÞ ¼ b1 þ b2z2 þ    þ bnzn:
Deﬁne the parameter vector h and the information vector uðtÞ ash :¼ ½a1; a2; . . . ; ana ; b1; b2; . . . ; bnT 2 Rn; n ¼ na þ n;
uðtÞ :¼ ½yðt  1Þ; . . . ;yðt  naÞ; uðt  1Þ;    ; uðt  nÞT 2 Rn:then (9) can be rewritten in a regressive formyðtÞ ¼ uTðtÞhþ eðtÞ; ð10Þ
the LS estimate of h is given by^hLSðtÞ ¼ RuðtÞ
Xt
i¼1
uðiÞyðiÞ ¼ hþ RuðtÞ
Xt
i¼1
uðiÞeðiÞ;
R1u ðtÞ :¼
Xt
i¼1
uðiÞuTðiÞ:
ð11ÞIn a similar way as in the analysis of h^LSðtÞ, we havelim
t!1
^hLSðtÞ ¼ hþ RuðtÞt lim
t!1
1
t
Xt
i¼1
uðiÞeðiÞ ¼ h RuðtÞtpðtÞ; ð12Þwherelim
t!1
RueðtÞ :¼ lim
t!1
1
t
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i¼1
uði 1ÞeðiÞ
..
.
1
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uði nÞeðiÞ
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¼ 0 2 Rn;
pðtÞ :¼  lim
t!1
1
t
Xt
i¼1
uðiÞeðiÞ ¼ ½lim
t!1
RTyeðtÞ;0T 2 Rn:Compared with (8), we obtain the unbiased estimates of ^hB as follows:^hBðtÞ ¼ ^hLSðtÞ þ RuðtÞt ^pðtÞ: ð13Þ
Next, we are going to discuss how to compute the estimation of pðtÞ. LetBðzÞ ¼ znaFðzÞznbBðzÞ ¼ znBðzÞ ¼ b1zn þ b2zn1 þ    þ bn;
thenBðkiÞ ¼ b1kni þ b2kn1i þ    þ bn ¼ 0: ð14Þ
Introduce a matrixH ¼ 0
kn1    k1 1
..
. ..
. ..
.
knna    kna 1

2
664
3
775
T
2 Rnna ;then (14) can be rewritten asHTh ¼ 0: ð15Þ
Combining with (12), we getHT lim
t!1
^hLSðtÞ ¼ HTRuðtÞtpðtÞ: ð16Þ
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The parameter estimate ^hLSðtÞ can be written in a recursive form:^hLSðtÞ ¼ ^hLSðt  1Þ þ LðtÞ½yðtÞ  uTðtÞ^hLSðt  1Þ; ð17Þ
LðtÞ ¼ Ruðt  1Þ uðtÞ½1þ uTðtÞRuðt  1Þ uðtÞ1; ð18Þ
RuðtÞ ¼ Ruðt  1Þ  LðtÞ uTðtÞRuðt  1Þ; ð19Þfor the noise correlation function p^ðtÞ can be computed by (5) and (16), then we can get the BC-RLS algorithm:
h^BðtÞ ¼ h^LSðtÞ þ RuðtÞtp^ðtÞ; ð20Þ
h^LSðtÞ ¼ h^LSðt  1Þ þ LðtÞ½yðtÞ uTðtÞh^LSðt  1Þ; ð21Þ
LðtÞ ¼ Ruðt  1ÞuðtÞ½1þuTðtÞRuðt  1ÞuðtÞ1; ð22Þ
RuðtÞ ¼ Ruðt  1Þ  LðtÞuTðtÞRuðt  1Þ: ð23ÞTo initialize the BC-RLS algorithm, we take p0 to be a large positive number, e.g., p0 = 106, and take both ^hLSð0Þ and
^hBð0Þðh^LSð0Þ and h^Bð0Þ) to be some small real vectors, e.g., ^hLSð0Þ ¼ ^hBð0Þ ¼ 1n=p0, with 1n being an n-dimensional column vec-
tor whose elements are 1.
To summarize, we list the steps involved in the BC-RLS algorithm to compute the parameter estimation vector h^BðtÞ:
Step 1. Collect the input–output data {u(t),y(t)}, and choose a suitable, stable ﬁlter F(z) to form an augmented system (9).
Step 2. To initialize, let t ¼ 1; p0 ¼ 106; Ruð0Þ ¼ p0In; ^hLSð0Þ ¼ ^hBð0Þ ¼ 1n=p0.
Step 3. Compute the recursive estimate ^hLSðtÞ by (19).
Step 4. Compute the noise covariance estimate ^pðtÞ½p^ðtÞ by (16) and the designed zeros of the ﬁlter F(z).
Step 5. Compute the estimate h^BðtÞ of the original system parameter vector h from (23).
4. Example
Consider a second-order system as:AðzÞyðtÞ ¼ BðzÞuðtÞ þ eðtÞ;
AðzÞ ¼ 1þ a1z1 þ a2z2 ¼ 1 1:60z1 þ 0:78z2;
BðzÞ ¼ b1z1 þ b2z2 ¼ 0:84z1 þ 0:46z2;
h ¼ ½1:60;0:78;0:84;0:46T;and assume the correlated disturbance e(t) being simulated by ARMA modeleðtÞ ¼ 1þ 0:60z
1 þ 0:30z2
1þ 0:90z1 þ 0:25z2 vðtÞ;{u(t)} is taken as an uncorrelated persistent excitation vector sequence with zero mean and unit variance, and {v(t)} as a
white noise sequence with zero mean and variance r2, h is the parameter vector to be identiﬁed.
The ﬁlter is designed asFðzÞ ¼ ð1 0:5z1Þð1 0:7z1Þ:
Then the augmented system is expressed byAðzÞyðtÞ ¼ BðzÞuðtÞ þ eðtÞ;
BðzÞ ¼ b1z1 þ b2z2 þ b3z3 þ b4z4
¼ 0:84z1  0:548z2  0:258z1 þ 0:161z2;
h ¼ ½1:60;0:78;0:84;0:548;0:258;0:161T:For the system, when r2 = 1.02, noise-to-signal ratio of the system is dns = 69.15%; and when r2 = 0.52, dns = 34.58%. Under
such conditions this example gives rise to a stationary problem. Apply RLS and BC-RLS algorithms and a comparable BCLS
algorithm in [4] to estimate the parameters of this system, the RLS estimates h^LSðtÞ, and BC-RLS estimates h^BðtÞ, BCLS esti-
mates h^BCðtÞ and their errors are shown in Tables 1 and 2, and the estimation errors d ¼ kh^ðtÞ  hk=khk versus t are shown
in Figs. 1 and 2.
The simulation results with nonstationary cases are shown in Fig. 3, where the inputs u0(t) and noise v0(t) are taken
asu0ðtÞ ¼ ð1þ t0:5ÞuðtÞ;
v 0ðtÞ ¼ ð1þ t0:5ÞvðtÞ:
Table 1
The estimates and errors for stationary cases (dns = 69.15%).
k a1 a2 b1 b2 d (%)
The RLS estimates
500 1.72407 0.88625 0.91143 0.47465 8.84990
1000 1.72362 0.87790 0.89823 0.46904 8.32853
2000 1.71388 0.87694 0.87544 0.45578 7.60651
3000 1.71979 0.87759 0.87616 0.45782 7.85170
The BCLS estimates
500 1.55249 0.77530 0.83961 0.45912 2.36245
1000 1.58915 0.76297 0.84388 0.46761 1.08468
2000 1.59860 0.75338 0.83442 0.46485 1.36849
3000 1.61939 0.76031 0.84219 0.47000 1.45811
The BC-RLS estimates
500 1.61224 0.76161 0.86908 0.48232 2.11751
1000 1.61157 0.76720 0.85549 0.47414 1.34356
2000 1.57888 0.76072 0.82401 0.45605 1.63278
3000 1.60144 0.76642 0.83263 0.46208 0.77470
True 1.60000 0.78000 0.84000 0.46000 0.00000
Table 2
The estimates and errors for stationary cases (dns = 34.58%).
k a1 a2 b1 b2 d (%)
The RLS estimates
500 1.68752 0.84871 0.88539 0.46920 5.96265
1000 1.68288 0.83928 0.87738 0.46670 5.37999
2000 1.67366 0.83952 0.86412 0.45861 4.83525
3000 1.67922 0.83948 0.86579 0.46049 5.06438
The BCLS estimates
500 1.57834 0.77864 0.84111 0.46032 1.07506
1000 1.59314 0.77086 0.84120 0.46345 0.59334
2000 1.59768 0.76614 0.83635 0.46197 0.72476
3000 1.60718 0.76916 0.83970 0.46428 0.67749
The BC-RLS estimates
500 1.60451 0.76991 0.85368 0.47070 1.01853
1000 1.60210 0.77131 0.84562 0.46617 0.60492
2000 1.58949 0.77061 0.83204 0.45800 0.80718
3000 1.59981 0.77276 0.83582 0.46081 0.41586
True 1.60000 0.78000 0.84000 0.46000 0.00000
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Fig. 1. The estimation errors d versus t for stationary cases (dns = 69.15%).
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From Tables 1 and 2 and Figs. 1–3, we can see that the BC-RLS and BCLS algorithms have obvious advantages over the RLS
algorithm and the BC-RLS algorithmwith higher accuracy and more stationary performance. Moreover the proposed method
is better than the comparable BCLS estimation in [6], especially in the high noise-to-signal ratio cases.
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Fig. 2. The estimation errors d versus t for stationary cases (dns = 34.58%).
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Fig. 3. The estimation errors d versus t for nonstationary cases.
Y. Zhang, G. Cui / Applied Mathematical Modelling 35 (2011) 1709–1716 17155. Conclusion
According to the bias compensation technique, a bias compensation recursive least squares identiﬁcation algorithm is
developed for ARX-like systems, without assuming the system is stationary and system inputs are ergodic. Simulation results
show that the proposed algorithm has a great advantage over the RLS algorithm and BCLS algorithm.
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