The Neumann problem with a small parameter
Introduction
Let G be a bounded domain in R d (d ≥ 2) with the smooth boundary ∂G,
The coefficients are assumed to be smooth enough, say, in C (2) (R d ), i.e., having continuous second derivatives.
Boundary problems for the operator L ε = L 0 + εL 1 in the domain G and corresponding initial-boundary problems for the equation ∂u ε (t, x) ∂t = L ε u ε , t > 0, x ∈ G, are considered. The operator L ε is assumed to be elliptic for ε > 0. One can study the limiting behavior of solutions of stationary problems as ε ↓ 0 and the limiting behavior of solutions of initial-boundary problems as ε ↓ 0 and t → ∞.
If the operator L 0 is elliptic in G ∪ ∂G, the problem is simple: u ε converges to the solution of corresponding problem for the operator L 0 . In the case of degenerate operator L 0 , situation is more complicated, and the question was considered in numerous papers. First, the case of first order operator L 0 was considered: L 0 = b (0) (x) · ∇, b (0) (x) = (b d (x)). N. Levinson [14] showed in 1950-th that, if the characteristics of L 0 (e.g., trajectories of the dynamical systemẊ t = b (0) (X t ) in R d ) leave the domain G in finite time and cross the boundary in a regular way, then the solution of the Dirichlet problem L ε u ε = 0, x ∈ G, u ε (x)| ∂G = ψ(x), converges as ε ↓ 0 to the solution of degenerate equation L 0 u 0 (x) = 0, x ∈ G, with the boundary condition ψ(x) (ψ(x) is assumed to be continuous) on the part of ∂G through which the characteristics leave the domain. Such a solution u 0 (x) is unique.
Most of subsequent results concerning this problem were obtained by probabilistic methods. With each operator L ε , ε ≥ 0, one can (see [4] , notice that the coefficients of a (k) ij (x) are in C (2) (R d )) connect a diffusion process X ε t in R d defined by the stochastic differential equatioṅ
ij (x)) = a (k) (x) , k = 0, 1 .
Here W 0 t and W 1 t are independent Wiener processes in R d . Then the solution of the Dirichlet problem for the equation L ε u ε (x) = 0, x ∈ G, and of the initial boundary problem for ∂u ε (t, x) ∂t = L ε u ε (t, x) can be represented as expectations of corresponding functionals of X ε t . The trajectories X ε t , in a sense, play the same role as characteristics in the case of first order operator L 0 . Using these representations and studying limiting behavior of process X ε t one can describe the limiting behavior of the boundary problems (see [5] , [7] ).
If problems with the Neumann boundary conditions are considered, one can use the corresponding diffusion process with reflection on the boundary (see, for instance, [5, §2.5] ). Various cases of first order operators L 0 not satisfying Levinson's conditions were examined using the probabilistic approach (see [5] , [7] and the references therein).
If the operator L 0 has terms with second derivatives, one can introduce a generalized Levinson condition ([5, §4.2]). Under this condition the equation L 0 u 0 (x) = 0, x ∈ G, with appropriate Dirichlet type boundary conditions has a unique solution, and the solution u ε (x) of the Dirichlet problem for equation L ε u ε (x) = 0, x ∈ G converges to u 0 (x) as ε ↓ 0. The difference with the classical Levinson case is just in the rate of convergence: under mild additional assumptions |u ε (x)−u 0 (x)| < ε γ for some γ > 0 and 0 < ε << 1, but for any γ ′ > 0 one can find L 0 with infinitely differentiable coefficients non-degenerating on ∂G such that |u ε (x) − u 0 (x)| is greater than ε γ ′ at a point x ∈ G and 0 < ε << 1.
A convenient way to specify the degeneration of L 0 is given by the conservation laws. A function H(x) is called a first integral for the process X 0 t corresponding to L 0 if P x (X 0 t ∈ S(H(x))) = 1 for all t ≥ 0 and x ∈ R d , where S(z) = {y ∈ R d : H(y) = z}; here and below the subscript x ∈ R d in the probability P x or expected value E x means that the trajectory of the process starts at the point x.
We consider in this paper self-adjoint operators L 0 and L 1 :
Then a smooth function H(x) is a first integral for the process X 0 t (for the corresponding operator L 0 ) if and only if a (0) (x)∇H(x) ≡ 0. In general, the process X 0 t can have several independent smooth first integrals. To restrict ourselves to the case of one smooth first integral we assume that e·(a (0) (x)e) ≥ a(x)|e| 2 R d for each e ∈ R d such that e·∇H(x) = 0: It is assumed that a(x) is smooth and strictly positive if x is not a critical point of H(x); if x 0 is a critical point, a (0) (x 0 ) = 0 and a(x 0 ) = 0.
To be specific we consider the Neumann problem
here is the inward co-normal unit vector to ∂G corresponding to L ε . Let X ε t be the process in G ∪ ∂G governed by the operator inside G with reflection along the co-normal to ∂G. Since L ε is self-adjoint, the Lebesgue measure is invariant for the process X ε t , and the problem (1.1) is solvable for continuous f (x) such that G f (x)dx = 0. Together with the last condition, we assume that L 1 is not degenerate in G ∪ ∂G, so that to single out a unique solution of (1.1), we shall fix the value of u ε (x) at a point x O ∈ G ∪ ∂G which is fixed the same for all ε > 0. We let u ε (x O ) = 0.
Then the solution of problem (1.1) can be written in the form (see, for instance [5] )
If the first integral H(x) has in G ∪ ∂G no critical points, one can describe the lim ε↓0 u ε (x) in the way similar to [10] : One shall introduce a graph G corresponding to the set of connected components of the intersections of the level sets of H(x) within G. A boundary problem on G with appropriate gluing conditions at the vertices can be formulated, and the solution of this problem defines lim ε↓0 u ε (x). If the function H(x) has saddle points inside G, additional branchings in the graph appear. The gluing conditions at these new vertices can be calculated using the results of [6] .
All mentioned above results concern the case when the rank of a (0) (x) is constant and equal to d − 1 for all x ∈ G ∪ ∂G except the critical points of H(x). In this paper, we consider the case when L 0 is non-degenerate in a connected subdomain E ⊂ G, and we let H(x) be equal to a constant on E. Outside E the first integral H(x) has a finite number of critical points (see Fig.1 ). For convenience of presentation, we shall then introduce several first integrals H k (x) (k = 1, ..., r) for each of the connected components U 1 , ..., U r on which L 0 is degenerate. We shall let H(x) = H k (x) for x ∈ U k . A more concrete setup of the problem is in Section 2. Existence of the domain E where the operator L 0 is not degenerate leads to more general gluing conditions. The limiting process on the graph spends a positive time at the vertex corresponding to E.
Let S(z) = {x ∈ G ∪ ∂G : H(x) = z}. The graph G is the result of identification of points of each connected component of every level set S(z). Let Y : G ∪ ∂G → G be the identification mapping. We call Y(x) the projection of x onto G. We consider the projection Y ε t = Y(X ε t ) of the process X ε t on G and prove that processes Y ε t on G converge weakly in the space of continuous functions [0, T ] → G to a diffusion process Y t on G. The process Y t is defined by a family of differential operators, one on each edge, and by gluing conditions at the vertices. We calculate the operators and the gluing condition. The function u 0 (x) = lim ε↓0 u ε (x) is constant on each connected component of every level set of H(x): u 0 (x) = v(Y(x)). We formulate a boundary problem for the function v(y), y ∈ G, which has a unique solution, and actually can be solved explicitly.
The organization of this paper is as follows: Section 2 sets up the problem and gives the main results. Section 3 is devoted to the proof of the main results in Section 2. Section 4 proves auxiliary results needed in Section 3.
Main results
Let us first speak about our assumptions. Suppose we have a bounded domain G ⊂ R d , with smooth boundary ∂G. We
Let U 1 , ..., U r be several regions inside G. They are simply connected open sets and their closure do not intersect each other. Let us assume that the matrix
Let us discuss the case when
. We assume that the matrix (a
To specify this degeneration, we assume that within each [U k ] there is a function H k which is a first integral of the (degenerate) operator L 0 , i.e.,
We can always make this assumption since if m k is a maximum we work with −H k instead of H k .) Let x k (m k ) be the point in U k corresponding to the minimum m k . This minimum is assumed to be non-degenerate, i.e., the matrix
is positive definite. Since the choice of H k is up to a constant we can assume that
We assume that the level surfaces
For simplicity of presentation we will assume that ∇H k (x) = 0 for x ∈ γ k . One can introduce a global first integral H(x) on [G] as in Section 1:
. We notice that the function H(x) so defined as a global first integral is not smooth at ∪ r k=1 γ k . However, this will not affect our analysis. Let γ = ∪ r k=1 γ k . We will define a unit vector field e d (x) in a small neighborhood of γ k at the beginning of Section 4. Roughly speaking, the vector field e d (x) is the direction in which the matrix a (0) (x) degenerates. We assume that the order of degeneracy is given by the condition that for this e d (x) as x belongs to the intersection of a small neighborhood of ∪ r k=1 γ k and E we have
for some const 1 , const 2 > 0. The distance dist(x, γ) is the Euclidean distance between
In particular, our assumptions imply that the matrix a (0) (x) has rank d in E and
At the points x k (m k ) the matrix a (0) (x) is just 0. However, the coefficients a (0) ij (x), 1 ≤ i, j ≤ d are only in C (1) for x ∈ γ. We notice that in this case results of [4] do not apply. We shall then assume that there is a decomposition a (0) (x) = σ (0) (x)(σ (0) (x)) * for all x ∈ [G]. The square matrix σ (0) (x) has bounded Lipschitz continuous terms.
We shall assume that the operator L 1 governing the perturbation is self-adjoint and strictly elliptic within [G]:
Again we denote the matrix a (1) (x) ≡ (a (1) ij (x)) 1≤i,j≤d and we assume that the terms a
In this case results of [4] apply and we have a (1) 
Let us put a Neumann boundary condition with respect to co-normal unit vector γ ε (x) pointing inward on ∂G. Let X ε t be the diffusion process in [G] , corresponding to the operator 1 ε L 0 + L 1 inside G with co-normal reflection at ∂G. We see that Lebesgue measure is invariant for the process X ε t .
Consider a simple example. We use polar coordinates for the plane
Let λ(r) = (r − 1) 2 for 1 ≤ r ≤ 2 and λ(r) = 0 for 0 ≤ r < 1. Let
Let e r = (cos θ, sin θ) and e θ = (− sin θ, cos θ). Then it is easy to check that a (0) (r, θ)e r = λ(r)e r and a (0) (r, θ)e θ = re θ . We have the decomposition
Let us then speak about the results.
We construct a graph G as follows. The graph G has r edges I 1 , ..., I r joined together at one vertex O. Let the other endpoint of I k be V k . Let us write
. We are going to prove, that as ε ↓ 0 the processes Y ε t converge weakly in the space
The process Y t is defined as follows. It is a diffusion process on the graph G with generator A and the domain of definition D(A). Inside each I k it is governed by an operator L k defined as
Here
and normalizing factor
The notation dσ denotes the integral with respect to the area element on
Af (k, H k ) be finite and independent of k. This limit is set to be Af (O).
The domain of definition D(A) of the operator A consists of those functions f that are twice continuously differentiable inside each I k having the limit lim
These functions satisfy the gluing condition at the vertex O:
Here Volume(E) is the d-dimensional volume of the domain E and
For the exterior vertices V 1 , ..., V r no additional assumptions are to be imposed on the behavior of the function f in the domain D(A).
It was proved in [8] the the process Y t exists and is a strong Markov process on the graph G.
We have
Let µ ε x be the distribution of the trajectory
. Similarly, for each y ∈ G we let µ 0 y be the distribution of Y t in the space
. Theorem 2.1 can be reformulated as 
The process Y ε t can be viewed as the slow component of the process X ε t . The fast component Z ε t of X ε t is a process governed by the operator
it is moving on [E] when y = O and it is moving on
Since Lebesgue measure is invariant for the process X ε t , the fast component Z ε t , as ε > 0 is small, has, approximately, a distribution with density 1 Volume(E)
on [E] (with respect to Lebesgue measure on R d ) and
. Using this we can formulate the above two theorems in terms of differential equations:
where v(y) is a continuous function on G such that
Heref
The function v(y) satisfies the gluing condition (2.1) and v(Y(x O )) = 0. Such a function v(y) is unique.
Proof of Theorem 2.1
The Proof of Theorem 2.1 follows the arguments of [7] , [9] , [1] and [2] . Heuristically, the idea of [2] can be explained as follows. The process X ε t moves within [G] and has Lebesgue measure as its invariant measure. Since the process X ε t has a "fast" component governed by the operator 1 ε L 0 , it will spend a positive amount of time proportional to Volume(E) within E as ε ↓ 0. As we project X ε t onto the graph G and the whole ergodic component E corresponds to O, the limiting process Y t has a boundary condition with a "delay" at O. (We recommend a nice article [12] and a brief summary [13, §5.7] about this boundary condition.) Our gluing condition (2.1) ensures that the process Y t has an invariant measure on G that agrees with the Lebesgure measure on [G] . We also refer to [7, Ch.8, for an explanation of this.
Let us first introduce some notations. Below we will often suppress the small parameter ε and it could be understood directly from the context. Let γ k = C k (−ε 1/2 ) and γ = ∪ r k=1 γ k . Let σ be the first time when the process X ε t hits γ. Let τ be the first time when the process X ε t hits γ. Let σ 0 = σ. Let τ n be the first time following σ n when the process reaches γ. For n ≥ 1 let σ n be the first time after τ n−1 when the process X ε t reaches γ.
Let σ * ∈ {σ 0 , σ 1 , ...} and we denote by m x σ * the measure on γ induced by X ε σ * starting at x. That is,
Let ν(•) be the invariant measure of the induced chain X ε σn on γ. The key lemma of [2] is the following Lemma 3.1. Let x ∈ [E]. For each δ > 0 and all sufficiently small ε there is a stopping time σ * which may depend on δ, ε and x and such that
where Var is the total variation of the signed measure.
Our proof of this lemma is similar while a bit simpler than that of [2] .
Proof. We will prove, in Lemma 4.11 that X ε σn satisfies the Doeblin condition on γ uniformly in ε. This implies that one can choose an N depending on δ but independent of ε such that the distribution of X ε σ N is δ-close to the invariant measure ν(•) on γ. That is, as we set σ * = σ N the condition (3.2) is satisfied.
We are going to prove in Lemmas 4.8, 4.9, 4.10, respectively, that
has the same distribution as σ for the process X ε t starting at some point on γ; similarly, the random variable τ i−1 − σ i−1 has the same distribution as τ for the process X ε t starting at some point on γ. The results (3.3), (3.4), (3.5) imply that as ε is small (notice that N is fixed at this stage) we can choose σ * = σ N and the condition (3.1) is also satisfied.
Proof of Theorem 2.1. The proof of Theorem 2.1 is the same as the proof of Lemma 2.1 (including the proof of Lemma 3.4) stated in [2] using the above Lemma 3.1. For the sake of completeness let us briefly repeat it here. Reasoning as in [1] , [2] , [7] , [9] , it suffices to prove that for a function f ∈ D(A), for every T > 0 and uniformly in x ∈ [G] we have
. Let us replace the time interval [0, T ] by a larger one [0, σ], where σ is the first of the stopping times σ n which is greater than or equal to T : σ = min n:σn>T σ n . Let σ = σ n+1 . We have E x (α k+n |F k ) (F k is the filtration generated by the process X ε t for t ≤ σ k ). We have E x (α k − β k + β k+1 |F k ) = 0 and therefore n k=1
(α k − β k + β k+1 ), F n+1 , n ≥ 0 is a martingale. Using the optimal sampling theorem we have
The above argument shows that for the proof of |(II)| → 0 uniformly in x ∈ [G] as ε ↓ 0 it suffices to prove sup
Let us first show that E ν α 0 = 0. By Lemma 4.11 the Markov chain X ε σn , n ≥ 0 on γ is ergodic and has invariant measure ν. Therefore we have lim n→∞ σ n n = E ν σ 1 . By ergodicity of the process X ε t and self-adjointness of L 0 and L 1 we also have
Af (H(x))dx .
These two equalities imply that
Af (H(x))dx.
(The notations agree with those in the definition of the process Y t .) Since
we can use our boundary condition (2.1) to have
Af (H(x))dx = 0 and therefore
From the fact that E ν α 0 = 0 one first derives that sup x∈γ E x α n decays to 0 exponentially fast and therefore sup x∈γ ∞ n=0 E x α n < ∞. It also gives, for x ∈ γ, that, for
Using Lemma 3.1 we see that for any δ > 0 we can choose σ * such that
which proves that sup 4 Auxiliary results needed in the proof of Theorem 2.1
We establish in this section all the auxiliary results needed in Section 3 for the proof of Theorem 2.1.
Let us make some further geometric constructions. Since we assumed that the closure of all these U k 's do not intersect each other we see that for sufficiently small neighborhoods of these U k 's they also do not intersect each other. Without loss of generality let us speak about one of these U k 's. We remind that the matrix
j≤d is non-negative definite inside [G] and has rank
At the points x k (m k ) the matrix a (0) (x) is just 0. From our assumptions we see that a (0) (x)∇H k = 0 on C k (h) and e·(a (0) (x)e) ≥ a(x)|e| 2 R d for any unit vector e tangent to C k (h). Here a(x) > 0 for x ∈ C k (h) and h ∈ (m k , 0]. The eigenvalue λ(x) = 0 for a (0) (x), x ∈ C k (0) = γ k is simple and is the smallest one in the spectrum of a (0) (x). For x ∈ γ k the family of eigen-polynomials p(λ; x) = det(λI − a (0) (x)) pass through the origin. They are transversal (i.e. not tangent) to the axis p = 0. The transversality is preserved under a small perturbation. From here one can see that the eigenvalue λ(x) will remain simple and is still the smallest one in the spectrum of all the matrices a (0) (x) as x belongs to a small neighborhood of γ k . We then see from implicit function theorem that this eigenvalue λ(x) is a C (3) function in a small enough neighborhood of γ k . As a consequence, the unit eigenvector e d (x) (for different k it is different vector fields but for simplicity of notation we ignore that k in our notation) corresponding to this smallest eigenvalue is a C (3) vector field in a neighborhood of γ k ,
Let X x (t) be the integral curve of this vector field. We let dX x (t) dt = e d (X x (t)), X x (0) = x ∈ γ k . As we are working within a small neighborhood of γ k and e d (x) in this neighborhood is a C (3) vector field, being transversal to γ k when x ∈ γ k , we see that for t ∈ [0, h] with h sufficiently small the points X x (t) for fixed t and all x ∈ γ k form a surface C (3) diffeomorphic to γ k . In this way we obtain an extension of H k to a neighborhood of U k by letting H k (X x (t)) = t for t ∈ [0, h]. The Euclidean distance from a point X x (t) to γ k is ≥ d · t for some d > 0. Let us denote by C k (+t) the level surface
We can take ε small such that all γ k 's do not intersect each other and do not touch ∂G. We denote by E(ε 1/4 ) those points of x ∈ E which lie outside the union of the neighborhoods of the U k 's bounded by γ k , and we denote E(2ε 1/4 ) in a similar way.
We shall denote, for x ∈ E(ε 1/4 ), the stopping time σ(ε 1/4 ) to be the time when X ε t first hits γ. Notice that by our assumption, for a point x ∈ E(ε 1/4 ) we have
for all (ξ 1 , ..., ξ d ) ∈ R d and some const > 0.
Within the rest of this section implied positive constants denoted by C i 's will not be explicitly pointed out unless necessary. Also, sometimes we use the same symbol C to denote different implied positive constants which are not important.
Lemma 4.1. For any 0 < κ < 1/2, for any ε small enough we have
Proof. Let u ε (x, t) = P x (σ(ε 1/4 ) > t). Then u ε (x, t) solves the problem
u ε (y, 0) = 1 for y ∈ E(ε 1/4 ) , u ε (y, t) = 0 for y ∈ γ and t > 0 , ∂u ε ∂γ ε (y, t) = 0 for y ∈ ∂G . Our argument is a slight modification of the standard estimates of heat kernel temporal decay (see [3] ). We first multiply the equation that u ε satisfies and we integrate with respect to x in E(ε 1/4 ):
The last step in the above calculation makes use of our boundary condition:
Therefore we see that we have, for some C > 0, that
We can extend the function u ε to the whole domain of G so that u ε = 0 on E\E(ε 1/4 ). We can then apply a variant of Poincaré inequality (see [15, Lemma 1] ) so that we have
. The constant C > 0 in the above inequality can be chosen independent of ε. Now we use the Hölder inequality so that, for 1 α
Combining the above two inequalities we see that we have, for α > d + 2 4 , that
.
Thus we have
Integrating in x the equation that u ε satisfies and making use of the parabolic maximum principle it is possible to see that we have
This shows that we have
We shall denote S(t) the semigroup generated by the operator 1 ε L 0 + L 1 with the prescribed boundary conditions as in the problem for u ε . From co-normal condition one can check that S(t) is self-adjoint. From the above inequality it is standard to deduce
for any q > d/4. By self-adjointness of S(t) we see that
for any q > d/4. In particular, this means that we have
By strong Markov property of the process X ε t we see that
for ε small enough. This implies the statement of the Lemma. Following the geometric construction stated before Lemma 4.1, for ε > 0 small enough, and each k = 1, ..., r, at any point
and for any unite vector e such that e · e d (x) = 0 we have e · (a (0) (x)e) ≥
, which is the extended first integral of
) to be the local coordinate for the point ϕ k (x) on γ k . In the more or less simpler case we can arrange the coordinate (ϕ k
in such a way that this new coordinate system is an orthogonal curvilinear coordinate system. (We will discuss the general case a bit later.) The metric tensor of this new coordinate system is given by
) with bounded derivatives. We notice that by our geometric construction we have
We shall let e i (x) be the unit tangent vector on the axis curve corresponding to ϕ k i for 1 ≤ i ≤ d − 1; e d (x) be the unit tangent vector on the axis curve corresponding to H k . The vectors e 1 (x), ..., e d (x) are basis vectors.
The theory of orthogonal curvilinear coordinate system (see, for example, [16, Ch.14]) tells us that for a differentiable function f on S k ([0, 2ε 1/4 ]) we have
and for a differentiable vector field
Consider a function (so called "barrier function", see [11] and [5, Ch.3] 
])) which depends only on H k and is a constant on each level surface {H k = const}. We can write u k (x) = u k (H k ) and we apply the above two formulas to get
Here the functions
. These functions are in C (3) (S([0, 2ε 1/4 ])) with bounded derivatives. Notice that since L 1 is strictly elliptic, the matrix a (1) (x) is positive definite, and therefore the function µ d (x) is uniformly bounded from below by a certain positive constant. 
For simplicity of notation let us define
As a further simplification we shall define
(4.1) For a point x ∈ S k ([0, 2ε 1/4 ]) and ε small enough we have
We also notice that since we are working in S k ([0, 2ε 1/4 ]) and ε is small, the functions
Therefore we see that for x ∈ S k ([0, 2ε 1/4 ]) we have
with a certain positive function C k (ϕ k ).
In the general case the axis curve corresponding to H k will be orthogonal to those corresponding to the ϕ k i 's, but the axis curves corresponding to the ϕ k i 's are not necessarily orthogonal. The calculation will be more bulky since the metric tensor have cross terms with respect to the coordinate ϕ k i 's, but the essence is the same as it is only important to have the axis curves corresponding to H k being orthogonal to those corresponding to the ϕ k i 's. To be more precise, let (g ij ) 1≤i,j≤d be the metric tensor corresponding to the (local) coordinate system (ϕ k 1 , ..., ϕ k d−1 , H k ). Let e i (x) be the unit tangent vector on the axis curve corresponding to ϕ k i for 1 ≤ i ≤ d − 1; e d (x) be the unit tangent vector on the axis curve corresponding to H k . The vectors e 1 (x), ..., e d (x) are basis vectors. We have g id = g di = 0 for i = 1, ..., d − 1 and g dd > 0. Let (g ij ) 1≤i,j≤d be the dual tensor, i.e., (g ij ) 1≤i,j≤d is the inverse matrix of (g ij ) 1≤i,j≤d . We have g id = g di = 0 for
and
Here, as before, we have a (1) 
We shall then apply a general formula that for a vector field B(
Here g(x) = det(g ij (x)). The basis e 1 (x), ..., e d (x) is the reciprocal basis (normalized) dual to e 1 (x), ..., e d (x), i.e., (e i , e j ) (g ij ) = δ ij with respect to the inner product (•, •) (g ij ) defined by the metric tensor (g ij ). By the fact that the metric tensor has no cross terms between H k and ϕ k i 's, we actually have e d (x) = e d (x) and span{e 1 (x), ..., e d−1 (x)} = span{e 1 (x), ..., e d−1 (x)}.
We then see that the operator 1 ε L 0 + L 1 applied to u k (x) = u k (H k ) will result in a formula which is the same as (4.1). The functions K 1 (x), K 2 (x) and K 3 (x) will somehow be different but they still satisfy the conditions (4. for some C > 0.
Proof. Let
By (4.2) and (4.4) we can estimate
) and ε small enough. By (4.7) we see that
Since 0 ≤ H k ≤ 2ε 1/4 we see that as ε is small we have
Thus as 0 ≤ H k ≤ 2ε 1/4 we see that
Let the barrier function u
(1)
It is easy to check that
We can estimate K 6 (ε) ≤ 2ε 1/4 and we have
This gives the estimates
(4.10) and du
for 0 ≤ H k ≤ 2ε 1/4 . Apply (4.1) to the function u
k we can see, using (4.11) , that,
for x ∈ S([0, 2ε 1/4 ]) and ε small enough. We notice that this process X ε t before hitting γ or γ is restricted to one of the S k ([0, 2ε 1/4 ])'s and the bound (4.12) can be made uniform in k.
Now we apply Itô's formula to the function u 
From (4.10) and (4.13) we see that the statement of this Lemma follows.
Lemma 4.3. For x ∈ γ we have
for some C > 0.
. Let, for a fixed H k ∈ [0, 2ε 1/4 ], the above maximum be achieved at a point (ϕ k , H k ). We will prove in Lemma 4.4 that we have the auxiliary estimate
It is easy to see that we have
Apply formula (4.1) we can see that
(4.15) However, by (4.14), (4.4) and the property of C k (ϕ k ) in (4.7) we can estimate
By (4.16) and (4.17), and taking into account the auxiliary estimates made in Lemma 4.5 we see that u
This bound (4.18) can actually be made uniform in k. We can apply Itô's formula to the function u (2) k constructed above up to the stopping time ζ([0, 2ε 1/4 ]). Taking expectation we get
for x ∈ γ. Now (4.18) and (4.19) imply the statement of this Lemma. 
Proof. Using (4.7), we can write
Here K 2,3 (ϕ k , H k ) is a bounded function. We then have
Lemma 4.5. We have
Proof. Evaluating the integrals, we have
If a = 0 and b = C 32 ε 1/4 we already get the second inequality of this Lemma. Now suppose a = ε 1/4 and b = 2ε 1/4 . We shall make use of an asymptotic expansion of arctan(y) as y → ∞:
This gives Proof. The proof of this lemma is very similar to and is a bit simpler than that of Lemma 4.6. We shall construct two barrier functions u It is then checked that u k (−ε 1/2 ) = u k (ε 1/4 ) = 0 and K 6 (ε) ≤ 2ε 1/4 . The estimate (4.9) is still working for H k ∈ [−ε 1/2 , ε 1/4 ]. The estimates (4.10), (4.11) and (4.12) are still working. Let ζ([−ε 1/2 , ε 1/4 ]) be the first time when the process X ε t starting from a point x ∈ γ, first hits γ or γ. A similar statement of (4.13) is then obtained. We have The estimate of the hitting probability is a bit simpler. We construct a barrier function u These estimates ensure that an analogue of (4.19) works, but the lower bound is a positive constant, and hence situation is a bit simpler. We have Proof. This is a result in the same essence of Lemma 3.2 (formula (10)) of [2] .
Lemma 4.11. The process X ε σn satisfies the Doeblin condition on γ.
Proof. For each fixed ε > 0 we have the ergodicity of the process X ε t . The Doeblin condition is satisfied for the process X ε t in [E] and each of these [U k ]'s for k = 1, ..., r. As we have Lemmas 4.8, 4.9 and 4.10, we see that the statement of this Lemma follows.
