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We propose a stochastic order parameter model for describing phase coexistence in steady heat
conduction near equilibrium. By analyzing the stochastic dynamics with a non-equilibrium adia-
batic boundary condition, where total energy is conserved over time, we derive a variational principle
that determines thermodynamic properties in non-equilibrium steady states. The resulting varia-
tional principle indicates that the temperature of the interface between the ordered region and the
disordered region becomes greater (less) than the equilibrium transition temperature in the linear
response regime when the thermal conductivity in the ordered region is less (greater) than that in the
disordered region. This means that a super-heated ordered (super-cooled disordered) state appears
near the interface, which was predicted by an extended framework of thermodynamics proposed in
[N. Nakagawa and S.-i. Sasa, Liquid-gas transitions in steady heat conduction, Phys. Rev. Lett.
119, 260602, (2017).]
PACS numbers: 05.70.-a, 05.70.Ln, 05.40.-a,
I. INTRODUCTION
Phase coexistence, such as liquid-gas coexistence, is
ubiquitous in nature. As the most idealized situation,
phase coexistence under equilibrium conditions has been
studied. For example, the liquid-gas coexistence temper-
ature is determined by equality of the chemical poten-
tial of liquid and gas at constant pressure. The pressure
dependence of the coexistence temperature is related to
the latent heat and the volume jump at the transition
point, which is known as the Clausius-Clapeyron equa-
tion. These are important consequences of thermody-
namics [1].
In addition to equilibrium systems, phase coexistence
gives rise to a rich variety of phenomena out of equilib-
rium such as flow boiling heat transfer, pattern formation
in crystal growth, and motility-induced phase separation
[2–7]. Moreover, as an interesting phenomenon, it has
been reported that heat flows from a colder side to a
hotter side in a transient regime for continuous heating
[8]. One may expect that a deterministic hydrodynamic
equation incorporating interface thermodynamics, which
is referred to as generalized hydrodynamics [9] or dynam-
ical van der Walls theory [10], could describe such dynam-
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ical phenomena. The first message of the present paper
is that contrary to this expectation, stochastic dynamics
is inevitable if one wants to quantitatively predict ther-
modynamic properties even in steady heat conduction.
We discuss the reason why deterministic equations are
not appropriate for phase coexistence in heat conduction.
In general, a deterministic macroscopic equation emerges
from a microscopic description as a result of the law of
large numbers [11], which is applied to systems with the
separation of two scales: a microscopic length ℓ, such as
the size of atoms, and the system size L. By introducing
the ratio of the two scales as
η ≡ ℓ
L
, (I.1)
we express the separation of the scales as η → 0, which
corresponds to the thermodynamic limit in equilibrium
statistical mechanics. A deterministic description of the
time evolution is obtained in an appropriate limit involv-
ing the scale separation η → 0, while small fluctuations
come into the description when η is small but finite. With
this in mind, we study the simplest case, which is phase
coexistence in steady heat conduction near equilibrium.
We assume that the system is divided into two phases
by a macroscopic planer interface across which the heat
flows in a simple cuboid geometry, as shown in Fig. 1.
More microscopically, the interface is identified as a de-
formed surface of an intrinsic width w which is at most
10−7 cm [12]. This width w is of the same order as the
microscopic length ℓ, and the deformation of the surface
is described by a capillary wave theory or fluctuation
2J J
order disorder
FIG. 1. Schematic of setup. The configuration of a single
interface is displayed, where J < 0.
theory [13]. By averaging density profiles in the equilib-
rium ensemble, one has an effective interface of the width
weff which is estimated as weff ≃ ℓ
√
log(L/ℓ) for three-
dimensional systems [14]. We note here that weff/L→ 0
in the limit η → 0. That is, the interface in the de-
terministic hydrodynamic equation is a singular surface
where the interface motion may not be properly defined.
When we keep the finiteness of the interface width in the
dynamics, the noise intensity also remains finite. There-
fore, the limit η → 0 should be taken after thermody-
namic quantities are determined in stochastic dynamics
with small but finite η.
The description with small but finite η is formulated as
follows. We define mesoscopic quantities by the average
over a region of a length scale Λ satisfying
ℓ≪ Λ≪ L (I.2)
so as to apply local thermodynamics to the region. For
simplicity in the later argument, we set
Λ = L
√
η (I.3)
for small η. One may take a different exponent satisfying
(I.2), such as Λ = Lηa with 0 < a < 1. The final result
is independent of the choice of a in the limit η → 0. In
this mesoscopic description, the interface width of the
spatially averaged configuration is approximately Λ, as
shown in Fig. 2. We call this interface a mesoscopic
interface.
In this description, the effective noise intensity for
mesoscopic fluctuations vanishes in the limit η → 0, while
the interface motion, which is the slowest process in equi-
libration, ceases in the limit η → 0, as explicitly shown
in Sec. II D. In this sense, the weakness of the noise is
connected to the slowness of the motion. This non-trivial
combination may yield a surprising phenomenon. In this
paper, we formulate such a noise effect for phase coexis-
tence in heat conduction.
Among many first-order transitions, we specifically
study the order-disorder transition associated with the
Z2 symmetry breaking. This is clearly the simplest case
of the symmetry breaking, and it is easily generalized
to other complicated symmetry breakings, such as the
nematic-isotropic transition in liquid crystals, which may
be relevant in experiments [15]. Although the liquid-gas
transition may be most popular in the first-order transi-
tion, we study this phenomenon in another paper. See
the second paragraph in Sec. VI for related discussions.
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FIG. 2. Mesoscopic interface. The statistical average of a
single interface is represented by the effective interface whose
width remains microscopic. By the spatial average over a
region of length Λ, the mesoscopic interface is defined.
For the order-disorder transition associated with the
Z2 symmetry, one may recall a Ginzburg-Landau equa-
tion that includes the interface thermodynamics as a gra-
dient term. However, because this model describes the
order parameter dynamics with the isothermal condition,
it cannot be used for heat conduction systems. We must
at least consider a coupled equation of the order param-
eter density field and the energy density field. Such a
model was proposed as a phase field model that describes
crystal growth [16]. From this direction of research, one
may interpret the stochastic model as a phase field model
with noise.
When we consider a stochastic model as a generaliza-
tion of the Ginzburg-Landau model, it is best to use the
concept of the Onsager theory as follows. First, we spec-
ify a set of dynamical variables. Then, under the assump-
tion of local thermodynamics, we consider the minimum
form of dissipation and noise with the detailed balance
condition at equilibrium. Concretely, the variables are
the order parameter density field m, associated momen-
tum density field v, and energy density field φ. Starting
from the Ginzburg-Landau free energy, we obtain the
entropy density s as a function of the internal energy
density u and m. By using the relation among φ, u, v,
and ∇m, we obtain equations for (m, v, φ) following the
Onsager theory with the entropy functional S. The equa-
tions are essentially equivalent to the so-called Model C
[17, 18].
In this manner, a formal expression of the stochas-
tic model is immediately obtained. However, due to the
multiplicative nature of the noise, the formal model ex-
3hibits a singular behavior. Therefore, we must perform a
careful analysis of the stochastic process by appropriately
choosing the short-length cut-off of the noise. It should
be noted that the singularity is specific to the dynamics
of non-conserved quantities and that it does not appear
in the standard fluctuating hydrodynamics [19, 20]. In
Sec. III, by a theoretical argument using the separation
of scales, we obtain a consistent stochastic model. We do
not find references that mention this remark, but this is
not surprising even if it was well-recognized by specialists
in the 1970’s.
The theory for stochastic models related to thermo-
dynamics has developed significantly over the last two
decades [21, 22]. This mainly comes from the discovery
of simple and universal relations: the fluctuation theo-
rem [23–28] and Jarzynski equality [29]. Even for the
theoretical calculation of quantities, these formulas can
simplify the derivation of macroscopic evolution such as
the Navier-Stokes equation [30] and the order parameter
dynamics of coupled oscillators [31]. In the present prob-
lem, we start by deriving the stationary distribution for
the system out of equilibrium. It has been known that
the stationary distribution is formally expressed in terms
of the time integration of the excess entropy production
rate [32–36]. We attempt to derive a potential function
of the interface position for the phase coexistence in the
heat conduction by contracting the stationary distribu-
tion of configurations. When we obtain the potential
function, the most probable position of the interface is
determined as an extremal point of the potential. This is
simply a variational principle. We may say that our the-
oretical challenge is the derivation of such a variational
principle.
This problem is too difficult to solve for a general setup.
Because the expectation value of a thermodynamic quan-
tity is determined from the time correlation between this
quantity and the excess entropy production, derivation
of the potential function requires analysis of such time-
dependent statistical quantities, which is a difficult task.
Here comes a key concept of this paper. We consider
a special boundary condition, where the constant en-
ergy flux is assumed at boundaries so that the energy
of the system is conserved. We refer to this as the non-
equilibrium adiabatic condition. In equilibrium cases, this
boundary condition is the standard adiabatic condition,
where the total energy is conserved in the time evolution
without an external operation. The variational principle
for determining thermodynamic properties here is well-
established as the maximal principle of the total entropy.
Thus, for the non-equilibrium adiabatic condition in the
linear response regime, we can develop a perturbation
theory for extending this variational principle.
Towards the derivation of the variational principle, in
Sec. IV, we calculate the time integration of excess en-
tropy production rate for the configuration with a single
interface shown in Fig. 1. Explicitly, we consider the re-
laxation to the equilibrium state from this configuration.
In the ordered and disordered regions, because the pro-
cess may be described by the deterministic equation, we
can solve it for small η. We can then estimate this contri-
bution to the excess entropy production. Physically, the
latent heat is generated at the moving interface in the
relaxation process. This heat diffuses into both regions,
and as the result, the entropy production is observed.
Moreover, a macroscopic temperature gap appears in the
moving interface, as observed in experiments [37]. This is
another source of entropy production. We estimate this
contribution with some approximation.
By using these results for the particular setup, in Sec.
V, we derive a potential function of the interface posi-
tion in the limit η → 0. That is, the interface position is
uniquely determined by the variational principle for the
phase coexistence in heat conduction. The variational
function is a modified entropy of the steady state profile
for a given interface position, where the modified entropy
contains a correction term expressed in terms of the ex-
cess entropy, which is produced in slow interface motion.
It should be noted that the expectation value of a ther-
modynamic quantity would be independent of boundary
conditions if the energy flux and energy are specified.
We thus expect that our result is available even for cases
where two heat baths contact at boundaries, which is a
standard setup for heat conduction.
From a theoretical viewpoint, the variational principle
for determining thermodynamic properties out of equi-
librium has never been considered in previous studies.
For example, it has been known that the minimum en-
tropy production principle may characterize the steady
state in the linear response regime [38]. However, in the
most general form, the variational principle is formulated
for determining the statistical ensemble in the linear re-
sponse regime as that minimizes the entropy production
as a function of probability density [39, 40]. Although
one may expect that the variational principle for ther-
modynamic properties is obtained from the variational
principle for the statistical ensemble, this remains too
formal to calculate thermodynamic values explicitly. As
another example of recent activities in the variational
principle, we recall those coming from the large devia-
tion theory [40–43]. In these theories, the main concern
is fluctuation properties, while thermodynamic values are
assumed to be obtained immediately.
The most important physical result in our theory is
that the interface temperature θ deviates from the equi-
librium transition temperature Tc. That is, as explicitly
calculated in Sec. V, a super-heated ordered state or a
super-cooled disordered state stably appears locally near
the interface. It should be noted that this phenomenon
was predicted by an extended framework of thermody-
namics for heat conduction systems [44], which we call
global thermodynamics [45]. Remarkably, despite the dif-
ference of theoretical frameworks, our result on θ − Tc
qualitatively agrees with the prediction of this thermo-
dynamic framework up to a multiplicative numerical con-
stant.
Here, we briefly introduce the global thermodynamics.
4The theory describes spatially inhomogeneous systems
by a few global quantities, such as the global tempera-
ture, which is defined such that the fundamental relation
in thermodynamics is satisfied. This idea is simple and
natural but has never been considered in previous studies
seeking an extended framework of thermodynamics [46–
53]. More importantly, this framework naturally leads to
a quantitative prediction of the interface temperature θ
different from Tc. Therefore, experiments can judge the
validity of the fundamental hypothesis on which global
thermodynamics is built. See Ref. [45] for an expla-
nation of the theory, including a comparison with other
extended frameworks of thermodynamics.
The deviation of the interface temperature θ from Tc
leads us to reconsider the local equilibrium state. We
may assume that thermodynamic relations hold locally
in each phase, while it is not obvious how to connect the
local equilibrium states at the interface. No deviation
of the interface temperature from Tc can be concluded
from the assumption of the continuity of the local free
energy density (or the local chemical potential for liquid-
gas transitions). This assumption seems reasonable and
indeed was adopted as one of the basic equations for non-
equilibrium thermodynamics for systems with interfaces
[54]. From our viewpoint, this assumption can be derived
from the deterministic order parameter equation with the
interface thermodynamics, as shown in Sec. II E. How-
ever, the deterministic equation is not justified, as we
have already discussed. Therefore, we do not assume the
continuity of the local free energy density for connecting
the local equilibrium states at the interface. See Ref. [45]
for a more detailed consideration from a thermodynamic
viewpoint. We also discuss previous studies on molecular
dynamic simulations [55, 56] in the final section of this
paper.
This paper is organized as follows. In Sec. II, we
present deterministic order parameter dynamics for the
density fields (m, v, φ). In Sec. III, we consider the
stochastic model. In Sec. IV, we calculate the correction
term of the stationary distribution. In Sec. V, we formu-
late the variational principle for determining the interface
position, and we solve the variational problem. The fi-
nal section presents concluding remarks. The Boltzmann
constant is set to unity, and the inverse temperature β
is always connected to the temperature T as β = 1/T
without an explicit remark.
II. DETERMINISTIC ORDER PARAMETER
DYNAMICS
We consider a system confined in a cuboid
D = {(x, y, z)|0 ≤ x ≤ L, 0 ≤ y ≤ Ly, 0 ≤ z ≤ Lz}
(II.1)
with L > Ly, Lz. When we study an equilibrium sys-
tem, we assume that the system is enclosed by adia-
batic walls. We also assume that the system exhibits
an order-disorder transition at T = Tc under the equilib-
rium condition and that the transition is the first-order,
that is, the order parameter shows discontinuous change
at T = Tc when decreasing the temperature from a suffi-
ciently high temperature state. In Sec. II A, we first con-
sider the entropy functional of the internal energy density
field and the order parameter density field. In Sec. II B,
we show a specific example of thermodynamic functions.
In Sec. II C, we derive a deterministic equation for equi-
librium cases following the Onsager theory. Based on the
equation, in Sec. II D, we analyze the stationary interface
in the equilibrium state and the relaxation behavior to
it. When we study heat conduction systems, we impose
boundary conditions at x = 0 and x = L so that the heat
flux occurs along the x axis. In Sec. II E, we analyze the
stationary state in the heat conduction. In Sec. II F, we
summarize the result for the deterministic dynamics, and
we show our motivation of studying a stochastic model.
A. Entropy functional
Let m(r) be an order parameter density field. For
simplicity, we consider the scalar order parameter. The
generalization to other complicated symmetry breakings
is straightforward. We assume that the internal energy
density u(r) and the order parameter density m(r) are
defined as those averaged over a region with a length
scale Λ at each space r, where Λ satisfies (I.2). More
explicitly, we choose Λ as (I.3).
We assume an entropy density function s(u,m) for a
given material. We then have
s(r) = s(u(r),m(r)). (II.2)
All thermodynamic quantities such as the temperature
T (r), the inverse temperature β(r), and the free energy
density f(r) are determined from the thermodynamic re-
lations with (II.2). For any field a(r), the configuration
(a(r))r∈D is simply denoted by a. The total entropy of
the system, which is given as a functional of configura-
tions (u,m), is expressed as
S(u,m) =
∫
D
d3r
[
s(u(r),m(r))− ds
2
|∇m|2
]
, (II.3)
where the gradient term represents an entropy associated
with the order parameter density gradient which may be
most relevant in the interface. Hereafter, the notation D
in the space integral will be omitted. We assume that
ds is constant, for simplicity. The inclusion of the gradi-
ent term implies that s(u(r),m(r)) is interpreted as the
mesoscopic entropy density. We assume that the meso-
scopic entropy density is given by the mean-field entropy
density, in which nucleation events are not taken into
account. Although it seems difficult to justify this pic-
ture from a microscopic description, (II.3) with s(u,m)
may be a good starting hypothesis for a phenomenologi-
cal mesoscopic approach. We ignore an entropy term of
the form |∇u|2 in (II.3), for simplicity.
5We define the momentum density field v(r) conjugate
to m(r) as
v ≡ ρ∂tm, (II.4)
where the constant ρ corresponds to the inertia of the or-
der parameter change ∂tm. The energy density field φ(r)
consists of the internal energy density field u(r), the ki-
netic energy of the order parameter density v(r)2/(2ρ),
and the energy contribution of the order parameter den-
sity gradient which is most relevant in the interface. Note
that v(r)2/(2ρ) is separated from u(r), which is standard
in fluid dynamics [57]. That is, φ(r) is expressed as
φ(r) = u(r) +
v(r)2
2ρ
+
de
2
|∇m|2, (II.5)
where de is assumed to be constant, for simplicity. The
total energy is conserved:∫
d3rφ(r) = E. (II.6)
We consider the entropy functional S as a functional of
(φ,m, v). Explicitly, we express
S(φ,m, v)
=
∫
d3r
[
s
(
φ(r)− v(r)
2
2ρ
− de
2
|∇m|2,m(r)
)
−ds
2
|∇m|2
]
, (II.7)
where we impose the boundary condition
(∇m)n = 0 (II.8)
at the boundaries with the unit normal vector n. The
entropy functional including the gradient term was used
in Refs. [16, 17]. The same concept naturally appears in
the hydrodynamic equations with the interface thermo-
dynamics [10, 58]. The entropy functional in Ref. [59]
also takes a similar form, but it employs the gradient ex-
pansion around the global equilibrium which is different
from the gradient expansion around the local equilibrium
shown in (II.7).
B. Example
In this subsection, we provide a specific example of
s(u,m) that exhibits the first-order transition at T = Tc.
Although our theory is formulated regardless of specific
forms of s(u,m), one may consider the example through-
out this paper.
1. Landau theory
We start with a Landau free energy density
f(T,m) =
a1
2
(T −T0)m2− a2
4
m4+
a3
6
m6+ϕ(T ), (II.9)
f
m
mloc(T )−mloc(T )
−mloc(T )
−mloc(T )
mloc(T )
mloc(T )
m
m
T > Tc
T = Tc
T < Tc
f
f
(a)
(b)
(c)
FIG. 3. Free energy as a function of m for T fixed.
which describes the first order transition at some temper-
ature Tc. Here, a1, a2, a3, and T0 are positive constants.
The functional form of ϕ(T ) will be determined later. See
(II.24). For a given T , the equilibrium value meq(T ) ≥ 0
is determined as the minimizer of f(T,m) with respect
to m. As shown in Fig. 3, meq(T ) is expressed in terms
of positive mloc(T ) in the locally stable state:
meq(T ) = 0 for T > Tc, (II.10)
meq(T ) = mloc(T ) for T < Tc, (II.11)
where Tc is determined as
f(Tc,mloc(Tc)) = f(Tc, 0). (II.12)
Since mloc(Tc) > 0, meq(T ) is discontinuous at T = Tc.
We derive mloc(T ) explicitly. We define h(T,m) as
h(T,m) ≡
(
∂f
∂m
)
T
. (II.13)
The locally stable states satisfy h(T,m) = 0:
a1(T − T0)m− a2m3 + a3m5 = 0. (II.14)
Non-trivial solutions other than m = 0 satisfy
T = T0 +
a2
a1
m2 − a3
a1
m4, (II.15)
6−mloc(T ) mloc(T )
m
T
T1
T0
m1
T
FIG. 4. T (m) as a function of m for T fixed.
where the right-hand side is written as T (m). See Fig.
4. In order to seek the solutions, we consider
a1T
′(m) = 2a2m− 4a3m3 = 0, (II.16)
which gives m = 0 and m = ±m1 with
m1 =
√
a2
2a3
. (II.17)
By setting
T1 = T (m1) = T0 +
a22
4a1a3
, (II.18)
we find three locally stable states m = 0 and m =
±mloc(T ) when T0 ≤ T ≤ T1, where mloc(T ) > 0 is
given by
mloc(T ) =
√
a2 +
√
a22 − 4a1a3(T − T0)
2a3
. (II.19)
2. Entropy density
The entropy density s(T,m) is given by
s = −
(
∂f
∂T
)
m
(II.20)
= −a1
2
m2 − ϕ′(T ). (II.21)
The internal energy density u(T,m) is determined as
u(T,m) = −a1
2
T0m
2 − a2
4
m4 +
a3
6
m6 + ϕ(T )− Tϕ′(T ).
(II.22)
For simplicity, we assume that the heat capacity per unit
volume, which is defined as
cm =
(
∂u
∂T
)
m
, (II.23)
is constant. Then, the last two terms of u(T,m) should
be cmT up to an additive constant. This leads to
ϕ′(T ) = −cm logT + const. (II.24)
From (II.22), we then derive
T (u,m) =
1
cm
[
u+
a1
2
T0m
2 +
a2
4
m4 − a3
6
m6
]
. (II.25)
By substituting this into (II.21) with (II.24), we obtain
the entropy density as a function of (u,m):
s(u,m) = −a1
2
m2
+ cm log
[
u+
a1
2
T0m
2 +
a2
4
m4 − a3
6
m6
]
(II.26)
up to an additive constant. In the argument below, we
use the notation mloc(T ) and the constant cm. Although
these are defined for the model in this section, the gen-
eralization is straightforward.
3. Thermodynamic relations
By rewriting (II.20) as
s(u,m) = − ∂f(T,m)
∂T
∣∣∣∣
T=T (u,m)
, (II.27)
we obtain (
∂s
∂u
)
m
=
1
T
. (II.28)
By noting f = u− Ts, we also rewrite (II.13) as
h = −T (u,m)
(
∂s
∂m
)
u
. (II.29)
These relations, (II.28) and (II.29), are summarized as
the fundamental relation in thermodynamics:
ds =
1
T
du− h
T
dm. (II.30)
For later convenience, we introduce the notation
uo(T ) = u(T,mloc(T )), (II.31)
ud(T ) = u(T,m = 0). (II.32)
The heat capacity co/d without an external field is defined
as
co(T ) =
du(T,mloc(T ))
dT
, (II.33)
cd(T ) =
du(T,m = 0)
dT
. (II.34)
Note that cd(T ) = cm for this model, but c
o(T ) 6= cm in
general. We also define
so(T ) ≡ s(T,mloc(T )), (II.35)
sd(T ) ≡ s(T,m = 0). (II.36)
We then have
co(T ) = T
dso(T )
dT
, (II.37)
cd(T ) = T
dsd(T )
dT
. (II.38)
7C. Equilibrium dynamics
For the entropy functional S in (II.7), we calculate the
functional derivative as
δS
δm(r)
=
(
∂s
∂m
)
u
+ de(∇β)(∇m) + βdf∆m, (II.39)
δS
δv(r)
= −βv
ρ
, (II.40)
δS
δφ(r)
= β. (II.41)
Here, we have defined the coefficient of the gradient con-
tribution to the free energy density as
df ≡ de + Tds (II.42)
with constants de and ds. From (II.4) and (II.40), we
have
∂tm = −T δS
δv(r)
. (II.43)
Next, we assume that the simplest momentum dissipa-
tion term −γv is contained in ∂tv, where γ is assumed
to be a positive constant. Since the right-hand side of
(II.43) is a reversible term that yields no entropy pro-
duction, ∂tv should contain a corresponding reversible
term. That is, using (II.40) and (II.43), we write
∂tv = γρT
δS
δv(r)
+ T
δS
δm(r)
. (II.44)
Finally, from the energy conservation (II.6), we assume
the minimum form of the time evolution of φ:
∂tφ = −∇
(
λ∇
δS
δφ(r)
)
, (II.45)
where λ is a function of (T,m). The thermal conductivity
κ is related to λ as
κ =
λ
T 2
. (II.46)
For the model (II.43), (II.44) and (II.45), we confirm the
monotonic increment of S in time, which is explicitly
calculated as
dS
dt
=
∫
d3r
[
δS
δm
∂tm+
δS
δv
∂tv +
δS
δφ
∂tφ
]
=
∫
d3r
[
γρT
(
δS
δv(r)
)2
+ λ
∣∣∣∣∇ δSδφ(r)
∣∣∣∣
2
]
−
∫
d3r∇(βλ∇β)
=
∫
d3r
[
γρT
(
δS
δv(r)
)2
+ λ
∣∣∣∣∇ δSδφ(r)
∣∣∣∣
2
]
≥ 0, (II.47)
where we have used the adiabatic condition
(∇β)n = 0 (II.48)
at the boundaries with the unit normal vector n. The ex-
pression (II.47) shows that the right-hand side of (II.43)
and the second term in the right-hand side of (II.44) yield
no entropy production.
By substituting (II.39), (II.40) and (II.41) into the
equations (II.43), (II.44), and (II.45), we obtain
∂tm =
v
ρ
, (II.49)
∂tv = −γv + T
(
∂s
∂m
)
u
+ Tde(∇β)(∇m) + df∆m,
(II.50)
∂tφ = −∇ (λ∇β) , (II.51)
which is the explicit form of the equations. By using
(II.5) and (II.50), we can rewrite the last equation (II.51)
for the case that de = ds = 0 as
∂tu =
γv2
ρ
− T
(
∂s
∂m
)
u
v
ρ
−∇(λ∇β). (II.52)
The physical interpretation of the right-hand side is clear.
The first term represents the generating heat caused
by the momentum dissipation, the second term the re-
versible heat generation which includes the latent heat
and the third term the heat conduction.
Historically, an order parameter model with energet-
ics was derived from the entropy functional [16]. The
equations in this previous study correspond to the over-
damped version of (II.49), (II.50), and (II.51) with de =
0. Similar equations were also considered in the context
of critical phenomena [17], where a simple form of the
entropy functional is assumed. This study took the noise
into account but assumed de = 0. The model in this
previous study was called Model C [18].
Now, let us recall the small parameter η = ℓ/L, which
represents the extent of the scale separation. Below we
discuss the behavior of the deterministic system in the
limit η → 0. Hereafter, the limit η → 0 is always taken
with Ly/L and Lz/L fixed, without explicit remarks.
D. Interface
1. Stationary interface
For any initial value of (m(r), v(r), φ(r)), the energy E
is conserved over time and dS/dt ≥ 0 for any t as shown
in (II.47). This means that (m(r, t), v(r, t), φ(r, t)) goes
to the equilibrium value
(meq(r), veq(r) = 0, φeq(r)), (II.53)
which maximizes S under the energy conservation. In
this stationary state, the temperature T (r) is uniform in
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FIG. 5. Teq as a function of E. The phase coexistence is
observed at Teq = Tc for E1 ≤ E ≤ E2.
space, which is denoted by Teq. In Fig. 5, we plot this
Teq as a function of E. We here find a plateau
Teq = Tc (II.54)
in the region E1 ≤ E ≤ E2, where E1 and E2 are calcu-
lated as
E1 = u
o(Tc)LLyLz, (II.55)
E2 = u
d(Tc)LLyLz (II.56)
for the specific model (II.26) in the limit η → 0. See
(II.31) and (II.32) for the definitions of uo and ud. In the
plateau region, (ueq(r),meq(r)) is not homogeneous in
space; the ordered state (m = mloc(Tc)) and the disorded
state (m = 0) coexist with the minimum surface of the
interface between the two states.
Since the horizontal length L is larger than the lengths
of other directions Ly and Lz, the stationary interface is
perpendicular to the x-axis. From (II.49) and (II.51), we
have v = 0 and T = Tc for the stationary solution. Fur-
thermore, from (II.50) with (II.13) and (II.29), we find
that the stationary interface described by m = meq(x)
satisfies
− ∂f(Tc,m)
∂m
+ df∂
2
xm = 0 (II.57)
with the boundary conditions (II.8).
Let Xeq be the stationary interface position for a given
value of the total energy E, as shown in Fig. 6. We
consider the case that the ordered state appears in the
left-side. Then, Xeq is determined by
Xequ
o(Tc) + (L −Xeq)ud(Tc) = E
LyLz
(II.58)
in the limit η → 0. Here, we recall that the interface
width in the mesoscopic description is Λ, because the
interface is obtained by averaging the spatial region over
Λ. We thus express the solution of (II.57) with η ≪ 1 as
meq(x) = m¯
(
x−Xeq
Λ
)
mloc(Tc). (II.59)
Λ
Xeq L0
x
m
mloc(Tc)
FIG. 6. Schematic figure of stationary interface.
The dimensionless quantity m¯(ξ), which describes an in-
ternal structure of the interface, then satisfies
− ∂f(Tc, m¯mloc(Tc))
∂m¯
+
m2loc(Tc)df
Λ2
∂2ξ m¯ = 0 (II.60)
with ξ = (x−Xeq)/Λ, m¯(0) = 1/2, m¯(−∞) = 1, m¯(∞) =
0. Here, we notice f ≃ Tcℓ−3, where ≃ represents that
the characteristic value of the left-hand side is given by
the right-hand side. We impose a condition that m¯(ξ)
is well-defined in the limit η → 0. This condition is
expressed as
df ≃ Λ
2Tcℓ
−3
mloc(Tc)2
. (II.61)
We also assume that de and Tds satisfy the same estima-
tion as (II.61).
2. Interface motion
We assume an initial state with an interface position
X0 and a uniform temperature T
qeq
X0
6= Tc, which satisfies
X0u
o(T qeqX0 ) + (L−X0)ud(T qeqX0 ) =
E
LyLz
, (II.62)
and
m(x, 0) = mqeq(x −X0;X0), (II.63)
v(x, 0) = 0 (II.64)
with
mqeq(x−X ;X) ≡ m¯
(
x−X
Λ
)
mloc(T
qeq
X ). (II.65)
When 0 < η ≪ 1, the interface slowly moves to the equi-
librium position Xeq, as shown in Fig. 7. The initial
state corresponds to the quasi-equilibrium state in ther-
modynamics, because T qeqX0 6= Tc. The time evolution
describes the transition from the quasi-equilibrium state
T qeqX0 to the true equilibrium state Tc. We describe this
interface motion quantitatively.
Let X(t) be the position of the interface at time t. We
assume that the interface motion is slowest which will be
confirmed by (II.86) in a self-consistent manner. Then,
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FIG. 7. Schematic figure of interface motion from the quasi-
equilibrium state to the equilibrium state.
other dynamical variables are slaved to the slow variable
X(t). Based on this picture, we set
m(x, t) = mqeq(x−X(t);X(t)) +m′(x, t), (II.66)
T (x, t) = T qeqX(t) + T
′(x, t), (II.67)
v(x, t) = ρ∂tm(x, t), (II.68)
where m′ and T ′ are small corrections, which are ne-
glected in the lowest order calculation. The temperature
T qeqX(t) satisfies
X(t)uo(T qeqX(t)) + (L −X(t))ud(T qeqX(t)) =
E
LyLz
(II.69)
for the interface position X(t). We determine the domi-
nant contributionmqeq(x−X(t);X(t)) for small η. Here,
since mqeq(x−X(t);X(t)) is slowly evolving,
∂2tm
qeq ≪ γ∂tmqeq, (II.70)
which will be checked by (II.86) By substituting (II.66),
(II.67), and (II.68) into (II.50), we obtain
−γρdX
dt
∂xm
qeq = −
∂f(T qeqX(t),m)
∂m
∣∣∣∣∣
m=mqeq
+ df∂
2
xm
qeq,
(II.71)
where we have used (II.70). More precisely, although the
left-hand side should be
−γρdX
dt
[
∂xm
qeq −mqeq ∂
∂X
logmloc(T
qeq
X )
]
, (II.72)
the second term can be ignored for small η, because the
first term in the square bracket is O(mloc/Λ) and the
second term is O(mloc/L). In the limit η → 0, we
consider (II.71) as the differential equation defined in
x−X(t) ∈ [−∞,∞] with the boundary condition
mqeq(x−X(t);X(t))→ mloc(T qeqX(t)) (II.73)
for x−X(t)→ −∞, and
mqeq(x−X(t);X(t))→ 0 (II.74)
for x − X(t) → +∞. We here note that a solution of
the differential equation (II.71), mqeq(x − X(t);X(t)),
exists only for a special value of dX/dt. In other words,
by solving the non-linear eigenvalue equation (II.71) with
T qeqX given by (II.69), we determine the eigenvalue dX/dt
and the solution mqeq(x−X(t);X(t)), simultaneously.
The solution of the equation (II.71) is understood by
identifying (II.71) with a Newton equation for the coor-
dinate mqeq with a fictitious time x′ = x −X(t), where
the fictitious mass is df , the fictitious friction γρdX/dt,
and the potential −f(T qeqX ,mqeq). The precise form of
mqeq(x − X(t);X(t)) and the eigenvalue dX/dt can be
numerically determined by solving (II.71). Here, assum-
ing the form mqeq(x − X(t);X(t)), we express dX/dt
in terms of mqeq(x − X(t);X(t)). Indeed, multiplying
∂xm
qeq(x−X(t);X(t)) to the both-hand sides of (II.71)
and integrating them over the whole region, we obtain
− γρdX
dt
∫ ∞
−∞
dx(∂xm
qeq)2
= f(T qeqX(t),mloc(T
qeq
X(t)))− f(T qeqX(t), 0). (II.75)
This is rather standard analysis. See for example Ref.
[60]. The equation (II.75) represents the equation of mo-
tion for X . It means that the interface moves so as to
decrease the total free energy. The driving force is the
free energy difference given in the right-hand side, and
the left-hand side describes the friction force for the in-
terface motion. Now, when X(t) is close to Xeq, we have
a linear equation
τint
dX
dt
= −(X −Xeq). (II.76)
Then, τint provides the time scale of the interface motion.
Below, by analyzing (II.75), we derive τint.
We specifically study the case that (X(t) −Xeq)/L is
small. In this case, (T qeqX − Tc)/Tc is also small. By
recalling (II.12), we notice
f(T qeqX(t),mloc(T
qeq
X(t)))− f(T qeqX(t), 0)
= f(T qeqX(t),mloc(T
qeq
X(t)))− f(Tc,mloc(Tc))
− [f(T qeqX(t), 0)− f(Tc, 0)]. (II.77)
We thus estimate
f(T qeqX(t),mloc(T
qeq
X(t)))− f(T qeqX(t), 0)
= −[s(Tc,mloc(Tc))− s(Tc, 0)](T qeqX(t) − Tc)
= −u
o(Tc)− ud(Tc)
Tc
dT qeqX
dX
∣∣∣∣
X=Xeq
(X(t)−Xeq), (II.78)
where we have ignored higher order terms of (X(t) −
Xeq)/L. The derivative of (II.69) in X(t) provides an
expression of dT qeqX /dX , from which we find
dT qeqX
dX
≃ T
qeq
X
L
. (II.79)
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We also notice that uo(Tc) and u
d(Tc) are proportional to
Tcℓ
−3 up to a multiplicative numerical constant, because
of the equi-partition law. We thus estimate the right-
hand side of (II.78) as
ℓ−3Tc
L
(X −Xeq), (II.80)
up to multiplicative numerical constant. Furthermore,
mqeq(x − X(t);X(t)) may be replaced by m¯(ξ)mloc(Tc)
in (II.59) in this description. We then re-write (II.75) as
γint
dX
dt
≃ − ℓ
−3Tc
L
(X −Xeq), (II.81)
with
γint ≡ γρm
2
loc(Tc)
Λ
∫ ∞
−∞
dξ(∂ξm¯)
2, (II.82)
Thus, the time scale of the interface motion is estimated
as
τint =
γρm2loc(Tc)L
ℓ−3TcΛ
. (II.83)
Let τ be a macroscopic time scale characterizing the
change of the order parameter density field m. From
(II.4) and (II.5), we have
ρφ ≃ v2 ≃
(m
τ
)2
ρ2, (II.84)
which yields
ρm2 ≃ φτ2. (II.85)
This estimate allows us to further rewrite (II.83) as
τint ≃ γτ L
Λ
τ. (II.86)
The time scale of momentum dissipation γ−1 is shorter
than the macroscopic time scale τ , because the momen-
tum of the order parameter is not a conserved quantity.
This means that γτ > 1. Therefore, it generally holds
that
τint
τ
= γτO(η−
1
2 )→∞ (II.87)
in the limit η → 0. That is, the interface motion is
singularly slow. Below, we assume that γτ = O(η0),
which leads to
τint
τ
= O(η−
1
2 ). (II.88)
E. Heat conduction systems
We study the heat conduction by using the equations
(II.49), (II.50), and (II.51) with the flux-controlled con-
dition
λ∂xβ(0, y, z) = λ∂xβ(L, y, z) = J (II.89)
at the boundaries x = 0 and x = L instead of (II.48),
while (II.48) holds at the other boundaries. Without
loss of generality, we assume J ≤ 0. The condition
(II.89) implies that the energy flux is kept constant at the
boundaries. A remarkable property of the boundary con-
dition is that the total energy of the system is conserved.
From this property, we call (II.89) with J 6= 0 a non-
equilibrium adiabatic condition, which is contrasted with
more standard boundary conditions T (0, y, z) = TL and
T (L, y, z) = TR. We impose the special boundary con-
dition (II.89) for a technical reason to analyze stochastic
systems. The details will be clarified in Sec. IV. We note
that the expectation value of a thermodynamic quantity
would be independent of boundary conditions when we
study the system with the same total energy and energy
flux.
The extent of the non-equilibrium is represented by a
dimensionless small parameter
ǫ ≡ |J |LTc
λmin
, (II.90)
where λmin is the minimum value of λ(r). We focus on
the linear response regime in the sense that quantities
are considered in the linear order of ǫ.
From (II.49), (II.50), and (II.51) with (II.13) and
(II.29), we find that the stationary solution satisfies
−
(
∂f
∂m
)
T
+ Tde(∂xβ)(∂xm) + df∂
2
xm = 0, (II.91)
λ∂xβ = J, (II.92)
which is interpreted as the non-equilibrium extension of
(II.57). Below, we analyze the equations (II.91) and
(II.92).
Let Xss be the position of the stationary interface
for (E, J). We then determine the temperature of the
interface θ from (II.91) and (II.92) with Xss. Mul-
tiplying (∂xm) to (II.91) and integrating it over I ≡
[Xss − KΛ, Xss + KΛ] with a large K independent of
η, we obtain
−
∫
I
dx(∂xm)
(
∂f
∂m
)
T
+
∫
I
dxTde(∂xβ)(∂xm)
2
+
∫
I
dxdf (∂xm)(∂
2
xm) = 0. (II.93)
Here, we note
∂xf =
(
∂f
∂T
)
m
∂xT +
(
∂f
∂m
)
T
∂xm
=
sJT 2
λ
+
(
∂f
∂m
)
T
∂xm, (II.94)
and
df (∂xm)(∂
2
xm) =
df
2
∂x((∂xm)
2)
=
1
2
∂x(df (∂xm)
2)− ds
2
(∂xT )(∂xm)
2. (II.95)
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By using these results, we further rewrite (II.93) as
f(Xss +KΛ)− f(Xss −KΛ)
= J
∫ Xss+KΛ
Xss−KΛ
dx
[
Tde(∂xm)
2
λ
+
sT 2
λ
]
+ J
∫ Xss+KΛ
Xss−KΛ
dx
T 2ds(∂xm)
2
2λ
+
df
2
(∂xm)
2
∣∣Xss+K√ηL
Xss−K√ηL . (II.96)
The last term is proportional to ǫ2, because
∂xm ≃ −dmloc(T )
dT
T 2
J
λ
(II.97)
at x = Xss −KΛ, and ∂xm = 0 at x = Xss +KΛ. Thus,
by using (II.61) and s ≃ ℓ−3, we have the estimation
f(Xss +KΛ)− f(Xss −KΛ) ≃ JKΛT
2
c
λ
ℓ−3
≃ ǫKη 12Tcℓ−3.(II.98)
Since the length of the temperature variation is much
larger than Λ, the left-hand side is expressed as
f(θ,mloc(θ)) − f(θ, 0), (II.99)
which is further written as
− [so(θ)− sd(θ)](θ − Tc), (II.100)
where we have used the similar calculation as the second
line of (II.78). We thus obtain
θ − Tc ≃ ǫKη 12 Tc. (II.101)
This estimate indicates that, in the limit η → 0 with ǫ
fixed, the stationary interface temperature in the heat
conduction state remains Tc.
F. Problem
Let us summarize the results for the deterministic dy-
namics. We fix a small η and observe a system over
a much longer time interval than τint given in (II.86) so
that we can consider the long time limit to the stationary
state. After that, we take the limit η → 0. The interface
temperature is then Tc. On the contrary, when we first
take the limit η → 0, the interface does not move even in
the long time limit. In this case, the interface tempera-
ture takes an arbitrary value of quasi-equilibrium states.
That is, the dynamical behavior of the system with small
η is singular and it may be strongly influenced by a small
noise. Since the noise comes from the elimination of fast
variables [61], the noise intensity is also related to η. In
particular, in the limit η → 0, the noise intensity tends
to zero, as explicitly shown in Sec. III D. Therefore, in
order to resolve the singularity associated with η → 0, we
have to study the stationary distribution of the interface
position for the system with small η. We then calculate
the interface temperature for the system with small ǫ and
η, and take the limit η → 0 for ǫ fixed.
III. STOCHASTIC DYNAMICS
In this section, we study a stochastic model associated
with the deterministic model (II.49), (II.50), and (II.51).
A formal expression of the stochastic model is immedi-
ately obtained as shown in Sec. III A. Still, the noise
property is not obvious. After some preliminaries in Sec.
III B, we write a normal form of the Onsager theory and
derive the stochastic model with precisely specifying the
noise property in Sec. III C. We then present a dimen-
sionless form of the equation with the small parameter η
in Sec. III D. With some remarks in Sec. III E, we derive
the Zubarev-Mclennan representation of the stationary
distribution for heat conduction systems in Sec. III F.
A. Heuristic argument of the model
Let α = (m, v, φ) be a collection of the configurations
m, v, and φ. The stochastic model is constructed to yield
the stationary distribution
Peq(α) = N exp(S(α))δ
(∫
d3rφ(r)− E
)
(III.1)
for the equilibrium case J = 0, where N is the normaliza-
tion constant. We add Gaussian white noises to (II.49),
(II.50), and (II.51) that satisfy the detailed balance con-
dition. The noise intensity is related to the dissipation
intensity, which is called the fluctuation-dissipation rela-
tion of the second kind. We then write
∂tm =
v
ρ
, (III.2)
∂tv = −γv + T
(
∂s
∂m
)
u
+ deT (∇β)(∇m)
+ df∆m+
√
2γρTξv, (III.3)
∂tφ = −∇
(
λ∇β +
√
2λξφ
)
, (III.4)
where ξv and ξφ are Gaussian white noise. For later
convenience, we set
ξ1 = 0, (III.5)
ξ2 = ξv, (III.6)
(ξ3, ξ4, ξ5) = ξφ. (III.7)
The property of the Gaussian white noise is formally ex-
pressed as〈
ξa(r, t)ξb(r′, t′)
〉
= δabδ(r − r′)δ(t− t′), (III.8)
where 2 ≤ a, b ≤ 5. The over-damped version of the
equations with de = 0 was studied in Ref. [17] in the
context of critical phenomena, where the specific form of
the entropy functional is different from (II.26). We study
phase coexistence in heat conduction, while the previous
study focused on the dynamical behavior near the critical
point.
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We here notice that the noises should have a finite
correlation length because the noises appear as the result
of coarse-graining of microscopic mechanical degrees of
freedom [61]. We describe this property by introducing
a cutoff Λc for the noise, and replace (III.8) by〈
ξa(r, t)ξb(r′, t′)
〉
= δabδΛc(r − r′)δ(t− t′) (III.9)
with
δΛc(r) =
∫
|k|Λc<1
d3k
(2π)3
eikr. (III.10)
Here, the cut-off length Λc is much larger than the micro-
scopic length scale ℓ and much shorter than the coarse-
grained size Λ. We thus impose
ℓ≪ Λc ≪ Λ≪ L. (III.11)
The condition ℓ ≪ Λc is necessary to remove a singu-
lar term associated with the multiplicative nature of the
noise, which will be discussed below. This cut-off in-
duces the non-local coupling between the Onsager coeffi-
cients and the thermodynamic forces. Since the length of
the non-local coupling is Λc and the spatial variation of
the variables is larger than Λ, we can approximate it by
the local coupling ignoring the contribution of O(Λc/Λ).
We will give a precise argument for the derivation of the
model in Sec. III C.
B. Preliminaries for the derivation
In order to derive the stochastic model, we rewrite
the set of deterministic equations, (II.43), (II.44), and
(II.45), as the simplest form. The key concept here is to
introduce q by
φ =
E
LLyLz
+∇q, (III.12)
where we impose qn = 0 at the boundaries so as to satisfy
(II.6). We express (III.12) as φ = φ(q). We here note
S(m, v, φ(q + δq))− S(m, v, φ(q))
=
∫
d3r
δS
δφ(r)
∣∣∣∣
φ=φ(q)
∇δq(r)
=
∫
d3r∇
[
δS
δφ(r)
∣∣∣∣
φ=φ(q)
δq(r)
]
−
∫
d3r∇
[
δS
δφ(r)
∣∣∣∣
φ=φ(q)
]
δq(r)
= −
∫
d3r∇
[
δS
δφ(r)
∣∣∣∣
φ=φ(q)
]
δq(r), (III.13)
where we have used the boundary condition qn = 0. We
simply express the result (III.13) as
δS
δq(r)
= −∇ δS
δφ(r)
. (III.14)
By using this expression and substituting (III.12) into
(II.45), we rewrite (II.45) as
∂tq = λ
δS
δq(r)
+B, (III.15)
where B satisfies
∇B = 0. (III.16)
For a given φ, ∇ × q may take arbitrary values. We fix
this value at time t by the solution of the equation
∂t(∇× q) =∇× λ δS
δq(r)
(III.17)
with the initial value ∇ × q = 0 at t = 0. Under this
fixing condition, we have ∇ × B = 0. Together with
(III.16), we find that B is constant in r. Finally, noting
the condition that qn = 0 and∇βn = 0 at the boundary,
we have Bn = 0 from (III.15). We thus derive
B = 0. (III.18)
Substituting this result into (III.15), we obtain
∂tq = λ
δS
δq(r)
. (III.19)
As shown below, the variable q is convenient to analyze
the stochastic model. As far as we checked, there are
no references that introduce the variable q instead of a
locally conserved quantity.
Here, we define the five components field
χ ≡ (m, v, qx, qy, qz), (III.20)
and χa (a = 1, 2, · · · , 5) denotes each component. For
any functional of α = (m, v, φ), such as S(α) and Peq(α),
we define the functional of χ through α = α(χ). For ex-
ample, Peq(χ) represents Peq(α(χ)). The set of equations
(II.43), (II.44), and (III.19) is expressed as
∂tχ
a =
5∑
b=1
Lab(χ(r),∇χ(r)) δS
δχb(r)
, (III.21)
where L12 = −L21 = −T , L22 = γρT , L33 = L44 =
L55 = λ, and Lab = 0 for the other components. It
should be noted that T and λ are functions of (u,m),
while γ and ρ are constants. Since
u =
E
LLyLz
+∇q − v
2
2ρ
− de |∇m|
2
2
, (III.22)
Lab(χ(r),∇χ(r)) is determined from χ and ∇χ for each
r.
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FIG. 8. Schematic figure of non-local Onsager coefficient Lab.
C. Derivation
Since we assume the cut-off length in the noise, (III.21)
becomes a non-local form with using a functional of χ as
Lab(χ; r, r′) ≡
∫
d3r′′Lab(χ(r′′),∇χ(r′′))
×δΛc(r − r′′)δΛc(r′ − r′′), (III.23)
which is illustrated in Fig. 8. Further, since the Onsager
coefficients Lab in (III.21) depend on χ, we have to con-
sider multiplicative nature of the noise in the stochastic
dynamics. From these, the stochastic model associated
with (III.21) takes the form
∂tχ
a =
∑
b
∫
d3r′
[
Lab(χ; r, r′) δS
δχb(r′)
+
δLab(χ; r, r′)
δχb(r′)
δab
]
+
∫
d3r′Ga(χ; r, r′) · ξa(r′), (III.24)
where the functional Ga(χ; r, r′) is determined later and
the symbol ‘·’ in front of ξa represents the Ito multiplica-
tion. The second term in the right-hand side of (III.24)
is necessary to yield the equilibrium stationary distribu-
tion (III.1) [62, 63]. Here, it should be noted that the off-
diagonal components of Lab do not appear in the second
term, because the terms with off-diagonal components of
Lab do not contribute to the entropy production. See [62]
for the detail.
The Fokker-Planck equation for the probability density
P(χ, t) corresponding to (III.24) is written as
∂tP(χ, t) +
∑
ab
∫
d3rd3r′
δ
δχa(r)
[Aab(χ; r, r′)P(χ, t)]
=
1
2
∑
a
∫
d3rd3r′
δ2
δχa(r)δχa(r′)
[Ba(χ; r, r′)P(χ, t)]
(III.25)
with
Aab(χ; r, r′) ≡ Lab(χ; r, r′) δS
δχb(r′)
+ δab
δLab(χ; r, r′)
δχb(r′)
,
(III.26)
Ba(χ; r, r′)
≡
∫
d3r′′d3r′′′Ga(χ; r, r′′)Ga(χ; r′, r′′′)δΛc(r′′ − r′′′).
(III.27)
Here, as shown in [62, 63], the detailed balance condition
is expressed as∫
d3r
δ
δχ1(r)
[
L12(χ; r, r′) δS
δχ2(r′)
Peq(χ)
]
+
∫
d3r
δ
δχ2(r)
[
L21(χ; r, r′) δS
δχ1(r′)
Peq(χ)
]
= 0,
(III.28)
2Laa(χ; r, r′) = Ba(χ; r, r′), (III.29)
which leads to the stationary distribution (III.1). We
thus have to confirm (III.28) and (III.29).
First, we estimate the left-hand side of (III.28). From
the anti-symmetric property
L12(χ; r, r′) = −L21(χ; r′, r), (III.30)
the left-hand side of (III.28) is written as
∫
d3r
δL12(χ; r, r′)
δχ1(r)
δS
δχ2(r′)
Peq(χ)
+
∫
d3r
δL21(χ; r, r′)
δχ2(r)
δS
δχ1(r′)
Peq(χ). (III.31)
We here explicitly calculate∫
d3r
δL12(χ; r, r′)
δχ1(r)
= −
(
∂T
∂m
)
u
δΛc(0)
=
1
cm
(
∂u
∂m
)
T
δΛc(0),(III.32)
where we have used δ′Λc(0) = 0 for the interface energy
contribution. Similarly, we have∫
d3r
δL21(χ; r, r′)
δχ2(r)
=
(
∂T
∂u
)
m
(
∂u
∂v
)
q,m
δΛc(0)
= − v
cmρ
δΛc(0). (III.33)
These expressions involve the dimensionless quantity
δΛc(0)/cm. Since δΛc(0) = O(Λ
−3
c ) and cm = O(ℓ
−3),
δΛc(0)/cm is estimated as O(ℓ
3/Λ3c). This leads to∫
d3r
δL12(χ; r, r′)
δχ1(r)
=
(
∂u
∂m
)
T
O
(
ℓ3
Λ3c
)
,(III.34)
∫
d3r
δL21(χ; r, r′)
δχ2(r)
=
v
ρ
O
(
ℓ3
Λ3c
)
(III.35)
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in the asymptotic limit ℓ/Λc → 0. By substituting
(III.34) and (III.35) into (III.31), we find that (III.31)
is proportional to O(ℓ3/Λ3c), which is zero in the limit
(III.11). Then, we have confirmed (III.28). Note that
(III.34) and (III.35) exhibit the divergence without the
cutoff Λc. This apparent divergence becomes zero in the
appropriate limit after introducing the cut-off Λc. Such
an asymptotic estimate using a similar cut-off was used
in Ref. [64].
Next, we determine Ga from the condition (III.29). We
note that (III.29) is satisfied when
2Laa(χ(r′′),∇χ(r′′))δΛc(r − r′′)δΛc(r′ − r′′)
=
∫
d3r′′′Ga(χ; r, r′′)Ga(χ; r′, r′′′)δΛc(r′′ − r′′′).
(III.36)
By substituting
Ga(χ; r, r′) =
∫
d3r′′
√
2Laa(χ(r′′),∇χ(r′′))
× δΛc(r − r′′)δΛc(r′ − r′′)
×
[
1 +O
(
Λ3c
Λ3
)]
(III.37)
into the right-hand side of (III.36), we confirm that the
right-hand side is equal to the left-hand side of (III.36)
with an error of O((Λc/Λ)
3). Therefore, we claim that
the condition (III.29) holds.
Finally, we investigate the second term in the right-
hand side of (III.24). We concretely calculate each term
as follows.∫
d3r′
δL22(χ; r, r′)
δχ2(r′)
= γρ
(
∂T
∂u
)
m
(
∂u
∂v
)
q,m
δΛc(0)
= −γvO
(
ℓ3
Λ3c
)
, (III.38)
and ∫
d3r′
δL33(χ; r, r′)
δχ3(r′)
= 0, (III.39)
where we have used δ′Λc(0) = 0. (III.38) provides a cor-
rection of the momentum dissipation term −γv. This
correction can be negligible from the condition (III.11).
Therefore, the second term in the right-hand side of
(III.24) can be ignored. We here remark that the equal-
ity (III.39) leads to the statement that the multiplication
rule of the noise, Ito or Stratonovich, is irrelevant for the
standard fluctuating hydrodynamics [19, 20].
Summarizing these results, we write the stochastic
model as
∂tm = T ⊗ βv
ρ
, (III.40)
∂tv = −γT ⊗ βv + T ⊗
(
∂s
∂m
)
u
+ deT ⊗ (∇β)(∇m)
+ T ⊗ dfβ∆m+
√
2γρT ⊗ ξv, (III.41)
∂tφ = −∇
(
λ⊗∇β +
√
2λ⊗ ξφ
)
, (III.42)
where f ⊗ g is defined as
f ⊗ g =
∫
d3r′
∫
d3r′′f(r′′)δΛc(r − r′′)δΛc(r′ − r′′)g(r′).
(III.43)
Since Λc ≪ Λ, (III.40), (III.41), (III.42) may be inter-
preted as a physical model of the the formal model (III.2),
(III.3), and (III.4).
It should be noted that the formal model (III.2),
(III.3), and (III.4) with (III.8) cannot be solved numeri-
cally by a standard discretization method. Furthermore,
the formal model exhibits a spurious divergence of a cor-
relation function. These unsatisfactory properties of the
formal model are not observed in the physical model
(III.40), (III.41), and (III.42) with (III.9). Therefore,
we should study the physical model. Then, although the
expression of the physical model is rather complicated,
the theoretical analysis can be done similarly to that of
the formal model. Keeping this in mind, in the argument
below, we study the formal model in principle; and only
when the spurious divergence appears, we will go back to
the physical model.
D. Scaling
We consider a dimensionless form of the equations
(III.2), (III.3), and (III.4). First, we define the dimen-
sionless quantity Q˘ for any quantity Q by
Q = Q˘Q∗, (III.44)
where Q∗, which is a characteristic value with the dimen-
sion, is estimated below. We then introduce dimension-
less space coordinate r˘ and dimensionless time t˘ by
(r, t) = (Lr˘, τ t˘) (III.45)
so that the relaxation time of thermodynamic quantities,
τ , becomes the unity in this dimensionless time t˘. Note
that the choice of dimensionless coordinates (r˘, t˘) is arbi-
trary, and we choose this macroscopic unit for later con-
venience. This is in contrast with Q˘, which is determined
by physical properties of natural phenomena.
By substituting (III.44) and (III.45) into (III.2), (III.3)
with (II.29), and (III.4), we have
∂t˘m˘ = Γ1v˘, (III.46)
∂t˘v˘ = −Γ2v˘ − Γ3h˘+ Γ4
[
T˘ d˘e(∇˘β˘)(∇˘m˘) + d˘f ∆˘m˘
]
+
√
2Γ5T˘ ξ˘
v, (III.47)
∂t˘φ˘ = −∇˘
(
Γ6λ˘∇˘β˘ +
√
2λ˘Γ7ξ˘
φ
)
, (III.48)
where
(Γ1,Γ2,Γ3,Γ4,Γ5,Γ6,Γ7)
=
(
v∗τ
m∗ρ
, γτ,
h∗τ
v∗
,
(df )∗m∗τ
L2v∗
,
γρT∗τ
L3v2∗
,
λ∗β∗τ
L2φ∗
,
λ∗τ
L5φ2∗
)
.
(III.49)
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Here, we have assumed (de)∗ = (df )∗ from (II.42). The
characteristic values of the quantities are estimated by
using Tc, τ , L, and the microscopic length ℓ. Concretely,
first, it is obvious T∗ = Tc. Second, from the equi-
partition law, φ∗ is estimated as Tcℓ−3 up to a multi-
plicative numerical constant. From (II.4) and (II.5), we
find that v2∗ = ρφ∗ and m∗ = τv∗/ρ; and from (II.13),
we have h∗ = φ∗/m∗. Finally, since λ determines the
diffusion time scale of the energy, we obtain
λ∗ = Tcφ∗
L2
τ
. (III.50)
From (II.61), we also have
(df )∗ =
Λ2
m2∗
Tcℓ
−3. (III.51)
By substituting these results, we obtain
(Γ1,Γ2,Γ3,Γ4,Γ5,Γ6,Γ7) =
(
1, γ˘, 1, η, γ˘η3, 1, η3
)
,
(III.52)
where we set γ˘ = γτ . Moreover, we consider the dimen-
sionless energy E˘ and the dimensionless heat flux J˘ by
E = E˘Tc
(
L
ℓ
)3
, (III.53)
J = J˘
λ∗
TcL
. (III.54)
Here, in order to simplify the notation, we remove all
breve symbols. The final expression then becomes
∂tm = v, (III.55)
∂tv = −γv + T
(
∂s
∂m
)
u
+ η [Tde(∇β)(∇m) + df∆m]
+
√
2γη3Tξv, (III.56)
∂tφ = −∇
(
λ∇β +
√
2λη3ξφ
)
(III.57)
with the small parameter η ≪ 1 that represents the sep-
aration of scales. Note that
|J | = O(ǫ) (III.58)
holds in this dimensionless form. In the argument below,
we study the contribution of O(ǫ) in the small |J | limit.
More explicitly, by considering a physical situation, we
may estimate η = 10−8. Recalling Λ/L = O(
√
η), we
express (III.11) by
√
η ≪ Λc
Λ
≪ 1. (III.59)
As one example, we choose Λc/Λ = 10
−2, which makes
the theory consistent. It should be noted that we consider
the case that the interface width also vanishes in the limit
η → 0, which is in contrast to the standard weak noise
limit [43]. This aspect brings non-trivial noise effects
even in the limit η → 0.
It should be noted that the dimensionless space coor-
dinate (x, y, z) satisfies 0 ≤ x ≤ 1, 0 ≤ y ≤ Ly/L, and
0 ≤ z ≤ Lz/L. Hereafter, we set
A =
LyLz
L2
, (III.60)
which is the dimensionless area of the cross-section of the
system.
E. Remarks
To this point in this section, we have studied the
equilibrium systems where the stationary distribution is
given by (III.1). For heat conduction systems, similarly
to the deterministic description, we assume that non-
equilibrium nature is brought only by the boundary con-
dition. Specifically, we impose the boundary condition
jx(x = 0, y, z, t) = J, (III.61)
jx(x = 1, y, z, t) = J, (III.62)
and jn = 0 at the other boundaries, where j is defined
as
j ≡ λ∇β +
√
2λη3ξφ. (III.63)
The total energy is then conserved as∫
d3rφ(r, t) = E (III.64)
for any t.
When we consider a symmetry breaking phase, the
long time behavior of the system for finite η is differ-
ent from that for the system in the limit η → 0. In order
to avoid such a singular behavior, we add a small symme-
try breaking field hex to the right-hand side of (III.56),
and consider the limit hex → 0 in the last step. In the
argument below, we do not write this term explicitly but
we always keep this process in mind.
F. Zubarev-Mclennan representation
Let Pss(α;E, J) be the stationary distribution of α for
a system with (E, J), where E and J are values of the
dimensionless total energy and the dimensionless bound-
ary current, respectively. In this subsection, we derive an
expression of Pss(α;E, J), which is called the Zubarev-
Mclennan representation [32–36], in the linear response
regime around the equilibrium state.
Let αˆ denote the trajectory of α from t = 0 to t = tf .
That is, αˆ = (α(t))
tf
t=0. The probability density (mea-
sure) of trajectory αˆ with α(0) fixed at t = 0 is denoted
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by Pˆ(αˆ|α(0);E, J). From (III.55), (III.56), and (III.57),
we obtain
log Pˆ(αˆ|α(0);E, J) = − 1
η3
Iˆ(αˆ|α(0);E, J) + const
(III.65)
with
Iˆ(αˆ|α(0);E, J) =
∫ tf
0
dt
∫
d3r
{
1
4λ
|j − λ∇β|2
+
1
4γT
[∂tv + γv + h− η (Tde(∇β)(∇m) + df∆m)]2
}
,
(III.66)
where ∂tm and ∂tφ are connected to v and j as
∂tm− v = 0, (III.67)
∂tφ+∇j = 0. (III.68)
Hereafter, we do not explicitly write the E dependence
of the path probability density. Let αˆ† be the time re-
versal of αˆ. That is,
αˆ†(t) = (m(tf − t),−v(tf − t), φ(tf − t)).
We also define α† for α = (m, v, φ) as α† = (m,−v, φ).
By noting
j∇β =∇(jβ)− β∇j
=∇(jβ) +
δS
δφ(r)
∂tφ, (III.69)
and using the dimensionless version of (II.39) and (II.40):
δS
δm(r)
= −βh+ η[de(∇β)(∇m) + βdf∆m], (III.70)
δS
δv(r)
= −βv, (III.71)
we obtain
Iˆ(αˆ|α(0); J)− Iˆ(αˆ†|(α(tf ))†;−J)
= −
∫ tf
0
dt
∫
d3r
[
(∂tm)
δS
δm(r)
+ (∂tv)
δS
δv(r)
+ ∇
(
j
δS
δφ(r)
)
+ (∂tφ)
δS
δφ(r)
]
, (III.72)
which leads to
Iˆ(αˆ|α(0); J) − Iˆ(αˆ†|(α(tf ))†;−J)
= −S(α(tf )) + S(α(0))
− J
∫
d2r⊥
∫ tf
0
dt(β(1, r⊥, t)− β(0, r⊥, t)), (III.73)
where r⊥ = (y, z).
Now, for an initial distribution P0, the distribution at
t = tf is expressed as
P(α, tf ; J) =
∫
DαˆP0(α(0))Pˆ(αˆ|α(0); J)δ(α(tf )− α).
(III.74)
Here, as a special choice, we take
P0(α) = N exp
(
1
η3
S(α)
)
δ
(∫
d3rφ(r)− E
)
.
(III.75)
From (III.73), we find
Pˆ(αˆ|α(0); J)P0(α(0))
Pˆ(αˆ†|(α(tf ))†;−J)P0((α(tf ))†)
= exp
(
J
η3
∫
d2r⊥
∫ tf
0
dt(β(1, r⊥, t)− β(0, r⊥, t))
)
.
(III.76)
We then rewrite (III.74) as
P(α, tf ; J) =
∫
DαˆP0((α(tf ))†)Pˆ(αˆ†|(α(tf )†;−J)
× P0(α(0))Pˆ(αˆ|α(0); J)P0((α(tf ))†)Pˆ(αˆ†|(α(tf ))†;−J)
δ(α(tf )− α).
(III.77)
The substitution of (III.76) into the right-hand side yields∫
Dαˆ†P0((α(tf ))†)Pˆ(αˆ†|(α(tf ))†;−J)
× eJ/η3
∫
d2r⊥
∫ tf
0 dt(β(1,r⊥,t)−β(0,r⊥,t))
× δ((α(tf ))† − α†). (III.78)
By using the transformation αˆ→ αˆ† in the path integral
variable, we have∫
DαˆP0(α(0))Pˆ(αˆ|α(0);−J)
× eJ/η3
∫
dr⊥
∫ tf
0 dt(β(1,r⊥,t)−β(0,r⊥,t))
× δ(α(0) − α†), (III.79)
where we have used∫ tf
0
dtβ(1, r⊥, tf − t) = −
∫ 0
tf
dt′β(1, r⊥, t′)
=
∫ tf
0
dt′β(1, r⊥, t′). (III.80)
Finally, by combining (III.75) with it, we obtain
P(α, tf ;E, J) = N eS(α)/η3
×
〈
eJ/η
3
∫
d2r⊥
∫ tf
0 dt(β(1,r⊥,t)−β(0,r⊥,t))
〉−J
α†→∗
× δ
(∫
d3rφ(r)− E
)
, (III.81)
where 〈 〉Jα→∗ represents the expectation value over tra-
jectories α(t) starting from α(0) = α with respect to the
path probability density in the system with J .
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Here, we consider the steady state obtained in the long
time limit tf → ∞ for the system with the separation
of scales η → 0, with focusing on the linear response
regime in J . That is, precisely speaking, three limits
tf →∞, η → 0, and ǫ→ 0, should be taken into account.
(In addition to those, the symmetry breaking external
field hex should be taken to be zero in the last step, as
discussed in the previous section.) Now, if we first took
the limit tf → ∞ for fixed η, we could not observe the
symmetry breaking in the limit hex → 0. On the other
hand, if we first took η → 0, the interface motion could
not be observed even in the equilibrium system, because
τint → ∞ for η → 0 as shown in (II.88). The proper
limit may be that we first set tf = Kτint in the limit
η → 0 with fixed K, and take the limit K → ∞. We
then consider the limit ǫ→ 0.
Keeping this remark in mind, we define a modified en-
tropy S˜ as
S˜(α;E, J) ≡ lim
K→∞
lim
η→0
η3 log
P(α,Kτint; J)
N δ (∫ d3rφ(r)− E) .
(III.82)
We then assume that the stationary probability distribu-
tion in our problem is expressed as
Pss(α;E, J) = N e
1
η3
S˜(α;J)
δ
(∫
d3rφ(r)− E
)
.
(III.83)
Now, recalling (III.58), we expand S˜ in J as
S˜(α;E, J) = S0(α) + JI(α) +O(ǫ2) (III.84)
with
S0(α) = lim
η→0
S(α). (III.85)
Here, the functional I is calculated as
I(α) = lim
K→∞
lim
η→0
∫
d2r⊥
∫ Kτint
0
dt
×〈(β(1, r⊥, t)− β(0, r⊥, t))〉eqα†→∗ ,(III.86)
where 〈 〉eqα→∗ = 〈 〉J=0α→∗. (III.83) may be referred to as
the Zubarev-Mclennan representation of the probability
density for the system with the flux control. When J = 0,
Pss(α;E, J = 0) is the micro-canonical distribution. The
second term of (III.84) is the non-equilibrium correction
to the entropy, which represents the entropy production
in the relaxation process to the equilibrium state from the
fluctuation α†. This entropy production is called excess
entropy production.
We here remark that (III.76) is referred to as the lo-
cal detailed balance condition which connects the ratio of
path probabilities of forward and backward trajectories
with the entropy production along the trajectory. This
is the key relation for deriving many universal relations.
IV. CORRECTION TERM
In this section, we evaluate I for a single interface con-
figuration αX , which is defined in Sec. IVA. In Sec.
IVB, we estimate the bulk contribution to I. This will
be done quite easily thanks to the boundary condition we
impose. This calculation also gives the correction term
I for configurations without interfaces. In Sec. IVC, we
derive the temperature profile in the bulk when the in-
terface slowly moves to the equilibrium position. In Sec.
IVD, we argue that the temperature gap of O(
√
η) gives
a contribution to I. In Sec. IVE, we explain our method
to calculate the temperature gap. In Sec. IVF, we es-
timate the temperature gap at the interface. At last, in
Sec. IVG, we show the result of I for a single interface
configuration αX .
Hereafter, for simplicity, we assume
λ(T,m) = λd + (λo − λd)B(m), (IV.1)
where λo and λd are constants, and B(m) is a mono-
tonically increasing smooth function of |m| satisfying
B(m) = 0 for |m| ≤ δmmloc(T ) and B(m) = 1 for
|m| ≥ (1 − δm)mloc(T ). The constant δm, which is inde-
pendent of η and ǫ, is much smaller than 1, say δm = 0.01.
A. Interface configuration
For later convenience, we introduce the over-bar to rep-
resent the average over vertical directions to the heat flux.
For example,
β¯(x, t) ≡ 1
A
∫
d2r⊥β(x, r⊥, t). (IV.2)
Let αX denote a configuration with a single interface of
the interface position X . Precisely, the interface position
is specified by
m¯(X) =
mloc(T¯ (X))
2
. (IV.3)
We then define the interface region [X−, X+] by
X− ≡ X − r√η, (IV.4)
X+ ≡ X + r√η, (IV.5)
where r is a positive constant such that e−r is much
smaller than 1, say e−r = 0.01. A configuration αX with
a single interface of the interface position X is defined as
that satisfying
|m¯(x) −mloc(T¯ (x))| ≤ δmmloc(T¯ (x)) (IV.6)
for x ≤ X−, and
|m¯(x)| ≤ δmmloc(T¯ (x)) (IV.7)
for x ≥ X+. We also impose that the interface configu-
ration satisfies
|v¯(x)| ≤ δv, (IV.8)
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where the constant δv is much smaller than 1. Since we
consider the limit η → 0, the final result is independent
of the parameters (δm, δv, r). For a given single inter-
face configuration αX , we study the time evolution from
αX . We assume that a configuration at any time t in the
time interval [0,Kτ int] still possesses a single interface at
the interface position X(t) which depends on the noise
realization. Note that X(0) equals to X in αX .
We first re-write I as
I(αX) = lim
K→∞
lim
η→0
AI(αX), (IV.9)
where I(αX) is expressed as
I(αX) =
∫ Kτint
0
dt
〈
β¯(1, t)− β¯(0, t)〉eq
α†X→∗
(IV.10)
=
∫ Kτint
0
dt
∫ 1
0
dx
〈
∂xβ¯(x, t)
〉eq
α†X→∗
.(IV.11)
We then consider the decomposition of I(αX):
I(αX) = I
o(αX) + I
d(αX) + I
int(αX), (IV.12)
where
Io(αX) ≡
∫ Kτint
0
dt
〈∫ X−(t)
0
dx∂xβ¯(x, t)
〉eq
α†X→∗
,(IV.13)
Id(αX) ≡
∫ Kτint
0
dt
〈∫ 1
X+(t)
dx∂xβ¯(x, t)
〉eq
α†
X
→∗
,(IV.14)
and
I int(αX) ≡
∫ Kτint
0
dt
〈∫ X+(t)
X−(t)
dx∂xβ¯(x, t)
〉eq
α†
X
→∗
.
(IV.15)
Below we evaluate Io/d(αX) and I
int(αX) for small η and
large K.
B. Bulk contribution
We fix large K. For any small η > 0, over the time in-
terval [0,Kτint], the configuration α(x, t) at time t start-
ing from α†X(x), which is described by the stochastic dy-
namics, shows the relaxation behavior to the equilibrium
state with accompanying small fluctuations. In the eval-
uation of Io(αX) and I
d(αX), we take account of only
the contribution from the most probable process by ig-
noring fluctuations, because we consider the weak noise
cases of small η. This means that α(x, t) is replaced by
the solution of the deterministic equation with η > 0.
That is, the expectation value of some fluctuating quan-
tity Q(x, t), 〈Q(x, t)〉eq
α†
X
→∗, is simply interpreted by the
most probable value of Q(x, t). In the argument below,
for simplicity, Q(x, t) denotes the most probable value
described by the deterministic equation with the initial
condition α(x, 0) = α†X(x) under the equilibrium condi-
tion J = 0. Then, (IV.13) and (IV.14) are expressed
as
Io(αX) =
∫ Kτint
0
dt
∫ X−(t)
0
dx∂xβ¯(x, t), (IV.16)
Id(αX) =
∫ Kτint
0
dt
∫ 1
X+(t)
dx∂xβ¯(x, t). (IV.17)
Here, we find a neat idea to use a variable ψ(x, t) de-
fined by
φ¯(x, t) =
E
A
+ ∂xψ(x, t) (IV.18)
with the boundary conditions ψ(0, t) = ψ(1, t) = 0. For a
given φ¯(x, t), ψ(x, t) can be defined because of the energy
conservation:
A
∫ 1
0
dxφ¯(x, t) = E. (IV.19)
Note that ψ(x, t) = q¯x(x, t) for the variable q introduced
in (III.12). We then have the deterministic equation of
ψ
∂tψ + λ
o∂xβ¯ = 0 (IV.20)
for x ∈ [0, X−(t)]. Now, by using (IV.20), (IV.16) is
expressed as
Io(αX) = −
∫ Kτint
0
dt
∫ X−(t)
0
dx
∂tψ
λo
= − 1
λo
∫ Kτint
0
dt
∫ 1
0
dxH(X−(t)− x)∂tψ,
(IV.21)
where H(x) = 1 for x > 0 and H(x) = 0 for x < 0. Since
H(X−(t)− x)∂tψ
= ∂t(H(X−(t)− x)ψ) − dX
dt
δ(X−(t)− x)ψ, (IV.22)
we have
Io(αX) = − 1
λo
∫ Kτint
0
dt
∫ 1
0
dx∂t(H(X−(t)− x)ψ)
+
1
λo
∫ Kτint
0
dt
∫ 1
0
dx
dX
dt
δ(X−(t)− x)ψ.
(IV.23)
We rewrite it as
Io(αX) =
1
λo
[∫ X−(0)
0
dxψX(x) −
∫ X−(Kτint)
0
dxψ(x,Kτint)
]
+
1
λo
∫ Kτint
0
dt
dX
dt
ψ(X−(t), t), (IV.24)
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where ψX(x) is determined from αX in the argument of
Io. Similarly, we obtain
Id(αX) =
1
λd
[∫ 1
X+(0)
dxψX(x) −
∫ 1
X+(Kτint)
dxψ(x,Kτint)
]
− 1
λd
∫ Kτint
0
dt
dX
dt
ψ(X+(t), t). (IV.25)
Now, we consider the limit η → 0 with large K fixed.
The interface motion is observed with the time scale
τint = O(η
−1/2) which is much larger than the relaxation
time of thermodynamic quantities. Thus, α(x, t) is close
to the quasi-equilibrium configuration αqeqX(t)(x) with the
interface position X(t), where the quasi-equilibrium con-
figuration αqeqX (x) is characterized by the uniform tem-
perature T qeqX satisfying
Xuo(T qeqX ) + (1−X)ud(T qeqX ) =
E
A
, (IV.26)
which is equivalent to (II.69). We also recall thatmqeqX (x)
is equal to mqeq(x − X ;X) defined by (II.65) and we
set vqeqX = 0. All thermodynamic quantities in the
quasi-equilibrium state are calculated from these defini-
tions. As one example, the quasi-equilibrium configura-
tion ψqeqX (x) is given by
ψqeqX (x) =
(
uo(T qeqX )−
E
A
)
x (IV.27)
for 0 ≤ x ≤ X , and
ψqeqX (x) = −
(
ud(T qeqX )−
E
A
)
(1− x) (IV.28)
for X ≤ x ≤ 1. Here, we define the latent heat qX by
qX ≡ ud(T qeqX )− uo(T qeqX ). (IV.29)
By combining it with the relation (IV.26), we find
uo(T qeqX )−
E
A
= −(1−X)qX . (IV.30)
We thus have
ψqeqX (X) = −X(1−X)qX . (IV.31)
Summarizing these results, we show an example of quasi-
equilibrium configuration ψqeqX (x) in Fig. 9. By taking
the limit K →∞ and η → 0, we have arrived at
lim
K→∞
lim
η→0
[Io(αX) + I
d(αX)]
=
1
λo
∫ X
0
dxψX(x) +
1
λd
∫ 1
X
dxψX(x)
− 1
λo
∫ Xeq
0
dxψqeqXeq(x) −
1
λd
∫ 1
Xeq
dxψqeqXeq (x)
+
∫ Xeq
X
dY ψqeqY (Y )
(
1
λo
− 1
λd
)
. (IV.32)
C. Temperature profile in the bulk
The result (IV.32) is obtained without calculating
β¯(x, t) explicitly. Since the characteristic time of the
relaxation of thermodynamic quantities is O(1) in the
macroscopic unit we employ, the temperature T (r, t) be-
comes the quasi-equilibrium value T qeqX(t) depending on
the interface position X(t) when t≫ 1. By substituting
∂xT
qeq
X(t) = 0 into (IV.13) and (IV.14), one may conjec-
ture that the time integral for t ≫ 1 in Io/d becomes
zero. However, since the time integral in (IV.13) and
(IV.14) is performed over the time interval of O(η−1/2),
the O(η1/2) contribution to β¯(x, t) should be taken into
account. We thus have to calculate a small modification
to the quasi-equilibrium profile T qeqX(t). In this subsection,
we explicitly calculate it and as the result we re-derive
the contribution to (IV.32) in the late stage t≫ 1.
In order to formulate the late stage more precisely, we
take tc satisfying
1≪ tc ≪ τint (IV.33)
for small η. Then, α¯(x, t) in t ∈ [0, tc] describes the re-
laxation behavior to the quasi-equilibrium configuration
αqeqX (x) from the initial configuration α
†
X(x) with keep-
ing the interface position X and α(x, t) in t ∈ [tc,Kτint]
describes the slow interface motion with dX/dt ≃ √η.
Such a space-time configuration is illustrated in Fig. 10.
In the bulk regions [0, X−(t)] and [X+(t), 1] for the
time interval [tc,Kτint], the time evolution is described
by the deterministic equation and all quantities are in-
dependent of (y, z). We ignore the terms associated with
interface thermodynamics by setting de = ds = 0. We
consider the entropy density s(x, t). By substituting the
thermodynamic relation
∂ts = β∂tu+
(
∂s
∂m
)
u
∂tm (IV.34)
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FIG. 10. Space-time plot associated with interface motion
whose time scale is O(η−1/2). Its close-up at a time scale of
O(1) is also shown.
into (II.52), we obtain
T∂ts = ∂x(κ∂xT ) + γ(∂tm)
2. (IV.35)
In the ordered region [0, X−(t)], we may assume
m(x, t) = mloc(T (x, t)), because m(x, t) quickly relaxes
to the local stable state for a given temperature T (x, t).
Then, since s(x, t) = so(T (x, t)), we have
T∂ts = T∂ts
o (IV.36)
= co∂tT, (IV.37)
where we have used (II.37). By using this relation and
noting (∂tm)
2 = O(η), we obtain
co∂tT = ∂x(κ∂xT ) +O(η). (IV.38)
Let us recall κ = λ/T 2 and we set
κoX =
λo
(T qeqX )
2
. (IV.39)
Since the time derivative of T qeqX(t) is given by
dT qeqX(t)
dt
=
dT qeqX
dX
∣∣∣∣
X=X(t)
dX
dt
= O(
√
η), (IV.40)
the solution for small η can be expanded as
T (x, t) = T (0)(x, t) +
√
ηT (1)(x, t) +O(η). (IV.41)
By substituting (IV.41) into (IV.38), we first have
∂xT
(0) +O(
√
η) = 0 (IV.42)
as the lowest order equation. The solution is the quasi-
equilibrium profile
T (0)(x, t) = T qeqX(t), (IV.43)
which slowly evolves through the interface position X(t).
Next, by substituting
T (x, t) = T qeqX(t) +
√
ηT (1)(x, t) +O(η) (IV.44)
into (IV.38), we obtain
co
dT qeqX
dX
dX
dt
=
√
ηκoX∂
2
xT
(1) +O(η), (IV.45)
where we have ignored
√
η∂tT
(1) because this term is
estimated as O(η). Hereafter, co is evaluated at T qeqX(t).
By solving this equation with the boundary condition
∂xT = 0 at x = 0, we derive T
(1) as a quadratic function
in x. We thus obtain
T (x, t) = T int− (t) +
dT qeqX(t)
dt
co
2κoX(t)
(x2 −X2) +O(η),
(IV.46)
where we have used the notation
T int− (t) ≡ T (X−(t), t). (IV.47)
Note that T int− (t) − T qeqX(t) = O(
√
η) should hold from
(IV.44).
Similarly, in the disordered region x ∈ [X+(t), 1], we
obtain
T (x, t) = T int+ (t)+
dT qeqX(t)
dt
cd
2κdX(t)
[(1−x)2−(1−X)2]+O(η),
(IV.48)
where we have defined
κdX ≡
λd
(T qeqX )
2
, (IV.49)
T int+ (t) ≡ T (X+(t), t). (IV.50)
In Fig. 11, we show a schematic figure of the temperature
profiles in the two bulk regions. An important observa-
tion is that the temperature of the interface region is
higher than that of the bulk regions when dX/dt > 0.
Physically, the slowly moving interface in the relaxation
process produces the latent heat which acts as a heat
source. This brings the distortion of the temperature
profiles in the bulk regions. Note that T int+ and T
int
− are
not determined yet.
By using the temperature profiles (IV.46) and (IV.48),
we calculate the contribution to Io/d in the time integral
over [tc,Kτint], which is explicitly defined by
Io2 ≡
∫ Kτint
tc
dt[βint− (t)− β(0, t)] (IV.51)
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FIG. 11. Temperature configuration in a relaxation process.
Latent heat is generated at the moving interface and it dif-
fuses into the bulk regions. See (IV.46) and (IV.48) for the
expression of the profiles. A temperature gap appears in the
interface region. See (IV.100) for the expression of the tem-
perature gap.
with βint− (t) ≡ 1/T int− (t). In the following argument, we
do not write O(η) for simplicity.
We set
(δβ)o = βint− (t)− β(0, t). (IV.52)
We then obtain
(δβ)o = −dT
qeq
X
dt
co
2λo
X2. (IV.53)
By using uo(T ) defined by (II.31), we have the following
identity:
d
dt
[
X2
(
uo(T qeqX )−
E
A
)]
= 2X
dX
dt
(
uo(T qeqX )−
E
A
)
+X2co
dT qeqX
dt
. (IV.54)
Then, we can rewrite (IV.53) as
(δβ)o = − d
dt
[
X2
2λo
(
uo(T qeqX )−
E
A
)]
+
dX
dt
1
λo
(
uo(T qeqX )−
E
A
)
X. (IV.55)
Here, from (IV.27), we obtain
ψqeqX (X) = X
(
uo(T qeqX )−
E
A
)
, (IV.56)
∫ X
0
dxψqeqX (x) =
X2
2
(
uo(T qeqX )−
E
A
)
. (IV.57)
By using them, Io2 is expressed as
lim
K→∞
lim
η→0
Io2 = lim
K→∞
lim
η→0
∫ Kτint
tc
dt(δβ)o
=
1
λo
[∫ X
0
dxψqeqX (x) −
∫ Xeq
0
dxψqeqXeq (x)
]
+
∫ Xeq
X
dY ψqeqY (Y )
1
λo
. (IV.58)
By setting αX = α
qeq
X in (IV.24) and comparing the result
with (IV.58), we find
lim
K→∞
lim
η→0
Io(αqeqX ) = limK→∞
lim
η→0
Io2 . (IV.59)
Since the left-hand side represents the late stage con-
tribution to Io, the result of Io2 correctly reproduces it.
Similarly, we can calculate Id2 which is the time integra-
tion of
(δβ)d ≡ β(1, t)− βint+ (t) (IV.60)
with βint+ (t) ≡ 1/T int+ (t). We thus conclude that
limK→∞ limη→0[Io2 + I
d
2 ] using the temperature profiles
(IV.46) and (IV.48) provides the late stage contribution
to the formula (IV.32).
D. Interface contribution
We next study the interface contribution (IV.15),
which is rewritten as
I int(αX) =
∫ Kτint
0
dt
[
βint+ (t)− βint− (t)
]
, (IV.61)
where we have assumed that βint− and β
int
+ are determined
as the most probable values, although a detailed temper-
ature profile in the interface region x ∈ [X−(t), X+(t)]
may be influenced by the noise. We call βint+ (t)− βint− (t)
“inverse-temperature gap”.
We write the contribution to I int in the time interval
[0, tc] as
I int1 (αX) =
∫ tc
0
dt[βint+ (t)− βint− (t)]. (IV.62)
According to the equilibrium ensemble, the probability
of observing the inverse-temperature gap of O(1) is ex-
tremely small. We thus have only to consider cases where
βint+ (t)−βint− (t) = O(η1/2). Then, |I int1 | is O(tc√η). Since
tc ≪ O(η−1/2), |I int1 | can be negligible for small η. More
precisely, I int1 → 0 in the limit η → 0.
In the time interval t ∈ [tc,Kτint], α(x, t) is close to
the quasi-equilibrium configuration αqeqX(t)(x) with the in-
terface position X(t). We define
I int2 (αX) ≡
∫ Kτint
tc
dt[βint+ (t)− βint− (t)]. (IV.63)
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When the inverse-temperature gap βint+ (t)− βint− (t) is es-
timated as O(
√
η), which is comparable to the temper-
ature variation in the bulk regions, this term provides a
finite contribution to I int2 . However, because this means
∂xβ ≃ O(1) in the interface region x ∈ [X−, X+], which
yields ∂tφ = O(η
−1/2), such a large gradient is hardly
expected for the solution of the deterministic equation.
Nevertheless, when we take account of the noise in
(III.57), the situation becomes quite complicated because√
λ in front of the noise rapidly varies in the interface.
Moreover, it has been known that a macroscopic temper-
ature gap appears in a slow evaporation process [37]. As
a theoretical approach, one may interpret the slowly mov-
ing interface as the quasi-steady state and may consider
the Zubarev-Mclennan distribution. Although the study
in this direction is interesting, it is beyond the scope of
the present paper. In this paper, we attempt to estimate
the inverse temperature gap βint+ − βint− without analyz-
ing the stochastic model, but with using the following
phenomenological argument.
E. Temperature gap: method
Let us recall that the interface velocity dX/dt is de-
termined by the free energy difference for the uniform
temperature of T qeqX , as described in Sec. II. Then, for
a given small dX/dt, the temperature profiles in the
bulk regions were determined in Sec. IVC. The aver-
age temperatures in the both regions are determined by
two conditions. The first is clearly the energy conser-
vation, while the second condition should be considered
seriously. Since η is finite, we consider the interface re-
gion as a thermodynamic subsystem. That is, the system
consists of the three local equilibrium subsystems, corre-
sponding to the ordered region, disordered region and the
interface region, respectively. We then describe the en-
ergy exchange between each bulk region and the interface
region. This description provides the second condition
for determining the average temperatures for the given
dX/dt. Here, we consider a projection to the dynamics of
Ψo(t) ≡ q¯x(X−(t), t) and Ψd(t) ≡ q¯x(X+(t), t) from the
stochastic dynamics for (m, v, q) given by the Onsager
form (III.24) in the time domain [tc,Kτint]. We assume
that the projected dynamics of Ψo(t) and Ψd(t) is also
expressed as the Onsager form. Keeping this in mind, we
explicitly write Ψo and Ψd as
Ψo ≡
∫ X−
0
dx
(
uo(T (x, t))− E
A
)
, (IV.64)
Ψd ≡
∫ 1
X+
dx
(
ud(T (x, t))− E
A
)
(IV.65)
with (II.31) and (II.32) for the definition of uo and ud.
These satisfy the energy conservation
Ψo + Ψd +
(
U int − E
A
∆X
)
+O(η) = 0, (IV.66)
where ∆X ≡ X+ − X−, O(η) includes the term pro-
portional to (dX/dt)2, and U int is the internal energy of
the interface region, which includes the surface energy.
Accordingly, the entropy of the system S is expressed as
S = So + Sd + Sint, (IV.67)
where So and Sd are defined as
So ≡
∫ X−
0
dxso(T (x)), (IV.68)
Sd ≡
∫ 1
X+
dxsd(T (x)), (IV.69)
with (II.35) and (II.36), and Sint is assumed as a function
of U int. Assuming that Ψo and Ψd are slow variables for
the given interface motion X(t), we write the Onsager
form of their time evolution as
dΨo
dt
= Lo
(
∂S
∂Ψo
)
Ψd
, (IV.70)
dΨd
dt
= Ld
(
∂S
∂Ψd
)
Ψo
, (IV.71)
where Lo and Ld are new Onsager coefficients in this
projected dynamics. See Fig. 12 for a schematic figure
of the setup.
Since Ψo/d is related to βint−/+, (IV.70) and (IV.71) give
an expression of βint+ − βint− in terms of X , dX/dt, λo/d,
and Lo/d. Here, fluctuations are renormalized into Lo/d,
and Lo/d is determined by finite time fluctuations of the
energy transfer into the ordered/disordered region from
the interface. Moreover, we assume that fluctuations of
Ψo and Ψd are not correlated, because the main contri-
bution to the energy transfer comes from the latent heat
generated at the interface. Therefore, Lo/d is given by
quantities defined in the ordered/disordered region. Re-
calling that the dimension of Lo/d is that of λo/d divided
by the length dimension, we set Lo and Ld as
Lo =
λo
gX−
, (IV.72)
Ld =
λd
g(1−X+) , (IV.73)
where g is a dimensionless factor, which is assumed to
be independent of X . When we impose the condition
that the inverse temperature gap βint+ − βint− is O(η) at
the boundaries X = 0 and X = 1, we can determine the
value of g uniquely.
Precisely writing, (IV.70) and (IV.71) with (IV.72) and
(IV.73) are not yet derived from the stochastic model we
study. Rather, it seems reasonable to conjecture that this
description involves uncontrolled approximations. For
example, the dynamics of Ψo may influence the interface
motion and Lo may depend on λd. We do not find clear
reasons to ignore these effects. Nevertheless, we expect
that (IV.70) and (IV.71) with (IV.72) and (IV.73) are
23
T
o
T
d
T
int
0
X
− X+
Ψ
o
Ψ
dS
o
S
d
U
int
−
E
A
ΔX S
int
FIG. 12. Coarse-grained description for determining the tem-
perature gap at the interface.
not far from the precise description, because they seem
physically reasonable. In the next subsection, we calcu-
late the temperature gap by explicitly expressing (IV.70)
and (IV.71) in terms of βint+/−.
F. Temperature gap: result
We define the average temperature in the ordered
phase as
T oX(t) ≡
1
X−
∫ X−
0
dxT (x, t). (IV.74)
By substituting
uo(T (x, t)) = uo(T oX)+ c
o(T (x, t)−T oX)+O(η) (IV.75)
into (IV.64) and using (IV.74), we obtain
Ψo =
(
uo(T oX)−
E
A
)
X− +O(η). (IV.76)
Similarly, by using
T dX(t) ≡
1
1−X+
∫ 1
X+
dxT (x, t), (IV.77)
we have
Ψd =
(
ud(T dX)−
E
A
)
(1−X+) +O(η). (IV.78)
We also obtain
So = X−so(T oX) +O(η), (IV.79)
Sd = (1−X+)sd(T dX) +O(η). (IV.80)
We then define T int0 as
T int0 ≡
dU int
dSint
, (IV.81)
which represents the temperature in the interface region.
We here apply the Onsager theory for two macroscopic
quantities Ψo and Ψd. We fix Ψd and consider the varia-
tion Ψo → Ψo + δΨo. From the energy conservation, we
have
δΨo + δU int = 0. (IV.82)
Since Ψo has the one-to-one correspondence with T oX , as
shown in (IV.76), we have
δΨo = X−coδT oX +O(η). (IV.83)
By using (IV.82) and (IV.83), we derive
δS = X−
co
T oX
δT oX +
1
T int0
δU int
=
[
1
T oX
− 1
T int0
]
δΨo. (IV.84)
Therefore, the equation of Ψo in (IV.70) is written as
dΨo
dt
= Lo
(
1
T oX
− 1
T int0
)
. (IV.85)
Similarly, (IV.71) becomes
dΨd
dt
= Ld
(
1
T dX
− 1
T int0
)
. (IV.86)
From (IV.85) and (IV.86), we obtain
1
T dX
− 1
T oX
=
1
Ld
dΨd
dt
− 1
Lo
dΨo
dt
. (IV.87)
Let us express T
o/d
X in terms of T
int
+/−. By using
(IV.46), we calculate
T oX = T
int
− −
dT qeqX
dt
co(T qeqX )
2
3λo
X2 +O(η), (IV.88)
where co is estimated at T = T qeqX in this evaluation.
Similarly, we have
T dX = T
int
+ −
dT qeqX
dt
cd(T qeqX )
2
3λd
(1−X)2 +O(η). (IV.89)
Hereafter, we do not explicitly write O(η). From (IV.88)
and (IV.89), we obtain
1
T dX
− 1
T oX
=βint+ − βint−
+
dT qeqX
dt
[
cd
3λd
(1 −X)2 − c
o
3λo
X2
]
.
(IV.90)
Substituting (IV.90) into (IV.87), we have
βint+ − βint− =
dT qeqX
dt
[
co
3λo
X2 − c
d
3λd
(1−X)2
]
+
1
Ld
dΨd
dt
− 1
Lo
dΨo
dt
. (IV.91)
Next, we consider dΨo/dt. From (IV.64), we calculate
dΨo
dt
=
(
uo(T qeqX )−
E
A
)
dX
dt
+ coX
dT qeqX
dt
. (IV.92)
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By using (IV.72) and recalling the identity (IV.54) with
(IV.56), we rewrite (IV.92) as
1
Lo
dΨo
dt
=
g
λo
{
−dX
dt
ψqeqX (X) +
d
dt
[XψqeqX (X)]
}
=
g
λo
(
X
d
dt
ψqeqX (X)
)
(IV.93)
and we also have
dT qeqX
dt
co
3λo
X2 = − 1
3λo
dX
dt
ψqeqX (X) +
1
3
[
X
λo
d
dt
ψqeqX (X)
]
,
(IV.94)
where we have replaced X+/− in (IV.72) and (IV.73) by
X with ignoring O(η) terms.
Here, from (IV.26) and (IV.56), we have(
ud(T qeqX )−
E
A
)
(1−X) = −ψqeqX (X). (IV.95)
By using an identity similar to (IV.54) and (IV.95), we
also have
1
Ld
dΨd
dt
= − g
λd
(
(1−X) d
dt
ψqeqX (X)
)
, (IV.96)
and
dT qeqX
dt
cd
3λd
(1 −X)2 =− 1
3λd
dX
dt
ψqeqX (X)
− 1
3
[
1−X
λd
d
dt
ψqeqX (X)
]
.
(IV.97)
By substituting (IV.93), (IV.94), (IV.96) and (IV.97) into
(IV.91), we obtain
βint+ − βint−
= −1
3
(
1
λo
− 1
λd
)
dX
dt
ψqeqX (X)
−
(
g − 1
3
)(
X
λo
+
1−X
λd
)
d
dt
[ψqeqX (X)] , (IV.98)
The formula (IV.98) gives the inverse temperature gap
of O(
√
η).
Let us recall that g is a phenomenological parameter
and its value is not specified yet. Here, we impose the
condition that the temperature gap vanishes whenX → 0
and X → 1. Noting that dX/dt 6= 0 in the limit X → 0
and X → 1, this condition determines the unique value
of g as g = 1/3. We then have arrived the formula of the
inverse temperature gap:
βint+ − βint− = −
1
3
(
1
λo
− 1
λd
)
dX
dt
ψqeqX (X) (IV.99)
up to the error of O(η). By using (IV.30), we can express
(IV.99) as
βint+ − βint− =
1
3
(
1
λo
− 1
λd
)
dX
dt
X(1−X)qX . (IV.100)
This formula clearly indicates that the temperature gap
is associated with the latent heat generated at the moving
interface. See Fig. 11 for the summary of the result.
G. Result of the correction term
We substitute (IV.99) into (IV.63). We then obtain
lim
K→∞
lim
η→0
I int2 (αX) = −
1
3
∫ Xeq
X
dY ψqeqY (Y )
(
1
λo
− 1
λd
)
.
(IV.101)
By combining (IV.32) and (IV.101) in the formula (IV.9),
we complete the calculation of the correction term as
I(αX) = A
λo
∫ X
0
dxψX(x) +
A
λd
∫ 1
X
dxψX(x)
− A
λo
∫ Xeq
0
dxψqeqXeq (x)−
A
λd
∫ 1
Xeq
dxψqeqXeq(x)
+
2A
3
∫ Xeq
X
dY ψqeqY (Y )
(
1
λo
− 1
λd
)
.(IV.102)
V. VARIATIONAL PRINCIPLE
We consider the case E1 ≤ E ≤ E2 with (II.55) and
(II.56). When J = 0, the most probable configuration
contains a single interface, whose position is determined
by the microcanonical ensemble. Explicitly, the position
X∗ maximizes the total entropy. Even when J 6= 0, the
most probable configuration may contain a single inter-
face. We then expect that its position X∗ is determined
by a variational principle that is obtained as an exten-
sion of the maximum entropy principle when ǫ is small.
In this section, we study this variational principle. In
Sec. VA, we present a formulation of the problem. In
Sec. VB, we explicitly derive the variational function.
After some preliminaries in Sec. VC, in Sec. VD, we re-
express the variational equation as the form of the free
energy difference at the interface. In Sec. VE, from this
expression, we derive the temperature of the interface.
Throughout this section, we evaluate quantities neglect-
ing O(ǫ2) terms even without explicit remarks.
A. Formulation of the problem
We assume that the most probable profile is inde-
pendent of (y, z) and possesses an interface at x =
X∗. Then, we observe the ordered state in the region
0 ≤ x < X∗ and the disordered state in the region
X∗ < x ≤ 1. When X∗ is given, the most probable
profile of (m(r), v(r), φ(r)) in the limit η → 0 is de-
termined from the conditions v(r) = 0, h(T,m) = 0,
and λ∂xβ = J in each region. It should be noted that
X∗ is not obtained by the stationary solution of (III.55),
(III.56), and (III.57) with η = 0. Thus, we determine
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X∗ by considering the probability density P (X ;E, J) of
the interface position X for small η. We expect that
P (X ;E, J) takes the form
P (X ;E, J) = e
1
η3
[V(X;E,J)+O(√η)] (V.1)
in the limit η → 0. Here, the potential function V(X) is
independent of η. Then, the most probable position of
the interface X∗ is given as the maximizer of V(X ;E, J),
which is the variational principle we expect.
We consider the potential function V(X). For equilib-
rium cases J = 0, V(X) is given as the total entropy for
the quasi-equilibrium profile with the interface position
X in the limit η → 0. We generalize this result to the
case J < 0.
Let CX be the set of configurations with a single in-
terface with the interface position X . Suppose that a
configuration with a single interface is observed. The
probability density of the interface position X on this
condition is expressed as
P (X ;E, J) =
∫
CX dαXPss(αX ;E, J)∫ 1
0 dY
∫
CY dαY Pss(αY ;E, J)
, (V.2)
where Pss is given by (III.83). Since we consider the limit
η → 0, we reasonably conjecture from (V.1) that
V(X ;E, J) = max
αX∈CX
S˜(αX ;E, J). (V.3)
We here assume that fluctuation effects are sub-leading
in the evaluation of V(X ;E, J).
B. Formula of the potential
By substituting (IV.102) into (III.84), we obtain
S˜(αX ;E, J) = A
∫ 1
0
dxs(TX(x),mX(x))
+
AJ
λo
∫ X
0
dxψX(x) +
AJ
λd
∫ 1
X
dxψX(x)
+
2AJ
3
∫ Xeq
X
dY ψqeqY (Y )
(
1
λo
− 1
λd
)
. (V.4)
Note that the last line is independent of αX , while it
depends on X . Thus, the last line is not relevant in
the maximization of S˜(αX ;E, J), but necessary in the
maximization of V(X ;E, J) in X .
We calculate the right-hand side of (V.3). Let α∗X be
the maximizer of S˜(αX ;E, J) with X fixed. We then
rewrite (V.3) as
V(X ;E, J) = S˜(α∗X ;E, J). (V.5)
Now, we derive α∗X by taking the variation of S˜(αX ;E, J)
in mX , vX and ψX . The result of the variation∫ 1
0
dx
[
(δψX)
(
−∂xβX + J
λ
)
− (δmX)βh(uX ,mX)− (δvX)βvX ] = 0 (V.6)
T*
X
(x)
x
T
X
T
qeq
X
θ
X
FIG. 13. Temperature profile T ∗X(x) that maximizes the mod-
ified entropy S˜(αX ;E, J) for a given X. κ
d > κo.
leads to
J = λo∂xβ
∗
X for x < X, (V.7)
J = λd∂xβ
∗
X for x > X, (V.8)
h(T ∗X(x),m
∗
X(x)) = 0, (V.9)
v∗X(x) = 0. (V.10)
Here, let θ be an interface temperature. For given X and
θ, T˜ ∗X(x; θ) denotes the solution of (V.7) and (V.8) with
T˜ ∗X(X ; θ) = θ. Obviously, T˜
∗
X(x; θ) is equivalent to the
stationary solution of the transportation equation in the
heat conduction. Then, the energy conservation
A
∫ 1
0
dxu(T˜ ∗X(x; θ),m
∗
X(x)) = E (V.11)
provides the special value of θ, which is denoted by θX .
T ∗X(x) is determined by T
∗
X(x) = T˜
∗
X(x; θX), and then
m∗X(x) is determined from (V.9). In Fig. 13, we dis-
play an example of the temperature profile T ∗X(x). Since
T ∗X(x) = T
qeq
X +O(ǫ), we also have
ψ∗X(x) =
∫ x
0
dy
[
uo(T ∗X(y))−
E
A
]
= ψqeqX (x) +O(ǫ) (V.12)
for x < X . Similarly,
ψ∗X(x) = ψ
qeq
X (x) +O(ǫ) (V.13)
for x > X . By substituting these results into (V.5), we
obtain
V(X ;E, J)
= A
∫ X
0
dxso(T ∗X(x)) +A
∫ 1
X
dxsd(T ∗X(x))
+
AJ
λo
∫ X
0
dxψqeqX (x) +
AJ
λd
∫ 1
X
dxψqeqX (x)
+
2AJ
3
∫ Xeq
X
dY ψqeqY (Y )
(
1
λo
− 1
λd
)
. (V.14)
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Then, (V.11) is written as
A
∫ X
0
dxuo(T ∗X(x)) +A
∫ 1
X
dxud(T ∗X(x)) = E. (V.15)
C. Preliminaries for maximization of the potential
In order to calculate X∗ that maximizes V(X) un-
der the condition (V.15), we present some preliminaries.
First, noting
∂xs
∗
X(x) = −T ∗Xco(T ∗X)
J
λo
(V.16)
for x < X , we obtain
s∗X(x) = s
o(θX)−
∫ x
X
dxT ∗X(x)c
o(T ∗X)
J
λo
= so(θX)− (x−X)θXco(θX) J
λo
, (V.17)
which leads to
∫ X
0
dxs∗X(x) = Xs
o(θX) +
X2
2
θXc
o(θX)
J
λo
= Xso
(
θX + θ
2
X
XJ
2λo
)
. (V.18)
Similarly, we have
∫ 1
X
dxs∗X(x) = (1−X)sd
(
θX − θ2X
(1−X)J
2λd
)
. (V.19)
Here, it is convenient to introduce
T oX = θX + θ
2
X
XJ
2λo
, (V.20)
T dX = θX − θ2X
(1−X)J
2λd
. (V.21)
It should be noted that
T oX =
1
X
∫ X
0
dxT ∗X(x) +O(ǫ
2), (V.22)
T dX =
1
1−X
∫ 1
X
dxT ∗X(x) +O(ǫ
2). (V.23)
That is, T oX and T
d
X are the spatially averaged tempera-
tures in the ordered phase and in the disordered phase,
respectively, which are basically same as those in (IV.74)
and (IV.77).
D. Variational equation
In this subsection, we simplify the variational equation.
Substituting (IV.56) into (V.14), we have
V(X ;E, J)
A
= Xso(T oX) + (1−X)sd(T dX)
+
X2J
2λo
(
uo(θX)− E
A
)
− (1 −X)
2J
2λd
(
ud(θX)− E
A
)
+
2J
3
(
1
λo
− 1
λd
)∫ Xeq
X
dY
(
uo(θY )− E
A
)
Y,
(V.24)
where θX in the right hand side is a function of X whose
dependence is determined by
Xuo(T oX) + (1−X)ud(T dX) =
E
A
. (V.25)
Then, the variational equation
dV
dX
= 0 (V.26)
becomes
so(T oX)− sd(T dX)
+X
co(T oX)
T oX
dT oX
dX
+ (1−X)c
d(T dX)
T dX
dT dX
dX
+
XJ
λo
(
uo(θX)− E
A
)
+
(1 −X)J
λd
(
ud(θX)− E
A
)
+
[
X2J
2λo
co(θX)− (1−X)
2J
2λd
cd(θX)
]
dθX
dX
−2J
3
(
1
λo
− 1
λd
)(
uo(θX)− E
A
)
X
= 0. (V.27)
From (V.25), we also obtain
uo(T oX)−ud(T dX)+Xco(T oX)
dT oX
dX
+(1−X)cd(T dX)
dT dX
dX
= 0.
(V.28)
The second line of (V.27) is expressed as
X
co(T oX)
θX
dT oX
dX
+ (1−X)c
d(T dX)
θX
dT dX
dX
+X(θX − T oX)
co(T oX)
θ2X
dT oX
dX
+ (1−X)(θX − T dX)
cd(T dX)
θ2X
dT dX
dX
. (V.29)
By using (V.28), we find that the first line in (V.29) is
− u
o(T oX)− ud(T dX)
θX
. (V.30)
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The combination with the first line in (V.27) yields
so(T oX)−
uo(T oX)
θX
−
[
sd(T dX)−
ud(T dX)
θX
]
= so(θX)− u
o(θX)
θX
−
[
sd(θX)− u
o(θX)
θX
]
= −f
o(θX)− fd(θX)
θX
, (V.31)
where we have defined
fo(θX) = u
o(θX)− θXso(θX), (V.32)
fd(θX) = u
o(θX)− θXsd(θX). (V.33)
The second and third lines in (V.29) become
− X
2J
2λo
co(T oX)
dT oX
dX
+
(1−X)2J
2λd
cd(T dX)
dT dX
dX
, (V.34)
which cancels with the forth line in (V.27). The third
line and the fifth line in (V.27) are summarized as
J
3
(
1
λo
− 1
λd
)(
uo(θX)− E
A
)
X, (V.35)
where we have used
X
(
uo(θX)− E
A
)
+ (1−X)
(
ud(θX)− E
A
)
= O(ǫ),
(V.36)
which comes from (V.25). Furthermore, noting (IV.30),
we re-express (V.35) as
− J
3
(
1
λo
− 1
λd
)
X(1−X)qX . (V.37)
In this manner, (V.31) and (V.37) remain in the left-hand
side of (V.27). Thus, the variational equation (V.27) is
simplified as
fo(θX)− fd(θX) = −θXJ
3
(
1
λo
− 1
λd
)
X(1−X)qX .
(V.38)
This equation with (V.25) gives the most probable value
(θ∗, X∗) of the interface temperature θ and the interface
position X .
E. Result
When we set J = 0 in (V.25) and (V.38), we find that
θ∗ = Tc(= 1) and X∗ = Xeq given by (II.58). When
J 6= 0, we derive the equation for θ∗ − Tc from (V.38) as
− (so(Tc)− sd(Tc))(θ∗ − Tc)
= −TcJ
3
(
1
λo
− 1
λd
)
Xeq(1−Xeq)qX , (V.39)
which yields
θ∗ − Tc = −T
2
c J
3
(
1
λo
− 1
λd
)
Xeq(1−Xeq). (V.40)
When we use the standard thermal conductivity κ de-
fined by (II.46), we rewrite (V.40) as
θ∗ − Tc = −J
3
(
1
κo
− 1
κd
)
Xeq(1−Xeq). (V.41)
Suppose that κd > κo (or κd < κo). Noting J < 0, we
find θ∗ > Tc (or θ∗ < Tc). This means that the super-
heated ordered state (or super-cooled disordered state)
stably appears near the interface in the heat conduction
state. This phenomenon was predicted by an extended
framework of thermodynamics [44], which is called global
thermodynamics [45]. If the factor 1/3 were 1/2, the re-
sult (V.41) would be equivalent to the quantitative pre-
diction by global thermodynamics. We conjecture that
the discrepancy comes from the approximation we used
in Sec. IVE. By comparing (V.41) with (IV.100), we find
that θ∗ − Tc is quantitatively connected to the tempera-
ture gap T int+ − T int− when J is identified with qXdX/dt.
Finally, from the left-right symmetry, we notice that θ∗
is invariant for (J,X) → (−J, 1 −X). Thus, we express
(V.41) as
θ∗ − Tc = |J |
3
(
1
κo
− 1
κd
)
Xeq(1−Xeq) (V.42)
for any J .
VI. CONCLUDING REMARKS
We have proposed the stochastic model (III.55),
(III.56), and (III.57) for describing phase coexistence in
heat conduction. As a special boundary condition, we
imposed the non-equilibrium adiabatic condition (II.89),
which is a natural extension of the adiabatic condition
with J = 0. For this system, we formulated the vari-
ational principle for determining the interface position
X . We have shown that the variational function V(X)
given in (V.3) is calculated from the modified entropy S˜
in (III.84) for the steady state profile with the interface
positionX . By solving the variational problem, we found
that the interface temperature deviates from Tc, which
implies that quasi-equilibrium states stably appear near
the interface. Before ending this paper, we discuss pos-
sible directions for studies.
First, we consider a liquid-gas transition, which is the
most popular first-order transition. The generalized hy-
drodynamics with the interface thermodynamics was pro-
posed [9, 10], and the fluctuating hydrodynamics with-
out interfaces is well-established [65]. Thus, a stochastic
model could be constructed through combination of the
two models. By imposing the non-equilibrium adiabatic
boundary conditions, we may derive a potential function
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for determining the liquid-gas interface. It is reasonable
to conjecture that the potential function is calculated
from the modified entropy for the stationary profile of
the interface position X , because the method developed
in this paper can be used for liquid-gas coexistence in
heat conduction. The main difference is that the density
is conserved, which causes an additional contribution to
the interface temperature, as shown in Ref. [45]. Ex-
plicit calculation of the interface temperature may be an
important exercise.
Secondly, the variational formula we have derived in
this paper may be related to global thermodynamics for
heat conduction [45]. Both formulas predict that the
interface temperature deviates from the transition tem-
perature at equilibrium. To find the direct connection
between the two theories, one may construct a thermo-
dynamic framework by employing an extended Clausius
relation for the stochastic order parameter dynamics. See
Refs. [66–71] for studies related to an extended Clausius
relation. This is the next subject in developing the the-
ory.
Thirdly, the result on the interface temperature is ob-
tained only for the special boundary condition. Natu-
rally, one may want to derive the interface temperature
for more standard cases where two heat baths of different
temperatures contact with the system. Even for this case,
we can use the stochastic dynamics (III.55), (III.56), and
(III.57) with the boundary conditions T (0, t) = TL and
T (1, t) = TR. We can derive the Zubarev-Mclennan rep-
resentation, which includes the time integration of the
entropy production rate. This term can hardly be evalu-
ated theoretically without knowing the steady state pro-
file. Although we physically conjecture that the interface
temperature is independent of boundary conditions when
the value of the heat flux is the same, we do not have a
proof of this conjecture. It is challenging to calculate
the interface temperature for the boundary conditions
T (0, t) = TL and T (1, t) = TR
Fourthly, to the best of our knowledge, the first-order
transition in heat conduction has never been studied by
systematic numerical experiments. One reason for this
is that there are no paradigmatic models for describing
the phase coexistence in heat conduction. It may be use-
ful if such a numerical model was devised. Furthermore,
by performing numerical simulations of such models, one
may obtain a phase diagram of the system. In particu-
lar, numerical determination of the interface temperature
may be stimulating. The results will be compared with
our theoretical results quantitatively.
Fifthly, related to the fourth problem, one may recall
that the molecular dynamics simulations were performed
in order to study the phase coexistence in heat conduc-
tion [55, 56]. However, no deviation of the interface tem-
perature from the transition temperature was observed.
We conjecture that this is due to insufficient separation of
scales. For example, when η = 10−2, the dimensionless
interface width in our description is 10−1. Such a sys-
tem may be well described by a deterministic equation,
and thus θ = Tc holds. Even for such small systems, the
precise measurement of fluctuating quantities may reveal
the true behavior in the limit η → 0. Formulating such
statistical properties is an important theoretical problem.
Finally, the most important future study is to stably
observe the super-heated ordered (or super-cooled dis-
ordered) phase in laboratory experiments. Even quali-
tative observation of the stabilization of such states is
quite interesting. To observe this phenomenon, a precise
temperature profile should be measured. A novel concept
must be designed for such an experimental setup.
After studying these subjects, we will aim to the con-
struction of a universal theory for phase coexistence out
of equilibrium. We hope that this paper is a starting
point for studying various dynamical behaviors associ-
ated with phase coexistence out of equilibrium.
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