This paper presents an integrated modeling approach for history matching and economic optimization of wells producing from liquid-rich shale reservoirs (LRSR). History matching uses daily pressures and gas-oil-water production data to estimate average parameters in a 2D/3D finite-difference (FD) horizontal multi-fractured well model: rock permeability, fracture halflength, relative permeabilities, and in-situ fluid (solution gas-oil ratio). Economic-based well design uses the same FD model to maximize net present value (NPV) by finding optimal well completion parameters: number of fractures, and fracture size. Revenue optimization (short-term and long-term) is performed with the same FD well model by finding the drawdown that maximizes revenue. For undersaturated gas condensate LRSR wells, optimal drawdown is often equal to or somewhat below the reservoir dewpoint pressure. We study optimal drawdown control for new wells that are optimized from start of production, and for wells that are optimized only after some initial period of sub-optimal drawdown control. We also compare short-term versus long-term economic optimization strategies.
Introduction
Long-term historic liquid production from LRSR wells has not yet provided the industry with sufficient understanding of fundamental performance mechanisms needed to develop reliable empirical forecasting methods such as DCA (decline curve analysis). History matching liquid-rich shale wells with a detailed FD model description provides more-reliable liquids production forecasting and oil recovery predictions, and the ability to study sensitivity of performance to model parameter uncertainty.
Combining a detailed FD model with a valid economics model provides a quantitative mechanism to optimize value by controlling well design parameters such as horizontal well length, fracture size and spacing. If the FD model has been history matched to an existing well, then historical performance and economic model are "known" for the existing well, so well design optimization can study how alternative completions would have increased profitability. For new wells, optimization can be used to guide the selection of critical well design parameters, and estimate economic uncertainties.
The presented modeling strategy has been used to history match and optimize well design for liquid-rich shale wells producing from the Eagle Ford, Bakken, Avalon, and Montney formations in the US and Canada. Unfortunately no field data was allowed to be published.
Model Description
In this study we have conduced numerical modeling of liquid-rich shale wells using a finite-difference simulator (Coats Engineering 2013). The study is conducted with a fully implicit black-oil model. Compositional and black-oil models produce very similar results.
The base model reservoir and well parameters used in this study are given in Table 1 . The relative permeability parameters for the base model are given in Table 2 . Corey et al. 1956 type relative permeability curves were used (Coats Engineering 2013). Two main fluid systems are studied: a volatile oil, and a gas-condensate (GC). The equation of state (EOS) used in this study is given in Whitson and Sunjerga 2012. In-situ compositions for the oil and GC are given in Table 3 . Both fluids have a saturation pressure of 4250 psia. The oil has an in-situ oil-gas ratio (OGR) of 250 STB/MMscf (GOR = 4000 scf/STB), and the GC has an in-situ OGR of 90 STB/MMscf. Black-oil tables are generated from the EOS, in-situ oil composition, and separator conditions. The black-oil tables are extrapolated to a critical point by injection of the incipipent gas.
An integration and optimization software (Petrostreamz 2013 ) was used to pre-and post process the FD model, history match the model to observed data, and to conduct the optimization of well design and drawdown control.
Gridding
Numerical gridding is particularly important for LRSR well models. Highly localized flow occurs close to the fractures, and erratic oscillations in OGR are observed if the grid is too coarse. A cartesian 2D single layer grid is used for the finitedifference model, with geometrically spaced grid cells in the matrix. The matrix is assumed to be homogeneous and isotropic.
Two types of fracture geometries are studied: planar fractures, and network fractures. The planar fracture model has evenly spaced fractures along the wellbore that extend into the reservoir perpendicular to the wellbore. This type of fracture geometry is often called bi-wing fracutres. The network fracture model has clusters of matrix blocks surrownded by a network of fractures extending out at each fracture stage of the well.
The planar fracture model has increasing grid cell sizes away from the fracture in the x-direction (along the wellbore). The grid cell sizes in the x-direction are calculated from Eq. 1.
where r i is the distance from the center of the fracture to the outer edge of cell i, L h is the horizontal well length, w f is the fracture width, N is the number of cells in the x-direction from the fracture to the edge of the model, N f is the number of fracture stages, and r 0 = 0.5w f .
In the y-direction (along the fracture), geometrically spaced gridding is used from the fracture tip towards the wellbore, and from the fracture tip towards the boundary of the model. A full well model grid is shown in Fig. 1 , and a half-fracture planar fracture model is shown in Fig. 3 .
For the network fracture model gridding is divided into two regions: inside each matrix block, and outside the fracture network. Both regions have geometrically spaced grids. Inside the matrix block, the grid cell size increase from the fracture towards the center of the matrix block. Both x-and y-direction are gridded the same way. Outside the fracture network, the grid cell size increase from the fractures towards the edge of the model. An example of a fracture network model is shown in Fig. 4 . This figure only shows a section of the full well corresponding to one side of a fracture stage. The model shown has two matrix blocks of 25 by 25 ft surrounded by fractures.
Fracures are gridded explicitly in the finite-difference model. A fracture width of 1 inch is normally used in the grid. Porosity and permeability is then scaled according to physical values. The volume of the production string is added to the pore volume of the fractures in the model.
Only a segment of the full well is gridded in the finite-difference model. If the fracture stages are evenly spaced throughout the horizontal section of the well, each fracture forms a symmetry element of the well. Both sides of the wellbore are also symmetrical. This means that only half a fracture stage needs to be gridded. The rates from this symmetry element are scaled up to full well rates during post-processing. Fig. 1 shows the grid for a well with 10 planar fractures. The blue rectangle in the figure indicates the half-fracture symmetry element that is modeled.
The drainage area for the outside face of the fractures closest to the heel and toe of the well are not necessarily equal to the drainage area for the other fracture faces of the well. In most cases the heel and toe fractures will have larger drainage areas. This difference in drainage area is not captured by the half-fracture symmetry element model. Fig. 5 -6 show the performance of a fully gridded well model compared to a half-fracture model. The full model has an increased drainage radius of 600 ft in the x-direction at the heel and toe. As seen from the figures, the performance of the models is identical for the first 4000 days. After that the producing OGR of the half-fracture model is slightly lower than for the full model. This suggests that performing history matching using the half-fracture model is sufficient. The performance of the two models is so similar that long-term forecasting may be performed with the half-fracture model. All subsequent model results in this study are from half-fracture models.
Grid Refinement
The grid refinement needed to get stable model performance without OGR oscillations was studied for both fracture geometries and a number of fluid systems. Fig. 7 and 8 show the producing OGR for the oil base model with planar fractures for different grid refinements. These figures show that grid refinement along the wellbore is more important than grid refinement along the direction of the fractues. This is due to that the majority of flow occurs towards the fractures, parallel to the wellbore. For this model, a grid with 80 cells along the wellbore and 20 cells along the direction of the fractures (total 1600 cells), is believed to give a converged solution. The same study was performed for the GC base model with planar fractures. The results are presented in Fig. 9 and 10. Much less grid refinement is needed for this near-saturated GC system. The producing OGR is mainly determined by the solution OGR at the flowing bottomhole pressure. All liquids falling out of solution in the matrix is left immobile. As a result much less grid refinement is required for the GC system compared to the oil system.
Grid refinement for network fractures was studied for the oil base model in Fig. 11 and 12, and for the GC base model in Fig.  13 and 14. As is seen from Fig. 11 , grid refinement inside the matrix blocks surrounded by fractures is only important for capturing short term production performance. After the matrix blocks have emptied, all cases fall in line with eachother. Again, the GC model needs less grid refinement than the oil model.
In Fig. 15 and 16 the grid refinement for the GC base model with an initial reservoir pressure of 7000 psia was studied. For this highly undersaturated system a much more refined grid is needed to get sable performance. A grid with 200 cells along the wellbore and 40 cells along the direction of the fractures (total 8000 cells) is believed to give a converged solution. As the degree of undersatruation increases the need for grid refinement follows.
Bottomhole Pressures
Flowing bottomhole pressures are seldom available for LRSR wells. It is important to have accurate estimates of the bottomhole flowing conditions of the well to be able to perform reliable history matching. Model predictions of gas-oil-water rates are very sensitive to the flowing bottomhole pressure. Good quality surface pressure measurements are available for most wells. The surface pressures can be used, together with rate data, to estimate pressures down hole, but with considerable uncertainty.
It is important to know the layout of the production string, and how it changes with time. Many wells start producing through the casing, and tubing is first installed after the well has produced for some time. Changing diameters in the production string will affect the conversion from surface to bottomhole pressures.
During the first weeks or months of production, the pressure drop from surface to bottomhole is dominated by multi-phase effects. Significant amounts of water are produced back to the surface. Fig. 17 shows calculated flowing bottomhole pressures for a well that is still flowing back treatment fluids. The bottomhole pressures in the figure are calculated from measured production rates and surface pressures from an undersaturated GC Eagle Ford well. The pressure drop correlations predict flowing bottomhole pressures that differ by as much as 3000 psi (~40%). Fig. 18 shows calculated flowing bottomhole pressures for the same period, but here water production was not included in the calculation. When the producing water-gas ratio (WGR) is low (in this case WGR = 0), there is much less difference in calculated bottomhole pressures between the correlations. This suggests that it is difficult to calculate accurate bottomhole pressures when the well is initially put on production, and fracture treatment fluids are produced back. The choice of pressure drop correlation significantly affects the calculated pressures. When most of the treatment fluids are produced back, and the WGR becomes low enough, conversion from surface to bottomhole pressures may yield accurate results.
The only reliable way to get accurate bottomhole pressures during early production is to install a bottomhole pressure gauge. Memory gauges can be installed to collect data for a two -four week period at a relatively low cost. During later production, surface pressures may be used to calculate bottomhole pressures, where the correlation used should be tuned to surface and bottomhole pressure data from the early period with BHP data. Most steady-state pressure drop correlations should give accurate results when water production has died out, even a single-phase gas correlation like the standard gas backpressure equation (Fetkovich 1975) .
Modeling Injection and Flowback of Treatment Fluids
The presented model does not simulate the generation of the induced fractures. Fracutures are explicitly gridded as they are believed to have formed after the treatment is completed. The properties of the fractures (geometry, conductivity, porosity) may be uncertain, and can be history matched to production data.
The injection of treatment fluids is modeled by injecting water into the model. To be able to inject the full treatment volume in the time it took to physically complete the fracture treatment, the permeability near the fractures must be increased during injection. This is done with the use of stress dependent transmissibility multipliers. The multipliers are calculated from Eq. 2. Jurus et al. 2013 give a detailed description of the model.
where k/k 0 is the stress dependent transmissibility multiplier, p is the current cell pressures, p i is the initial cell pressure, and m controls the slope of the transmissibility multipliers. k/k 0 = 1.0 for p < p i . Fig. 2 shows the transmissibility multipliers for a reservoir with an initial pressure of 5000 psia, using a slope m = 0.00125. Transmissibilities reduce back to initial values as the pressure in the near-fracture region of the matrix decrease towards initial pressure after injection ends. It is possible to include hysteresis in this curve, so that some of the increase in transmissibility is retained as the pressure drops. This will in effect simulate a "crushing zone" near the fractures, where micro-fractures are generated in a zone around the main fractures.
Ususally only a fraction of the injected fluids are produced back to the surface. A significant portion of the treatment fluids are retained in the formation indefinitely. The retention of treatment fluids is modeled with water capillary pressure curves in the matrix cells. The fracture cells do not have any capillary pressures. Using a combination of capillary pressure curves and a shut-in period post injection, it is possible to retain as much of the treatment fluids as observed data indicate. The capillary pressures are calculated from Eq. 3.
A number of cases were run with the GC base model to demonstrate this. Water capillary pressure curves were introduced to the model, and the b 3 parameter was varied. For all the cases, b 1 = 0, b 2 = 3480, and S wc = 0.2. A total of 80000 STB water was injected into the model before the start of production. The cumulative water production profiles for the cases are presented in Fig. 19 . Without any capillary pressures 80% of the injected water is produced back after a year. For the case with b 3 = 3, only 40% of the injected water is produced back in the same amount of time. By introducing a shut-in period after the water has been injected, it is possible to retain all the injected water. The shut-in will cause the injected water to be sucked deeper into the formation, distributing more evenly, thus increasing water capillary pressures in the near-fracture region.
When injecting water into a single layer model with an in-situ oil, water will act as a piston, displacing the oil into the formation. After production starts, only water will flow back initially. The displacement becomes less piston-like with increasing water capillary pressures. With high water capillary pressures the injected water is smeared deeper into the reservoir, and oil is produced back together with the water from the start of production. This behavior is shown in Fig. 20 . As is seen from this figure, no oil is produced the first 50 days for the case without water capillary pressures. The duration of the oil-free period decreases as water capillary pressures increase. The same piston displacement is not seen for GC reservoirs, as gas (and condensate) immediately starts producing when the well is put on production. This is shown in Fig. 21 .
A preferential, spacially-distributed water injection from the fractures into the matrix probably occurs. During flow-back the most-water-invaded sections of the formation will have a delayed production of oil while the less invaded sections will start producing oil earlier. The composite flow-back will produce with a gradually increasing oil fraction. This effect could, for example, be emulated with a layered model.
History Matching
When history matching the FD model to observed pressure and rate data, it is preferred to control the model on bottomhole pressures (measured or calculated from surface data). The most important reason to control the model on BHP is the strong correlation between producing OGR and flowing BHP. Model rate performance is matched to observed data by minimizing the sum of squares (SSQ). The SSQ for a given observed data type is given in Eq. 4. A separate SSQ is calculated for the different types of observed data that is available: gas rates, oil rates, and water rates.
where q obs is the measured production rate, q model is the rate predicted by the FD model, and q ref is a reference rate (usually q ref = avg(q obs )). Each data point is given a weighting factor, w. Data that is suspected to be unreliable is assigned a low weighting factor (usually w=0), otherwise the weighting factor is set to 1.
The SSQs for the individual data types are summed together to form the total SSQ, that is minimized through history matching. The relative size of the individual SSQs may be very different. An additional set of weighting factors, W, are used to normalize the individual SSQs. The total SSQ is calculated from Eq. 5.
Manual, visual inspection of the model performance compared to observed data is normally required to find reasonable weighting factors. The absolute values of the unweighted-SSQs are in most cases not a good indication of how well the model fits observed data. Short transients in production rates after well shut-ins are usually not captured properly by the FD model, causing large contributions to the SSQ. The weighting factors for these periods should in most cases be set to zero. Proper weighting of the SSQs is a trial and error process requiring careful study of data mismatch and engineering judgement.
The impact of the most significant reservoir parameters on model performance was studied. Fig. 22 and 23 show the effect of changing matrix permeability for the oil and GC base models, respectively. Matrix permeability is a key history matching variable that significantly affects model performance. Because the permeability is assumed homogeneous throughout the matrix in the proposed model, the history matched permeability will in effect be a composite permeability of any heterogeneities and natural fractures present. Fig. 24 shows the effect of changing all relative permeability exponents equally. Producing OGR is not greatly affected in any of the cases. Fig. 25 shows the effect of changing only the oil relative permeability exponent, n og . As the oil releative permeabilities become more pessimistic, more oil is left behind immobile in the formation. Initializing the model with a higher-GOR oil has much the same effect. If the in-situ fluid composition is uncertain, as usually is the case, it might be difficult to differentiate between oil relative permeability effects and in-situ fluid composition.
Fracture half-length and matrix permeability are two important history matching variables. There is a strong correlation between the two parameters (Whitson and Sunjerga 2012) . Any model with a given productivity term, x f √k, will have similar performance. This relationship is not exact for liquid-rich systems. As the fluid system gets richer, the performance for models with a given productivity term deviates increasingly. Fig. 26 shows the performance of the oil base model with different combinations of x f and k resulting in a constant productivity term of 1.5 ft-md ½ . As the fracture half-length decreases, and matrix permeability increases, the produced fluid gets richer. A mobile liquid-bank develops near the fractures for the high permeability cases. Significant reservoir depletion is seen for the high permeability cases, as the producing OGR starts decreasing.
A model with fracture half-length of 200 ft was attempted history matched to the base model with 150 ft fracture half-length. Matrix permeability was the only history matching variable. The combined oil and gas rate SSQ was minimized, with all weighting factors equal to 1. The best-fit producing OGR performance is presented in Fig. 27 . The history matched permeability is 60 nd, giving a productivity term of 1.55 ft-md ½ (compared to 1.50 ft-md ½ for the base model). Producing OGR is consistently under predicted for the x f = 200 ft model, while gas production rates are matched much better. If the gas rate SSQ had been given a lower weighting factor, the OGR match would become better on the expence of the gas rate match. With real field data, mismatch of the magnitude seen in Fig. 27 may be hard to detect. Significant scatter in measured oil rates is common, giving rise to uncertainty in the wells producing OGR performance.
Optimizing Drawdown
The flowing bottomhole pressure of wells producing from LRSR determines the amount of liquid drop-out in the formation. The producing OGR for gas-condensate wells is close to the solution OGR at the flowing bottomhole pressure (Whitson and Sunjerga 2012) . Most of the liquids falling out of solution in the matrix stay immobile for the life of the well. Because of the strong dependency between liquid-yield and flowing bottomhole pressure, and the high price differencial between oil and gas, drawing the well down maximally does not neccesarily yield the highest revenues.
A 6000 cell 1D model was run for three different oil and GC fluid systems with varying degrees of undersaturation. For each fluid system, the model was run with a constant flowing bottomhole pressure for 100 days. Revenues for the 100 day period were calculated based on an oil price of 100 USD/STB, and a gas price of 3 USD/Mscf. The results for the base model GC reservoir is presented in Fig. 28, the base model oil reservoir in Fig. 30 , and an oil reservoir with an in-situ GOR of 1500 scf/STB in Fig. 31 . For the GC cases, a clear optimum near p wf = p sat is seen. As the degree of undersaturation decreases, the optimum shifts towards lower flowing bottomhole pressures. For the base model oil cases, with an in-situ GOR of 4000 scf/STB, the 100 day revenue levels off for bottomhole pressures less than the saturation pressure. When gas comes out of solution in the reservoir, gas mobility quickly increases, and the liquid-yield drops. The increase in gas production due to higher draw-down offsets the reduction in liquid-yield, and revenues remain close to constant. For the 1500 scf/STB oil system shown in Fig. 31 , less gas comes out of solution in the reservoir, and the gas/oil mobility ratio is not as severly affected. Revenues are monotonicly increasing as the flowing bottomhole pressure decreases.
As is seen from Fig. 28 , the highly undersaturated cases have a jagged shape when the flowing bottomhole pressure is less than the saturation pressure. This is caused by banks of mobile oil developing in the reservoir, and entering the wellbore at different times for different flowing bottomhole pressures. Fig. 29 shows the producing oil rates for two GC cases with an initial reservoir pressure of 9000 psia. For p wf = 2100 psia, the surges of oil come earlier, and more oil is produced within the 100 days than when p wf = 1900 psia. This causes the revenue to be higher for the p wf = 2100 case.
Results for the GC reservoir with an initial pressure of 9000 psia were verified with a highly refined 2D model (2000 x 120 cells). The results of the 2D model are presented together with the 1D model results in Fig. 28 . The 2D model gives somewhat higher revenues than the 1D model. The difference is increasing with decreasing flowing bottomhole pressure. This difference is caused by the extra drainage area beyond the fracture tips in the 2D model. As the drawdown increases, more flow contribution from this area is seen. The 2D model shows the same optimum flowing bottomhole pressure as the 1D model.
It is evident that, at least for an initial period, maximizing the drawdown in wells producing from undersaturated GC reservoirs does not yield maximum revenue. On the other hand, producing with p wf = p sat is not likely to be optimal long-term. A suite of cases was run for the GC base model with an initial reservoir pressure of 7000 psia. The models were run for 200 days, split into two periods. In each period the well was produced with a constant flowing bottomhole pressure. The duration of the first period, and the bottomhole pressure for the second period was varied. Fig. 32 shows the 200 day cumulative revenue for cases where the first period bottomhole pressure was set to 4250 psia (the optimum from Fig. 28 ). As is seen from this figure, first producing the well with p wf = 4250 psia anywhere between 100 -170 days, then reducing p wf to the minimum possible value maximizes revenue. Producing the well on p wf = p sat either shorter or longer than this will reduce the revenue. The cases presented in Fig. 33 were run with a sub-optimal bottomhole pressure of 2000 psia for the first period. This figure shows that producing the well with too high drawdown for an extended period of time will result in permanently lost revenue. It is possible to get the well back to producing optimally if the high drawdown period is short enough.
In Fig. 34 the revenue profiles vs. time is shown for four of the cases from Fig. 32 and 33. Revenue is lowest for the case with p wf = 500 psia for the first 100 days, and p wf = 4250 psia for the last 100 days. In this case the well is shut-in the entire last period. It takes a long time to make up for a period of sub-optimal bottomhole pressures. The case giving the highest revenue is where p wf = 4250 psia the first 100 days, and p wf = 500 psia the last 100 days. A clear increase in revenues is seen when the bottomhole pressure is lowered after 100 days. Note that when the well is produced with a constant p wf of 500 psia, revenues are consistently lower.
The optimal production strategy for wells producing from highly undersaturated GC reservoirs is likely to have an initial period where p wf = p sat , followed by a gradual increase in draw down, towards the minimum bottomhole pressure that is operationally possible.
Optimizing Well Design
Well design optimization can be performed on an existing, history matched well to evaluate current completion strategies, or to improve the design of new wells in the proximity of history matched wells. The reservoir description is assumed to be known, and controllable well design parameters are varied. To optimize the well design in terms of net present value (NPV), a cost model is required. Eq. 5 gives a simple example cost model. The cost model must capture how the cost of the well changes with respect to all design parameters that are varied.
Where C w is the total well cost, a 0 is the cost of drilling the vertical section of the well, a 1 is the cost of drilling a foot of the horizontal section of the well, a 2 is the cost of completing and treating a fracture stage, and a 3 is an empirical constant determining how the cost of a fracture stage increases with treatment size.
For this study a 0 = 9×10 5 USD, a 1 = 350 USD/ft, a 2 = 2×10 5 USD, and a 3 = 1.0. Resulting in a total cost for the base model well of 7×10 6 USD.
The NPV is calculated from Eq. 6.
A discount factor, i, of 10%, an oil price, P o , of 100 USD/STB, and a gas price, P g , of 3 USD/Mscf was used in this study.
In Fig. 35 the number of fracture stages in the base model was varied, both for the oil and GC fluid systems. The fracture halflength and horizontal well length were kept constant at the base case values. The NPV is maximized with ~45 fractures for the oil model, and ~30 fractures for the GC model. With 45 fracture stages the average fracture spacing is ~130 ft. Fig. 36 shows the NPV for a changing number of fracture stages, where the fracture half-length is adjusted to keep the well fracture area constant. The total well cost is constant for all the cases. As is seen from the figure, how the fracture area is distributed along the wellbore does not have a first order effect on the long-term NPV. This suggests that the number of perforation clusers per treatment stage is not significant for a given treatment size, as long as the induced fracture area of the well is constant.
Conclusions
We propose the use of single well finite-difference modeling to obtain more-reliable production forecasting of liquid and gas rates based on history match of available pressure-rate production data. This paper summarizes the data requirements to build such a model, and the impact of key model parameters on performance. Some of the more important observations are summarized below.
1. Refined grids are needed in a FD well model, where the degree of refinement is dependent on the fluid system. Wells producing from undersaturated GC reservoirs require the finest grids. 2. It is not necessary to model the full well. Modeling a half-fracture symmetry element of the well gives the same results as a full well model, even for long-term production performance. 3. Measuring bottomhole pressures during the initial weeks of production is strongly recomended, when high water cut, multi-phase effects dominate pressure drop in the production string. 4. Although production performance does not generally seem to be strongly affected by flow-back of treatment fluids, we have found it useful to model injection and production flow-back performance. We have found that this requires a temporary permeability enhancement near the fractures during injection, and water capillary pressure curves in the matrix to retain injected fluids. 5. Undersaturated gas condensate and high-GOR oil shale wells have a clear optimal drawdown in terms of maximizing revenue. The optimal bottomhole pressure is initially equal to the saturation pressure, but eventually decreases. 6. The three most important history matching parameters are matrix permeability (k), fracture half-length (x f ), and initial fluid in-place (solution OGR or composition). In reality the long transient production performance is controlled by the wells "productivity term" x f √k. 7. We show that a wells economic value can be optimized in terms of controllable well design parameters by coupling the FD model to a representative cost-revenue model. This approach can be used to evaluate the success of an existing well and to improve the design of new wells in its proximity.
Nomenclature
C w = total well cost, USD. i = discount factor. k = permeability, md. Water-Gas -Oil and gas production rates for the GC base model with water injection and varying capillary pressure curves. Gas production starts immediately after the well is put on production, irrespectively of water capillary pressures. 
