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DISCRETE-TYPE APPROXIMATIONS FOR NON-MARKOVIAN OPTIMAL
STOPPING PROBLEMS: PART II
SE´RGIO C. BEZERRA, ALBERTO OHASHI, FRANCESCO RUSSO, AND FRANCYS DE SOUZA
Abstract. In this paper, we present a Longstaff-Schwartz-type algorithm for optimal stopping
time problems based on the Brownian motion filtration. The algorithm is based on Lea˜o, Ohashi
and Russo [30] and, in contrast to previous works, our methodology applies to optimal stopping
problems for fully non-Markovian and non-semimartingale state processes such as functionals of path-
dependent stochastic differential equations and fractional Brownian motions. Based on statistical
learning theory techniques, we provide overall error estimates in terms of concrete approximation
architecture spaces with finite Vapnik-Chervonenkis dimension. Analytical properties of continuation
values for path-dependent SDEs and concrete linear architecture approximating spaces are also
discussed.
1. Introduction
Optimal stopping is a quite popular type of stochastic control problem with many applications in
applied sciences. A general optimal stopping problem can be formulated as follows. Let (Ω,F ,P) be
a complete probability space and let F = (Ft)t≥0 be the natural augmented filtration generated by a
d-dimensional standard Brownian motion B and let Z be an F-adapted process. For a given T > 0,
one has to find
(1.1) sup
τ∈T0(F)
E[Z(τ)]
where T0(F) denotes the set of all F-stopping times taking values on the compact set [0, T ]. Under
mild integrability condition on Z, it is well-known the Snell envelope process of Z, denoted by S, is the
minimal supermartingale of class (D) which dominates Z. Moreover, S fully characterizes the optimal
stopping problem in this very general setting. See e.g Karatzas and Shreve [23] and Lamberton [25]
for further details.
A successful construction of the process S leads to the solution of the optimal stopping problem.
For instance, in case Z = g(X) for a function g and a Markov processX , S is then characterised by the
least excessive (superharmonic) function V (·) that majorizes g(·) (see e.g Peskir and Shiryaev [33]).
In this Markovian context, PDE methods come into play in order to obtain value functions associated
with optimal stopping problems, specially in low dimensions. In higher dimensions, a popular approach
is to design Monte Carlo schemes for optimal stopping problems written on a Markovian state X . The
literature on this research topic is vast. For an overview of the literature, we refer e.g to Bouchard
and Warin [6], Kholer [24] and other references therein.
Numerical methods for optimal stopping have been widely studied by many authors and in different
contexts. For instance, the least squares regression method for pricing American options has been
widely studied in the Finance literature. The origins of the method can be found in the works
of Carriere [7], Tsitsiklis and Van Roy [38], Longstaff and Schwartz [22] and Cle´ment, Lamberton
and Protter [9]. Basically, the method seeks a way of computing conditional expectations (the so-
called continuation values) needed in the valuation process either directly as in [22, 9], or indirectly
through the value function as in [38]. Egloff [12] achieves a major advancement by introducing the
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dynamic look-ahead algorithm which includes both the Tsitsiklis-Van Roy and Longstaff-Schwartz
algorithms as special cases. The key assumptions in Egloff [12] require the architecture approximating
sets designed to approach the continuation values to be closed, convex and uniformly bounded with
a finite Vapnik-Chervonenkis dimension (VC-dimension). Later, Zanger [40, 41, 42] presents more
general results by employing nonlinear approximating architecture spaces and not necessarily convex
and closed. Sequential design schemes are introduced by Gramacy and Ludkovski [17] in order to
infer the underlying optimal stopping boundary. See also Hu and Ludkovski [20] for ranking generic
response surfaces. We also draw attention to numerical methods based on the so-called dual approach
(see Rogers [35]) of the optimal stopping problem. In this direction, see e.g Belomestny [3] and
Belomestny, Schoenmakers and Dickmann [4] and other references therein. The common assumption
in all these works is the Markov property on the underlying state reward process which allows us to
handle continuation values in the dynamic programming algorithm.
In this work, we present a Monte Carlo scheme specially designed to solve optimal stopping problems
of the form (1.1) where the reward process
(1.2) Z = F (X)
is a path-dependent functional of a general continuous process X which is adapted to the Brownian
filtration F. The main contribution of this article is the development of a feasible Longstaff-Schwartz-
type algorithm for fully non-Markovian states X . We are particularly interested in the case when
X can not be reduced to vectors of Markov processes and F may depend on the whole path of X .
Monte Carlo schemes for optimal stopping problems driven by Markovian states have been intensively
studied over the last two decades as described above, but to the best of our knowledge, a concrete
and thorough analysis in the path dependent case has not yet been made. In particular, there is a
gaping lack of results for truly non-Markovian systems, where the state X can not be transformed
to a Markov process either because it will end up at an infinite-dimensional dynamics or due to the
lack of observability. The present article is an attempt to close this gap, at least for the particular
case when the underlying filtration is generated by the Brownian motion, i.e., we are restricted to
continuous state processes without the presence of jumps.
Optimal stopping problems (1.1) written on non-Markovian reward processes of the form (1.2)
arise in many contexts and applications. One important case appears in Finance. For instance, for
American-style options, the price is the supremum over a large range of possible stopping times of
the discounted expected payoff under a risk-neutral measure. In order to compute (1.1), one has to
invoke dynamic programming principle and a feasible numerical scheme for conditional expectations
plays a key role in pricing American options. In the classical Markovian case, plenty of methods are
available (see e.g Bouchard and Warin [6]). Under the presence of stochastic volatility or volatility
structure depending on the whole asset price path, the asset price process becomes non-Markovian
which makes the numerical analysis much harder. One typical way to overcome the lack of Markov
property in stochastic volatility models is to assume the volatility variable is fully observable or at least
it can be consistently estimated from implied volatility surfaces. More sophisticated methods based
on nonlinear filtering and hidden Markov processes techniques can also be employed. In this direction,
see e.g Rambharat and Brockwell [34], Ludkovski [31], Song, Liang and Liu [36], Ye and Zhou [39]
and other references therein. In more complex cases, even if one assumes an observable volatility
structure, one can not reduce the problem (1.1) to a Markovian case without adding infinitely many
degrees of freedom. This type of phenomena arises when the volatility is a functional of the fractional
Brownian motion BH as described e.g in Bayer, Friz and Gatheral [2], Gatheral [16], Chronopoulou
and Viens [8], Forde and Zhang [15] and other references therein. Moreover, since fractional Brownian
motion is neither a semimartingale nor a Markov process for H 6= 1/2, a concrete development of a
Monte Carlo method is a highly non-trivial task.
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In this work, we present a Monte Carlo scheme which applies to quite general states including
path-dependent payoff functionals of path-dependent stochastic differential equations (henceforth ab-
breviated by SDEs), stochastic volatility and other non-Markovian systems driven by Brownian mo-
tion. The Monte Carlo scheme designed in this work is based on the methodology developed by
Lea˜o and Ohashi [26, 27], Lea˜o, Ohashi and Simas [28] and Lea˜o, Ohashi and Russo [30]. In Lea˜o,
Ohashi and Russo [30], the authors present a discretization method which yields a systematic way to
approach fully non-Markovian optimal stopping problems based on the filtration F. The philosophy
is to consider the supermartingale Snell envelope
S(t) = ess sup
t∈Tt(F)
E
[
Z(τ)|Ft
]
; 0 ≤ t ≤ T
based on a continuous reward process Z viewed as a generic non-anticipative functional of the Brownian
motion B, i.e., Z = Z(B). In contrast to the standard literature on regression methods on Markovian
optimal stopping, in our approach the relevant structure to be analyzed is the state noise B and the
reward process Z is interpreted as a simple functional which “transports”B into the system. Therefore,
the underlying state space is infinite-dimensional. By using techniques developed by [28, 30], we are
able to reduce the dimension of the Brownian noise by means of a suitable discrete-time filtration
generated by
(1.3) Akn :=
(
∆T k1 , η
k
1 , . . . ,∆T
k
n , η
k
n
)
; 1 ≤ n ≤ e(k, T )
where (T kn )k,n≥1 is a suitable family of stopping times with explicit density functions (see e.g Burq
and Jones [5] and Milstein and Tretyakov [32]), ηki is a discrete random variable which encodes the
sign and the jumping coordinate of a suitable approximating martingale at time i = 1, . . . , e(k, T ),
e(k, T ) := d⌈T ǫ−2k ⌉ encodes the necessary number of periods to recover the optimal stopping problem
(1.1) on a given interval [0, T ] for a given choice of a sequence ǫk ↓ 0 as k → +∞. Theorem 2.1 presents
a closed form expression for transition probabilities for (1.3) so that the discretization procedure
is feasible from a computational point of view (although in a high-dimensional setup). The usual
Markov chain state dynamics X onto Rn is replaced by {Aki ; 1 ≤ i ≤ e(k, T )} taking values on the
high-dimensional state space
S× . . .× S (e(k, T )− fold cartesian product)
where S := (0,+∞)× I and
I :=
{
(x1, . . . , xd);xℓ ∈ {−1, 0, 1} ∀ℓ ∈ {1, . . . , d} and
d∑
j=1
|xj | = 1
}
.
With the information set {Aki ; 1 ≤ i ≤ e(k, T )} at hand, we design what we call an imbedded discrete
structure (see Definition 3.1) for the reward process Z. As demonstrated by the works [28, 29, 30],
this type of structure exists under rather weak regularity assumptions on Z such as path continuity
and mild integrability hypotheses. However, we recall the methodology requires effort on the part of
the “user” in order to specify the best structure that is suitable for analyzing a given state X at hand.
Once a structure is fixed for (1.2), Theorem 4.1 shows that a Longstaff-Schwartz-type algorithm
associated with the primitive state variables Ak converges a.s to the optimal value S(0) as the number
of simulated paths N and the discretization level k goes to infinity. Proposition 4.1 and Corollary
4.1 provide error estimates of a Longstaff-Schwartz-type algorithm for the optimal stopping problem
associated with a Snell envelope-type process written on a given imbedded discrete structure w.r.t Z.
In order to prove convergence of the Monte Carlo scheme with explicit error estimates, we make use
of statistical learning theory techniques originally employed very successfully by Egloff [12, 13] and
Zanger [40, 41, 42] based on Markov chain approximations for Markov diffusions. We show that the
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same philosophy employed by Zanger [40, 41, 42] can be used to prove convergence of a Longstaff-
Schwartz-type algorithm associated with rather general classes of reward processes Z = F (X) where
X is an Rn-valued F-adapted continuous process. By means of statistical learning theory techniques,
we get precise error estimates (w.r.t N) for each discretization level k encoded by ǫk. Similar to
the classical Markovian case, the regularity of continuation values related to our backward dynamic
programming equation plays a key role on the overall error estimates. Theorem 5.1 presents Sobolev-
type regularity of the continuation values for a concrete example of a reward Z composed with a
non-Markovian path-dependent SDE X driven by the Brownian motion.
It is important to stress that the numerical scheme designed in this paper is to compute the optimal
value (1.1). In other words, the observer is able to keep track of the control problem (e.g American
option) over the whole period [0, T ] and not only at a given set of exercise discrete times t0 < . . . < tn
(e.g Bermudan option-style). We point out that there is no conceptual obstruction to treat the
discrete-case as well.
This paper is organized as follows. In Section 2, we recall some basic objects from Lea˜o, Ohashi
and Russo [30]. In Section 3, we define the Longstaff-Schwartz algorithm. In Section 4, we present
convergence of the method and error estimates. In section 5, we present concrete linear architecture
approximating spaces and smoothness of continuation values related to a optimal stopping problem
arising from a path-dependent SDE. The proof of Theorem 2.1 is presented in the Appendix section.
2. Preliminaries
In order to make this paper self-contained, we recall the basic objects employed by Lea˜o, Ohashi
and Simas [28] and Lea˜o, Ohashi and Russo [30]. For the sake of completeness, we provide here a
list of the basic objects that we use in this article. Throughout this work, we are going to fix a
d-dimensional Brownian motion B = {B1, . . . , Bd} on the usual stochastic basis (Ω,F,P), where Ω
is the space C([0,+∞);Rd) := {f : [0,+∞) → Rd continuous}, equipped with the usual topology of
uniform convergence on compact intervals, P is the Wiener measure on Ω such that P{B(0) = 0} = 1
and F := (Ft)t≥0 is the usual P-augmentation of the natural filtration generated by the Brownian
motion.
For a fixed positive sequence ǫk such that
∑
k≥1 ǫ
2
k < +∞ and for each j = 1, . . . , d, we define
T k,j0 := 0 a.s. and we set
(2.1) T k,jn := inf
{
T k,jn−1 < t <∞; |Bj(t)−Bj(T k,jn−1)| = ǫk
}
, n ≥ 1.
For each j ∈ {1, . . . , d}, the family (T k,jn )n≥0 is a sequence of F-stopping times and the strong Markov
property implies that {T k,jn − T k,jn−1;n ≥ 1} is an i.i.d sequence with the same distribution as T k,j1 .
Moreover, T k,j1 is an absolutely continuous random variable (see Burq and Jones [5]).
From this family of stopping times, we define Ak := (Ak,1, . . . , Ak,d) as the d-dimensional step
process whose components are given by
(2.2) Ak,j(t) :=
∞∑
n=1
ǫk σ
k,j
n 11{Tk,jn ≤t}; t ≥ 0,
where
(2.3) σk,jn :=
{
1; if Bj(T k,jn )−Bj(T k,jn−1) > 0
−1; if Bj(T k,jn )−Bj(T k,jn−1) < 0,
for k, n ≥ 1 and j = 1, . . . , d. Let Fk,j := {Fk,jt ; t ≥ 0} be the natural filtration generated by
{Ak,j(t); t ≥ 0}. One should notice that Fk,j is a filtration of discrete type (see Section 4 (Chap 11)
and Section 5 (Chap 5) in He, Wang and Yan [19]) in the sense that
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Fk,jt =
{ ∞⋃
ℓ=0
Dℓ ∩ {T k,jℓ ≤ t < T k,jℓ+1};Dℓ ∈ Fk,jTk,j
ℓ
for ℓ ≥ 0
}
, t ≥ 0,
where Fk,j0 = {Ω, ∅} and Fk,jTk,jm = σ(T
k,j
1 , . . . , T
k,j
m , σ
k,j
1 , . . . , σ
k,j
m ) for m ≥ 1 and j = 1, . . . , d. From
Th 5.56 in He, Wang and Yan [19], we know that
Fk,j
Tk,jm
∩ {T k,jm ≤ t < T k,jm+1} = Fk,jt ∩ {T k,jm ≤ t < T k,jm+1},
for each m ≥ 0 and j = 1, . . . , d. In this case, Fk,j is a jumping filtration in the sense of Jacod and
Shiryaev [21]. One can easily check (see Lemma 2.1 in Lea˜o, Ohashi and Simas [28]) that Ak,j it is
an Fk,j-square-integrable martingale over compact sets for every k ≥ 1 and 1 ≤ j ≤ d.
The multi-dimensional filtration generated by Ak is naturally characterized as follows. Let Fk :=
{Fkt ; 0 ≤ t < ∞} be the product filtration given by Fkt := Fk,1t ⊗ Fk,2t ⊗ · · · ⊗ Fk,dt for t ≥ 0. Let
T := {T km;m ≥ 0} be the order statistics based on the family of random variables {T k,jℓ ; ℓ ≥ 0; j =
1, . . . , d}. That is, we set T k0 := 0,
T k1 := inf
1≤j≤d
{
T k,j1
}
, T kn := inf
1≤j≤d
m≥1
{
T k,jm ;T
k,j
m ≥ T kn−1
}
for n ≥ 1. In this case, T is the partition generated by all stopping times defined in (2.1). By the
independence of the family {B1, . . . , Bd}, the elements of T are almost surely distinct for every k ≥ 1.
The structure D := {T , Ak,j ; 1 ≤ j ≤ d, k ≥ 1} is a discrete-type skeleton for the Brownian motion
in the language of Lea˜o, Ohashi and Simas [28]. Throughout this article, we set
∆T kn := T
k
n − T kn−1,∆T k,jn := T k,jn − T k,jn−1; 1 ≤ j ≤ d, n ≥ 1,
and Nk(t) := max{n;T kn ≤ t}; t ≥ 0. We also denote
ηk,jn :=

1; if ∆Ak,j(T kn ) > 0
−1; if ∆Ak,j(T kn ) < 0
0; if ∆Ak,j(T kn ) = 0,
and ηkn :=
(
ηk,1n , . . . , η
k,d
n
)
;n, k ≥ 1. Let us define
Ik :=
{
(ik1 , . . . , i
k
d); i
k
ℓ ∈ {−1, 0, 1} ∀ℓ ∈ {1, . . . , d} and
d∑
j=1
|ikj | = 1
}
and Sk := (0,+∞)× Ik. Let us define ℵ : Ik → {1, . . . , d} × {−1, 1} by
(2.4) ℵ(˜ik) := (ℵ1(˜ik),ℵ2(˜ik)) := (j, r),
where j ∈ {1, . . . , d} is the coordinate of i˜k ∈ Ik which is different from zero and r ∈ {−1, 1} is the
sign of i˜k at the coordinate j.
The n-fold Cartesian product of Sk is denoted by S
n
k and a generic element of S
n
k will be denoted
by
bkn := (s
k
1 , i˜
k
1 , . . . , s
k
n, i˜
k
n) ∈ Snk
where (skr , i˜
k
r) ∈ (0,+∞) × Ik for 1 ≤ r ≤ n. The driving noise in our methodology is given by the
following discrete-time process
Akn :=
(
∆T k1 , η
k
1 , . . . ,∆T
k
n , η
k
n
)
∈ Snk a.s.
One should notice that
FkTkn = (A
k
n)
−1(B(Snk ))
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where B(Skn) is the Borel sigma algebra generated by Snk ;n ≥ 1. We set Ak0 := 0 (null vector in R×Rd)
and S0k := {0}.
The law of the system will evolve according to the following probability measure defined on
P
k
n(E) := P ◦ Akn(E) := P{Akn ∈ E};E ∈ B(Snk), n ≥ 1.
The main goal of this article is to treat non-Markovian systems. A priori there is no Markovian
semigroup available for us coming from the reward process, so that we need to replace this classical
notion in our context. By the very definition,
P
k
n(·) = Pkr(· × Sr−nk )
for any r > n ≥ 1. More importantly, Pkr(Snk × ·) is a regular measure and B(Sk) is countably
generated, then it is known (see e.g III. 70-73 in Dellacherie and Meyer [10]) there exists (Pkn-a.s
unique) a disintegration νkn,r : B(Sr−nk )× Snk → [0, 1] which realizes
P
k
r(D) =
∫
Sn
k
∫
S
r−n
k
11D(b
k
n, q
k
n,r)ν
k
n,r(dq
k
n,r|bkn)Pkn(dbkn)
for every D ∈ B(Srk), where qkn,r is the projection of bkr onto the last (r − n) components, i.e.,
qkn,r = (s
k
n+1, i˜
k
n+1, . . . , s
k
r , i˜
k
r ) for a list b
k
r = (s
k
1 , i˜
k
1 , . . . , s
k
r , i˜
k
r) ∈ Srk. If r = n + 1, we denote
νkn+1 := ν
k
n,n+1. By the very definition, for each E ∈ B(Sk) and bkn ∈ Snk , we have
(2.5) νkn+1(E|bkn) = P
{
(∆T kn+1, η
k
n+1) ∈ E|Akn = bkn
}
;n ≥ 1.
In other words, νkn+1 is the transition probability of the discrete-type skeleton D from step n to n+1.
Next, we present a closed-form expression for the transition kernel (2.5). For a given bkn =
(sk1 , i˜
k
1 , . . . , s
k
n, i˜
k
n), we define
(2.6) ℘λ(b
k
n) := max{1 ≤ j ≤ n;ℵ1(˜ikj ) = λ},
where in (2.6), we make the convention that max{∅} = 0. Moreover, For a given bkn ∈ Skn, we set
ikn :=
(˜
ik1 , . . . , i˜
k
n
)
and we define
גλ(i
k
n) := {Number of jumps in the vector ikn which occurs in the λ coordinate}.
For instance, if ik3 =
(
(−1, 0), (0, 1), (1, 0)), then ג1(ik3) = 2. For each bkn ∈ Snk , we set
(2.7) tkn(b
k
n) :=
n∑
β=1
skβ .
We then define
(2.8) tk,λ
גλ
(bkn) :=
℘λ(b
k
n)∑
β=1
skβ
for λ ∈ {1, . . . , d} and bkn ∈ Snk . We set tk,λ0 = tk0 = 0 and
∆k,λn (b
k
n) := t
k
n(b
k
n)− tk,λגλ (bkn).
When no confusion arises, we omit the dependence on the variable bkn in t
k
n, t
k,λ
גλ
and ∆k,λn . Let fk
be the density of the hitting time T k,11 (see e.g Section 5.3 in [32]). We make use of the information
set described in (2.6), (2.7) and (2.8). We define
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Ej := {1, 2, . . . , j − 1, j + 1, . . . , d}
and
fkmin(t) := f
k
min(b
k
n, j, t) :=
 ∏
λ∈Ej
fk
(
t+∆k,λn
) ,
for (bkn, j, t) ∈ Sn−1k × {1, . . . , d} × R+ For instance, if d = 2, we have
fkmin(b
k
n, j, t) =
{
fk
(
t+∆k,2n (b
k
n)
)
; if j = 1
fk
(
t+∆k,1n (b
k
n)
)
; if j = 2
for (bkn, j, t) ∈ Snk × {1, 2} × R+.
Theorem 2.1. For each bkn ∈ Snk , (j, ℓ) ∈ {1, . . . , d} × {−1, 1} and −∞ < a < b < +∞, we have
P
{
∆T kn+1 ∈ (a, b);ℵ(ηkn+1) = (j, ℓ)
∣∣Akn = bkn}
=
1
2

∫ b+∆k,jn
a+∆k,jn
fk (x) dx∫ +∞
∆k,jn
fk (x) dx


∫ 0
−∞
∫ ∞
−s
fk
(
s+ t+∆k,jn
)
fkmin(b
k
n, j, t)dtds
d∏
λ=1
∫ +∞
∆k,λn
fk(t)dt

; d > 1
=
1
2
∫ b
a
fk(s)ds; d = 1.
(2.9)
The proof of Theorem 2.1 is postponed to the Appendix section. The importance of this formula
lies on the following representation for conditional expectations: If G = Φ(Akm) for a Borel function
Φ : Smk → R with m ≥ 1, then
(2.10) E
[
G
∣∣FkTk
m−1
]
=
∫
Sk
Φ(Akm−1, skm, i˜km)νkm(dskmdi˜km|Akm−1) a.s
and iterating conditional expectations, formula (2.10) allows us to compute E
[
G
∣∣Fk
Tk
j
]
for each j =
0, . . . ,m− 1.
3. Dynamic programming in non-Markovian optimal stopping problems
In order to make this paper self-contained, we briefly recall the main results given by Lea˜o, Ohashi
and Russo [30]. Let us denote Bp(F) as the space of ca`dla`g F-adapted processes X such that
‖X‖pBp := E sup
0≤t≤T
|X(t)|p <∞
where 1 ≤ p < ∞. Throughout this work, we are going to fix a terminal time 0 < T < +∞. The
following concept will be important in this work.
Definition 3.1. We say that Y = ((Xk)k≥1,D) is an imbedded discrete structure for X if Xk
is a sequence of Fk-adapted pure jump processes of the form
(3.1) Xk(t) =
∞∑
n=0
Xk(T kn )11{Tkn≤t<Tkn+1}; 0 ≤ t ≤ T,
it has integrable quadratic variation E[Xk, Xk](T ) <∞; k ≥ 1, and
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(3.2) lim
k→+∞
‖Xk −X‖Bp = 0
for some p ≥ 1.
For t ≤ T , we denote Tt(F) as the set of all F-stopping times τ such that t ≤ τ ≤ T a.s. For an
integer n ≥ 0, we denote by Tk,n(F) := Tt(F) for t = T kn . To shorten notation, we set Tk,n := Tk,n(F).
Throughout this article, we assume that the underlying reward process Z is an F-adapted continuous
process and it satisfies the following integrability condition:
(A1) ‖Z‖pBp <∞ ∀p ≥ 1.
For a given reward process Z, let S be the Snell envelope associated with Z
S(t) := ess sup
τ∈Tt(F)
E [Z(τ) | Ft] , 0 ≤ t ≤ T.
We assume S satisfies the following integrability condition:
(A2) ‖Z‖pBp <∞ ∀p ≥ 1.
Since the optimal stopping time problem at hand takes place on the compact set [0, T ], it is crucial
to know the correct number of periods in our discretization scheme. For this purpose, let us denote
⌈x⌉ as the smallest natural number bigger or equal to x ≥ 0. We recall (see Lemma 3.1 in Lea˜o,
Ohashi and Russo [30]) that if e(k, t) := d⌈22kt⌉, then for each t ≥ 0
T ke(k,t) → t
a.s and in L2(P) as k → +∞. Due to this result, we will reduce the analysis to the deterministic
number of periods e(k, T ).
Remark 3.1. For each k ≥ 1, one can view
Akn;n = 1, . . . , e(k, T )
as a discrete-time Markov process on the enlarged state space S
e(k,T )
k by setting
Akn = (∆T k1 , ηk1 , . . . ,∆T kn , ηkn,∆T kn , ηkn, . . . ,∆T kn , ηkn) ∈ Se(k,T )k
for each n = 1, . . . , e(k, T ).
We denote Dk,mn as the set of all F
k-stopping times of the form
(3.3) τ =
m∑
i=n
T ki 11{τ=Tk
i
}
where {τ = T ki ; i = n, . . . ,m} is a partition of Ω and 0 ≤ n ≤ m. Let us denote Dkn,T := {η ∧ T ; η ∈
Dk,∞n }.
Let {Zk; k ≥ 1} be a sequence of pure jump processes of the form (3.1) and let {Sk; k ≥ 1} be the
associated value process given by
(3.4) Sk(t) :=
e(k,T )∑
n=0
Sk(T kn )1{Tkn≤t<Tkn+1}; 0 ≤ t ≤ T,
where
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Sk(T kn ) := ess sup
τ∈Dk,e(k,T )n
E
[
Zk(τ ∧ T )∣∣FkTkn ]; 0 ≤ n ≤ e(k, T ).
In the sequel, we denote
UY,k,pS(T ki ) := E
[
∆Sk(T ki+1)
ǫ2k
∣∣∣FkTk
i
]
; 0 ≤ i ≤ e(k, T )− 1.
Let us now recall two major results presented in Lea˜o, Ohashi and Russo [30], namely Theorems 3.1
and 3.2.
Theorem 3.1 in Lea˜o, Ohashi and Russo [30]. Let S be the Snell envelope associated with a
reward process Z satisfying (A1-A2). Let {Zk; k ≥ 1} be a sequence of pure jump processes of the
form (3.1) and let {Sk; k ≥ 1} be the associated value process given by (3.4). If Z = ((Zk)k≥1,D)
is an imbedded discrete structure for Z where (3.2) holds for p > 1, then S = ((Sk)k≥1,D) is an
imbedded discrete structure for S where
lim
k→+∞
E sup
0≤t≤T
|Sk(t)− S(t)| = 0.
Moreover, {Sk; k ≥ 1} is the unique pure jump process of the form (3.1) which satisfies the following
variational inequality
max
{
UY,k,pS(T ki );Z
k(T ki ∧ T )− Sk(T ki )
}
= 0 i = e(k, T )− 1, . . . , 0, a.s(3.5)
Sk(T ke(k,T )) = Z
k(T ke(k,T ) ∧ T ) a.s.
Next, for sake of completeness, we recall some explanations given by [30] which will be important
to the Longstaff-Schwartz algorithm given in the next section. The variational inequality is equivalent
to
Sk(T kn ) = max
{
Zk(T kn ∧ T );E
[
Sk(T kn+1)
∣∣FkTkn ]}; n = e(k, T )− 1, e(k, T )− 2, . . . , 0 a.s
(3.6)
Sk(T ke(k,T )) = Z
k(T ke(k,T ) ∧ T ) a.s.
For each n ∈ {0, . . . , e(k, T )}, there exist Borel-measurable functions Vkn : Snk → R and Zkn : Snk → R
which realize
(3.7) Sk(T kn ) = V
k
n(Akn) a.s and Zk(T kn ∧ T ) = Zkn(Akn) a.s;n = 0, . . . , e(k, T ).
Moreover, the sequence Vki : S
i → R; 0 ≤ i ≤ e(k, T ) are determined by the following dynamic
programming algorithm
V
k
i (b
k
i ) = max
{
Z
k
i (b
k
i );E
[
V
k
i+1(Aki+1)|Aki = bki
]}
; 0 ≤ i ≤ e(k, T )− 1
V
k
e(k,T )(b
k
e(k,T )) = Z
k
e(k,T )(b
k
e(k,T )),(3.8)
for each bki ∈ Sik for 0 ≤ i ≤ e(k, T ) and k ≥ 1. The dynamic programming algorithm allows us to
define the stopping and continuation regions as follows
S(i, k) :=
{
bki ∈ Sik;Zki (bki ) = Vki (bki )
}
(stopping region)
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D(i, k) :=
{
bki ∈ Sik;Vki (bki ) > Zki (bki )
}
(continuation region)
where 0 ≤ i ≤ e(k, T ). For a given non-negative integer n ≥ 0, let us denote Jk,e(k,T )n as the set of all
(Fk
Tk
i
)
e(k,T )
i=n -stopping times η having the form
(3.9) η =
e(k,T )∑
i=n
i11{τ=i},
where {τ = i};n ≤ i ≤ e(k, T ) constitutes a partition of Ω. Clearly, there exists a natural isomorphism
between J
k,e(k,T )
n and D
k,e(k,T )
n . Let us define
(3.10) Y k(i) := Zk(T ki ∧ T ); i ≥ 0.
By construction,
ess sup
η∈Jk,e(k,T )n
E
[
Y k(η)|FkTkn
]
= Sk(T kn ) a.s
for each 0 ≤ n ≤ e(k, T ).
The smallest (Fk
Tk
i
)
e(k,T )
i=0 -optimal stopping-time w.r.t the problem
sup
τ∈Je(k,T )0
E
[
Y k(τ)
]
= sup
η∈Dk,e(k,T )0
E
[
Zk(η ∧ T )]
is given by
τk := min
{
0 ≤ j ≤ e(k, T );Akj ∈ S(j, k)
}
(3.11)
= min
{
0 ≤ j ≤ e(k, T );Sk(T kj ) = Zk(T kj ∧ T )
}
which is finite a.s by construction. Moreover, the dynamic programming principle can be written as
(3.12)
{
τke(k,T ) := e(k, T )
τkj := j11Gkj + τ
k
j+111(Gkj )c ; 0 ≤ j ≤ e(k, T )− 1
where
Gkj :=
{
Z
k
j (Akj ) ≥ E
[
Z
k
τk
j+1
(Akτk
j+1
)
∣∣Akj ]
}
; 0 ≤ j ≤ e(k, T )− 1
and τk = τk0 a.s. The sequence of functions U
k
j : S
j
k → R
(3.13) bkj 7→ Ukj (bkj ) := E
[
Z
k
τk
j+1
(Akτk
j+1
)
∣∣Akj = bkj ]; 0 ≤ j ≤ e(k, T )− 1
are called continuation values.
The value functional which gives the best payoff can be reconstructed by means of our dynamic
programming principle over the e(k, T )-steps in such way that
(3.14) V k0 := sup
η∈Jk,e(k,T )0
E
[
Y k(η)
]
= Vk0(0) = max
{
Z
k
0(0);E
[
V
k
1(Ak1)
]}
,
where E
[
Vk1(Ak1)
]
= E
[
Zk
τk1
(Ak
τk1
)
]
= Uk0(0). Moreover,
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E
[
Y k(τk)
]
= E
[
Zk(T kτk ∧ T )
]
= sup
τ∈Dk0,T
E
[
Zk(τ ∧ T ke(k,T ))
]
(3.15)
= sup
τ∈T0(F)
E
[
Zk(τ ∧ T ke(k,T ))
]
(3.16)
where identity (3.16) is due to Proposition 3.1 in [30]. We now finish this section by recalling the
following result. In the sequel, we recall that S(0) = supη∈T0(F) E
[
Z(η)
]
.
Theorem 3.2 in Lea˜o, Ohashi and Russo [30]. If Z = ((Zk)k≥1,D) is an imbedded discrete
structure for the reward process Z, then T kτk ∧ T is an ǫ-optimal stopping time in the Brownian
filtration, i.e., for a given ǫ > 0,
sup
η∈T0(F)
E
[
Z(η)
]− ǫ < E[Z(T kτk ∧ T )]
for every k sufficiently large. Moreover,
(3.17)
∣∣∣ sup
τ∈T0(F)
E
[
Z(τ)
] − V k0 ∣∣∣ ≤ ‖Zk(· ∧ T ke(k,T ))− Z‖B1 → 0
as k → +∞.
Let us now present a Longstaff-Schwartz algorithm for the value functions
V k0 ; k ≥ 1.
3.1. Longstaff-Schwartz algorithm. Each random element Akn induces an image probability mea-
sure ρkn := P
k
n on S
n
k ;n ≥ 1 where ρ0 is just the Dirac concentrated on 0. For eachm = 0, . . . e(k, T )−1,
the family {Akj ; j = m, . . . , e(k, T )} induces an image probability measure ρkm,e(k,T ) on the e(k, T )−
m+ 1-fold cartesian product space
(S
e(k,T )
k × · · · × Se(k,T )k︸ ︷︷ ︸
e(k,T )−m+1
).
Throughout this article, we assume that Zkn : S
n
k → R ∈ L2(Snk , ρkn) for every n = 0, . . . , e(k, T ).
Let us now select a subset {Ûkj ; j = 0, . . . e(k, T )− 1} of functions such that Ûkj ∈ L2(Sjk, ρkj ) for each
j = 0, . . . , e(k, T )− 1. For each choice of functions, we set inductively
(3.18)
{
τ̂ke(k,T ) := e(k, T )
τ̂kj := j11Ĝk
j
+ τkj+111(Ĝk
j
)c ; 0 ≤ j ≤ e(k, T )− 1
where Ĝkj := {Zkj (Akj ) ≥ Ûkj (Akj )}; 0 ≤ j ≤ e(k, T )−1 and τ̂k = τ̂k0 . Here, Ûkj (·) should be interpreted
as a suitable approximation of E
[
Zk
τ̂kj+1
(Ak
τ̂kj+1
)|Akj = ·
]
for each j = 0, . . . , e(k, T )− 1.
The set {τ̂kj ; 0 ≤ j ≤ e(k, T )} induces a set of conditional expectations
E
[
Y k(τ̂kj+1)|Akj
]
= E
[
Z
k
τ̂k
j+1
(Akτ̂k
j+1
)
∣∣Akj ]; j = 0, . . . , e(k, T )− 1
so that one can postulate
V̂ k0 := max
{
Z
k
0(0); Û
k
0(0)
}
as a possible approximation for (3.14). Inspired by Zanger [40], the Monte Carlo algorithm is given
by the following lines.
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Longstaff-Schwartz Algorithm. Let us fix k ≥ 1. Step (0): Given any positive integer N , select
HkN,0 ⊂ R. For each j = 1, . . . , e(k, T )− 1, select HkN,j ⊂ L2(Sjk, ρkj ). The sets HkN,j; 0 ≤ j ≤ e(k, T )
possibly depends on N and the choice is dictated by some a priori information that one has about the
continuation values (3.13). In learning theory literature, they are usually called approximation archi-
tectures. From
(
Akℓ ; 0 ≤ ℓ ≤ e(k, T )
)
, generate N independent samples Ak0,i,Ak1,i, . . . ,Ake(k,T ),i; i =
1, . . . , N . For each ℓ = 0, . . . e(k, T ), let us denote
AkℓN :=
(Akℓ,1,Akℓ,2, . . . ,Akℓ,N ; . . . ;Ake(k,T ),1,Ake(k,T ),2, . . . ,Ake(k,T ),N )
with (e(k, T )− ℓ+ 1)N -factors.
Step (1): For j = e(k, T )−1, we set τ̂kj+1 := τ̂kj+1(Ak(j+1)N ) := e(k, T ) and generate {(Akj,i, (Zkτ̂k
j+1
)i); 1 ≤
i ≤ N}, where we define (Zk
τ̂k
j+1
)i := Z
k
e(k,T )(Ake(k,T ),i); 1 ≤ i ≤ N. We then select
(3.19) Ûkj := arg ming∈Hk
N,j
1
N
N∑
i=1
(
(Zkτ̂kj+1
)i − g(Akj,i)
)2
.
One should notice that Ûkj is a functional of A
k
jN so that we assume the existence of a minimizer
(3.20) Ûkj : S
j
k ×
(
S
j
k
)N × . . .× (Se(k,T )k )N → R
of (3.19) which possibly can depend on N . With Ûkj at hand, we compute τ̂
k
ji =
(
τ̂kj
(
AkjN
))
i
, the
value that τ̂kj = τ̂
k
j
(
AkjN
)
assumes based on the i-th sample according to (3.12), i.e., we define
(3.21) τ̂kji := j11
{
Zkj (Akj,i)≥Ûkj (Akj,i,AkjN )
} + τ̂k(j+1)i11{Zkj (Akj,i)<Ûkj (Akj,i,AkjN )}
for 1 ≤ i ≤ N . In this case, we set
(3.22)
(
Z
k
τ̂k
j
)
i
:=
{
Zkj
(Akj,i); if τ̂kji = j
Zk
τ̂k
(j+1)i
(Ak
τ̂k
(j+1)i
,i
)
; if τ̂kji = τ̂
k
(j+1)i
where τ̂k(j+1)i = e(k, T ) for 1 ≤ i ≤ N .
Step (2): Based on (3.19), (3.21) and (3.22), we then repeat this procedure inductively j = e(k, T )−
2, . . . , 1, 0 until step j = 0 to get(
τ̂kji, Û
k
j ,
(
Z
k
τ̂k
j
)
i
)
; 0 ≤ j ≤ e(k, T ), 1 ≤ i ≤ N.
Step (3): For j = 0, we set
V̂0(A
k
0N ) := max
{
Z
k
0(0), Û
k
0(A
k
0N )
}
.
4. Error estimates for the Monte Carlo method
In this section, we present the error estimates for the Monte Carlo method described in previous
section. Clearly, the most important object in the Monte Carlo scheme is the computation of the
underlying conditional expectations. For this purpose, we make use of some machinery from statistical
learning theory having the regression function as the fundamental object. Throughout this section,
we fix a list a functions Zkn : S
n
k → R;n = 0, . . . , e(k, T ) realizing (3.7) for a given imbedded discrete
structure Z = ((Zk)k≥1,D) associated with a given reward process Z. For concrete examples of
pathwise representations of structures (Zkn)
e(k,T )
n=0 , we refer the reader to Section 5 of Lea˜o, Ohashi and
Russo [30] and (5.5).
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4.1. A bit of learning theory. In the sequel, let γ be a Borel probability measure on a product
space X ×R where we assume that X is a Polish space equipped with the Borel sigma algebra B(X ).
Let γX (A) := γ(A×R);A ∈ B(X ) be the marginal probability measure onto X . Since X ×R is Polish,
one can disintegrate γ w.r.t γX so that there exists a unique (up to γX -null sets) measure-valued
function x 7→ γx(dr) which realizes∫
X×R
f(x, r)γ(dx, dr) =
∫
X
∫
R
f(x, r)γx(dr)γX (dx)
for every f ∈ L1(X × R; γ). The function
fγ(x) :=
∫
R
rγx(dr);x ∈ X
is the regression function of γ. The most important object to minimize is the so-called risk functional
T (f) :=
∫
X×R
|r − f(x)|2γ(dx, dr)
where f : X → R ∈ L2(X ; γX ). Since
∫
R
(fγ(x) − r)γx(dr) = 0;x ∈ X , then one can easily check that
(4.1) T (f) = T (fγ) + ‖f − fγ‖2L2(X ;γX )
for every f ∈ L2(X ; γX ). Therefore,
fγ = argminf∈L2(X ;γX )T (f).
One central problem in statistical learning theory is to approximate fγ by means of some approxima-
tion architecture H ⊂ L2(X ; γX ). Identity (4.1) yields
arg ming∈H‖g − fγ‖2L2(γX ) = arg ming∈H
∫
X×R
(
g(x)− r)2γ(dx, dr).
In this article, we apply learning theory in the following setup: At first, for a given set of con-
tinuation values Ukℓ : S
ℓ
k → R; ℓ = 0, . . . , e(k, T ) − 1, we select a list of approximating functions
Ûkℓ : S
ℓ
k → R ∈ L2(ρkℓ ); ℓ = 0, . . . , e(k, T ) − 1. With such approximating functions, for each
j = 0, . . . , e(k, T )− 1, we define a mapping ϕ̂kj : ⊗e(k,T )ℓ=j Sℓk → Sjk × R as follows
(4.2)
(
bkj ,b
k
j+1, . . . ,b
k
e(k,T )
) 7→ (bkj ,Zkτ̂k
j+1
(
bkj+1, . . . ,b
k
e(k,T )
))
where Zk
τ̂k
j+1
: ⊗e(k,T )ℓ=j+1Sℓk → R is defined inductively by means of the following procedure: We start
from j = e(k, T )− 1, where we set Zk
τ̂k
e(k,T )
(bke(k,T )) := Z
k
e(k,T )(b
k
e(k,T )),b
k
e(k,T ) ∈ Se(k,T )k and
(4.3) Zkτ̂k
j+1
(bkj+1, . . . ,b
k
e(k,T )) :=
{
Zkj+1(b
k
j+1); if Z
k
j+1(b
k
j+1) ≥ Ûkj+1(bkj+1)
Zk
τ̂k
j+2
(bkj+2, . . . ,b
k
e(k,T )); if Z
k
j+1(b
k
j+1) < Û
k
j+1(b
k
j+1)
for j = e(k, T )−2, . . . , 0. Similarly, for j = e(k, T )−1, we set Zk
τk
e(k,T )
(bke(k,T )) := Z
k
e(k,T )(b
k
e(k,T )),b
k
e(k,T ) ∈
S
e(k,T )
k and
(4.4) Zkτk
j+1
(bkj+1, . . . ,b
k
e(k,T )) :=
{
Zkj+1(b
k
j+1); if Z
k
j+1(b
k
j+1) ≥ Ukj+1(bkj+1)
Zk
τk
j+2
(bkj+2, . . . ,b
k
e(k,T )); if Z
k
j+1(b
k
j+1) < U
k
j+1(b
k
j+1)
for j = e(k, T )− 2, . . . , 0.
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Remark 4.1. From (4.4), we observe that
(4.5) Zkτk
j+1
(Ak(j+1), . . . ,Ake(k,T )) = Zkτk
j+1
(Akτk
j+1
) a.s,
so if we set Uke(k,T )(Ake(k,T )) := Zke(k,T )(Ake(k,T )), then (4.5) yields
(4.6) Ukj (Akj ) = E
[
Z
k
j+1(Akj+1) ∨Ukj+1(Akj+1)|Akj
]
, j = e(k, T )− 1, . . . , 0.
By observing that
(4.7) FkTkn = σ(A
k
n) = FkTk
n−1
∨ σ(∆T kn , ηkn) = σ(Akn−1,∆T kn , ηkn);n, k ≥ 1,
one can easily check that
(4.8) Ukj (b
k
j ) =
∫
Sk
Z
k
j+1(b
k
j , s
k
j+1, i˜
k
j+1) ∨Ukj+1(bkj , skj+1, i˜kj+1)νkj+1(dskj+1di˜kj+1|bkj )
for bkj ∈ Sjk and j = e(k, T )− 1, . . . , 0, where νkj+1 is the regular conditional probability given by (2.9)
and Theorem 2.1. With a slight abuse of notation, we write Zkj+1(b
k
j , s
k
j+1, i˜
k
j+1) andU
k
j+1(b
k
j , s
k
j+1, i˜
k
j+1)
as versions which realize
Z
k
j+1(Akj ,∆T kj+1, ηkj+1) = Zkj+1(Akj+1) a.s, Ukj+1(Akj ,∆T kj+1, ηkj+1) = Ukj+1(Akj+1) a.s,
respectively, for each j = e(k, T )− 1, . . . , 0.
From a theoretical perspective, both Vk and Uk they are equivalent since they provide the solution
of the optimal stopping problem. However, from the numerical point of view, working with continu-
ation values is better than value functions due to the appearance of expectation which allows us to
work with smoother functions. This will be crucial to obtain concrete approximation architectures for
the continuation values.
Remark 4.2. The dynamic programming principle (3.8), (3.12) and (4.3) allow us to apply statistical
learning techniques to general non-Markovian optimal stopping problems in full generality. In this case,
X will be Sjk and ρkj,e(k,T ) ◦ (ϕ̂kj )−1 will play the role of γ for each j = 0, . . . , e(k, T )− 1.
One crucial aspect in the obtention of concrete error estimates for our Monte Carlo scheme is the
so-called Vapnik-Chervonenkis dimension (henceforth abbreviated by VC dimension) of a set. For
readers who are not familiar with this concept, we recall the definition. For a given ǫ > 0 and a
bounded subset A ⊂ RN , let
m(A, ǫ) := {B ⊂ RN ;B is finite and ∀a ∈ A, ∃b ∈ B; 1/N‖a− b‖1 < ǫ}
where we set ‖a− b‖1 =
∑N
i=1 |ai− bi|. Based on this quantity. we define N (ǫ, A) as the cardinality of
the smallest subset belonging tom(A, ǫ). Let G be a family of uniformly bounded real-valued functions
defined on some subset Σ ⊂ Rm. For each v = (v1, . . . , vN ) ∈ ΣN , we set G(v) =
{(
g(v1), . . . , g(vN )
) ∈
RN ; g ∈ G)} so it makes sense to consider N (ǫ,G(v)); v ∈ ΣN . Now, for a given list {a1, . . . , an} ⊂
Σ;n ≥ 1, we say that G shatter {a1, . . . , an} ⊂ Σ if there exists r = (r1, . . . , rn) ∈ Rn such that for
every b = (b1, . . . , bn) ∈ {0, 1}n, there exists g ∈ G such that for each i = 1, . . . , n g(ai) ≥ ri if bi = 1
and g(ai) < ri if bi = 0. We are finally able to define
vc(G) = sup
{
card {a1, . . . , an}; {a1, . . . , an} is a subset of Σ shattered by G
}
.
One important property of the VC dimension is the fact that vc(E) ≤ 1 + dim E for any finite
dimensional vector space of real-valued measurable functions (see e.g Devore and Lorentz [11]). This
is crucial to obtain concrete approximation architectures.
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4.2. Error estimates. In this section, we present the error estimates of the Longstaff-Schwartz-type
algorithm described in previous section. Throughout this section, we fix approximation architectures
HkN,m;m = 0, . . . , e(k, T )− 1 which must be chosen according to some a priori information about the
smoothness on the continuation values, where HkN,0 ⊂ R. For a moment, let us fix them. In what
follows, we make use of the standard notation: If F : W → R is a real-valued function defined on a
metric space W , then we denote ‖F‖∞,W = supw∈W |F (w)|. When there is no risk o confusion, we
just write ‖F‖∞.
We set Akj := (Akj , . . . ,Ake(k,T )) and we assume that AkjN and Akj are independent for each j =
0, . . . , e(k, T ) and N ≥ 1. In the sequel, we employ corresponding lower case notation akj to denote the
deterministic analogue of the random element Akj in such way that a
k
j is an arbitrary fixed element
of ⊗e(k,T )ℓ=j Sℓk (e(k, T )− j +1 factors). In a similar way, the elements of
(⊗e(k,T )ℓ=j Sℓk)N (N factors) will
be denoted by akjN for j = 0, . . . , e(k, T ). From Akj,i; i = 1, . . . , N, j = 0, . . . , e(k, T ), we set Ak(j,i) :=
(Akj,i,Ak(j+1),i, . . . ,Ake(k,T ),i). Of course, AkjN can be naturally identified with
(
Ak(j,1), . . . ,A
k
(j,N)
)
for
j = 0, . . . , e(k, T ) and N ≥ 1. Moreover, for each i = 1, . . . , N , ak(j,i) denotes a generic element of
⊗e(k,T )ℓ=j Sℓk and, of course, akjN can be identified with
(
ak(j,1), . . . , a
k
(j,N)
)
.
In order to prove convergence of the Longstaff-Schwartz algorithm with explicit error estimates, we
need to impose the following conditions for a given k ≥ 1:
(H1) In the context of the Longstaff-Schwartz algorithm, let N ≥ 2 and we suppose that HkN,j ⊂
L2(Sjk, ρ
k
j ) and there exists νk such that vc
(HkN,j) ≤ νk < +∞ for every j = 1, . . . , e(k, T )− 1 and for
every N ≥ 2.
(H2) There exists Bk such that sup{‖f‖∞; f ∈ HkN,j} ≤ Bk < +∞ for every j = 0, . . . , e(k, T ) − 1
and N ≥ 2.
Assumptions (H1-H2) are well-known in the classical case of the Longstaff-Schwartz algorithm
based on Markov chains. See e.g Egloff [12], Zanger [40, 41] and other references therein.
Remark 4.3. It is important to point out that the approximation architectures in (H1-H2) need not
be neither convex nor closed. This relaxation is not surprising and it is known to work in the classical
Longstaff-Schwartz algorithm based on Markov chains as demonstrated by Zanger [40].
Remark 4.4. It is important to stress that we are assuming the existence of a minimizer (3.20) and
the existence of the projection map π : HkN,j → L2(Sjk, ρkj )
πHk
N,j
(f) = arg min
g∈Hk
N,j
‖g − f‖L2(Sj
k
,ρk
j
)
for 1 ≤ j ≤ e(k, T ) − 1, N ≥ 2 and k ≥ 1. There are some conditions for the existence of both
minimizers as discussed in Remark 5.4 by Zanger [40], for instance, compactness of HkN,j. We observe
that we may assume that Sjk; 1 ≤ j ≤ e(k, T ) they are compact because all the hitting times (T kn )e(k,T )n=1
in the control problem have to be restricted to [0, T ] and Ik is obviously compact. In this case, Arzela-
Ascoli theorem provides a readable characterization for compact architecture spaces.
Let us define
(4.9) Lk = max
{
1, ‖Zk1‖∞, . . . , ‖Zke(k,T )‖∞
}
for k ≥ 1. In the sequel, we set cℓ(k) := 2(e(k, T )−ℓ+1)log2
(
e(e(k, T )−ℓ+1)), CBkLk := 36(Bk+Lk)2
where e is the Euler’s number. By using Remark 3.1, the proof of the following lemma follows from
the proof of Theorem 5.1 in pages 26-27 given by Zanger [40] so we omit the details.
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Lemma 4.1. Assume that hypotheses (H1-H2) and Lk < +∞ fold true for a given k ≥ 1. We set
HkN,0 = [−Lk, Lk], Then, for α > 0 and ℓ = 0, . . . , e(k, T )− 1, we have
P
{∥∥∥Ûkℓ (·;AkℓN )− E[Zkτ̂k
ℓ+1
(Akℓ+1)|Akℓ = ·
]∥∥∥2
L2(ρk
ℓ
)
≥ α
(4.10) + 4 inf
g∈Hk
N,ℓ
∥∥∥g − E[Zkτ̂k
ℓ+1
(Akℓ+1)|Akℓ = ·
]∥∥∥2
L2(ρk
ℓ
)
}
≤ 6e4(cℓ(k)νk + 1)4B2νkk L2cℓ(k)νkk
(512CBkLk(Bk + Lk)e
α
)2νk(1+cℓ(k)) × exp( −Nα
443C2BkLk
)
as long as N ≥ 36C
2
BkLk
α . Here, Û
k
r (·;AkrN ) is computed according to (3.19).
Lemma 4.2. Assume that hypotheses (H1-H2) hold true. Then, for each j = 0, . . . , e(k, T )− 1, we
have
E‖Ûkj (·;AkjN )−Ukj ‖L2(ρkj ) ≤ (e(k, T )− j)N
−1/2
(
C(Bk + Lk)
2(
√
νkcj(k)log
1/2(N) + log1/2(Cj,k))
)
(4.11)
+ 4
e(k,T )−1∑
ℓ=j
E
(
inf
f∈Hk
N,ℓ
∥∥∥f − E[Zkτ̂k
ℓ+1
(Akℓ+1)|Akℓ ]
∥∥∥
L2(ρk
ℓ
)
)
.
Here, Cj,k = C(cj(k)νk + 1)
4B2νkk L
2cj(k)νk
k
(
C(Bk + Lk)
)3νk(1+cj(k)) for j = 0, . . . , e(k, T )− 1, where
cj(k) = 2(e(k, T )− j + 1) log2
(
e(e(k, T )− j + 1)), and C is a numerical constant 0 < C <∞ which
does not depend on (νk, k, Lk, Bk). Moreover,
E|V̂0(Ak0N )− V k0 | ≤ e(k, T )N−1/2
(
C(Bk + Lk)
2(
√
νkc0(k)log
1/2(N) + log1/2(C0,k))
)
(4.12)
+ 4
e(k,T )−1∑
ℓ=1
E
(
inf
f∈Hk
N,ℓ
∥∥∥f − E[Zkτ̂k
ℓ+1
(Akℓ+1)|Akℓ ]
∥∥∥
L2(ρk
ℓ
)
)
.
Proof. The argument is similar to the proof of Theorem 5.1 in Zanger [40]. The key point is the error
propagation estimate ∥∥∥Ûkj (·; akjN )− E[Zkτkj+1(Akj+1)|Akj = ·]∥∥∥L2(ρk
j
)
(4.13) ≤ 2
e(k,T )−1∑
m=j
∥∥∥Ûkm(·; akmN )− E[Zkτ̂k
j+1(a
k
(m+1)N
)(A
k
m+1)|Akm = ·]
∥∥∥
L2(ρk
j
)
which holds for each akjN ∈
( ⊗e(k,T )ℓ=j Sℓk)N where j = 0, . . . , e(k, T )− 1. For the proof of (4.13), we
shall use Remark 3.1 and then the same arguments given in the proof of Lemma 2.2 in Zanger [41]
hold in our context. Now, by invoking Lemma 4.1 and (4.13), one may proceed in a similar way as in
the proof of Theorem 5.1 in Zanger [40], so we prefer to omit the details. 
An almost immediate consequence of Lemma 4.2 yields the convergence of our Longstaff-Schwartz
algorithm for dense approximation architectures.
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Theorem 4.1. Let us fix k ≥ 1. Let us assume that the hypotheses (A1-A2-H1-H2) hold true and
we assume the architecture space HkN,j are dense subsets of L2(ρkj ) for each j = 1, . . . , e(k, T )− 1 and
a positive integer N ≥ 2. Then, for each j = 0, . . . , e(k, T )− 1, we have
(4.14)
∥∥∥Ûkj (AkjN )−Ukj∥∥∥
L2(ρk
j
)
→ 0 and |V̂ k0 (Ak0N )− V k0 | → 0 a.s
as N →∞. More importantly, for every k ≥ 1 sufficiently large
(4.15) lim
N→+∞
|V̂ k0 (Ak0N )− S(0)| = 0 a.s.
Proof. When HkN,j are dense subsets of L2(ρkj ) for each j = 1, . . . , e(k, T )− 1, then we shall use the
estimate (4.10) jointly with the fundamental error propagation (4.13) in order to obtain the almost
sure convergence (4.14) via a standard Borel-Cantelli argument. By Proposition 3.1 in [30], we know
that
(4.16) sup
τ∈Dk0,T
E
[
Zk(τ ∧ T ke(k,T ))
]
= sup
τ∈T0(F)
E
[
Zk(τ ∧ T ke(k,T ))
]
for every k ≥ 1. Moreover, since Zk is an imbedded discrete structure for Z, then from Theorem 3.2
in [30], we have
(4.17) E sup
0≤t≤T
|Zk(t ∧ T ke(k,T ))− Z(t)| → 0
as k → +∞. Then, the proof of (4.15) is a simple combination of (4.14), (4.16), (4.17), triangle
inequality and the fact that
V k0 = max{Zk0(0),Uk0(0)} = sup
τ∈Dk0,T
E
[
Zk(τ ∧ T ke(k,T ))
]
= sup
τ∈T0(F)
E
[
Zk(τ ∧ T ke(k,T ))
]
→ sup
T0(F)
E
[
Z(τ)
]
as k →∞.

We are now able to state the overall error estimate by separating the stochastic error due to the
Monte Carlo procedure and the approximation error due to the use approximation architecture spaces
in the regression methodology. This type of estimate is important specially when one has some a
priori information on the regularity of the continuation values as described in Section 5.
Proposition 4.1. Let us fix k ≥ 1. Assume that Lk < ∞ and conditions (H1-H2) hold true. For
each j = 0, . . . , e(k, T )− 1, we have
E‖Ûkj (·;AkjN )−Ukj ‖L2(ρkj ) ≤ 6
e(k,T )−j
(
C(Bk + Lk)
2(
√
νkcj(k)log
1/2(N) + log1/2(Cj,k))
N1/2
(4.18)
+ max
ℓ=j,...,e(k,T )−1
inf
f∈Hk
N,ℓ
∥∥∥f −Ukℓ ∥∥∥
L2(ρk
ℓ
)
)
.
Moreover,
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E|V̂0(Ak0N )− V k0 | ≤ 6e(k,T )
(
C(Bk + Lk)
2(
√
νkc0(k)log
1/2(N) + log1/2(C0,k))
N1/2
(4.19)
+ max
ℓ=1,...,e(k,T )−1
inf
f∈Hk
N,ℓ
∥∥∥f −Ukℓ ∥∥∥
L2(ρk
ℓ
)
)
.
Proof. Keeping in mind Remark 3.1, starting from Lemma 4.2 and the error propagation (4.13), the
proof of (4.18) and (4.19) follows the same lines of the proof of Theorem 5.6 in Zanger [40], so we
omit the details. 
Remark 4.5. In Theorem 4.1 and Proposition 4.1, if the payoffs Zkn; 0 ≤ n ≤ e(k, T ) are non-negative,
we shall relax the L∞ boundedness assumption (4.9) by boundedness in Lp
max
{
1, ‖Zk1‖pLp(ρk1), . . . , ‖Z
k
e(k,T )‖pLp(ρk
e(k,T )
)
}
<∞
for some p such that 2 < p < ∞. The argument is completely similar to the proof of Prop. 5.2
in Egloff [12]. Let us give a brief sketch of the argument for sake of completeness. Let Tβ be the
usual truncation operator and let Ukβ,j ; 0 ≤ j ≤ e(k, T ) be the continuation value associated with the
truncated payoff process Tβ(Z
k
j ); 0 ≤ j ≤ e(k, T ). From Remark 4.1 (see (4.8)), we have
‖Ukj (Akj )−Ukβ,j(Akj )‖Lp =
∥∥∥E[Zkj+1(Akj+1)∨Ukj+1(Akj+1)− Tβ(Zkj+1(Akj+1))∨Ukβ,j+1(Akj+1)|Akj ]∥∥∥
Lp
for j = e(k, T ) − 1, . . . , 0. Then, apply the same steps as in the proof of Prop 5.2 in Egloff [12] and
the steps outlined in the discussion in pages 15 and 16 in Zanger [40].
Proposition 4.1 implies that we shall allow the bound νk(N) (as a function of N) diverges as
N → +∞ as long as we are able to control the quantity
(4.20) max
ℓ=j,...,e(k,T )−1
inf
f∈Hk
N,ℓ
∥∥∥f −Ukℓ∥∥∥
L2(ρk
ℓ
)
and the approximating architecture spaces remain uniformly bounded along the time steps (0 ≤ j ≤
e(k, T )− 1) for each k ≥ 1. Indeed, from Approximation Theory (see e.g Gyorfi, Kohler, Krzyzak and
Walk [18]), we know that if the continuation values exhibit some degree of Sobolev-type regularity, then
we can formulate concrete finite-dimensional architecture spaces to approximate the value function.
Let us provide a more precise statement about this.
Let Pm(r) be the linear space of all polynomials of degree at most r with real coefficients defined
on Rm. This it is the space of all linear combinations of terms xα11 . . . x
αm
m with
∑m
i=1 αi ≤ r, αi being
any integer such that αi ≥ 0. It is know that (see Lemma 1, chapter 9 in Feinerman and Newman
[14])
dim(Pm(r)) = (r +m)!
r!m!
.
Then, vc
(Pm(r)) ≤ 1+dim(Pm(r)) ≤ 3mmrm. With a slight abuse of notation, when r > 0, we write
Pm(r) = Pm(⌊r⌋) where ⌊·⌋ denotes the integer part of a positive number.
We observe that we may assume that driving noise Akj is restricted to a compact subset Kj of
Rj(d+1) because all the hitting times (T kn )
e(k,T )
n=1 in the control problem have to be restricted to [0, T ]
and Ik is obviously compact. Moreover, from the disintegration formula given in Theorem 2.1, we
observe we can always define a C∞ extension of bkn 7→ νkn+1(E|bkn) from Snk to S˜nk (for everyE ∈ B(Sk)),
where S˜k := (0,+∞)×Br(0) and Br(0) is any open ball in Rd with radius r > 1. Moreover, we assume
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that Zke(k,T ) can be extended from S
e(k,T )
k to S˜
e(k,T )
k . This assumption is not strong since the signals
of the noise can be easily replaced by real numbers in typical examples found in practice like SDE
with random coefficients. See Section 5 for a concrete example.
Recall the generic form of the reward process is Z = F (X) where X is some state process which
is a functional of the d-dimensional Brownian motion. Of course, we are assuming that Z admits an
imbedded discrete structure Zk. Since Z is F-adapted F : ΛT → R has to be non-anticipative (see
(5.2)) where ΛT is the space of the stopped paths as described in (2.1). In the sequel, W
1
(
L∞(Kj)
)
is
the usual Sobolev space equipped with the standard norm ‖·‖∞,1,Kj . Moreover, we denote ‖f‖∞,Kj :=
supx∈Kj |f(x)|.
Corollary 4.1. Assume (H1-H2) hold true, the reward functional F : ΛT → R is bounded, Lk <
+∞ for k ≥ 1 and the continuation values Ukj are in the Sobolev spaces W 1
(
L∞(Kj)
)
for j =
1, . . . , e(k, T )− 1. Let us define the sequences of approximation architectures
HkN,j =
{
p ∈ Pj(d+1)
(
N1/j(d+1)+2
)
; ‖p‖∞,Kj ≤ 2‖Ukj ‖∞,1,Kj
}
,HkN,0 = [−Lk, Lk].
Then, for j = 0, . . . , e(k, T )− 1, we have
E‖Ûkj (·;AkjN )−Ukj ‖L2(ρk
j
) = O
(
log(N)N
−2
2+e(k,T )−1
)
.
In particular,
E|V̂0(Ak0N )− V k0 | = O
(
log(N)N
−2
2+e(k,T )−1
)
.
Proof. The argument of the proof is similar to Corollary 5.5 in Egloff [12] due to Remark 3.1. So we
omit the details. 
5. Regularity properties of continuation values for path-dependent SDEs
In this section, we provide a detailed study on the analytical properties of continuation values
Ukj ; 0 ≤ j ≤ e(k, T )−1 arising from an optimal stopping problem where the reward process Z = F (X)
is a functional of a path-dependent SDE X . The degree of regularity of Ukj is crucial to obtain overall
error estimates and concrete approximation spaces as described in Corollary 4.1. For simplicity of
exposition, the dimension of the SDE and the Brownian motion driving noise will be taken equal to
one.
Let us introduce some functional spaces which will play an important role for us. Let D([0, t];R)
be the linear space of R-valued ca`dla`g paths on [0, t] and
ωt := ω(t ∧ ·);ω ∈ D([0, T ];R).
This notation is naturally extended to processes. We set
(5.1) ΛT := {(t, ωt); t ∈ [0, T ];ω ∈ D([0, T ];R)}
as the space of stopped paths. In the sequel, a functional will be just a mapping G : [0, T ] ×
D([0, T ];Rn)→ R; (t, ω) 7→ G(t, ω). We endow ΛT with the metric
dβ((t, ω); (t
′, ω′)) := sup
0≤u≤T
|ω(u ∧ t)− ω′(u ∧ t′)|+ |t− t′|β ; 0 < β ≤ 1
so that (ΛT , dβ) is a complete metric space equipped with the Borel sigma-algebra. We say that G is
a non-anticipative functional if it is a Borel mapping and
(5.2) G(t, ω) = G(t, ωt); (t, ω) ∈ [0, T ]×D([0, T ];R).
In this case, a non-anticipative functional can be seen as a measurable mapping G : ΛT → R; (t, ωt) 7→
G(t, ω) = G(t, ωt) for (t, ωt) ∈ ΛT .
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The underlying state process is the following n-dimensional SDE
(5.3) dX(t) = α(t,Xt)dt+ σ(t,Xt)dB(t); 0 ≤ t ≤ T,
with a given initial condition X(0) = x ∈ R. The coefficients of the SDE will satisfy the following
regularity conditions:
Assumption I: The non-anticipative mappings α : ΛT → R and σ : ΛT → R are Lipschitz continuous,
i.e., there exists a constant KLip > 0 such that
|α(t, ωt)− α(t′, ω′t′)|+ |σ(t, ωt)− σ(t′, ω′t′)| ≤ KLipd1/2
(
(t, ω); (t′, ω′)
)
for every t, t′ ∈ [0, T ] and ω, ω′ ∈ D([0, T ];R).
One can easily check by routine arguments that the SDE (5.3) admits a strong solution such that
E sup
0≤t≤T
|X(t)|2p ≤ C(1 + |x0|2p) exp(CT )
where X(0) = x0, C is a constant depending on T > 0, p ≥ 1, KLip.
The reward process of the optimal stopping problem is given by Z(t) = F (t,Xt), where F is a
non-anticipative functional F . We will assume the following hypothesis on this functional
Assumption II The reward process is given by Z(t) = F (t,Xt) where X is the path-dependent
SDE (5.3) driven by a Brownian motion. The non-anticipative functional F : ΛT → R has linear
growth: There exists a constant C such that
|F (t, ωt)| ≤ C(1 + sup
0≤t≤T
|ω(t)|)
for every ω ∈ D([0, T ];R). Moreover, F : ΛT → R is continuous, where ΛT is equipped with the
metric dβ .
One can readily see that under Assumption II, the natural candidate for an imbedded discrete
structure w.r.t Z is given by
(5.4) Zk(t) =
∞∑
n=0
FTkn
(
XkTkn
)
1Tkn≤t<Tkn+1 ; 0 ≤ t ≤ T
where Xk is an imbedded discrete structure for the path-dependent SDE X given by (5.3). There
exists a natural choice of an imbedded discrete structure for X in terms of an Euler-Maruyama
scheme and this was studied in detailed in the works [29, 30]. For sake of completeness, we provide
the construction of the Euler scheme in our setup written on the random partition {T kn ; k, n ≥ 1}. We
start Xk(0) := x and we proceed by induction
Xk(T km) := X
k(T km−1) + α
(
T km−1, X
k
Tk
m−1
)
∆T km
+ σ(T km−1, X
k
Tk
m−1
)
∆Ak,1(T km)
for 1 ≤ m ≥ 1. We then define Xk(t) :=∑∞ℓ=0Xk(T kℓ )11{Tkℓ ≤t<Tkℓ+1}; 0 ≤ t ≤ T .
Under Assumptions I-II, [29, 30] show that Zk given by (5.4) is an imbedded discrete structure for
the reward process Z = F (X) where X is the path-dependent SDE (5.3) (see Prop. 5.1 in [30]). In
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order to establish regularity of the continuation values Ukj ; 0 ≤ j ≤ e(k, T ) − 1 associated with Zk,
we need to work pathwise.
5.1. Pathwise description of the path-dependent SDE:. In order to investigate the regularity of
the continuation values, we need a pathwise representation of the Euler-Maruyama scheme. Initially,
we define hk0 := x and then we proceed by induction,
hkm(b
k
m) := h
k
m−1(b
k
m−1) + α
(
tkm−1, γ¯
k
m−1(b
k
m−1)
)
skm
+ σ
(
tkm−1, γ¯
k
m−1(b
k
m−1)
)
ǫk i˜
k
m; b
k
m ∈ Smk ,
for m ≥ 1, where
γ¯km−1(b
k
m−1)(t) :=
m−1∑
ℓ=0
hkℓ (b
k
ℓ )11{tk
ℓ
≤t<tk
ℓ+1
}; 0 ≤ t ≤ T,
and we recall tkn is defined in (2.7). We then define
γ¯k(bk∞)(t) :=
∞∑
n=0
hkn(b
k
n)11{tkn≤t<tkn+1}
for bk∞ ∈ S∞k and
γkj (b
k
j )(t) := γ¯
k(bk∞)(t ∧ tkj ); 0 ≤ t ≤ T, j = 0 . . . , e(k, T ).
By the very definition,
γk∞
(
Ak∞(ω)
)
(t) = Xk(t, ω)
for a.a ω and for each t ∈ [0, T ], where Ak∞ := {Akn;n ≥ 0}. Hence,
Z
k
j (Akj ) = Zk(T kj ∧ T ) =
∞∑
n=0
F (T kn , X
k
Tkn
)11{Tkn≤Tkj ∧T<Tkn+1}
for j = 0, . . . , e(k, T ), where
(5.5) Zkj (b
k
j ) =
∞∑
n=0
F (tkn, γ
k
n(b
k
n))11{tkn≤tkj∧T<tkn+1}; j = e(k, T ), . . . , 0.
5.2. Regularity properties of the continuation values: Let us now analyse the analytical prop-
erties of the continuation values
bkj 7→ Ukj (bkj ) = E
[
Z
k
τk
j+1
(Akτk
j+1
)
∣∣Akj = bkj ]; 0 ≤ j ≤ e(k, T )− 1.
From Remark 4.1,
Ukj (b
k
j ) =
∫
Sk
Z
k
j+1(b
k
j , s
k
j+1, i˜
k
j+1) ∨Ukj+1(bkj , skj+1, i˜kj+1)P
[
(∆T kj+1, η
k
j+1) ∈ (dskj+1, di˜kj+1)|Akj = bkj
]
for every bkj ∈ Sjk.
In order to get Sobolev-type regularity for the continuation values, we require more regularity from
reward functional F and the coefficients of the SDE (5.3):
Assumption III: The reward functional F and the coefficients α and σ of the SDE are bounded.
Moreover, there exist constants K¯Lip and |F | such that
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|α(t, ωt)− α(t′, ω′t′)|+ |σ(t, ωt)− σ(t′, ω′t′)| ≤ K¯Lip
{|t− t′|+ ρ(ωt, ω′t′)}
and
|F (t, ωt)− F (t′, ω′t′)| ≤ |F |
{|t− t′|+ ρ(ωt, ω′t′)}; t, t′ ∈ [0, T ], ω, ω′ ∈ D([0, T ];R),
where ρ is the standard metric on D([0, T ];R) generating the Skorohod topology given by
ρ(f, g) := inf
λ∈K
(
‖λ− I‖∞ ∨ ‖f − g(λ)‖∞
)
; f, g ∈ D([0, T ];R)
where K is the set of all strictly increasing functions from [0, T ] onto [0, T ].
We are now able to present the main result of this section. At first, for a Borelian set E ×F of Sk,
we shall apply the strong Markov property to get
νkn+1(E × F |bkn) = P{(∆T kn+1, ηkn+1) ∈ E × F} =
∫
E
fk(x)dx × P{ηk1 ∈ F}
where fk is the density (see e.g Burq and Jones [5]) of the i.i.d sequence ∆T
k
n ;n ≥ 1 and ηk1 is a
1/2-Bernoulli variable which is independent from ∆T k1 .
We observe that for each (sk1 , . . . , s
k
n) ∈ (0,+∞)n, we can naturally define Ukn(sk1 , x1, . . . , skn, xn)
for −r < xi < r; i = 1, . . . , n. This is possible because the sign of the jumps (˜ik1 , . . . , i˜kn) enter linearly
in hkℓ ; 0 ≤ n ≤ e(k, T ). We then write
S˜
n
k :=
(
(0,+∞)×Br(0)
)× . . .× ((0,+∞)×Br(0)) (n-fold cartesian product),
and with a slight abuse of notation, a generic element of S˜nk will still be denoted by b
k
n = (s
k
1 , x1, . . . , s
k
n, xn).
Theorem 5.1. If Assumption III holds true, then for each n = e(k, T )− 1, . . . , 0,
bkn 7→ Ukn(bkn)
is globally Lipschitz continuous from S˜nk to R.
Proof. In the sequel, C is a constant which may defer from line to line. Due to Remark 4.1 (see (4.8)),
the first step m = e(k, T )− 1 is
Ukm(b
k
m) =
∫
Sk
Z
k
m+1(b
k
m, s
k
m+1, xm+1)P(∆Tk
m+1,η
k
m+1)
(dskm+1, dxm+1)
for bkm ∈ S˜mk where
Z
k
m+1(b
k
m+1) =
{
F (tkm+1, γ
k
m+1(b
k
m+1)); if s
k
m+1 ≤ T − tkm
F (tknT , γ
k
nT (b
k
nT )); if T − tkm < skm+1
and nT is the integer (nT < m+ 1) which realizes t
k
nT ≤ T < tknT+1 whenever T − tkm < skm+1.
Recall that
γm+1(b
k
m+1) =
∞∑
n=0
hkn(b
k
n)11{tkn≤t<tkn+1} + h
k
m+1(b
k
m+1)11{t≥tkm+1}; 0 ≤ t ≤ T,
in case tkm+1 ≤ T and
γnT (b
k
nT ) =
nT−1∑
j=0
hkj (b
k
j )11{tk
j
≤t<tk
j+1} + h
k
nT (b
k
nT )11{t≥tknT }; 0 ≤ t ≤ T,
in case tkm+1 > T . We shall write
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hkm+1(b
k
m+1) = h
k
m+1(b
k
m, s
k
m+1, i˜
k
m+1) = h
k
m(b
k
m) + α
i
(
tkm, γ¯
k
m(b
k
m)
)
skm+1
+ σ
(
tkm, γ¯
k
m(b
k
m)
)
ǫkxm+1; b
k
m+1 ∈ S˜m+1k .
Since translation and finite sum are smooth operations, it is sufficient to check for m = 2. By the
very definition,
∫
Sk
Z
k
3(b
k
2 , s
k
3 , x3)P(∆Tk3 ,ηk3 )(ds
k
3 , di˜
k
3) =
1
2
∫ +∞
0
Z
k
3(b
k
2 , s
k
3 , 1)fk(s
k
3)ds
k
3+
1
2
∫ +∞
0
Z
k
3(b
k
2 , s
k
3 ,−1)fk(sk3)dsk3
where fk is the density of ∆T
k
3 . To alleviate notation, we set θk(ds
k
3) = fk(s
k
3)(ds
k
3). Let us take
bk2 , b¯
k
2 ∈ S˜2k and notice that
∫ +∞
0
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3) =
∫ (T−tk2)∧(T−t¯k2)
0
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3)
+
∫ +∞
(T−tk2)∧(T−t¯k2 )
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3)
We split the proof into two parts:
PART 1: Assumption III yields∣∣∣∣∣
∫ (T−tk2 )∧(T−t¯k2 )
0
(
Z
k
3(b
k
2 , s
k
3 , 1) − Z
k
3(b¯
k
2 , s
k
3 , 1)
)
θk(ds
k
3)
∣∣∣∣∣
=
∣∣∣∣∣
∫ (T−tk2 )∧(T−t¯k2 )
0
[
F
(
sk3 + t
k
2 , γ
k
3 (b
k
2 , s
k
3 , 1)
)
− F
(
sk3 + t¯
k
2 , γ
k
3 (b¯
k
2 , s
k
3 , 1)
)]
θk(ds
k
3)
∣∣∣∣∣
≤
∫ (T−tk2 )∧(T−t¯k2 )
0
∣∣∣F (sk3 + tk2 , γk3 (bk2 , sk3 , 1))− F (sk3 + t¯k2 , γk3 (b¯k2 , sk3 , 1))∣∣∣θk(dsk3)
(5.6) ≤ |F |
∫ (T−tk2 )∧(T−t¯k2 )
0
[
|tk2 − t¯
k
2 |+ ρ
(
γk3 (b
k
2 , s
k
3 , 1), γ
k
3 (b
k
2 , s
k
3 , 1)
)]
θk(ds
k
3)
where
γk3 (b
k
2 , s
k
3 , 1)(t) =
2∑
j=0
hkj (b
k
j )11{tk
j
≤t<tk
j+1} + h
k
3(b
k
2 , s
k
3 , 1)11{sk3+tk2≤t}; 0 ≤ t ≤ T
and
γk3 (b¯
k
2 , s
k
3 , 1)(t) =
2∑
j=0
hkj (b¯
k
j )11{t¯kj≤t<t¯kj+1} + h
k
3(b¯
k
2 , s
k
3 , 1)11{sk3+t¯k2≤t}; 0 ≤ t ≤ T.
The Skorohod topology yields (see e.g Example 15.11 in He, Wang and Yan [19])
ρ
(
γk3 (b
k
2 , s
k
3 , 1), γ
k
3 (b
k
2 , s
k
3 , 1)
)
≤ C
(
max
1≤ℓ≤2
|skℓ − s¯
k
ℓ | ∨ max
1≤ℓ≤2
|hkℓ (b¯
k
ℓ )− h
k
ℓ (b
k
ℓ )| ∨ |h
k
3(b¯
k
2 , s
k
3 , 1) − h
k
3(b
k
2 , s
k
3 , 1)|
)
for a constant C which only depends on T . Recall that
hk1(b
k
1) = x+ α(0, x)s
k
1 + σ(0, x)ǫkx1, h
k
1(b¯
k
1) = x+ α(0, x)s¯
k
1 + σ(0, x)ǫkx1
hk2(b
k
2) = h
k
1(b
k
1)+α
(
tk1 , γ
k
1 (b
k
1)
)
sk2+σ
(
tk1 , γ
k
1 (b
k
1)
)
ǫkx2, h
k
2(b¯
k
2) = h
k
1(b¯
k
1)+α
(
t¯k1 , γ
k
1 (b¯
k
1)
)
s¯k2+σ
(
t¯k1 , γ
k
1 (b¯
k
1)
)
ǫkx2
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γkℓ (b
k
ℓ )(t) =
ℓ−1∑
r=0
hkr (b
k
r )1 {tkr≤t<tkr+1}
+ hkℓ (b
k
ℓ )1 {tk
ℓ
≤t}, γ
k
ℓ (b¯
k
ℓ )(t) =
ℓ−1∑
r=0
hkr (b¯
k
r )1 {t¯kr≤t<t¯kr+1}
+ hkℓ (b¯
k
ℓ )1 {t¯k
ℓ
≤t}
and
hk3(b
k
2 , s
k
3 , 1) = h
k
2(b
k
2) + α
(
tk2 , γ
k
2 (b
k
2)
)
sk3 + σ
(
tk2 , γ
k
2 (b
k
2)
)
ǫk,
hk3(b¯
k
2 , s
k
3 , 1) = h
k
2(b¯
k
2) + α
(
t¯k2 , γ
k
2 (b¯
k
2)
)
sk3 + σ
(
t¯k2 , γ
k
2 (b¯
k
2)
)
ǫk.
Then,
|hk1(b
k
1)− h
k
1(b¯
k
1)| ≤ |α(0, x)||s
k
1 − s¯
k
1 |+ |σ(0, x)||x1 − x1|
and
|hk2(b
k
2)− h
k
2(b¯
k
2)| ≤ |h
k
1(b
k
1)− h
k
1(b¯
k
1)|+ s
k
2 |α(t
k
1 , γ
k
1 (b
k
1))− α(t¯
k
1 , γ
k
1 (b¯
k
1))|+ |α(t¯
k
1 , γ
k
1 (b¯
k
1))||s
k
2 − s¯
k
2 |
+ǫk|x2||σ(t
k
1 , γ
k
1 (b
k
1))− σ(t¯
k
1 , γ
k
1 (b¯
k
1))|+ |σ(t¯
k
1 , γ
k
1 (b¯
k
1))||x2 − x2|.
Similarly,
|hk3(bk2 , sk3 , 1)− hk3(b¯k2 , sk3 , 1)| ≤ |hk2(bk2)− hk2(b¯k2)|+ sk3 |α(tk2 , γk2 (bk2))− α(t¯k2 , γk2 (b¯k2))|
+ǫk|σ(tk2 , γk2 (bk2))− σ(t¯k2 , γk2 (b¯k2))|.
Then, by using Assumption III, we get
(5.7) ρ
(
γk3 (b
k
2 , s
k
3 , 1), γ
k
3 (b
k
2 , s
k
3 , 1)
) ≤ C( max
1≤ℓ≤2
|skℓ − s¯kℓ | ∨ max
1≤ℓ≤2
|xℓ − xℓ|
)
for a constant C which depends on T, ǫk,m,KLip, α(0, x) and σ(0, x). By plugging in (5.7) into (5.6)
and using the fact that θk is a probability measure, we conclude that∣∣∣∣∣
∫ (T−tk2 )∧(T−t¯k2)
0
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3)
∣∣∣∣∣ ≤ C‖bk2 − b¯k2‖R4 .
PART 2:
(5.8)∫ +∞
(T−tk2 )∧(T−t¯
k
2 )
(
Z
k
3(b
k
2 , s
k
3 , 1)− Z
k
3(b¯
k
2 , s
k
3 , 1)
)
θk(ds
k
3) =
∫ (T−tk2 )∨(T−t¯k2 )
(T−tk2 )∧(T−t¯
k
2 )
(
Z
k
3(b
k
2 , s
k
3 , 1)− Z
k
3(b¯
k
2 , s
k
3 , 1)
)
θk(ds
k
3)
+
∫ +∞
(T−tk2 )∨(T−t¯
k
2 )
(
Z
k
3(b
k
2 , s
k
3 , 1) − Z
k
3(b¯
k
2 , s
k
3 , 1)
)
θk(ds
k
3).
Due to the boundedness assumption on F , the first term in the right hand side of (5.8) is bounded
by max1≤ℓ≤2 |skℓ − s¯kℓ |. We notice there exists a constant C such that∫ +∞
(T−tk2)∨(T−t¯k2)
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3) ≤ C‖bk2 − b¯k2‖R4
whenever nT (s
k
1 , s
k
2) = nT (s¯
k
1 , s¯
k
2). But nT (s
k
1 , s
k
2) = nT (s¯
k
1 , s¯
k
2) holds true as long as max1≤ℓ≤2 |skℓ−s¯kℓ |
is small.
Summing up PART1 and PART2, we then infer the existence of a constant C such that∣∣∣∣∣
∫ +∞
0
(
Z
k
3(b
k
2 , s
k
3 , 1)− Zk3(b¯k2 , sk3 , 1)
)
θk(ds
k
3)
∣∣∣∣∣ ≤ C‖bk2 − b¯k2‖R4
for every bk2 , b¯
k
2 ∈ S˜2. Similarly,∣∣∣∣∣
∫ +∞
0
(
Z
k
3(b
k
2 , s
k
3 ,−1)− Zk3(b¯k2 , sk3 ,−1)
)
θk(ds
k
3)
∣∣∣∣∣ ≤ C‖bk2 − b¯k2‖R4
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for every bk2 , b¯
k
2 ∈ S˜2k. This shows that bk2 7→ Uk2(bk2) is Lipschitz.
PART 3: By Remark 4.1 (see (4.8)), we have
Uk1(b
k
1) =
∫
Sk
Z
k
2(b
k
1 , s
k
2 , x2) ∨Uk2(bk1 , sk2 , x2)P(∆Tk2 ,ηk2 )(dsk2 , dx2);b
k
1 ∈ S˜k
By using the elementary inequality |a∨b−c∨d| ≤ |a∨b−a∨d|+|a∨d−c∨d| ≤ |b−d|+|a−c|; a, b, c, d ∈ R
and the previous step, we have
|Uk1(b
k
1)−U
k
1(b¯
k
1)| ≤
∫
Sk
∣∣∣Zk2(bk1 , sk2 , x2) ∨Uk2(bk1 , sk2 , x2)− Zk2(b¯k1 , sk2 , x2) ∨Uk2(b¯k1 , sk2 , x2)∣∣∣P(∆Tk2 ,ηk2 )(dsk2 , dx2)
≤ C‖bk1 − b¯
k
1‖R2 +
∫
Sk
∣∣Zk2(bk1 , sk2 , x2)− Zk2(b¯k1 , sk2 , x2)∣∣P(∆Tk2 ,ηk2 )(dsk2 , di˜k2).
Now, by using the same analysis that we did in previous steps, we shall state there exists a constant
C such that∫
Sk
∣∣Zk2(bk1 , sk2 , x2)− Zk2(b¯k1 , sk2 , x2)∣∣P(∆Tk2 ,ηk2 )(dsk2 , di˜k2) = 12
∫ +∞
0
∣∣Zk2(bk1 , sk2 , 1)− Zk2(b¯k1 , sk2 , 1)∣∣θk(dsk2)
+
1
2
∫ +∞
0
∣∣Zk2(bk1 , sk2 ,−1)− Zk2(b¯k1 , sk2 ,−1)∣∣θk(dsk2) ≤ C‖bk1 − b¯k1‖ ∀bk1 , b¯k1 ∈ S˜k.
This allows us to conclude the proof. 
By combining Corollary 4.1 and Theorem 5.1, we arrive at the following result. In the sequel,
Kj =
(
[0, T ]×Br(0)
)× . . .× ([0, T ]×Br(0)) j-fold cartesian product
for j = 1, . . . , e(k, T )− 1.
Corollary 5.1. Let us define the sequences of approximation architectures
HkN,j =
{
p ∈ Pj(d+1)
(
N1/j(d+1)+2
)
; ‖p‖∞,Kj ≤ 2‖Ukj ‖∞,1,Kj
}
,HkN,0 = [−Lk, Lk],
for the continuation values Ukj ; 0 ≤ j ≤ e(k, T )− 1 associated with the optimal stopping problem V k0
given by (3.14) where Zk is the imbedded discrete structure (5.4) associated with the reward process
F (X) where X is the path-dependent SDE (5.3). Suppose Assumption III holds true and we fix k ≥ 1.
Then, for j = 0, . . . , e(k, T )− 1, we have
(5.9) E‖Ûkj (·;AkjN )−Ukj ‖L2(ρk
j
) ≤ O
(
log(N)N
−2
2+e(k,T )−1
)
.
In particular,
E|V̂0(Ak0N )− V k0 | ≤ O
(
log(N)N
−2
2+e(k,T )−1
)
.
Proof. From Theorem 5.1, we know that Ukj ∈ W1
(
L∞(Kj)
)
for j = 1, . . . , e(k, T ) − 1. Then, the
architecture spaces HkN,j ; 0 ≤ j ≤ e(k, T )− 1 they are uniformly bounded in N and j so that Bk <∞
in assumption (H2). Assumption III yields Lk < +∞ for every k ≥ 1. Then, we shall apply Corollary
4.1 to get (5.9). 
Example 5.1. Let X be the state process given by (5.3), where the terminal time T = 1, the level of
discretization ǫk = ϕ(k) for a strictly decreasing function ϕ : [0,∞) → [0,∞) (with inverse ξ) such
that
∑
k≥1 ϕ
2(k) < ∞. Let us investigate the global numerical error e = e1 + e2 one may occur in
a non-Markovian SDE. The error e can be decomposed as the sum of two terms: the first one (e1),
which was studied in [30], is the discrete-type filtration approximation error; the second one (e2), which
we study in this article, it is related to the numerical approximation of the conditional expectations
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associated with the continuation values. We apply Corollary 5.1 and Proposition 5.1 in [30] to state
that
(5.10) E|V̂0(Ak0N )− V k0 | = O
(
log(N)N
−2
2+e(k,1)−1
)
,
and
(5.11) |V k0 − S(0)| = O
(
ǫ2βk +
√
ǫkln
( 2√
ǫk
))
,
for 0 < β < 1. With the estimates (5.10) and (5.11) at hand, we are now able to infer the amount
of work (complexity) to recover the optimal value for a given level of accuracy e. Indeed, let us fix
0 < e1 < 1. Equation (5.11) allows us to find the necessary number of steps related to the discretization
as follows. If 0 < β ≤ 0.2, then ǫ2βk = o
(√
ǫkln
(
2√
ǫk
))
. We observe ǫ2βk ≤ e1 ⇐⇒ k ≥ ξ(e
1
2β
1 ) and
with this information at hand, we shall take k∗ = ξ(e
1
2β
1 ). This produces
e(k∗, 1) =
⌈ 1
ϕ2(k∗)
⌉
number of steps associated with the discretization procedure. For instance, if ϕ(k) = 2−k, e1 = 0.45,
β = 0.2, then e
1
2β
1 = 0.135 and
k∗ =
−ln(e 12β1 )
ln2
= 2.88.
This produces e(k∗, 1) = ⌈22×2.88⌉ = 55 number of steps. Of course, as e1 ↓ 0, the number of steps
e(k∗, 1) ↑ +∞, e.g., if e1 = 0.3, then k∗ = − ln 0.049ln 2 = 4.35, e(k∗, 1) = 416 and so on. For a given
prescribed error 0 < e2 < 1 and k
∗, equation (5.10) allows us to find the necessary number N for the
Monte-Carlo scheme in such way that E|V̂0(Ak∗0N )− V k
∗
0 | = O(e2).
For an example where the state is given by a SDE driven by a fractional Brownian motion, we refer
the reader to Example 5.1 in [30].
6. Appendix
This section is devoted to the proof of Theorem 2.1. For simplicity of presentation, we present the
proof for a bidimensional Brownian motion, i.e., we set d = 2. We start with the following technical
lemma.
Lemma 6.1. For each non-negative integer n, (j, r) ∈ {1, 2} × {−1, 1}, a < b and bkn ∈ Snk , we have
P
{
∆T kn+1 ∈ (a, b)
∣∣ℵ(ηkn+1) = (j, r),Akn = bkn} = ∫ ba fk(u+∆k,jn (bkn))du∫∞
∆k,jn (bkn)
fk(u)du
.
Proof. Let us fix a non-negative integer n, (j, r) ∈ {1, 2} × {−1, 1}, a < b and bkn = (ikn, sk1 , . . . , skn).
Let us denote
κj,r(b
k
n, (a, b)) = P
{
∆T kn+1 ∈ (a, b)
∣∣ℵ(ηkn+1) = (j, r),Akn = bkn}.
The kernel κj,r is a regular conditional distribution where ∆T
k
1 , . . . ,∆T
k
n has an absolutely continuous
distribution, then it is known that (for details see e.g Tjur [37] and Prop 2.14 in Ackerman et al [1])
κj,r(b
k
n, (a, b)) = lim
p→+∞
P
{
∆T kn+1 ∈ (a, b)
∣∣ℵ(ηkn+1) = (j, r),Akn ∈ {ikn} × V (1/p)}
for every closed ball V (1/p) of radius 1p centered at s
k
1 , . . . , s
k
n ∈ Rn+. Moreover,
DISCRETE-TYPE APPROXIMATIONS FOR NON-MARKOVIAN OPTIMAL STOPPING PROBLEMS: PART II 27
(6.1){
ℵ(ηkn+1) = (j, r),A
k
n ∈ {i
k
n} × V (1/p)
}
=
{
ℵ(ηkn+1) = (j, r),A
k
n ∈ {i
k
n} × V (1/p),∆T
k,j
גj(i
k
n)+1
> T kn − T
k,j
גj(i
k
n)
}
a.s for every positive integer p. Since (sk1 , . . . , s
k
n) 7→ tkn(sk1 , . . . , skn) is continuous, we then have
κj,r(b
k
n, (a, b)) = P
{
∆T kn+1 ∈ (a, b)
∣∣ℵ(ηkn+1) = (j, r),Akn = bkn,∆T k,jגj(ikn)+1 > ∆k,jn (bkn)}.
Therefore,
κj,r(b
k
n, (a, b)) = P
{
∆T k,j
גj+1
∈ (a+∆k,jn (bkn), b +∆k,jn (bkn))
∣∣ℵ(ηkn+1) = (j, r),Akn = bkn,
∆T k
גj(ikn)+1
> ∆k,jn (b
k
n)
}
= P
{
∆T k,j
גj+1
∈ (a+∆k,jn (bkn), b +∆k,jn (bkn))
∣∣Akn = bkn,∆T kגj(ikn)+1 > ∆k,jn (bkn)}
where the last equality is due to 1{∆Tk,j
גj(i
k
n)+1
∈(a+∆k,jn (bkn),b+∆k,jn (bkn))} is conditionally independent from
1{ℵ(ηk
n+1)=(j,r)} given Akn = bkn. A tedious but elementary computation yields
P
{
∆T k,j
גj(ikn)+1
∈ (a+∆k,jn (bkn), b+∆k,jn (bkn))
∣∣Akn = bkn,∆T k.jגj(ikn)+1 > ∆k,jn (bkn)} =
P
{
∆T k,j
גj(ikn)+1
∈ (a+∆k,jn (bkn), b+∆k,jn (bkn))
∣∣∆T k,j
גj(ikn)+1
> ∆k,jn (b
k
n)
}
.
Summing up the above steps and noticing that {∆T k,jm ;m ≥ 1} is equally distributed with density
fk, we then have
κj,r(b
k
n, (a, b)) =
P
{
∆T k,11 ∈ (a+∆k,jn (bkn), b +∆k,jn (bkn))
}
P
{
∆T k,11 > ∆
k,j
n (bkn)
} =
∫ b
a
fk
(
u+∆k,jn (b
k
n)
)
du∫ ∞
∆k,jn (bkn)
fk (u) du
and this concludes the proof. 
Lemma 6.2. For each non-negative integer n, j ∈ {−1, 1} and bkn ∈ Snk , we have
P
{
ℵ(ηkn+1) = (j, 1)
∣∣ℵ1(ηkn+1) = j,Akn = bkn} =
P
{
ℵ(ηkn+1) = (j,−1)
∣∣ℵ1(ηkn+1) = j,Akn = bkn} = 12 .
Proof. Let us fix j ∈ {−1, 1} and bkn ∈ Snk . We just need to observe
P
{
ℵ(ηkn+1) = (j, 1)
∣∣ℵ1(ηkn+1) = j,Akn = bkn} =
P
{
∆Ak,j(T k,j
גj+1
) = ǫk
∣∣ℵ1(ηkn+1) = j,Akn = bkn} =
P
{
∆Ak,j(T k,j
גj+1
) = −ǫk
∣∣ℵ1(ηkn+1) = j,Akn = bkn} =
P
{
ℵ(ηkn+1) = (j,−1)
∣∣ℵ1(ηkn+1) = j,Akn = bkn} = 1/2.

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We observe the regular conditional probabilities are well-defined so that (see e.g Prop 2.14 in [1]),
P
{
∆T kn+1 ∈ (a, b),ℵ(ηkn+1) = (j, r)
∣∣Akn = bkn} = P{∆T kn+1 ∈ (a, b)∣∣ℵ(ηkn+1) = (j, r),Akn = bkn}
P
{
ℵ(ηkn+1) = (j, r)
∣∣Akn = bkn}
and
P
{
ℵ(ηkn+1) = (j, r)
∣∣Akn = bkn} = P{ℵ1(ηkn+1) = j,ℵ(ηkn+1) = (j, r)∣∣Akn = bkn} =
P
{
ℵ(ηkn+1) = (j, r)
∣∣ℵ1(ηkn+1) = j,Akn = bkn}P{ℵ1(ηkn+1) = j∣∣Akn = bkn} =
1
2
P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn},
where the last identity is due to Lemma 6.2. Therefore, Lemmas 6.1 and 6.2 yield
P
{
∆T kn+1 ∈ (a, b),ℵ(ηkn+1) = (j, r)
∣∣Akn = bkn} =
1
2
P
{
∆T kn+1 ∈ (a, b)
∣∣ℵ(ηkn+1) = (j, r),Akn = bkn}P{ℵ1(ηkn+1) = j∣∣Akn = bkn} =
1
2

∫ b
a
fk
(
u+∆k,jn
)
du∫ ∞
∆k,jn
fk (u) du
P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn}
and to conclude the proof, we only need to compute P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn}.
Lemma 6.3. For each non-negative integer n, j ∈ {1, 2} and bkn ∈ Snk , we have
(6.2) P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn} = 1
for d = 1 and
P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn}
=

∫ 0
−∞
∫ ∞
−s
fk
(
s+ t+∆k,jn
)
fkmin(b
k
n, j, t)dtds
2∏
λ=1
∫ +∞
∆k,λn
fk(t)dt

; if d = 2.
(6.3)
Proof. Let us fix bkn ∈ Snk and j ∈ {1, 2}. Identity (6.2) is obvious. For d = 2, we observe that
P
{
ℵ1(ηkn+1) = j
∣∣Akn = bkn} = P{T k,jגj+1 < minλ6=j {T k,λגλ+1}∣∣Akn = bkn}
= P
{
T k,j
גj+1
+ tk,j
גj
− tk,j
גj
− tkn < min
λ6=j
{T k,λ
גλ+1
+ tk,λ
גλ
− tk,λ
גλ
− tkn}
∣∣Akn = bkn}
= P
{
∆T k,j
גj+1
− (tkn − tk,jגj ) < minλ6=j{∆T
k,λ
גλ+1
− (tkn − tk,λגλ )}
∣∣Akn = bkn}
= P
{
∆T k,j
גj+1
− (tkn − tk,jגj )−minλ6=j {∆T
k,λ
גλ+1
− (tkn − tk,λגλ )} < 0
∣∣Akn = bkn}.
More precisely,
(6.4) P
{
∆T k,j
גj(ikn)+1
−∆k,jn (bkn)−min
λ6=j
{∆T k,λ
גλ(ikn)+1
−∆k,λn (bkn)} < 0
∣∣Akn = bkn}.
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We now observe that{
Akn ∈ {ikn} × V (1/p)
}
=
{
Akn ∈ {ikn} × V (1/p)
}
∩ {∆T k,j
גj(ikn)+1
≥ T kn − T k,jגj(ikn) ∀j = 1, 2}
for every closed ball V (1/p) of radius 1/p centered at sk1 , . . . , s
k
n ∈ Rn+. Therefore, Prop 2.14 in [1]
allows us to state that (6.4) equals to
(6.5)
P
{
∆T k,j
גj(ikn)+1
−∆k,jn (bkn)−min
λ6=j
{∆T k,λ
גλ(ikn)+1
−∆k,λn (bkn)} < 0
∣∣Akn = bkn,∩2λ=1{∆T k,λגλ(ikn)+1 ≥ ∆k,λn (bkn)}}.
We shall argue similarly to the proof of Lemma 6.1 to state that (6.5) equals to
κ¯(bkn) := P
{
∆T k,j
גj(ikn)+1
−∆k,jn (bkn)−min
λ6=j
{∆T k,λ
גλ(ikn)+1
−∆k,λn (bkn)} < 0
∣∣∩2λ=1{∆T k,λגλ(ikn)+1 ≥ ∆k,λn (bkn)}}.
This shows that κ¯(Akn) is a version of the conditional expectation P
{ℵ1(ηkn+1) = j∣∣Akn}. In particular,
if we denote η¯kn = (η
k
1 , . . . , η
k
n) and noticing that{
∆T k,j
גj(η¯kn)+1
−∆k,jn (Akn)−min
λ6=j
{∆T k,λ
גλ(η¯kn)+1
−∆k,λn (Akn)} < 0
}
⊂ ∩2λ=1{∆T k,λגλ(η¯kn)+1 ≥ ∆
k,λ
n (Akn)} a.s,
we have
κ¯(Akn) =
P
{
∆T k,j
גj(η¯kn)+1
−∆k,jn (Akn)−minλ6=j{∆T k,λגλ(η¯kn)+1 −∆
k,λ
n (Akn)} < 0
}
P
{
∩2λ=1 {∆T k,λגλ(η¯kn)+1 ≥ ∆
k,λ
n (Akn)}
} a.s
and hence we can actually choose a version as
κ¯(bkn) =
P
{
∆T k,j
גj(ikn)+1
−∆k,jn (bkn)−minλ6=j{∆T k,λגλ(ikn)+1 −∆
k,λ
n (b
k
n)} < 0
}
P
{
∩2λ=1 {∆T k,λגλ(ikn)+1 ≥ ∆
k,λ
n (bkn)}
} ;bkn ∈ Snk .
Lastly, it remains to compute P
{
∆T k,j
גj(ikn)+1
−∆k,jn (bkn) −minλ6=j{∆T k,λגλ(ikn)+1 −∆
k,λ
n (b
k
n)} < 0
}
, but
this is a straightforward application of the jacobian method and the fact that ∆T k,j
גj(ikn)+1
is independent
from minλ6=j{∆T k,λגλ(ikn)+1 −∆
k,λ
n (b
k
n)} and both random variables are absolutely continuous for every
bkn. We conclude the proof. 
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