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An important idea underlying a plausible dynamical theory of circulation in 3D turbulence is the
so-called Area Rule, according to which the probability density function (PDF) of the circulation
around closed loops depends only on the minimal area of the loop. Using data from direct numerical
simulations on an 81923 grid, we show that the tails of the PDF, characterizing large circulation
amplitudes, satisfy the Area Rule. The tails of the PDFs for the minimal area of non-planar loops
differ from those of planar loops circumscribing the same area, but the two agree when suitably
normalized. A Gaussian Random Field with the same two-point correlation as the DNS data
replicates the behavior of low-order moments of circulation but not the large amplitude universality.
This work highlights the hitherto unknown connection between minimal surfaces and turbulence.
Universal features of turbulence have been explored most
often in terms of the moments of velocity differences over
a chosen separation distance, because they play dynam-
ical roles in the interscale energy transfer [1] and in the
characterization of the transition to turbulence [2, 3].
These so-called structure functions have been shown [4, 5]
to be multifractal (i.e., moments of each order are gov-
erned by independent exponents). Multifractality has
turned out to be difficult to understand analytically, and
the problem is compounded because high-order structure
functions for different velocity components seem to scale
differently [6, 7]. It is thus reasonable to consider alterna-
tives, one of which is the circulation around closed loops,
proposed by Migdal [8]-[12]; its recent exploration in [13]
has indeed shown some attractive simplicity. An underly-
ing theme of the circulation studies is the so-called Area
Rule, according to which the probability density func-
tion (PDF) of circulation around closed loops depends
only on the area of the loop, not its shape (see [13–17]).
This Letter explores the Area Rule for both planar and
non-planar loops, and highlights the role in turbulence
dynamics of minimal surfaces, which have been used ex-
tensively to model diverse phenomena such as soap films,
black holes and protein folding [18–20].
The circulation around closed loop C is defined as
Γ(C) =
∮
C
u · dl =
{
A
ω · dA , (1)
where u is the velocity, ω (its curl) is the vorticity and A
is any area spanning C. The second equality in (1) is the
Stokes’ theorem. We examine the Area Rule using direct
numerical simulations (DNS) of the 3D incompressible
Navier-Stokes equations. The turbulence is maintained
stationary by energy input at the largest scales. Details
of the DNS and resulting velocity field statistics are given
in [7, 21] and references therein, and will not be repeated
here; only a few details are given in Table I. The in-
ertial range for the velocity circulation is approximately
N3 L/η Rλ u
′L 〈ω4〉/〈ω2〉2
DNS 81923 2276 1300 1.8 22.34
GRF 81923 2204 − 1.7 3.00
TABLE I. A few characteristics of the DNS and GRF data
in a 3D periodic cube with side L0 = 2pi (in length units):
N3 is the grid resolution, L/η is the available scale range;
for the DNS data, L ≈ 0.2L0 is the integral scale and η ≡
(ν3/〈〉)1/4 is the Kolmogorov scale; here, ν is the kinematic
viscosity, 〈〉 the mean dissipation rate; Rλ is the microscale
Reynolds number based on the root-mean-square velocity u′
and the Taylor microscale λ, where λ2 = 15νu′2/〈〉; u′L is the
“large-scale circulation” to be used for various normalization
purposes; 〈ω4〉/〈ω2〉2 is the vorticity flatness for the DNS data
and the analogous quantity for the GRF. 〈·〉 denotes a volume
average over L30.
r/η ∈ [50, 400] [13, 21], where η is the Kolmogorov scale.
L/η is roughly the available scale range. We have also
constructed a synthetic, divergence-free Gaussian Ran-
dom Field (GRF) with the same two-point velocity corre-
lation and the available scale range as the DNS data, with
the goal of distinguishing kinematic effects from those of
the Navier-Stokes dynamics [22]. Table I also gives some
basic parameters of this GRF (we use L/η only in the
sense of an analogue). The vorticity flatness (averaged
over the three Cartesian directions) for the DNS is sig-
nificantly larger than the GRF value of 3, because of the
intermittency in the DNS field.
We first examine the Area Rule for rectangles in a plane.
Figure 1 shows the probability density function (PDF) of
circulation around rectangular loops of fixed area A but
varying aspect ratios. The PDFs collapse for all rect-
angles as long as both their sides are contained within
the inertial range. The collapsed PDFs are slightly
skewed; e.g., the skewness factor is 0.02 and the hy-
perskewness is about 0.5. We had therefore fitted ear-
lier [13] the two sides of the PDF by stretched exponen-
tials with slightly different stretch factors. The asymme-
try is caused mostly from the core of the distribution;
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FIG. 1. PDF of circulation around a loop C with sides (l1, l2)
and fixed planar area (shown in top left). Symbols corre-
spond to inertial range dimensions (l1/η, l2/η): (128, 288) (◦),
(144, 256) (4), (160, 230.4) (2), and (192, 192) (). Error bars
indicate 95% confidence intervals from the student-t distribu-
tion. Solid line is the PDF fit α exp(−bx)/√x in x ∈ [0.1, 0.7]
with x ≡ |Γ(C)|/u′L, α = 2.49 and b = 21.74. The last two
data points corresponding to < (2× 10−7)% samples are ne-
glected in the fit. Inset shows corresponding PDFs for GRF
with the solid line denoting the Gaussian fit αg exp(−bgx2)
with αg = 7.0 and bg = 148.7.
for example, the odd moments decrease with increas-
ing order: 〈Γ(C)m〉/(u′L)m for m = 3, 5, 7 and 9 are
2.6 × 10−6, 2.3 × 10−7, 2.8 × 10−8 and 4 × 10−9, respec-
tively. The last two data points in Fig. 1 correspond to
1000 samples or fewer, corresponding to < (2×10−7)% of
the total number. Neglecting those points, it seems that
the inertial range collapse for large |Γ(C)| can be fitted
quite well by α exp(−b|Γ(C)|)/√|Γ(C)| [12], as shown in
Fig. 1, without the need for considering the two sides of
the PDFs separately. The PDF of GRF, being Gaussian
by definition, possesses very few high amplitude events,
as the inset shows.
While the PDFs in Fig. 1 appear to collapse, it is hard
to rule out the existence of small systematic differences
because of how strongly the probability axis has been
squeezed. If the collapse is strictly true, the circulation
moments should be independent of the loop perimeter for
a fixed area. Figure 2 shows the ratio Q of the moment
〈Γ(C)m〉1/m for a loop C to that for a square loop of the
same area, for various orders m = 2, 4, 6, 8, 10 and 12,
plotted against P = 2(l1 + l2)/
√
A, where P is propor-
tional to the arithmetic mean to the geometric mean of
the sides (l1, l2), bounded below by 4 for a square loop,
increasing as the aspect ratio increases. If the Area Rule
is exact, Q should fall on a horizontal line at unity. For
m = 2 this ratio shows a mild but systematic decrease
for inertial loops (marked by filled symbols), increasingly
departing from unity as P increases. With increasing m,
Q decreases further from unity but, for any chosen P ,
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FIG. 2. The ratio Q of 〈Γ(C)m〉1/m around C (see inset of
Fig. 1) to that around a square loop 〈Γ(2)m〉1/m with same
area plotted against normalized perimeter P = 2(l1 + l2)/
√
A
on log-linear scales. The inertial range extends between 4
and 4.6 on the P axis and is expanded in the inset in linear
coordinates. Filled symbols correspond to rectangles with
both sides within the inertial range while open symbols denote
its complement. The dashed line is the estimate for m = 2
(see Eq. 2). The continuous line is the result for the GRF,
and is the same for all m. For increasing moment orders m, Q
departs increasingly from unity initially but saturate beyond
m ≈ 8. The dash-dot line given by Q ≈ 1.427− 0.308 lnP is
an empirical fit to the asymptotic behavior.
saturates for m ≥ 8, say. The saturation at higher orders
roughly holds even for loops outside the inertial range
where the ratio Q differs substantially from unity.
We will now discuss the various lines drawn in Fig. 2.
First, the continuous line is for the GRF and is the same
for all m. Thus, while GRF is a decent approximation to
the data for m = 2, it is not so for high moments. For
the specific case of m = 2, we can do better than GRF
by starting with the relation [9, 10],
〈Γ(C)2〉 =
∮
C
dri
∮
C
dr′j〈ui(r)uj(r′)〉 , (2)
if we substitute for inertial separations η  |r− r′|  L,
〈ui(r)uj(r′)〉−δiju′2 ∝ δij |r−r′|ζ2 , where ζ2 is the scaling
exponent for the second-order velocity structure function.
Thus while the second-order inertial range circulation ex-
ponent is solely determined by ζ2, the prefactor depends
on the shape of the loop, yielding a perimeter dependence
of 〈Γ(C)2〉. Indeed, this second-order inertial-range esti-
mate, calculated using ζ2 = 0.72 from [7], changes with
changing aspect ratio and compares well with a direct
calculation using Eq. 1. This result is shown by the
dashed line in Fig. 2. The inference is that the iner-
tial range power-law scaling of circulation moments of
low orders depend on the shape of the loop, but this
shape dependence decreases with increasing moment or-
der, ultimately saturating for m beyond about 8. The
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FIG. 3. Logarithm of the ratio of normalized circulation mo-
ments versus the normalized perimeter for contours with fixed
A (see Fig. 1) for m = 4, 6, 8, 10 and 12 increasing from top
to bottom. Filled symbols correspond to contours with both
sides in the inertial range while open symbols correspond to
contours with at least one side outside this range. Horizontal
line at m = 12 corresponds to the high-order estimate (see
Eq. 4 and the text).
saturation line for higher order moments can be fitted
empirically by Q ≈ 1.427 − 0.308 lnP (dash-dot line).
This is not a huge variation within the inertial range
here.
The fact that Q saturates for any given value of P for
large enough m suggests that some scale invariance has
been reached by the tails of the PDF. To explore this
suggestion further, we consider the ratio of successive
even-order moments as a function of the loop perime-
ter for various rectangles circumscribing fixed area. The
logarithm of this ratio is plotted in Fig. 3 against the
normalized perimeter P for different loops. The lower-
order ratios show a clear perimeter dependency for in-
ertial loops (shown by filled symbols) while the higher
order ratios become perimeter independent. In contrast,
without showing the result explicitly, we state that GRF
shows perimeter independence (on this plot) for all val-
ues of m (approximately at values of 0.27, 0.18, 0.13, 0.10
and 0.085 for m = 4, 6, 8, 10 and 12, respectively). The
perimeter invariance for higher m appears to extend to
loops with edge lengths well outside the inertial range.
Since higher order moments largely reside in the tails of
P(Γ(C)), which can be fitted quite well by the modified
exponential (see Fig. 1), 〈Γ(C)m〉 for large even-order m
can be approximated (assuming a symmetric distribu-
tion) by
〈Γ(C)m〉 ≈ 2α
∫ ∞
0
Γm−
1
2 e−bΓdΓ =
2α
bm+
1
2
Γ(m+
1
2
), (3)
where Γ(z) is the Gamma function of z. For large m and
FIG. 4. Contour C1 is a non-planar contour with side R and
minimal area AC1 = 1.78R
2. Contour C2 is a square with the
same planar area AC2 = 1.78R
2.
n, the Stirling’s approximation gives
ln
〈Γ(C)m〉1/m
〈Γ(C)n〉1/n ≈ ln
(m
n
)
+
1
2m
ln(2pim)− 1
2n
ln(2pin).
(4)
We note that this estimate is independent of the loop area
and the prefactors α, b in the PDFs but depends only
on the moment orders m and n—and hence universal.
This high order approximation shown for order 12 (m =
12, n = 10) in Fig. 3 agrees well with the DNS data
and confirms the universal nature of the higher order
normalized circulation moments. In short, the Area Rule
appears to hold for the tails of the distribution, as stated
in one of Migdal’s papers [8].
We now examine the Area Rule for non-planar loops.
Figure 4 shows a schematic of a non-planar loop C1 which
is a combination of two orthogonal squares, each of side
R. The minimal surface bounded by C1, having zero
mean curvature, is also shown. Starting from an ini-
tial guess of a surface that is discretized using triangular
meshes, the gradient descent method [23, 24] is used to
minimize the mean curvature and compute the triangu-
lated minimal surface, using Mathematica R©. Its area is
approximately 1.78R2. If the hypothesis is right that the
minimal area is what matters for the Area Rule (planar
surfaces are trivially minimal surfaces), we should be able
to compare Γ(C1) with Γ(C2), where C2 is a planar loop
with area = 1.78 R2.
To build some intuition first, we consider the asymp-
totic limits of Γ(C1) and Γ(C2). In the dissipative re-
gion R/η ≈ 1, 〈Γ(C1)2〉1/2 ≈
√
2σωη
2 < 1.78σωη
2 ≈
〈Γ(C2)2〉1/2, where σω is the standard deviation of the
vorticity. In the opposite limit R/L ≈ 1, the PDFs ap-
proach zero for both C1 and C2. For the intermediate
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FIG. 5. Comparison of circulation PDFs for the non-planar
minimal area shown in Fig. 4) and the planar loop with the
same area, for R/η = 150 lying within the inertial range. (a)
PDF of Γ(C)/u′L for C1 (open circles) and C2 (filled squares).
Straight lines are fits α exp(−bx)/√x in x ∈ [0.1, 0.7] with
x = |Γ(C)|/u′L, α = 3.06, b = 22.49 for C1 (solid line) and
α = 2.56, b = 19.49 for C2 (dashed line). The last two data
points corresponding to < 2×10−7% samples are neglected in
the fit. The inset shows the corresponding PDF for GRF with
Gaussian fit αg exp(−bx2); αg = 6.65, bg = 139.4 for C1 (solid
line) and α = 6.36, b = 118.4 for C2 (dashed line). (b) PDF
of standardized circulation Γ(C)/〈Γ(C)m〉1/m using m = 2
(triangles) and m = 8 (diamonds) for C1 (open symbols) and
C2 (filled symbols).
inertial range no such a priori knowledge is available.
Figure 5(a) compares the PDF of Γ(C1) and Γ(C2) for
a fixed R in the inertial range (= 150η). The tails of
the PDF (which can be fitted as before) show lower
probability for C1 than for C2; hence all high-order mo-
ments of Γ(C1) are smaller than those of Γ(C2). How-
ever, the standardized PDFs shown in 5(b) for C1 and C2
show good agreement except possibly at the extreme tails
which are prone to sampling issues, as noted already. It is
noteworthy that the PDF of Γ(C)/〈Γ(C)m〉1/m for both
m = 2 (low order) and m = 8 (high order) show good col-
lapse at the tails (except the last two data points) which
indicates that even order moments of Γ(C1) and Γ(C2)
match when normalized by 〈Γ(C)m〉1/m.
In order to examine the order dependence of the nor-
malized PDFs in Fig. 5(a), we show the logarithm of the
moments for the two loops C1and C2 against the moment
order in Fig. 6 in the inertial range. The moments for
both loops collapse within error bars for all orders (up
to m = 12) showing that the PDF shape is preserved for
all circulation amplitudes. For the high-order moments,
say 12, this quantity compares very well with the univer-
sal constant estimated by Eq. 4. Furthermore the higher
order ratios approach a m−1 power-law dependence cor-
responding to GRF and is consistent with the self-similar
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FIG. 6. Logarithm of ratio of normalized circulation mo-
ments versus moment-order m for non-planar C1 (open cir-
cles) and planar contour C2 (filled squares) with the same
minimal area, for R/η = 150 (see Fig. 4) on log-log scales.
Red hexagon at m = 12 corresponds to the high-order approx-
imation from the exponential fit to the PDF (Eq. 4). Dashed
line with slope −1 corresponds to the GRF slope.
nature of higher-order circulation moments [13].
Conclusions: We have examined the dependence of
P(Γ(C)) on the shape of the loop in both planar and non-
planar cases. For the planar case, the tails of the PDFs,
corresponding to large circulation amplitudes, can be fit-
ted by α exp(−b|Γ(C)|)/√|Γ(C)| [9, 12], which is close to
an exponential, unlike for velocity differences where one
needs robust stretched exponential fits [25]. The nor-
malized high-order moments can be approximated by a
universal formula, Eq. (4), that is loop-independent but
order-dependent. In that sense, the Area Rule holds well
for high-order moments, as theorized by Migdal [12], be-
coming increasingly independent of the loop geometry.
For non-planar loops, the Area Rule holds only in a weak
sense—i.e., only normalized PDFs collapse. This loss of
generality is possibly due to non-trivial orientation of the
local vorticity on the minimal surface [11]. The overall
conclusion is that the tails of P(Γ(C)) for loops with the
same minimal area have the same form, but the scaling
factor is roughly the mean square vorticity. The implica-
tion is that the average vorticity ωR =
∫
A
Γ(C)/A attains
its maximum for an inertial loop of size R when the area
spanning the loop is minimal (as long as the circulation is
large). The finding that large inertial vorticity is linked to
the minimal area bias of turbulence could be important to
fully understand the topological roots of vortex dynam-
ics in high Reynolds number turbulence. In particular,
considering that vorticity is related to the antisymmet-
ric part of the strain rate, or to the transverse velocity
increments, which is more intermittent than the symmet-
ric part of the strain rate, or the longitudinal field [6, 7],
could have an explanation in the minimal-area scaling of
circulation. Elucidation of this intuition is an ongoing
effort and will be reported in the future.
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