ABSTRACT Recently, the methods based on deep convolutional neural networks have shown superior performance on image restoration. By using a faster and deeper network, the existing methods have achieved the breakthroughs in speed and accuracy. But, they still work hard to recover sharper edge and finer texture details for the large upscaling factor. In this paper, we propose a novel multi-scale adaptive convolutional network to solve this problem. The proposed network is mainly built on the multi-scale adaptive convolutional block which is composed of three different scales sub-blocks. Each sub-block consists of two convolutional layers, one parametric rectified linear unit layer, and some adaptive shortcuts. Different scaling parameters are assigned to these shortcuts to extract and connect diversified and complicated features adaptively. Due to the special design of MACB, the proposed algorithm can enhance the combination of various levels features and provide different ranges of image context for super-resolution (SR) reconstruction. Besides the stack of MACB, the skip connections with identity mapping are used to further aggregate the features of two specific layers in the proposed network. Moreover, in order to infer photo-realistic natural images, a perceptual loss function is proposed to supervise the reconstruction, which consists of four parts of loss: feature loss, style loss, total variation loss, and pixel loss. These losses push our reconstructed image to the target image. The experimental results on the public benchmark datasets demonstrate that the proposed algorithm achieves the best super-resolution reconstruction among the state-of-the-art SR methods.
I. INTRODUCTION
Single image super-resolution (SISR) is a classical issue in digital image processing and computer vision, which aims to recovery a super-resolution (SR) image from a lowresolution (LR) input. This task finds direct applications in many areas such as face recognition [1] , HDTV [2] , satellite imaging [3] , and medical image [4] , [5] . In general, the SR problem assumes LR image to be a downsampled and noisy version of high-resolution (HR) data. It is a typical ill-posed problem since the detailed and high-frequency information is lost during the downsampling operations.
In the past decades, many methods have been proposed for super-resolution. The basic SISR method is interpolationbased algorithm [6] - [8] , such as nearest neighbor, bilinear, and bicubic. By using some upscale methods that based
The associate editor coordinating the review of this manuscript and approving it for publication was Canbing Li. on smooth functions, such as piecewise smooth [9] and smooth kernel [10] , this kind of SR algorithm can restore the degraded image. Due to the low cost and computational complexity, the interpolation-based methods have been widely used. For example, Elad and Hel-Or [11] implement the interpolation as a pixel wise average for the SR reconstruction in their algorithm. This work is proven to be the optimal solution in the maximum-likelihood (ML) sense with Gaussian additive noise. Instead of average operation, Sina et al. [12] adopt a median operation in their methods to seek for a robust ML estimation with a more complex model of noise and error. However, since these interpolation-based methods are prone to blur the high-frequency details, they mostly produce very smooth reconstructions that do not contain clear textures or sharp edges.
Example-based [13] algorithm is another classical SR method, which is based on a fundamental constraint that the reconstructed SR image should be consistent with the original LR image. These methods exploit the self-similarity property and generate exemplar patches from the LR input. According to the source of example samples, the exampledbased SR methods can be divided into two categories: the internal example methods [14] - [16] and the external example methods [17] - [23] . The internal example methods extract and organize example patches online from the LR input and often lead to high computational complexity. The external example methods use external data to build useful priors and models offline, which greatly reduces the computational complexity and achieves improved performance. In order to make the external example SR algorithms stand out, many assumptions and priors are utilized. For example, neighbor embedding (NE) [24] , [25] methods assume that the LR and HR patches are located on low-dimensional nonlinear manifolds with locally similar geometry. Chang et al. [25] assume that the patch space is populated densely enough. Jianchao et al. [22] assume the sparsity and perform sparse coding over learned dictionaries of LR and HR patches.
Recently, some methods [26] - [29] based on convolutional neural network (CNN) have been proposed and widely used in SISR. Different from traditional machine learning, these methods restore SR images by learning the nonlinear mapping between LR and HR patches. In many CNN-based approaches, the SISR is treated as an image reconstruction problem, and the convolutional neural network without full-connected and pooling layers is often used. In order to improve the reconstruction results, these convolutional networks are trained on large and abundant datasets. Compared with the interpolation and example-based approaches, the CNN-based methods achieve improved performance on the peak signal-to-noise ratio (PSNR) and the structural similarity (SSIM).
Although these methods that based CNN can improve the SR reconstruction results, they also have some limitations. First, as the networks deepen, the low-level and local features will be lost and less to be used for the SR reconstruction. This is one reason that why these methods work hardly to recovery sharper edge and finer texture details. In addition, existing CNN-based methods train networks with L 1 or L 2 loss. These losses are so simple that cannot provide guarantee for better performance.
To solve these problems, a novel multi-scale adaptive convolutional network is proposed for single image superresolution in this paper. The proposed method adopts a structure based on the multi-scale adaptive convolutional block which is composed of three different scales sub-block. And the adaptive shortcuts are applied in the features extraction of each sub-block. Therefore, the multi-scale adaptive convolutional block can be used to combine the features from multiple scales and provide diverse and complex features for the restoration of sharper edge and finer texture details. Due to the special structure of multi-scale adaptive convolutional blocks, the proposed model can build very accurate mapping between LR and HR images and achieve excellent performance in image restoration. Besides the multi-scale adaptive convolutional blocks, the skip connections with identity mapping are used to further aggregate the features of two specific layers in the proposed network. This design solves the problem of loss of the low-level and local features. Furthermore, in order to achieve realistic natural images restoration, a perceptual loss function is proposed to supervise the training. The proposed loss function consists of four parts of loss: feature loss, style loss, total variation loss, and pixel loss. These losses can provide a guarantee for the reconstruction of sharper edges and finer texture details. The experimental results show that the proposed method achieves better performance than any other state-of-the-art approaches.
II. RELATED WORK
Deep convolutional neural networks have shown the powerful capability and great success in SISR. The representative works are SRCNN [29] , VDSR [27] , DRCN [28] , ESPCN [30] , GUN [31] , SRResNet [32] , and EDSR [33] . SRCNN is the first work that applies a three-layer convolutional network for SISR and proves the effectiveness of convolutional neural network in SISR. Due to the shallow network architecture, the performance of SRCNN is limited. Inspired by this problem, Kim et al. [27] further improve this method and adopt a very deep convolutional network (VDSR) for SISR. In the VDSR model, the network depth is increased to 20 layers. Different from other SR algorithms which require many scale-specific networks to deal with various scales, VDSR can achieve the SR reconstruction of several scales jointly in the single network. After that, Kim et al. [28] also introduce the deeply-recursive convolutional network (DRCN) into SISR. By reusing the weight parameters, DRCN solves the problems of overfitting and storage difficulty caused by the huge model. In addition, in order to perform real-time SR, Shi et al. [30] design an efficient sub-pixel convolutional network (ESPCN) on a single K2 GPU. ESPCN effectively replaces the handcrafted bicubic filter with more complex upscaling filters in the SR pipeline.
It is shown that deeper convolutional network may be more difficult to train but have the potentiality to substantially improve the performance for SISR as they allow very high complex modeling mappings. To efficiently train these deeper convolutional networks, the residual network (ResNet) [34] is proposed and used to counteract the internal co-variate shift. After that, many state-of-the-art SR algorithms based on the ResNet are proposed and achieve superior performance. Owing to the efficient residual connection and larger datasets, these SR networks become increasingly better and unceasingly refresh the PSNR records. For example, Ledig et al. [32] successfully apply the ResNet to SISR and achieve the reconstruction of photo-realistic natural image for high upscaling factors. Since the original ResNet is proposed for image classification and detection, the performance of this work which based on the original ResNet is suboptimal. To solve this problem, the improved ResNet structure is proposed. In [33] , the ResNet is optimized by removing some modules and achieve superior SR reconstruction.
Besides the residual network, the generative adversarial network (GAN) [35] is another active network for SISR. SRResNet [32] is the first work which applies the GAN for SISR. Due to the strong data learning and generation ability of GAN, SRResNet achieves superior SR reconstruction, which recovers the fine texture details with a large upscaling factor. Moreover, the dense connected convolutional network [36] is also used for the image restoration. This network connects each layer to every other layer in a feed-forward fashion and provides improved performance for single image super-resolution.
In addition, the operation of upsampling is necessary in the SR reconstruction process. Existing upsampling methods mainly include: interpolation, deconvolution, and subpixel convolution. The interpolation methods often take little computation but yield jaggy, blurring, and ringing effects.The deconvolution approach is a popular choice for upsampling in recovering resolution, which can be regarded as multiplication of each input pixel by a filter element-wise with stride, and sums over the resulting output windows. This approach has been successfully used in SISR and shows better reconstruction than interpolation method. However, the deconvolution approach increases the computational complexity greatly and takes more time. In order to solve these problems, Shi et al. [30] propose the sub-pixel convolution network. By simplifying the operation and reducing computational complexity, the sub-pixel convolution network can achieve SR reconstruction with faster speed than deconvolution and interpolation.
III. PROPOSED WORK
In this section, the proposed algorithm will be described in detail. We will introduce the architecture of the proposed multi-scale adaptive convolutional block in the first part. The network structure and SR reconstruction mechanism of the proposed algorithm will be secondly explained. In the following part, the proposed perceptual loss function will be discussed and analyzed.
A. MULTI-SCALE ADAPTIVE CONVOLUTIONAL BLOCK (MACB)
Since high-level features pay attention to the large receptive fields and can provide guarantee for the reconstruction accuracy, existing SR methods focus more on high-level features and various global features, but ignore the low-level features. However, there are also rich local details contained in the low- level features, which can produce satisfactory human visual perception results and have substantial impact on image super-resolution reconstruction. In order to combine the lowlevel and high-level features and achieve superior restoration, we propose a novel multi-scale adaptive convolutional block, as shown in Figure 1(b) .
The proposed multi-scale adaptive convolutional block is made of three different scales sub-block. And each sub-block is composed of two convolutional layers, one parametric rectified linear unit, and some adaptive shortcuts, as illustrated in Figure 1(a) . Then the 3 × 3 sub-block means that the kernel sizes of the convolutional layers which applied in this sub-block are set to 3 × 3, same with the 5 × 5 subblock and 7 × 7 sub-block. In each sub-block, we adopt the adaptive shortcuts to combine the features. For these adaptive shortcuts, different scaling parameters will be assigned to different inputs of the shortcuts. Hence, the output of each sub-block can be described as:
where, X and Y are the input and output of the sub-block. α and β represent the scaling parameters, which are initially set to 0.25 and 0.5 based on experience. And they are considered as part parameters of the proposed network and optimized adaptively during training. f 1 (·) and f 2 (·) denote the functions of convolutional layers. σ is described as the transformation of the parametric rectified linear unit. Finally, the final output of the multi-scale adaptive convolutional block is the weighted average of three different scales sub-block.
B. MODEL ARCHITECTURE
As can be seen in Figure 2 , the proposed model is constructed with the convolutional layers, MACB, sub-pixel convolutional layer, parametric rectified linear units, and some skip connections. In the proposed network, the first convolutional layer is used to extract the feature maps from the original low-resolution input I LR . Then the extracted feature maps will be sent to the multi-scale adaptive convolutional blocks. For each multi-scale adaptive convolutional block, we use the skip connection with identical mapping to concatenate the input and the output of the block. Meanwhile, with the skip connection, the feature maps extracted by the first convolutional layer are also sent to concatenate the output of the last multi-scale adaptive convolutional block. After that, the subpixel convolutional layers and the convolutional layers that behind the multi-scale adaptive convolutional blocks are used to reconstruct the super-resolution image. By increasing the depth or width of the network, the receptive field will be enlarged, which is effective for restoring the degraded image. To reasonably enlarge the receptive field and achieve better mapping between the LR and HR image, we stack the multi-scale adaptive convolutional blocks in the proposed network. And for the upsampling module, we adopt the efficient sub-pixel convolutional layer in the proposed network. By learning a set of filters, the sub-pixel convolutional layer can upsample the feature maps with faster speed during training. In addition, the size of the first convolutional layer and the convolutional layers that behind the multi-scale adaptive convolutional blocks are also set to 3 × 3 which has been proved to have sufficient ability to extract finer texture details.
C. LOSS FUNCTION
The loss function plays an important role in SR reconstruction. Inspired by image style transfer, we propose a novel perceptual loss function to enhance the image quality in SR reconstruction. To encourage the output image I LR and the target image I HR to exactly match in content, the loss of image content L content is adopted firstly. Rather than computing the difference of the pixels between the output image and target image, L content uses a loss network φ to compute the difference of feature representations between the output image and target image. Following Gatys et al. [38] , L content is defined as:
where, φ In our experiments, the pre-trained 19 layers VGG network based on the ReLU activation layers is regarded as the loss network φ.
Not only satisfied with content matching, we also hope that the style of output image is similar to the target image. To achieve the style matching, following Gatys et al. [39] and The comparisons of average PSNR(dB) and SSIM on datasets Set 5, Set 14, B100, Urban100, and DIV 2K with scaling factor ×2, ×3, ×4. He et al. [40] , a style loss L style is applied in this study:
Here, L style is described as the total loss, which is the weighted sum from all Z layers. w z is the weighting factor of the style loss L z style at the z − th layer:
where, G z i,j , D z i,j ∈ R C z ×N z ×M z are defined as the inner product between the feature maps i and j of I SR and I HR :
Here, the matrix φ z is computed by reshaping φ z ij into the shape of C z × N z M z .
Besides the content loss and style loss, we also design two simple loss functions that depend only on low-level pixel information. Based on MSE, the pixel loss L pixel is proposed to compute the Euclidean distance between the output image VOLUME 7, 2019 I SR and target image I HR :
In order to encourage spatial smoothness in the reconstructed image, based on the total variation regularization, a loss L tv is used to supervise the super-resolution reconstruction:
where, λ tv is described as a constant, which is set to 10 −6 in experiments. R tv (I SR ) represents the regularization constraint based on total variation:
To generate the high-quality image I SR , we need to minimize the joint loss:
Here, λ 1 , λ 2 , λ 3 , and λ 4 are treated as scalars. In experiments, λ 1 is set to 1, λ 2 is set to 5, λ 3 and λ 4 are set to 10 −3 .
IV. EXPERIMENTS
We discuss the experiments in this section. The construction of the training datasets will be firstly introduced. Next, we explore the training details and parameters. And the performance comparisons between the proposed method and other state-of-the-art algorithms will be presented in the following part. 
A. DATASETS
The training set consists of 91 images from Jianchao et al. [22] with the addition of 350 thousand images from the ImageNet database [41] . For fair comparison, the proposed method and other state-of-the-art algorithms that compared in this paper share the same testing datasets including: Set5 [41] , Set14 [23] , BSD100 [42] , Urban100 [14] , and DIV 2K [43] . The DIV2K is a recently proposed high-quality image dataset for image restoration tasks, which is composed of 800 training images, 100 validation images, and 100 test images.
B. TRAINING DETAILS AND PARAMETERS
Since humans are more sensitive to luminance changes, we convert each image into the YCbCr color space and only process the luminance channel in all experiments, which means each image has C = 1 channel. Without adding noise, each image in the training datasets are down-sampled via scaling factors of ×2,×3, and ×4. And the proposed model will be trained for different scaling factors of ×2,×3, and ×4.
Since the scaling factor of ×4 is usually the most challenging case in SISR, the experiments will focus on the ×4 scaling factor. During training, we use the way [40] to set the weights and biases in all layers to help the proposed model learn faster. By investigating some most commonly used gradient descent optimization algorithms, we find that ADAM [44] technique performs best in image restoration among all algorithms, which computes a decayed moving average of the gradient and squared gradient at each time step. Hence ADAM is used to train the proposed model with setting β 1 = 0.9, β 2 = 0.99, and ε = 10 −8 . In addition, the mini-batch size is set to 16. The learning rate is initialized as 10 −4 and halved at every 2 × 10 5 mini-batch updates. For fair comparison, peak signal to noise ratio (PSNR) and the structure similarity index measurement (SSIM) are used to evaluate the performance of SR reconstruction objectively in this study. And all experiments are performed under Ubuntu14 and Tensorflow running on a computer with a NVIDIAGTX 1080 GPU .
C. COMPARISONS WITH STATE-OF-THE-ART METHODS
We compare the proposed method with the state-of-theart methods both qualitatively and quantitatively in this part. The compared methods include the baseline method Bicubic, LLE [45] , ScSR [22] , ASDS [46] , ANR [19] , RFL [47] , SelfEx [14] , A+ [20] , and the CNN-based methods: SRCNN [29] , VDSR [27] , DRCN [28] , GUN [31] , SRResNet [32] , and EDSR [33] . For objective SR reconstruction quality assessment, we present the average quantitative performance of the compared methods in Table 1 and Table 2 . In each table, we present the PSNR and SSIM results with three upscaling factors in terms of ×2,×3, and ×4 on the testing datasets. For comparison, the PSNR and SSIM are measured on the intensity component and the same amount of pixels as scale from the border is ignored in the measurement. From the comparing results, it can be seen that the proposed model achieves significantly best PSNR and SSIM indices among the state-of-the-art methods which compared in this study.
Besides the objective measurements mentioned above, the human subjective perceptivity is another judge of the image quality, which is also crucial to evaluate a SR method. To better show the performance of SR reconstruction, we present the visual and qualitative comparisons in Figure 8 and Figure 9 .
Finally, the benefits of the proposed model are again described. From the observation of SR reconstruction results, it is clear that the proposed model can achieve improved performance and recover clearer textures and sharper edges than other state-of the-art methods.
V. CONCLUSION
In this paper, we propose a novel super-resolution reconstruction model for single image based on multi-scale adaptive convolution network. The proposed super-resolution method is mainly composed of the multi-scale adaptive convolution blocks which are firstly proposed in this study. And each multi-scale adaptive convolution block contains three different scales sub-block. For each sub-block, we adopted the adaptive shortcuts to connect different input with different scaling parameters. And these scaling parameters are considered as part of the weight parameters of the proposed model, which will be optimized during training. Besides, the skip connections with identical mapping are applied to combine the low-level and high-level features in the proposed network. In order to recover clearer textures and sharper edges, a more perceptual loss function is applied in this paper. The experimental results validate that the proposed loss function can achieve high-quality reconstruction. Compared with the stateof-the-art SR methods, the proposed method achieves best evaluation criteria and recovers clearer textures and sharper edges on pubic benchmark datasets. In the future, we would like to improve the proposed method and expect a superior SR reconstruction.
