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1 Introduction.
The subject of robust estimation in time series is widely discussed in literature. One of the approach-
es is to use GM-estimation. This method incorporates a broad class of nonparametric estimators
which under suitable conditions includes estimators robust to outliers in data. For the linear models
the sensitivity of GM-estimators to outliers have been studied in the work by Martin and Yohai
[5], and influence functionals for this estimator were derived. In this paper we follow this direction
and examine the asymptotical properties of the class of M-estimators, which is narrower than the
class of GM-estimators, but gives more insight into asymptotical properties of such estimators.
This paper gives an asymptotic expansion of the residual weighted empirical process, which allows
to prove asymptotic normality of these estimators in case of non-smooth objective functions. For
simplicity MA(1) model is considered, but it will be shown that even in this case mathematical
techniques used to derive these asymptotic properties appear to be rather complicated.However,
the approach used in this paper could be applied to GM-estimators and to more realistic models.
2 Main Results.
In this work we consider the model of moving average MA(1):
(1) ui = εi − αεi−1, i = 0,±1,±2, . . . ,
where {εi} - iid, Eε1 = 0, Eε
2
1 <∞, |α| < 1.
Let u1, . . . , un be the observations of a random variable u.
For every θ ∈ R1 set
ε0(θ) = 0,
(2) εi(θ) = ui + θεi−1(θ), i = 1, 2, . . .
It can easily be seen that
(3) εi(θ) =
i−1∑
j=0
θjui−j,
where εi(θ) are the residuals of the model (1). Assume for a moment that the equation of a moving
average holds only for i = 1, 2, . . . with ε0 = 0.Also let’s assume that variables {εi, i ≥ 1} have
a density function g(x). Then the maximum likelihood equation for the estimation of α can be
constructed. Denote U = (u1, . . . , un)
T , E = (ε1, . . . , εn)
T , and the matrix J(α) as
J(α) =

1 0 0 . . . 0
α 1 0 . . . 0
α2 α 1 . . . 0
...
...
...
. . .
...
αn−1 αn−2 αn−3 . . . 1
 .
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Then the equations εi =
i−1∑
j=0
αjui−j , i = 1, . . . , n can be rewritten as:
E = J(α)U
If fU(y1, . . . , yn) is the density function of the vector U , then
fU (y1, . . . , yn) =
n∏
i=1
g
 i−1∑
j=0
αjyi−j
 .
Therefore, the maximum likelihood estimator, which is defined as a solution of the maximization
problem
log fU(y1, . . . , yn)−→ sup
θ
,
can be obtained as a root of the equation
n∑
i=1
∂εi(θ)
∂θ
g′(εi(θ))
g(εi(θ))
= 0,
In this paper we examine a natural generalization of this estimator for the model(1), namely, M -
estimator α̂n of the parameter α.
The estimator α̂nis defined as a solution of the equation
1
n
n∑
i=1
∂εi(θ)
∂θ
Ψ(εi(θ)) = 0,
with εi(θ), determined by (2) or (3), where Ψ(x) is an a priori known function, which we will choose
later.
The asymptotic distribution of the estimator α̂n in the case when the function Ψ(·) satisfies
Var |+∞−∞[Ψ] < ∞ will be derived. This result will be obtained with the help of asymptotically
uniform expansion of the residual weighted empirical process, which will be defined later and which
will be of interest by its own.
We fix some notation:
ln(θ) :=
1
n
n∑
k=1
∂εk(θ)
∂θ
Ψ(εk(θ)), l˜n(α) :=
1
n
n∑
k=1
∂εk(α)
∂θ
Ψ(εk),
un(x, θ) :=
1
n
n∑
k=1
∂εk(θ)
∂θ
I(εk(θ) ≤ x), u˜n(x, α) :=
1
n
n∑
k=1
∂εk(α)
∂θ
I(εk ≤ x),
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where εi are derived from (1):
εi =
∑
j≥0
αjui−j .
If the variation of Ψ is bounded,the following is true:
n1/2
[
ln(α+ n
−1/2τ)− l˜n(α)
]
=
+∞∫
−∞
Ψ(x)dn1/2[un(x, α+ n
−1/2τ)− u˜n(x, α)] =
= −
+∞∫
−∞
n1/2[un(x, α+ n
−1/2τ)− u˜n(x, α)]dΨ(x) +
{
n1/2[un(x, α + n
−1/2τ)− u˜n(x, α)]Ψ(x)
}+∞
−∞
.
It will be proved below that the second term is equal to zero. Now consider the first term.
Theorem 1. Assume that the following conditions hold:
E(ε1)
8 <∞;
g(x) > 0, lim
x→∞
g(x) = 0, sup
x∈R
|g′(x)| <∞.
Then
sup
x∈R,|τ|<θ
∣∣∣∣n1/2[un(x, α + n−1/2τ)− u˜n(x, α)] + τg(x) Eε211 − α2
∣∣∣∣ = oP(1).
The first theorem will be proved in section 2. The next theorem is the main result of the work
and its proof utilizes the first theorem.
Theorem 2. Assume that the following conditions hold:
(i) E(ε1)
8 <∞,
g(x) > 0, lim
x→∞
g(x) = 0, lim
x→−∞
g(x) = 0, sup
x∈R
|g′(x)| <∞;
(ii) Var |+∞−∞ [Ψ] <∞,
∞∫
−∞
gdΨ 6= 0,
E[Ψ(ε1)] = 0.
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then
1) if Ψ is continuous on R1, then with probability tending to one, there exists a n1/2–consistent
solution of the following equation
(4) n−1
n∑
k=1
∂εk(θ)
∂θ
Ψ(εk(θ)) = 0;
2) for any n1/2 - consistent solution α̂n of(4) the following statement
holds
n1/2(α̂n − α)
d
−→N(0, σ
2
Ψ(α)),
where
σ2Ψ(α) = (1− α
2)
EΨ2(ε1)(
+∞∫
−∞
gdΨ
)2
E(ε1)2
.
The function Ψ(x) = F (x) − 12 where F (x) is a continuous distribution function of a certain
zero mean symmetrical distribution satisfies the conditions of theorem 2 in case εi are symmetrical
zero mean random variables.
3 Proofs of the theorems
Lemma 1. If for some p ≥ 1 E|ε1|
p <∞, then:
sup
1≤k≤n
E
∣∣∣∣∂εk(α)∂θ
∣∣∣∣p <∞;
sup
1≤k≤n
E
∣∣∣∣∂2εk(α)∂θ2
∣∣∣∣p <∞.
Proof.
∂εk(α)
∂θ
=
k−1∑
j=1
jαj−1uk−1.
E
∣∣∣∣∂εk(α)∂θ
∣∣∣∣p ≤ E
k−1∑
j=1
j|α|j−1|uk−1|
p ≤ cE
k−1∑
j=1
α
j
1|uk−1|
p ≤
4
≤ cE
k−1∑
j=1
α
j
1|εk−1|+ |α|
k−1∑
j=1
α
j
1|εk−1−j|
p ≤
≤ 2c
E
k−1∑
j=1
α
j
1|εk−1|
p + |α|E
k−1∑
j=1
α
j
1|εk−1−j|
p ,
where α1 ∈ [0,+∞) :
{
|α| < α1 < 1
j|α|j−1 < cαj1
. Therefore, it is sufficient to prove
sup
1≤k≤n
E
k−1∑
j=1
α
j
1|εk−j|
p
1/p
<∞.
This clear from the Minkovsky’s inequality:E
k−1∑
j=1
α
j
1|εk−j|
p
1/p
≤ α1 {E(ε1)
p}1/p +
E
k−1∑
j=2
α
j
1|εk−j|
p
1/p
≤ · · · ≤
≤ (α1 + · · ·+ α
k−1
1 ){E|ε1|
p}1/p <∞,
what proves the first claim of the lemma. The second one can be proved in the similar way.
Lemma 2. set
σk(τ) := −τn
−1/2
∑
t≥k
αtεk−1−t + τn
−1/2
k−1∑
t=0
[
(α+ τn−1/2)t − αt
]
εk−1−t −
(
αn + τn
−1/2
)k
ε0
if E(ε1)
4 <∞, then there exists such a σ̂k, that
sup
|τ |≤θ
|σk(τ)| ≤ σ̂k,
sup
1≤k≤n
E(σ̂k)
4 <∞.
Proof. Let B ∈ (0, 1) : |α|+ θn−1/2 < B for n > n0, 0 < θ <∞, then σk(τ ) ≤ σ̂k, where
σ̂k := θn
−1/2
∑
t≥k
Bt|εk−1−t|+ θ
2n−1
∑
t≥1
tBt−1|εk−1−t| −B
kε0.
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E(σk)
4 = E
θn−1/2∑
t≥k
Bt|εk−1−t|+ θ
2n−1
∑
t≥1
tBt−1|εk−1−t| −B
kε0
4.
For ∀a, b > 0, p ≥ 1 we have the following inequality (a+ b)p ≤ 2p−1(ap+ bp). Hence, it follows that
E(σk)
4 ≤ 23 ·
E
θn−1/2∑
t≥k
Bt|εk−1−t|
4 + E
θ2n−1∑
t≥1
tBt−1|εk−1−t| −B
kε0
4 .
By Minkovsky’s inequality:E
θn−1/2∑
t≥k
Bt|εk−1−t|
4
1/4
≤
{
θ4n−2B4kE(ε1)
4
}1/4
+
+
E
θn−1/2 ∑
t≥k+1
Bt|εk−1−t|
4
1/4
≤
{
θ4n−2
(
B4k +B4(k+1) + . . .
)
E(ε1)
4
}1/4
<∞,
hence,
E
θn−1/2∑
t≥k
Bt|εk−1−t|
4 <∞.
E
θ2n−1∑
t≥1
tBt−1|εk−1−t| −B
kε0
4
1/4
≤
≤
{
θ8n−4
(
1 ·B0 + 2 · B1 + · · ·+ tBt−1 + . . .
)
E(ε1)
4 −BkE(ε1)
4
}1/4
.
Since the series
∑
t≥1
tBt−1 converges, it follows that
E
θ2n−1∑
t≥1
tBt−1|εk−1−t| −B
kε0
4 <∞,
what proves the lemma.
Lemma 3. Let the following conditions hold:
(i) E(ε1)
8 <∞
6
(ii) g(x) is the density function of εi that satisfies the following conditions:
lim
x→∞
g(x) = 0,
sup
x
|g′(x)| <∞.
For z1n(x, τ ) defined as
z1n(x, τ ) := n
−1/2
n∑
k=1
(
∂εk(α+ n
−1/2τ)
∂θ
−
∂εk(α)
∂θ
)
I
(
εk(α+ n
−1/2τ) ≤ x
)
.
the following holds:
|z1n(x, τ )| = oP(1).
Proof.
z1n(x, τ ) = n
−1/2
n∑
k=1
(
∂εk(α+ n
−1/2τ)
∂θ
−
∂εk(α)
∂θ
)
I
(
εk(α+ n
−1/2τ) ≤ x
)
=
= n−1/2
n∑
k=1
τn−1/2
∂2εk(α)
∂θ2
I
(
εk(α+ n
−1/2τ) ≤ x
)
+
+n−1/2
n∑
k=1
τ2n−1
∂3εk(ξ)
∂θ3
I
(
εk(α+ n
−1/2τ) ≤ x
)
=
= τn−1
n∑
k=1
∂2εk(α)
∂θ2
I
(
εk(α+ n
−1/2τ) ≤ x
)
+ oP(1),
where ξ ∈ [α,α+ n−1/2τ ]. Therefore
|z1n(x, τ )| ≤
∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]∣∣∣∣∣+
+
∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
I (εk ≤ x)
∣∣∣∣∣+ oP(1).
To transform the right hand of this inequality, we introduce the random process L+n (x, τ):
L+n (x, τ ) := τn
−1
n∑
k=1
a+k
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]
,
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where
a+k :=
{
∂2εk(α)
∂θ2
, if ∂
2εk(α)
∂θ2
> 0,
0, if ∂
2εk(α)
∂θ2
≤ 0.
L−n (x, τ ) := τn
−1
n∑
k=1
a−k
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]
,
a−k :=
{
−∂
2εk(α)
∂θ2
, if ∂
2εk(α)
∂θ2
< 0,
0, if ∂
2εk(α)
∂θ2
≥ 0.∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]∣∣∣∣∣ ≤ |L+n (x, τ )|+ |L−n (x, τ )|.
We first show that L+n (x, τ ) = oP(1). The proof utilizes the expansion obtained in lemma 7.1 [1]
εk(α+ τn
−1/2) = εk + τn
−1/2µk−1 + σk(τ),
and lemma 2.
|L+n (x, τ )| =
∣∣∣∣∣τn−1
n∑
k=1
a+k (α)
[
I
(
εk ≤ x− τn
−1/2µk−1 − σk(τ)
)
− I(εk ≤ x)
]∣∣∣∣∣ ≤
≤
∣∣∣∣∣τn−1
n∑
k=1
a+k (α)
[
I
(
εk ≤ x− τn
−1/2µk−1 + σ̂k
)
− I(εk ≤ x)
]∣∣∣∣∣ .
Consider random processes vn(x, τ ), v˜n(x):
vn(x, τ ) := n
−1
n∑
k=1
a+k
[
I
(
εk ≤ x− τn
−1/2µk−1 + σ̂k
)
−G
(
x− τn−1/2µk−1 + σ̂k
)]
,
v˜n(x) := n
−1
n∑
k=1
a+k [I (εk ≤ x)−G (x)] .
then ∣∣∣∣∣τn−1
n∑
k=1
a+k (α)
[
I
(
εk ≤ x− τn
−1/2µk−1 + σ̂k
)
− I(εk ≤ x)
]∣∣∣∣∣ ≤
≤ |τ(vn(x, τ )− v˜n(x))|+
∣∣∣∣∣n−1
n∑
k=1
a+k (α)
(
G
(
x− τn−1/2µk−1 + σ̂k
)
−G(x)
)∣∣∣∣∣ ,
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and ∣∣∣∣∣n−1
n∑
k=1
a+k (α)
(
G
(
x− τn−1/2µk−1 + σ̂k
)
−G(x)
)∣∣∣∣∣ =
=
∣∣∣∣∣n−3/2
n∑
k=1
a+k (α)τµk−1g(ξ) + n
−1
n∑
k=1
a+k (α)σ̂kg(ξ) + oP(1)
∣∣∣∣∣ = oP(1),
where ξ ∈ [x − τn−1/2µk−1 + σ̂k, x]. To prove that |vn(x, τ)− v˜n(x)| = oP(1) we use theorem 2.1
from [2]. Let’s check whether the conditions of this theorem . The condition E|ε1|
8 < ∞ implies
E|ε1|
4 <∞, and because of the lemma1 the latter yields
sup
1≤k≤n
E
(
∂2εk(α)
∂θ2
)4
<∞.
Hence,
n−1
n∑
k=1
E
(
a+k (α)
)4
= O(1).
To check the condition n−1
n∑
k=1
E
[(
a+k (α)
)4
σ̂2k
]
= O(1) we use Cauchy-Bunyakovskii inequality:
n−1
n∑
k=1
E
[(
a+k (α)
)4
σ̂2k
]
≤ n−1
n∑
k=1
[
E
(
a+k (α)
)8]1/2 [
Eσ̂4k
]1/2
.
because of the lemma1 and lemma2:
sup
1≤k≤n
E
(
a+k (α)
)8
<∞,
sup
1≤k≤n
Eσ̂4k <∞,
therefore,
n−1
n∑
k=1
E
[(
a+k (α)
)4
σ̂2k
]
= O(1).
Now we check the following condition:
n−1
n∑
k=1
a+k (α)σ̂
2
k = OP(1).
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Lemma 2 yields sup
1≤k≤n
Eσ̂2k <∞,
n−1
n∑
k=1
a+k (α)σ̂
2
k ≤
(
sup
1≤k≤n
σ̂2k
)
n−1
n∑
k=1
a+k (α) =
(
sup
1≤k≤n
σ̂2k
)
n−1
n∑
k=1
∣∣∣∣∂2εk(α)∂θ2
∣∣∣∣ .
Consider a random process
∂2ε˜(α)
∂θ2
=
∞∑
j=2
(
j(j − 1)|α|j−2|u−j |
)
.
then
E
(
∂2ε˜(α)
∂θ2
−
∣∣∣∣∂2εk(α)∂θ2
∣∣∣∣)2 ≤ E
 ∞∑
j=k+1
j(j − 1)|α|j−2|u−j|
2 ≤ E
 ∞∑
j=k+1
cαj |u−j|
2 ≤
≤ 2c2
E
 ∞∑
j=k+1
α
j
1|ε−j |
2 + E
|α| ∞∑
j=k+1
α
j
1|ε−j−1|
2 =
= 2c2Eε21
 ∞∑
j=k+1
α
2j
1 + |α|
∞∑
j=k+1
α
2j
1
−→ 0, k→∞,
where α1 :
{
|α| < α1 < 1
j(j − 1)|α|j−2 ≤ cαj1
.
Hence
n−1
n∑
k=1
∣∣∣∣∂2εk(α)∂θ2
∣∣∣∣ P−→E
 ∞∑
j=2
j(j − 1)|α|j−2|u−j |
2 ,
and
n−1
n∑
k=1
a+k (α)σ̂
2
k = OP(1).
So all the conditions of the theorem 2.1 from [2]hold, therefore
sup
x∈R1,|τ|≤θ
n1/2 [vn(x, τ)− v˜n(x)] = oP(1).
we have proved that∣∣∣∣∣τn−1
n∑
k=1
a+k (α)
[
I
(
εk ≤ x− τn
−1/2µk−1 + σ̂k
)
− I(εk ≤ x)
]∣∣∣∣∣ = oP(1),
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and
|L+n (x, τ )| = oP(1).
Therefore, ∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]∣∣∣∣∣ = oP(1).
To finish the proof of the lemma we need to show that∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
I (εk ≤ x)
∣∣∣∣∣ = oP(1).∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
I (εk ≤ x)
∣∣∣∣∣ ≤
∣∣∣∣∣τn−1
n∑
k=1
∂2εk(α)
∂θ2
[I (εk ≤ x)−G(x)]
∣∣∣∣∣+
∣∣∣∣∣τn−1G(x)
n∑
k=1
∂2εk(α)
∂θ2
∣∣∣∣∣ .
We apply theorem 2.1 from [2] to process n−1
n∑
k=1
∂2εk(α)
∂θ2
[I (εk ≤ x)−G(x)]
In the same way it can be shown that
n−1
n∑
k=1
∂2εk(α)
∂θ2
P
−→E
 ∞∑
j=2
j(j − 1)αj−2u−j
 = 0.
This finishes the proof of the lemma.
Lemma 4. Assume that the following conditions hold:
(i) E(ε1)
8 <∞;
(ii). g(x) > 0, lim
x→∞
g(x) = 0, sup
x
|g′(x)| <∞
Let
z2n(x, τ ) := n
−1/2
n∑
k=1
∂εk(α)
∂θ
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]
.
then ∣∣∣∣z2n(x, τ ) + τg(x) 11 − α2Eε21
∣∣∣∣ = oP(1).
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Proof.
z2n(x, τ) = n
−1/2
n∑
k=1
∂εk(α)
∂θ
[
I
(
εk ≤ x− τn
−1/2µk−1 − σk(τ )
)
− I (εk ≤ x)
]
.
consider a process vn(x, τ ):
vn(x, τ ) := n
−1
n∑
k=1
∂εk(α)
∂θ
{
I
(
εk ≤ x− τn
−1/2µk−1 − σk(τ )
)
−G(x− τn−1/2µk−1 − σk(τ ))
}
,
then
z2n = n
1/2 [vn(x, τ )− v˜n(x)] + n
−1/2
n∑
k=1
∂εk(α)
∂θ
[
G(x− τn−1/2µk−1 − σk(τ))−G(x)
]
.
By analogy to lemma 3 it can be shown that
sup
x∈R1,|τ |≤θ
n1/2 [vn(x, τ )− v˜n(x)] = oP(1).
Consider a process
n−1/2
n∑
k=1
∂εk(α)
∂θ
[
G(x− τn−1/2µk−1 − σk(τ ))−G(x)
]
=
= n−1/2
n∑
k=1
∂εk(α)
∂θ
(
−τn−1/2µk−1 − σk(τ )
)
g(x)+
+n−1/2
n∑
k=1
∂εk(α)
∂θ
(
−τn−1/2µk−1 − σk(τ)
)2
g′(ξ) P−→
P
−→−τg(x)E

 ∞∑
j=1
jαj−1uk−j
 ∞∑
j=0
αjεk−j−1
 ,
where ξ ∈ [x− τn−1/2µk−1 − σk(τ ), x], and
E

 ∞∑
j=1
jαj−1uk−j
 ∞∑
j=0
αjεk−j−1
 = 11− α2Eε21,
what proves the lemma.
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Proof of Theorem 1
Rewrite the process in the following way:
n1/2[un(x, α + n
−1/2τ)− un(x, α)] = z1n(x, τ ) + z2n(x, τ ),
where
z1n(x, τ ) := n
−1/2
n∑
k=1
(
∂εk(α+ n
−1/2τ)
∂θ
−
∂εk(α)
∂θ
)
I
(
εk(α+ n
−1/2τ) ≤ x
)
,
z2n(x, τ ) := n
−1/2
n∑
k=1
∂εk(α)
∂θ
[
I
(
εk(α+ n
−1/2τ) ≤ x
)
− I (εk ≤ x)
]
.
Now it can be seen that lemma 3 and lemma4 prove the theorem.
Proof of Theorem 2
1)
λ(α) = −
∞∫
−∞
gdΨ · Eε21 ·
1
1− α2
,
ln(θ) = n
−1
n∑
k=1
∂εk(θ)
∂θ
Ψ(εk(θ)), l˜n(α) :=
1
n
n∑
k=1
∂εk(α)
∂θ
Ψ(εk)
Without loss of generality we consider λ(α) > 0, such that there exists A > 0 satisfying
(2) n1/2ln(α+ n
−1/2A) = n1/2 l˜n(α) + λ(α)A+ oP(1) > 0;
(3) n1/2ln(α− n
−1/2A) = n1/2 l˜n(α)− λ(α)A+ oP(1) < 0.
Since ln(θ) is continuous on θ in some neighbourhood of α, then because of (2) and (3), a n
1/2 -
consistent solution of (1)exists in interval (α− n−1/2A;α + n−1/2A).
2)
n1/2
[
ln(α+ n
−1/2τ)− l˜n(α)
]
= −
∞∫
−∞
n1/2
[
un(x, α+ n
−1/2τ)− u˜n(x, α)
]
dΨ(x)+
+
{
n1/2
[
un(x, α+ n
−1/2τ)− u˜n(x, α)
]
Ψ(x)
}+∞
−∞
.
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Since Var |+∞−∞ [Ψ(x)] <∞ holds , and because of theorem 1 and conditions imposed on g(x), it can
be obtained that
{
n1/2
[
un(x, α + n
−1/2τ)− u˜n(x, α)
]
Ψ(x)
}+∞
−∞
= 0, and also that
n1/2
[
ln(α+ n
−1/2τ)− l˜n(α)
]
= −
∞∫
−∞
n1/2
[
un(x, α + n
−1/2τ)− u˜n(x, α)
]
dΨ(x) =
= τ ·
1
1− α2
· Eε21 ·
+∞∫
−∞
gdΨ + oP(1)
uniformly on |τ | ≤ Θ.
Let α̂n be a n
1/2-consistent solution of (1), that is n1/2(α̂n − α) = OP(1). Since
n1/2ln(α̂n) = n
1/2 l˜n(α) + λ(α)n
1/2(α̂n − α) + oP(1) = 0,
then
n1/2(α̂n − α) = −[λ(α)]
−1 · n1/2 l˜n(α) + oP(1).
Consider the process
n1/2 l˜n(α) = n
−1/2
n∑
k=1
∂εk(θ)
∂θ
·Ψ(εk).
If we denote
∂ε˜k(α)
∂θ
=
∞∑
j=1
jαj−1uk−j,
then
E
(
∂ε˜k(α)
∂θ
−
∂εk(α)
∂θ
)2
= E
 ∞∑
j=k+1
jαj−1uk−j
2 ≤ cαk1
for some α1, 1 > α1 > |α|.
E
∣∣∣∣∣n−1/2
n∑
k=1
(
∂ε˜k(α)
∂θ
−
∂εk(α)
∂θ
)
Ψ(εk)
∣∣∣∣∣ ≤
≤ n−1/2
n∑
k=1
{
E
(
∂ε˜k(α)
∂θ
−
∂εk(α)
∂θ
)2}1/2
·
{
EΨ2(εk)
}1/2
≤
≤ cn−1/2
n∑
k=1
αk1
{
EΨ2(εk)
}1/2
= cn−1/2
(
EΨ2(ε1)
) n∑
k=1
αk1 = o(1). (∗)
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Since ξk :=
∂ε˜k(α)
∂θ
Ψ(εk) is strictly stationary and forms a martingale-difference, then the central
limit theorem can be applied to it:
n−1/2
n∑
k=1
ξk−→N
0,E
 ∞∑
j=1
jαj−1u−j
2 · EΨ2(ε1)
 .
Because of the proved property (*) we obtain
n1/2l˜n(α)−→N
0,E
 ∞∑
j=1
jαj−1u−j
2 · EΨ2(ε1)
 .
n1/2(α̂n − α) = −[λ(α)]
−1 · n1/2 l˜n(α) + oP(1)−→N
0,
E
(
∞∑
j=1
jαj−1u−j
)2
· EΨ2(ε1)(
+∞∫
−∞
gdΨ
)2
· 1
(1−α2)2
(Eε21)
2
 .
Since
E
 ∞∑
j=1
jαj−1u−j
2 = Eε21
1− α2
,
then
σ2Ψ(α) = (1− α
2)
EΨ2(ε1)
Eε21
(
+∞∫
−∞
gdΨ
)2 ,
what proves theorem 2.
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