A Streamlined Upwind Petrov-Galerkin (SUPG) stabilized finite-element discretization has been implemented as a library into the FUN3D unstructured-grid flow solver. Motivation for the selection of this methodology is given, details of the implementation are provided, and the discretization for the interior scheme is verified for linear and quadratic elements by using the method of manufactured solutions. A methodology is also described for capturing shocks, and simulation results are compared to the finite-volume formulation that is currently the primary method employed for routine engineering applications. The finite-element methodology is demonstrated to be more accurate than the finite-volume technology, particularly on tetrahedral meshes where the solutions obtained using the finite-volume scheme can suffer from adverse effects caused by bias in the grid. Although no effort has been made to date to optimize computational efficiency, the finite-element scheme is competitive with the finite-volume scheme in terms of computer time to reach convergence.
I. Introduction
FUN3D is a finite-volume code developed at the NASA Langley Research Center for solving fluid-dynamic problems associated with the analysis and design of aerospace vehicles. [1] [2] [3] [4] [5] [6] The code is widely distributed and used for aerospace and nonaerospace applications by hundreds of users throughout the government, industry, and academia. The underlying technology is comprised of a finite-volume spatial discretization using Roe's approximate Riemann solver 7 with the unknowns located at the vertices of the mesh, where the solution is advanced at each time step using an implicit scheme based on backward-Euler time differencing and a simple Gauss-Seidel iteration scheme. Although this code has been quite successful for many applications, there are several drawbacks where improvement is needed. First, although the extent of the stencil is fixed, data is required from two layers of nearby neighbors, thereby increasing the difficulty in obtaining, maintaining, and extending, an exact linearization of the residual. This capability is important for obtaining sensitivity derivatives for simulation-based design, which is a unique capability of the code. The difficulties associated with linearizing the residual also raise the burden for using strong solvers often needed to achieve iterative convergence of the analysis problems, which can also be critical for achieving converged adjoint solutions. Secondly, with the current technology, there is no immediate means for extension to higher-order accuracy that does not also further extend the stencil, thereby exacerbating the problem previously discussed. Finally, while accurate results can be obtained on tetrahedral meshes, more elements are typically required when compared to hexahedral or even mixed-element meshes. To address these issues, the purpose of the current work is to eliminate the requirement for the large stencil, provide a clear path for higher-order schemes, and to improve the accuracy for tetrahedral elements.
Because finite-element methods can achieve arbitrary-order discretization accuracy using only nearestneighbor data structures, these methods immediately offer a clear solution to the first two problems. In method that accounts for the convective coupling of the Reynolds-averaged Navier-Stokes equations and the turbulence model, whereas the viscous interface fluxes are formed using a symmetric interior penalty method. 12 With the exception of the reference solution, the other computations have all been performed on the same mesh, and that on this mesh, the discontinuous-Galerkin solution contains over one million degrees-of-freedom, whereas the other solutions only contain about 230,000. As seen in Fig. 1(b) , the SUPG solutions demonstrate significantly better accuracy than those obtained using the finite-volume scheme, with the discontinuous-Galerkin results laying approximately midway between the two. The SUPG results obtained using linear elements, which have the same nominal order-of-accuracy as the finite-volume scheme, exhibit much less smearing of the profile and are able to capture the wake deficit with many fewer points. The fact that the stabilized finite-element results are quite good, despite being computed on triangular elements, gives credence to the claim that the SUPG scheme provides improved accuracy over the finite-volume scheme for this element type. A second case is presented in Fig. 2 for the NACA 0012 airfoil, computed on the same series of meshes originally developed for the workshop previously mentioned. The freestream conditions for this case correspond to transonic flow, as evidenced by the shock wave located at approximately sixty percent chord on the upper surface of the airfoil. Here, a reference solution is again obtained using the finite-volume scheme with quadrilateral elements and comparisons are made with the finite-volume and finite-element schemes computed on triangular meshes. Specifically, the coarse-, medium-, and fine-mesh triangular grids contain 14,576, 57,824, and 230,336 nodes, respectively, whereas the reference quadrilateral mesh contains 919,428 nodes. As seen, the stabilized finite-element scheme again exhibits much less sensitivity to the mesh when compared to the finite-volume scheme, achieving mesh-independent shock positions with only 14,576 nodes.
The SUPG stabilized finite-element scheme can apparently address all three issues identified with the finite-volume discretization in FUN3D and, therefore, this scheme has been implemented as a library that can be compiled and linked with the main body of the flow solver. This work is ongoing and preliminary results have previously been reported in Ref. 28 . Note that interest in the SUPG scheme among FUN3D developers dates back to the 1998 Ph.D. thesis of Bonhaus. 38 In that reference, two-and three-dimensional high-order results are obtained for inviscid flows, and laminar simulations are presented for two-dimensional flows. In the remaining sections of the paper, detailed descriptions of the new implementation for turbulent flow are provided, with results included to illustrate and evaluate the accuracy and performance of the scheme. 
II. Governing Equations
The governing equations are the compressible, Reynolds-Averaged Navier-Stokes equations augmented with the one-equation Spalart-Allmaras turbulence model 39 that has been modified from the original model 40 to allow for negative values of the turbulence model working variable and will subsequently be denoted as the negative SA turbulence model. The equations can be expressed in the following conservative form:
where Ω is a bounded domain. The vector of conservative flow variables Q, the inviscid and viscous Cartesian flux vectors, F e and F v , are defined by:
Here, ρ , p, and E denote the fluid density, pressure, and specific total energy per unit mass, respectively, u = (u, v, w) represents the Cartesian velocity vector, andν represents the turbulence working variable in the negative SA model. The pressure p is determined by the equation of state for an ideal gas,
where γ is the ratio of specific heats, which is 1.4 for air. The subscripts on τ represent the components of the viscous stress tensor, which is defined for a Newtonian fluid as,
where δ ij is the Kronecker delta and subscripts i, j, k refer to the Cartesian coordinate components for x = (x, y, z). µ refers to the fluid dynamic viscosity and is obtained via Sutherland's law. 41 In Eq. (5), µ T denotes the turbulence eddy viscosity, which is obtained from the negative SA model by:
The source term, S, in Eq. (1) is given by S = [0, 0, 0, 0, 0, S t ] T , where the components for the continuity, momentum and energy equations are zero. The source term corresponding to the turbulence model equation takes the following form:
where the production term is given as
and the destruction term is defined as
In Eq. (7), (8) , and (9), ν denotes kinematic viscosity that is the ratio of dynamic viscosity to density, µ/ρ. Additional definitions associated with the production and destruction terms are given as:
and
where the vorticity vector is given by, − → ω = ∇ × u and d represents the distance to the nearest wall.
The constants in the negative SA model are given as: c b1 = 0.1355, σ = 2/3, c b2 = 0.622, c t3 = 1.2, c t4 = 0.5, κ t = 0.41, c w1 = c b1 /κ 2 t + (1 + c b2 )/σ, c w2 = 0.3, c w3 = 2 c v1 = 7.1, c v2 = 0.7 and c v3 = 0.9. κ and T denote the thermal conductivity and temperature, respectively, and are related to the total energy and velocity as,
where P r and P r T are the Prandtl and turbulent Prandtl number that are set to 0.72 and 0.9, respectively. In the case of laminar flow, the governing equations reduce to the compressible Navier-Stokes equations, where the turbulence model equation is deactivated and the turbulence eddy viscosity, µ T , in the fluid viscous stress tensor and the thermal conduction term vanishes. For the purpose of the spatial discretization, the Cartesian viscous fluxes are rewritten in the following equivalent form:
where the matrices G ij (Q) are determined by
III. SUPG Stabilized Finite-Element Formulation
In the streamline upwind/Petrov-Galerkin method, the discretized system of equations is written as the following weighted residual formulation, (15) corresponds to a standard Galerkin discretization, the second row provides dissipation for stability, and the contributions on the last row are penalty terms used to enforce boundary conditions and for capturing shocks. These terms will be discussed in greater detail in subsequent sections. The stabilization matrix, [τ ] , is used to compensate for lack of dissipation in the stream-wise direction 16 and for inviscid flows, is obtained using the following definitions,
Here, M corresponds to the number of basis functions within the element and the repeated index i implies summation over all the values of i (i = 1, 2, 3). φ j denotes the polynomial basis function associated with each node and is the same as the weighting function.
[T] and [Λ] denote, respectively, the matrix of right eigenvectors and the diagonal matrix of eigenvalues of the left hand side matrix in Eq. (17) . The inverse of the stabilization matrix is evaluated at each Gaussian quadrature point for volume integrations and [τ ] is then obtained by means of local matrix inversion. To maintain design order-of-accuracy for viscous flows, additional terms are required when the Reynolds number is decreased and viscous terms dominate.
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Specifically, the stabilization matrix in this case is appended with a viscous contribution, given as,
where the summation in the second term is taken over the repeated indices, i and k (i, k = 1, 2, 3), and the definitions of [G ik ] corresponds to those given in Eq. (14) . Integrating the volume integral on the first line of Eq. (15) by parts results in both volume and surface integral contributions so that the resulting system of equations to be discretized can be written as:
Note that the last row now includes the same terms as in Eq. (15) in addition to the surface integral resulting from the integration by parts. The first and second terms on the last row are used in implementing the boundary conditions.
On solid walls, either strong or weak enforcement of the boundary conditions can be used. For strong enforcement, N Γ is not used, while the velocity components are initialized to zero. To maintain no-slip velocity at the wall during the iterative process, the appropriate residual values are set to zero and the linearization matrix is modified so that unity on the diagonal is the only term surviving on the row. For the energy equation, a similar treatment is used when a constant temperature wall is desired, while the normal gradient of the temperature is set to zero for an adiabatic wall. By following this procedure with strong boundary conditions, the computation of viscous fluxes is unnecessary and the effects are automatically accounted for through the matrix. In the results presented in this paper, weak boundary conditions are used, which are adopted from techniques originally developed for discontinuous-Galerkin schemes, 43 and taken directly from Ref. 25 . As reported in Ref. 44 , and submitted to the 4th High-Order Workshop by the current authors, using these boundary conditions enabled super convergence with SUPG stabilized finite-elements for a laminar Joukowski airfoil case. Ref. 45 also demonstrated that weak boundary conditions, with appropriately defined cost functions, provide adjoint solutions that vary smoothly near solid walls. Although not used in this work, an alternate approach that is demonstrated to yield smooth adjoint solutions is that of Ref. 46 .
As mentioned previously, N Γ in Eq. (19) represents penalty terms, which are given as
In Eq. (20), φ + j represents the basis functions associated with the element immediately adjacent to the boundary evaluated at the wall. The variable Q b represents a boundary state that reflects the state quantities desired at the wall, and Q h represents the dependent variables evaluated at the wall obtained from the adjacent element. The gradients are also evaluated from the element adjacent to the wall. The penalty parameter, η, is given by
where P is the order of the basis functions, D represents the space dimensions, and V + k and S + k represent the volume and surface area, respectively, of the element adjacent to the boundary.
In the far field, Roe's approximate Riemann solver 7 is used to evaluate the inviscid terms in the first integral on the last row of Eq. (19) and viscous stresses are assumed negligible. Because Dirichlet boundary conditions are not used on these boundaries, the penalty term, N Γ is not required.
IV. Time Advancement
To advance the solution toward a steady state, the density, velocity components, temperature, and the turbulence-model working variable are tightly coupled and updated using a Newton-type algorithm. Although there are differences between the current approach and those used in Refs. 47 and 48, there are many similarities and elements are borrowed from both approaches.
Here, an initial update to the flow variables is computed using a locally varying time-step parameter that is multiplied by the current CFL number, which is adjusted during the iterative process to provide global convergence. Using the full update of the variables, the L 2 norm of the unsteady residual is compared to its value at the beginning of the iteration. If the L 2 norm after the update is less than one half of the original value, the steady residual is then computed and the CFL number is doubled if the steady residual does not increase by more than 20 percent; otherwise the CFL number is left unchanged. If the L 2 norm reduction target is not met, a line search is conducted to determine an appropriate relaxation factor. Before conducting the line search however, the solution after applying the full update is examined, and the maximum value for the line-search parameter is limited if either density or temperature is being driven negative. If the maximum value for the relaxation factor is less than a predetermined small value (currently 0.02), the update is rejected and the CFL number is reduced by a factor of ten. Otherwise, the L 2 norm of the residual is determined at four locations along the search direction between zero and the maximum update limit determined from realizability conditions described above. Using the four L 2 norm values of the residual, the optimal relaxation factor is determined by locating the minimum of a cubic polynomial curve fit through the samples. The solution is then updated using the relaxation factor and the CFL number is neither increased nor decreased.
Unlike in Ref. 47 , during the process of determining whether to increase or decrease the time step, the result from the linear solver is not explicitly considered. At each nonlinear iteration, the linear system is approximately solved using the generalized minimal residual (GMRES) algorithm 49 with a preconditioner based on an incomplete lower upper (LU) decomposition with two levels of fill 50 and a Krylov subspace dimension of 200. Using GMRES, the residual norm for the linear system is guaranteed to be reduced with each additional search direction. Whether or not predetermined tolerances for the linear system are met, the updated flow variables are used during the line search. If the linear system is poorly solved, the nonlinear residual based on the flow equations can often still be reduced. In situations where this is not the case, the next update is inevitably rejected during the line search.
Note that the solution variables used for the finite-element discretization differ from those normally stored in the FUN3D finite-volume discretization, which solves for nondimensional conserved variables. The choice in solving for temperature directly in the finite-element discretization has been made to facilitate computations of real-gas flows where the equation of state is invariably given directly in terms of density and temperature. This choice is also made because when these variables are expressed using linear elements, their second derivatives are zero and, hence, the only contribution to the viscous terms on the second line of Eq. (19) are through variations in the viscosity.
Similar to Ref. 51 , the turbulence working variable is expressed in terms of an alternate variable, η, which is scaled by a constant and replacesν as the dependent variable,
Because the line search targets the reduction in the L 2 norm of all the variables, scaling to adjust the relative size of the turbulence-modeling residual with respect to the other equations may be beneficial. Essentially, the importance of the turbulence model can be either increased or decreased to effect the nonlinear convergence path. As with Ref. 51 , and demonstrated in Fig. 3 for the ONERA M6 case presented later, using scale factors can have substantial effects on the convergence history. One should also note that with scaling, the initial level of the residual for the turbulence model is adjusted proportionally, with a corresponding adjustment in the achievable level of convergence.
While rescaling serves to rebalance the relative importance of the turbulence model in driving the convergence of the nonlinear system of equations, it also has an interesting effect on the linear system that does not correspond to simply scaling the entire row. To explain, consider first a block 6 × 6 entry in the global matrix taken from a row corresponding to an arbitrary point in a viscous flow simulation, and assuming a scale factor of 1000. Before scaling, as seen in Table 1 , the last row has elements for the first 5 columns that are as much as 150 times larger than the sixth column, which is the linearization of the turbulence model with respect toν. Also observe that in the first five rows, the entries in the sixth column are small relative to the other entries on their respective rows. The scaled variable, η, which is 1000 times less thañ ν, replacesν as the working variable for the turbulence model and thereby changes the entries in the block.
In computing the last row in Table 2 , the first five columns after scaling use the same linearization as before except that η assumes the role previously occupied byν. Because η is 1000 times smaller thanν, the effect is that the magnitudes of these entries are reduced by a corresponding amount. However, the sixth column on the same row remains exactly the same as before the scaling. For similar reasons, the sixth column of the first five rows are correspondingly increased, but their relative magnitudes, even after scaling, remain small compared to the other entries on these rows. The effect of this procedure is that the coupling of the flow variables in the turbulence model equation is substantially weakened. This suggests that benefits may be attained for an algorithm that loosely couples the turbulence model and the flow equations by applying the scaling and updating the turbulence model prior to updating the flow equations, where the terms from the turbulence model appear only on the right-hand-side. This procedure may also be beneficial to iterative methods or preconditioners that do not include pivoting strategies. 
V. Blending Functions
During implementation, there are numerous nondifferentiable functions, such as max(x, y) and min(x, y), that could potentially impede convergence. For example, in the turbulence model, the result of a minimization comparison is used to limit the size of r in Eq. (12) to avoid floating-point overflow when it is subsequently raised to the sixth power. To provide similar, but differentiable, functionality, a smooth approximation is used for this term given by: 
Here, φ designates a smoothed approximation to the absolute value and is given by
Although not discussed further, other functions, such as the Kreisselmeier-Steinhauser function 52 have also been used in place of Eq. (23) with good success. Note that in using these type of approximations, care needs to be given to the choice of to account for the relative scale of the variables being compared, and so that the results are independent of the physical scale of the mesh.
Another function that is used in multiple capacities is a smooth ramp that is zero until an initial threshold, x s , is reached. The function then smoothly increases to unity when a terminating threshold, x e , is achieved. Here, a simple trigonometric function is used and is given as
where
VI. Shock Capturing
Without additional dissipation, the stabilized finite-element method would not contain suitable levels of dissipation for capturing strong gradients on meshes lacking proper resolution. One mechanism to achieve this goal is to augment the physical viscosity so that the width of the shock can be resolved by the local mesh size (see e.g., Refs. 53 and 54). The approach relies on the observation that the width of a shock h s , the jump in velocity across the shock ∆u, and the viscosity at the sonic point ν * , are related by the following approximate expression,
The general procedure is to simply augment the local physical viscosity in the Navier-Stokes equations so that the thickness of the shock spans a single mesh cell, or perhaps a subcell for higher-order methods.
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While straightforward implementation of technique has been examined in the course of the current work, a slight modification of this approach, that appears to be more robust in numerical experiments, is to simply add a penalty term to the weak formulation as given by the last term in Eq. (19) . This is largely equivalent to adding extra viscosity to the diagonal elements of the G ij (Q) terms in Eq. (14) , but also adds viscosity to the continuity equation. In the current implementation, the velocity jump across shocks is approximated by simply using the local convective speed, and the desired shock width is specified to be the local cell width, which is computed as the volume of the element divided by its surface area. Use of the simplified shock-capturing term instead of augmenting the physical viscosity guarantees that the additional dissipation is affected through a symmetric positive-definite matrix and numerical experiments have indicated that a somewhat more robust algorithm results.
Using the simplifying assumptions regarding the shock width and the velocity jumps, the form of the viscosity is given as
The function ψ(ξ) is a switching function that attempts to smoothly activate the additional dissipation only in local regions as needed. For this, the blending function given by Eq. (25) is used with the lower bound of 0.05 determined through numerical experiments such that the switch is inactive for smooth flows. Similarly, an upper threshold of 0.1 has been determined as a conservative choice so that once the switch is initiated, it reaches a maximum value of unity relatively quickly. These values are used for all the computations shown in the present work. Without the capability to delay the presence of nonzero switch values, the switch would be nonzero throughout much of the field, thereby rendering the entire scheme to be only first-order accurate, independent of the polynomial degree of the basis functions.
The argument for the switching function is based on the shock-detection switch devised by Larsson,
Two modifications have been made to the Larsson switch to make it differentiable. First, the shock sensor is intended to only be used when the divergence of the velocity is negative, thereby activating only in compressive regions of the flow, however, a binary switch that tests the sign of the divergence of the velocity is not differentiable. Instead, the divergence is multiplied by a "squashing" function that maps the product of the divergence and the element length scale to a smooth function that is zero for positive values, and smoothly increases to unity over a small range of negative values, currently set to (0.0, −0.001). Note that the multiplication with the length scale is required so the results do not depend on arbitrary scaling of the mesh that would result if using the divergence. To achieve this objective, a ramping function similar to that given in Eq. (25) is used.
A second modification concerns the determination of the maximum value of the two variables in the denominator, which are intended to turn off the shock switch inside boundary layers. Once again, to promote differentiability, the smooth maximum function given by Eq. (23) is used. As with the divergence, to avoid results that depend on scaling of the mesh, this function should be applied using ωh s and c as arguments, and dividing by the length scale afterward.
VII. Results

VII.A. Manufactured Solutions
The method of manufactured solutions 57 is used to verify the correctness and establish the order-of-accuracy of the stabilized finite-element discretization as implemented in FUN3D. Because FUN3D does not currently support general partitioning for higher-order elements, the routines from FUN3D have been adapted to the testing environment provided by FUNSAFE, 20, 25, 35, 36 which is a suite of finite-element codes originally developed by professors and research professors while at the Chattanooga campus of the University of Tennessee, and subsequently extended by numerous graduate students for further development in fluid dynamics, 45, 58, 59 electromagnetics, 60-62 and acoustic metamaterials. 63 Although the routines in FUN3D are newly developed, the essential data structures for both codes remains very similar, thereby facilitating incorporation of the FUN3D residual routines into the FUNSAFE infrastructure.
The forcing functions are derived from the following trigonometric functions: 
The function used forν is specifically selected to ensure both positive and negative values to exercise the alternate flow paths within the negative SA turbulence model. For all element types, a series of sequentially refined meshes is used. For tetrahedral elements, individual meshes have been created, whereas the meshes for the other element types are generated from an initial hexahedral mesh, with random perturbations applied to the interior nodes to impose nonuniform spacing between the points. Note that for the pyramidal element, additional nodes are required to establish valid connectivity across the domain. The observed order-of-accuracy between two meshes may be evaluated as,
where 1/2 represents the error on the coarse/fine mesh, respectively, computed using either the L 1 or L 2 norm. The mesh spacing is estimated as h = (
for three-dimensional elements, where N is the total number of nodes in the field. Note that in the above evaluation for the observed order, the coefficient in the discretization error is assumed to be independent of the mesh size, which is true once in the asymptotic range.
For numerical integration, when the dependent variable is represented by a polynomial basis of order P , volume integrals are evaluated using quadrature formulas that exactly integrate polynomials of order 2P . In some applications, customized quadrature rules or specialized formulas are sometimes used for certain element geometries. The use of these rules in some cases can reduce the number of sampling points required to obtain rank-sufficient matrices, or for avoiding numerical difficulties such as locking in structural elements. Use of these rules, and the effects on convergence, should be carefully investigated prior to implementation. To this end, customized quadrature rules are not used in the current work.
The achieved order-of-accuracy for linear (second-order) and quadratic (third-order) tetrahedral, hexahedral, pentahedral, and pyramidal elements is shown in tables 3 to 6. As seen, all elements achieve their design order-of-accuracy. Numerical integration for tetrahedral, pentahedral, and hexahedral elements use standard Gauss quadrature points and weights readily available in the literature. The basis functions for pyramidal elements are derivable from hexahedral elements and, as such, the quadrature rules for hexahedral elements are used for numerical integration. Standard 2 × 2 × 2 and 3 × 3 × 3 product rules are used for the linear and quadratic pyramidal elements, respectively. Table 4 . Achieved order-of-accuracy for hexahedral elements.
Linear
Quadratic Table 6 . Achieved order-of-accuracy for pyramidal elements.
Quadratic 
VII.B. 3D Swept Bump
To demonstrate the increased accuracy of the SUPG scheme over the finite-volume scheme on tetrahedral meshes, a simulation, initially reported in Ref. 28 , is repeated and results are shown in Figs. 4, 5, and 6. Repeating the simulations here is for completeness to illustrate some important points regarding the relative accuracy of the SUPG scheme and the finite-volume scheme. The geometry, depicted in Fig. 4 , is a swept three-dimensional bump in a channel, which is a verification case described on the NASA Turbulence Modeling Resource (TMR) web site. 64 A tetrahedral mesh, shown in Fig. 4(a) is used to illustrate the geometry, whereas nominal contours of pressure coefficient are shown in Fig. 4(b) to illustrate the problem. Profiles of the v-component of velocity, obtained from simulations with linear elements, are shown below in Fig. 5 . A reference solution, obtained using the finite-volume scheme on a hexahedral mesh with 59 million nodes, is also included as a datum for comparison. Finite-element and finite-volume results obtained on tetrahedral meshes that have been derived from the hexahedral meshes are also shown. Note that division of the hexahedrons has been done so that all elements are cut in the same direction to introduce bias into the mesh because difficulties associated with uniform biasing of the elements are known to be somewhat problematic for the finite-volume scheme as reported in Refs. 28, 65 and 66. As seen in Fig. 5(a) , the finitevolume solution on the tetrahedral mesh is quite poor, even with almost a million nodes in the mesh. As such, results on coarser meshes will not be shown as they simply degrade further. Instead, finite-volume solutions computed on hexahedral meshes are used to provide comparisons with the finite-element scheme on tetrahedral meshes. Velocity profiles obtained using the SUPG scheme on the tetrahedral mesh agree very well with the reference solution, as well as a finite-volume solution obtained on a pure hexahedral mesh. On coarser meshes, the finite-element scheme continues to achieve accuracy on tetrahedral meshes comparable to the finite-volume scheme on hexahedral meshes. Finally, note that the SUPG scheme achieves better accuracy on a tetrahedral mesh with only 18 thousand nodes, than is achieved by the finite-volume mesh with almost one million nodes. While the intentional bias introduced into the mesh clearly adversely effects the finite-volume scheme, the finite-element scheme is much more impervious to the biasing. To assess potential gains in accuracy for the finite-element scheme that may be realized on hexahedral meshes, a comparison of results obtained on both tetrahedral and hexahedral meshes is shown in Fig. 6 . On the finest mesh, no substantive improvement is observed by using hexahedrons when comparing the solutions against the reference solution, but, as seen in Fig. 6(b) and Fig. 6(c) , benefits of using hexahedral meshes become more apparent as the grid is systematically coarsened. In summary, the significance of the cumulative results is that the accuracy of the stabilized finite-element scheme on tetrahedral meshes can be comparable to the finite-volume scheme on hexahedral meshes and that further gains in accuracy in the finite-element solutions can be achieved using hexahedral meshes.
VII.C. Shock Capturing
To demonstrate the effectiveness of the shock capturing method, two examples are provided. The first example is a transonic flow over the wing used for the Third Drag Prediction Workshop. 67, 68 This particular combination of geometry and flow conditions allows computations to be run beginning from freestream values without the need for using the shock smoothing function, thereby allowing the effects of the shock capturing algorithm to be observed in isolation while still achieving iterative convergence. The wing, depicted in Fig. 7(a) , is simulated at a freestream Mach number of 0.76, an angle-of-attack of 0.5
• , and a Reynolds number, based on the mean aerodynamic chord, of Re = 5.0 × 10 6 . From Fig. 7 (a) a shock is apparent on the upper surface of the wing, extending from the wing root outward to the tip. Computed pressure distributions have been obtained along the black line positioned toward the wing tip, and are shown in Fig. 7(b) . Without the shock smoothing, large oscillations appear ahead of and behind the shock location. Using the shock sensor, however, these oscillations are essentially eliminated.
A second, more demanding example, is modeled after the circular cylinder case originally considered to illustrate the difficulties in computing hypersonic flows with finite-volume discretizations on tetrahedral meshes. 65, 66, 69, 70 For the test case, a two-dimensional quadrilateral mesh is extruded into a hexahedral mesh with ten spanwise locations. A second mesh is then generated by cutting the hexahedral mesh into tetrahedrons, where the cutting is performed identically in each cell to introduce directional bias into the simulations. For this specific test, the initial two-dimensional mesh consists of 61 nodes distributed circumferentially around the cylinder, with 65 nodes extending from the surface of the cylinder to the outer boundary. Although any influence on the solution caused by the biasing will eventually diminish with grid convergence, the use of the coarse mesh is intended to exacerbate weaknesses with the discretization. A view of the cylinder on both the hexahedral mesh and the tetrahedral mesh is seen in Fig. 8 . As expected, the tetrahedral mesh exhibits uniform biasing of the diagonal elements on the surface of the cylinder as seen in Fig. 8(b) .
The flow conditions correspond to a freestream Mach number of 8.0, and a Reynolds number, based on the radius of the cylinder, of 300, 000. For all the simulations, a constant temperature wall is employed using the adiabatic wall temperature based on freestream values. Note that similar results have also been obtained for a Reynolds number of 3, 000, 000 with no change in conclusions. A baseline solution, which is considered the standard for comparison, is obtained on the hexahedral mesh by using the finite-volume scheme with the LDFSS 71 flux function and a van Albada flux limiter 72 augmented with a pressure limiter. 6 Solutions are then attempted on the tetrahedral mesh and the results are compared with those from the hexahedral mesh.
To obtain the solution for the finite-volume scheme, 2000 iterations with first-order accuracy are first performed to allow an initial shock position to establish. Second-order accuracy is then initiated and the simulation is continued for 15,000 iterations, reducing the residual five orders-of-magnitude from its initial value. At several checkpoints, the upstream shock position and the skin friction values on the surface of the cylinder are periodically examined to verify that no substantive changes are occurring. Because of the limiter, convergence to machine zero is not a simple criteria to enforce, and freezing of this particular limiter is not permitted.
In running the stabilized finite-element scheme, two variants of the shock-smoothing algorithm are additively used. The first variation is a straight-forward use of the shock-smoothing algorithm as described above. The second variation is used only during initial transients to assist in establishing the final shock location. In this second variant, the switching function, ψ(ξ), is simply set to a constant value of unity until the CFL number reaches 50, at which time it is gradually decreased based on the CFL number using the ramping function described by Eq. (25) . Specifically, the switch is decreased to zero beginning at a CFL number of 50, and terminating at a CFL number of 500. At this point, the only additional dissipation added to the scheme is due to the shock sensor with the Larsson-based switch. The motivation for this strategy is based on the assumption that with the smoothing activated throughout the flow field, a shock, independent of where it appears, will be resolvable on the current mesh. Once the shock begins to establish its final position, this smoothing can then be reduced to zero.
The residual convergence history obtained with the SUPG scheme is shown in Fig. 9(a) , with the corresponding history of the CFL number shown in Fig. 9(b) . As seen, the CFL number for this computation is initialized somewhat arbitrarily to 0.1 where it remains over the first 20 iterations. At this point, the CFL number is seen to increase to slightly higher than 10 until approximately iteration 130, which is where the final shock position is established and the CFL rises very rapidly. The residual history is seen to exhibit a fairly "flat" shape until the shock position is established, at which point it rapidly drops to machine zero.
A side view of the pressure contours obtained using the finite-volume scheme on the hexahedral mesh is compared to the solution obtained with the finite-element scheme on the tetrahedral mesh in Fig. 10 . As seen, both solutions are qualitatively similar, and neither one exhibits nonphysical behavior.
A quantitative comparison of the two solutions is provided in Fig. 11 , which examines the pressure coefficient along a horizontal line extending from the leading edge of the cylinder to the outer boundary. As seen, the agreement between the finite-volume solution obtained on the hexahedral mesh, and the stabilized finite-element solution obtained on the tetrahedral mesh is quite good; the shock positions are in good agreement and neither solution exhibits overshoots.
In Refs. 65, 66, 69 and 70, accurate computation of the skin-friction values for the finite-volume scheme on tetrahedral meshes has been demonstrated to be an elusive goal. In Fig. 12 , skin friction values com- puted using the stabilized finite-element scheme on tetrahedrons are compared to those obtained using the finite-volume scheme on the pure hexahedral mesh. As seen, the finite-element solution has slightly higher maximum values and there is some modest bias in the solution, as evidenced by the slightly asymmetric values. Note that even on a symmetric geometry, some asymmetry will be expected unless the mesh is also symmetric; this is particularly true on coarser meshes.
In comparison, a solution on the tetrahedral mesh has also been attempted using the finite-volume scheme. Here, convergence criteria similar to that used for the solution on the hexahedral mesh could not be achieved using the LDFSS scheme. To achieve convergence, a flux-difference splitting scheme 7 is employed, with eigenvalue smoothing added to provide additional dissipation. Because of the coarseness of the mesh, the modified dissipation will manifest itself through the skin-friction values. To achieve a meaningful comparison between the finite-volume solution on both the hexahedral and tetrahedral meshes, the finite-volume solution on the hexahedral mesh has been repeated using the same flux function and limiter as used on the tetrahedral mesh. The results, depicted in Fig. 12(b) , verify the trends observed in Refs. 65, 66, 69 and 70; namely, the results using the finite-volume scheme on the tetrahedral mesh exhibit strong variations across the span of the mesh.
A graphic summary of the results obtained using the finite-volume and finite-element schemes on tetrahedral meshes is presented in Fig. 13 . Contours of skin friction computed using the finite-volume scheme on a hexahedral mesh are shown in Fig. 13(a) and, as expected, the solution is uniform across the span of the cylinder, reflective of the inherent symmetry in the mesh. In Fig. 13(b) , the finite-element solution obtained on the biased tetrahedral mesh exhibits some slight spanwise variation, most notably immediately adjacent to the symmetry planes. Finally, the results for the finite-volume discretization on the tetrahedral mesh, shown in Fig. 13(c) , are substantially poorer than the finite-element solutions on the same mesh and, as observable from the scale, yield higher skin-friction values than the finite-element solution. The stabilized finite-element solution is much less sensitive to the biased elements in the mesh and may provide a viable scheme for computing high-speed flows on tetrahedral meshes. • , Re = 3.0 × 10 5 .
(a) Finite-volume hexahedral mesh.
(b) Finite-element tetrahedral mesh. 
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VII.D. Iterative Convergence and Timing Comparisons
To examine the effectiveness of the time-advancement method, simulations for transonic flow over the ONERA M6 wing 73 are initially considered. The flow conditions for the simulations correspond to a freestream Mach number of 0.84, an angle-of-attack of 3.06
• , and a Reynolds number based on mean aerodynamic chord of 11.8 × 10
6 . A sequence of four meshes is used for the simulations and comparisons in pressure distribution, residual convergence, and time to solution are made between the finite-element methodology and the baseline finite-volume algorithm. The parameters associated with each mesh are given in table 7. Note that the geometry is specified in millimeters so the Reynolds number used for the computation reflects scaling by the mean aerodynamic chord of 646.07 and the wall spacings correspond to estimated y + values of approximately 3, 2, 1.5, and 1.0, respectively. For comparison purposes, the finite-element and finite-volume schemes are both executed using the same number of cores, which is also indicated in the table. The surface mesh on the smallest grid is shown in Fig. 14(a) , with computed pressure contours shown in Fig. 14(b) . Although the volume mesh is relatively coarse, the surface mesh has substantial resolution, which allows for well resolved shock structures, even on such a coarse mesh. Residual convergence for the finite-element scheme on the finest mesh is depicted in Fig. 15(a) with the corresponding CFL history shown in Fig. 15(b) . As seen in Fig. 15(a) , modest reductions in the residual are achieved over the the first 110 iterations, at which point, the domain of attraction to the root is obtained and drastic reductions in the residual are observed. The relatively small reductions in the residual prior to iteration 110 are due to the establishment of the shock structure in the flow field. As with the example depicted in Fig. 3 , the residual for the turbulence model reaches a lower value than for the flow equations due to the scaling.
The CFL number for these simulations, as shown in Fig. 15(b) , is initialized to unity and after a brief initial increase, is decreased to below one within the first 5 iterations. From there, it is systematically, although slightly erratically, increased to the maximum value allowed at which point the residual is rapidly reduced. After reaching machine zero, further reduction of the residuals can no longer be achieved and the line search, being unsuccessful, consequently reduces the CFL number. Note that while a maximum CFL number of only 25,000 is used, this choice is somewhat arbitrary and values as high as 1 million have been used during testing. The current choice is only because the increased rate of convergence attributable to the higher CFL number has been observed to be fairly minor once the solution is close to the root, saving only a few iterations. Pressure distributions along two spanwise locations are provided for comparison in Fig. 16 . The spanwise positions are both toward the wing tip and correspond to the two black lines extending along the chord in Fig. 14. Note that while one of the lines is easily discernible, the other is located where the wing and the end cap join, and is somewhat difficult to visualize. Figure 16 demonstrates that there is very little variation in the pressure distributions observable in the finite-element solutions as the mesh is refined. Of particular interest, depicted in the close-up view in Fig. 16(e) , is that the shock at the outer most spanwise station is present on all meshes except the tiny one. As seen in Fig. 16(f) , somewhat more variation is observed in the finite-volume solutions where, at the outermost span-wise station, the simulation fails to resolve the shock wave even on the finest mesh. Note also that in the finite-volume simulation, no additional smoothing or flux limiting is used so that any dissipation is either physical dissipation or is inherent in the scheme. These results are consistent with those presented for the transonic airfoil in the introduction, although somewhat less dramatic because here, even the tiny mesh has relatively high surface resolution.
Iteration
The iterative convergence between the baseline finite-volume scheme and the time-advancement scheme used for the finite-element algorithm is compared in Fig. 17 . For convenience, the convergence of the finiteelement scheme, previously presented in Fig. 15 , is repeated here to facilitate comparison. The finite-element solver converges to machine precision in approximately 125 iterations, whereas the finite-volume scheme requires 20,000. Note that while both schemes use the negative SA model, for this case the finite-volume scheme uses first-order accurate convection because the residual could not otherwise be decreased to machine precision. As expected, the finite-element scheme converges in much fewer iterations than the finite-volume scheme simply because the algorithm makes far fewer assumptions in the linearization of the residual and uses a much stronger linear solver. Although not shown, only minor differences are observed in the pressure distributions obtained using the first-order and second-order accurate convective terms for the turbulence model.
In examining the convergence history, the majority of iterations required to converge the SUPG scheme occur in the first 110 steps, which is when the shock position is being established. To examine the convergence for a case without a shock, a subsonic case is considered and is presented in Fig. 18 . As expected, the residual is reduced much more rapidly in this case, with the flow variables reaching machine precision in only 60 iterations, with the turbulence model requiring approximately 80 time steps. In contrast, a notable decrease in convergence rate is observed for the finite-volume scheme when compared to the convergence for the transonic case. Recall that in the transonic case, the finite-volume scheme was run using the negative SA model with first-order accurate convective discretization of the turbulence model because the residual would otherwise "hang". In the subsonic case, the negative SA model is again used, but second-order discretization of the convective term in the turbulence model is used to render a more neutral comparison. The presence of the second-order differencing may likely be the cause in the difference in convergence between the transonic and subsonic cases for the finite-volume discretization.
While iterative convergence is interesting, the computer time to reach convergence is the metric that should ultimately be evaluated. The transonic and subsonic flows over the ONERA M6 wing are used for this initial assessment, simply because both the finite-element and finite-volume methodologies converge well and provide reasonably accurate results. However, there are several caveats that should be considered. First, in comparing the timings, both schemes are run on the same machine using the same number of processors. There have been no studies conducted with the finite-element scheme to determine optimal balancing of the number of nodes across processors to achieve good performance. Similarly, there has been no attempt to date to address coding or algorithmic issues with the SUPG scheme; the results are still preliminary and many improvements can be easily identified. Second, in comparing timings, the most meaningful measure would account for the accuracy of the obtained solution. In this vein, it would be interesting to compare results for the 3D swept bump presented earlier. There, the finite-element solution on a tetrahedral mesh with only 18 thousand mesh points is far superior to the finite-volume solution with almost 1 million nodes. Clearly, timing comparisons should be used as a general gauge and can not be universally applied based on a limited number of test cases. The purpose of the comparisons at this stage of development is to evaluate the relative cost to guide future development.
A summary of time to achieve iterative convergence for the transonic and subsonic ONERA M6 cases is provided in Fig. 19 . In Fig. 19(a) , the baseline finite-volume scheme appears to require approximately half the computer time as the finite-element scheme to converge the flow variables, while a somewhat smaller ratio is required to converge the turbulence model. Recall, however, that the finite-volume scheme uses only first-order accuracy for the convective terms in the turbulence model, which undoubtedly aids in convergence, especially since the scheme would not converge at all using second-order discretization for this term. In the subsonic case, the SUPG scheme clearly converges in less time than the finite-volume scheme, which has not reached machine precision after twice as much computer time.
To date, no consideration has been given to the performance of the finite-element code. The goal has been to simply evaluate the viability of the scheme and to demonstrate that much improved accuracy can be achieved when compared to the finite-volume scheme. Specifically, no effort has been devoted to cache considerations or culling wasteful and duplicative regions of code. A brief analysis of the run time indicates that the vast majority of the time is spent computing the linearization matrix, followed closely by the incomplete LU decomposition used as a preconditioner for GMRES. These operations are currently repeated at every iteration of the flow solver and clearly consume most of the computer time. Another important observation is that in previous studies for time-dependent flows, 25, 36 the linearization can be frozen for as many as 50 time steps, thereby minimizing the computation required to recompute the matrix and perform an approximate LU decomposition.
A final result is presented in Fig. 20 . In examining the pressure distributions in Fig. 16 , one could reasonably claim that the SUPG scheme achieves similar accuracy on either the medium-or coarse-sized mesh that is only achieved using the finite-volume scheme on the fine mesh. Comparing the time to solution for the SUPG scheme on the medium mesh with that of the finite-volume scheme on the fine mesh, the wallclock time is observed to be approximately equal for the turbulence model to reach convergence. However, recall from Table 7 that the results on the fine mesh are obtained using 320 cores, whereas the results on the medium mesh are obtained using only 128 cores. Because the figure compares wall time and not total CPU time, the SUPG scheme ultimately requires less than half the total resources as the finite-volume scheme for similar accuracy. 
VIII. Summary and Future Work
A stabilized finite-element discretization has been developed and implemented as a linkable library within the FUN3D flow solver. The accuracy of the scheme has been verified for linear and quadratic basis functions on tetrahedral, hexahedral, prismatic, and pyramidal elements. A time-advancement algorithm has been developed and demonstrated for transonic and subsonic flows, as well as for a hypersonic test case. This hypersonic test case also serves as an initial evaluation of the mechanism used for capturing strong shocks. Through the test cases presented, the SUPG finite-element discretization is demonstrated to offer substantially improved accuracy over the finite-volume scheme on tetrahedral elements. Timing assessments indicate that while there has been no attempt to enhance performance, the SUPG finite-element scheme is competitive with the finite-volume scheme. Furthermore, when accuracy is also considered, the finiteelement scheme could potentially offer significant reductions in the time required to reach a solution of given accuracy.
To date, no consideration has been given to the performance of the finite-element code; the goal has been to simply evaluate the viability of the scheme and to demonstrate that improved accuracy can be achieved when compared to the finite-volume scheme. A brief analysis of the run time indicates that the vast majority of the time is spent computing the linearization matrix, followed closely by the incomplete LU decomposition used as a preconditioner for GMRES. These operations are currently repeated at every iteration of the flow solver and clearly consume most of the computer time. These issues will be addressed during a rewrite of the code base into C++, which is currently under way.
FUN3D is currently undergoing major refactoring effort to better share common software components across multiple discretization options being incorporated into the code base. During this time, partitioning of the mesh for high-order discretization is obviously a priority, as is the development of h-p adaptive technology.
