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We give a polynomial gluing construction of two groups GX ⊆
GL(,F) and GY ⊆ GL(m,F) which results in a group G ⊆ GL( +
m,F) whose ring of invariants is isomorphic to the tensor product
of the rings of invariants of GX and GY . In particular, this
result allows us to obtain many groups with polynomial rings of
invariants, including all p-groups whose rings of invariants are
polynomial over Fp , and the ﬁnite subgroups of GL(n,F) deﬁned
by sparsity patterns, which generalize many known examples.
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1. Introduction
The main theme of this paper is the polynomial gluing construction described below. Recall that for a
ﬁnite dimensional vector space V over an arbitrary ﬁeld F, the symmetric algebra S(V ) is isomorphic
to a polynomial algebra, and any subgroup G of GL(V ) acts on S(V ).
Deﬁnition 1.1. Suppose V = X ⊕ Y a direct sum of F-subspaces X , Y , GX ⊆ GL(X), GY ⊆ GL(Y ) are
two groups, and Φ ⊆ HomF(Y , X) is a (GX ,GY )-subbimodule. Then one can check
G =
⎧⎨
⎩g =
[
gX φg
0 gY
]
:
gX ∈ GX ,
gY ∈ GY ,
φg ∈ Φ
⎫⎬
⎭ (1.1)
is a subgroup of GL(V ) isomorphic to (GX × GY )  Φ , where g acts by
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[
x
y
]
=
[
gX (x) + φg(y)
gY (y)
]
, for all
[
x
y
]
∈ X ⊕ Y .
Call G a polynomial gluing of GX and GY through Φ (or really through π ) if there exists a GX × GY -
equivariant isomorphism π : S(V ) → S(V )Φ of F-algebras, where Φ acts on V via the embedding
φg →
[
1 φg
0 1
]
.
In particular, this implies S(V )Φ is itself a polynomial algebra.
Proposition 1.2. If G is a polynomial gluing of G X and GY through π , then
S(V )G = π(S(X)GX ⊗ S(Y )GY ) inside S(V )Φ.
In particular, since π is an isomorphism, one has a ring isomorphism
S(V )G ∼= S(X)GX ⊗ S(Y )GY
ignoring gradings.
Proof. Note that Φ is a normal subgroup of G with quotient G/Φ ∼= GX × GY . Then
S(V )G = (S(V )Φ)GX×GY = (π(S(V )))GX×GY
= π(S(X ⊕ Y )GX×GY )
= π(S(X)GX ⊗ S(Y )GY )
since π is a GX × GY -equivariant isomorphism. 
Example 1.3. Let V be a vector space over F = Fq with basis {x, y}, let X = Fx, Y = Fy, so that
V = X ⊕ Y , and deﬁne
GX = F×qa ⊆ GL(X),
GY = F×qb ⊆ GL(Y ),
Φ = {φ: φ(y) = γ x, γ ∈ Fqab}
∼=
{[
1 γ
0 1
]
: γ ∈ Fqab
}
∼= Fqab ,
G =
{[
α γ
0 β
]
: α ∈ F×qa , β ∈ F×qb , γ ∈ Fqab
}
.
Then one can check that G is a polynomial gluing of GX and GY through Φ , with
π : S(V ) → S(V )Φ,
x → x,
y → f ,
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S(V )G = F[xqa−1, f qb−1]
= π(F[xqa−1, yqb−1])
= π(S(X)GX ⊗ S(Y )GY ).
Proposition 1.2 shows that polynomial gluings are relevant to the Polynomial Algebra Problem –
determine all ﬁnite groups with polynomial invariant rings – for which the nonmodular case was
answered by the Chevalley–Shephard–Todd theorem and the irreducible case was solved by Kemper
and Malle [6]. In the remaining case, that is, G is reducible and modular, the polynomial gluing
construction can provide interesting examples. First note that the construction can be iterated in the
following way.
Deﬁnition 1.4. A group G ⊆ GL(V ) is an iterated polynomial gluing of GX1 , . . . ,GXt if recursively G is a
polynomial gluing of GX and GY as above, where GX is an iterated polynomial gluing of GX1 , . . . ,GXs
and GY is an iterated polynomial gluing of GXs+1 , . . . ,GXt for some integer s.
In Section 3 we identify a family of p-groups given by Nakajima [10] as iterated polynomial glu-
ings. In particular, it implies the following.
Proposition 1.5. A p-group in GL(n,Fp) has a polynomial ring of invariants over Fp if and only if it is an
iterated polynomial gluing of n copies of trivial groups {1Fp }.
However, there exist groups with polynomial ring of invariants that cannot be constructed by
polynomial gluing; see Example 3.3.
Another example (which originally motivated the polynomial gluing construction for us) is the
following.
Deﬁnition 1.6. Let V be the deﬁning representation of GL(n,F) with basis {x1, . . . , xn}. Call a map
σ : {1, . . . ,n} × {1, . . . ,n} → 2F \ {∅}
a sparsity pattern. Given a sparsity pattern σ , deﬁne the sparsity group GLσ (n,F) to be the subgroup
of GL(n,F) generated by all transvections
Tij(a) : x j → x j + axi,
xk → xk, for k 
= j
with a ∈ σ(i, j), 1 i 
= j  n,
as well as all diagonal matrices
Di(a) : xi → axi,
xk → xk, for k 
= i
with a ∈ σ(i, i) \ {0}, 1 i  n.
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σ(1,1) = Fqa , σ (1,2) = Fqab ,
σ (2,1) = 0, σ (2,2) = Fqb .
In Section 4 we investigate the structure of an arbitrary ﬁnite sparsity group GLσ (n,F) and identify it
as the following iterated polynomial gluing.
Theorem 1.7. If the sparsity group G = GLσ (n,F) is ﬁnite, then it is an iterated polynomial gluing of subgroups
of GL(m,F) of the following two types:
(i) those with polynomial rings of invariants for m = 1,2, and
(ii) those between SL(m,Fq) and GL(m,Fq) for various integers m ∈ {3,4, . . . ,n} and ﬁnite ﬁelds Fq ⊆ F.
Consequently the ring of invariants of G is polynomial.
This theorem covers many known results asserting that various groups have polynomial invariants,
including the following.
• The general linear group GL(n,Fq) and the special linear group SL(n,Fq) (Dickson [2]).
• The group of all upper triangular matrices with 1’s on diagonal (M.-J. Bertin [3]).
• Parabolic subgroups Gn1,...,n of all block upper triangular matrices with diagonal blocks of size
n1, . . . ,n (Hewett [4], Mui [8]).
• Seaweed groups Gα,β = Gα ∩ (Gβ)t associated with seaweed Lie algebras [1,12], where α =
(α1, . . . ,αr), β = (β1, . . . , βs) are integer compositions of n (Potechin2).
• The groups G(r) of all matrices that agree with In in its ﬁrst r rows (Steinberg [14]).
• The groups EFq (r) generated by {Tin(α): α ∈ Fq, i = 1, . . . , r} as well as the transpose groups
EFq (r)
t for r = 1, . . . ,n − 1 (Smith [13, Propositions 8.2.5, 8.2.6]).
Remark 1.8. There is another natural way to get sparsity groups in GL(n,F). Given a sparsity pat-
tern σ , let
GLσ (n,F) =
{[aij]ni, j=1 ∈ GL(n,F): aij ∈ σ(i, j), i, j = 1, . . . ,n}.
One can show that GLσ (n,F) is a group if and only if it equals GLσ (n,F) and hence it suﬃces to
consider only GLσ (n,F); for this reason we omit the discussion of GLσ (n,F).
2. Gluing Lemma
Using a common technique for showing a ring of invariants to be polynomial we obtain a special
kind of polynomial gluing construction. This turns out to be suﬃcient for our later use in proving
Proposition 1.5 and Theorem 1.7.
Lemma 2.1. (See [5, Proposition 16].) Let V be a vector space over an arbitrary ﬁeld F with basis {x1, . . . , xn},
and G ⊆ GL(V ) a ﬁnite group. Then F[x1, . . . , xn]G is a polynomial algebra if and only if there are algebraically
independent homogeneous invariants f1, . . . , fn ∈ F[x1, . . . , xn]G such that deg( f1) · · ·deg( fn) = |G|.
2 REU 2008 (mentored by V. Reiner and D. Stanton), School of Mathematics, University of Minnesota.
436 J. Huang / Journal of Algebra 328 (2011) 432–442Gluing Lemma. Let Fq ⊆ F be a ﬁeld extension, and consider a ﬁnite dimensional F-space decomposition
V = X ⊕ Y with Y being Fq-rational, i.e. Y = Y ′ ⊗Fq F for some Fq-space Y . Let X ′ ⊆ X be an Fq-subspace
stabilized by some subgroup GX ⊆ GLF(X).
Then any subgroup GY ′ ⊆ GLFq (Y ′) gives rise to a polynomial gluing of G X and
GY = GY ′ ⊗ 1F
inside GLF(Y ) through
Φ = HomFq
(
Y ′, X ′
)⊗ 1F
inside HomF(Y , X).
Proof. One easily sees GX ◦ Φ ◦ GY ⊆ Φ from our assumptions and thus (1.1) deﬁnes a group G .
Consider the polynomial
P (t) =
∏
x∈X ′
(t − x)
which is well known to be an Fq-linear function of t in S(X)GX [t] (see, for example, Wilkerson [15]).
Let {x1, . . . , x} be an F-basis for X and {y1, . . . , ym} an Fq-basis for Y ′ (hence an F-basis for Y ).
Deﬁne f i = P (yi) in S(V ) for i = 1,2, . . . ,m. One can check x1, . . . , x, f1, . . . , fm are algebraically
independent Φ-invariants. Also note that
deg(x1) · · ·deg(x) · deg( f1) · · ·deg( fm) =
∣∣X ′∣∣m = |Φ|.
Thus Lemma 2.1 gives
Fq[V ]Φ = Fq[x1, . . . , x, f1, . . . , fm].
It follows that the map
π : S(V ) → S(V )Φ,
xi → xi, i = 1, . . . , ,
yi → f i, i = 1, . . . ,m
is an isomorphism of Fq-algebras, and one checks that it is GX × GY -equivariant as follows: for every
(gX , gY ) ∈ GX × GY , one has
π(gX x) = gX x = gXπ(x), for all x ∈ X,
π(gY y) = P (gY y) = gY P (y) = gYπ(y), for all y ∈ Y ,
using the Fq-linearity of P (t). 
The above lemma is only a special case of the polynomial gluing construction from Deﬁnition 1.1,
as demonstrated by the following example.
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group G generated by
[1 1
1
1
]
,
[1 1
1
1
]
,
[1 α β
1
1
]
naturally acts on V = F3 with basis {x1, x2, x3} and has a polynomial ring of invariants [11, §6.3,
Example 2]. Let X = Fx1⊕Fx2 and Y = Fx3. It is easy to see that G is a polynomial gluing of GX = {1}
and GY = {I2}, since the isomorphism π sending {x1, x2, x3} to a set of algebra generators of S(V )G is
trivially equivariant. But the Gluing Lemma does not apply to it, as one can check Φ 
= HomFq (Y ′, X ′)
for all possible choices of X ′ , Y ′ , and Fq .
3. The polynomial algebra problem
We ﬁrst consider Nakajima’s p-groups and prove Proposition 1.5.
Theorem 3.1. (See Nakajima [10].) Let ρ : G ↪→ GL(V ) = GL(n,F) be a representation of a ﬁnite p-group G
over a ﬁeld F of characteristic p > 0.
Suppose that there is a basis x1, . . . , xn for V such that
∏n
i=1 |Gxi | = |G| and
⊕ j
i=1 Fxi is an FG-
submodule of V for j = 1, . . . ,n. Then S(V )G is a polynomial algebra generated by the top Chern classes∏
x∈Gxi x of the orbits Gxi for i = 1, . . . ,n.
Furthermore, the converse holds when F = Fp , that is, if G is a p-group inside GL(n,Fp) whose ring of
invariants is polynomial, then there exists a basis x1, . . . , xn as above.
Proposition 3.2. Every p-group G as in Theorem 3.1 is an iterated polynomial gluing of n copies of the trivial
group {1F}.
Proof. Since
⊕ j
i=1 Fxi is an FG-submodule of V for j = 1, . . . ,n, all elements in G are in upper
triangular matrix form under x1, . . . , xn . The group G j of the j-th diagonal entries of all elements in
G is canonically embedded in G and hence has a power of p as its order. On the other hand, since
G j is a ﬁnite group, the ﬁeld generated by G j must be ﬁnite, and so the order of G j divides pk − 1
for some integer k. This forces G j to be trivial. Therefore the diagonal entries of elements in G are all
1’s.
Let
H = {h ∈ GL(n,F): hx j ∈ Gx j, j = 1, . . . ,n}.
It is clear that G ⊆ H and by considering the number of choices of the column vectors of h ∈ H
we get |H|  |Gx1| · · · |Gxn| = |G|. Therefore G = H and it follows that the restriction of G to X =
Fx1 ⊕ · · · ⊕ Fxn−1 is
GX =
{
g ∈ GL(n − 1,F): gx j ∈ Gx j, j = 1, . . . ,n − 1
}
.
From this one checks that GX satisﬁes the properties for G in Theorem 3.1 with n replaced by n − 1,
and thus is an iterated polynomial gluing of n − 1 copies of {1F} by induction.
Let Y = Fxn and for each g in G , deﬁne φg ∈ HomF(Y , X) by φg(xn) = gxn − xn . We wish to show
that Φ = {φg : g ∈ G} is an Fp-subspace of HomF(Y , X), i.e. φg + φh ∈ Φ for all g,h ∈ G . Since G = H ,
there exist g′,h′ ∈ G with g′x j = h′x j = x j for j = 1, . . . ,n − 1, and g′xn = gxn , h′xn = hxn . Thus
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= g′(xn + φh(xn))
= gxn + g′φh(xn)
= xn + φg(xn) + φh(xn)
and so φg + φh = φg′h′ ∈ Φ . Therefore Φ is an Fp-subspace of HomF(Y , X) and must be equal to
HomFp (Y
′, X ′) ⊗Fp 1F , where Y ′ = Fpxn and X ′ = {φg(xn): g ∈ G}, since Y ′ is of dimension one. It
follows from the Gluing Lemma that G is a polynomial gluing of GX and GY = {1F} and we are done
by induction on n. 
Combining Theorem 3.1 and Proposition 3.2 one immediately has Proposition 1.5, which gives a
simple reason for a p-group to have a polynomial ring of invariants over Fp : the ring of invariants
of the trivial group {1Fp } is polynomial. Of course, it is easy to prove that these p-groups have poly-
nomial rings of invariants directly by using Lemma 2.1; we do not gain a truly simpler proof by the
method of polynomial gluing.
The next example shows that iterating the polynomial gluing construction cannot produce all ﬁnite
groups with polynomial rings of invariants from the irreducible ones.
Example 3.3. The symmetric group Sn acts on V by permuting the basis {x1, . . . , xn}, and the ring
of invariants S(V )Sn is always polynomial. One can show that the only nonzero proper subrep-
resentations of V are the line U spanned by x1 + · · · + xn and the hyperplane W spanned by
x1 − x2, x2 − x3, . . . , xn−1 − xn . It is clear that V = U ⊕ W if and only if char(F) = p  n. We claim
that if p | n then Sn cannot be obtained by a polynomial gluing construction unless p = n = 2.
In fact, when p = n = 2 taking X = U = W = F2(x1 + x2) and Y = F2(x1 + ax2) for some a 
= 1 one
has
S2 =
{
1, (12) =
[
1 1+ a
0 1
]}
is a polynomial gluing of two copies of {1}.
Assume for the sake of contradiction p | n  3 and G =Sn is a polynomial gluing of GX and GY .
Then X is either U or W .
If X = U then Y is isomorphic to the quotient representation V /U of Sn , which is easily seen to
be faithful. Hence
|GY | = |G| = |GX ||GY ||Φ|
and thus Φ = {0}, which implies Y is a subrepresentation of V . Then Y is either U or W , which
is absurd. However, S(Y )GY is polynomial: one has S(V /U )Sn = F[e¯2, . . . , e¯n] where ei is the i-th
elementary symmetric polynomial in x1, . . . , xn and e¯i = ei + U .
If X = W then the same argument as above leads to a contradiction, since the subrepresentation
W is also faithful. Neither S(X)GX = S(W )Sn nor S(W /U )Sn is polynomial for n 5 [6, Section 5].
This suggests the following question, for which we currently have no answer.
Question. Let G ⊆ GL(n,F) be a group whose order is divisible by char(F) and whose ring of invari-
ants is polynomial. If G is primitive and has a stable subspace X of dimension m in V , then is there
a complement space Y such that V = X ⊕ Y and G is a polynomial gluing of GX ⊆ GL(m,F) and
GY ⊆ GL(n −m,F)?
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Let V be the deﬁning representation of GL(n,F) with basis {x1, . . . , xn}. Recall from Deﬁnition 1.6
that a sparsity pattern σ gives rise to a group GLσ (n,F) sitting inside GL(n,F). First note that one can
order x1, . . . , xn to make all elements in GLσ (n,F) have an upper triangular block form.
Deﬁnition 4.1. Deﬁne a preorder on {1, . . . ,n} by saying i σ j if there exists a sequence i =
i0, i1, . . . , in = j such that either ik = ik+1 or σ(ik, ik+1) 
= {0} for k = 0,1, . . . ,n − 1. This preorder
induces an equivalence relation: i ∼σ j if i σ j and j σ i; denote the equivalence classes by
J1, . . . , Jt , and their sizes by n1, . . . ,nt . By permuting x1, . . . , xn we assume without loss of gener-
ality that the preorder “σ ” is natural, i.e. i σ j only if i < j or i ∼σ j. Deﬁne Xk =⊕ j∈ Jk Fx j .
Proposition 4.2. Let G = GLσ (n,F). Then X1⊕· · ·⊕ Xk is G-stable for k = 1, . . . , t; consequently all elements
in G have the upper triangular block form
M =
⎡
⎢⎢⎢⎣
M11 M12 M13 · · · M1t
0 M22 M23 · · · M2t
· · ·
· · ·
0 0 · · · 0 Mtt
⎤
⎥⎥⎥⎦ (4.1)
where each Mrs is an nr × ns matrix. Moreover, G is irreducible if and only if t = 1.
Proof. The assertions are all straightforward except the irreducibility of G when t = 1. To see it,
assume n  2 and let W be a nonzero F-subspace of V that is stable under G . Then W contains a
nonzero element v =∑ni=1 cixi with ci 
= 0 for some i. Since t = 1 and n 2, there exists a j 
= i such
that σ( j, i) contains a nonzero element a. One checks that
T ji(a)v − v = (aci)x j ∈ W
which implies x j ∈ W since aci ∈ F× . Repeating this one has x1, . . . , xn ∈ W , since t = 1, and hence
V = W . 
Now we investigate the structure of a ﬁnite sparsity group G = GLσ (n,F) and use it to prove
Theorem 1.7. If σ(i, j) = {0} whenever 1 i 
= j  n, then G is simply a direct sum of ﬁnite subgroups
of F× , and Theorem 1.7 clearly holds in this case.
Theorem 4.3. Assume σ(i, j) 
= {0} for some (i, j) with 1 i 
= j  n, and G = GLσ (n,F) is ﬁnite. Then by
rescaling basis for V one can ﬁnd additive groups krs in F, 1 r, s t, such that
(a) krr is ﬁnite ﬁeld for r = 1, . . . , t,
(b) krs = {0} if r > s,
(c) krsks ⊆ kr if r  s ,
(d)
G =
{
[Mrs]tr,s=1: Mrr ∈ GXr , 1 r  t,Mrs ∈ M(nr × ns,krs), 1 r < s t
}
,
where
(e) SL(nr,krr) GXr  GL(nr,krr) unless nr = 2,
(f) M(nr × ns,krs) is the space of all nr × ns matrices with entries in krs .
440 J. Huang / Journal of Algebra 328 (2011) 432–442Proof. By the assumption G contains Tij(a) for some a 
= 0 and thus contains Tij(ma) = Tij(a)m for
all integers m. The ﬁniteness of G forces ma = 0 for some m, i.e. char(F) = p > 0.
Let
S(i, j) =
{ {a: Tij(a) ∈ G}, if 1 i 
= j  n,
{a: Di(a) ∈ G}, if 1 i = j  n.
One has S(i, j) = 0 by (4.1) if i ∈ Jr , j ∈ J s , r > s, and
S(i, j)S( j,k) ⊆ S(i,k), if i 
= k (4.2)
by the following equalities:
Tik(ab) =
⎧⎨
⎩
[Tij(a), T jk(b)], if i 
= j 
= k,
Di(a)Tik(b)Di(a−1), if i = j 
= k,
Dk(b−1)Tik(a)Dk(b), if i 
= j = k.
Deﬁne a directed graph on the vertices 1,2, . . . ,n with edges i → j if i 
= j and S(i, j) 
= {0}.
By (4.2), one has the transitivity that i → j → k implies i → k if i 
= k. Hence each J s induces a
complete subgraph (i.e. a graph with edges in both direction between any pair of distinct vertices); in
particular there is a directed cycle passing through all vertices in J s (once for each) whenever ns  2.
Fixing an i ∈ Jr with r < s and letting ( j,k) vary along the edges of this cycle one obtains from (4.2)
a corresponding cycle of set-inclusions of the form
S(i, j) · a jk ⊆ S(i,k)
with nonzero transition scalars a jk ∈ S( j,k). The ﬁniteness of the group G forces all the above inclu-
sions to be equalities, and one can easily rescale the basis for Xs to make all but one of the transition
scalars a jk to be 1 so that S(i, j) = S(i,k) for all j,k ∈ J s . A similar argument clearly works for S(i, j)
with i varying in Jr and j ﬁxed in J s , r < s. In case r = s it still works as long as i 
= j and nr > 2 so
that one is able to choose three distinct indices in (4.2). Combining these together one sees that for
any ﬁxed pair (r, s), S(i, j) takes the same set for all pairs (i, j) with i ∈ Jr , j ∈ J s , i 
= j, unless r = s
and nr = 2.
Now we can ﬁnd the additive groups krs and verify the assertions (a)–(f).
It is clear that we should take krs = {0} if r > s, so that assertion (b) is true.
If r < s then let krs = S(i, j) for any i ∈ Jr , j ∈ J s , which is clearly closed under addition.
If r = s then we consider the following cases.
Case 1. If nr  3 then let krr = S(i, j) for any i, j ∈ Jr with i 
= j. It is closed under addition since
Tij(a)Tij(b) = Tij(ab), and closed under multiplication by (4.2) applied to distinct i, j,k ∈ Jr . Thus krr
is a ring (not necessarily unital), and the ﬁniteness of G forces krr to be a ﬁnite ﬁeld. Hence (a) holds
for this case.
Then one has 1 ∈ S(i, j) and S( j, j) ⊆ S(i, j) = krr by (4.2). It follows from Lemma 4.4 below
that GXr consists of all nr × nr matrices with determinant in the multiplicative group generated by⋃
j∈ Jr σ( j, j) \ {0}. Hence (e) holds for this case.
Case 2. If nr = 2, i.e. Jr = {i, j}, then let krr be the ﬁeld generated by S(i, j) and S( j, i). To show it
is ﬁnite, it suﬃces to show any nonzero element a ∈ S(i, j) ∪ S( j, i) satisﬁes a polynomial equation.
By the rescaling of basis for Xr that has been used before, one may assume 1 ∈ S(i, j) and 0 
= a ∈
S( j, i), without loss of generality. By induction one sees that the ( j, i)-entry of (Tij(1)T ji(a))d is a
monic polynomial fd(a) of degree d, and the ﬁniteness of G forces fd(a) = a for a suﬃciently large d.
Therefore (a) is true for this case.
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G is ﬁnite. It is obvious that the assertions (a) and (e) are true in this case.
It follows easily from (4.2) and the above deﬁnition of krr that (c) holds: krsks ⊆ kr .
It remains to show (d) and (f). The inclusion “⊆” in (d) is clear (consider the generators of G).
Conversely, note that the right-hand side of (d) is generated by all Dr(Mrr) and Trs(Mrs) with Mrr ∈
GXr , Mrs ∈ M(nr × ns,krs), 1 r < s  t , where Dr(Mrr) and Trs(Mrs) both have the block form (4.1)
such that the r-th diagonal block of Dr(Mrr) is Mrr , the (r, s)-block of Trs(Mrs) is Mrs , and all other
blocks are either zero (if off diagonal) or identity (if on diagonal). It suﬃces to show all these Dr(Mrr)
and Trs(Mrs) belong to G .
If Mrr ∈ GXr then G contains an element M whose r-th diagonal block is Mrr . Writing M as a
product of the generators for G , one sees that the only way to alter the r-th diagonal block is to
multiply by Tij(a) or Di(a) with i, j both in Jr . Hence Dr(Mrr) is a product of these generators and
must belong to G .
If Mrs ∈ M(nr × ns,krs) then Trs(Mrs) = [aij]ni, j=1 is a product of Tij(aij) as i, j run through Jr, J s ,
respectively. The deﬁnition of krs = S(i, j) implies that all Tij(aij) belong to G and so does the product
Trs(Mrs).
We have veriﬁed all the assertions and the proof of the theorem is now complete. 
Lemma 4.4. If K is a subgroup of F× generated by S, then the group G of all n × n matrices with entries in
F and determinant in K is generated by all transvections Tij(a) with a ∈ F and 1  i 
= j  n as well as all
diagonal matrices Di(a) with a ∈ S and 1 i  n.
Proof. It is well known that SL(n,F) is generated by the transvections Tij(a) with a ∈ F and 1 i 
=
j  n (see, for example, [7]), and hence contained in the group H generated by these transvections
together with the diagonal matrices Di(a) with a ∈ S and 1 i  n. One also has D1(b) ∈ H for any
b ∈ K . Therefore H = G . 
Proof of Theorem 1.7. It is clear from Theorem 4.3 that the Gluing Lemma in Section 2 applies to G
with Fq = ktt and
X = X1 ⊕ · · · ⊕ Xt−1,
Y = Xt,
Y ′ =
⊕
j∈ Jt
ktt x j,
X ′ =
t−1⊕
r=1
⊕
i∈ Jr
krt xi .
By induction on t one shows that G is an iterated polynomial gluing of GX1 , . . . ,GXt . Then Theo-
rem 1.7 follows from Proposition 1.2, Theorem 4.3(e), and the following result of Nakajima (see also
Kemper and Malle [6, Proposition 7.1]). 
Theorem 4.5. (See [9, Theorem 5.1].) If G ⊆ GL(2,F) is a ﬁnite group generated by pseudoreﬂections then
S(V )G is polynomial.
Remark 4.6. In general assertion (e) in Theorem 4.3 does not hold for the case nr = 2. Let F = F4 and
let a be an element in F4 \ F2. Deﬁne σ by
σ(1,1) = F2, σ (1,2) = {a},
σ (2,1) = {1}, σ (2,2) = F2.
442 J. Huang / Journal of Algebra 328 (2011) 432–442Thus t = 1 here. It is easy to calculate |GLσ (2,F4)| = 10. This rules out k11 = F2 in assertion (e) since
|GL(2,F2)| = 6, and it rules out k11 = F4 in assertion (e) since |SL(2,F4)| = 60.
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