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Tunable edge magnetism at graphene/graphane interfaces
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Department of Physics, University of Basel, Klingelbergstrasse 82, 4056 Basel, Switzerland
(Dated: November 5, 2018)
We study the magnetic properties of graphene edges and graphene/graphane interfaces under the
influence of electrostatic gates. For this, an effective low-energy theory for the edge states, which is
derived from the Hubbard model of the honeycomb lattice, is used. We first study the edge state
model in a mean-field approximation for the Hubbard Hamiltonian and show that it reproduces the
results of the extended 2D lattice theory. Quantum fluctuations around the mean-field theory of
the effective one-dimensional model are treated by means of the bosonization technique in order to
check the stability of the mean-field solution. We find that edge magnetism at graphene/graphane
interfaces can be switched on and off by means of electrostatic gates. We describe a quantum phase
transition between an ordinary and a ferromagnetic Luttinger liquid - a realization of itinerant one-
dimensional ferromagnetism. This mechanism may provide means to experimentally discriminate
between edge magnetism or disorder as the reason for a transport gap in very clean graphene
nanoribbons.
PACS numbers: 73.22.Pr,75.75.-c,71.10.Pm,73.20.-r
I. INTRODUCTION
Since graphene can routinely be isolated in the
laboratory1,2, this monolayer of carbon atoms has re-
ceived much attention because of its remarkable struc-
tural and electronic properties. One of the more recent
graphene riddles is the one about the existence of edge
magnetism. This phenomenon is based on a simple in-
tuitive picture: zigzag edges of honeycomb lattices sup-
port so-called edge states, i.e. exponentially localized
electronic states at the edges with nearly zero energy.
The ’flatness’ of the energy dispersion of the edge states
leads to a high local density of states at the Fermi en-
ergy near the graphene edges. Therefore, these flat bands
become susceptible to electron-electron interactions; the
electronic system can lower its total energy, for instance,
by polarizing the electron spin in the edge states. One
consequence of edge magnetism is the appearance of a
transport gap in narrow graphene nanoribbons (GNRs)
which is inversely proportional to the GNR width. In-
deed such a transport gap has been measured3. However,
it cannot be attributed unequivocally to edge magnetism.
Other mechanisms, like Coulomb blockade in GNRs with
rough edges4, have been shown to be also compatible
with the experimental results.
Though a finite magnetization localized at edges of
graphene nanoribbons (GNR) has never been directly
measured, there seems to be a considerable consensus
on the theory side about the presence of edge magnetism
in clean GNRs: Hubbard model mean-field theories5–7,
ab-initio calculations8,9, and even theories that include
quantum fluctuations10–12 consistently predict a ground
state with a finite local magnetic moment at zigzag edges.
Most of these calculations are numerical and are based
on two-dimensional calculations on a honeycomb lattice.
The actual one-dimensional character of edge magnetism
has been appreciated only by a few authors (see Ref. 13).
In this paper, we show that the underlying mecha-
nism of edge magnetism can be fully understood from
a one-dimensional point of view, namely by an effective
model which retains only the edge states while the bulk
states are dropped. This is a considerable simplification
but we will show that the deviation from a numerical
two-dimensional lattice calculation is small. Our effec-
tive model is based on a simplified edge state model
which we have used in an investigation of edge states
at graphene/graphane interfaces16. The crucial feature
of this model is that it accounts for a finite bandwidth of
the edge states. The advantages of this effective model
are remarkable: (a) the mean-field theory is accessible an-
alytically. (b) the impact of farther neighbor hoppings,
electrostatic gates, graphene/graphane interfaces, which
are encoded in the bandwidth of the effective edge state
dispersion, on the edge magnetism can be investigated
- also analytically. (c) quantum fluctuations can be in-
cluded in a large parameter regime within the framework
of bosonization.
In addition to this, our theory offers a parameter, the
bandwidth of the edge states, by which the ferromag-
netic transition can be driven. We propose a specific
configuration of electrostatic gates at graphene/graphane
interfaces which provides direct experimental access to
this parameter so that the critical regime of this tran-
sition can directly be investigated experimentally. One
of the big gains of such an experimental knob by which
the edge magnetism can be turned on and off is that
it provides a method to discriminate between different
sources of transport gaps in clean graphene nanoribbons
(terminated by graphane): if the transport gap is due to
edge magnetism, it should disappear as the bandwidth of
the edge states is increased sufficiently so that the edge
magnetism is switched off. Disorder induced transport
gaps, on the other hand, should be largely unaffected by
this gate because it is designed not to change the carrier
density in the graphene region.
2cuss the effective edge state model and the appearance
of a finite bandwidth on the basis of a single-particle
picture. The various possible mechanisms which affect
the edge state bandwidth are subsumed in a single ef-
fective parameter. Section III is dedicated to the mean-
field treatment of the effective electron-electron interac-
tion in the edge state model. In Section IV we address
the quantum fluctuations in the edge states by means of
a bosonization technique. We close with a critical dis-
cussion of the applicability of our model and the experi-
mental impact of our findings in Section V.
II. GATED EDGE STATE MODEL
In this section, we exemplarily consider an α edge
in graphene or, equivalently, an α interface between
graphene and graphane16. For the β edge16, the findings
are qualitatively similar, however some complications due
to a possible commensurability with the lattice25 may
arise. We choose a simplified description of graphene in
which we only take into account nearest neighbor hop-
ping between the π orbitals
H0 = t
∑
〈i,j〉,σ
c†i,σcj,σ (1)
with t ≃ −3eV. The operator ci,σ annihilates an electron
with spin σ at site i. Here, i := (n1, n2, s), n1, n2 ∈
Z, s = 0, 1 is a collective index which represents the lat-
tice site at Ri = n1a1 + n2a2 + sδ. a1, a2 are the Bra-
vais lattice vectors and δ is the vector which connects
A (s = 0) and B (s = 1) sublattice sites (see Fig. 1).
〈i, j〉 runs over nearest neighbors on a honeycomb lattice.
At the edges of the system, the sum must be restricted
appropriately16.
FIG. 1: (Color online) Lattice vectors a1,a2 and nearest
neighbor vector δ at an α edge. The coordinate n ≡ n2 iden-
tifies the position perpendicular to the edge direction. The
full (green) ellipses indicate the bulk unit cells (n ≥ 1), while
the dashed (red) circles indicate the truncated unit cell at the
edge (n = 0). The sublattice index s =A,B is also shown.
We aim at a description of systems which are lattice-
translationally invariant along the a1 direction and it is
convenient to transform this direction to k-space. There-
fore, we work with the electron operators dn,k,s,σ =
N
− 1
2
x
∑
n1
e−ikn1cn1,n,s,σ, henceforth. Nx is the number
of unit cells in the a1 direction. It is well known
23 that
in this model, a zero-energy state exists which is expo-
nentially localized at the α edge
|ψk,σ〉 = Nk
[
∞∑
n=0
e−n/ξk+inφd†n,k,B,σ
]
|0〉 , (2)
where ξk = −(ln |uk|)−1 is the localization length, Nk =
(1−|uk|2) 12 is a normalization constant, and uk = 1+eik.
φ is some unimportant phase. Note that this α edge state
exists for k ∈ [ 2π3 , 4π3 ], the rest of the Brillouin zone being
the domain of the β edge state16.
We have shown in Ref. 16 that it is possible to incor-
porate some details of the edge states, like a finite band-
width or spin-orbit interaction, in this simplified model
on an effective level. The terms in the Hamiltonian which
are responsible for these additional edge state properties
are usually much smaller than H0. Thus we may treat
these small terms within perturbation theory by project-
ing them onto the subspace which is spanned by the edge
states |ψk,σ〉.
The dominant effect of a certain class of Hamiltoni-
ans describing, e.g. graphene/graphane interfaces16 or
next-nearest neighbor hoppings17, is to create a non-zero
bandwidth of the edge states. We model this class of
bandwidth-generating edge properties as an effective lo-
cal gate, described by the Hamiltonian
HG = −te
∑
k,σ
d†0,k,B,σd0,k,B,σ (3)
where te is the amount by which the on-site energy of
the outermost carbon atoms of the α edge are changed.
Note that te is an effective parameter which comprises,
apart from the potential due to a real electrostatic gate,
also many other details of the edge. As long as |te| ≪ |t|,
we may resort to first order perturbation theory in HG
and find for the energy of the α edge state |ψkσ〉
ǫ0(k) ≃ −te(2 cos(k−π)−1) = −teN 2k , k ∈
[
2π
3
,
4π
3
]
.
(4)
Usually an edge gate is not atomically sharp. However,
as long as the gate is localized at the edge, the qualitative
appearance of the dispersion is insensitive to the ’leakage’
of the gate potential into the graphene bulk.
A mechanism based on graphene/graphane interfaces
which admits an especially well tunable dispersion of the
form (4) is discussed in Appendix A. The tunability of
the bandwidth te turns out to be crucial for changing the
magnetic state of the edge. te can be on the order of eV.
At this point, we would like to give some arguments
why it is sufficient for the analysis of edge magnetism to
keep only the edge states while the bulk states are com-
pletely removed from the considerations. These heuristic
arguments are supplemented by a direct comparison be-
tween the effective model and a full lattice calculation in
mean-field approximation (see Appendix D).
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FIG. 2: (color online) Non-interacting band structure of a
narrow αβ-ribbon (20nm wide) with graphane terminations.
The calculation is based on a tight-binding model which takes
into account the pi- and σ-orbitals of the carbon sites16. The
dashed line indicates a typical Fermi energy (see text).
The most straightforward argument is based on the
band structure of αβ ribbons16. At reasonable fillings (as
shown in Fig. 2) only the edge states cross the Fermi en-
ergy while the bulk states are energetically remote. Since
the α and β edge states are localized at their respective
edges, their mutual spatial overlap is exponentially small
as long as k does not get too close to one of the Dirac
points K,K’. From the combination of the energy argu-
ment and the localization argument follows that the α
edge state can be examined independently of all other
states. The same argument holds also for the β edge
state.
How is the argument to be changed if, instead of αβ
ribbons, we consider the usual αα ribbons? Then, in-
stead of having a β edge state attached to the α edge
state at K and K’, the edge state merges into a bulk
state which is not exponentially localized at the other
edge. However, the overlap between the edge state and
this bulk state is still small (though not exponentially
small) because the bulk state wave function is essentially
proportional to W−
1
2 sin(πy/W ), with W the width of
the ribbon, and thus is small where the edge state wave
function is large.
Finally, one may ask what happens if we drop the re-
striction of narrow ribbons. In this case, the energy ar-
gument fails because it relied on the presence of a finite-
size gap. Now, we resort to a rough scaling analysis of a
density-density interaction like the Hubbard interaction,
which is used below, or any screened interaction. In such
a type of Hamiltonian, the spatial overlap of the wave
function weights is important. The spatial density over-
lap of an edge state with localization length ξ with the
nth bulk state is roughly
o(n) ∼ 1
Wξ
∫ ξ
0
dy sin2(πny/W ) ∼ n
2ξ2
W 3
. (5)
For increasingW , there are∼W bulk states at the Fermi
energy so that the sum of all density overlaps of the edge
state and the bulk states is
∑∼W
n=1 o(n) ∼ W 0, i.e. the
total overlap does not grow with W . Thus, we expect
that the bulk states do not become important as W →
∞ because the spatial overlap between a typical edge
state and the energetically relevant bulk states decreases
sufficiently fast with W .
III. HUBBARD INTERACTION IN THE
PROJECTED MODEL
We want to study the electron-electron interaction
effects in the edge states in the Hubbard approxima-
tion HU = U
∑
i ρˆi↑ρˆi↓ with the local density operator
ρˆiσ = c
†
iσciσ. In terms of the dn,k,s,σ operators we have
HU = UN
−1
x
∑
n,q,s
ρˆn,q,s,↑ρˆn,−q,s,↓, (6)
with ρn,q,s,σ =
∑
k d
†
n,k+q,s,σdn,k,s,σ.
A. Projection onto the effective edge state model
Although the interaction energy scale U can be quite
large, we start with considering HU as a perturbation
to H0. We show in Appendix D by a comparison to a
less restricted numerical calculation that the following
perturbative calculations capture the essential physics.
Since we aim at an effective description in terms of
the edge states, disregarding the bulk states, we need to
account for the background electron density, generated
by a completely filled valence band. In the bulk, charge
neutrality is reached if the complete valence band is filled
and the conduction band is empty, i.e. one half of the
π band is filled. At half-filling there is on average one
electron per site in the bulk system. In the bulk one can
easily convince oneself that, because of the A B sublat-
tice symmetry26, there really is exactly one electron per
site - not only on average. At an edge, the sublattice
symmetry is broken so that the site occupation may dif-
fer. Here, the edge states come into play. Half-filling is
reached by occupying the valence band and one half of
the edge states. The answer to the question, which half of
the edge states have to be filled, depends on the energetic
details of the edge states which are due to, e.g., spin-orbit
interaction, dispersion and electron-electron interaction.
If, for instance, we assume a non-magnetic configuration
such as the one considered in Ref. 19 in which the spin-
up states for k ∈ [ 2π3 , π] and the spin-down states for
k ∈ [π, 4π3 ] are occupied, it turns out that also at the
edges each site carries exactly one electron charge - one
half with up-spin and one half with down-spin. The con-
tribution to the total electron density per spin at unit
cell n and sublattice site s, coming from edge states that
are occupied in this way is (note the invariance of the
4edge state wave function under k → 2π − k)
δs,B
∫ π
2pi
3
dk
2π
N 2k [2(1 + cos k)]n =:
1
2
ρ0(n, s), (7)
where ρ0(n, s) is the electron density per spin due to a
fully filled edge state band. The background electron
density ρB(n, s, σ) (relative to half-filling) of a filled va-
lence band and an empty edge state band is therefore
given by
ρB(n, s, σ) = −1
2
ρ0(n, s). (8)
A more rigorous derivation of Eq. (8) can be found in
Appendix C.
In the remainder of this work, we will drop the sub-
lattice index s, setting it to B. This is because the A
sublattice sites are always half-filled in the perturbative
treatment and thus do not contribute to the following
considerations.
B. Polarized vs. unpolarized state
In order to gain a rough overview over the basic princi-
ples from which the magnetic properties of the graphene
edges derive, we start with comparing the energy of
a ground state configuration with fully polarized edge
states |P 〉 = ∏k e†k,↑ |Ω〉 to the energy of an unpolarized
configuration |U〉 = ∏σ∏ 5pi
6
≤k≤ 7pi
6
e†k,σ |Ω〉. |Ω〉 repre-
sents the completely filled valence band, which plays the
role of the vacuum in the effective model. The opera-
tor e†k,σ creates one edge state with crystal momentum k
along the edge and spin σ.
The total kinetic energies (per unit length) of these
states, relative to the kinetic energy of a completely filled
valence band, are
teEP := 〈P |H0,G|P 〉 = −te
∫ 4pi
3
2pi
3
dk
2π
N 2k (9)
teEU := 〈U |H0,G|U〉 = −2te
∫ 7pi
6
5pi
6
dk
2π
N 2k , (10)
where the numerical factors EP and EU have been de-
fined for later convenience. The Hamiltonian of the ki-
netic energy H0,G = H0 +HG consists of the usual hop-
ping Hamiltonian of graphene H0 and of the gate Hamil-
tonian HG, which is responsible for the finite bandwidth
of the edge states.
For the calculation of the Hubbard energy, we treat
all electron densities relative to half-filling. In the fully
polarized state |P 〉 the spin-dependent electron density
is given by
ρP (n, σ) = σ
1
2
ρ0(n). (11)
In the unpolarized state |U〉, the electron density is spin-
independent
ρU (n, σ) =
∫ 7pi
6
5pi
6
dk
2π
N 2k [2(1 + cos k)]n −
1
2
ρ0(n)
=
∫ 4pi
3
π
dk
2π
sign
(
7π
6
− k
)
︸ ︷︷ ︸
=:sk
N 2k [2(1 + cos k)]n . (12)
From the electron densities, the interaction energies are
given by U
∑∞
n=0 ρX(n, ↑)ρX(n, ↓), where X = P,U .
This leads to
UWP := −U
∫ 4pi
3
π
dkdk′
(2π)2
(NkNk′)2
1− 4(1 + cos k)(1 + cos k′)
(13)
for the interaction energy of the polarized state and
UWU := U
∫ 4pi
3
π
dkdk′
(2π)2
sksk′(NkNk′)2
1− 4(1 + cos k)(1 + cos k′) (14)
for the interaction of the unpolarized state.
Obviously, for flat bands (te = 0), the polarized state
|P 〉 is the ground state. If the bandwidth te is increased
to positive values, however, the total energy of the polar-
ized state EP te +WPU eventually becomes larger than
the total energy of the unpolarized state. This happens
at [
te
U
]
crit.
∼ WP −WU
EP − EU ≃ 0.17, (15)
the critical bandwidth/interaction ratio for positive te at
which the system becomes unpolarized. For negative te,
the polarized state becomes unstable with respect to an-
other unpolarized state that has the inverse edge state
occupation of |U〉. This instability occurs at the sym-
metric position te/U ≃ −0.17.
C. Solution of the mean-field equations
The argumentation in the previous paragraph is of
course very superficial since we have only compared the
total energies of completely polarized and completely un-
polarized states, neglecting the possibility of partial po-
larization. Thus, we now formulate a closed set of mean-
field equations for the effective edge state model with
Hubbard interaction and solve them.
At zero temperature, the mean-field energy of an edge
state |ψkσ〉, with all other edge states with mean-field
energies smaller than ǫF occupied, is given by
ǫσ(k) = ǫ0(k)
+ U
∫ 4pi
3
2pi
3
dk′
2π
Γ(k, k′, 0)
[
Θ(ǫF − ǫ−σ(k′))− 1
2
]
, (16)
5where we have defined the effective interaction vertex
Γ(k, k′, q) =
Nαk+qNαk Nαk′−qNαk′
1− u∗k+quku∗k′−quk′
. (17)
Γ(k, k′, 0) results from the summation of the probability
densities of two edge states, k and k′, over the sites in a2
direction. For later convenience, Γ has been introduced
in a more general form than actually needed here, namely
for non-zero q. It is important to note the invariance of
Γ(k, k′, 0) under k → 2π− k and k′ → 2π− k′, as well as
under k ↔ k′.
FIG. 3: (Color online) Mean-field result for the edge mag-
netization Me as a function of the bandwidth te of the edge
state. The topmost, thick (red) line represents the result for
half-filling. The other lines show the results for increasing
the filling from 1/2 (topmost line, red) to 0.85 (bottom line,
blue). The dashed vertical lines indicate the critical band-
width obtained from the energy comparison of polarized and
unpolarized states at half-filling.
The Fermi energy is fixed by a constant effective elec-
tron density n¯. n¯ = 0 means that the edge states are
completely unoccupied and n¯ = 1 means that all edge
states are occupied.
2n¯
3
=
∑
σ
∫ 4pi
3
2pi
3
dk
2π
Θ(ǫF − ǫσ(k)) (18)
Eqs. (16) and (18) are a complete set of mean-field equa-
tions which can easily be solved. It is convenient to char-
acterize the solution by the edge magnetization which we
introduce as
Me =
∑
σ
σρ(0, σ), (19)
where ρ(n, σ) =
∫
dk
2πΘ(ǫF − ǫσ(k)) |〈0| dn,k,B,σ |ψk,σ〉|2 is
the spin-dependent density at site n.
Fig. 3 shows the solutions of the mean-field equations
for different fillings n¯. One observes a second order quan-
tum phase transition at a critical |te/U |crit., below which
the edge becomes spontaneously polarized. The polar-
ization saturates as |te/U | → 0. For half-filling, the satu-
rated regime corresponds to the usual edge magnetism5–9
which is characterized by a complete polarization of the
edge state spin. If n¯ > 12 , also the minority spin edge
state becomes partially occupied until, for n¯ = 1, both
spin species are completely filled and no spin-polarization
exists any longer.
Note that, in addition to the phase transition at which
the polarization starts to grow from zero, there is also
another transition at which the polarization starts to de-
viate from the saturation value. While the first transition
is of a Stoner type, the latter is not. As an illustra-
tion of the mean-field solution we provide three movies20
showing the single-particle energy ǫσ(k) (see Eq. (16))
for both spins together with the edge magnetization for
three different filling factors n¯ = 14 ,
1
2 ,
3
4 . It can be seen
that the situations n¯ = 14 ,
3
4 are connected by particle-
hole symmetry. Furthermore, we see that, at the Stoner
transition, the Fermi points of the two spin species start
to become more and more split. At the second transition,
which is not of Stoner type, the number of Fermi points
changes from two to four.
In the following, we distinguish between the saturated
regime and the regime close to [te/U ]crit. where the spin-
polarization is small. The latter is called the regime of
weak ferromagnetism. This regime will be especially im-
portant for the analysis of quantum fluctuations. Note
that the stability of weak ferromagnetism on the mean-
field level is a consequence of the special momentum-
dependent form Γ(k, k′, q) of the effective edge state
model. For a truly one-dimensional Hubbard model, the
interaction vertex would be constant in k, so that a so-
lution of the self-consistency equations does not yield
weak ferromagnetism. We note that the mechanism we
describe here is different from the one Bartosch et al.
use21 for the stabilization of weak ferromagnetism in one-
dimensional metals.
D. Weak ferromagnetic regime
The general mean-field equations have been solved nu-
merically in the previous subsection. Close to the critical
point, however, one can obtain an approximate analytical
solution with
τ =
[
te
U
]
crit.
− te
U
(20)
as a small parameter. This will be useful below where
quantum fluctuations around the mean-field solution in
the weak ferromagnetic regime (but not too close to the
transition) shall be analyzed by means of the bosoniza-
tion technique.
Weak ferromagnetism is characterized by a small im-
balance in the spin population, which is quantified by
spin-dependent Fermi momenta kFrσ = π+ r(kF +σ∆k)
(see Fig. 4). Here, r = R (L) stands for right-moving
(left-moving) parts of the edge state dispersion at the
Fermi energy. Henceforth, R = +1 and L = −1 when
used in equations. Likewise, σ = ±1 stands for up-
and down-spin, respectively. We use the symbol kF for
6FIG. 4: Fermi levels in the non-magnetic ground state and
in the magnetic ground state where the Fermi momenta kFrσ
are split by 2∆k in k-direction.
the distance of the two Fermi points from π in the non-
magnetic configuration, where ∆k = 0. A fixed kF cor-
responds to a fixed edge state filling n¯, in both, the mag-
netic and the non-magnetic ground state.
For non-zero ∆k, the kinetic energy and interaction
energy are
Ekin =
∫ ∆k
−∆k
dk
π
sign(k)ǫ¯(π + kF + k) (21)
Eint = U
∫ kFR↑
kFL↑
dk↑
2π
∫ kFR↓
kFL↓
dk↓
2π
Γ(k↑, k↓, 0), (22)
where we have defined the single particle kinetic energy,
corrected by the background charge density of the filled
valence band, ǫ¯(k) = ǫ0(k) + UnB(k), with
nB(k) = −
∫ 4pi
3
π
dk′
2π
Γ(k, k′, 0). (23)
We approximate for small ∆k
dEkin
d∆k
≃ (teα+ Uβ)∆k (24)
dEint
d∆k
≃ −U(γ1∆k − 1
6
γ3∆k
3) (25)
where we have dropped terms of order ∆k3 in the kinetic
energy and terms of order ∆k5 in the interaction energy.
The O(∆k3) terms in the kinetic energy could have been
taken into account but it turns out that they only lead to
an inessential quantitative renormalization of ∆k. This
approximation is equivalent to linearizing the single par-
ticle dispersion ǫ¯(k) ≃ vF (k − kFrσ) around the Fermi
points.
In the ferromagnetic regime, the total energy assumes
a minimum for
∆k ≃ ±
[
6α
γ3
τ
] 1
2
, for τ > 0. (26)
If we had taken the third order terms in Eq. (24) into
account (β3U6 +
α3te
6 ), the right hand side of Eq. (26)
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FIG. 5: Critical bandwidth [te/U ]crit. as a function of the
edge state filling. 0 stands for a completely empty edge band
(kFr = pi in the non-magnetic configuration) and 1 for a com-
pletely filled edge band (kFr = pi+ rpi/3 in the non-magnetic
configuration).
would have been multiplied by a factor of ∼1.02. Thus,
it is reasonable to neglect the curvature of ǫ¯(k).
The parameters α, β, γ1, γ3 can be calculated from Eqs.
(21) and (22). This is especially convenient for a ’magic’
filling, corresponding to kF = arccos
7
8 , which is slightly
lower than half-filling. Throughout the remainder of this
paper, all analytic discussions are based on this filling.
The reason for this is simply that the formulas are only
about one third as long as for half-filling, for instance.
We find
α =
√
15
2π
≃ 0.616 (27)
β =
√
5
3π2
(4
√
3π − 21) ≃ 0.0578 (28)
γ1 =
4
5π2
(
10
√
15 arccos
7
8
− 17
)
≃ 0.209 (29)
γ3 =
660826− 329000√15 arccos 78
875π2
≃ 1.96 (30)
and thus a critical bandwidth
[
te
U
]
crit.
=
γ1 − β
α
= 2
√
3(175− 68√5) + 200π − 600 arcsin 78
75π
≃ 0.244.
(31)
We note that these parameters can be calculated ana-
lytically also for general fillings. However, the results are
quite cumbersome. We therefore Fig. 5 shows the critical
bandwidth as a function of the edge band filling.
Note that we describe essentially a Stoner mechanism
here. This is why we will call the critical point τ = 0 the
Stoner point, henceforth.
7IV. QUANTUM FLUCTUATIONS
In the previous section, we have analyzed the mean-
field theory of the effective edge state model. Now, we
proceed by analyzing the stability of the mean-field so-
lution with respect to quantum fluctuations. Since the
effective model is one-dimensional, quantum fluctuations
may be treated most easily by means of the bosonization
technique18. We have shown in the preceding section that
the linearization of the single-particle dispersion around
the Fermi points is a good approximation. This is an es-
sential prerequisite for the applicability of bosonization.
With the annihilation operator ek,σ of an edge state
with momentum k along the edge and spin σ, the full
Hamiltonian of the effective edge state model can be writ-
ten as
H =
′∑
k,σ
[ǫ0(k) + UnB(k)] e
†
kσekσ
+
U
Nx
′∑
k,k′,q
Γ(k, k′, q)e†k+q↑ek↑e
†
k′−q↓ek′↓, (32)
where the primed sum means that the summation is re-
stricted such that 2π3 ≤ k, k′, k + q, k′ − q ≤ 4π3 . For the
derivation of the interaction term, see Appendix B. The
background term nB(k) describes the additional disper-
sion coming from the electron density of the filled valence
band. We introduce a normal ordering
: A :≡ A− 〈φ0|A|φ0〉 , (33)
where |φ0〉 denotes the Slater-determinant of the ground
state of the mean-field approximation to H , as discussed
in the preceding section. With the generalized density
nσ(k) =
∑
k′
Γ(k, k′, 0) 〈φ0| e†k′σek′σ |φ0〉 , (34)
the mean-field part of H becomes
H0 =
∑
k,σ
[ǫ0(k) + U(nB(k) + n−σ(k))]︸ ︷︷ ︸
=:ǫσ(k)
e†kσekσ (35)
and the term describing the quantum fluctuations around
the solution of H0 reads
H1 =
U
Nx
′∑
k,k′,q
Γ(k, k′, q) : e†k+q↑ek↑ :: e
†
k′−q↓ek′↓ : . (36)
Note that the mean-field energy ǫσ(k), defined in Eq.
(35) is consistent with Eq. (16).
For the bosonization we need to distinguish between
the non-magnetic mean-field phase, which will turn out
to behave as an ordinary spinful Luttinger liquid, and the
magnetic phase, the properties of which are somewhat
more intriguing. Especially the boundary of these phases
will turn out to be complicated so that, in this work, we
restrict the discussion to values of te/U , sufficiently far
from the critical point. However, te/U is still required to
be larger than the value at which the spin-polarization
of the edge-states saturates.
A. Non-magnetic phase
In the non-magnetic phase, i.e. for te/U > [te/U ]crit.,
both spin species are equally occupied so that ǫσ(k) is
spin-independent. The Fermi velocity is given by
vF =
d
dk
ǫσ(k) = 2te sin(kF )
+U
∫ pi
3
−pi
3
dk
2π
[
Θ(kF − |k|)− 1
2
]
d
dkF
Γ(π+kF , π+k, 0).
(37)
An essential simplification needed in order to express H0
by means of bosonic degrees of freedom is the lineariza-
tion of the edge state dispersion ǫσ(k) around ǫF at the
left-moving (r = L) and right-moving (r = R) Fermi
point, i.e.
ǫσ(k) ≃ vF r(k − kFrσ), for |k − kFrσ| ≪ kF . (38)
FIG. 6: Mean-field configuration of the non-magnetic regime.
Both spin species are equally occupied (indicated by the bold
black lines).
At the magic filling, to which we want to restrict the
discussion, the Fermi velocity is
vF = te
√
15
4
− Uδ (39)
with
δ =
√
15
4
[
te
U
]
crit.
− 3
5π
≃ 0.046 (40)
Because in the Hubbard model only densities of dif-
ferent spin projections interact with each other one finds
that27 gi‖ = 0, ∀i. For gi⊥, the g-ology for the Hub-
bard interaction in the edge state model (see Appendix
B) gives
g1⊥ = g2⊥ = g4⊥ = UΓ(π + kF , π + kF , 0) =
3U
5
. (41)
8Following the standard procedure of Abelian bosoniza-
tion (see, e.g., Ref. 18), one finds
H = H0c +H
0
s +H
1
s (42)
where the free Hamiltonians H0c and H
0
s for the charge
and spin sector, respectively, are
H0ν =
1
2π
∫
dx
[
uνKν(∂xθν(x))
2 +
uν
Kν
(∂xφν(x))
2
]
,
(43)
where ν = c, s with
ucKc = vF and
uc
Kc
= 1 +
3U
5πvF
(44)
for the charge sector and
usKs = vF and
us
Ks
= 1− 3U
5πvF
(45)
for the spin sector. The bosonic fields φν(x) and θν(x)
satisfy the commutation rules
[φν(x), ∂xθν′(x
′)] = iπδνν′δ(x− x′). (46)
The backscattering process g1⊥ leads to a sine-Gordon
term in the spin sector
H1s =
2g1⊥
(2πη)2
∫
dx cos(2
√
2φs(x)), (47)
where η ∼ k−1F is an ultraviolet cutoff18.
Due to spin-charge separation, the spin and charge sec-
tors may be treated separately. We want to focus on the
spin sector here. The spin velocity us becomes singular as
3U
5πvF
→ 1. This is exactly the Stoner point of the mean-
field theory. Note that the Stoner point is also reflected
in the spin susceptibility of the free bosonic theory, i.e.
the theory in which the backscattering term H1s is disre-
garded, χ0 =
Ks
2πus
∝ 1|5πvF−3U| . χ0 has a singularity at
τ = 0.
It is well known18 that a perturbative treatment of
H1s leads to a renormalization of Ks and the amplitude
of the backscattering process g1⊥. The g1⊥ process is
marginally irrelevant for SU(2) invariant systems like the
edge state in the non-magnetic regime. This means that
Ks → K∗s = 1 and g1⊥ → 0, as the ultraviolet part of
the Brillouin zone is integrated out successively. In the
renormalized theory, the spin susceptibility becomes
χ0 =
K∗s
2πus
∝ 1√|5πvF − 3U | . (48)
However, the renormalization group for the backscatter-
ing process is perturbative in g1⊥/us and cannot be used
close to the Stoner point, where us → 0. This is why
we exclude the critical region from our argumentation in
this work.
B. Weak ferromagnetic regime
In the previous subsection, we found that the energy
which has to be paid for fluctuations of the field φs(x)
is proportional to (1 − 3U/5πvF )(∂xφσ(x))2. The sign
of this term becomes negative beyond the Stoner point.
This means that the system can lower its energy by de-
veloping spin fluctuations and becomes unstable against
a new ground state with a spontaneously broken sym-
metry. However, the bosonic theory based on Eqs. (43)
- (47) is not able to actually predict the proper ground
state. Therefore, we need to go back to the level of the
mean-field theory.
We have shown in the previous section that the mean-
field theory becomes unstable with respect to a spin-
polarized ground state at the Stoner point. Thus, it is
reasonable for te/U < [te/U ]crit. to bosonize the quantum
fluctuations around the ferromagnetic mean-field theory,
rather than the non-magnetic. The question to be an-
swered is then, if this polarized mean-field theory is sta-
ble with respect to quantum fluctuations.
εF
∆k ∆k∆k∆k
kF−kF
FIG. 7: Mean-field configuration in the weak ferromagnetic
regime. The fat lines represent the occupied states and the
thin lines represent the unoccupied states. The red arrows
indicate the backscattering process, which is not momentum-
conserving here.
We restrict the discussion to the regime of weak fer-
romagnetism, i.e. we exclude the saturated regime. It
should be noted that the different spin species may have
slightly different Fermi velocities. This leads to a term
(vF↑ − vF↓)(θ′sθ′c + φ′sφ′c) in the bosonized Hamiltonian.
This term mixes the spin sector and the charge sector.
However, vF↑ − vF↓ is of the order of ∆k which is small
in the weak ferromagnetic regime. Thus, we neglect this
difference in the remainder of this work, keeping only the
mean-value vF =
1
2 (vF↑ + vF↓). We begin with the am-
plitudes of the forward scattering processes which lead
to the quadratic part of the bosonic Hamiltonian. In the
non-magnetic mean-field ground state, these two ampli-
tudes are g2⊥ = g4⊥ = UΓ(π + kF , π + kF , 0). In the
ferromagnetic mean-field ground state, characterized by
a finite ∆k, however, the amplitudes are
g2⊥ = g4⊥ =: UΓ0(∆k)
= UΓ(π + kF +∆k, π + kF −∆k, 0) (49)
Γ0(∆k) has a maximum at ∆k = 0, which means that
the interactions between the electrons at the Fermi level
9become weaker as the polarization ∼ ∆k becomes larger.
On the mean-field level this leads to the balance be-
tween the kinetic and the interaction energy which allows
the existence of the weak ferromagnetic regime. In the
framework of bosonization, the polarization dependence
of the interaction has the important function of restrict-
ing us/Ks to positive values: for small ∆k we find (for
the magic filling)
Γ0(∆k) ≃ 3
5
− 136
50
∆k2 (50)
so that for τ > 0
us/vF
Ks
≃
(
136α
5γ3
− 5π
4
√
5
3
)
τ ≃ +3.5τ. (51)
Thus, the free bosonic theory in the ferromagnetic regime
is meaningful if the proper mean-field theory is used.
FIG. 8: The prefactor us/Ks of the term (∂xφs)
2 in the
bosonized Hamiltonian near the Stoner point, as a function
of te/U for varying fillings near half-filling. The red curve
stands for n¯ = 0.4 and the blue line stands for n¯ = 0.6.
Fig. 8 shows that the previous considerations are not
special to the magic filling: for all fillings of the edge
state, us/Ks is non-negative on both sides of the Stoner
point, if the proper mean-field theory is used.
Finally, we consider the backscattering term in the
ferromagnetic regime. From Fig. 7, one can see that
backscattering is not momentum-conserving for ∆k 6= 0.
However, the momentum mismatch is 4∆k so that close
to the Stoner point, the backscattering term is at least
approximately momentum-conserving. A careful deriva-
tion of the backscattering term gives
H1s =
2g1⊥
(2πη)2
∫
dx cos
(√
8φs(x) + 4∆k x
)
. (52)
For ∆k sufficiently large, H1s averages to zero because
of the fast oscillation with x in the cosine; this is just
another way of saying that backscattering is momentum
non-conserving and thus not allowed.
For small ∆k the situation is dramatically different,
though. Since the prefactor of the free Hamiltonian is
very small near the Stoner point, H1s is dominant. Thus,
the field φs(x) becomes locked to −4∆kx. This means
that the finite mean-field magnetization around which
we have expanded the quantum fluctuations is brought
back to zero by the backscattering term, and this violates
self-consistency. Just as in the non-magnetic regime, our
treatment becomes invalid near the Stoner point.
Deeper in the ferromagnetic regime, for τ sufficiently
large, the free Hamiltonian becomes stronger again so
that the zero-magnetization state becomes energetically
unfavorable. There, H1s is not strong enough to desta-
bilize the ferromagnetic mean-field theory and the fer-
romagnetic ground state is self-consistent. This is
quite what one would expect from quantum fluctuations,
namely that they reduce the tendency towards a broken
symmetry ground state. The critical point, at which the
system polarizes spontaneously, is shifted to higher inter-
action strengths.
V. DISCUSSION
In the preceding sections we have demonstrated that
edge magnetism at graphene/graphane interfaces can be
understood on the basis of a one-dimensional effective
model for the edge states. This effective model comprises
a non-magnetic regime for a sufficiently large edge state
bandwidth, a weak ferromagnetic regime for intermedi-
ate bandwidths and a saturated regime for small band-
widths. The saturated regime corresponds to the usual
edge magnetism as it has been studied in Refs. 5–12,
for instance. The underlying mechanism is based on the
one-dimensional version of the well known Stoner insta-
bility. The essential difference to previous works is that
we utilize the bandwidth te of the edge states in order to
obtain a well controlled theory. At graphene/graphane
interfaces, te is experimentally accessible by means of
electrostatic gates, so that the edge magnetism can be
turned on and off dynamically in an experiment.
Such experimental control over the magnetic state of
graphene edges might prove useful for distinguishing be-
tween edge magnetism and other sources like disorder as
the underlying mechanism for transport gaps in GNRs.
The advantage of this control parameter for the the-
ory becomes evident by comparing this work to Ref. 12,
where the linear kinetic energy term is absent. There
the exponential overlap between adjacent edge states is
used in order to define the (non-interacting) kinetic en-
ergy term around which the quantum fluctuations can be
treated. It is obviously hard to study the effect of quan-
tum fluctuations directly in the fully polarized regime
where the band of one spin species is either completely
occupied or completely unoccupied, because it is not pos-
sible to bosonize this theory in the usual way. In our
effective edge state model, instead, we can tune from the
usual Luttinger liquid to the ferromagnetic region in a
well controlled manner. In the intermediate regime of
weak ferromagnetism (not too close to a certain critical
point, though), bosonization works well and we are able
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to study the effect of quantum fluctuations in a ferro-
magnetic Luttinger liquid.
It should be noted that ferromagnetic Luttinger liq-
uids have been studied by Bartosch et al.21. There, it has
been shown that the ferromagnetism can be stabilized by
a large positive third derivative of the dispersion. Edge
states in graphene or at graphene/graphane interfaces
do not fall into this category, however. In graphene edge
states, the ferromagnetism is rather stabilized by means
of effective velocity-dependent electron-electron interac-
tions: the larger the distance between the Fermi mo-
menta of the different spin species, the smaller is the
effective interaction.
The velocity-dependence of the interaction comes from
the momentum-dependence of the localization length of
the edge state wave function. Therefore, the same mech-
anism that gives rise to weak ferromagnetism at graphene
edges, might be found also in other systems with similar
localization properties of edge states, e.g. in topological
insulators where the edge states also become more and
more delocalized as they merge into the bulk.
Since we are investigating magnetism in one dimension,
a comment about the applicability of the Lieb-Mattis15
theorem, which forbids ferromagnetic order in one di-
mension, is mandatory: this theorem is not applicable
to edge magnetism because the assumptions of Lieb and
Mattis exclude velocity-dependent interaction potentials.
Indeed this velocity-dependence is essential for the sta-
bilization of the weak ferromagnetism. Nevertheless, the
statement of stability is only a statement of local stability.
Within the line of argument of the present work, we can-
not exclude the presence of another phase with lower en-
ergy than the ferromagnetic phase. More effort is needed
for a final answer to this question. However, our effec-
tive model provides a convenient framework for further
investigations. For instance, it allows numerical quan-
tum many-body simulations with fewer effort than for
the full two-dimensional lattice model because all unim-
portant degrees of freedom have been eliminated already,
while the important properties of edges of honeycomb
lattices have been condensed into a ’small’ effective one-
dimensional model.
However, there is a further indication which helps
to gain more confidence in the existence of the weak
ferromagnetic regime: in the limit te → 0, the two-
dimensional honeycomb lattice model becomes particle-
hole symmetric so that Liebs theorem14 applies and pre-
dicts a high-spin ground state at a zigzag edge. The
particle-hole symmetric case corresponds to the com-
pletely saturated regime in the present work. This
means that our prediction of weak ferromagnetism at
graphene/graphane interfaces is consistent with the well
accepted limits (a) edge magnetism in graphene for te →
0 and (b) Luttinger liquid behavior for U ≪ |te|.
Another important issue, connected to the low dimen-
sionality, is the question of the stability of edge mag-
netism w.r.t. finite temperatures. Of course, the usual
entropy argument, which prohibits a spin-polarization in
a one-dimensional system in the thermodynamic limit, is
applicable here. However, graphene structures are usu-
ally of mesoscopic size, which means that spin-waves ex-
hibit a finite-size energy gap. Thus, the ground state,
which we have studied in this work, should be observable
for sufficiently small mesoscopic structures at sufficiently
low temperatures.
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Appendix A: Graphane gate
An atomically sharp gate as described above is exper-
imentally not feasible. Even if the termination of such a
metallic gate could be controlled on an atomic scale, the
potential would leak into the bulk graphene region be-
cause of the weak screening in graphene, thus changing
the electron density in the graphene region.
To circumvent this, we propose to use gates of differ-
ent voltage on different sides of the plane. This gate
lifts (lowers) the on-site energy of the hydrogen atoms
on the +z (−z) side of the z = 0 plane. Since the
graphene atoms are located at z = 0, the on-site energy
is unchanged in the graphene region. We use the effec-
tive model of edge states at graphene/graphane interfaces
from Ref. 16 which is defined by the Hamiltonian
Heff =

 0 tNk 0tNk 0 t′
0 t′ ǫH

 , (A1)
where t ≃ −3 eV is the usual hopping between carbon π
orbitals, t′ ≃ −6 eV is the hopping between the carbon
π orbital and the hydrogen 1s orbital in the graphane
region, and ǫH ≃ −0.4 eV is the hydrogen 1s orbital
energy without any gates. Since ǫH is smaller than all
other energy scales, we treat it in perturbation theory.
Setting ǫH = 0, we obtain a zero energy eigenstate
|ψ(k)〉 = −
[(Nαk t
t′
)2
+ 1
]− 1
2
|ψα0 (k)〉+
[
1 +
(
t′
Nαk t
)2]− 12
|H〉 ≃
[
1− 1
2
(Nαk t
t′
)2]
|ψα0 (k)〉+Nαk
t
t′
|H〉 . (A2)
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From Eq. (A2), we see that the wave function of the
edge state at a graphene/graphane interface lives pre-
dominantly at the graphene region sites where the usual
graphene edge state lives (|ψ0(k)〉) and at the hydrogen
atom in the first graphane row. Obviously then, a non-
zero on-site energy at the hydrogen atom leads in first
order perturbation theory to an energy shift of the order
of this on-site energy. The hydrogen on-site energy is
composed of the intrinsic chemical potential of hydrogen
ǫH and the gate-induced on-site potential ∆. Thus, we
find
ǫα(k) = (ǫH +∆)
t2
t′2
(2 cos(k − π)− 1). (A3)
The distance between the hydrogen atom planes 2.8A˚
and the distance between the carbon planes is 0.6A˚.
Thus, if the hydrogen atom is at the potential ∆ then the
carbon atom attached to this hydrogen atom is roughly
at the potential 0.2∆. This gives an additional positive
contribution to the edge state bandwidth (ǫH +∆)t
2/t′2,
since the edge state wave function has also a weight of
order ǫH/t on this carbon atom.
The largest electric fields that can be reached are of
order 107 − 108 V/cm. Thus, the total hydrogen on-
site potential can be of the order of one eV, leading to
an in-situ tunable bandwidth range of a several hundred
meV in addition to the edge state bandwidth contribu-
tions coming from, e.g., farther neighbor hoppings. Also,
the bandwidth can be tuned by substituting the hydro-
gen atoms in the graphane region with other elements or
molecules with different orbital energies.
Appendix B: Effective Hubbard interaction
The edge state operator reads
ek,σ = Nk
∞∑
n=0
[−u∗k]ndn,k,B,σ (B1)
(we drop the sublattice index henceforth because the edge
state lives on the B sublattice only) and its commutation
relation with the d-operator is{
ekσ, d
†
n,k,σ
}
= Nk[−u∗k]nδkk′δσσ′ . (B2)
Now we project the Hubbard Hamiltonian (restricted to
B sites)
HU = UN
−1
x
∑
k,k′,q,n
d†k+q,n,↑dk,n,↑d
†
k′−q,n,↓dk′,n,↓ (B3)
to the Fock space spanned by the edge states (eiσ is a
short form for eki,σ)
H˜U =
′∑
k1,k2,k3,k4
〈1 ↑, 2 ↓ |HU |3 ↑, 4 ↓〉 e†1↑e†2↓e4↓e3↑,
(B4)
where the two-fermion states are |1σ, 2σ′〉 = e†1σe†2σ′ |0〉.
The primed sum is restricted to values of 2π3 < ki <
4π
3 .
We calculate the matrix element
U
Nx
∑
k,k′,q,n
〈0| e2↓e1↑d†k+q,n,↑dk,n,↑d†k′−q,n,↓dk′,n,↓e†3↑e†4↓ |0〉
(B5)
and find
H˜U =
U
Nx
′∑
k,k′,q
Γ(k, k′, q)e†k+q,↑ek,↑e
†
k′−q,↓ek′,↓ (B6)
where the primed sum is restricted to values of k, k′, k+
q, k′ − q to the domain of the α-type edge state and
Γ(k, k′, q) =
Nαk+qNαk Nαk′−qNαk′
1− u∗k+quku∗k′−quk′
. (B7)
Appendix C: Background density at an edge
For convenience, we neglect the spin-degree of freedom
in the following discussion. Since we do not use explicitly
spin-dependent Hamiltonians, like the spin-orbit interac-
tion, the electron spin only leads to a factor of 2. The
strategy of the following argumentation is to show that
a half-filled ground state of an αα-ribbon has an elec-
tron density of exactly 12 (or 1 with spin) at each site,
including the sites at the edges. Then, it is shown that
at half-filling, half of the edge states are occupied. Sub-
tracting the part of the electron density, originating from
those filled edge states, from the uniform density leads
then to the electron density of a state in which all valence
(conduction) band states are filled (empty) and all edge
states are empty.
We consider an αα-ribbon with Ny unit cells in the
transverse direction, described by the Hamiltonian
H =
Ny−1∑
n=1
d†n,k,Adn,k,B +
Ny∑
n=1
ukd
†
n,k,Adn−1,k,B + h.c.
(C1)
and an odd number Nx of unit cells in x-direction, in
order to exclude k = π. Because of this exclusion, there
are no states with exactly zero energy. Only eigenenergies
which are exponentially small in Ny exist. The particle-
hole transformation U = U † acts onto the d-operators
dn,k,A → dn,k,A, dn,k,B → −dn,k,B . (C2)
Thus, UHU † = −H . The density operators d†n,k,sdn,k,s
are invariant under U . We now fill exactly half of the
states
|χ0〉 =
∏
n
Θ(−ǫn)a†n |0〉 (C3)
where a†n creates the eigenstate n with eigenvalue ǫn. The
dual state is |χ¯0〉 = U |χ0〉 =
∏
nΘ(ǫn)a
†
n |0〉. Because of
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the particle-hole antisymmetry of the Hamiltonian and
particle-hole symmetry of the density operators we have
〈χ0| d†n,k,sdn,k,s |χ0〉 = 〈χ¯0| d†n,k,sdn,k,s |χ¯0〉 =
1
2
. (C4)
The states of which |χ0〉 is composed are all valence band
states plus only the antisymmetric (or only the symmet-
ric) combinations of the oppositing edge states. This is
because U turns antisymmetric edge state combinations
into symmetric combinations. Thus, the part of the elec-
tron density, 12 per site, deriving from the edge state wave
functions ψ0,k(n, s) is
1
2
∫ 4pi
3
2pi
3
dk
2π
|ψ0,k(n, s)|2 = 1
2
ρ0(n, s), (C5)
where ρ0(n, s) has been defined in Eq. (7). It follows
that the background density is
ρ˜B(n, s) =
1
2
− 1
2
ρ0(n, s) (C6)
relative to zero filling, or
ρB(n, s) = ρ˜B(n, s)− 1
2
= −1
2
ρ0(n, s) (C7)
relative to half-filling.
Appendix D: Comparison to a numerical calculation
In the main part of this paper, we treated the interac-
tion as a perturbation to the hopping Hamiltonian H0.
Now, we perform numerical lattice-based mean-field cal-
culations for finite size ribbons. Our numerical calcula-
tion for an αα-ribbon with N unit cells in the transverse
direction is based on the Hamiltonian
H = t
∑
k,n,σ
d†n,k,A,σ(dn,k,B,σ + ukdn−1,k,B,σ) + h.c.
− te
∑
k,σ
[
d†0,k,B,σd0,k,B,σ + d
†
N,k,A,σdN,k,A,σ
]
+
U
Nx
∑
n,q,s
[ρˆn,q,s,↑ 〈ρˆn,−q,s,↓〉+ 〈ρˆn,q,s,↑〉 ρˆn,−q,s,↓] ,
(D1)
with the spin-dependent densities
〈ρˆn,q,s,σ〉 = δq,0
∫
dk
2π
|ψm,k,σ(n, s)|2Θ [ǫF − ǫm,σ(k)] ,
(D2)
where ψm,k(n, s, σ) = 〈0| dn,k,s,σ |m, k, σ〉 is the wave
function of the eigenstate to the energy ǫm,σ(k). t =
−3eV is the hopping amplitude for nearest neighbor hop-
ping of graphenes π-band, te is the strength of the edge
gate by which we model a certain class of edge/interface
properties (see Sect. II), and U is the strength of the
Hubbard interaction.
We choose a discrete set of about 4000 k points be-
tween 0 and 2π in order to approximate the integral in
Eq. (D2). The Fermi energy is chosen such that exactly
half of all eigenstates are filled. We start with a density
that has a small positive magnetization on the one edge
and a small negative magnetization at the other edge,
i.e. 〈ρˆn,0,s,σ〉init = 12 + σ10 (δn,0δs,B − δn,Nδs,A), calculate
the eigenvalue and eigenmodes of (D1) and from it a new
set of spin-dependent densities by Eq. (D2). This pro-
cedure is then iterated until the densities do not change
anymore, i.e. self-consistence is reached.
FIG. 9: (Color online) Comparison of the edge magnetizations
extracted from the result of the numerical calculation and
from the effective model. The solid black line is the edge
magnetization from the effective model. The solid gray lines
show Mnume of an αα-ribbon with different widths (50, 100,
and 200 unit cells in the transverse direction). The lower
abscissas of both parts of the figure shows te/U where the
band width parameter has been fixed to te = 0.02eV in Part
(a) and te = 0.2eV in Part (b). The corresponding Hubbard
interaction strength U is shown in the upper abscissas. The
dashed lines show the polarization of the edge statesMnum,ese .
As a quantifier of the solution we choose the edge mag-
netization. We calculate this quantity for one edge from
the self-consistent result of the numerical calculation, i.e.
Mnume =
∑
σ
σ 〈ρn=0,q=0,B,σ〉s.c. . (D3)
Note that theMnume is not equal toMe, as defined in Eq.
(19). The edge magnetization Me of the effective model
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only respects the spin-polarization of the edge states.
Mnume , on the other hand, also takes into account the
polarization of the bulk states near the edges. This ad-
ditional spin-polarization from the bulk states is small
for sufficiently weak U (see Fig. 9(a)), while for large
U , the edge magnetization is considerably enhanced (see
Fig. 9(b)). However, this does not mean that the effec-
tive edge state model would be insufficient for describing
the edge magnetism. It only means that the polarization
of the edge states induces an additional polarization in
the bulk states via the strong Hubbard interaction which
increases Mnume . In this regime, the edge states are al-
ready completely polarized. Thus, the difference between
the effective model and the numerical calculation is only
quantitative, as desired.
Further confidence in the validity of the effective model
can be gained by directly calculating the polarization of
the edge states, i.e.
Mnum, ese =
∑
σ
σ
∫ 4pi
3
2pi
3
dk
2π
|ψ0,k,σ(0, B)|2Θ [ǫF − ǫ0,σ(k)] ,
(D4)
where ψ0,k,σ(n, s) is the wave function of the edge state
with spin σ in unit cell n and sublattice site s, with energy
ǫ0,σ(k).
Mnum, ese is plotted, for different ribbon widths and te,
as dashed lines in Fig. 9. Compared to Mnume , it is
much closer to the result of the effective model, as ex-
pected. Nevertheless, the saturation polarization of the
edge states is reached already for smaller U . This can be
interpreted as a back action of the induced polarization
of the bulk states on the edge states which acts like an
additional magnetic field. Note that this interpretation
is in consistence with Ref. 24, where it is found that inte-
grating out the bulk states in graphene structures leads
to enhanced effective interaction parameters for the edge
states. As expected, we observe that such mechanisms
are only important for large U (see Fig. 9(b)) while they
are absent for small U as can be seen from Part (a) of
Fig. 9.
Thus, the following physical picture emerges from the
comparison between the numerics and the analytical
model: the edge states are primarily responsible for the
edge magnetization. The polarization of the edge states
then induces an additional spin-polarization in the bulk
states if the Hubbard interaction is large enough. This
additional bulk state polarization further increases the
edge state polarization so that the saturation is reached
already for smaller U . The essential approximation, we
have made in the effective edge state model, is that we
neglected the enhancement of the effective interaction by
the bulk states. This enhancement can be easily reintro-
duced into the model, if desired.
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