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ABSTRACT

MODELING, DESIGN AND FABRICATION OF
THIN-FILM MICROCRYSTALLINE SILICON SOLAR CELLS
by
Wei Chen
The modeling, design and fabrication of low-cost thin-film microcrystalline
silcon(µS)arestudinh .Tecl,osidrnthvegao,uilzs
low-cost glass as the substrate and microcrystalline Si (c-Si) as the active layer. A
comprehensive refractive index (n) and extinction coefficient (k) model of silicon as
function of doping, temperature and wavelength is developed to assist the optical design
of the cell. In order to obtain acceptable short circuit current density (Jsc) from the cell,
it is found that the thickness of the silicon thin film should be more than 10µm. To get
the best light trapping effect, the surface of the cell should be double-side or front-side
textured. The density of the texture pits should be as high as possible and the bottom
angle of the texture pits should be as small as possible. However, the depth of the texture
pits does not have too much influence on the overall performance of the cell.
A model and corresponding software are developed to investigate the electronic
properties of the material /device built using low cost µc-Si. This model divides the
defect regions inside the material into different categories according to the defect levels
in them. Therefore, this model is able to deal with various kinds of defects and defect
clusters. The software uses finite element method to solve time-dependent continuity
equations with different boundary conditions to get the carrier distribution inside the
materials and hence the I-V characteristics of the devices. It is found that, to get

satisfying thin film µc-Si thin film cell, the grain size of the film should be about 101.1m,
and the surface recombination velocities at the grain boundaries should be less than
1000cm/s. The requirement on the minority carrier lifetime is not rigid because of better
tolerance of thin-film solar cells to this property.
Some critical fabrication steps in making such a thin film solar cell are also investigated.
An Al-involved crystallization / grain enhancement procedure using optical processing is
used to get large-grain µc-Si thin films. This process involves both a-Si/Al reaction and
Al diffusion inside Si. It can produce µc-Si at temperatures lower than the softening
point of low-cost glass within a much shorter duration compared with other
crystallization / grain enhancement techniques. Crystallization of Si film can start at
temperatures as low as 200°C when Al is involved. However, to get strong
crystallization and grain enhancement, the processing temperature should be more than
450°C. At temperature around 500°C, the crystallization becomes much stronger. The
local melting at the Si-Al interface may cause this crystallization.
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Figure 5.27. XRD spectrum of sample HW165-11, after processing.
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Figure 5.28. XRD spectrum of sample HW165-12, after processing.
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Figure 5.29. The SIMS profile shows the Si and Al distribution inside thin film of
116
sample HW165-21, after processing.
Figure 5.30 . Measured reflectance spectrum of sample PE1-7, after optical
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processing.
Figure 5.31. Image shows "pinholes" on the surface of PE1-xx group sample. ...
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Figure 5.32. Measured I-V curve of device 35 on sample HW161-21
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CHAPTER 1
INTRODUCTION
Although there are infinite number of stars in our universe burning the energy and
dissipating it into the unknown space in a lavish way, energy never seems to be free to
human beings. We always need to pay two things for it:- the work involved (which can
be symbolized as money according to Karl Marx) and the quality of the environment.
Even worse, the energy in the forms that we can use is becoming less and less.
A cheap, clean and renewable energy source is always desirable. Sunlight is the best
candidate for this purpose. On an average, the power from the sun reaching a lmxlm
area on the earth's surface is about 900 W i . If a circle of about 100 mile diameter in the
desert of Nevada could be covered by modern solar arrays, the electric power generated
would satisfy the U.S. demand for electricity. However, without being transformed into
other forms of energy, sunlight cannot do anything useful except making us feel warmer.
Transforming sunlight into electricity is one method (maybe the major method) to utilize
it in a more practical way. Solar cell is a device to accomplish this goal. A solar cell can
convert the photons in sunlight into electrical power. Although there are various types of
solar cells based on different materials, most of the solar cells made today are built on
semiconductors. The simplest semiconductor solar cell consists of a single, homojunction
device as illustrated in Figure 1.1. The active part of this device uses a p-type
semiconductor as the base region with a thin, n-type emitter as the top layer. A gridded
metallic contact (or a transparent conducting oxide (TCO) layer) serves as a top electrode
for current collection while allowing light to enter the cell, and the entire backside is
covered with a metallic layer that serves as both a back contact and an optical reflector.
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The photons absorbed in the semiconductor materials generate electron-hole pairs within
the device. These so-called photo-generated carriers are separated by the electric field
generated by the p/n junction leading to the flow of an electric current into an external
load.

Anti-Reflection
oating

Front contact

p-n junction
n-type Emitter

p-type Base

Back Contact
Figure 1.1. Schematic representation of a single p-n junction solar cell.

All solar cells use antireflection coatings and a rough or textured surface to increase
photon absorption. For a typical power application, several solar cells are connected in
series and parallel arrays to deliver a desired voltage and current. The entire assembly of
arrays is encapsulated in a plastic resin using a glass sheet to prevent degradation caused
by natural elements. A slightly more complex device structure uses two dissimilar
semiconductor materials, one p-type and the other n-type, to form the so-called
heterojunction device. Typical examples include CdS(n) / CdTe(p), and CdS(n) /
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CuInSe(p) type devices. The use of different semiconductors to form a p-n junction adds
constraints in terms of fabrication steps and optimization of the device structure.
Currently semiconductor solar cells are based on a number of semiconductors, including
crystalline—Si (c-Si), hydrogenated amorphous-Si (a-Si:H), CdTe, GaAs, and CIS (copper
indium diselenide). Of these, c-Si and a-Si:H solar cells and modules are commercially
available with c-Si constituting about 85% of the entire commercial market. Recently,
CdTe modules have become available commercially. GaAs-based cells and modules are
appropriate for concentrator devices. CIS cells appear to offer a promise for low-cost
solar cells.
The typical I-V characteristic of a solar cell is shown in Figure 1.2. If there is no external
load connected to the cell, the voltage measured at the ends of it is referred to as open-

Figure 1.2. A schematic showing the typical I-V character of a solar cell. The area (in
I-V space) of the rectangular region is the maximum power the cell can output.
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circuit voltage, V. Another important parameter in the I-V characteristic of the solar
cell is short circuit current density Jsc, which is defined as the current density flowing in
the circuit when the external load is zero. When the cell is connected to a non-zero
external load, the power delivered to the load depends on the current-voltage
characteristics of the device. The power delivered by the cell will be maximized at a
voltage lower than V. The corresponding voltage and current at this maximum power
are referred to as V. and I

max, respectively.

The ratio (maximum power delivered by

the cell / J„ x V oc ) is called the fill factor (FF). The intrinsic FF of a solar cell is about
0.8 for Si devices and about 0.85 for direct-bandgap semiconductor devices but the actual
FF of the device is often controlled by the cell design.
One of the major problems of the solar cell is its low efficiency. The highest efficiency
of Si solar cells available in the commercial market is less than 16%. Another problem
with the semiconductor solar cell is that the solar cell can be too expensive in two ways 2 :
1. The cost of materials, fabrication, operation and maintenance of the solar cell can be
high with the result that the price of the electricity generated by the solar cells can
become a significant issue compared with that of electricity generated from other
available sources.
2. The energy cost during cell fabrication can be more than the total electricity that the
solar cell can generate in its lifetime. This drawback will make the solar cell a nonviable energy resource.

Getting a high quality device at low cost seems to be a dilemma for every commercial
product. Solar cell is not an exception either. Solar cells with efficiency that is close to
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theoretical limit have been fabricated in laboratories at very high cost using high quality
materials, clean room processing and other expensive techniques in the fabrication
process of the solar cells. (Actually, some of the records reported in the literature have
exceeded the old theoretical limits. They have changed the theories of the cells 3 ).
Unfortunately, these high-efficiency solar cells are not practical for commercial purposes
because of their high cost. To lower the cost, cheap materials and low-cost processing
techniques have to be used. This often yields low-quality devices. However, If the
efficiency of the cells is too low, the cost of cell will still be relatively expensive.
To solve this dilemma, PV industry keeps seeking better ways to make low-cost cells
with reasonably high efficiencies. This involves the following four objectives:
1. Carefully designed cell structures that will give the best output. For example, in
modern cells, AR coating 4 or self-concentrate structure s are used to couple as many
photons as possible into the cell. Non-planar surfaces/interfaces are utilized to
enhance light trapping 6 , and buffer layers are adopted to minimize the photon loss at
the semiconductor / metal interfaces 7 . The details of all these (and other)
configurations are determined by the optical design of the cells. The number of
junctions and the positions of them, the doping concentration, the metal contact
configurations, the least-acceptable material quality and other properties of the cells
are the major features optimized by the electrical design of the cell. Other features
such as the thickness of the cell are decided by both the optical and electrical design
of the cells. The cell design procedure strongly depends on both optical and electrical
modeling of the materials and the device.
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2. Low-cost materials with acceptable quality. For example, instead of utilizing highpurity single crystalline silicon ingots, the photovoltaic (PV) industry uses various Si
ribbons or poly-Si ingots for device fabrication.
3. Processing techniques that will improve the quality of the starting materials. This
includes gettering / passiviation 8 of the materials, recrystallization / grain
enhancement 9 of thin films and other techniques.
4. Other low-cost device processing techniques, including junction formation,
metallization, AR coating, texturing and wafer handling, etc.
It should be pointed out that these objectives are not independent of each other. For
example, the design of the cells will always be limited by the quality of the materials and
processing techniques available.
The need for developing better and inexpensive solar cells has led to the development of
thin-film solar cells. Normally, thin-film solar cells use substrates/superstrate as the
mechanical support for the device and a thin layer of semiconductor as the active layer to
generate electricity. In most cases, the substrate does not take part in the generation of
electricity.
Thin film solar cells possess the potential to lower the device cost significantly because
the material cost of thin film cells can be much lower than that of thick cells. The
consumption of the expensive semiconductor material in thin-film devices can be much
less compared with that in thick cells and the substrate materials can be very cheap.
Especially for large-area usage, the formation of large-area thin-film can be made to cost
much less than large cross section ingots or large area ribbons. As to the processing, the
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steps required could be fewer in thin-film cell fabrication and the requirements on
process environment can be relaxed.
Thin-film structure is preferred because of its inherent electrical benefits. Although
thicker cells can absorb more photons, the minority carriers generated by these photons
are more likely to be recombined in a thicker cell before they are collected by the external
circuit. In addition, the minority carriers are generated mainly by the photons having
energy larger than the bandgap of the semiconductor. Because of the high absorption
coefficients of the semiconductor, the total amount of photon-generated carriers will not
change significantly when the cell thickness exceeds some value. Furthermore, the loss
of photon absorption caused by the thin structure can be compensated by proper optical
design, as will be shown in the following chapters. It is expected that the efficiency of
thin film solar cells will be at least the same as that of thick cells.
However, to develop a thin film solar cell, several critical problems need to be solved, as
described here:
1. How to design the structure of the cell so that its' overall performance can be
optimized? Optically, the structure of the cell should permit as many as photons as
possible in order to generate more minority carriers. Electrically, the structure of the
cell should be able to maximize the amount of the minority carriers collected by the
external circuit.
2. What materials to be used in the cell? These materials include semiconductors,
substrate materials, contact materials and so on. The quantity and the quality of
materials should be subject to three categories of constraints — a) the allowance of the
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processing techniques, b) the design specifications of the cells, c) the cost of the
materials.
3. What processing techniques should be used? The processing techniques should be
cost efficient and compatible with the low quality materials. For example, low
temperature processing is needed for low-softening-point glass substrates.
4. When the cell structure becomes thin, the effect of surface recombination becomes
stronger, how to develop more effective surface passiviation techniques? The defects
inside the materials will also play an important role in degrading the performance of
the cells. How to lessen the influence of these bulk defects?
The objective of the project described in this thesis is to develop a new thin-film silicon
single-junction solar cell. The illustration of this cell is shown in Figure 1.3. The details

Figure 1.3. The schematic of NREL thin film µc-Si solar cell.
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of this cell will be described in the next chapter.
The tasks involved in developing this cell include:
1. Development of a novel, simple design of the cells that is really compatible with the
low cost materials and low cost processing procedures.
2. Development of new modeling tools that will help to analyze materials and devices.
3. Development of new processing techniques that are low-cost and low-temperature
compatible.
The major work conducted by the author in this project are:
1. Participatition in the design of the solar cell.
2. Development of a new modeling tool for lifetime analysis of non-perfect materials
and device properties of the cell fabricated on non-perfect Si thin films.
3. Detailed study of optical processing techniques and its applications to the back
contact formation and crystallization of films.
The details of this work will be described in other chapters.
The thesis will be organized as follows: In the second chapter, the details of some thinfilm Si solar cells developed by other groups will be reviewed. The third chapter will
concentrate on the optical features of the cell that we developed — the thickness, the
interface/surface shape, and so on. The electrical properties of the materials and the
devices will be considered in Chapter 4. The software developed in the analysis will also
be introduced in this chapter. In the fifth chapter, the major processing techniques used
in the cell fabrication will be investigated. The sixth and final chapter will be the
conclusions and future work based on the research work performed in this thesis.
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CHAPTER 2
SILICON THIN-FILM SOLAR CELLS: AN OVERVIEW

2.1 Introduction
Among all kinds of semiconductor devices, solar cells may have the most diversity.
Various types of thin film silicon solar cells have been developed in these years. Their
structure and fabrication steps can be very different from the each other. The diversity of
the solar cells comes from the flexibility and simplicity (compared with other
semiconductor devices) of the device. Table 2.1 summarizes most of the thin-film Si
solar cells on various substrates made by different groups in recent years.
The merits of using the thin film structure have been discussed in the first chapter. In this
chapter, some general issues concerning the design and fabrication of the thin-film solar
cells will be reviewed. Cells developed by various groups will be investigated in detail.

Table 2.1. Summary of thin silicon solar cell fabrication methods and performance
Foreign Substrate
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Table 2.1 (continued). Summary of thin silicon solar cell methods and performance

2.2 General issues
Although thin-film cells can be made in various configurations and their fabrication
procedure can be greatly diversified, there are some common technical issues that need to
be considered in the design and fabrication of the cells. In this section, some of these
issues will be discussed.
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Design / Modeling
Design / modeling of the cell is the most important phase in the development of an
acceptable thin-film solar cell. Here, some general concerns of the thin-film cell design
and modeling will be presented. Details of the design and modeling developed at NREL
will be investigated in the next two chapters.
When the cells become thinner, the absorption of incident light becomes weaker if the
surfaces of the cells are kept planar 10 . Light trapping is necessary to enhance the
absorption of light in the cell. The most effective way to do trap the light is by using nonplanar surfaces in the cell structure. The design of light trapping enhancement structure
is a major goal of the optical design of the cell.
Low-cost materials are often used in thin-film Si cells. Unfortunately, low cost thin-film
materials usually mean low quality. To get the best electrical output from low-quality
materials, the electrical structure of the thin-film device needs to be carefully designed.
The minimum requirements on the materials can also be found by electrical designs.
The design of the device strongly depends on the modeling tools that can predict the
properties of the device in various configurations with sufficient precision. The
implementation of the complicated surface / interface structure makes the optical
modeling of such a device difficult using simple optics". Modeling of large-area devices
fabricated on materials containing large amount of grain boundaries, impurities and other
defects / defect clusters is also a big challenge.
Meanwhile, the structure of the cells is also limited by the materials and processing
techniques available to the designer. For example, the thickness of the cell may be limited
by the film growth methods. If there is high temperature processing involved in the
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fabrication, materials that cannot withstand high temperature processing cannot be used
in the cell structure.

Substrate/superstrate materials
The mechanical weakness of thin-film semiconductor requires a substrate / superstrate to
support and protect the device. The cost of the substrate/superstrate materials could be a
major component of the total cost of the device. The substrate/superstrate's tolerance to
process conditions is also a major limitation on the processing techniques that can be
used in the fabrication of the cells.
The utilization of cheap materials as the substrate/superstrate of the cell can lower the
cost of the final devices greatly. A number of materials, including single-crystalline Si 12 ,
glass 13 14 metallurgical-grade silicon 15 , stainless steel 16 , graphite" and specially prepared
,

ceramics 18 , have been used for cell fabrication. However, low-cost substrates often cause
problems such as: the tolerance to high process temperatures; impurity diffusion from the
substrate to the thin-film; thermal expansion mismatch between the film and the
substrate; chemical and mechanical instability of the substrate and so on. To choose
appropriate substrate materials is an important issue in the fabrication of low-cost thin
polycrystalline Si solar cells.

Film deposition:
Various methods have been deployed to grow thin-film silicon on substrates/superstrates.
These methods include CVD, LPE 19 , sputtering20,

spray21,

peel 22 , and even etching or

polishing from the bulk materials. By properly controlling growth conditions, which
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usually mean high cost and long growth time, high quality thin-films can be obtained.
However, to lower the cost, the depositions must be performed at fairly high speeds and
under relaxed conditions. Low cost post-deposition processing is necessary to improve
the material quality. In Table 2.2, a summary of the film growth techniques often used
for Si films is presented.

Table 2.2. Summary of multi-crystalline (mc) -Si growth techniques

The active layer: amorphous or multi-crystalline Si?
Depending on the growth and post-processing techniques used, the film can have
different crystallography — it can be single-crystal 23 , multi-crystal or amorphous.
Although amorphous Si (a-Si) has many advantages as the thin-film photovoltaic
material, a major drawback of a-Si is its instability under optical illumination, which
causes degrading of device performance. Instead of classical p-n diode, a p-i-n structure
is used in a-Si thin film cells because of the low minority carrier diffusion length in a-Si
materials. Multi-crystalline Si thin-film does not have degrading problems. With fairly
large grain size, mc-Si thin-film cells can have better performance than a-Si thin-film
cells. Since grain boundaries are one of the major defects in polycrystalline materials,
enlarging the grain size (hence decreasing the relative amount of grain boundaries) is an
effective way to improve the quality of the thin-film. Diminishing the recombination at
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the grain boundaries is also an effective way to improve the quality of the microcrystalline Si (µc-Si) films. However, to grow large grain-size thin-films or to enlarge
the grain size of the as-grown film can be very costly. Finding a balance between cost
and material quality is a critical issue. Various solar cell structures that combine the
merits of both thin-film a-Si solar cell and "classical" thick cell are also being developed.

Material qualities of multi-crystalline active layer
A major issue that relates to the development of µc-Si thin film is the quality of the Si
film, especially the grain size of the film. Calculations have shown that efficiencies
exceeding 18% can be obtained only if the grain size can be >20 This is about two
orders of magnitude larger than that of the typical pc-Si film. Thus, it is necessary to
either deposit Si film of considerably large grain size (which is very costly) or enhance
the grain size after deposition. Difficulties in achieving a large-grained film are related to
the use of low-cost substrates, which normally are not able to tolerate the harsh
processing condition required for grain enhancement. One of the approaches to
overcoming this problem is to develop high-temperature glass(es) or ceramics that can be
thermally matched to Si, and can withstand Si processing temperatures. Several groups
are exploring the possibility of developing such glasses.

Post-deposition processing:
To improve the quality of the films deposited, extra process steps need to be performed
on the thin film before the fabrication of the device. These steps include recrystallization,
grain enhancement, gettering/passivition etc. Recrystallization is the process during
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which the a-Si is transformed into crystalline Si. Grain enhancement is the process of the
tiny grains in growing larger. In many papers, these two processes are not
distinguished, and in some practical situations, they are very difficult to be separated.
We believe that the mechanisms involved in these procedures could be different in some
cases. Gettering is used to remove the impurity atoms from the active layer in the cell
and passivation is used to lower the recombination velocity at the device surface/interface
(grain boundaries). Since the starting materials of most low-cost solar cells may have
very small grains and high density of defects and impurities, these steps are critical to
improve the quality of the device. They are also the challenges in the development of
thin-film cells.

Other processing steps:
These processing steps include the formation of junctions, metallization, anti-reflection
(AR) coating and texturing etc. In thin film solar cells, most p-n junctions are "grown".
An n-type layer is deposited on p-type material or vice versa instead of forming the
junctions by diffusion or ion-implantation. The most popular AR coating materials used
in mc-Si thin film solar cells include ZnO, MgF2 and Ta2O5. All of them have refractive
indices close to √n si n air . Normally, in thin-film solar cells, Al or Ag is used for back
contact. To minimize the metal loss at the semiconductor/metal interface, a buffer layer
(such as ZnO) is present between the semiconductor and back contact. For the front
contact, because of the relatively shorter minority carriers diffusion length in thin-film
mc-Si materials, the metal grid, which is often used in thick cells, is not used in thin-film
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cells. Instead, a TCO layer covering the entire front surface of the cell is used for front
contact in most thin-films cells.

2.3 Examples of thin film solar cells
In this section, some thin film solar cells will be reviewed. These cells are selected as
representatives of current thin-film technology because they have very unique
designs/structures and/or outstanding performance.

ZMR cells
To improve the quality of thin-film materials, recrystallization and grain enhancement
process is necessary. The cell shown here is a typical example of how this process will
help to improve the cell performance.
Ishihara 24 et. al. have reported impressive results of solar cells fabricated on poly-Si thinfilms obtained by Zone Melting Recrystallization (ZMR) technology. The structure of

Figure 2.1 A schematic showing the structure and fabrication procedures of ZMR
solar cell.
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their cells and processing procedure is shown in Figure 2.1. They use a thin layer of SiO 2
on the Si substrate as a stopping layer for impurity diffusion. Over the SiO2 layer, an a-Si
film was grown by LPCVD. Then, a narrow zone on the sample was heated up to about
1200 °C by a line-shaped heat source of carbon strip just above the sample in vacuum.
The film inside this zone is melted by heating and then recrystallized after the carbon
strip is moved away. By moving the heating source all over the sample, the entire film
can be recrystallized. In this study, a (100)-dominated surface was obtained with a
scanning speed at 0.2mm•s -1 . A grain size of millimeter to centimeter order was reached.
They achieved a high conversion efficiency of more than 14% for a 10x10 cm 2 cell and
16% for 2x2 cm 2 cell.

Martin Green's multi-junction solar cells
By choosing very complicated design and high-cost processing, thin-film solar cells can
reach high efficiency. The example here shows the "high-end design" of thin-film cells.
Matin Green at the University of New South Wales has developed a multi junction cell
approach to enhance the separation and collection of minority carriers generated. In a
multi junction approach, typically reminiscent of a-Si cell designs, one can take
advantage of low material quality of short minority-carrier diffusion length. The
structure proposed by Green is illustrated in Figure 2.2. Although the details of the cell
material are not known, it is expected that the semiconductor film will consist of
hydrogenated micro-crystalline silicon. Such a film consists of polycrystalline-Si with
grain size typically <1 gm, hydrogenated grain boundaries, and material that contains a
significant amount of amorphous tissue in the film.
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Figure 2.2. A schematic showing Martin Green's multi junction solar cell
An as-grown cell
With high temperature tolerating substrates (such as c-Si, graphite and quartz), Si thinfilms can be grown at high temperatures. These films can form with fairly large grain
sizes so that the grain enhancement step may not be necessary in this case.
Zhao 12 et al. reported a thin-film mc-Si solar cell grown on c-Si substrate. A 16-µm-thick
n-type active layer was grown by RTCVD at 1130°C. The efficiency of this cell is close
to 10% (9.88%).

STAR structure and p-i-n structure mc-Si cells
The structures of most µc-Si thin film solar cells follow that of the "classical" thick cells
— using a p-n junction diode as the active device. Several groups
developed thin-film µc-Si structure in p-i-n structures.

25 26 27

have also
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The Kaneka group has developed a cell configuration called Surface Texture and
enhanced Absorption with a back Reflector (STAR) 28 . Figure 2.3 shows a sketch of the
STAR cell. It consists of a glass substrate with a back reflector on which an n-type µc-Si
film is deposited by plasma CVD process. Next, an i-type poly-Si film is deposited at
substrate temperature <550 °C. This layer has no intentional doping but is p-type and has
a carrier concentration of approximately 1x10 15-16 cm -3 . This is followed by depositions
of a p-type Si film, a layer of ITO, and an Ag-grid electrode. The total thickness of the
active layer in STAR structure is less than 5 µM. The thin film is (110) textured and 90%
crystallized 28 . The diffusion length of the minority carriers in the film is less than 20 µm.
Some of the results obtained on the STAR devices are given in Table 2.328.

Figure 2.3. A schematic showing "STAR" structure cell
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Table 2.3. Some parameters of "STAR" structure thin film solar cell

The STAR structure illustrates the feasibility of using the natural roughness of the asgrown pc-Si film for light trapping purposes. Since as grown rough surface is common
in thin-films, this is a very encouraging result. It also shows the potential of using very
thin-film structures on not so high quality materials.
Shar et al. developed another p-i-n structure cell. In their approach, a p-i-n structure
based on hydrogenated microcrystalline silicon (µc-Si:H) and microcrystalline silicon
(pc-Si) were grown on SnO2-coated glass substrates using PECVD method. They
reported an efficiency of 7.7 % on a single junction cell. This group also developed a
tandem cell structure (so-called "micromorph" structure) with an a-Si top cell on their pi-n structure with an efficiency >12%.
Some common features can be observed from these cells, such as:
1. Textured surfaces and AR coating are used in most of the designs to enhance photon
absorption.
2. <50 inn thick multi-crystalline active layer is sufficient to accommodate low-quality
materials
3. Metal back reflectors. A disadvantage of the reflecting metallic back electrode is that
it can lead to significant losses due to optical absorption 29 . However, this loss decreases
with increase in film thickness.
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2.4 NREL design of thin-film µc-Si solar cell
Recently, a new structure has been proposed at NREL that integrates several process
advantages in cell design and overcomes many of the substrate related problems. Figure
1.3 is a sketch of the cell. It consists of a p-type Si film, about 10 µm thick, deposited on
a metal-coated glass substrate. An n-type junction can be made by any conventional
method, followed by an AR coating and front metallization. As illustrated in this figure,
the major features of this cell are:
1. 10-µm-thick micro-crystalline thin-film as the active layer; This thin layer can be
formed using low cost techniques such as spray technique. The crystallization and
grain enhancement steps will be performed to improve the quality of the thin-film.
The grain size of the film is about several microns.
2. Al back contact. This Al layer has multiple functions in the cell structure. Optically,
it acts as the back reflector of the device. It also helps to release the stress
accumulated in the thin-film during the initial deposition. During processing, the Al
will induce the crystallization, grain enhancement and formation of the backside
texture. It can also do gettering.
3. Glass substrate. Regular glass can be used because all the procedure involved are
low-temperature process.
4. Non-planar / Textured interface is used to enhance light trapping.
In the next two chapters, both the optical properties and electrical properties of this
design will be studied in detail. In the chapter following them, study on the fabrication
procedure of this cell will be presented.
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CHAPTER 3
OPTICAL DESIGN OF NREL THIN-FILM SILICON SOLAR CELLS
3.1 Introduction
Like the design of other semiconductor devices, the purpose of solar cell design is to
solve two problems: First, what components are needed to fulfill the requirements on
device performance? Second, once the first problem is solved, how can the device
structure be optimized so that the device can give the best performance?
The optical design of the cell is aimed at solving the second problem for solar cell. As a
device that transforms light to electricity, solar cells should trap as many photons as
possible to generate more electrical power. The goal of optical design of the solar cell is
to optimize the structure of the cells so that the amount of photons collected by the cell
can be maximized.
To increase the number of photons collected by the cell, two methods can be considered:
The first method has to do with increasing the number of photons input to the cell. This
can be done by reducing the light reflected back to the air from the front side of the cell.
Anti-reflection (AR) coatings and front side texturing can be utilized to fulfill this goal.
To choose appropriate materials for AR coatings and design configuration of the front
side texture are among the tasks of optical design for solar cells. Concentrators 5 can also
be considered as a way to increase the sunlight input to the cell. The design of the
concentrator and the corresponding cells are beyond the scope of this thesis.
The second method involves improving the structure of the device so that the light can
travel as long as possible inside the semiconductor layer before it is absorbed by metal or
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escapes the device. For thick cells (>100 microns), keeping the light inside the
semiconductor layer, until it is absorbed by the semiconductor, is not difficult since the
light can be almost totally absorbed in this layer even in just one trip. Figure 3.1 shows
the AM1.5 spectrum 2 before and after absorption by a 500-gm-thick double side polished
silicon wafer. It can be seen that this wafer absorbs the major part of the AM1.5
spectrum. But for thinner cells, the situation is different. Figure 3.1 also shows the
calculated spectrum after AM1.5 radiation passes through a 10-gm-thick Si double-sideplanar Si film. It can be seen that the absorption in this thin film is much weaker than
that in a thick wafer. In order to keep the light inside the thin film, one must force the
light to bounce back and forth inside the semiconductor layer, in other words, "trap" the
light in the semiconductor layers where the electricity is generated.

Figure 3.1 Comparison of the transmitted AM1.5 photon flux through a 500-pm-thick
Si wafer and a 10-pm-thick wafer. Also shown in the figure is the photon flux of
AM1.5 spectrum.
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Although multiple reflection of light does happen in double side polished wafers, there is
still too much light leaking from this structure. The only way to enhance light trapping is
to use rough surfaces/interface instead of planar structures. The shape of the surface /
interface of the device will play a critical role in the light trapping process. Finding the
most appropriate surface configuration that can maximize light trapping is one of the
major goals of optical design of the solar cell. Depending on its morphology, a rough
surface can be either Lambertian reflective 30 or geometric reflective (textured). Only the
surface/interface structure that is geometric reflective will be investigated in this chapter.
Meanwhile, since the metal surface is not totally reflective (especially at the
semiconductor / metal interface), part of the light incident on the metal will be absorbed
instead of being reflected back to the semiconductor. The photon loss due to metal will
become a severe problem when the thickness of the cell decreases'. Minimization of the
metal loss is also an important task in the design of the solar cell.
In this chapter, optical modeling software, PV optics'', developed by Sopori at NREL, is
used to achieve the best configuration of a single-junction thin film solar cell. A series of
calculations have been performed using this software. The results will yield information
on the influence of changes in the cell configuration on the optical property of the device
and the best configuration for single-junction Si thin film solar cells.
It should be emphasized again that the optical design of the cells is only an optimization
process of the cell structure determined by other design procedures. Depending on the
structure of the cell, the results of the optical design can be very different in different
situations. Here, most of the design work is performed only on the cell structure
introduced in Chapter 1.
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This chapter will be organized in the following way: A brief introduction to the principle
of the software PVoptics and a review of Si optical properties will follow this section.
Then the results on the thickness and configuration of interface/surface of the cell will be
discussed. The final section of this chapter will be conclusions from calculations.

3.2 Methodology
3.2.1 Description of PV optics
PV optics is optical modeling software developed by Sopori et al. at NREL. This
software can calculate a variety of optical parameters for multi-layer devices. These
parameters include reflectance, transmittance, and distribution of absorbed photons in
each layer.
Figure 3.2 is a schematic illustrating the methodology of performing these calculations.
A beam of light is incident on the sample that has an arbitrary surface morphology. This
beam is split into a large number of beamlets that impinge on a small region of the
surface. Each beamlet is permitted to propagate within the sample and we keep track of
its entire path while it undergoes reflection, transmission, and absorption.
The following formulae are applied to calculate optical parameters in the bulk and to
determine the effects of multilayer coatings. In the semiconductor, the beam propagates
as:
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Figure 3.2. A schematic shows the algorithm PVoptics calculates the optical
properties of multi-layer structures.

Where θ0 is the incident angle of the light, r i the direction vector of the incident light,
the unit vector perpendicular to the local surface on which the light incident, θj the output
angle at different layer j (j=1,2,3...), and nj the refractive index of different layers.
The reflection coefficients for parallel and perpendicular polarization are:
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In this manner, each beamlet bounces back and forth within the sample. The net energy
absorbed at each plane within the sample is determined. This procedure is continued for
each beamlet till the energy in the beam is reduced nearly to zero. This process yields
the net reflection, transmission, and absorption in the wafer.
In our calculations, Maximum Achievable Current Density (MACD) is used to evaluate
the ability of the device to absorb photons in the semiconductor layers. It is defined as
the current density that could be generated if every photon (in AM1.5 spectrum) entering
the semiconductor layer would generate a electron-hole pair and this pair contributes to
current that is collected by the external circuit. Another parameter, Metal Loss is used to
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estimate the amount of photons lost at the semiconductor/metal interface. Metal Loss is
defined as the current density that could be generated if every photon (in AM1.5
spectrum) lost at the semiconductor/metal interface would generate a electron-hole pair
and this pair results in a current that is collected by the external circuit. Apparently,
better devices have higher MACD and lower Metal Loss.

3.2.2 Optical properties of Si
From the last subsection, it can be seen that all the calculations are based on two
fundamental optical parameters of materials used in device fabrication: refractive index n
and extinction coefficient k. Among all the materials used in the cell, the semiconductor
has the most diverse n and k — these values can change significantly at different doping
concentrations and temperatures. A comprehensive model describing the n and k of
semiconductors at the desired temperature and doping concentration is essential to the
development of optical modeling software of semiconductor devices.
As part of a joint project between NREL and NJIT, the author has successfully developed
such an n-k model for silicon. This model combines experimental empirical results and
theoretical calculations from different sources. Some parameters in these results have
been fine-tuned to match the experimental data. This model can give n and k at different
doping concentrations and different temperatures over a wide wavelength range with
fairly high precision. The details of this model will be described in this sub-section.
a) the refractive index of lightly to medially doped Si:

When Si is not heavily doped (doping concentration<10 18 cm -3 ), the refractive index of
lightly doped Si as a function of temperature and wavelength can be written as31:
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The extinction coefficient of Si

Depending on the wavelength of light, the dominant light absorption mechanism inside
the Si changes. So the expression for the extinction coefficient will have different
formalism for different wavelength ranges, as presented below:
λ: 0.4µm--0.6µm
The absorption of photons in this wavelength range is mainly from direct band transition
of electronic absorption. The extinction coefficient from this mechanism can be written
as 32

:
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Eg is the band gap of Si.

The absorption in this range is mainly from phonon-assisted indirect electronic
transitions. It can be written as33:

are the components associated with the absorption and the emission processes
respectively:

The sum is taken over the four types of absorption processes whose phonon energies are
found to correspond to temperatures of 212, 670, 1050, and 1420 K.
The function Fi(x) can be written as:
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The free carriers related absorption:
For lightly doped Si, the free carrier absorption can be written as:

It has been found from the experimental data (for example, Sato's data 34 ) that the
exponents of A and T are parameters that can be adjusted to fit the actual data.
For heavily doped Si, the high-concentration of free carriers can be treated as plasma.
When the temperature is not very high (<500°C), the absorption coefficient from free
carriers can be written in empirical formula:

Where Ne is the concentration of carriers, which can be written as:

N is the doping concentration.
For heavily doped Si and at high temperatures, in the long wavelength range, both n and
k will be mainly controlled by the free carrier plasma model. A different model will be
used to calculate n and k:
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Where, Ne is the concentration of carriers, g is damping constant rage from 10 12 to 10 13 .
Figures 3.3 a and b show the measured transmission and reflection of two different
samples, Also shown in these figures are the calculated spectra from the above model.
Near perfect match between the two sets of data can be observed.
The above model has also been used in the calculation of emissivity of Si wafers
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Figure 3.4 shows the calculated the measured emissivity data from Sato 34 . The calculated
emissivity from this model is also shown in the figure. It can be seen that two results
match very well.

Figure 3.3. A comparison of the calculated and the measured reflectance — (a)
and transmittance,- (b), for two samples of different dopant concentrations.
The dotted and the solid lines correspond to measured and calculated data,
respectively. Wafer thickness = 350 gm.
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Figure 3.4. Comparison of our calculation results of emissivity and Sato's
experimental data.

3.3 The optical design of the cell
The basic structure of our cell is shown in Figure 1.3. In this section, the optics-related
features of this cell will be discussed and the best configuration of the cell will be
determined through calculations.

3.3.1 What will happen when the thin film is used?
The cells that are being developed in this study use thin poly-Si semiconductor layer as
the active layer. When the cell becomes thinner, the distance by which the light beam
travels inside the semiconductor layer also decreases if the surfaces of the device are
planar. Therefore the MACD should also decrease when the thickness declines. Figure
3.5 shows the calculated MACD as a function of cell thickness for a double side planar
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Figure 3.5 The calculated MACD and Metal Loss as functions of cell thickness for
double-side polished Si solar cell show in Figure 3.6.
single-junction Si/Al cell. The details of the structure are shown in Figure 3.6. Also
shown in Figure 3.5 is the calculated Metal Loss as a function of thickness.
Several conclusions can be drawn from this figure:
1. The MACD will decrease when the thickness of the cell decreases. Further, it will
drop more quickly when the thickness of the cell is less than 50 pm. (This thickness
can be a dividing point between "optically" thick and thin cells.). For thinner cells,
light-trapping features must be included in the design of the cell to get acceptable
MACD.

Figure 3.6. The structure of the double-side polished cell used in the calculation.
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2. While the MACD reduces with decreasing thickness, the Metal Loss will increase.
For thick cells, metal loss can be ignored (it is only less than 5% of MACD), but it
must be taken into account for thin cells. Metal loss will be more than 15% of the
MACD in thin cells (in other words, if the Metal Loss could be somehow eliminated
in thin flim cells, the Jsc would be increased by almost 15%). The reduction of metal
loss is also an important issue in the design of a thin film solar cell.
3.3.2 The surface condition and thickness
As pointed out in the introduction to this chapter, in order to increase the photon
absorption in thin films, non-flat surface/interfaces need to be adopted. Figure 3.7 a-d
shows the calculated optical properties of the cells with the basic structures shown in the
inserts of these figures. The MACD and Metal Loss under different conditions are also
denoted in these figures. In this calculation, the thickness of the cell considered is 10 µm
and the back contact metal is Al. The texture height is 1.2 microns. From this figure, it
can be seen that as long as a textured surface is used, the MACD of the device will be
higher than that of double-side planar cells, even if metal loss is higher in some cases.
Another observation that can be made from Figure 3.7 is that the MACD will be
improved more (about 30%) in double-sided textured or front side textured / backside
planar cells. Double side-textured cell will yield the highest MACD. This conclusion
suggests that double side textured or front side textured structure should be used in the
design of solar cells.
To understand the influence of thickness of a single junction cell on the MACD and
Metal Loss, we have performed a series of calculations on differently configured cells.
The calculated MACD and Metal Loss are shown as functions of thickness of the cells in
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Figure 3.7. Calculated optical properties of a single junction cell under different
surface configurations. The cell structures are shown in the inlet of figures.
Figure 3.8 and Figure 3.9 respectively. Three surface configurations are considered: front
side textured / back side planar (FTBP), front side planar / backside textured (FPBT) and
double side textured (DT). Here, the texture height is 1 µm. Several data points from
Keneka's experimental results of Jsc are also shown in Figure 3.8. The calculated results
match the experimental data very well. This indicates the accuracy of our calculations.
As we have pointed out, the MACDs in FTBP and DT cells are much higher than that of
FPBT cells although the Metal Loss of DT cells is not too different from those of FPBT
cells. It can be seen in Figures 3.8 and 3.9 that when the thickness of the cell is in excess
of 10 ~15 pm, the MACD will not increase much when the cell is made thicker. Thus,
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from the view of optical design, the thickness of thin film solar cells should be around
10~20 µm to obtain maximum benefit.

Figure 3.8. Calculated MACD vs. Thickness at different surface configurations
shown in the inlet of the figure.

Figure 3.9. Calculated Metal loss vs. thickness for different surface configurations

3.3.3 Detailed study on texturing
There are many processing techniques that can produce texturing in the cells. The results
from various methods can be greatly different from each other. In this subsection, we
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will discuss the influence of texturing on the properties of thin film solar cells. For the
pyramid-shaped texture pits, three parameters will control the properties of the texture
structure: the depth, the bottom angle and the density of the texture pits. A set of
calculations is performed on the cell structures shown in Figure 3.6 but with different
texture configurations.
Before we present the results of calculations, the terminology used in the text will be
described. The pyramid-shaped pits on the textured surface are just simply called "texture
pits". The geometry parameters of the texture pits such as the depth of the texture pits,
and the bottom angle of the texture pits are illustrated in Figure 3.10. When the density
of the texture pits is investigated, the ratio between the area of the textured part and the

Figure 3.10. The geometry and the terminology used in the texture shape
study.
whole area is called "area ratio", as shown in Figure 3.10 (in which the "area" of a region
is actually the length of the corresponding region).
a) Influence of the texture height on MACD
Here we are going to investigate the effects of the depth of the texture on the properties
of the device. The angle of the texture bottom will be kept unchanged at 70.4° (which is
the angle normally obtained by etching methods) but its height will change from 0.1 µm
to 2 µm, and the whole surface of the cell is assumed to be covered by pits.
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Figure 3.11. The calculated MACD as a function of the height of texture pits.
Figure 3.11 shows the calculated MACD as a function of the texture height. It can be
seen from the figure that the MACD does not change too much with the texture height
when the bottom angle is kept unchanged. This indicates that very shallow texture pits
can be used in the device without degrading the device performance. This conclusion is
important to the thin film cell structure, which does not have the luxury of making deep
pits on them.
b) Influence of the bottom angle of the texture pits on MACD
The second case investigated here is the influence of the bottom angle of the pits on the
cell performance. Unlike the previous case, the height will not change, but the bottom
angle will change from 60 degrees to 120 degrees, as shown in Figure 3.10.
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Figure 3.12 shows the calculated MACD as a function of the bottom angle of the texture
pits. The height of the texture pits used in this calculation is 1 pm. From these results, it
can be seen that MACD will drop by about 30% when the bottom angle changes from 60
degree to 100 degrees. Therefore, to get better performance, "sharper" texture pits should
be used in the cell design.
c) Influence of density of the pits:

In some processing techniques, the texture pits cannot cover the surface totally. This
example will investigate the relation between the optical properties of the cells and the
density of the pits.
To evaluate the influence of the pit density on the overall performance, the relations
between the MACD / Metal Loss and the texture pit density are also evaluated. The
results of these calculations are shown in Figure 3.13.
Apparently, linear relations exit between MACD / Metal Loss and area ratio. The MACD

Figure 3.12. The calculated MACD as a function of the bottom angle of texture pits
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Figure 3.13. Calculated MACD and Metal Loss as functions of Area Ratio.
d) Summary: the shape of the texture pits:

From the last three examples, the ideal textured surface should have high density of
textured pits, and the pits should be as "sharp" as possible. On the other hand, the depth
of the pits will not change the performance of the device too much. Thus, the ideal
texturing process should give dense, sharp and shallow pits.

3.4 From optical model to electronic model: A discussion
In the electronic model of the solar cell, one needs to determine the generation rate at
ANY point inside the device in order to solve the continuity equations. However, it is not
convenient to determine the distributions of the light intensity (hence the generation rate)

43
inside the device from light tracing technique although it can reveal fairly precise overall
properties of a device. To find the light intensity at a particular point inside the device,
we need to register every beamlet passing over this point and/or its nearby region, and
then add up the intensities of all of them. This will take tremendous computing power if
we want to count a large number of light beams for enough precision.
An alternative way to obtain the distribution of the generation rate is to solve the
Maxwell's equations with different boundary conditions inside the device to get the
amplitude of the electric field. Then the intensity of the light can also be calculated. By
this way, the distribution of the photon number can be determined with fairly high
accuracy, although this method may not be suitable for calculating the overall optical
properties (for example, T, R and absorption) of the device.
3.5 Conclusions
From the analysis performed in this chapter, we can get some conclusions on the
structure of the thin film solar cells:
1. The thickness of the cell should be larger than 10

in order to get satisfactory Jsc.

2. The best structure will be front surface textured / backside polished or surface
textured / backside textured.
3. The texture pits should be as sharp as possible, and should occupy the entire surface
of the cells.
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CHAPTER 4
ELECTRICAL MODELING / DESIGN OF SOLAR CELLS
ON NON-PERFECT MATERIALS
4.1 Introduction
In this chapter, we will concentrate on the electrical design of thin film pc-Si solar cells.
As described in the previous chapters, proper modeling software is the most important
tool in the design of a solar cell. Currently, there are various kinds of commercial
software that can do almost perfect modeling of electronic properties for solar cells
fabricated using single-crystalline materials. However, the device that is being developed
in this project is based on thin film µc-Si, which has electrical properties that are very
different from single-crystal Si (sc-Si). The commercially available PV modeling
software is not suitable to model devices based on materials. Furthermore,
although sc-Si solar cells usually have much better performance, PV industry prefers
using low-cost materials and low-cost processing techniques in solar cell production so
that the final cost of the device can be reduced. Unfortunately, low cost materials / low
cost processing can introduce many defects into the materials and devices. Proper
modeling tools need to be developed for modeling solar cells fabricated on non-perfect
materials to assist in the electrical design of the cells.
Electrical modeling of non-perfect materials/devices depends on the understanding of the
nature of defects inside materials and their influence on devices. An enormous amount of
experimental and theoretical work has been performed to explore the effect of defects on
the properties and performance of semiconductor materials/devices. However, only a
few theoretical models 36 that relate the properties of defects to the device performance
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have been developed. The major difficulties in developing such models arise from the
following:
1. The electronic properties of the defects in the semiconductor are still not fully
understood.
2. The non-uniformity caused by these defects over large area will make the solution of
traditional device modeling equations (A combination of continuity-Poisson
equations) very difficult. For samples that have different regions with different
properties, only numerical methods can be used to solve differential equations, and at
least a 2-D model should be used.
To overcome these difficulties, one must have:
1. Enough information about the electronic properties of the defects (including
impurities, dislocations and grain boundaries) in semiconductor materials.
2. Models to describe the defects inside materials and devices.
3. A numerical analysis tool to handle the non-uniformity in materials and devices.
Additionally, as we have pointed out in the previous chapter, a sophisticated optical
model which can handle the complex optical designs of today's PV modules is also
necessary for a successful electrical modeling of solar cells.
Currently at NREL, a new modeling program, which aims to achieve these goals, is being
developed. It is based on several modeling software/programs that are already written by
our group, including:
1. A network model 36 that can handle the non-uniformity of large-area devices and
materials

46
2. An optical modeling software that can calculate the optical properties of devices —
PVOPTIC S 1 1
3. A finite element analysis program that can calculate the carrier distribution of largearea non-uniform materials by solving continuity equations.
The major objective of the work described in this chapter is to extend the third product to
a modeling program for devices built on large-area non-uniform materials. In this thesis,
this modeling program is used to find out the least-acceptable quality of materials in the
design of the cells. It is also used to analyze the minority carrier lifetime in non-perfect
materials.
It should be pointed out that the purpose of this chapter is to establish a way to relate the
properties of defects to those of the final device built on large area materials rather than
to develop commercial modeling software. The model and the software presented here
may seem to be premature although it does provide insight into the physics involved in
the devices. Equally important is that this work is device application oriented instead of
being oriented towards materials research. Thus, the detail of the materials is not
emphasized.
The chapter will be organized as follows. First the origin and the physical nature of
defects inside PV materials will be described. Then the electronic properties of defects in
PV materials are reviewed to help in establishing the defect model. This is followed by a
discussion on the model calculating the effective lifetime in large area non-uniformity
materials. The device model will be presented after the discussion of the lifetime model.
The final section will be the summary of the chapter.
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4.2 Defects in PV materials
The defects in PV materials can be divided into three categories: grain boundaries,
impurities and other defects. In this subsection, the source and properties of these defects
will be reviewed.
a) Grain boundaries:
In order to avoid the high cost of growing single-crystal Si ingot, PV industry chooses
growing poly-Si bulk materials. Making single Si thin-films is also very costly. Thus,
most of the thin film devices are built on a-Si or micro-crystalline Si films. The grain
boundaries (GBs) are major defects in most PV Si materials.
It has been observed that atoms line up at the grain boundary in an ordered way, forming
a sublattice structure. There are also large size defect points at the GBs 37 . These defects
reveal a local stress field and a charge cloud at broken bonds. Figure 4.1 shows a TEM
picture of the boundary.

Figure 4.1. An TEM image of grain boundary.
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b) Impurities:
PV manufacturers use low-grade feedstock consisting of post-scrap, off spec, and remelt
most of these materials are rejects from microelectronic industry. The impurities present
in the feedstock are carried into melt and into the grown crystal. In general, PV starting
material has a high impurity content. Due to low-cost processing techniques utilized in
PV industry, impurities could also be brought into the Si in almost every step during
material and device processing. Typically, these materials contain C and/or 0 at nearsaturation levels, transition metals in the range of 10 12 -10 14 cm -3 , and a host of other
impurities such as Ti and Va.
c) Dislocations:
PV materials have high concentrations of quench-in, non-equilibrium, and point defects.
In some cases, a portion of the ingot may acquire high density of crystal defects
(primarily dislocations) and even loose the crystallinity and become multi-crystalline.
d) Defect clusters:
It has been noticed that low-quality µc-Si substrates have a tendency to form clusters of
defects. Figure 4.2 is a map of a typical, 4.25inx4.25in, commercial, multicrystalline PVSi wafer. The wafer has an average defect density of about 10 5 cm -2 . However, as can be
seen in the figure, there are localized clusters of defects where the defect density can
exceed 10 7 cm 2 . Previous work has shown that such defects consist of network of
dislocations, stacking faults and grain boundaries 38 . Detailed analyses have shown that
such defect clusters are sites of impurity precipitates. Figure 4.3 shows a picture of
defect clusters in PV materials.

Figure 4.2. A defect map of a 4.25-in x 4.25-in commercial mc-Si wafer. Some
high defect density regions can be observed in the sample.

Figure 4.3. Photograph showing chemically delineated structure of a defect cluster.

4.3 Electronic properties of defects

Defects influence the electrical properties of materials and devices through four
processes:
First, the energy levels introduced by the defects can act as recombination centers or traps
of the carriers. These energy levels can be characterized by three features: a) the density
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of the energy levels, b) the distribution of these levels over the energy band gap, c) the
capture cross section of the energy level.
Second, The extra energy level itself or the carrier(s) it trapped will bring extra charges to
the area around defects. The trapped carriers can come from the neighboring region, or
from the extra carriers generated by some other method (for example, light illumination).
In most cases, each energy level will carry only one or two +/- electron charge(s).
Third, defects are usually not uniformly distributed inside the material. The interchange
of the carriers between different regions that have different defect levels causes the
redistribution of the carriers. This in turn will change the properties of the materials /
devices.
The fourth process may be the least considered process in the modeling of the defects in
PV materials—the scattering of carriers at the defects. This effect may be neglected for
low-speed devices like Si solar cells. But, in solar cells fabricated using high-mobility
materials (for example, GaAs), the scattering becomes significant. In the high electric
field region of non-uniform materials, this effect should also be taken into account.
As we can see from the above discussions, in most cases, defects impact the properties of
materials or devices through the energy levels they introduce. For this reason, the energy
levels caused by different kinds of defects will be reviewed first in this section. Based on
this review, a general picture of the defects will be extracted. The properties of energy
levels related to grain boundaries and impurities will be reviewed in detail. For the other
kinds of defects, there is no known definite relation between the structure of defects and
the energy levels.
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Whenever the periodicity of the lattice is disrupted, extra energy levels in the energy
band gap could be created 39 . The impurities in the semiconductor will also introduce
energy levels into the system. Theoretically, the effect of any defect can be written in one
or more terms in the Hamiltonian of the lattice system. When the corresponding
Shrödinger equation is solved, this "disturbed" Halmiton will yield extra eigen-values,
which correspond to the additional energy levels generated by the defects in the system.
The study of defect energy levels was pioneered by Bardeen's work on surface states 40 .
Since then, numerous theoretical works have been carried out on the extra states
introduced by grain boundaries and impurities. Most of this work concentrated on the
origin and the value of the extra states. Many experimental techniques such as quasiFermi-level and capacitance transient measurement, admittance spectroscopy, deep level
transient spectroscopy (DLTS), capacitance transient, Hall effect, etc., are used to
measure the position and the cross section of the extra energy levels.
4.3.1 Extra Energy Levels Caused by Grain Boundaries
The discontinuity of the lattice structure at the grain boundaries (GB) causes a change in
electronic properties of materials in these regions. In spite of the apparent lack of
information relating the electronic properties to the lattice structure in the grain boundary
region, the factors influencing the energy band structures at the grain boundaries can be
divided into three interactive categories 41 . They are : (1) lattice strain caused by the
lattice mismatch at the GBs; (2) dangling bonds; (3) enhancement or depletion of
available impurities in the boundary region. Some experimental results 42 suggest that the
dangling bonds are the major defects at the GB that influence the electronic properties. A
research paper on the calculation of the energy states caused by dangling bonds was
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published by Heine 39 . The properties of the extra energy states induced by these factors
will decide the behavior of the carriers on the GB and in its neighboring regions.
Many experiments have been conducted to measure the interface state properties at the
grain boundaries, an extensive review of which can be found in the paper written by
Grovenor43 . Several conclusions can be drawn from these experimental results:
1. The measured results are diversified and strongly depend on the measurement methods
adopted.
2. The interface state density ranges from about 10 9 to 2x10 15 cm -2 eV -1 .
3. The distributions of the energy levels could be uniform, U-shaped continuous,
localized at midgap or Gaussian centered at some point(s) in the energy gap.
4. The cross section of these states ranges from 10 11 to 10 14 cm 2 .
Since the properties of the interface states of grain boundaries are not well defined by
experimental data, many authors just use their own interface states model to carry out
theoretical calculations. In Card and Yang's paper 44 , the properties of grain boundary
interface states are assumed to be the same as that of surface states of semiconductors
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,

which are characterized by a specific energy level, 4)0. Fossom and Lindholm

treated the grain boundaries as surfaces characterized by distributions of donor N STD(E)
and acceptor N STA (E) surface states within the bandgap. The details of Ns TD (E) and
N STA(E) are ignored in their calculations. In Seager's model 48 , the interface states
distribute uniformly above (for n-type materials) or below (for p-type materials) the
Fermi level. A Gaussian distribution of interface states was considered in Joshi and
Bhatt's work 49 . In Green's work 50 , the details of the grain boundary interface are
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ignored. Although all these models are different from each other, some of the common
features can be concluded as follows:
1. There is an energy level (1) 0 , to which if the Fermi level equals, the total net charge on
the interface will be 0.
2. The state distribution can be defined by a specific function.
3. The net charge on the interface states will be negative if the Fermi level is higher than
•0 0 , otherwise the net charge is positive.
These common features will be the basis of our modeling of the device based on multigrain materials.

4.3.2 Extra energy levels introduced by impurities
The impurities in the semiconductor can introduce impurity energy levels. Although
many types of element impurities can cause extra energy levels in the bandgap 51 , only
several of them, such as Fe, H, Al, Ni and Cu are of interest to semiconductor industry.
This is because the other elements are either not easy to incorporate into the
semiconductor during processing or the energy levels related to these elements do not act
as active recombination centers or trapping levels. The properties of the energy levels
related to those "trouble-making" elements will be discussed separately in the following
paragraphs.
Iron:
Due to their similar electronic structures, transition atom (TA) (such as Fe, Co, Cr, Ni, Cu
etc.) impurities in semiconductors are expected to be alike in electronic properties 52 .
Among them, the properties of iron atoms in Si were investigated most extensively.
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Iron in semiconductor has been extensively studied, both experimentally and
theoretically, in the past thirty years. A review of these works is given by Istratov,
Hieslmair and Weber recently
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.

Iron can exist in Si as an interstitial and as complexes

with other defects 53 . The interstitial Fe will introduce a donor level at
ET≈Ev+(0.375±0.015) eV 54 at room temperature. The hole capture cross-section of
interstitial iron can be written as 53 55 56 57 (in cm -2 ):

Where, kB is the Boltzmann constant, and T the temperature.
The electron capture cross-section of Fe was measured 58 59 as σ n =4x10-14

cm-2.

Since interstitial iron is positively charged in p-Si at room and slightly elevated
temperatures, it tends to form pairs with negatively charged defects, such as shallow
acceptors. More than 30 complexes can be formed between iron and other defects, and
about 20 deep levels are associated with these complexes. The positions of these energy
levels vary from about Ev+0.07 eV to Ec-(0.26±0.03) eV 53 . They could be either donor
levels or acceptor levels. The hole capture cross section ranges from 3.9x10 -16 to 2x1 0 -13
cm -2 , while the electron capture cross section can range from 1.5x10 -16 to 4x10 -13 cm -2 .
Ni:
Nickel is one of the most poorly understood TA impurities in Si. The reported energy
values of electrically active nickel-related levels in Si are highly controversial
65
,

60 61 62 63 64

as summarized in Figure 4.4. The measured cross sections range from 2.7x 10 -15 cm 2 to

around 10 -20 . Nickel has high diffusivity in Si, so most of Ni impurities will concentrate
close to the surface of the silicon.
Cu:
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Figure 4.4. Measured energy levels introduced by Ni impurities in Si.

The recombination activity of interstitial copper is not very clear
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.

The cross-section of

interstitial copper is about 10 17 cm 2 . It is expected that the energy level introduced by
copper is shallow donor-like 66 copper is not very clear . Copper will also induce several
other acceptor-like energy levels inside the bandgap of Si 67 , but their recombination
properties are not clear. Like iron atoms, copper atoms will form pairs with other atoms
in the Si. Precipitates of Cu can cause more severe problems to materials and the
devices. On the other hand, because of the high diffusion coefficient of Cu in Si, copper,
like Nickel, tends to form surface-near precipitates 68 . Thus the bulk properties of Si will
not be degraded by the Cu impurities too severely.
0:
Since the oxygen is incorporated at elevated temperatures during growth, at lower
temperatures, the supersaturated oxygen will diffuse and agglomerate into electrically
active thermal donors (TDs) 69 . The electrical properties of these TDs strongly depend on
the thermal history of the sample

71 72

.

It has been observed that for annealing

temperatures ranging from 350°C to 550°C, two families of TDs will be formed: one
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having the characteristics of thermal double donor (TDD) 73 ; The other consists of single
donor with shallower energy levels called shallow thermal donors (STDs) 74 75 76 or ultrashallow TDs 77 . The energy levels introduced by oxygen often act as traps inside the
semiconductor78 . The interface states at the Si0 2 /Si interfaces have important effects on
surface recombination. But the mechanisms involved are not very clear.

4.3.3 When the defects are clustered
When the defects are clustered, it is expected that the potentials introduced by different
defects may couple with each other if they are close enough spatially. Therefore, some
second-order extra energy levels or energy-band-like structure shall be generated.

4.3.4 Recombination centers and Traps:
A defect level may have a "normal" capture rate for one kind of carriers, but an unusually
small capture rate for the other. Once this defect level has captured a carrier it "prefers",
it takes a longer time for the level to capture another subsequent carrier in order to
complete recombination sequence. This energy level is considered as a "trap" 78 in which
the carrier captured will introduce extra charges to the local area.

4.3.5 Summary—A general picture of defect energy trapping level in PV Si
As we have seen in the preceding part, the characteristic of the energy levels created by
different kinds of defects can be very different from each other. However, we can still
draw a general picture of defect energy levels as described in the following:
1. A defect level can be either donor-like or acceptor-like. These two kinds of energy
levels can exist in the materials at the same time. But one energy level cannot be both
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donor like and acceptor like. Statistically, the amount of donor-like and acceptor-like
energy levels should be same.
2. Statistically, the state density of these energy levels can be assumed to be uniform in
the band gap since there are many different energy levels being contributed by
various sources such as dislocations, impurities and GBs.
3. Defect-generated energy levels are localized inside the materials. The carriers
trapped by these levels will not move as freely as the carriers in conduction band (for
electrons) and valence band (for holes).
4. The carriers trapped by these energy levels can generate extra charges inside the
materials and devices. Since we assume that the amount of two types of energy levels
(donor-like and acceptor-like) is same, the net charges on these states should have
same sign as that of majority carriers. In the neutral region of the sample, these
charges will be compensated by the dopants around them. The entire sample is thus
electrically neutral.
5. Normally, the majority carriers trapped by these energy levels will be only a very
small part of the total amount of majority carriers. Therefore, the recombination of
majority carriers has only negligible influence on the distribution of majority carriers.
In the equilibrium state, this recombination will not change the shape of energy bands
(include Fermi levels) in semiconductors. On the other hand, the recombination of
the minority carriers does have strong influence on the distribution of minority
carriers. Normally, the effect of this recombination can be symbolized by minority
carrier lifetime.
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6. However, in a region that has very high density of trapping levels (for example, the
grain boundaries), the majority carrier recombination cannot be ignored. The loss of
majority carriers in this region induces the flow of majority carriers from the
neighboring regions. This will cause the bending of energy bands around these
regions of high defect densities.

4.4 Minority carriers lifetime study of large area defect materials
4.4.1 Introduction
Minority carrier lifetime is one of the most important material parameters in PV
semiconductors (also in microelectronic materials). Both Isc and Voc of the device
depend strongly on the minority carrier lifetime. In large area non-uniform materials, the
carriers can have different lifetimes in different areas of the material and the lifetime
could change dramatically over a very small area. The minimum area over which a
measuring instrument can give meaningful readings is limited by the precision of the
instrument. If the lifetime of the minority carriers changes over a region with area
smaller than the minimum area that the instrument can measure precisely, the measured
minority carrier lifetime is the effective lifetime over the smallest measurable area of the
instrument 79 . To increase the throughput and lower the cost during manufacturing, only
large area lifetime measurement is performed for quality control in the production line of
solar cells. The lifetime measured in this way is also the effective lifetime over a large
area. In this section, we will analyze the properties of effective lifetime in large area
non-uniform materials. The models and methods developed in this section will be
extended to device modeling in the next section.
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The measured effective lifetime of the minority carriers in non-uniform materials
depends on the various properties of the material, such as the "real" lifetime distribution
in the materials, the surface conditions in the materials, and the interface conditions and
so on. The relation between the effective lifetime of the materials and these properties
will be discussed in this section. Furthermore, depending on how the minority carriers
are generated, the carrier distribution and decay profile can also change, which will yield
different effective lifetimes. This phenomenon will also be discussed in this section.
Two major methods are used in the semiconductor industry to measure the minority
carrier lifetime — Surface photovoltage (SPV) measurement and photo conductance
decay (PCD) measurement. SPV result depends on the amount of steady state carriers
while the PCD method measures the carrier decay inside the sample. The analysis in this
section will also provide insight into the lifetime measurement of large-area non-uniform
materials.

4.4.2 Methodology
Sample Model Considered

The configuration of the samples considered in the calculation is shown in Figure 4.5.
This sample can have at least 2 grains, which have different properties, as shown in this
figure. There is also recombination on the surface of the sample and at the interfaces of
different regions.
To analyze the minority carrier behavior in these multi region samples, we can categorize
the regions inside the sample into the following four types according to the amount and
properties of defects level inside different regions. Inside different types of regions,
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Figure 4.5. A schematic showing the sample investigated in lifetime and device
properties analysis
different mechanisms will control the carrier behavior. At the interfaces between these
regions, the boundary conditions are also different:
Type I region - The regular regions: In these regions, the recombination of the majority
carriers can be neglected, and the extra charges introduced by defect levels are in such a
small amounts that they can be neglected.
Type II region - The regions that have extra charges: In these regions, the recombination
of majority carriers can be neglected, but the extra charges introduced by defect levels in
these regions cannot be neglected.
Type III region -The "dead" regions: In this region, almost all the carriers (both majority
and minority carriers) will be recombined. In the modeling, the details of carrier
distribution inside this type of regions are ignored because these region do not contribute
any free carriers into the system. This type of regions can include grain boundaries or
other defect rich regions.
Type IV region: In type IV regions, some of the majority carriers can be recombined. As
a result, the Fermi levels in this region will be different from the Type I regions with the
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same doping concentrations. Because of the high density of defect levels in type IV
regions, it is quite possible that there are also extra charges inside them.
Basic equations
The 2-D continuity equation of the minority carriers inside semiconductors can be written

Where, n is the concentration of minority carriers (either electron or hole), D and a are
the diffusion and absorption coefficients, respectively, p, is the mobility of the carriers, E
is the electric field possibly involved, i is the "real" lifetime of the carriers in the local
region considered. G is a constant that represents the relation between generation rate and
the incident light. D, i and p. can be different in different regions of the materials.
In regular regions (type I regions), the electric field E(x,y) is 0. But in the regions of type
II or type III, which have extra charges, these charges will induce electric field inside this
region and hence E(x,y) will not be 0.
Boundary /Interface conditions
Since we are dealing with multi-region samples, there are two different boundaries — the
boundaries of the entire sample, and the boundaries of each region inside the samples. To
avoid any confusion we will call the boundary conditions at these two different
boundaries as "boundary condition" and "interface condition" respectively.
At the boundary of the sample, the boundary condition is:
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Where, S is the surface recombination velocity, and all the other symbols have their usual
meanings.
At the interfaces between different regions, the interface conditions will be different
depending on how the sample model is configured, as described in the following part.
If the sample model has type I or II regions only with grain boundaries between each
other, and the grain boundaries can be treated as a surface with specific recombination
velocities, at the interfaces, the following interface condition applies:

Here S is the "effective" surface recombination velocity.
However, if we treat the grain boundaries as a defect rich region (a type III region) with
finite width, or there are type III regions other than grain boundaries existing in the
samples, the boundary conditions will be different (Figure 4.6). Assume that the

Figure 4.6. The energy band model used for boundary condition analysis around a type
III region.
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lifetimes of electrons and holes are 'r e and -E h respectively in type III region. By extending
the algorithm of Fossum and Lindholm47 to bulk region, the electron flow (in p-type
samples) at the edge of the interface space-charge region can be written as:

Where, w is the width of the "region-like" grain boundaries or the type III region, NA the
doping concentration and n the electron density at the edge of the interface space-charge
region.
In fact, in quasi-natural region,

Interface condition (4.6) is nonlinear. But, in the case of high injection 47 , this boundary
condition can be written as:

At the interface between type IV regions and type I or type II regions, since the Fermi
levels are different in these two different regions (IV / I, IV / II), the interface can be
treated as a high-low junction. To simplify the problem, this kind of interface will not be
considered in this thesis.
Fitting of effective lifetime
In these calculations, the continuity equations are solved to determine the time-dependent
minority carrier distribution. Then the total number of generated minority carriers, N, as
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a function of time t can be determined. The following definition of the effective lifetime
Jeff

is used to fit the data in order to determine τ eff:

Where, No is the initial amount of extra minority carriers generated, which is determined
by the solution of the steady-state continuity equations. No has the same meaning
throughout the text in this thesis. In most cases, the fitting

Rsqr

is larger than 0.99.

Programming
To accommodate the diversity of regions in large-area non-uniformity materials, finite
element method (FEM) is used to solve the differential equations. The basic element in
the mesh is a rectangle. The density of the mesh is input by the user.
The code of the calculation engine is written in both ANSI C++ and JAVA. The current
interface is written in Microsoft® Visual C++TM 6.0. The object-oriented programming
(OOP) is also introduced to this program for easier upgrades and maintenance. The
mesh, the elements and all the related functions are objects in the program. This feature
makes the program compatible with the next-generation network-oriented programming
language (for example, JAVA). The program possesses the potential to be developed to
an Internet server based commercial modeling software.
As a Windows based software, this program is also user friendly. The user can actually
draw his/her region configuration in the Windows. All the material properties and other
parameters can be input and edited through the interface. Then, all the results
(distribution of the carriers, the depletion of the total number of carriers as function of

65
time and so on) will be saved automatically according to the project name chosen by the
user.
Since there are many data analysis and visualization software available in today's market,
this type of data modules are not included in the software. All the output results are in
simple ASCII format, which is acceptable in any data processing software.

4.4.3 Results and discussion
The calculated results presented here concern the influence of different material
parameters and carrier generation conditions on the effective lifetime of the materials.
The effective lifetime is defined in eq.(4.9). Since we assume that the carrier distribution
in the sample reaches steady state before the light is turned off, it is expected that the No
in eq.(4.9) will be different for different sample configurations. The No under different
conditions will also be discussed in some cases. Except otherwise specified, the term
"carriers" used here refers to minority carriers only.

The influence of the surface recombination and absorption coefficient on the effective
lifetime:
The surface recombination can influence the properties of semiconductor materials
strongly even for single crystalline wafers. Figure 4.7 shows the calculated effective
lifetime of a uniform sample. The width of this sample is lcm and its thickness is
300µm. The "real" lifetime of this sample is 10 -4 s. From this figure, we can see that the
effective lifetime can be only 50% of the real lifetime when the surface recombination
velocity is 100 cm/s, which is normal in as-grown Si wafers. This indicates that the
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Figure 4.7. Calculated effective lifetime as a function of surface recombination
velocity for a single-region sample.
surface recombination can lower the effective lifetime of the minority carriers in the
material significantly.
Depending on the wavelength of light used for carrier generation, the distribution of the
photon generated minority carriers can be quite different because the absorption

Figure 4.8. The normalized carrier density distribution inside single-region
samples with different absorption coefficients.
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coefficient of Si can change dramatically at different light wavelengths. Figure 4.8
shows the distribution of the carrier density when the absorption coefficient is
2(corresponding to the light with wavelength less than 1 pm) and 150 (for light with
wavelength of >0.6 µm) respectively. Here, the carrier density inside the sample is
normalized with respect to the carrier density at the light-incident surface. The sample
considered here has the same dimension as the one considered in Figure 4.7. The surface
recombination velocity is 0. It can be seen that when the absorption coefficient is large,
the carriers are more likely to be generated near the surface. Thus, it is expected that the
surface recombination will have stronger influence on the distribution profiles of carriers
generated by longer wavelength light. In other words, if we use longer wavelength light
to generate the carriers, total carrier amount at the steady state will be more strongly
influenced by the surface recombination.
The results shown in Figure 4.9a verify this estimation. This figure shows the steady state
carrier amount No as a function of the absorption coefficient (a) and the surface
recombination velocity (SRV). It can be seen that when a becomes larger, No changes
faster with SRV.
Figure 4.9b shows the fitted time decay constant as a function of a and SRV. The
effective lifetime does not change too much with absorption coefficient. This is because
when the light is turned off, the recombination and diffusion in the sample decide the
carrier decay. As long as the diffusion length is big enough, the decay time constant will
not depend on the initial distribution of the carriers, which strongly depends on the
absorption coefficient of the samples.

68

Figure 4.9. Calculated (a) No and (b) effective lifetime as functions of SRV and
alpha for a single region sample.

The carrier decay in non-uniform materials:
Before taking up the study of the effective lifetime of minority carriers in non-uniform
materials, it is instructive to consider the carrier decay profile in it. To simplify the
calculation, we first investigate the simple structure shown in Figure 4.10.
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Figure 4.10. A three region non-uniform sample considered in lifetime analysis.
This sample has three regions. The carrier lifetime of the central region is different from
that of two side regions. The thickness of the sample is 300 µm, and the width is 1 cm.
All the parameters considered have values typical of PV materials. The steady light
illuminates the sample from the topside to generate minority carriers. When the
equilibrium state is reached, the light is turned off. The distribution of the carriers, the
total amount of carriers and its decay profile after the light is turned off will be studied
here.
Figure 4.11 shows a time decay curve of the total amount of carriers in the samples after
the light stops illuminating the sample. The time axis is in log scale. From this figure, it

Figure 4.11. The total carrier number inside the sample as a function of time from
very short to long time.
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can be seen that the decay curve can be divided into two parts with different ramps. This
phenomenon is also observed in experiments. It implies that the decay of carriers in the
samples follows two different rules as follows. (1) In short time period, the carrier decay
is decided by the recombination in the short-lifetime region; (2) In longer time period, it
is decided by the carrier exchange between two different regions and the lifetime of the
longer lifetime area. Here "short time period" refers to the time period shorter than 10 -8 s
after the light is turned off, and "long time period" refers to the time period longer than
10 -6 s after the light is turned off.
The explanation of the carrier behavior in the short time period is straight-forward.
Figure 4.12 shows the fitted time decay constant (effective lifetime) as a function of the
lifetime of the central region ( τ central)

the sample structure
entral) c τ ( shown in Figure 4.10. From

Figure 4.12, one can see that the effective lifetime in the short-time period is close to the
lifetime of the central area. This can be explained by studying the carrier amount

Figure 4.12. The calculated effective lifetime as function of

-central in

3-region sample.
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changing as a function of time in different regions inside the sample. Figure 4.13 shows
the normalized total number of carriers N(t)/No , where N(t) is the total carrier number
inside the central or side regions at time t, as function of time . It can be seen that, in
short time period, the total carrier number inside two side regions hardly changes from
the initial amount, but the carrier amount inside the central region will decrease by almost
10% in just 10 -8 s. Therefore, the reduction in the total amount of carriers in the whole
sample is mainly caused by the reduction of carriers inside the central area, which
follows function Noexp(-t/ τcentral ). However, the decay time constant is not exactly equal
to the τc entral because the carrier lost in the side regions also has some effect on the decay
of total carrier amount in the entire sample.

Figure 4.13 .The time decay curve of normalized carrier amounts in central and side
regions of the three-region sample.
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For the decay happening over the long time period, some unusual results show up. Figure
4.14 shows the fitted effective lifetime as a function of the ratio of the lifetimes in central
to that in side region with changes in the area of the central region. Contrast to the
intuition, the effective lifetime of the carriers will not decrease monotonically when the
lifetime of the central area decreases.

Figure 4.14. The calculated effective lifetime as a function of
area ratio of central region to the whole sample.
Two events occur when the carriers in the sample start to decay after the light is turned
off: the carrier recombination in the three different regions (including the recombination
at the surface) and the exchange of carriers between the regions. At different time period,
these events will play different roles in the decay of the amount of carriers. We have
seen that right after the light is shut off, the decay is mainly decided by the carrier
recombination in the central region, which has shorter lifetime. But with the elapse of
time, the carrier recombination in the side regions and the carrier flow start to become
more important in the decay of the total amount of carriers.

andthe
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If the carrier lifetime in the central region is very short compared with that in the side
regions, the amount of carriers in short-lifetime region will be too small to be counted in
the total carrier number in long time period. In this case, the carrier decay in the whole
sample mainly depends on the "real" lifetime of the side area and the quantity of carriers
flowing to the central region. Since the real carrier lifetime in the side regions will not
change during the decay, the variation of the effective lifetime in this condition will be
caused by the changing of the carrier flows between two regions — the smaller the flows
are, the longer is the effective lifetime. To explain the results in Figure 4.14, the carrier
flow from the side region to central region as a function of time and the lifetime of side
area is calculated. The sample structure considered is the same as that shown in Figure
4.10. The results are shown in Figure 4.15. There is a peak that occurs close to the
center of the domain considered. This indicates that the carrier flow between the two

Figure 4.15. The carrier flow from side region to central region as functions of
time and 2. side τ / entral τc
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regions will not change monotonically as the carrier lifetime and time change. When the
time exceeds some value, the carrier flow will become smaller for reduced carrier
lifetime. This explains why the effective lifetime will not always decrease when the
lifetime of the central region decreases.
Several important conclusions can be drawn from the above analysis:
1. When two regions with different lifetimes exist in the sample and if the difference
between the two lifetimes is large, the decay of the carriers in the whole sample will
have two different effective lifetimes in the short-lifetime and long-lifetime period.
2. The decay in the short time period is mainly decided by the lifetime of the shortlifetime region.
3. The decay in the long time period depends on the carrier decay in the long lifetime
region and the exchange between two regions mentioned before. The uncertainty of
the carrier flows between different regions will make this value unpredictable and
even meaningless.
4. The large-area carrier effective lifetime will not provide information on the lifetime
of regions with very short lifetimes in non-uniform materials.

Influence of Non uniformity:
The sample considered here has ten grains. Five of these ten grains have longer lifetime
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to 0.4. The calculated effective lifetime as a function of coefficient b is shown in Figure
4.17. As expected, the effective lifetime will become shorter as the factor b becomes
larger, and the relation between them is almost linear.
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Figure 4.16. A ten-grain sample considered in calculation.

Figure 4.17. Calculated effective lifetime as a function of coefficient b in Figure
4.16 (solid line). The dashed line is a linear fitting of the calculated results.

Influence of defect distribution
Another interesting case is to see the influence of defect distribution pattern on the
effective lifetime of materials. It has been known that in most PV materials, the defects
exist in the sample as defect clusters. The primary concern here is the difference between
the effective lifetime of a material with uniform defect distribution and a material with
defect clusters.
The samples considered here are shown in Figure 4.16 and Figure 4.10. In one sample, 5
defect regions whose lifetime is b* τ o are uniformly distributed in a 10-region sample
similar to that considered in the previous example. In another sample, the short-lifetime
region, whose lifetime is also b* τ o ( τ o is the lifetime in side regions), is concentrated in
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the central part of the sample. The total area of the short-lifetime region is same in both
cases.
The calculated results are shown in Figure 4.18. From this figure, we see that the
effective lifetime is longer if all the short-lifetime regions are concentrated in one place.
This is because the total carrier amount flowing from the long-lifetime regions to the
short-lifetime regions is smaller in this configuration. Thus more carriers will stay in
long-lifetime regions.

Figure 4.18. A comparison of the calculate effective lifetime as function of b in a
3-region sample shown in Figure 4.10 and a 10-region sample shown in Figure
4.16.
Scanning of the light beam
The previous analysis has shown that if the incident light is illuminating the entire surface
of the sample, the effective lifetime calculated from the decay of the total amount of
carriers will not reflect the localized properties of non-uniform materials. Suppose we
want to measure the distribution of the lifetime over a large-area which consists of many
different regions. Then, in order to get the localized lifetime in a uniform region in the
sample, we can measure the carrier decay in this region. However, measuring the total
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carrier amount in a small part of the sample is difficult, especially if this area is very
small. An alternative way to carry out the measurement is to use a small light beam to
scan over the sample and then measure the total amount of carriers and its time-decay
curve, as shown in Figure 4.19. The light beam is directed at one spot on the sample till
the carrier distribution reaches the steady state; then the light is turned off; the time decay
of the total number of the carriers in the whole sample is measured. The light beam will
then move to the next spot to repeat the same procedure. Here, we will check the
feasibility of this light beam scanning method.
Figure 4.20a shows the carrier effective lifetime as the light beam moves through the
surface of the sample. This methodology is illustrated in Figure 4.19. The three grains
are of same size; the lifetime in the central region is 10 -6 s, and in the other two regions, it
is 10 -4 s. The sample considered here has zero surface recombination. From Figure 4.20a,

Figure 4.19. A schematic showing the beam-scanning method proposed in the text.
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we can see that if the light beam is small enough, this method can yield precise
information on the carrier lifetime of the beam incident area. Therefore, if the equipment
that can measure the carrier decay is available, this scanning method can give precise
information of the lifetime distribution of a large area sample.
Figure 4.20b shows the change of No when the beam is illuminating the different spots on
the sample. It can be seen that the No measured this way has explicit relations with the
"real" lifetime of different regions. The No measured, when the beam is incident on the
side regions, is exactly 100 times of the measured No when the beam is incident on the
central region.

Figure 4.20. The calculated effective lifetime (left) and No (right) as a function of
beam position when the beam scanning over a 3-region sample. The beam size is 1 unit
in the figure.
Summary: lifetime of minority carriers in multi-region Si
From the previous analysis, the following conclusions on the minority carrier lifetime in
PV semiconductor materials can be reached:
1. The effective lifetime of the nonuniform materials is a very ambiguous concept. It
not only depends on the exact lifetime in uniform region of the materials, but also
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depends on the geometry of the sample, the surface conditions and the measurement
methods.

2. In non-uniform materials, the effective lifetime over a large area relies on both the
real lifetime in different regions and the amount of the carrier exchanged between
these regions.
3. The scanning light beam / total carrier decay measurement method could be a precise
tool to determine the "real" lifetime distribution in non-uniform materials. Both
scanning SPV and scanning PCD are good candidates for this purpose.
4. The SPV measurement technique strongly depends on both the surface recombination
and the absorption coefficient of the samples. The result of PCD measurement is
influenced only by surface recombination.
4.5 Effects of defects on the p-n junction

To investigate the effects of the defects on the solar cells, it is natural to start with the
investigation of the influence of defects on p-n junctions, which is the "engine" of
semiconductor solar cells. Although most of the solar cells modeling softwares available
commercially use sophisticated method to solve coupled continuity / Poisson equations in
order to get the I-V characteristics of the device 80 , in this thesis, we will use the depletion
approximation of the p-n junctions. This model can help us to explore device physics
though at a tolerable expense of numerical accuracy.
In section 4.4, we have categorized different regions in the material into four types. The
carrier behavior inside these different regions in the materials was also studied. When a
p-n junction is fabricated using these materials, all the equations, including boundary
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conditions, still apply in the quasi-neutral region (QNR) of the p-n junction. However,
the depletion regions(or space charge regions(SCR)) in different types of material need to
be treated differently:
SCR inside type I regions should have the same behavior as the SCR in normal p-n
junctions. In type II or type III regions, since there are extra charges (other than the
dopant ions) and they are opposite to the charges of dopant ions, the net total charge
should be less than that in the region without extra charges. The most apparent effect of
the charges trapped in the p-n junctions may be the change of the width of the depletion
region. This change can be easily determined by Schockley model:

Where, Nx is the extra charge density trapped in the Si. This value is the same in n-type
and p-type region because we assume that the amount of defect energy levels is the same
in these two regions. In this program, we leave this variable as an adjustable parameter.
The recombination current inside the space charge region due to type IV region can be
written as (again, following the algorithm of Fossum and Lindholm 47 ):

Where, w is the width of the defectr rich region, and n i is the intrinsic carrier
concentration.
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4.6 Modeling of the defects in Solar Cells
4.6.1 The model
The model used for device analysis is the combination of the models discussed in the last
two sections, as summarized in Figure 4.21. The 2-D multi-region samples have the
same configurations as those investigated in section 4 (see Figure 4.5), except that a p-n
junction is presented. The doping profiles are also assumed to be the same in every region
in the material although the depletion region formed may vary in different regions.
For simplicity, the metal contacts are considered as surfaces that have finite surface
recombination velocities 81 . The top contact is assumed to be transparent so that the
complex boundary conditions caused by the metal fingers / bus bars can be avoided.
Since we are only considering the double side polished samples here, the optical
modeling is fairly simple; the exponential decay profile of the generation will be adopted.
The calculation of I-V characteristics of the device follows the normal depletion-region
approximation model. The continuity equation is solved first to get the minority carrier
distribution in the p-type and n-type quasi-neutral regions respectively. Then the current
density generated in these regions is calculated from the carrier flow at the boundary of
depletion region. The recombination / generation current density inside the depletion
region is treated using the model developed in the last section; this current density is
added to the current density generated in quasi-neutral regions. The integration of the
current density over the surface of the device gives the total current generated by the
device.
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Figure 4.21. The proposed model of different regions in p-n junction built on nonperfect materials. (a) the model of Type I, II, IV region and relation between them
inside a device. (b) the junction at the interface of Type I, II, IV region and Type III
region. J1 and J2 and given by equation (4.8) and (4.11) respectively. The distribution
of carriers inside type III region is not considered.

4.6.2 Programming
The finite element method is used to solve the continuity equations. The basic
components of the finite element model are similar to those used in section 4.4. But,
since the objects involved are different now, the interface of the software looks different
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from that of the lifetime modeling program — a property page is added for user to input
the parameters of p-n junctions.

4.6.3 Results and discussion
In this sub-section, some typical cases in the design of thin film µc-Si solar cells will be
considered to verify the influence of defects on the properties of the solar cells. Since the
current software is not able to calculate the optical properties of the device, the
generation rate is a parameter input by the user; the Jsc calculated here is not comparable
to the real device characteristics.

The influence of minority carrier lifetime on the solar cells
In this case, we consider the relation between the cell performance and the minority
carrier lifetime of the materials. Here, only single crystal uniform materials will be
investigated. The parameters used in calculation are shown in Table 4.1 (all parameters
are defined in equation (4.2)).

Table 4.1. The parameters used in first set of calculation

Figure 4.22 compares the I-V characteristics of a 10 microns thick cell with minority
carrier lifetime of 10 -4 s and 10 -6 s respectively. It can be seen that the Jsc for these two
configurations are almost the same. This is because, for thin film, the amount of carriers
collected by the cell will not change as long as the diffusion length of the minority
carriers is greater than the junction depth. On the other hand, the Voc will drop more
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Figure 4.22. The I-V characteristics for different lifetime. The sample thickness is
10 µm.
when the lifetime becomes shorter; this is because Voc is mainly decided by the
recombination inside the depletion region. This recombination strongly depends on the
lifetime of minority carriers.
However, the situation will be different for thick cells. Figure 4.23 shows the I-V
characteristic of two cells that also have lifetime of 10 -4 s and 10 -6 s respectively but the
cell thickness here is 200 µM. It can be seen that both Jsc and Voc will drop drastically
when the lifetime decreases.
From this analysis, we can conclude that thin film cells have better tolerance for lowquality materials. This is also an advantage of using thin film structures.

Figure 4.23. The I-V characteristics for different lifetime when the sample thickness
is 200 µm.

85
The grain size of a µµµ solar cell
One of the characteristic parameters of multi-crystalline Si is its grain size. In this
example, we will investigate the influence of the grain size on the performance of the
solar cells fabricated using µc-Si.
To limit the number of variables in this calculation, we assume that all the grains are the
similar to each other. This assumption also brings other benefits to the calculation —
since all the grains are similar, no net carrier flow will exist between grains at steady
state. Therefore, the current collected by the device is just the summation of the current
collected by each grain in the sample. The calculation time can be greatly reduced. The
parameters used in this calculation are shown in Table 4.2.

Table 4.2. The parameters used in second set of calculations

Figure 4.24 shows the calculated I-V characteristics of micro-crystalline (µc)-Si thin film
solar cells with different grain sizes, where the interface recombination velocity is
100cm/s. From this figure, it can be seen that the larger the grain size, the better the
performance of the device. Furthermore, when the grain size is larger than 1 gm, the
decreasing of the grain size will cause the degrading of the Voc but the Jsc will not
change too much. When the grain size is too small (<0.5 gm), the Isc will also start to
drop quickly as the grain size becomes smaller.
Detailed results on the change of Jsc and Voc are shown in Figure 4.25. It can be
concluded that, to get device with satisfactory Jsc and Voc, the grain size of µc-Si thin
film solar cell should be several microns.
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Figure 4.24. The calculated I-V characteristics foe different grain sizes of a 10-µmthick cell. S=100. The number represents the grain size (in µm) corresponding to the
curve at the lower-left side of the number

Figure 4.25. Calculated Jsc, Voc as functions of grain size of the cell considered in
Figure 4.24.
The influence of grain boundaries

In this case, we will discuss the influence of the interface recombination on the
performance of the cells. In Figure 4.26, I-V results of samples with different grain sizes
are presented. This figure is similar to Figure 4.24, but in this case, the interface
recombination velocity is 1000cm/s.
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Figure 4.26. The calculated I-V characteristics for the same cell considered in Figure
4.24. But the interface recombination velocity here is 1000 cm/s. The number
represents the grain size (in 1.1m) corresponding to the curve at the lower-left side of
the number
From this figure, we can see that the surface recombination has very strong influence on
the device performance especially when the grain size is small. Therefore, the
passiviation of the grain boundaries is very important for µc-Si thin film solar cells.
Detailed results on the influence of the grain boundary recombination are shown in
Figure 4.27. Figure 4.27a is for a 5-µm-grain-size sample, and Figure 4.27b is for a 0.5-

Figure 4.27. The calculated I-V charaters for different grain boundaries SRVs. In
the figures, S changes from 1000cm/s to 100cm/s in different curves. The grainsize
considered is (a) 5µm, (b) 0.5 µm.
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µm-grain-size sample. It can be seen that, for larger grain size, the recombination at the
grain boundaries will mainly degrade Voc, but Jsc will not decrease too much by
increasing surface recombination velocity (SRV) at the grain boundaries. But when the
grain size is reduced, Jsc will also drop fast as the SRV increases.
Influence of defect distribution
In this case, we consider the influence of the defect distribution on the I-V characteristics.
Two sample configurations will be investigated here. In one sample, the short-lifetime
region is concentrated at the center of the sample (as shown in Figure 4.10), while in the
other sample, the same area of short-lifetime region is distributed uniformly in every
alternate region in a 10-region sample, as shown in Figure 4.16.
Figure 4.28 shows the calculated I-V characteristics of these two samples. From this
figure, we can see that the performance will be better when the defects are confined to
one region in the cells.

Figure 4.28. Comparison of calculated I-V character of two samples. In one sample,
the short-lifetime area is concentrated at the center of the sample. In another sample,
this area is divided into 5 regions and uniformly distributed in a 10-region sample
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The uniformity of generation

The light trapping techniques can generate a non-uniform photon distribution inside the
semiconductor layer. Therefore, the photon-generated carrier density distribution will
also be non-uniform. The influence of this kind of non-uniformity on the device
performance will be studied in this example.
Figure 4.29 shows the calculated I-V characteristics of two different samples. In one
sample, the minority carriers are uniformly generated in the entire sample while in the
other one, the same amount of carriers are generated in only the central part of the
sample. From Figure 4.29, it can be seen that the I-V characteristics of these two samples
are different — the Jsc and Voc of the "concentrated generation" sample are smaller than
those of "uniform generation" sample. This result implies that during the optical design
of the solar cells, the generation distribution (so the light intensity distribution) inside the
cells should also be considered.

Figure 4.29. The calculated I-V characteristics by different generating
distribution. In one sample (represented by dashed curve), the generation is
uniformly distributed inside the sample. In the other one (solid line), the same
amount of generation is concentrated in only central region
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4.7 Summary — The least-acceptable material quality of our cells
From the analysis in this chapter, the following conclusions on the electrical design of the
cell structure proposed in chapter 1 can be reached:
1) The thin film .tc-Si should have a grain size larger than l µm, l0µm grain size is
desirable.
2) In each grain, the defects should be such that the minority lifetime would be larger
than 10 -6 s to get acceptable Voc, although Jsc will not drop substantially as the
lifetime becomes even shorter.
3) At the grain boundaries, the recombination velocity should be less than 1000 cm/s; it
will be ideal if S<100cm/s.
4) The defect area should be limited to one region instead of being distributed in the
sample.
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CHAPTER 5
FABRICATION OF µc-Si FILM SOLAR CELLS
5.1 Introduction
The previous chapters have described the design considerations and the technical
requirements of NREL thin-film Si solar cell. The major processing steps required to
build such a cell are: 1) deposition of a-Si film with a subsequent conversion into largegrain (grain size > film thickness) pc-Si with back contact, 2) formation of p-n junction,
and 3) formation of front contact. Among these steps, the most important (and the most
difficult) is the crystallization of the Si thin film. The difficulties are due to the following
requirements:
1. The grain size of pc-Si should be from several microns to 10 microns. To get the pcSi thin film with this grain size, the conventional crystallization methods, which
imply the use of thermal annealing, require temperatures higher than 500°C and/or
very long processing time. However, since our objective is to use low-cost glass as a
substrate, such high temperatures are not compatible with the properties of the glass
that has a softening point of about 550 °C. Hence, a new method to crystallize Si
thin film at low temperature and short time needs to be developed.
2. As pointed out in the previous chapter, the defect density inside the thin film should
be as low as possible to get acceptable devices. It is therefore important to consider
the method to prepare a film that has low defect density at fairly low cost.
The proposed approach to reduce the crystallization temperature is to invoke
semiconductor-metal reactions. These reactions have drawn a lot of attention in recent
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years. The most attractive result of these reactions is that certain metals can bring about
crystallization of the a-Si film (so called metal induced crystallization (MIC)) at much
lower temperatures than that required by simple thermal annealing. Consequently, MIC
can potentially be employed for making cost-efficient thin film micro-crystalline Si. The
literature contains several references to MIC, but the experimental results vary greatly. It
has been shown that MIC can start at temperatures as low as 150°C 82 . Different grain
sizes, from several tenths of microns to several microns have been reported. However,
most of the studies conducted so far are concentrated on MIC of sub-micron-thick Si
films. In some cases, the processed samples have high concentrations of Al in Si. Very
little information is available in the literature that deals with the effects of metal on
relatively thick (several microns) Si film samples (in which the amount of Al is much less
than that of Si). The applications of this technique on device fabrication are also rarely
found.
In our study, we will attempt to explore the answers to the following questions:
1. Can we apply Al induced crystallization on the sample that has much less Al than Si?
How can we improve processing to get large grains?
2. Would such a process be different from a typical thermal annealing? Are there any
different mechanisms involved?
3. Can the Al level inside the Si be controlled so that one can form an alloyed back
contact for a BSF and have an acceptable level of Al in the bulk of the film?
This chapter will be organized in the following way: we will review the published work
on crystallization / grain enhancement of Si thin film; then discuss results of our
experiments aimed at low-temperature crystallization and grain enhancement. The

93
mechanisms involved in the processing will be discussed. Then the results of the cells
fabricated using the materials developed will be presented.

5.2 Overview of crystallization techniques

5.2.1 Direct Growth of Poly-Si thin films:
Here "direct growth" refers to the process in which the µc-Si thin films are deposited
directly instead of carrying out the crystallization / grain enhancement procedure after the
a-Si thin film is deposited. Chemical vapor deposition (CVD) is employed by most
researchers for direct growth of thin µc-Si film. Although the films deposited by this
method can be 100% crystallized, their grain size are too small (100A). The thickness
of the Si film on glass grown by this method cannot be too large because Si films thicker
than lµm will peel off due to stress.
Different techniques are used in direct-growth method to help enlarge the grain size of
µc-Si. Bergmann etc. 83 reported a two-step CVD process to make the large grain poly-Si
thin film on their specially-developed glass. In the first step, low-pressure CVD using
disilane at temperature of 450 °C serves to deposit a-Si; this a-Si layer is then annealed at
temperature around 600 °C for 10 hours. The poly-Si film thus obtained is used as the
seed for a second epitaxial deposition using atmosphere pressure CVD from
trichlorosiliane. Typically, the second layer can be several-micron-thick and is deposited
at 1000 °C. The grain size is about several microns.

5.2.2 Grain Enhancement of a-Si thin films:
Annealing:
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When an a-Si film deposited on substrate is subjected to a thermal anneal for an extended
period of time, crystallization ensues and grain size of the film increases with time and
temperature. Because this process does not require melting of the Si, it is called solid
phase crystallization. The grain enhancement in this process results from a movement of
grain boundaries activated by the heating. An increase in the time or temperature or both
can further promote the grain growth. The major drawback of thermal annealing process
is that it requires long processing time or high temperature (>1000°C). A typical
annealing process will take 20-40 hours 84 . Different kinds of technologies, including
using surface-textured substrate, doped a-Si layers etc., are used in the annealing process
to reduce the processing time and processing temperature. These technologies accelerate
the velocity of grain enhancement either by introducing seeds or activating the grain
boundary movement using impurities.
Metal-Induced Crystallization (MIC):

One of the ways to convert a-Si to poly-Si is by metal induced crystallization. A metal
layer is deposited on the film of a-Si, and the structure is annealed. The effects of several
kinds of metals, such as Sb, Au, Al, Pd, Ti and Ni have been studied. The metal induced
crystallization process sounds promising in the formation of thin film poly-Si on the glass
substrates because of its low processing temperature and short processing time. However,
there is a serious draw-back that will prevent its usage from the fabrication of TFT
devices: the metal contamination of the Si layer induced by the intermix of metal and Si.
For some kinds of metals, including Pd and Ni, this problem was reported to be solved by
utilizing metal induced lateral crystallization (MILC) 85 , where crystallization was shown
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to extend into a metal free lateral area after the MIC. The grain size up to several microns
was obtained. The performance of the final TFT devices was also acceptable.

Zone-Melting Recrystallization(ZMR):
In Zone-Melting Recrystallization, a narrow zone on the surface of the sample is melted
with heating. The whole film is recrystallized with moving this melted zone around the
surface. A range of energy sources, including strip heaters, electron beams and radiofrequency (RF) heaters has been used. Because the thin film is heated to the temperature
around the melting point of Silicon (~ 1200 °C), this method is not suitable for the
crystallization of the a-Si film on the normal glass substrate. For other kinds of low-cost
substrates (like metallurgical Si, carbon etc.), it is also a challenge to prevent the impurity
diffusion from substrates to the thin film.
Ishihara 86 et. al. reported impressive results of solar cells fabricated on the poly-Si thin
film obtained by ZMR technology. They use a thin layer of SiO 2 on the Si substrate as a
stopping layer for impurity diffusion. The sample was heated up to about 1200 °C by a
line-shaped heat source of carbon strip just above the sample in vacuum. (100) dominated
surface was obtained with a scanning speed at 0.2mm•s -1 , the grain size of millimeter to
centimeter order was reached.

Laser-induced crystallization:
XeCl excimer laser recrystallization (ELR) and annealing (ELA) of a-Si has been studied
extensively in recent years. Although most works are concentrated on the usage of this
method in the thin film transistor (TFT), it is also used in solar cells.
In laser recrystallization, depending on the power of the incident light, the part of the thin
film under illumination can be either in liquid phase (melted totally) or in liquid + solid
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phase (partly melted). Although in ELR, the temperature in the thin film could be higher
than the melting point of Si, the temperature of the substrate could be much lower
because short-pulse laser is used in this process. This is a major difference between ZMR
and ELR. By placing thin oxide layer and/or nitride layer between the substrate and a-Si,
both the heat diffusion from the thin film to the substrate and the impurity diffusion from
the substrate to the thin film can be dramatically reduced. Other alternatives to improve
the quality of the film, such as using pre-patterned a-Si, multiple-steps laser processing
etc., are also suggested. TFT fabricated using XeCl excimer laser recrystallization with
excellent overall performance are reported. 87 At present, the solar cells formed by laser
crystallized Si can achieve conversion efficiencies close to 9%.
Solid phase crystallization processing using excimer laser annealing (ELA) combined
with rapid thermal processing (RTP) is also reported. 88 The ELA treatment can be at a
temperature of 550 °C. pc-Si thin films with grain size up to several microns can be
created. However, limited by the high cost of equipment, ELA method is not suitable for
low cost thin film solar cell fabrication.
Some parameters of these methods are summarized in table 5.1.

Table 5.1. Comparison of different crystallization methods
Method
CVD growth
Annealing
ZMR
MIC
LIC

Processing Temp. (°C)
1000
500
1200
<500
>1000

Processing Time
> 10 hours
20-40 hours
quick
quick
quick

Metal Contamination
No
No
No
Severe
No

97
5.3 Experimental details
It is thus clear that the approaches described in last section are not suitable for low-cost
thin film solar cell fabrication. In this section, we describe the application of optical
processing for metal-induced crystallization and grain enhancement. The details of our
experiments will be reviewed. These details include the equipment configurations, the
sample structures and the characterization methods used in the experiments. Optical
processing is used for the crystallization and grain enhancement steps of a-Si. Compared
to traditional thermal processing, the temperature profile in optical processing is much
more flexible. The processing time is also much shorter. Optical processing also
provides other benefits because of optics-related effects involved in the processing.
In optical processing, a sample consisting of a-Si deposited on an Al/Cr coated glass
substrate, is illuminated with light that is rich in the infrared (IR) content. The incident
light is partly absorbed in the semiconductor and the metal layers resulting in thermal
heating and a concomitant increase in the sample temperature. Some of the photons
reaching the Si-Al interface can produce a number of effects. One of these effects
(although not fully proven) is believed to be the introduction of point defects (vacancies)
during such a process. Presence of the vacancies helps in a rapid grain growth. Thus,
the proposed process involves nucleation that initiates at the Al-Si interface followed by
growth of grains assisted by injection of vacancies.

5.3.1 Processing equipment configuration
Optical processing furnace (OPF) is used in optical processing. Figure 5.1 shows the
operating principle of optical processing. The IR-rich light is incident on the thin film
sample to carry out the anticipated reactions in the sample. The processing chamber is
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Figure 5.1. Operating principle of optical processing furnace.
filled with Argon during processing. A typical temperature-time profile is shown in
Figure 5.2. Figure 5.3 shows the system configuration of the optical processing furnace.
The user can adjust the input signal of the power-controlling unit through the computer,
and thus control the light power profile. The temperature is monitored using an Omega
DP41-TC temperature indicator; this indicator also sends temperature readings to the
computer, which also monitors all the other important parameters in the system during
processing. Normally, a process can have six time segments, so different processing
recipe can be applied for different purpose. By finely tuned input parameters, the sample
temperature fluctuation can be less than 5°C if the user wants to use constant temperature
in some specific time segment.
A thermal process furnace is also used for thermal processing. This furnace uses the a
resistor heating system. An Electromax® V plus general-purpose single-loop controller
made by Leeds and Northrup instruments controls the temperature. The long time
temperature fluctuation is less than 5° C.
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Figure 5.2. A typical temperature profile used in optical processing

Figure 5.3. System configuration of optical processing furnace.
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5.3.2 As-deposited sample structures
Various sample structures are used for different purposes in this project. Two kinds of
substrates are used: quartz, and crystalline silicon. The thin films are grown using
different methods: hot-wire CVD(HWCVD), plasma-enhanced CVD(PECVD). Both the
HWCVD and PECVD systems are developed by MVsystem, Golden, Colorado. The
thickness of the films range from 2 µm to 10 µm. The deposition temperatures of the
samples are also different. The details of the deposition conditions and configurations of
these samples are listed in Table 5.2. In this table, the samples are grouped according to
their deposition conditions. In each group, every sample is labeled with a 2-digit number,
such as 11, 12, 21, 22.

Table 5.2. The as-deposited sample structures

5.3.3 Processing procedures
The samples are processed at different conditions. Figure 5.2 shows the typical
temperature time profiles during processing. The detailed processing profile of a specific
sample will be described when that sample is discussed. Since not every sample is
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attached with a thermocouple, the temperature profile is measured by a sample that has a
thermocouple and processed at same input-light-power profile (this profile can be
controlled by the user). Normally, a processing profile has one or two time period(s)
during which the temperature is almost constant. In this chapter, a processing profile is
identified by this constant temperature(s) and the length of the corresponding time
period(s). To avoid the cracking or explosion of the samples caused by sudden
temperature change, in most cases, the sample was heated up and cooled down at a fairly
slow speed (< 80°C/min) instead of a normal RTP profile — but still much faster than that
of regular thermal annealing process.
Thermal processing is also used for comparison. The thermal process profile is set as
close as possible to that of optical processing for comparable results. To simulate the fast
temperature increasing pattern in OPF, the sample was pushed into already-heated
thermal furnace at proper speed instead of leaving the sample inside the furnace and
heating the furnace subsequently. Unless otherwise stated, all the "processing" referred
to in this chapter is optical processing.

5.3.4 Characterization of materials
XRD, SIMS, SEM, TEM, optical microscope optical spectrometer are used in the
characterization of the samples. XRD is suitable for qualitatively studying the
crystallization 89 . It can verify a) the starting of the crystallization (the presence of the
peak), b) the change of grain size when the grainsize is smaller than 1 µm (the width of
the peak), and c) the change of the texture of the film.
The SIMS profile was used to determine the Si and Al distribution inside the samples.
The morphology and grain structure of the samples were observed by SEM, TEM and

102
optical microscope. On some samples, the reflectance was measured by a Cary V
spectrometer.

5.3.5 Testing-Device formation and characterization
After processing, the as-deposited film on most samples is converted into p-type layer. A
thin n-type µc-Si layer was deposited on the sample using PECVD method to form a p-n
junction; then a TCO layer was deposited through a mask over the n-type layer. The
mask is utilized to assist in the distribution of the TCO layer on the Si thin film with fixed
pattern (Figure 5.4). This design enables us to separate the devices at different area, and
evaluate their properties separately. An I-V measurement system based on Keithly 238
High Current Measurement Unit was used to measure the basic I-V characteristics of the
devices. The standard I-V measurement was done using NREL's standard AM1.5
simulators.

Figure 5.4. Schematic of the mask used for TCO layer deposition. The numbered areas are
where the TCO was deposited. These numbers are used to identify the devices on the film.
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5.4 Al-involved mc-Si fabrication at NREL
5.4.1 The properties of samples before processing
Because the a-Si depositions were carried out under different conditions, the as-deposited
samples also have different degree of crystallization. These samples can be divided into
three categories:
a) In the samples deposited at temperature less than 200°C and short deposition time, no
crystallization happens during deposition. These samples include HW165-XX group
and PE1-XX group. Figures 5.5 and 5.6 show the XRD spectra of two samples from

Figure 5.5. XRD spectrum of sample HW165-12, before processing, no structure
from crystalline Si can be observed. Two visible peaks are from Al.

Figure 5.6. XRD spectrum of sample PE1-6, before processing, no structure from
crystalline Si can be observed. Two visible peaks are from Al.
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these two different groups. In these spectra, only the peaks from the Al can be
observed; no diffraction peaks from Si show up.
b) For the samples deposited at temperatures less than 400°C (HW161 and HVV164
group), very weak crystallization peak can be observed, as shown in Figures 5.7 and
5.8. This is because during the deposition, the relatively high temperature (300C)
and long time (>30 min) have already triggered the Al induced crystallization.
c) For the samples grown at temperatures around 500C (HW55-XX, HW162-XX

Figure 5.7. XRD spectrum of sample 11W161-22, before processing, two peaks
from Si can be observed.

Figure 5.8. XRD spectrum of sample HW164-11, before processing, very weak Si
(110) peak is visible in this spectrum.
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groups), the XRD spectrum of one such sample is shown in Figure 5.9. Some peaks
from Si (especially a strong Si <220> peak) can be seen in this spectrum. Since the
relative intensities of these peaks do not follow the pattern of powder Si samples, the
crystallinity of these as-grown samples is highly-textured.
d) For the samples grown at temperatures higher than 600C, strong peaks from Si can be
observed in the spectrum (Figure 5.10 for sample hw54-xxx). The relative intensity
of these peaks indicates that this sample is highly textured in Si <111> direction. On
these samples, the Si is strongly crystallized. There is no apparent peak from Al in

Figure 5.9. XRD spectrum of unprocessed sample HW55-22, a strong Si (220) peak
can be observed in this spectrum.

Figure 5.10. XRD spectrum of unprocessed sample HW54-11. This sample is already
strongly crystallized before processing, and strongly textured in Si(111) direction.
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this spectrum, which implies that the crystalline Al is consumed during the
deposition. The films in this group of samples are just the mixtures of Si and Al.

5.4.2 The starting point of crystallization
To find out the lowest processing temperature at which the crystallization can happen,
One non-crystallized as-deposited samples in HW165-xx group are processed at
temperature around 200°C. Figure 5.11 shows the XRD spectrum of sample HW165-21
after a 4-minute-long optical processing. The processing temperature was 200°C. It can
be seen that, with Al present, even at temperature as low as 200C, the <111> and <220>
peaks from Si can be observed. This result indicates that Al induced crystallization of Si
can start at very low temperature (<200 °C) during optical processing. However, as can
be seen in Figure 5.11, the crystallization is still very weak at this temperature.
The other thick samples were already partly crystallized during the deposition (because of
longer deposition time and higher deposition temperature. It is reasonable to expect that
the crystallization also starts at very low temperature, at least in the region close to Si-Al

Figure 5.11. XRD spectrum of sample HW165-21 after a low temperature optical
processing, the weak Si (220) peak shows that the crystallization starts during the
processing.
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5.4.3 The change of the peaks after processing
On the samples that are not crystallized before processing, obvious narrow peaks from
crystallized Si can be observed in the XRD spectra after processing, as shown in the XRD
spectra of HW165-11 before and after a 3-min-long, ~480°C optical processing(Figure
5.12 (a) and (b)). This indicates that the crystallization of a-Si can happen very easily in
the sample structures and processing techniques that we are using.

Figure 5.12. XRD spectrums of sample HW165-11, before (a) and after (b) processing.
The apparent change of Si peak can be seen in these figures.
In the sample group HW54-XX, the samples are already strongly crystallized during
deposition; thus no enhancement of crystallization can be seen in these samples, as can be
seen in Figure 5.10 and 5.13, which show the XRD spectra of sample HW54-11 before
and after processing respectively.
Figure 5.14 (a) and (b) show the XRD spectra of sample HW55-12 before and after a
480 °C, 3 min processing. In this sample (also on the other samples in group HW55-xx),
as been pointed out before, without processing, the crystallization was strongly textured
in <220> direction. After processing, we can see that the intensity of the <111> peak
becomes much stronger. This suggests that during processing, some new grains were
formed, these grains can either be <111> textured or almost arbitrarily oriented (which is
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Figure 5.13. XRD spectrum of sample HW54-11 after optical processing. There are
almost no changes in the peaks from the XRD spectrum of the unprocessed sample
(Figure 5.10).
more likely, as we will see later). The intensity of <220> peak also increased more than
200% after processing. The increase of <220> peak could be from two sources: first,
more <220>-oriented grains are created during processing; second, the original <220>oriented grains were enlarged during processing. We believe that the second one is the
major source of increasing in Si <220> peak because the newly-generated grains during
processing are more likely to be arbitrarily-oriented, the amount of <220> oriented grains
in them is not enough to increase the intensity of <220> peak by 200%.

Figure 5.14. XRD spectrums of sample 55-12, before (a) and after (b) processing.
The apparent change of Si (111) and Si (220) peaks can be seen in these figures.
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As to the samples in sample groups HW16x-xxx, they are very weakly crystallized before
processing, drastic changes can be observed in the XRD of these samples. In most cases,
the relative intensities of the peaks show that the crystallization on the samples are almost
arbitrarily distributed with a weak <111> texturing structure. The details of the change of
crystalline in these samples will be discussed in the following section.
5.4.4. The effect of high temperatures
To compare influence of different processing temperatures on the samples, a set of 10µm-thick samples are processed at 4 different temperature ranges but with about same
time duration (3 minutes): 465-470 °C, 475-485 °C, 485-495 °C, 495-505 °C. Figures
5.15, 5.16, 5.17 and 5.18 compare the XRD spectra of these samples. It can be seen that
in the XRD spectrum of HW161-12, not only the Si <220> and Si <111> peaks are much
stronger than the other samples; several peaks form other Si crystalline structure also
appear. This indicates that the crystallization is much stronger in this sample. A

Figure 5.15. XRD spectrum of sample HW61-21, after processing
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Figure 5.16. XRD spectrum of sample HW61-11, after processing

Figure 5.17. XRD spectrum of sample HVV61-11, after processing
summary of processing temperature and the intensities of <111> and <220> peaks in
XRD of these samples is listed in Table 5.3. From these figures and table, it can also be
seen that the grains generated during processing is almost arbitrarily oriented. This is
also true for other non-crystallized HW165X-XX samples.
Table 5.3 The intensities of different peaks in XRD spectrums of processed HW161-XX
samples
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Figure 5.18. XRD spectrum of sample HW61-12, after processing

From these figures and table we can also see that when the processing temperature is
around than 495-500C, the intensity of both peaks will increase dramatically (>300%), as
summarized in Figure 5.19.
This conclusion suggests that there is a critical temperature, around 495-500 °C, in the
process of Al-induced crystallization / grain enhancement. Above this temperature, the
crystallization can be much stronger. Thinner samples (HW164-xx group, which have 6tm-thick a-Si, and were processed at similar temperature ranges.) also show the same
trend, as shown in Figures 5.20, 5.21 and 5.22 and in Table 5.4.

Figure 5.19. Summary of Si (111) and Si (220) peaks in the XRD spectrums of
processed samples in HW16x-xx groups. The numbers inside the figure indicates the
thickness of the sample referred to.
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Figure 5.20. XRD spectrum of sample HW164-12, after processing

Figure 5.21. XRD spectrum of sample HW164-21, after processing

Figure 5.22. XRD spectrum of sample HW164-21, after processing

Table 5.4. Intensities of different peaks in XRD spectrums of processed HW164-XX
samples

113
To find out the Al distributions in these samples processed under different conditions,
SIMS measurement was done on processed HW164-xx group samples. The results are
shown in Figures 5.23, 5.24 and 5.25. It can be seen that in sample 164-11, which was
processed around 500C and strongly crystallized, Al goes much deeper into the Si layer.
The Al:Si balance point (the point where the concentration of Al and Si are almost equal
to each other) is also much closer to the Si surface.
Another observation can be made from the SIMS profile of the HVV164-xx group samples

Figure 5.23. The SIMS profile shows the Si and Al distribution inside thin film of
sample HW164-12, after processing

Figure 5.24. The SIMS profile shows the Si and Al distribution inside thin film of
sample HW164-21, after processing
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Figure 5.25. The SIMS profile shows the Si and Al distribution inside thin film of sample
HW164-11, after processing
is that the strong intermixing and diffusion can exist at same time in the Al-Si system. In
Figure 5.25, the distribution of the Al inside Si layer near the surface of the film follows
the diffusion pattern, but it becomes almost constant when the depth becomes larger.
In sample group HW165-XX, the "turning point" of crystallization is not so obvious.
Figures 5.26, 5.27 and 5.28 show the XRD spectra of this group of samples after
processing. The peak intensities of these spectra are summarized in Table 5.5. It can be
seen that the "turning point" of these samples (although not so apparent) is around 480

Figure 5.26. XRD spectrum of sample HW165-21, after processing
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Figure 5.27. XRD spectrum of sample HW165-11, after processing

Figure 5.28. XRD spectrum of sample HW165-12, after processing

°C. SIMS result for sample HW165-21 (Figure 5.29) shows that the concentrations of Al
and Si are close to each other (ratio of Al to Si is larger than 1:100) over the entire
thickness of the film. This indicates that the crystallization in this sample was
accompanied by strong mixing of Al and Si.

Table 5.5. Intensities of different peaks in XRD spectrums of processed HW165-XX

samples
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Figure 5.29. The SIMS profile shows the Si and Al distribution inside thin film of
sample HW165-21, after processing
5.4.5 The effect of thin film quality
During the experiment, we found that no crystallization occurred on the PE1-XX group
under the processing conditions considered in this study. However, after processing,
reflectance measurement shows that the reflectivity in short wavelength range (<1 µm) of
these samples increased to almost 0.70(Figure 5.30). Normally, the reflectivity of Si/Al
sample (measured from Si side) in this wavelength range is only 0.30-0.40. The Al at
the surface of the film may cause this high reflectivity. The image under optical
microscope shows that these samples have a lot of "pinholes" in the film before
processing (Figure 5.31). It is quite possible that the Al just migrated to the thin film
surface because of these "pin-holes" instead of having crystallization reactions with the
Si film. The reason why Al did not induce any crystallization in these samples is not
clear.

5.4.6 Summary of experimental results
From the results described in the previous section, the following conclusions can be
made:
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Figure 5.30. Measured reflectance spectrum of sample PE1-7, after optical processing

Figure 5.31. Image shows "pinholes" on the surface of PE1-xx group sample
1. In as-deposited samples, the crystallization will start when the deposition temperature
is high and/or the deposition time is long enough. However, the as-deposited samples
are usually not fully crystallized even if the deposition temperature is high (500°C).
2. The crystallization will happen in thick film Si at fairly low temperatures (-200° C),
even in the case that the total Al content is much less than that of the total Si in the
whole sample. This starting temperature is close to the reported crystallization
starting point of sub-micron-thick film Si samples.

This low-temperature

crystallization may occur in the neighboring region of Al-Si interface, which is
relatively Al-rich. However, the crystallization at this point is very weak because the
amount of crystallized Si is small and the grain size is tiny.
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3. By comparing the samples deposited at different temperatures and processed at
different conditions, it can be seen that although the crystallization does start at very
low temperatures, strong crystallization happens at fairly high temperature.
Crystallization becomes stronger with an increase in the processing temperature.
5.5 Discussion: The mechanisms involved in Al induced crystallization
Different mechanisms are proposed to explain Al induced low temperature crystallization
of a-Si. Most authors believe that the strong mixing of Al and Si will induce the process
of a-Si transforming into crystalline Si. Some representative mechanisms are:
1) Interstitial metal diffusion-induced reduction in activation energy of Si dissociation".
The interstitial metal atoms in Si can change the Si-Si bonding from covalent to
metallic at the interface and contribute to a large reduction of activation energy for cSi formation.
2) The formation of Al silicide 91
Some authors believe that metal silicide plays a very important role in the
crystallization procedure. The procedure can be written as:
a-Si+Metal ->Metal silicide->poly-Si+metal
Although the formation of silicide from other metals has been verified by many
authors, so far only one author has reported the direct evidence of the formation of Al
silicide during the Al+a-Si reactions. However, the reason why metal silicide can
yield crystalline Si is still not clear.
3) Electric field enhanced inter-diffusion 92
Some authors think that the crystallization follows this route: prior to crystallization
internal energy in the a-Si is released by the intermixing of metal and Si. The release

119
of internal energy results in bonding states in the a phase becoming like those in the c
phase. The intermixing of some metals (include Al) will be enhanced because the
relative eletronegativities between these metals and the Si is strong.
We do agree that strong Si-Al inter mixing will accelerate the crystallization process for
a-Si. However, for thick samples, we believe there are other mechanisms involved in the
process of Crystallization / Grain Enhancement. The arguments are:
a) The strong mixing (where the concentrations of Si and Al are close) may not happen
over the entire depth of thick samples. In sub-micron samples, during the reaction,
the Si and the Al can even penetrate each other, which is observed by most studies in
this field. However, in thick samples, limited by the Al amount, the strong mixing
will happen in only a limited region around the Al-Si interface. In our samples, the
evidence of strong mixing, including the penetration or high concentration of Al
inside Si film, do not show up over the entire thickness of the sample. As shown in
the SIMS profile of samples HW164-12(Figure 5.23) and HW164-21(Figure 5.24), the
concentration of Al in Si film is usually 2-4 orders of magnitude less than Si.
However, the crystallization is still strong in these samples.
b) The electric field is not able to penetrate the intrinsic Si (which has very high e) layer
very deep. Thus, the electric field assisted Si-Al mixing inside thick Si film samples
is not likely to happen.
c) Aluminum silicide is formed at 150°C to 250°C and deformed at 350°C. However,
with our RTP-like processing, in which the time period in 150°C to 250°C
temperature ranges is very short (less than 30s), it's unlikely that the silicide will be
formed, at least the amount of silicide is very small. Therefore, the formation of
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silicide may not be the necessary process in the Al induced crystallization. The
silicide-involved theory also cannot explain as to why the crystallization becomes
much stronger in thick samples when the temperature is higher than 500 °C
Based on these arguments, we propose our explanation of the Al induced crystallization
and grain enhancement of thick samples as follows:
I. During the process of crystallization, two events occur: formation of tiny c-Si seeds
(nucleation) and growth of c-Si grains (grain enhancement). Although the later can
happen only after the first event, they can exist at same time and compete with each
other during the Si-Al reaction. At low temperatures, the nucleation will be the major
process. With long processing time, more a-Si will be transformed into crystalline Si
(but in very tiny grains) by the reaction between a-Si and Al at low temperatures.
However, nucleation can happen at only very close to the Si/Al interface, where
strong intermixing is possible. At high temperatures, the grain enhancement process
will dominate the process and help the enlargement of grains in the thick samples.
2. We believe that Al will not only accelerate the nucleation step; it will also help the
grain enhancement step (but at much lower concentration) by diffusion into Si layer.
Although this assumption cannot be verified, the grain boundary movement caused by
interdiffusion of atoms (diffusion induced grain boundary movement, DIGM) in the
binary system has been observed in some other materials. The SIMS profile of the
crystallized sample shows that the Al atoms can diffuse into Si film deep during
processing.
3. In higher temperature optical processing, although the monitored temperature is lower
than the eutectic point of Al-Si system, the melting in the local regions close to Al-Si
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interface may occur. This local melting will cause very strong crystallization at the
interface area. This crystallization can be much stronger than the crystallization
induced by Al-Si intermixing at solid state. The local melting at Si/Al interface is
even more likely to happen in optical processing, in which the samples are heated
from inside. This local melting could be the reason why the "turning point" of
crystallization (Figure 5.19) exists because melting can only start at temperatures
higher than some value.
4. In optical processing, the diffusion of Al in Si can be enhanced (compared to
conventional thermal processing at same temperature). This will accelerate the
crystallization procedures discussed above.
In summary, the crystalline / grain enhancement process in thick samples during optical
processing can be formulated as follows:
The strong inter diffusion induced nucleation => Al-assited grain-growth / crystallization
continues;
In high-temperature optical processing => local melt of interface => much stronger
crystallization and grain/enhancement.

5.6 The primary device performance
Six processed thin film samples: HW161-21, HW161-12, HW161-22, HW165-11,
HW54-22 and HW55-22 were used for device fabrication. The process of making the
device has been described in the previous section. As has been illustrated in Figure 5.4,
multiple devices are made on each thin film sample, these devices are characterized
individually.
1. Voc analysis
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Table 5.6 lists the Voc of devices on 4 samples. On the other 2 samples, no Voc was
detected on any of the devices. Several observations can be made from table 5.6:
1) The highest Voc reached in these samples is 280 mV,
2) On average, the devices around the center area (35,22,21,32,52,53) have higher Voc
than the other devices. However, the devices at the central area, which was
processed relatively more strongly, do not have good output.
3) The output of the strongly crystallized samples, HW161-11 and HW 165-11, is not
among the best results.

Table 5.6 Measured Voc of different devices on different samples
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2.

characteristics of the device

Figure 5.32 shows the measured I-V characteristics of a device formed on HW161-22. It
can be seen that the current measured on this device is very low, and this I-V curve shows
that there is large series resistance existing in the device and measurement circuit'. The
origin of these large series resistors can be:
1) The Al layer was totally mixed with Si; no pure Al was left under Si layer. Thus, the
back contact resistance is much larger than that of the normal metal contact.
2) The probe used in measurement can also introduce large contact resistance in the
circuit.
3) The surface of the p-type film may be oxidized during sample processing/handling.

Figure 5.32. Measured I-V curve of device 35 on sample HW161-21.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

In this thesis, the following tasks have been accomplished:
1. The design of thin-film µc-Si solar cells
We have found that the proper thickness of the thin film µc-Si cell should be more than
l0µm. The surface/interface configuration of the device should be front-side
textured/back-side planar or double side textured.
A model and corresponding software were developed to calculate the minority carrier
lifetime and I-V characteristics of large-area non-uniform materials /devices. We found
that the effective lifetime of minority carriers measured in large-area materials may not
be suitable for an indication of material quality. Small beam scanning method usually
can provide precise information on minority carrier lifetime distribution in large-area
materials. To get acceptable devices, the grain size of thin film µc-Si should be larger
than 1 pm for 10-µm-thick Si film; the device performance will not be improved much
when the grain size is larger than 20µm for thin film devices.
2. The Al induced crystallization was studied in detail
We have found that the Al involved crystallization can start at very low temperatures.
The crystallization will become stronger with higher temperature. For thick samples
(thickness-10µm), there is a turning point of the crystallization around 500C. For
processing temperature higher than this point, the crystallization becomes much stronger.
The reason for this behavior may be that the a-Si/Al interface is melted at this
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temperature. It is found that crystallization of Si in a-Si/Al system is always
accompanied by intermixing and diffusion of Al and Si. The crystallized materials always
have the lattice structure of crystalline Si.
3. Primary solar cells were made based on the µc-Si crystallized using Al induced
crystallization.
We have made some primary devices using the µc-Si film crystallized using optical
processing. The highest open circuit voltage under AM1.5 is about 280mV. However,
very weak current can be drawn from these devices. The reason for this is because of
large series resistance existing in the system.

However, there is still a lot of work to be done to complete this project, such as:
1. The combination of optical software and electrical software
In the software developed in this thesis, the optics-related part (generation rate of
carriers) was input by the user. However, in a real device, this part is decided by the
structure and optical design of the cell. A complete PV modeling software should be able
to calculate the optical properties of the device according to user designed structure
combined with the electrical modeling module of the software. As mentioned in section
3.5, to get the "real" generation rate distribution inside the device, solving Maxwell
equation is more practical than tracing the light inside the device. Since Maxwell
equation is also a set of second order differential equations, the finite element engine
developed in this thesis should be fairly easy to be extended for the solution of these
equations.
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2. The metal contact should be included in the device modeling
In the model developed, the metal contact is just a regular surface with finite surface
recombination velocity. No front-contact pattern was considered. By using more
complicated boundary configurations and boundary conditions, this problem can be
solved.
3. More study on Al involved crystallization (AIC)
There are still many mysteries in the process of Al involved crystallization of a-Si, such
as:
a). Is there a maximum grain size that this crystallization process can reach? Although in
samples deposited at 600°C, no changes in XRD spectrum can be observed before and
after processing, it may only be because the XRD will not show the difference when
the grain size becomes larger.
b). From the current study, it can be seen that the mixing of Si/Al or diffusion of Al in Si
always involves the process of crystallization. However, can we control the Al level
inside the Si thin film while still obtain the benefits from the Al/a-Si reaction, such as
high crystallization speed and low reaction temperature?
4. The device structure improvement
Although the open circuit voltage of the primary devices made in this thesis is acceptable
though not satisfactory, the short circuit current is so low that these devices are almost
not functional. As has been pointed out in section 5.6, the most possible reason is the
back contacts of these devices which were damaged during processing. To solve this
problem, a Ag layer is deposited in between Al and Cr, and, this should help to increase
the conductivity of back contact.
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On the other hand, if the Al concentration inside the Si layer cannot be controlled, since
the Si/Al alloy formed using optical processing always has lattice structure of crystalline
Si, we can always use this crystallized alloy layer as the seed layer for epi-growth of the
Si layer to get high quality µc-Si film.
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