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In this paper we present an extension of the Ghirardi-Rimini-Weber model for the spontaneous
collapse of the wavefunction. Through the inclusion of dissipation, we avoid the divergence of the
energy on the long time scale, which affects the original model. In particular, we define new jump
operators, which depend on the momentum of the system and lead to an exponential relaxation of
the energy to a finite value. The finite asymptotic energy is naturally associated to a collapse noise
with a finite temperature, which is a basic realistic feature of our extended model. Remarkably,
even in the presence of a low temperature noise, the collapse model is effective. The action of the
new jump operators still localizes the wavefunction and the relevance of the localization increases
with the size of the system, according to the so-called amplification mechanism, which guarantees
a unified description of the evolution of microscopic and macroscopic systems. We study in detail
the features of our model, at the level of both the trajectories in the Hilbert space and the master
equation for the average state of the system. In addition, we show that the dissipative Ghirardi-
Rimini-Weber model, as well as the original one, can be fully characterized in a compact way by
means of a proper stochastic differential equation.
PACS numbers: 03.65.Ta, 03.65.Yz, 02.50.Ey
I. INTRODUCTION
Collapse models were formulated to describe in a unified framework the behavior of microscopic systems, as ac-
counted for by quantum mechanics, and the emergence of the objective macroscopic world, described by classical
mechanics. After the pioneering works by Pearle [1], the first consistent collapse model was put forward by Ghirardi,
Rimini and Weber (GRW) [2]; see [3, 4] for more details and a list of references about the historical development of
collapse models.
The crucial feature of the GRW model is that the wavefunction associated with the state of a physical system
undergoes sudden and random localization processes. The latter do not practically affect microscopic systems, while
they become relevant already on very short time scales for macroscopic systems, by virtue of the amplification
mechanism. The localization processes prevent macroscopic systems from being in a superposition of states centered
around macroscopically distinct positions. In addition, since any measurement process consists in an interaction
between a microscopic system and a macroscopic measurement apparatus, the localization processes give a dynamical
explanation of the collapse of the wavefunction to one of the eigenstates of the measured observable, without the need
of introducing an ad-hoc reduction postulate [5]. The non-linear and stochastic nature of the reduction postulate in
standard quantum mechanics is replaced within collapse models by a modification of the Schro¨dinger equation which
includes proper non-linear and stochastic terms.
One of the main advantages of collapse models is that, besides the relevant conceptual differences with respect to
the standard theory, they provide experimentally testable predictions which depart from those of quantum mechanics
[6, 7]; see [4] for a detailed list of references. In particular, collapse models call into question the universal nature
of the superposition principle, as they set a fundamental limit above which no physical system can exhibit position
superpositions, except for a negligibly small time. The investigation of collapse models thus plays a significant role
in the experimental tests on the boundaries between the classical and the quantum description of reality at the
mesoscopic and macroscopic scale. Will it be possible to prepare quantum superpositions for more and more complex
systems with the future advances of the experimental techniques, or is there an intrinsic limit which will prevent from
this, as predicted by collapse models?
The renewed interest in collapse models and the demand to compare their predictions with actual experimental
data coming from very different setups has further motivated the formulation of more realistic models. The initial
idea that the non-linear and stochastic modification of the Schro¨dinger equation represents an intrinsic property of
Nature, was then superseded by the view that the collapse of the wavefunction is induced by a physical field filling
space, which acts as a universal noise. Indeed, the precise definition of such a field needs the formulation of a new
fundamental theory going beyond standard quantum mechanics [4]. Hence, collapse models should be understood as
phenomenological models, which capture the main effects of the interaction with the above-mentioned noise. Basic
physical principles set some general constraints on the features of the admissible models. This is the case, e.g., for
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2the absence of faster-than-light signaling [8, 9] or the principle of energy conservation. An important drawback of the
GRW model is the violation of the energy conservation: the stochastic action of the noise induces larger and larger
fluctuations in the momentum space, so that the energy of the system diverges for asymptotic times, although with
a rate which is very small [2]. This is a common feature of the first collapse models [2, 10, 11] and it traces back to
the absence of any dissipative mechanism within the interaction between the system and the noise [12–14], as also
witnessed by the structure of the master equations which can be associated with these models.
In this paper, we modify the GRW model in order to avoid the divergence in time of the energy, thus making an
important step toward the reestablishment of the energy conservation within the model. We explicitly show that this
can be achieved via the introduction of new localization operators, without changing the other defining features of
the model. This provides us with a more realistic collapse model, while we keep the original effectiveness and physical
transparency of the GRW model. The convergence of the energy of the system to a finite value allows us to associate
the noise with a finite temperature T , such that the GRW model is recovered in the high temperature limit T →∞.
We follow a strategy similar to that exploited for a simplified collapse model [13, 14] and based on the formal analogy
with a Lindblad master equation [15] including dissipation. Besides discussing in detail the physical consequences of
the extension of the model, we also express both the original and the generalized GRW models in terms of a stochastic
differential equation. This analysis, which relies on the framework of the stochastic differential equations of jump
type in Hilbert spaces [16–18], fills a gap with respect to collapse models with localization continuous in time [4].
The paper is organized as follows. In Sec. II, we briefly recall the main features of the GRW model. In Sec.
III, we introduce the dissipative GRW model, characterizing the evolution in the Hilbert space induced by the new
jump operators, in the same spirit as it was done for the original GRW model [2]. In Sec. IV, we show how the
extended GRW model, and the original one as well, can be formulated in terms of a stochastic differential equation
and we study some relevant features of its solutions, focusing on the occurrence of the localization. In Sec. V, we
derive the master equation associated with the model, which is shown to be equivalent to an equation exploited in
the description of collisional decoherence [19–21]. After studying the solution of the equation, we prove explicitly, in
Sec. VI, that it implies dissipation and an exponential relaxation of the energy to a finite value. In Sec. VII, we study
the amplification mechanism in the presence of dissipation: we first deal with a macroscopic rigid body and show that
its center of mass behaves for all the practical purposes as a classical object, then we discuss the difficulties which are
unavoidably encountered when more general situations are considered. Finally, the conclusions and final remarks are
given in Sec. VIII.
II. THE GRW MODEL
A. General structure of the model
Let us start by briefly recalling the main features of the collapse model introduced by Ghirardi, Rimini and Weber
[2]. The GRW model can be formulated in terms of discrete jumps of the wavefunction which represents the state of
the system taken into account. For the sake of simplicity, we consider a particle in one dimension and we neglect spin
and other internal degrees of freedom, so that the wavefunction |ψ〉 is an element of the Hilbert space L2(R). The
dynamics of the particle is then characterized through the following assumptions:
1. At random times the particle experiences a sudden jump described by
|ψ(t)〉 −→ |ψy(t)〉 ≡ Ly(X̂)|ψ(t)〉‖Ly(X̂)|ψ(t)〉‖
, (1)
where |ψ(t)〉 is the state immediately before the jump, which occurs at time t and position y ∈ R, and Ly(Xˆ)
is the self-adjoint contractive linear operator defined as
Ly(X̂) =
(
pir2c
)−1/4
e−(X̂−y)
2/(2r2c), (2)
with X̂ the position operator of the particle and rc = 10
−7 m a new parameter of the model.
2. The overall number of jumps is distributed in time according to a Poisson process with rate λ, which is the
second new parameter of the model. The standard value of the rate is λ = 10−16 s−1, while a higher rate was
proposed more recently [22], λ′ = 2.2× 10−8±2s−1.
3. If there is a jump at time t, the probability density that it takes place at the position y is
p(y) = ‖Ly(X̂)|ψ(t)〉‖2. (3)
34. In the time interval between two consecutive jumps, the state vector evolves according to the usual Schro¨dinger
equation.
As will be shown in the following, see Sec.IV A, this dynamics can be equivalently formulated through a stochastic
differential equation. Moreover, the jump operators Ly(X̂) satisfy the relation∫
dyL†y(X̂)Ly(X̂) = 1, (4)
which corresponds to the normalization of the probability distribution p(y) defined in Eq.(3).
The jump operator Ly(X̂) describes a localization process around the position y and with width rc. Consider a
gaussian wavefunction |φα,β,γ〉,
〈X|φα,β,γ〉 = C e−(X−α)2/(2γ)eiβ(X−α)/~, (5)
where X0 = α is the mean position, P0 = β the mean momentum, while γ > 0 determines the position variance ∆X
2 =
γ/2 and the momentum variance ∆P 2 = ~2/(2γ); C = (piγ)−1/4 is the normalization constant. The wavefunction |φy〉
after the jump, see Eq.(1), is still gaussian: apart from an irrelevant global phase, one has |φy〉 = |φα′,β,γ′〉, where
α′ = fγα+ (1− fγ)y
γ′ =
(
1
γ
+
1
r2c
)−1
, (6)
with
fγ ≡ γ
′
γ
=
(
γ
r2c
+ 1
)−1
. (7)
The mean value of the momentum does not change, while the mean value of the position is shifted toward the
localization position y. The position variance decreases and hence after the jump the particle is more localized: the
reciprocals of γ/2 and r2c/2 sum up and give the reciprocal of the new variance γ
′/2. Importantly, the latter does
not depend on the position of the localization process. For large gaussian wave packets, such that γ  r2c , one has
γ′ ≈ r2c and α′ ≈ y. The effects of the localization process on the gaussian wavefunction are summarized in Fig.1(a).
In addition, the probability that the localization process occurs around y is, according to Eq. (3),
p(y) = ‖Ly(X̂)|φα,β,γ〉‖2 =
(
fγ
pir2c
)1/2
e−(y−α)
2fγ/r
2
c . (8)
The role of the localization operators can be further understood by means of this simple example [3], which clarifies
how the action of the localization operators can prevent the system from being in a position superposition. Consider a
particle which is in the state |ϕ〉 given by the superposition of two gaussian wavefunctions with null mean momentum
and the same variance, one centered around the position α, the other around −α:
〈X|ϕ〉 = C
(
c+e
−(X−α)2/(2γ) + c−e−(X+α)
2/(2γ)
)
, (9)
where |c+|2 + |c−|2 = 1 and C is a normalization constant. The state after the localization around y,
〈X|ϕy〉 = Cye−(X−y)2/(2r2c)
(
c+e
−(X−α)2/(2γ) + c−e−(X+α)
2/(2γ)
)
, (10)
is still the superposition of two gaussian functions; the normalization constant Cy depends on where the localization
takes place. Now, consider a localization process around α and assume that the distance between the two gaussians
is much greater than the localization amplitude, while their width is much smaller than it, i.e. α2  r2c  γ. The
previous formula directly gives
〈X|ϕα〉 ≈ Cy
(
c+e
−(X−α)2(1/(2γ)+1/(2r2c)) + c−e−2α
2/r2ce−(X+α)
2/(2γ)
)
, (11)
so that the gaussian centered around the localization position α is left almost unchanged, while the gaussian centered
around −α is suppressed by a factor e−2α2/r2c . The localization process practically destroys the superposition between
the two gaussian wavefunctions, leading to a single gaussian state localized around α, see Fig.1(b). In addition, by
further exploiting γ  r2c , one finds that the probability of a localization in a neighborhood of ±α is given by |c±|2:
the definitions in Eqs. (2) and (3) allow to recover the usual Born’s rule for the probability distributions [5]; see also
Appendix A.
4(a) (b)
P(x)
Γ
Γ '
rc
Α Α' y 6
x
rc
0.3
0.6
P(x)
Γ rc
-4 -Α Α' 4
x
rc
0.5
1
FIG. 1. Effect of the localization mechanism on (a) a gaussian wavefunction |ψ〉 = |φα,β,γ〉, see Eq.(5), and (b) a superposition
of gaussian wavefunctions |ψ〉 = 1√
2
(|φα,0,γ〉 + |φ−α,0,γ〉), see Eq.(9). The position probability distribution P(x) = |〈x|ψ〉|2
before the localization is given by the blue dashed line, the probability distribution after the localization Py(x) = |〈x|ψy〉|2 is
given by the black dot dashed line, while the red line represents the normalized gaussian distribution associated with the jump
operator, see Eq.(2). The states after the localization are given by Eq.(6), (a), and by Eq.(10) with y = α, (b).
B. Master equation associated with the model
The GRW model is fully determined by the stochastic evolution of the wavefunction |ψ〉 previously presented.
However, it is often convenient to deal with the dynamics of the statistical operator which describes the state of the
system averaged over all the possible trajectories built up by the different combinations of Schro¨dinger evolutions
and localization processes, see also Sec. V. The equation of motion of the statistical operator ρˆ(t), i.e., the master
equation for the GRW model reads
d
dt
ρˆ(t) = − i
~
[
Ĥ , ρˆ(t)
]
+ λ
(∫
dy Ly(X̂)ρˆ(t)Ly(X̂)− ρˆ(t)
)
= − i
~
[
Ĥ , ρˆ(t)
]
+ λ
((
pir2c
)−1/2 ∫
dy e−(X̂−y)
2/(2r2c)ρˆ(t)e−(X̂−y)
2/(2r2c) − ρˆ(t)
)
. (12)
The first term describes the standard quantum evolution induced by the Hamiltonian Ĥ, while the second term ac-
counts for the occurrence of the localization processes. Equation (12) establishes a semigroup evolution [15] with pure
decoherence in position: the off-diagonal terms in the position representation are suppressed, and distant superposi-
tions are suppressed faster than closer ones.
The master equation associated with the collapse model allows to investigate relevant features, such as the extension
to an N -particle system and then the amplification mechanism, as well as the asymptotic behavior of the energy of
the system.
1. Amplification mechanism
Now, consider an N -particle system in which the localization processes occur individually for each constituent, so
that the master equation associated with the N -particle statistical operator %ˆ(t) is simply
d
dt
%ˆ(t) = − i
~
[
ĤT , %ˆ(t)
]
+
∑
j
λj
(∫
dy Ly(X̂j)%ˆ(t)Ly(X̂j)− %ˆ(t)
)
, (13)
where Ly(X̂j) is a shorthand notation for 11 ⊗ . . .1j−1 ⊗ Ly(X̂j) ⊗ . . .1N , 1l being the identity operator on the
Hilbert space associated with the l-th particle, and X̂j is the position operator of the j-th particle, see Eq.(2). As we
will see in Sec. VII, the hypothesis of individual localization processes has to be considered with a certain caution. It
is useful to introduce the center of mass coordinates through the invertible linear transformation
r̂j =
∑
j′
Λjj′X̂j′ , (14)
5with Λ1j = Mj/MT, where Mj is the mass of the j-th particle and MT =
∑N
j=1Mj the total mass,. Accordingly
r̂1 =
∑
j
Mj
MT
X̂j ≡ X̂CM (15)
is the center-of-mass coordinate, while (r̂2, . . . r̂N ) are the relative coordinates. The position of the j-th particle can
be expressed as
X̂j = X̂CM +
N∑
j′=2
Λ−1jj′ r̂j′ . (16)
One can then easily prove the relation
TrREL
{∫
dy Ly(X̂j)%ˆ(t)Ly(X̂j)
}
=
∫
dy Ly(X̂CM)TrREL {%ˆ(t)}Ly(X̂CM), (17)
where TrREL denotes the partial trace with respect to the relative degrees of freedom. Hence, if we assume that the
total Hamiltonian is the sum of a term associated with the center of mass and a term associated with the internal
motion, i.e.
ĤT = ĤCM + ĤREL, (18)
we find that the state of the center of mass, ρˆCM(t) = TrREL {%ˆ(t)} , satisfies the same master equation as that in
Eq.(12), with the one particle Hamiltonian Ĥ replaced by ĤCM and, most importantly, the localization rate λ replaced
by
∑
j λj . This is a direct manifestation of the amplification mechanism, which, along with localization, is the crucial
feature of the GRW model. It explains why the model describes both microscopic and macroscopic systems. The
localization rate λ (assume λj = λ for the sake of simplicity) of microscopic systems is negligible and therefore the
predictions of the GRW model about the wavefunction of microscopic systems reproduce for all practical purposes
the predictions of standard quantum mechanics. On the other hand, if we consider a macroscopic object, the rate
λmacro = Nλ, with N of the order of the Avogadro’s number, induces a localization of the center of mass on very
short time scales: the wavefunctions of macroscopic objects are almost always well-localized in space, so that their
centers of mass behave, for all the practical purposes, according to classical mechanics.
2. Energy divergence
A well-known drawback of the GRW model is that it predicts an infinite increase of the energy of the system. This
energy divergence is due to larger and larger fluctuations of the momentum induced by the interplay between the
Schro¨dinger evolution and the localization mechanism, as will be explicitly discussed in Sec.IV B. Nevertheless, the
infinite increase of the energy can be inferred directly from the master equation (12). In fact, this master equation
predicts a linear increase of the mean value of the energy of the system with a rate [2]
ξ =
~2λ
4Mr2c
. (19)
This rate of the energy increase is actually very small, ξ = 10−25eV/s for a nucleon, even if one considers the N -particle
case [2]. However, it is clear that from a fundamental point of view one would like to avoid the energy divergence
and point to a reestablishment of the energy conservation principle within the model. This forces us to put forward a
more realistic description of the interaction between the system and the noise, also in order to test whether and how
possible mechanisms excluding infinite energy increase modify the testable predictions of the model [4].
The use of the master equation formalism suggests a way out from the problem of the energy divergence. Despite
the deep conceptual differences between collapse models and the notion of decoherence, the same master equation
associated with the GRW model can be also derived in a specific model of collisional decoherence [14]. This correspon-
dence clarifies that the origin of the energy divergence in the GRW model can be ascribed to the lack of a dissipation
mechanism, which would account for the energy loss of the system due to the action of the noise. By taking into
account the master equation which generalizes Eq.(12) to include dissipation [19–21], we have thus been led to a pos-
sible structure of a new jump operator replacing that in Eq.(2) and excluding the energy divergence. Indeed, this was
a preliminary benchmark, but the choice of the jump operator in a collapse model is subjected to further constraints,
the most relevant being the induction of localization. In addition, the definition of a collapse model in terms of the
different trajectories within the Hilbert space can be done without reference to any subsequent master equation or
decoherence model. For these reasons, we present our results by first postulating a new localization operator and, as
a consequence, a new collapse model and only after that we derive the corresponding master equation, see Sec.V.
6III. EXTENDED GRW MODEL
In this paper, we propose the following extension of the GRW model: the jump operators Ly(X̂) defined in Eq.(2)
are replaced with
Ly(X̂, P̂ ) =
(
rc√
pi~
+
1
2
√
piMvη
)1/2 ∫
dQ√
2pi~
e
i
~Q(X̂−y)e−
1
2
((
rc
~ +
1
2Mvη
)
Q+ P̂Mvη
)2
, (20)
where P̂ is the momentum operator of the system, M the mass of the particle and
vη = 10
31 ~/rc
Kg
(21)
a new parameter of the model, which is related with the temperature of the noise inducing the localization. This will
be explicitly shown in Sec.VI, where the specific choice of vη, as well as its peculiar role in the definition of Ly(X̂, P̂ ),
will be discussed. Note that the jump operators of the model are no longer self-adjoint. An equivalent way to express
Ly(X̂, P̂ ) is given by
Ly(X̂, P̂ ) =
( √
pi~
2Mvη
+
√
pirc
)−1/2 ∫
dXdP |X〉〈X|e−
(X−y)2
2(~/(2Mvη)+rc)2 e
− i(X−y)P
Mvηrc+~/2 |P 〉〈P |, (22)
by which one immediately sees how the original GRW jump operator Ly(X̂), see Eq.(2), is obtained in the limit
vη → ∞. On the other hand, the general structure provided by items 1-4 in the previous section is left untouched.
Explicitly, our collapse model can be formulated as follows:
1. The sudden jumps are now described by
|ψ(t)〉 −→ |ψy(t)〉 ≡ Ly(X̂, P̂ )|ψ(t)〉‖Ly(X̂, P̂ )|ψ(t)〉‖
. (23)
2. The overall number of jumps is still distributed in time according to a Poisson process with rate λ.
3. If there is a jump at time t, the probability density that the jump takes place at the position y is now given by
p(y) = ‖Ly(X̂, P̂ )|ψ(t)〉‖2. (24)
4. Still, between two consecutive jumps the state vector evolves according to the Schro¨dinger equation.
It is important to observe that the jump operators satisfy a normalization condition as in Eq.(4); explicitly,∫
dy L†y(X̂, P̂ )Ly(X̂, P̂ ) =
(
rc√
pi~
+
1
2
√
piMvη
)∫
dy dQdQ′
2pi~
e
− 12
((
rc
~ +
1
2Mvη
)
Q+ P̂Mvη
)2
e−
i
~Q(X̂−y)
×e i~Q′(X̂−y)e− 12
((
rc
~ +
1
2Mvη
)
Q′+ P̂Mvη
)2
=
(
rc√
pi~
+
1
2
√
piMvη
)∫
dQdQ′e−
1
2
((
rc
~ +
1
2Mvη
)
Q+ P̂Mvη
)2
e−
i
~QX̂
×e i~Q′X̂e− 12
((
rc
~ +
1
2Mvη
)
Q′+ P̂Mvη
)2
δ(Q−Q′)
=
(
rc√
pi~
+
1
2
√
piMvη
)∫
dQe
−
((
rc
~ +
1
2Mvη
)
Q+ P̂Mvη
)2
= 1. (25)
This property guarantees that the probability distribution p(y) associated with the localization position is properly
normalized, see Eq.(24), and its role within the model will be further discussed at the end of Sec. V A. As will be
shown extensively in the following, the replacement of Ly(X̂) with Ly(X̂, P̂ ) preserves all the desired features of the
resulting collapse model, while the dependence on the momentum operator P̂ prevents the infinite energy increase
and thus leads to a more realistic description of the action of the noise.
7The role of the jump operator Ly(X̂, P̂ ) is illustrated directly by evaluating its action on a gaussian wavefunction
|φα,β,γ〉, see Eq.(5). The gaussian structure of the wavefunction is preserved and, specifically, one has that the state
after the jump, see Eq.(23), is |φy〉 = |φα′,β′,γ′〉, with
α′ = gγα+ (1− gγ)y
β′ = β
1− k
1 + k
γ′ =
(
(1− k)2
γ(1 + k)2
+
1
r2c (1 + k)
2
)−1
, (26)
where we introduced the adimensional quantity
k ≡ ~
2Mvηrc
= 5× 10−32 Kg
M
, (27)
which will be crucial in the following analysis, as well as
gγ ≡ (1− k)γ
′
(1 + k)γ
=
(
γ
r2c (1− k2)
+
1− k
1 + k
)−1
. (28)
The jump shifts the mean value of the position toward y, and, now, it also damps the mean value of the momentum.
The variance γ′ after the jump does not depend on where the jump takes place and it is given by the reciprocal of the
sum of the reciprocals of r2c (1 + k)
2 and γ(1 + k)2/(1 − k)2. The contribution due to the P̂ -dependent term causes
a slight increase of the wave-function width, which partially counterbalances the decrease due to the usual GRW
contribution. For gaussian wavefunctions such that γ is smaller than the threshold value
γthr ≡ 4kr2c =
(
2 ∗ 10−45 Kg
m
)
m2 (29)
the jump induced by Ly(X̂, P̂ ) will increase overall the position variance. Contrary to the original GRW model, the
repeated action of the jump operators does not induce an unlimited contraction of the wavefunction: there is a lower
threshold under which the jump processes cease to be localization processes. In realistic situations, this threshold
value is not reached by the evolution, see Eq.(42) and the following discussion. However, γthr plays a crucial role in
fixing the asymptotic finite value of the energy, see Sec. VI. Let us note that, as in the original GRW model, the
wavefuction after the localization process is non-vanishing over the whole space. This is the so-called ’problem of the
tails’ in collapse models [3, 23–26] and, indeed, the introduction of dissipation leaves it unaltered.
The probability density for a jump to take place at the position y is, see Eq.(24),
p(y) = ‖Ly(X̂, P̂ )|φα,β,γ〉‖2 =
(
gγ
pi(1− k2)r2c
)1/2
e
− (y−α)
2gγ
(1−k2)r2c . (30)
Finally, by taking into account the action of Ly(X̂, P̂ ) on a superposition of two gaussian wavefunctions as in Eq.(9),
with α2  r2c  γ, one can show along the same lines as for the original GRW model, see Appendix A, that also in
this case the localization process destroys the superposition and selects a single gaussian wavefunction, see Fig.1 (b),
with a probability which corresponds to the usual Born’s rule.
IV. TRAJECTORIES IN THE HILBERT SPACE
In the previous section, we have extended the GRW model by introducing new jump operators, while leaving
the general structure of the collapse model untouched. The dynamics of the wavefunction consists in a unitary
evolution interrupted by sudden discontinuous transformations (jumps) at random and separated times. The stochastic
differential equations which usually define collapse models are governed by Wiener processes [4, 10], so that they do
not supply the piecewise deterministic evolution now recalled. However, we will show in this section how also the
generalized GRW model can be formulated by postulating a stochastic differential equation. The latter determines
the trajectories in the Hilbert space of the system through a random field, i.e. a family of stochastic processes, one for
each point of space y ∈ R. As for the other collapse models, this equation has to be understood as a phenomenological
equation, whose fundamental motivation has to be looked for by some underlying theory beyond standard quantum
mechanics [4]. In the proper limit, we will also get a stochastic differential equation for the original GRW model.
The reader is referred to [16–18] for further details and a rigorous treatment of the stochastic differential equations
with jumps in Hilbert spaces.
8A. Stochastic differential equation
First, let us introduce a family of stochastic processes {Ny(t)}y∈R such that the counting process Ny(t)dy counts the
jumps taking place at a position within y and y + dy. The stochastic processes are defined on a common probability
space (Ω,F ,P) and E[·] indicates the statistical mean with respect to the probability P. Furthermore, we denote
as ωt = (t1, y1; t2, y2; . . . tm, ym) a generic sequence of instants and positions in which the jumps occur up to time t;
indeed, this corresponds to specifying the trajectories of the counting processes up to time t. We assume that the
processes {Ny(t)}y∈R are independent and satisfy
dNy(t)dt = 0 (31)
dNy′(t)dNy(t) = δ(y
′ − y)dNy(t) (32)
E[dNy(t)|ωt] = λ‖Ly(X̂, P̂ )|ψ(t)〉‖2dt, (33)
where dNy(t) = Ny(t + dt) − Ny(t) is the increment of Ny(t) in a time dt. We introduced the short-hand notation
|ψ(t)〉 ≡ |ψ(ωt)〉 to indicate the state of the system depending on the trajectory up to time t: the wavefunction is
itself a stochastic process, which has values in the Hilbert space associated with the system and is determined by
the sequences of jumps, i.e. by the trajectories of the counting processes. Equations (31) and (32) tell us that the
probability of one count in a time interval dt is of order dt, while the probability of more than one count is of higher
order [17]. Equation (33) yields the expected value of the increment of the counting processes conditioned on the
occurrence of the sequence of jumps ωt up to time t [16, 17]. This conditional expected value depends both on the
(stochastic) wavefunction at time t and on the (deterministic) jump operator Ly(X̂, P̂ ). Finally, the wavefunction
|ψ(t)〉 is fixed by the following non-linear stochastic differential equation:
d|ψ(t)〉 = − i
~
Ĥ|ψ(t)〉dt+
∫
dy
(
Ly(X̂, P̂ )
‖Ly(X̂, P̂ )|ψ(t)〉‖
− 1
)
|ψ(t)〉dNy(t). (34)
The evolution of the wavefunction in a time interval dt has a deterministic contribution due to the Hamiltonian Ĥ
and a stochastic contribution due the jumps described by Eq.(23); a jump around the position y corresponds to a
non-zero increment of the counting process Ny(t)dy. The solution of Eq.(34) can be represented straightforwardly:
given the sequence of jumps ωt = (t1, y1; t2, y2; . . . ; tm, ym) and the initial condition |ψ(t0)〉 ≡ |ψ〉0, the corresponding
trajectory in the Hilbert space is
|ψ(t)〉 = 1
C(ωt)
e−iĤ(t−tm)/~Lym(X̂, P̂ ) . . . e
−iĤ(t2−t1)/~Ly1(X̂, P̂ )e
−iĤ(t1−t0)/~|ψ〉0, (35)
where C(ωt) ≡ ‖e−iĤ(t−tm)/~Lym(X̂, P̂ ) . . . e−iĤ(t2−t1)/~Ly1(X̂, P̂ )e−iĤ(t1−t0)/~|ψ〉0‖1/2 is the normalization factor.
This equation formally characterizes all the possible evolutions of the system’s state within our model. The deter-
ministic evolution of the wavefunction induced by the group of unitary operators U(t) = e−iĤt/~ is interrupted by
the jumps described by the operators Ly(X̂, P̂ ); the dynamics introduced in Sec. III is then recovered, compare with
items 1 and 4.
Furthermore, all the other features of the collapse model can be retrieved by the properties of the stochastic
processes in Eqs.(31)-(33). Let us say that the system is in the state |ψ(t)〉 at time t and recall that the probability
of more than one jump in a time interval dt is negligible. Hence, the probability density p(y, t|ψ(t))dt of a jump at
the position y and a time between t and t+ dt is simply given by the conditional expectation of the increment of the
corresponding process Ny(t), i.e., [16]
p(y, t|ψ(t)) = E[dNy(t)|ωt] = λ‖Ly(X̂, P̂ )|ψ(t)〉‖2dt. (36)
Now, as the jump operators satisfy the normalization condition in Eq.(25), the probability p(t|ψ(t)) to have a jump
within t and t+ dt at any position is simply
p(t|ψ(t)) =
∫
dy p(y, t|ψ(t)) = λ
∫
dy〈ψ(t)|L†y(X̂, P̂ )Ly(X̂, P̂ )|ψ(t)〉dt = λdt, (37)
i.e. the overall jump rate does not depend on the state of the system and is given by λ, according to item 2. As a
matter of fact, this corresponds to the rate of the Poisson process
N(t) =
∫
dyNy(t), (38)
9which counts the total number of jumps up to time t. Finally, the probability density that, if there is a jump at a time
between t and t + dt, it takes place at the position y is p(y, t|ψ(t))/p(t|ψ(t)) = ‖Ly(X̂, P̂ )|ψ(t)〉‖2, so that Eq.(24)
and item 3 are recovered.
The results of this paragraph apply to the original GRW model in the limit vη →∞, i.e. Ly(X̂, P̂ )→ Ly(X̂). For
example, we can associate the GRW model with the non-linear stochastic differential equation
d|ψ(t)〉 = − i
~
Ĥ|ψ(t)〉dt+
∫
dy
(
e−(X̂−y)
2/(2r2c)
‖e−(X̂−y)2/(2r2c)|ψ(t)〉‖
− 1
)
|ψ(t)〉dNy(t). (39)
By following [16–18], one can also introduce a linear equation equivalent to Eq.(34) after a proper change of probability
on the measurable space (Ω,F).
B. Position and momentum localization
In Appendix B, we study in detail the gaussian solutions of the stochastic differential equation (34). Here, we
focus on the evolution of the position variance, thus confirming the effectiveness of the localization mechanism ruling
the collapse model. We further characterize the finite values of the position and the momentum variances in the
asymptotic time limit.
Localization of gaussian wavefunctions
Given a gaussian solution of Eq.(34), i.e. |φαt,βt,γt〉 as in Eq.(5), with αt, γt ∈ C, βt ∈ R and the normalization C
in Eq.(B3), the position variance (∆φtX)
2 is defined as, compare with Eq.(B10),
(∆φtX)
2 = 〈φαt,βt,γt |X̂2|φαt,βt,γt〉 − (〈φαt,βt,γt |X̂|φαt,βt,γt〉)2. (40)
As shown in Appendix B, (∆φtX)
2 depends on the instants of the jumps, but not on their position, and hence it is
a function of the trajectories $t = (t1, t2, . . . tm) of the Poisson process N(t). To illustrate in a compact way the
evolution of the position variance, we deal with its statistical mean. For a Poisson process with rate λ, the probability
that there is one count between t1 and t1 + dt1, . . ., one count between tm and tm + dtm and no other counts up to
time t is [17] λme−λtdt1 . . . dtm: the probability density associated with $t only depends on the overall time t and
number of jumps m. Thus, the expected value of the position variance reads
E[(∆φtX)
2] =
∞∑
m=0
λme−λt
∫ t
0
dtm . . .
∫ t2
0
dt1
∣∣∣Gm (Gm−1 (. . .G1(γ))) + i~(t−tm)M ∣∣∣2
2Re[Gm (Gm−1 (. . .G1(γ))) + i~(t−tm)M ]
, (41)
where Gj(x) is defined in Eq.(B6), and the integrand expresses the position variance at time t on the trajectory
$t = (t1, t2, . . . tm), see Eqs. (B5) and (B12). In Fig. 2, we can observe the evolution of E[(∆φtX)
2] for different
values of the initial variance γ/2 and for both the microscopic and the macroscopic regime. The former refers to the
evolution of a single particle with a mass of the order of the nucleon mass M = 10−27kg, while the latter describes
the evolution of the center of mass of a system composed by an Avogadro’s number N of particles. As will be shown
in Sec. VII, we can apply our collapse model to an N -particle system by simply replacing the jump rate λ with
λmacro = Nλ and referring M to the total mass of the system, at least as long as a rigid body is considered. In the
microscopic regime, Fig. 2.(a) and (b), the evolution of the expected value of the position variance strictly follows the
deterministic unitary evolution up to very long time scales and then saturates to a finite value, see the next paragraph.
The jump rate is 10−16s−1 and therefore the probability to have a jump will be negligible up to, say, 1015s: the action
of the noise does not induce any observable localization process on the microscopic systems. On the other hand, when
macroscopic systems are taken into account, Fig. 2.(c) and (d), the evolution described by Eq.(41) strongly departs
from the unitary one from the very beginning of the dynamics. The repeated occurrence of the jumps rapidly reduces
the position spread of the wavefunction, so that the localization mechanism is clearly manifested. The time scale of
the wavefunction localization is λ−1macro and it is the same as that for the GRW model. The total rate of events in our
extended GRW model is in fact the same as in the original one, compare items 2 of Secs. III and II A. We conclude
that the modification of the jump operators put forward with Eq.(20) does not introduce any significant change in
the localization mechanism compared to the original GRW model, as also shown by the results of the next paragraph.
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FIG. 2. Expected value of the position variance, see Eq.(41), as a function of time (blue dots), compared with the deterministic
unitary evolution (red line); the statistical mean is obtained over a sample of 105 trajectories. (a, b) Microscopic system:
M = 10−27Kg and jump rate given by λ = 10−16s−1, with γ = r2c (a) and γ = 10
−6r2c (b). (c, d) Macroscopic system:
M = 10−3Kg and jump rate given by λmacro = Nλ = 107s−1, with γ = 106r2c (c) and γ = 10
12r2c (d). The initial variance is
(∆φ0X)
2 = γ/2.
Asymptotic values of position and momentum variances
The trajectories of the model are made up of a sequence of deterministic unitary evolutions and random jumps.
These two transformations have opposite effects on the wavefunction, as long as the position variance is concerned.
The free evolution induces a spread of the position variance, which is the faster the narrower the wavefunction. On the
contrary, the jumps shrink the wavefunction, at least as long as γ > γthr, see Eq.(29). At some point of the evolution
the two opposite effects balance each other and thus the position variance reaches a finite and non-zero equilibrium
value [2, 25]. As shown in Appendix C, the asymptotic value of the position variance can be evaluated via the relation
(∆φX)
2
as =
r2c (1 + k)
2
1 +
√
1
2 (χ− γ2thr/2 + 1)
, (42)
with
χ =
√
γ4thr/
4 + 2(γ2thr − 8γthrr2c (1 + k)2 + 8r4c (1 + k)4)/2 + 1. (43)
This asymptotic value is in general much higher than the value γthr/2, which would correspond to the threshold in
Eq.(29). For a macroscopic system, with M = 10−3Kg, one has γthr/2 = 10−42m2, while (∆φX)2as ≈ 7 × 10−26m2,
which is also in agreement with the estimate given in [2] for k = 0. As a matter of fact, due to the specific choice of
k, the threshold value is very small, so that the free evolution and the jumps balance each other before the spread of
the wavefunction can reach it.
Analogously, see Appendix C, the asymptotic value of the momentum variance is given by
(∆φP )
2
as =
~2
γthr + 
√
1
2 (χ+ γ
2
thr/
2 − 1)
. (44)
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For a macroscopic system with M = 10−3Kg, one gets (∆φP )2as ≈ 7× 10−43Kg m s−1, still perfectly compatible with
the value for k = 0 [2], so that (∆φX)
2
as(∆φP )
2
as is approximately twice the minimum value allowed by the uncertainty
relation.
It is worth noting that, as the position variance, also the momentum variance reaches a finite asymptotic value, both
for k 6= 0 and for k = 0, which naturally leads to the following remark. The reason for the energy divergence in the
original GRW model is quite a subtle one. It is often understood by saying that the jump operator in Eq.(2) induces
an indefinite contraction of the width of the wavefunction, so that (∆φtX)
2 → 0 and therefore, in accordance with
the uncertainty relation, (∆φtP )
2 →∞, implying the divergence of the energy. However, it is clear how this picture
is not the end of the story and it is, to some extent, misleading. A crucial role here is played by the Schro¨dinger
evolution between the jumps. As now recalled, the balance between unitary evolution and jumps implies a finite
asymptotic value of the momentum variance, also for k = 0. This means that the energy divergence in the GRW
model is actually due to fluctuations of the mean value of the momentum, as 〈H〉t = ((∆φtP )2 + 〈P 〉2t )/(2M). To be
more explicit, consider an initial gaussian wavefunction, |ψ〉0 = |φα,β,γ〉. The unitary evolution up to the first jump
at time t1 does not modify the mean value of the momentum 〈P 〉t1 = β and shifts the mean value of the position
as 〈X〉t1 = α + βτ1/M , see Eqs.(B1), (B11) and (B13) for k = 0. Moreover, the unitary evolution introduces an
imaginary component in γt, according to γt1 = γ + i~τ1/M . Because of such an imaginary component, the jump at
time t1 and position y actually modifies the mean value of the momentum, which after the jump will be:
〈P ′〉t1 = β +
~ Im[fγt1 ]
γ
′R
t1
(〈X〉t1 − y) = β +
~Mτ1
~2τ21 +M2γ(r2c + γ)
(y − 〈X〉t1), (45)
where gγ has reduced to fγ , see Eq.(7), since we are now considering the limit k = 0, i.e., the original GRW model. The
system varies its momentum proportionally to the distance between the position of the jump and the mean value of the
position before the jump. This shift of the momentum, in turn, contributes to the change in position after the jump:
between the first and the second jump the mean value of the position evolves as 〈X〉t = 〈X ′〉t1 + 〈P ′〉t1(t − t1)/M .
The iteration of these two transformations, according to the different spatial distribution of the jumps, will generate
some trajectories such that both the mean position and the mean momentum will diverge to +∞, and some other
trajectories where they will diverge to −∞: in both cases the mean kinetic energy will asymptotically diverge. Due
to the symmetric probability distribution of the location of each jump, see for example Eq.(8), the effect on the mean
momentum now described will be on average null, and then E[〈P 〉t] = β. However, the statistical average of the
squared mean value of the momentum will diverge, E[〈P 〉2t ] → +∞, and thus the average of the mean energy will
diverge with it.
The introduction of a dissipative mechanism, through a small k 6= 0, only slightly modifies the action of the
jump operators, see Sec. III and Appendix B. Nevertheless, this tiny modification is enough to damp the long-time
momentum fluctuations, thus leading to an asymptotic finite value of the energy, as will be shown and discussed in
Sec.VI.
V. MASTER EQUATION
Up to now, we have dealt with the stochastic evolution of the wavefunction, as fixed by Eq.(34). The latter provides
a complete characterization of the collapse model, as it yields all the possible piecewise deterministic trajectories which
can be obtained according to items 1-4 in Sec. III. Nevertheless, it is often convenient to study the predictions of the
model related with the statistical mean of relevant physical quantities, i.e., compare with Eq.(B9),
 O t≡ E[〈O〉t] = E[〈ψ(t)|Ô|ψ(t)〉] = Tr
{
E[|ψ(t)〉〈ψ(t)|]Ô
}
= Tr
{
ρˆ(t)Ô
}
. (46)
Here, we have introduced
ρˆ(t) ≡ E[|ψ(t)〉〈ψ(t)|], (47)
which is by construction a statistical operator on the Hilbert space associated with the system. Incidentally, since
the stochastic wavefunction |ψ(t)〉 is uniquely determined by the trajectories ωt, the statistical mean in Eq.(47)
corresponds to the mean over the different trajectories ωt, each one weighted with its P-probability density. In the
following, we will focus on the evolution of the statistical operator ρˆ(t), which will allow us to describe the evolution
of relevant physical quantities, as well as to further characterize the dissipation and the amplification mechanism in
the model.
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A. From the stochastic differential equation to the master equation
The equation of motion satisfied by ρˆ(t), i.e., the master equation associated with the extended GRW model, is
easily determined by using the product rule
d(|ψ(t)〉〈ψ(t)|) = (d|ψ(t)〉)〈ψ(t)|+ |ψ(t)〉(d〈ψ(t)|) + (d|ψ(t)〉)(d〈ψ(t)|) (48)
and Eqs.(31)-(33). Explicitly, Eqs.(31) and (32) imply that the stochastic differential equation (34) gives (using the
notation L̂y ≡ L(X̂, P̂ ))
d(|ψ(t)〉〈ψ(t)|) = − i
~
[
Ĥ, |ψ(t)〉〈ψ(t)|
]
dt+
∫
dy
(
L̂y(|ψ(t)〉〈ψ(t)|)L̂†y
‖L̂y|ψ(t)〉‖2
− |ψ(t)〉〈ψ(t)|
)
dNy(t), (49)
which can be written as [16, 17]
d(|ψ(t)〉〈ψ(t)|) = − i
~
[
Ĥ, |ψ(t)〉〈ψ(t)|
]
dt+ λ
(∫
dyL̂y(|ψ(t)〉〈ψ(t)|)L̂†y − |ψ(t)〉〈ψ(t)|‖L̂y|ψ(t)〉‖2
)
dt
+
∫
dy
(
L̂y(|ψ(t)〉〈ψ(t)|)L̂†y
‖L̂y|ψ(t)〉‖2
− |ψ(t)〉〈ψ(t)|
)(
dNy(t)− λ‖L̂y|ψ(t)〉‖2dt
)
. (50)
Since the defining properties of the conditional expected value imply E[E[|ψ(t)〉〈ψ(t)||ωt]] = E[|ψ(t)〉〈ψ(t)|], we can
get an equation for ρˆ(t) by taking the expectation of Eq.(50) conditioned upon the trajectory ωt. The conditional
expected value of dNy(t), see Eq.(33), implies that the second line in Eq.(50) does not give any contribution. By
exploiting Eq.(25) and further taking the stochastic average, we end up with the master equation
d
dt
ρˆ(t) = − i
~
[
Ĥ , ρˆ(t)
]
+ λ
(∫
dy Ly(X̂, P̂ )ρˆ(t)L
†
y(X̂, P̂ )− ρˆ(t)
)
= − i
~
[
Ĥ , ρˆ(t)
]
+ λ
(
rc(1 + k)√
pi~
∫
dQe
i
~QX̂e−
r2c
2~2 ((1+k)Q+2kP̂)
2
ρˆ(t)e−
r2c
2~2 ((1+k)Q+2kP̂)
2
e−
i
~QX̂ − ρˆ(t)
)
.
(51)
Indeed, this is a Lindblad master equation [15], which reduces to the master equation associated with the GRW model
in the limit k → 0 [14].
Role of the normalization condition in Eq.(25) In the next two paragraphs, we will discuss more in detail the
physical meaning of Eq.(51); before that, let us make the following remark. Suppose to define a collapse model via
an equation as Eq.(34), but with different jump operators L˜y(X̂, P̂ ), which do not satisfy Eq.(25). First, this would
imply a total rate of localization dependent on the state of the system and proportional to
∫
dy‖L˜y(X̂, P̂ )|ψ〉‖2, as
well as a probability density for the localization position defined as p(y) = ‖L˜y(X̂, P̂ )|ψ〉‖2/(
∫
dy‖L˜y(X̂, P̂ )|ψ〉‖2),
compare with Eq.(24). Even more importantly, as can be easily seen by repeating the calculations of this paragraph,
Eq.(51) should be replaced with
d
dt
ρˆ(t) = − i
~
[
Ĥ , ρˆ(t)
]
+ λ
(∫
dyL˜y(X̂, P̂ )ρˆ(t)L˜
†
y(X̂, P̂ )−E
[
‖L˜y(X̂, P̂ )|ψ〉‖2|ψ(t)〉〈ψ(t)|
])
. (52)
In order to get a closed equation for the statistical operator ρˆ(t), which would also be in the Lindblad form, one has
to change the stochastic differential equation (34) by replacing the Hamiltonian Ĥ with the effective non-hermitian
Hamiltonian
Ĥeff = Ĥ − i
2
∫
dyL˜†y(X̂, P̂ )L˜y(X̂, P̂ ),
as well as adding a term which guarantees the norm preservation of the wavefunction [16]. The evolution between
the jumps is then no longer unitary, but it is given by a more general completely positive map. We conclude that the
choice of the jump operators, and, in particular, their property expressed by Eq.(25), is crucial to define the collapse
model in terms of the usual unitary evolution interrupted by sudden jumps, at least as long as we want the evolution
of ρˆ(t) to be described by a closed linear master equation.
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B. Physical meaning of the master equation
In order to understand the meaning of the master equation (51), let us first note that a master equation of the same
form appears within the description of the collisional decoherence, and also recall what has been said at the end of
Sec. II B. Explicitly, the dynamics of a test particle interacting through collisions with a free low density background
gas in the weak coupling regime (and restricting to the one dimensional case for the sake of comparison), can be
characterized through the equation [19, 20]:
d
dt
ρˆ(t) = − i
~
[
Ĥ , ρˆ(t)
]
+ (2pi)2ngas
∫
dQ|t˜(Q)|2
(
e
i
~QX̂
√
S(Q, P̂ )ρˆ(t)
√
S(Q, P̂ )e−
i
~QX̂ − 1
2
{
S(Q, P̂ ) ρˆ(t)
})
. (53)
Here, ngas is the density of the gas, while t˜(Q) is the Fourier transform of the two-body interaction potential between
the test particle and the gas particles. Finally, S(Q,P ) is a two point correlation function, which is usually called
dynamic structure factor and the operator valued function S(Q, P̂ ) is defined through the relation S(Q, P̂ )|P 〉 =
S(Q,P )|P 〉. The dynamic structure factor describes the energy and momentum exchange between the test particle
and the gas, and for a free gas of Maxwell-Boltzmann particles it can be written as
S(Q,P ) =
√
βm
2pi
1
|Q|e
− β8m (Q+2mE(Q,P )/Q)2 , (54)
where β is the inverse temperature and m the mass of the gas particles, while E(Q,P ) = Q
2
2M +
PQ
M is the energy
exchanged in a collision such that P → P +Q. Now, if we choose an interaction potential t(x) = K|x|−3/2, implying
t˜(Q) = K
∫
dx
2pi~
e−
i
~Qx|x|−3/2 = −K
√
2|Q|√
pi~3/2
, (55)
Eq.(53) exactly corresponds to Eq.(51) upon performing the following identifications between the parameters of the
two equations:
rc ←→
√
2piβ~2/m
4
√
pi
=
λth
4
√
pi
λ←→ 16piK
2ngasm
~3
vη ←→ vmp. (56)
The new parameter of the model vη precisely corresponds to the most probable velocity of the gas particles vmp =√
2/(βm). In addition, the localization width is fixed by the thermal wavelength λth of the gas particle. The same
correspondence is present between the original GRW model and the collisional master equation without dissipation
[14]. Finally, note that the master equation (53), and then Eq.(51) as well, fall into the class of translation-covariant
Lindblad master equation, whose full characterization was given by Holevo [27–29].
Now that the link with a collisional model has been fixed, the interpretation of Eq.(51) is quite straightforward.
The Lindblad operators, which describe the action of the environment on the system, are made up of two terms. The
boost operator exp(iQX̂/~) describes the exchange of a momentum Q between the test particle and the background
gas, according to exp(iQX̂/~)|P 〉 = |P +Q〉. The operator
L(Q, P̂ ) ≡
√
rc(1 + k)√
pi~
e−
r2c
2~2 ((1+k)Q+2kP̂)
2
(57)
provides the probability amplitude that the change of momentum is equal to Q if the test particle has momentum P ,
as seen by L(Q,P ) = 〈P +Q| exp(iQX̂/~)L(Q, P̂ )|P 〉. By taking k → 0, the dependence on the momentum operator
P̂ in Eq.(57) disappears: the probability density that the system undergoes a momentum variation Q is fixed, i.e.,
it does not depend on the momentum of the system itself. Therefore, the mean value of the momentum is constant,
while the momentum variance steadily increases in time. Any dissipative effect is excluded from the dynamics, thereby
leading to a divergence of the energy [13]. The master equation (53) reduces to the master equation introduced in [30],
which accounts for the recoil-free decoherence dynamics of a massive particle in the limit M → ∞ and reproduces
the original GRW master equation [14]. The introduction of a dependence on P̂ within the Lindblad operators is just
14
what introduces the energy relaxation in the collisional dynamics of the test particle, thus keeping the mean value of
the energy finite, see Sec. VI.
As well-known, each master equation in the Lindblad form can be obtained as the statistical mean of infinite different
stochastic differential equations. This fact is often conveyed by saying that any Lindblad master equation has infinite
different unravellings [31–34], essentially one for each way of writing it in terms of different Lindblad operators. In
particular, the master equation of our model could be obtained also by starting from a stochastic differential equation
with a family of counting processes {NQ}Q∈R, one for each variation of the system’s momentum, and with jump
operators given by exp(iQX̂/~)L(Q, P̂ ), i.e. by the Lindblad operators in Eq.(51). This kind of unravelling was
introduced in [35, 36] to study numerically the solutions of the master equation. However, one should keep in mind
that the stochastic differential equation can be associated with a collapse model only if the localization mechanism is
present. The position spread of the wavefunction has to be reduced in the different trajectories of the model. In a
nutshell, not every unravelling of the master equation can be a candidate to describe a collapse model. One can easily
see that jump operators such as exp(iQX̂/~)L(Q, P̂ ) would not induce a localization of the wavefunction, while their
Fourier transform defines the jump operators of our model, i.e.,
Ly(X̂, P̂ ) =
∫
dQ√
2pi~
e−
i
~Qye
i
~QX̂L(Q, P̂ ). (58)
C. Solution in the position representation
The solution of the master equation can be obtained by exploiting the characteristic function [37, 38]
χ(ν, µ, t) = Tr
{
ρˆ(t) e
i
~ (νXˆ+µPˆ)
}
, (59)
as the matrix elements of the statistical operator in the position representation can be obtained through
ρ(X,X ′, t) =
∫
dν
2pi~
e−iν(X+X
′)/(2~)χ(ν,X −X ′, t). (60)
In appendix D, we show that Eq.(51) is equivalent to the following equation for the characteristic function:
∂tχ(ν, µ, t) =
ν
M
∂µχ(ν, µ, t) + λχ
(
ν, µ
(
1− k
1 + k
)
, t
)
exp
(
−ν
2r2ck
2
~2
− µ
2
4r2c (1 + k)
2
)
− λχ(ν, µ, t). (61)
Since k = ~/(2Mvηrc) 1, see Eq.(27), in general the off-diagonal elements ρ(X,X ′, t) will not vary significantly by
replacing X−X ′ with (X−X ′)(1−k)/(1 +k), while keeping X+X ′ constant. Under this condition, one can neglect
the dependence on k within the second term at the right hand side of Eq.(61), see Eq.(60), thus getting
∂tχ(ν, µ, t) =
ν
M
∂µχ(ν, µ, t) + λ (Φ(ν, µ)− 1)χ(ν, µ, t), (62)
with
Φ(ν, µ) ≡ exp
(
−ν
2r2ck
2
~2
− µ
2
4r2c (1 + k)
2
)
. (63)
This first order partial differential equation is solved by [38]
χ(ν, µ, t) = χ0(ν, νt/M + µ, t)e−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M+µ))dt′ , (64)
where the function χ0(ν, νt/M + µ, t) satisfies the free equation ∂tχ
0(ν, νt/M + µ, t) = (ν/M)∂µχ
0(ν, µ, t). By using
Eq.(60), one ends up with the solution of the master equation in the position representation,
ρ(X,X ′, t) =
∫
dsdν
(2pi~)
e−iνs/~e−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M+X−X′))dt′ρ0(X + s,X ′ + s, t), (65)
where ρ0(X,X ′, t) is the solution of the free Schro¨dinger equation. Note that Φ(0, 0) = 1 guarantees the trace
preservation of ρ(t), while Φ(ν, µ) = Φ(−ν,−µ) guarantees its hermiticity.
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By means of the expression of the statistical operator at time t, we can explicitly evaluate the dynamics of relevant
physical quantities, such as the statistical mean value of the position, see Eq.(46), as well as its variance. The variance
(∆ρtO)
2 of the observable represented by Ô, if the average state of the system is ρˆ(t), reads
(∆ρtO)
2 ≡ Tr
{
Ô2ρˆ(t)
}
− Tr2
{
Ôρˆ(t)
}
. (66)
For the position mean value, by Eq.(65) we have
 X t =
∫
dsdνdX
(2pi~)
(X − s)e−iνs/~e−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M))dt′ρ0(X,X, t)
= X St +i~∂νe−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M))dt′ |ν=0 = X St , (67)
where  X St denotes the mean value under free Schro¨dinger evolution. As for the case without dissipation [2],
the average effect of the localization processes does not influence the evolution of the mean value of the position.
Analogously, one finds
 X2 t =
∫
dsdνdX
(2pi~)
(X − s)2e−iνs/~e−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M))dt′ρ0(X,X, t)
= X2 St +2i~∂νe−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M))dt′ |ν=0  X St −~2∂2νe−λ
∫ t
0
(1−Φ(ν,ν(t−t′)/M))dt′ |ν=0
= X2 St +2k2r2cλt+
~2λ
6r2c (1 + k)
2M2
t3. (68)
Thus, the position variance is, see Eq.(66),
(∆ρtX)
2 = (∆SρtX)
2 + 2k2r2cλt+
~2λ
6r2c (1 + k)
2M2
t3, (69)
where (∆SρtX)
2 is the position variance under the Schro¨dinger evolution. The dissipation introduces a spread of
the position variance which is linear in time, in addition to the term proportional to t3, already present in the
original GRW model [2]. It is worth noting that the position variance referred to the statistical operator ρˆ(t) is
not the statistical average of the position variance for the stochastic wavefunction, see Eq.(41). While for the mean
values of the observables one has Eq.(46), an analogous relation does not hold for the variances, so that in general
E[(∆ψtO)
2] 6= (∆ρtO)2. The reason for that is essentially that the stochastic average E and the square of the trace
do not commute [39], see Eq.(66).
VI. TIME EVOLUTION OF THE MEAN ENERGY
By virtue of the dynamics for the statistical operator, we can now show in an explicit way how the modification of
the jump operators leads to energy relaxation. To do so, we study the evolution in time of the mean energy H t,
focussing on the case Ĥ = P̂ 2/(2M).
Instead of using the solution in the position representation given by Eq.(65), we can compute directly the dynamics
of the mean value of any operator f(P̂ ), which is a function of the momentum operator only, as follows. Since[
Ĥ, f(P̂ )
]
= 0 and exp(−iQX̂/~)f(P̂ ) exp(iQX̂/~) = f(P̂ +Q), Eq.(51) implies
d
dt
 f(P )t = λ
(
rc(1 + k)√
pi~
∫
dQ  e−r2c((1+k)Q+2kP )2/~2f(P +Q)t −  f(P )t
)
= λ
rc(1 + k)√
pi~
∫
dQ  e−r2c((1+k)Q+2kP )2/~2 (f(P +Q)− f(P ))t . (70)
It is worth mentioning how this result is a direct consequence of the translation covariance of the master equation
[29]. For the momentum operator, one has
d
dt
 P t = λrc(1 + k)√
pi~
∫
dQQ e−r2c((1+k)Q+2kP )2/~2 t= − 2k
k + 1
λ P t . (71)
The mean value of the momentum is then damped exponentially in time with the rate given by the product between
the GRW rate λ and the dissipation parameter 2k/(k + 1); namely
 P t= e− 2kλk+1 t  P 0 . (72)
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By removing dissipation, i.e. setting k = 0, one recovers a constant value of the mean momentum. For the kinetic
energy, one has
d
dt
 H t = λrc(1 + k)
2
√
pi~M
∫
dQ  e−r2c((1+k)Q+2kP )2/~2 (Q2 + 2PQ)t
=
~2λ
4Mr2c (1 + k)
2
− 4λk
(1 + k)2
 H t, (73)
so that
 H t= ( H 0 −Has) e−ξt +Has : (74)
the mean value of the energy relaxes with rate
ξ =
4λk
(1 + k)2
(75)
to the asymptotic value
Has =
~2
16Mr2ck
. (76)
Indeed, since  H t= E[〈H〉t] reaches an asymptotic finite value, 〈H〉t for t → ∞ will be almost surely finite on
the trajectories of the collapse model, see also Sec. IV B.
The asymptotic value of the mean energy given by Eq.(76) corresponds to a temperature of the noise [13]
T =
~2
8kBMr2ck
=
~vη
4kBrc
≈ 10−1K, (77)
where we exploited the definition of k in Eq.(27). Most importantly, we have obtained a value of the noise temperature
which is independent from the mass of the system. Let us stress that this is a consequence of the choice of the jump
operator Ly(X̂, P̂ ) in Eq.(20), including the specific dependence on the new parameter vη. In addition, the estimate
in Eq. (77) justifies our initial choice for the numerical value of vη: it yields the same order of magnitude of the
temperature as the continuous collapse model analyzed in [13]. Crucially, this value also points out how a proper
collapse noise does not need suspicious and ad hoc properties. A classical noise with typical cosmological features
(low temperature) can guarantee the collapse of the wavefunction, along with the thermalization to a finite energy
[40]. Finally, as expected, in the limit vη →∞ we recover an infinite temperature of the noise, corresponding to the
original GRW model.
The dissipation rate is ξ, see Eqs. (74) and (75) and therefore its ratio with the collapse rate is
ξ
λ
=
4k
(1 + k)2
 1, (78)
The condition k  1 guarantees that the collapse occurs on a time scale λ−1 much shorter than the time scale ξ−1
of dissipation. In addition, recall that the collapse rate λ is not modified by the introduction of the dissipation, see
Secs. III and IV A. Any experimental investigation on the effects of collapse models on short time scales will thus
not be able to highlight a significant role of the extended dissipative GRW model with respect to the original one.
On the other hand, the exponential relaxation of the energy to a finite value drastically changes the predictions of
the model for the experiments which involve the secular behavior of the energy [22]. The most important example
is provided by the heating of the intergalactic medium (IGM), which up to now yields the second strongest upper
bound to the localization rate [22, 41]. Such a bound has been derived by considering the continuous spontaneous
localization (CSL) collapse model, which allows to deal with the Fermi or Bose statistics for identical particles. Hence,
the influence of dissipation on the predictions on the secular behavior of the energy has been evaluated in [42], where
we extended the CSL model in order to include dissipation.
It is worth noting how the asymptotic value of the energy is fixed by the threshold value introduced in Sec. III, see
Eq.(29). Recall that the jump operators cease to induce a localization of the wavefunction for gaussian wave packets
with a position spread smaller than
(∆φX)
2
thr ≡ 2r2ck. (79)
17
As already noticed, the Hamiltonian part of the master equation does not give any contribution to the evolution
equation of the mean value of the energy. This means that the same equation would be obtained by starting from a
master equation as Eq.(51), but without the Hamiltonian term [43]. Such a master equation can be thought as given
by the statistical mean of the stochastic differential equation, compare with Eq.(34),
d|ψ(t)〉 =
∫
dy
(
Ly(X̂, P̂ )
‖Ly(X̂, P̂ )|ψ(t)〉‖
− 1
)
|ψ(t)〉dNy(t). (80)
The trajectories provided by this equation are fixed by the action of the jumps operators only. Now, for the sake of
simplicity, consider an initial minimum uncertainty gaussian state as in Eq.(5). Its position variance (∆φ0X)
2 = γ/2
is increasingly contracted by the action of the jumps operator, see Eq.(26), until it reaches the threshold value in
Eq.(79), which represents the asymptotic value of (∆φtX)
2 for the trajectories of Eq.(80). But then, since the initial
minimum uncertainty gaussian state has remained a minimum uncertainty gaussian state due to the absence of the
free Schro¨dinger evolution, the asymptotic value of the momentum variance will be (∆φP )
2
thr = ~2/(4(∆φX)2thr). As
the mean value of the momentum 〈P 〉t relaxes to zero, (∆φP )2thr determines the asymptotic value of the mean energy
as Has = (∆φP )
2
thr/(2M), which is the value in Eq.(76). Let us emphasize once more that this description does not
correspond to what actually happens in the collapse model fixed by Eq.(34), but characterizes an auxiliary model,
fixed by Eq.(80), which gives the same predictions as the extended GRW model, as long as the statistical mean value
of the energy is concerned.
VII. AMPLIFICATION MECHANISM
As recalled in Sec. II B, the amplification mechanism is a basic feature of any collapse model. The localization of
the wavefunction due to the jumps has to increase with the number of the constituents of the system, as well as with
its overall mass. In this section, we show that such a mechanism can be proved also in the presence of dissipation, if
a rigid body is taken into account. We also argue that the description of more complex systems, in which the internal
dynamics plays a significant role, calls for a more realistic and detailed characterization of the N -particle evolution
than that regularly used in collapse models.
A. Master equation for the center of mass of a rigid body
Let us start by dealing with an N -particle system subject to localization processes occurring individually for each
constituent, which means that the overall effect of the noise consists simply in the sum of the independent effects on
the single particles, see Sec. II B. In the next paragraph, we will see how the validity of this assumption breaks down
if the internal motion of the system has to be taken into account. Hence, we consider now the master equation for
the total state %ˆ(t) given by, compare with Eq.(13) [we are using the analogous short-hand notation],
d
dt
%ˆ(t) = − i
~
[
ĤT , %ˆ(t)
]
+
∑
j
λj
(∫
dy Ly(X̂j , P̂j)%ˆ(t)L
†
y(X̂j , P̂j)− %ˆ(t)
)
, (81)
where X̂j (P̂j) is the position (momentum) operator of the j-th particle, see Eq.(20). Again, we introduce the center
of mass coordinates through Eq.(14), and we assume a total Hamiltonian as in Eq.(18). Hence, the state of the center
of mass, ρˆCM(t) = TrREL {%ˆ(t)}, satisfies
d
dt
ρˆCM(t) = − i~
[
ĤCM , ρˆCM(t)
]
+
∑
j
λj
(
rc(1 + kj)√
pi~
∫
dQe
i
~QX̂CM
TrREL
{
e−
r2c
2~2 ((1+kj)Q+2kj P̂j)
2
%ˆ(t)e−
r2c
2~2 ((1+kj)Q+2kj P̂j)
2
}
e−
i
~QX̂CM − ρˆCM(t)
)
,
where we used the cyclicity of the partial trace over the relative degrees of freedom. The parameters kj are proportional
to 1/Mj according to the relation, see Eq.(27),
kj =
~
2Mjvηrc
(82)
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and kj  1. As a consequence, the previous equation can be well approximated by
d
dt
ρˆCM(t) = − i~
[
ĤCM , ρˆCM(t)
]
+
∑
j
λj
(
rc√
pi~
∫
dQe
i
~QX̂CM
TrREL
{
e−
r2c
2~2 (Q+2kj P̂j)
2
%ˆ(t)e−
r2c
2~2 (Q+2kj P̂j)
2
}
e−
i
~QX̂CM − ρˆCM(t)
)
.
Now, we introduce the crucial assumption that we are dealing with a rigid body, so that P̂j ≈ MjP̂T/MT, where
P̂T =
∑
j P̂j is the total momentum. Note that the same assumption plays a relevant role also in order to define a
proper measure for the macroscopicity of quantum superpositions [44]. Thus, we finally get
d
dt
ρˆCM(t) = − i~
[
ĤCM , ρˆCM(t)
]
+λT
(
rc√
pi~
∫
dQe
i
~QX̂CMe−
r2c
2~2 (Q+2kTP̂T)
2
ρˆCM(t)e
− r
2
c
2~2 (Q+2kTP̂T)
2
e−
i
~QX̂CM − ρˆCM(t)
)
, (83)
where, indeed,
λT =
∑
j
λj ,
kT =
~
2MTvηrc
. (84)
This equation is equivalent to the one-particle equation, see Eq.(51), with the replacements
λ→ λT
M →MT, (85)
apart from the factor 1 + kT which should multiply Q in the argument of the square exponential, as well as the
coefficient rc/(
√
pi~). This difference is safely negligible: one has, e.g., kT = 5× 10−29  1 for a macroscopic body of
mass 10−3Kg. Of course, the remaining dependence on kT in Eq.(83) cannot be neglected, since this would modify
the asymptotic behavior of the momentum and energy of the system, see Sec. VI. The center of mass of a rigid
body behaves as a single particle of mass MT, but with a rate of localization increased according to the number of
components of the body. As shown in Sec. IV B, see especially Fig. 2, the replacements in Eq.(85) induce the expected
amplification mechanism: the localization processes do not affect the microscopic systems on observable time scales,
while they allow to treat the center of mass of a macroscopic rigid body as a classical, well-localized, object.
B. Relevance of the internal dynamics
The analysis of the previous paragraph can be applied only if the influence of the internal dynamics on the evolution
of the center of mass is negligible. Actually, we think that the simple procedure usually exploited in order to show
the amplification mechanism, which describes the evolution of the center of mass through the same master equation
as for the one-particle system with the replacements in Eq. (85), has a proper physical meaning just if one takes into
account a rigid body. In different situations, one would generally need and also expect a more complex analysis, which
encompasses the interrelationship between the mutual interaction of the N particles and the action of the noise. We
will develop such an analysis in a future and dedicated work. Once again, the purpose of our investigation should be
clear: in our view collapse models are to be understood as phenomenological models and the limits of the first simpler
models can be highlighted and overcome by searching for more realistic characterizations.
First, let us examine a simple example, which starts from the study put forward in [45]; we will draw, however,
different conclusions. Consider the two-particle state given by |ψ〉 = |φ0,0,γCM , φα,0,γ
′
REL 〉, so that
〈XCM, XREL|ψ〉 = Ce−X2CM/(2γ)e−(XREL−α)2/(2γ′), (86)
with C = (pi2γγ′)−1/4 the normalization constant. This is a product state with respect to the partition of the total
Hilbert space in terms of the center of mass and relative degrees of freedom, while it describes an entangled state of
the two particles. We set M1 = M2, so that XCM = (X1 + X2)/2, while, as usual, XREL = X1 −X2. Now, suppose
that a localization process centered at a position y affects particle 1 and that we can describe such a process through
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the operator Ly(X̂1, P̂1) ⊗ 12. The localization process is assumed to influence individually each constituent of the
N -particle system: its action on particle 1 is independent from particle 2. Hence, by using Eq.(A1) one has
〈XCM, XREL|(Ly(X̂1, P̂1)⊗ 12)|X ′CM, X ′REL〉 = (pir2c (1 + k)2)−1/4δ
(
X ′CM −
X ′REL
2
−XCM + XREL
2
)
×e−
(XCM+XREL/2−y)2
2r2c (1+k)
2 δ
((
1− k
1 + k
)
(XCM +
XREL
2
)−X ′CM −
X ′REL
2
+
(
2k
1 + k
)
y
)
, (87)
and therefore the state after the collision, |ψy〉 = (Ly(X̂1, P̂1)⊗ 12)|ψ〉/‖(Ly(X̂1, P̂1)⊗ 12)|ψ〉‖, can be written as
〈XCM, XREL|ψy〉 = Cye−
(XCM+XREL/2−y)2
2r2c (1+k)
2 e
−
(
XCM
1+k −
kXREL
2(1+k)
+ ky1+k
)2
/(2γ)
e
−
(
XREL
1+k −
2kXCM
1+k +
2ky
1+k−α
)2
/(2γ′)
, (88)
which now also includes entanglement between the center of mass and the relative degrees of freedom. The mean
values of the center of mass and relative positions after the localization process are
〈XCM〉 = 2(α− 2y)((1− k)kr
2
c − γ)
4(1− k)2r2c + 4γ + γ′
〈XREL〉 = 4α((1− k)r
2
c + γ)− 2y(4(1− k)kr2c − γ′)
4(1− k)2r2c + 4γ + γ′
. (89)
Now, we can associate the initial relative state |φα,0,γ′REL 〉 with the ground state of a one-dimensional harmonic oscillator.
In the spirit of [45], we can describe a two-atom or a two-nucleon ground state by setting properly the wavefunction
width γ′/2 . We take γ′ = 10−22m2 for the atoms and γ′ = 5 × 10−29m2 for the nucleons, so that the level spacing
δE = ~2/(Mγ′) of the corresponding harmonic oscillator is of the order of, respectively, eV and MeV , as it must
be. In both cases one has kr2c  γ′ and thus, if we also assume kr2c  γ, the mean values in Eq.(89) can be well
approximated as
〈XCM〉 ≈ k(α− 2y)
2− 2k
〈XREL〉 ≈ α− 2ky
1− k . (90)
Analogously, one can show that the two position variances are left almost unchanged; namely, after the localization
one has (∆ψyXCM)
2 ≈ γ/2 + k2γ′/8 and (∆ψyXREL)2 ≈ γ′/2 + 2k2γ. The probability for the localization process to
take place at the position y is
p(y) = ‖(Ly(X̂1, P̂1)⊗ 12)|ψ〉‖2 ≈ 1√
pirc(1− k)e
− (y−α/2)2
r2c (1−k)2 . (91)
This provides a gaussian distribution of the localization position, centered around the initial mean position α/2 of
particle 1. The width rc(1−k) of this gaussian distribution, which is independent from the initial state of the system,
implies that there is a non-negligible probability to have a localization process within, say, 10−7m away from the
initial mean position. But now, let us focus on the case of a two-nucleon state. According to Eq.(90), the mean value
of the relative position can thus be increased by a localization process from α ≈ 10−15m up to approximately 10−11m,
which clearly indicates that |ψy〉 can be no longer associated with a nucleon bound state. In the original GRW model,
i.e., for k = 0, in this regime 〈XREL〉 would not be modified by the localization process, see Eq.(90).
One could think that the inclusion of dissipation within the GRW model necessarily leads to sudden internal
transitions or even dissociations of nuclei, which would be of course an unacceptable feature of the model. This was
actually the conclusion drawn in [45], where a similar example was considered [46]. We think, however, that this is
not the case and that the previous example is pointing out something different. One should in fact realize that the
description of the localization mechanism has been carried out independently from the presence of a mutual interaction
between the components of matter. When one says that the localization on a 2-particle system is described by the
jump operator Ly(X̂1, P̂1) ⊗ 12 (and by 11 ⊗ Ly(X̂2, P̂2)), this means that the localization process on each particle
is the same whether or not they mutually interact. However, it is clear that such a characterization is in general
not realistic and thus possibly leads to unphysical predictions. In the previous example, one concludes that the two
nucleons are shifted apart much farther than the nuclei length scale by the localization mechanism, simply because
the latter has been described without taking into account the effects of the interaction between the two nucleons, e.g.
their binding energy. In order to estimate the average variation of the energy ∆E due to the localization process, let
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us consider for simplicity the action of the localization operator on a one-particle gaussian state |φα,0,γ〉, see Eq.(26).
Hence, under the assumption r2c  γ, the average exchanged energy ∆E is of the order of
∆E ≈ ~
2k
Mγ
. (92)
This value is 5 orders of magnitude smaller than the energy needed for an internal transition in the case of a nucleon
bound state, so that it should be clear how the localization processes of the model cannot induce matter dissociation.
Once again, the analogy with decoherence turns out to be useful. If one considers the scattering of a tracer particle
with a particle of its environment, the effects of the collision will be radically different whether or not the tracer
particle is in a bound state. For instance, think about a gas of free tracer particles interacting with a background
gas, in the low density regime: to a good extent, the collisions of each tracer particle with the environmental gas can
be treated independently, so that the overall dynamics can be acquired by summing up the individual ones, see Eq.
(81). On the other hand, if the tracer particles are in a bound state, their interaction Hamiltonian will combine with
the interaction Hamiltonian between each of them and the environmental particles, thus modifying the scattering
processes. More in general, consider the derivation of a master equation for an N -particle open system starting from
the 1-particle master equation, but including a mutual interaction between the N particles during the interaction with
the environment. Usually, the proper master equation cannot be obtained by simply adding the mutual interaction
Hamiltonian to the Hamiltonian term and summing up the 1-particle Lindblad equations, but the Lindblad operators
should be modified, as well. Actually, in general one cannot even expect to obtain a Lindblad master equation for the
single particles, not to mention the center of mass of the N -particle system. A non-Markovian description of these
dynamics will likely come into play [38]. For the interested readers, in [47] a microscopic derivation of the master
equation of two interacting qubits in a common environment is given. This work highlights in a clear way how the
mutual interaction between the two qubits modifies significantly the resulting Lindblad structure, influencing, e.g.,
the populations dynamics, as well as the fluorescence spectrum.
Summarizing, the usual description of the amplification mechanism relies on the idea that the noise acts on each
constituent without being influenced by the presence of the others. However, in general this cannot be taken for granted
a priori. Of course, this does not mean that a more realistic description of the N -particle system is incompatible
with the amplification mechanism. On the contrary, we think that such a description will help to clarify to what
extent and how the action of the noise induces the localization of the center of mass on more complex systems. This
collective property of an N -particle system seems to be more motivated if the effects of the noise on the different
components are correlated. Indeed, a limited, but consistent way to take into account the mutual interaction between
the constituents of the system is just obtained by dealing with a rigid body. The details of the internal dynamics
are neglected, but each particle is considered as a component of a single N -particle bound system. The action of the
noise on each constituent is turned directly into the corresponding action on the center of mass: the overall effect
of the noise is correctly described by the sum of the action on each constituent, so that the results of the previous
paragraph are in this case justified.
VIII. CONCLUSIONS
In this paper, we have extended the GRW model [2] in order to avoid the infinite growth of the energy of the system.
We have introduced new jump operators, while leaving the other defining features of the model unchanged. The jump
operators correspond to the Fourier transform of the Lindblad operators of a model for collisional decoherence [19–21]
and depend on the momentum operator of the system. Hence, they induce a dissipative evolution, which leads to
a damping of the momentum, as well as to a finite asymptotic value of the energy. The inclusion of a dissipative
mechanism within the collapse model has called for the definition of a new parameter, which is directly linked to the
temperature T of the noise. The original GRW model is retrieved in the high temperature limit T →∞.
We have proved that the collapse model can be formulated equivalently by means of a proper stochastic differential
equation, defined in terms of a random field made up of one counting process for each point of space. The stochastic
differential equation fully determines the possible trajectories in the Hilbert space of the system. By focusing on
the case of gaussian initial states, we have investigated the main features of these trajectories, showing in particular
the occurrence of the position and momentum localization. The latter clarifies that the energy divergence in the
original GRW model has to be traced back to fluctuations in momentum, rather than to an unlimited increase of the
momentum variance.
As long as a rigid body is taken into account, the amplification mechanism still holds, so that the center of mass
of a macroscopic system is localized on very short time scales and behaves for all the practical purposes according
to classical mechanics. As usual, this has been shown by considering a master equation for the center of mass which
is given by the sum of the one-particle master equations and taking the partial trace over the relative degrees of
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freedom. Nevertheless, we have also argued that a more general and realistic analysis of the N -particle system’s
evolution should be given if the interaction between the components of the system can affect the action of the noise.
Our results provide an important step toward the establishment of a realistic jump collapse model, which generalizes
the original GRW proposal. Indeed, important advances are still to be made. A promising possibility to recover entirely
the principle of the energy conservation is to consider the noise as a real physical field influenced by the presence
of the system: the energy variations of the latter could be then explained in terms of an energy exchange with the
noise. Let us emphasize how this approach could be put forward by associating the random field to the physical field,
as proposed for the continuous-time collapse models [4, 13]. Furthermore, also in this paper we have assumed the
hypothesis of a white noise: this greatly simplifies the characterization of the model and can provide a satisfactory
description of the interaction between the system and the noise in certain regimes. However, there is no reason to
exclude a priori the general case of a colored noise, such that, e.g., the time distribution of the localization events is
no longer memoryless.
Finally, the inclusion of dissipation has allowed us to avoid the energy divergence also in the CSL model [42], by
properly modifying the corresponding stochastic differential equation in the Fock space associated with the system,
and to investigate the overheating problem in the Dio´si-Penrose model [11, 48].
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Appendix A: Localization mechanism for the superposition of two gaussian wavefunctions
In this Appendix we study the action of the jump operator Ly(X̂, P̂ ) on a single-particle state |ϕ〉 given by the
superposition of two gaussian wavefunctions, with null mean momentum, equal variance and opposite mean positions,
±α (α > 0), see Eq.(9) and Fig. 1 (b), such that α2  r2c  γ. First, note that the matrix elements of Ly(X̂, P̂ ) in
the position representation are given by
〈X|Ly(X̂, P̂ )|X ′〉 = (pir2c (1 + k)2)−1/4e−(X−y)
2/(2r2c(1+k)
2)δ
((
1− k
1 + k
)
X −X ′ +
(
2k
1 + k
)
y
)
, (A1)
where k is defined in Eq.(27). As long as k 6= 0, where k = 0 corresponds to the original GRW model, the off-diagonal
matrix elements of the jump operator can be different from 0. As a consequence, one has that the state |ϕy〉 after the
localization is, see Eq.(23),
〈X|ϕy〉 = Cy
∫
dX ′δ
((
1− k
1 + k
)
X −X ′ +
(
2k
1 + k
)
y
)
e−(X−y)
2/(2r2c(1+k)
2)
(
c+e
−(X′−α)2/(2γ) + c−e−(X
′+α)2/(2γ)
)
,
= Cye
−(X−y)2/(2r2c(1+k)2)
(
c+e
−(( 1−k1+k )X+( 2k1+k )y−α)
2
/(2γ) + c−e−((
1−k
1+k )X+(
2k
1+k )y+α)
2
/(2γ)
)
compare with Eq.(10). Let’s now focus on a localization process taking place at y = α, so that
〈X|ϕy〉 = Cy
(
c+e
−((1−k)2/(2γ(1+k)2)+1/(2r2c(1+k)2))(X−α)2 + c−e−(X−α)
2/(2r2c(1+k)
2)e−((
1−k
1+k )X+(
3k+1
1+k )α)
2
/(2γ)
)
≈ Cy
(
c+e
−((1−k)2/(2γ(1+k)2)+1/(2r2c(1+k)2))(X−α)2 + c−e−2α
2/(r2c(1−k)2)e−((
1−k
1+k )X+(
3k+1
1+k )α)
2
/(2γ)
)
, (A2)
where we have used γ  r2c (1−k)2. Still, the second term is strongly suppressed since α2  r2c (1−k)2: the localization
mechanism leaves us with only the gaussian wavefunction centered around α.
Let us now evaluate the probability that the localization position y is such that y + α  rc (so that it is far from
−α). Proceeding exactly as before, one finds
p(y) ≈ (√pirc(1− k))−1|c+|2e−(y−α)2/(r2c(1−k)2),
i.e. a gaussian centered around α and with width γ˜ = rc(1 − k)/
√
2. Then, if we consider the probability to have a
jump in a neighborhood of α, say, within 5γ˜, we end up with p(y) ≈ (1− 6× 10−7)|c+|2: on a proper coarse grained
spatial scale (fixed by rc(1− k)) the predictions of quantum mechanics are recovered for all the practical purposes.
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Appendix B: Gaussian solutions of the stochastic differential equation
In this Appendix, we are going to study more in detail the trajectories described by Eq.(35), focusing on the case
of gaussian wavefunctions. We will show that the stochastic differential equation preserves the gaussian structure of
the wavefunction, whose evolution in time will be explicitly characterized.
Let us take into account a gaussian initial state |ψ〉0 = |φα,β,γ〉, see Eq.(5), and assume Ĥ = P̂ 2/(2M), so that the
unitary evolution describes the usual spreading of the gaussian wave packet. The transition from the initial state to
the gaussian state immediately before the jump at time t1 can be summarized as
α −→ αt1 = α+
β
M
(t1 − t0)
β −→ βt1 = β
γ −→ γt1 = γ +
i~
M
(t1 − t0). (B1)
The jump at time t1 and position y modifies the wavefunction according to Eq.(26): explicitly
αt1 −→ α′t1 = gγt1αt1 + (1− gγt1 )y
βt1 −→ β′t1 = βt1
1− k
1 + k
γt1 −→ γ′t1 =
(
(1− k)2
γt1(1 + k)
2
+
1
r2c (1 + k)
2
)−1
, (B2)
where gγt1 is defined as in Eq.(28). Hence, the wavefunction has still a gaussian form after the jump, but since the
free evolution implies a complex coefficient γt1 , both α
′
t1 and γ
′
t1 will be in general complex numbers. The full solution
can be built up by iterating these two steps, where, of course, t0 (t1) has to be replaced with the instant tj−1 (tj ) of
the (j − 1)-th (j-th) jump and α, β, γ in Eq.(B1) have to be replaced with the parameters α′tj−1 , β′tj−1 , γ′tj−1 after the
(j − 1)-th jump. Finally, after the last jump at time tm, Eq.(B1) has to be used once more, with the instants t and
tm, as well as the parameters α
′
tm , β
′
tm , γ
′
tm . In conclusion, the solution |ψ(t)〉 is the gaussian wavefunction |φαt,βt,γt〉
as in Eq.(5), with αt, γt ∈ C, βt ∈ R and
C =
(
pi|γt|2
γRt
)−1/4
e
− (α
I
t)
2
2γRt
− βtα
I
t
~ (B3)
the normalization constant, with zR and zI, respectively, real and imaginary part of z; moreover, γ > 0 implies
γRt , γ
I
t , g
R
γt > 0, while g
I
γt < 0. The parameters αt, βt, γt are stochastic quantities depending on the specific trajectory
ωt (i.e. they are short-hand notation for α(ωt), β(ωt), γ(ωt)). In particular, βt only depends on the number of jumps
up to time t: given a trajectory with m jumps, one has
βt = β
(
1− k
1 + k
)m
. (B4)
On the other hand, γt depends also on the instants at which the jumps take place, but not on their positions: explicitly,
γt = Gm (Gm−1 (. . .G1(γ))) + i~τ
M
, (B5)
with
Gj(x) =
((
x+
i~τj
M
)−1(
1− k
1 + k
)2
+
1
r2c (1 + k)
2
)−1
, (B6)
where τj ≡ tj − tj−1 and τ ≡ t − tm. Finally, αt depends also on the specific positions where the jumps take place:
one has
αt =
m∏
j=1
gγtj
(
α+
βτ1
M
)
+
m∏
j=2
gγtj
(
(1− gγt1 )y1 +
βt1τ2
M
)
+ . . .
+gγtm
(
(1− gγtm−1 )ym−1 +
βtm−1τm
M
)
+ (1− gγtm )ym +
βtmτ
M
. (B7)
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For the sake of completeness, let us mention that the parameters αt, βt, γt satisfy the following stochastic differential
equations:
dαt =
βt
M
dt+ (1− gγt)
∫
dy (y − αt) dNy(t)
dβt = − 2k
k + 1
βtdN(t)
dγt =
i~
M
dt+
((
(1− k)2
γt(1 + k)2
+
1
r2c (1 + k)
2
)−1
− γt
)
dN(t). (B8)
The deterministic contributions describe the evolution of the parameters under the unitary part of the dynamics,
while the stochastic terms describe the action of the jumps. The stochastic contribution in the equations of βt and γt
traces back to the Poisson process N(t) defined in Eq.(38), which counts the overall occurrence of the jumps, without
any discrimination about their position.
From the evolution of the parameters which fix the gaussian wavefunction, one can directly infer the evolution of
relevant physical quantities. Given a wavefunction |φαt,βt,γt〉 as in Eq.(5), with αt, γt ∈ C, βt ∈ R, as well as the
normalization C in Eq.(B3), let us denote as 〈O〉t the mean value of the observable Ô on such a state at time t, i.e.,
〈O〉t = 〈φαt,βt,γt |Ô|φαt,βt,γt〉, (B9)
while we denote as (∆φtO)
2 the corresponding variance,
(∆φtO)
2 = 〈φαt,βt,γt |Ô2|φαt,βt,γt〉 − (〈φαt,βt,γt |Ô|φαt,βt,γt〉)2. (B10)
The mean value of the position at time t is
〈X〉t = αRt +
γIt
γRt
αIt, (B11)
while the variance is
(∆φtX)
2 =
|γt|2
2γRt
=
1
2ΓRt
, (B12)
with Γt = 1/γt. Moreover, the mean value of the momentum at time t is
〈P 〉t = βt + ~ α
I
t
γRt
, (B13)
while the variance is
(∆φtP )
2 =
~2
2γRt
. (B14)
Hence, one has
(∆φtX)
2(∆φtP )
2 =
~2
4
(
1 +
(
γIt
γRt
)2)
, (B15)
so that |φαt,βt,γt〉 will not be a minimum uncertainty state as long as γIt 6= 0.
Indeed, the quantities in Eqs.(B11)-(B14) do depend on the trajectory ωt: the variances depend on the instants
in which the jumps occur, while the mean values also depend on the positions of the jumps, see Eqs.(B4)-(B7). The
explicit evaluation of these quantities then calls for a numerical analysis, which can be easily achieved starting from
the results of this Appendix.
Appendix C: Asymptotic values of position and momentum variance for jumps equally spaced in time
In order to estimate the asymptotic value of, respectively, position and momentum variance, it is convenient to
examine the trajectories in which all jumps are equally spaced in time [2], so that τj = 1/λ for any j (where, of course,
λ has to be replaced with λmacro for a macroscopic system).
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Since the position variance is fixed by γt, see Eq.(B12), a stable condition will be reached when a cycle composed
of a free evolution and the subsequent jump does not modify the value of γ. Explicitly, the equilibrium value γeq
satisfies, see Eqs.(B5) and (B6), (
(γeq + i)
−1
(
1− k
1 + k
)2
+
1
r2c (1 + k)
2
)−1
= γeq, (C1)
with  = ~/(Mλ). This equation is solved by
γeq =
1
2
(
γthr − i+
√
(γthr − i)2 + 4ir2c (1 + k)2
)
, (C2)
where γthr is the threshold value defined in Eq.(29). Given a complex number z = z
R + izI, its square root can be
expressed as
√
z = ζ
√
|z|
(√
1
2
+
|zR|
2|z| + sgn(z
RzI)i
√
1
2
− |z
R|
2|z|
)
,
with ζ = 1 if zR > 0, ζ = i if zR < 0 and zI ≥ 0, ζ = −i if zR, zI < 0 and sgn(x) is the signum function. By using
Eq.(C2), we thus get Eq.(42) for the asymptotic value of the position variance. Moreover, replacing Eq.(C2) in the
expression of the momentum variance in Eq.(B14), we get the asymptotic value in Eq.(44).
Appendix D: Derivation of the equation for the characteristic function
In this Appendix, we show that Eq.(51) for the statistical operator ρˆ(t) is equivalent to Eq.(61) for the characteristic
function χ(ν, µ, t) defined in Eq.(59).
By Eq.(51), we get
∂tχ(ν, µ, t) = A [χ(ν, µ, t)] + B [χ(ν, µ, t)]− λχ(ν, µ, t). (D1)
Let us start with the Hamiltonian contribution:
A [χ(ν, µ, t)] = − i
~
(
Tr
{
Ĥρˆ(t)e
i
~ (νXˆ+µPˆ)
}
− Tr
{
ρˆ(t)Ĥe
i
~ (νXˆ+µPˆ)
})
=
ν
M
∂µχ(ν, µ, t), (D2)
where we used [
P̂ 2, e
i
~ (νXˆ+µPˆ)
]
= ν
(
P̂
i
~ (νXˆ+µPˆ) + e
i
~ (νXˆ+µPˆ)P̂
)
and the cyclicity of the trace.
The dissipative term provides us with
B [χ(ν, µ, t)] = rc(1 + k)λ√
pi~
∫
dQTr
{
e
i
~QX̂e−
r2c
2~2 ((1+k)Q+2kP̂)
2
ρˆ(t)e−
r2c
2~2 ((1+k)Q+2kP̂)
2
e−
i
~QX̂e
i
~ (νXˆ+µPˆ)
}
=
rc(1 + k)λ√
pi~
∫
dQdX 〈X|
(
e
i
~QX̂e−
r2c
2~2 ((1+k)Q+2kP̂)
2
ρˆ(t)e−
r2c
2~2 ((1+k)Q+2kP̂)
2
e−
i
~QX̂e
i
~µPˆ e
i
~νXˆ
)
|X〉e− i2 µν~
=
rc(1 + k)λ√
pi~
∫
dQdXdX ′dX ′′ e
i
~Qµf(X,X ′)ρ(X ′, X ′′, t)f(X ′′, X − µ)e i~νXe− i2 µν~ , (D3)
where we used e
i
~µPˆ |X〉 = |X − µ〉 and we have introduced
f(X,X ′) = 〈X|e−
r2c
2~2 ((1+k)Q+2kP̂)
2
|X ′〉 =
∫
dP
2pi~
e
i
~P (X−X′)e−
r2c
2~2 ((1+k)Q+2kP̂)
2
=
1
2
√
2pikrc
e
− 1
8k2r2c
(X−X′)2
e−
i(1+k)Q
2~k (X−X′).
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Inserting this relation and Eq.(60) in Eq.(D3), we obtain
B [χ(ν, µ, t)] = λ(1 + k)
16pi5/2~2k2rc
∫
dQdXdX ′dX ′′dν′ e
i
~ (Q−ν/2)µe−
i
2~ν
′(X′+X′′)χ(ν′, X ′ −X ′′, t)
×e−
1
8k2r2c
[(X−X′)2+(X′′−X+µ)2]
e−
i(1+k)Q
2~k (X
′′−X′+µ)e
i
~νX
=
λ(1 + k)
8pi2~2k
∫
dQdX ′dX ′′dν′ e
i
~Qµe−
i
2~ν
′(X′+X′′)χ(ν′, X ′ −X ′′, t)
×e− i(1+k)Q2~k (X′′−X′+µ)e−
ν2r2ck
2
~2 e
− 1
16k2r2c
(X′−X′′−µ)2
ei
ν
2~ (X
′+X′′)
=
λ(1 + k)
16pi2~2k
∫
dQdsd∆dν′ e
i
~Qµe−
i
2~ (ν
′−ν)sχ(ν′,∆, t)e
i(1+k)Q
2~k (∆−µ)e−
ν2r2ck
2
~2 e
− 1
16k2r2c
(∆−µ)2
=
λ(1 + k)
4pi~k
∫
dQd∆ e
i
~Qµχ(ν,∆, t)e
i(1+k)Q
2~k (∆−µ)e−
ν2r2ck
2
~2 e
− 1
16k2r2c
(∆−µ)2
= λχ
(
ν, µ
(
1− k
1 + k
)
, t
)
e−
ν2r2ck
2
~2 e
− µ2
4r2c (1+k)
2 . (D4)
This concludes the proof.
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