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Abstract— IAC was initially introduced as a developmental 
mechanism allowing a robot to self-organize developmental 
trajectories of increasing complexity without pre-programming 
the particular developmental stages. In this paper, we argue that 
IAC and other intrinsically motivated learning heuristics could 
be viewed as active learning algorithms that are particularly 
suited for learning forward models in unprepared sensorimotor 
spaces with large unlearnable subspaces. Then, we introduce a 
novel formulation of IAC, called R-IAC (Robust Intelligent 
Adaptive Curiosity), and show that its performances as an 
intrinsically motivated active learning algorithm are far superior 
to IAC in a complex sensorimotor space where only a small 
subspace is neither unlearnable nor trivial. We also show results 
in which the learnt forward model is reused in a control scheme. 
Finally, an open-source accompanying software containing these 
algorithms as well as tools to reproduce all the experiments 
presented in this paper is made publicly available. 
 
Index Terms— active learning, intrinsic motivation, exploration, 
developmental robotics, artificial curiosity, sensorimotor 
learning.  
I. INTRINSICALLY MOTIVATED EXPLORATION  
AND LEARNING 
 
Developmental robotics approaches are studying 
mechanisms that may allow a robot to continuously discover 
and learn new skills in unknown environments and in a life-
long time scale [1], [2]. A main aspect is the fact that the set of 
these skills and their functions are at least partially unknown 
to the engineer who conceived the robot initially, and are also 
task-independent. Indeed, a desirable feature is that robots 
should be capable of exploring and developing various kinds 
of skills that they may re-use later on for tasks that they did 
not foresee. This is what happens in human children, and this 
is also why developmental robotics shall import concepts and 
mechanisms from human developmental psychology.  
A. The problem of exploration in open-ended learning 
Like children, the ―freedom‖ that is given to developmental 
robots to learn an open set of skills also poses a very important 
problem: as soon as the set of motors and sensors is rich 
enough, the set of potential skills becomes extremely large and 
complicated. This means that on the one hand, it is impossible 
to try to learn all skills that may potentially be learnt because 
there is not enough time to physically practice all of them.  
Furthermore, there are many skills or goals that the child/robot 
could imagine but never be actually learnable, because they 
are either too difficult or just not possible (for example, trying 
to learn to control the weather by producing gestures is 
hopeless). This kind of problem is not at all typical of the 
existing work in machine learning, where usually the ―space‖ 
and the associated ―skills‖ to be learnt and explored are well-
prepared by a human engineer. For example, when learning 
hand-eye coordination in robots, the right input and output 
spaces (e.g. arm joint parameters and visual position of the 
hand) are typically provided as well as the fact that hand-eye 
coordination is an interesting skill to learn. But a 
developmental robot is not supposed to be provided with the 
right subspaces of its rich sensorimotor space and with their 
association with appropriate skills: it would for example have 
to discover that arm joint parameters and visual position of the 
hand are related in the context of a certain skill (which we call 
hand-eye coordination but which it has to conceptualize by 
itself) and in the middle of a complex flow of values in a 
richer set of sensations and actions.  
B. Intrinsic motivations  
Developmental robots, like humans, have a sharp need for 
mechanisms that may drive and self-organize the exploration 
of new skills, as well as identify and organize useful sub-
spaces in its complex sensorimotor experiences. Psychologists 
have identified two broad families of guidance mechanisms 
which drive exploration in children:  
 
1) Social learning, which exists in different forms such as 
stimulus enhancement, emulation, imitation or 
demonstration, and which many groups try to implement in 
robots [e.g. 3,4,5,6,7,8,9,10,11,12,13,14]; 
2) Internal guiding mechanisms, also studied by many 
robotics research groups (e.g. see [15,16,17,18,19,20]) and 
in particular intrinsic motivation, responsible of 
spontaneous exploration and curiosity in humans, which is 
the mechanism underlying the algorithms presented in this 
paper.  
 
 Intrinsic motivations are mechanisms that guide curiosity-
driven exploration, that were initially studied in psychology 
[21]-[23] and are now also being approached in neuroscience 
[24]-[26]. Machine learning and robotics researchers have 
proposed that such mechanism might be crucial for self-
organizing developmental trajectories as well as for guiding 
the learning of general and reusable skills in machines and 
robots [27,28]. A large diversity of approaches for 
operationalizing intrinsic motivation have been presented in 
the literature [e.g. 29,30,31,32,33,34,28,27,35], and see [27] 
for a general overview. Several experiments have been 
conducted in real-world robotic setups, such as in [27,36,34] 
where an intrinsic motivation system was shown to allow for 
the progressive discovery of skills of increasing complexity, 
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such as reaching, biting and simple vocal imitation with an 
AIBO robot. In these experiments, the focus was on the study 
of how developmental stages could self-organize into a 
developmental trajectory without a direct pre-specification of 
these stages and their number.  
 
This paper aims to propose a new version of the Intelligent 
Adaptive Curiosity algorithm (IAC) presented in [27], called 
R-IAC for Robust Intelligent Adaptive Curiosity, and to show 
that it can be used as an efficient active learning algorithm to 
learn forward and inverse models in a complex unprepared 
sensorimotor space with unlearnable subspaces. Furthermore, 
together with the complete pseudo-code, we provide access to 
accompanying publicly available open-source software that 
implements the algorithm and contains tools to reproduce all 
the experiments presented in this paper.  
II. ROBUST INTELLIGENT ADAPTIVE CURIOSITY (R-IAC) AS 
ACTIVE LEARNING 
A. Developmental Active Learning 
 
In IAC, intrinsic motivation is implemented as a heuristics 
which pushes a robot to explore sensorimotor activities for 
which learning progress is maximal, i.e. subregions of the 
sensorimotor space where the predictions of the learnt forward 
model improve fastest [27]. Thus, this mechanism regulates 
actively the growth of complexity in sensorimotor exploration, 
and can be conceptualized as a developmental active 
learning algorithm. This heuristics shares properties with 
statistical techniques in optimal experiment design (e.g. [37]) 
where exploration is driven by expected information gain, as 
well as with attention and motivation mechanisms proposed in 
the developmental psychology literature (e.g. [22], [38], or see 
[23] for a review) where it has been proposed that exploration 
is preferentially focused on activities of intermediate difficulty 
or novelty [39,40], but differs significantly from many active 
learning heuristics in machine learning in which exploration is 
directed towards regions where the learnt model is maximally 
uncertain or where predictions are maximally wrong (e.g. [41, 
42], see [27] for a review). As argued in [27], developmental 
robots are typically faced with large sensorimotor spaces 
which cannot be entirely learnt (because of time limits among 
other reasons) and/or in which subregions are not learnable 
(potentially because it is too complicated for the learner, or 
because there are no correlations between the input and output 
variables, see examples in the experiment section and in [27]). 
In these sensorimotor spaces, exploring zones of maximal 
uncertainty or unpredictability is bound to be an inefficient 
strategy since it would direct exploration towards subspaces in 
which there are no learnable correlations, while a heuristics 
based on learning progress allows to avoid unlearnable parts 
as well as to focus exploration on zones of gradually 
increasing complexity. 
 
In [27, 34], experiments showed how IAC allowed an AIBO 
robot, equipped with a set of parameterized motor primitives 
(in a 5 DOF motor space), as well as a set of perceptual 
primitives (in a 3 DOF perceptual space), to self-organize a 
developmental trajectory in which a variety of affordances 
uses of the motor primitives were learnt in spite of not having 
been specified initially. In [36], this system allowed an AIBO 
robot, equipped with parameterized central pattern generators 
(CPG’s) in a 24 DOF motor space and 3 DOF perceptual 
space, to learn a variety of locomotion skills. Yet, these 
previous results focused on qualitative properties of the self-
organized developmental trajectories, and IAC was not 
optimized for efficient active learning per se. 
 
Here, we present a novel formulation of IAC, called 
Robust-IAC (R-IAC), and show that it can efficiently allow a 
robot to learn actively, fast and correctly forward and inverse 
kinematic models in an unprepared sensorimotor space. As we 
will explain, R-IAC introduces four main advances compared 
to IAC: 
1) Probabilistic action selection: instead of choosing actions 
to explore the zone of maximal learning progress at a given 
moment in time (except in the random action selection mode), 
R-IAC explores actions on sensorimotor subregions 
probabilistically chosen based on their individual learning 
progress; 
 
2) Multi-resolution monitoring of learning progress: in R-
IAC, when sensorimotor regions are split into subregions, 
parent regions are kept and one continues to monitor learning 
progress in them, and they continue to be eligible regions for 
action selection. As a consequence, learning progress is 
monitored simultaneously at various regions scales, as 
opposed to IAC where it was monitored only in child regions 
and thus at increasing small scales; 
 
3) A new region splitting mechanism that is based on the 
direct optimization of learning progress dissimilarity among 
regions; 
 
4) The introduction of a third exploration mode hybridizing 
learning progress heuristics with more classic heuristics based 
on the exploration of zones of maximal unpredictability;   
 
B. Prediction Machine and Analysis of Error Rate 
 
We consider a robot as a system with motor/actions channels 
M and sensory/state channels S. M and S can be low-level 
such as torque motor values or touch sensor values, or higher 
level such as a ―go forward one meter‖ motor command or 
―face detected‖ visual sensor. Furthermore, S can correspond 
to internal sensors measuring the internal state of the robot or 
encoding past values of the sensors. Real valued action/motor 
parameters are represented as a vector ܜ)ۻ), and sensors, as ܜ)܁), at a time t. ܜ)ۻ܁) represents a sensorimotor context, i.e. 
the concatenation of both motors and sensors vectors.  
 
We also consider a Prediction Machine PM (Fig. 1), as a 
system based on a learning algorithm (neural networks, KNN, 
etc.), which is able to create a forward model of a 
sensorimotor space based on learning examples collected 
through self-determined sensorimotor experiments. 
Experiments are defined as series of actions, and consideration 
of sensations detected after actions are performed.  
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An experiment is represented by the set (ܜ)ۻ܁), ܜ)܁ + ૚)), 
and denotes the sensory/state consequence S(t+1)  that is 
observed when actions encoded in M(t) are performed in the 
sensory/state context S(t). This set is called a ―learning 
exemplar‖. After each trial, the prediction machine PM gets 
this data and incrementally updates the forward model that it 
is encoding, i.e. the robot incrementally increases its 
knowledge of the sensorimotor space. In this update process, 
PM is able to compare, for a given context  ࢚)ۻ܁), differences 
between predicted sensations ܁෨(࢚ + ૚) (estimated using the 
created model), and real consequences S(࢚ + ૚). It is then able 
to produce a measure of error ࢚)ࢋ + ૚), which represents the 
quality of the model for sensorimotor context ࢚)ۻ܁). This is 




Then, we consider a module able to analyze learning progress 
over time, for a given subregion ࢔ࡾ of the sensorimotor space 
SM. This system, called Prediction Analysis Machine PAM 
(Fig. 2) considers the set ࢔ࡱ of all the ࢓ experimented 
exemplars  Ex࢏ = ൫࢏ۻ܁ሺܜሻ, ܜሺ࢏܁ + ૚ሻ, ࢚ሺ࢏ࢋ + ૚ሻ൯, ݅ א  ሾ1:݉ሿ, 
collected inside ࢔ࡾ, sorted by their execution order (from the 
older to the last performed): 
 
࢔ࡱ = ൝  Ex૚,Ex૛,
 ǥ , Ex࢓ ൡ࢔ = ൞
 ൫ۻ܁૚ሺܜሻ, ܜ૚ሺ܁ + ૚ሻ, ࢚૚ሺࢋ + ૚ሻ൯,൫ۻ܁૛ሺܜሻ, ܜ૛ሺ܁ + ૚ሻ, ࢚૛ሺࢋ + ૚ሻ൯,
 ǥ ,   ൫࢏ۻ܁ሺܜሻ, ܜሺ࢏܁ + ૚ሻ, ࢚ሺ࢏ࢋ + ૚ሻ൯ൢ࢔ 
 
where ࢏ࢋሺ࢚ + ૚ሻ  is the prediction errors of PM associated to 
the prediction of ࢏܁ሺܜ + ૚ሻ given ࢏ۻ܁ሺܜሻ.  
The Prediction Analysis Machine PAM monitors the 
learning process inside  ࢔ࡾ by analyzing the evolution of 
errors. More precisely, the system computes the value 
opposite to the derivative of errors, which is called Learning 
Progress ࢔ࡼࡸ. This value is computed using a sliding window 
which contains the ߞ) ߞ = 2. ݇, ݇ > 1) most recent exemplars 
of the considered region  ࢔ࡾ : ൛Ex࢓െߞ , Ex࢓െ1+ߞ,ǥ , Ex࢓ൟ࢔ (if 
the region contains less than ߞ examplars, then the learning 
progress is computed over a shorter window with all the 





Therefore, considering ȁ݊ܧ ȁ as the cardinality of ݊ܧ  we 
define the Learning Progress ࡼࡸሺ࢔ࡱሻ, also noted ࢔ࡼࡸ, in 
region  ࢔ࡾ and at a given moment in time as: 
 
ሻ࢔ࡱሺࡼࡸ = σ ݊ܧ|݅݁ |െ
ߞ
݊ܧ|=2݅ |െߞ െ σ ݊ܧ|݅݁ ݊ܧ|=݅| |െߞ2ߞ  
Because ࢔ࡼࡸ is computed over the recent past through a 
sliding window, it is not necessary to memorize all past 
learning exemplars, and makes the whole system both 
computationally efficient in terms of speed and memory 
usage. Actually, in a given region, only the last ࢚࢏࢒࢖࢙ࢀ exemplars need to be memorized, with ࢚࢏࢒࢖࢙ࢀ >  being ߞ
the splitting parameter described below.  ࢔ࡼࡸ is then used as a 
measure of interestingness in the action selection scheme 
outlined below. The more a region is characterized by learning 
progress, the more it is interesting, and the more the system 
will perform experiments and collect learning exemplars that 
fall into this region. Of course, as exploration goes on, the 
learnt forward model becomes better in this region and 
learning progress might decrease, leading to a decrease in the 





To precisely represent the learning behavior inside the whole 
sensorimotor space and differentiate its various evolutions in 
various subspaces/subregions, different PAM modules, each 
associated to a different subregion  ࢔ࡾ of the sensorimotor 
space, need to be built. Therefore, the learning progress ࢔ࡼࡸ provided as the output values of each PAM becomes 
representative of the interestingness of the associated region 
 Initially, the whole space is considered as one single .࢔ࡾ 
region ࡾ૙, associated to one PAM, which will be 
progressively split into subregions with their own PAM as we 




Fig. 2. Internal mechanism of the Prediction Analysis Machine ࢔ۻۯ۾ 
associated to a given subregion ࢔ࡾ of the sensorimotor space. This module 
considers errors detected in prediction by the Prediction Machine PM, and 
returns a value representative of the learning progress in the region. Learning 
progress is the derivative of errors computed over the last ߞ examplars 





Fig. 1. The prediction learning machine (e.g. a neural network, an SVM, or  
Gaussian process regression based algorithm)  
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C. The Split Machine 
 
 
The Split Machine SpM (Fig. 3) is both responsible of 
identifying the region and PAM corresponding to a given 
SM(t), but also responsible of splitting (or creating in R-IAC 
where parent regions are kept in use) sub-regions from 
existing regions.  
 
1) Region Implementation 
 
We use a tree representation to store the list of regions as 
shown in Fig. 4. The main node represents the whole space, 
and leafs are subspaces. ܜ)܁) and ܜ)ۻ) are here normalized 
into [0; 1]݊ . The main region (first node), called ܴ0, represents 
the whole sensorimotor space. Each region stores a FIFO 
(first-in first-out) list of recently collected exemplars that it 
covers, with a maximum length of ࢚࢏࢒࢖࢙ࢀ. When this threshold 
is reached, different mechanisms are triggered in IAC and R-
IAC:  
 
1. in IAC, the region is split into two daughter regions 
according to the mechanism described below, and the 
parent region is deleted ; 
2. in R-IAC: if the region is a leaf region, then it is split into 
two daughter regions with the mechanism described below, 
but the initial region is kept and becomes a parent region; 
If the region is already a parent region, then it is not split 
anymore and any subsequent exemplars added to the FIFO 
list provokes the deletion of the oldest exemplar already in 
the list ; 
3. In both IAC and R-IAC, splitting is done with 
hyperplanes perpendicular to one dimension. An example 
of split execution is shown in Fig. 4, using a two 
dimensional input space. IAC and R-IAC differ in the way 
the hyperplane is chosen. 
 
2) IAC Split Algorithm 
 
In the IAC algorithm, the idea was to find a split such that the 
two sets of exemplars into the two subregions would minimize 
the sum of the variances of  ܁ሺ࢚ + ૚ሻ components of 
exemplars of each set, weighted by the number of exemplars 
of each set. Hence, the split takes place in the middle of zones 
of maximal change in the function ܜ)ۻ܁)  ՜ ܜ)܁  + ૚). 
Mathematically, we consider ߮݊ = ቄ ൫ۻ܁ሺ࢚ሻ, ࢚ሺ܁ + ૚ሻ൯࢏ቅ  as 
the set of exemplars possessed by the region ݊ࡾ . Let us denote ݆ a cutting dimension and ݆ݒ , an associated cutting value. 
Then, the split of ߮݊ into  ߮݊+1 and  ߮݊+2 is done by 
choosing ݆ and  ݆ݒ  such that: 
 
(1) All the exemplars ሺ࢚)ۻ܁), ࢚)܁ + ૚)ሻ࢏ of  ߮݊+1  have a ݆݄ݐcomponent of their ۻ܁ሺ࢚ሻ smaller than  ݆ݒ  
(2) All the exemplars ሺ࢚)ۻ܁), ࢚)܁ + ૚)ሻ࢏ of  ߮݊+2 have a ݆݄ݐcomponent of their ۻ܁ሺ࢚ሻ greater than  ݆ݒ  
(3) The quantity : 
 
,൫݆݈ܽݑܳ  ݆ݒ ൯ = ȁ ߮݊+1ȁ.ߪ൫൛܁ሺ࢚ + ૚ሻ|൫ۻ܁ሺ࢚ሻ, ࢚ሺ܁ + ૚ሻ൯ א   ߮݊+1ൟ൯
 + ȁ ߮݊+2ȁ.ߪ൫൛܁ሺ࢚ + ૚ሻ|൫ۻ܁ሺ࢚ሻ, ࢚ሺ܁ + ૚ሻ൯ א   ߮݊+2ൟ൯ 
      
 is minimal, where 
ሺSሻߪ = σ ฯݒ െ  σ SȁSȁאݖݖ ฯאݒS 2ȁSȁ  
 
where S is a set of vectors, and ȁSȁ, its cardinal. Finding the 
exact optimal split would be computationally too expensive. 
For this reason, we use the following heuristics for 
optimization: for each dimension ݆, we evaluate ݌ܰݏ  cutting ݆ݒ  equally spaced between the extrema values of  ߮݊ , thus we 
evaluate ݌ܰݏ . |ሼ݆ሽ| splits in total, and the one with minimal ݈ܳܽݑ൫݆, ݆ݒ ൯ is finally chosen. This computationally cheap 
heuristics has produced acceptable results in all the 
experiments we ran so far. It could potentially be improved by 
allowing region splits cutting multiple dimensions at the same 
time in conjunction with a Monte-Carlo based sampling of the 
space of possible splits.    
 
 
Fig. 4. The sensorimotor space is iteratively and recursively split into sub-
spaces, called ―regions‖. Each region ܴ݊  is responsible for monitoring the 
evolution of the error rate in the anticipation of consequences of the robot’s 




Fig. 3. General architecture of IAC and R-IAC. The Prediction Machine PM 
is used to create a forward model of the world, and measures the quality of its 
predictions (errors values). Then, a split machine cuts the sensorimotor space 
into different regions, whose quality of learning over time is examined by 
Prediction Analysis Machines. Then, an Action Selection system is used to 
choose experiments to perform. 
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3) R-IAC Split Algorithm 
 
In R-IAC, the splitting mechanism is based on comparisons 
between the learning progresses in the two potential child 
regions. The principal idea is to perform the separation which 
maximizes the dissimilarity of learning progress comparing 
the two created regions. This leads to the direct detection of 
areas where the learning progress is maximal, and to separate 
them from others (see Fig. 5). This contrasts with IAC where 
regions were built independently of the notion of learning 
progress. 
Reusing the notations of the previous section, in R-IAC, the 
split of ߮݊ into  ߮݊+1 and  ߮݊+2 is then done by choosing ݆ and 
݆ݒ   such that: ݈ܳܽݑ൫݆, ݆ݒ ൯ = ሺ݊ܲܮ +1 െ ݊ܲܮ +2ሻ2 
 
is maximal, where ݊ܲܮ +1 and ݊ܲܮ +2 are the learning progress 




D. Action Selection Machine 
 
We present here an implementation of Action Selection 
Machine ASM. The ASM decides on actions ۻሺ࢚ሻ to perform, 
given a sensory context ܁ሺ࢚ሻ. (See Fig. 3.). The ASM 
heuristics is based on a mixture of several modes, which differ 
between IAC and R-IAC. Both IAC and R-IAC algorithms 
share the same global loop in which modes are chosen 
probabilistically: 
 
Outline of the global loop of IAC and R-IAC algorithms 
 Action Selection Machine ASM: given S(t), execute an 
action ۻሺ࢚ሻ using the mode (࢔) with probability ࢔࢖ and 
based on data stored in the region tree, with ࢔ א {૚,૛} for 
IAC and ࢔ א {૚,૛,૜} for R-IAC;  Prediction Machine PM: Estimate the predicted 
consequence ࡿ෨ ࢚ሺࢋ ૚  Prediction Machine PM: Compute the error+࢚ࡿ ૚ using the prediction machine PM ;  External Environment: Measure the real consequence+࢚ + ૚ሻ ෨ࡿ)࢙࢈ࢇ  = ૚+࢚ െ ࢚ࡿ+૚);  Update the prediction machine PM with ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ൯ 
 Split Machine SpM: update the region tree with ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ൯ and ࢋሺ࢚ + ૚ሻ; 
 Prediction Analysis Machine PAM: update evaluation of 
learning progress in the regions that cover ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ൯ 
 
We now present the different exploration modes used by the 
Action Selection Machine, in IAC and R-IAC algorithm: 
 
1) Mode 1: Random Babbling Exploration 
 
The random babbling mode corresponds to a totally 
random exploration  (random choice of ۻሺܜሻ with a uniform 
distribution), which does not consider previous actions and 
context. This mode appears in both IAC and R-IAC 
algorithm, with a probability ࢖૚ typically equal to 30%.  
 
2) Mode 2: Learning Progress Maximization Exploration 
 
This mode, chosen with a probability ࢖૛ typically equal to 
70% in IAC and 60% in R-IAC (which means this is the 
dominant mode), aims to maximize learning progress, but with 
two different heuristics in IAC and R-IAC:  
 
IAC: In the IAC algorithm, mode 2 action selection is 
straightforward: among the leaf regions that cover the current 
state ܁ሺܜሻ (i.e. for which there exists a ۻሺܜሻ such that ۻ܁ሺܜሻ is 
in the region - there are typically many), the leaf region which 
learning progress is maximal is found, and then a random 
action within this region is chosen; 
 
R-IAC: In the R-IAC algorithm, we take into account the 
fact that many regions may have close learning progress 
values, and thus should be selected roughly equally often, by 
taking a probabilistic approach to region selection. This avoids 
the problems of a winner take-all strategy when the region 
splits do not reflect well the underlying learnability structure 
of the sensorimotor space. Furthermore, instead of focusing on 
the leaf regions like in IAC, R-IAC continues to monitor 
learning progress in node regions and select them if they have 
more learning progress: thus learning progress is monitored 
simultaneously at several scales in the sensorimotor space. Let 
us give more details: 
  Probabilistic approach to region selection 
 
A region ܴ݊  is chosen among all eligible regions ܴ = {ܴ݅} 
(i.e. for which there exists a ۻሺܜሻ such that ۻ܁ሺܜሻ is in the 
region ݊) with a probability  ࢔ࡼ proportional to its learning 
progress  ݊ܲܮ , stored in the associated ࢔ۻۯ۾:  
 
࢔ࡼ  = ȁ݊ܲܮ െ ݉݅݊ሺ݅ܲܮ ሻȁσ ȁ݅ܲܮ െ݉݅݊ሺ݅ܲܮ ሻȁ|ܴ݊ |݅=1  
  Multi-resolution monitoring of learning progress 
 
In the IAC algorithm, the estimation of learning progress only 
happens in leaf regions, which are the only eligible regions for 
action selection. In R-IAC, learning progress is monitored in 
all regions created during the system’s life time, which allows 
us to track learning progress at multiple resolution in the 
sensorimotor space. This implies that when a new exemplar is 
available, R-IAC updates the evaluation of learning progress 
in all regions that cover this exemplar (but only if the 
 
 
Fig. 5. Evolution of the sensorimotor regions over time. The whole space is 
progressively subdivided in such a way that the dissimilarity of each sub-
region in terms of learning progress is maximal. 
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exemplar was chosen randomly, i.e. not with mode 3 as 
described below). Because regions are created in a top-down 
manner and stored in a tree structure which was already used 
for fast access in IAC, this new heuristics does not bring 
computational overload and can be implemented efficiently.  
In R-IAC mode 2, when a region has been chosen with the 
probabilistic approach and the multi-resolution scheme, a 
random action is chosen within this region. 
 
3) Mode 3: Error Maximization Exploration 
Mode 3 combines a traditional active learning heuristics 
with the concept of learning progress: in mode 3, a region is 
first chosen with the same scheme as in R-IAC mode 2. But 
once this region has been chosen, an action in this region is 
selected such that the expected error in prediction will be 
maximal. This is currently implemented through a k-nearest 
neighbor regression of the function ݐ)ࡹࡿ)  ՜ ݐ)݁  + 1) which 
allows finding the point of maximal error, to which is added 
small random noise (to avoid to query several times exactly 
the same point). Mode 3 is typically chosen with a probability 
૜࢖  = 10% in R-IAC (and does not appear in IAC).  
 
E. Pseudo-code of R-IAC 
 
R-IAC( ࢖,ࡹࡼ૚, ,૛࢖  ,࢚࢏࢒࢖࢙ࢀ,૜࢖  ,࢒ ,ࢣ,ߟ ,ߢ  (ߞ
 
Init  Let ࡾ૙ be the whole space of mathematically possible values 
of the sensorimotor context SM(t) (typically a hypercube in Թࢊ);  Let ࡼࡸ૙ = ૙ be the learning progress associated to ࡾ૙ ;  Let ࡾ࢞ࢋࡸ૙ =  will be ࢑ࡾ࢞ࢋࡸ ,later on in the algorithm) [׎]
the FIFO list ቂቀ൫ܑۻ܁ሺܜሻ, ܜሺܑ܁ + ૚ሻ൯, ܜሺܑ܍ + ૚ሻ,࢏࣓ቁቃ where 
the set of ൫ܑۻ܁ሺܜሻ, ܜሺܑ܁ + ૚ሻ൯ components is the set of 
learning exemplars collected in ܴ݇  , the set of ܑ܍ሺܜ + ૚ሻ 
components is the set of associated prediction errors, and ࢏࣓ 
is a time stamp whose value is used to find the relative order 
in which each particular learning exemplar was collected 
within  ࢑ࡾ ); The size of ࢑ࡾ࢞ࢋࡸ  is bounded by ࢚࢏࢒࢖࢙ࢀ.  Init the prediction/learning machine PM with an empty set 
of learning exemplars; 
 
Loop  Let ܜ)܁) be the current state;  Let ࡾ = ሼࡾ૙ ,ࡾ૚ ,ǥ  of the ࢒ࡾ ሽ be the set of subregions ࢔ࡾ,
sensorimotor space such that there exists a M(t) such that 
SM(t) א  ; ࢔ࡾ be the learning progress associated to ࢔ࡼࡸ  For all n, let ; ࢒ࡾ
 
Action Selection  Select action selection mode mode among mode 1, mode 2 
and mode 3 with probabilities  ࢖૚, ,૛࢖   ૜;  If mode = mode 1࢖ 
o Let ܜ)ۻ) be a random vector (uniform distribution) 
 
 
 If mode = mode 2 
o For ݈ = 0ǥ݊, let ݈ࡼ = ቚ݈ܲܮെ݉݅݊ ܲܮ ሻቚσ݅ܲܮሺࡾא݅ ቚ݅ܲܮെ݉݅݊ ܲܮ ݈ܴ|ሻቚ݅ܲܮሺࡾא݅ |݅=1  
o Let ࢑ࡾ be a subregion in ࡾ chosen with probability  א ݇ ,࢑ࡼ {0,ǥ ,݊} in a roulette wheel manner ; 
o Let ܜ)ۻ) be a random vector such that  ۻ܁ሺ࢚ሻ  uniform distribution);  If mode = mode 3) ࢑ࡾא
o For ݈ = 0ǥ݊, let ݈ࡼ = ቚ݈ܲܮെ݉݅݊ ܲܮ ሻቚσ݅ܲܮሺࡾא݅ ቚ݅ܲܮെ݉݅݊ ܲܮ ܴ|ሻቚ݅ܲܮሺࡾא݅ |݅=1  
o Let ࢑ࡾ be a subregion in ࡾ chosen with probability  א ݇ ,࢑ࡼ ሼ0,ǥ ,݊ሽin a roulette-wheel manner ; 
o Let ࢑ࡾ࢘࢘ࡱ be a model of the errors made in prediction in ࢑ࡾ in the past, built with a ݈ -nearest neighbor algorithm 
on the last さ learning examplars collected in ࢑ࡾ , 
belonging to ࢑ࡾ࢞ࢋࡸ ; 
o Let Mmax(t) = ࡹ࢞ࢇ࢓ࢍ࢘ࢇሺ࢚ሻ࢑ࡾ࢘࢘ࡱ ൫ࡹࡿሺ࢚ሻ൯ obtained 
by sampling uniformly randomly ડ candidates M(t) ; 
o Let M(t) = Mmax(t) + ࢿ with ࢿ a small random number 
between 0 and j along a uniform distribution.  Execute M(t) ; 
 
 ࢋࢎ࢚ ࢌ࢕ ࢚࢔ࢋ࢓ࢋ࢛࢙࢘ࢇࢋ࢓ ࢊ࢔ࢇ ࢔࢕࢏࢚ࢉ࢏ࢊࢋ࢘ࡼ 
࢚)෨܁  Estimate the predicted consequence ࢔࢕࢏࢚ࢉࢇ ࢌ࢕ ࢙ࢋࢉ࢔ࢋ࢛ࢗࢋ࢙࢔࢕ࢉ  + ૚) of executing ۻሺܜሻ in the environment with state S(t) using the prediction 
machine PM (e.g. ILO-GMR, LWPR, or a neural net);  Measure the real consequence ܁ሺܜ + ૚ሻ after execution of ۻሺܜሻ in the environment with state S(t); 
 Compute the error ࢋሺ࢚ + ૚ሻ ࢙࢈ࢇ  = ቀ܁෨ሺ࢚ + ૚ሻ െ ܜሺ܁ + ૚ሻቁ; 
 Update the prediction machine PM with the new learning 
exemplar ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ൯; 
 ࢙࢒ࢋࢊ࢕࢓ ࢔࢕࢏ࢍࢋ࢘ ࢌ࢕ ࢋ࢚ࢇࢊ࢖ࢁ 
 Let Ex = ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ, ܜሺ܍ + ૚ሻ൯ 
 Let ߛ be the total number of regions created by the system 
so far;  For all regions ࢑ࡾ such that SM(t) ࢑ࡾ א 
o Let ࣓ be the maximum  ࢏࣓ time stamp in ࢑ࡾ࢞ࢋࡸ ; 
o Update ࢑ࡾ࢞ࢋࡸ by adding ൫ ൫ۻ܁ሺܜሻ, ܜሺ܁ + ૚ሻ൯,܍ሺܜ +૚ሻ,ܜ࣓൯ (and possibly deleting the oldest exemplar if  
| ࢑ࡾ࢞ࢋࡸ| =  is a time stamp used to keep ܜ࣓ where (࢚࢏࢒࢖࢙ࢀ
track of the order in which this learning exemplar was 
stored in relation to others (see below); 
o If |࢑ࡾ࢞ࢋࡸ | =  is a leaf region ࢑ࡾ AND ࢚࢏࢒࢖࢙ࢀ
Create two new regions 1+ߛࡾ  and 2+ߛࡾ as subregions of ࢑ࡾ  with ݆, a cutting dimension and ݆ݒ , an associated 
cutting value optimized through random uniform 
sampling of ߢ possible candidates and such that: 
 ሻ smaller࢚ሺۻ܁ component of their݄ݐ݆ that have a ࢑ࡾ࢞ࢋࡸ is initialized with all the elements in  1+ߛࡾ࢞ࢋࡸ  .1
than  ݆ݒ ;  
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 ሻ greater࢚ሺۻ܁ component of their݄ݐ݆ that have a ࢑ࡾ࢞ࢋࡸ is initialized with all the elements in  2+ߛࡾ࢞ࢋࡸ .2
than  ݆ݒ ; 
3. The difference between learning progresses ܮ ܮ and  1+ܲߛ ܮmeasured in both subregions is maximal, i.e. ൫ 2+ܲߛ ܮ െ 1+ܲߛ  1൯2 is maximal, where errors are indexed+ܲߛ
by their relative order of measurement calculated from 
ሻ࢔ࡱሺࡼࡸ values where ࢏࣓ = σ ݊ܧ|݅݁ |െ݊ܧ|=2݅ߞ |െߞ െσ ݊ܧ|݅݁ ݊ܧ|=݅| |െߞ2ߞ  
and where ߞ defines the time window used to compute 
learning progress achieved through the acquisition of 
most recent learning exemplars in each region; 
o Store the learning progresses ۾ۺ઻+૚  and ۾ۺ઻+૛ of the two newly created regions; 
o け =  け + 1  For all regions ࢑ࡾ such that SM(t) ࢑ࡾ א (except 1+ߛࡾ and 2+ߛࡾ  if a split was performed), recompute ࢑ࡼࡸ and store the 
value;                            ࢖࢕࢕ࡸ ࢊ࢔ࡱ 
 
F. Software  
 
An open-source MATLAB-based software library 
containing the source code of the IAC and R-IAC algorithms, 
as well as tools and a tutorial that allow reproducing all 
experiments presented in sections IV and V below is made 




1) Computational complexity of R-IAC 
 
  Because regions are stored and accessed in a binary tree, 
because only leaves regions can be split and only one region 
per new exemplar can be split, and because the number of 
exemplars stored in each region is bounded by ࢚࢏࢒࢖࢙ࢀ and 
managed by a FIFO list/stack,  it follows that the total number 
of regions grows logarithmically with the number of collected 
exemplars, hence the number of stored exemplars grows also 
logarithmically (with a higher but constant multiplicative 
factor), and thus global memory usage grows logarithmically. 
Furthermore, the computational cost of updating the regions-
tree structure is dominated by the cost of the splitting 
algorithm, which is currently done through Monte-Carlo 
simulation: this allows to control the number of samples in the 
optimization process and thus can be set to be low to ensure 
fast computation (at the cost of accuracy, but since multi-
resolution makes the system robust to suboptimal splits, this 
has a limited impact on the performance of the system), which 
is also permitted by the fact that learning progress is computed 
only over the last ߞ exemplars in each region. Finally, the 
computational cost of action selection grows linearly with the 
number of regions, thus logarithmically with the number of 
collected exemplars, with a very small constant multiplicative 
factor since it only consists of basic probability computations 
based on the learning progress values of regions. Thus, the 
system’s memory and computation time requirements grow 
logarithmically with time, which makes it in practice scalable 
to many existing robotic experimental setups.  
 
2) Regulation of the growth of complexity 
 
 As argued in detail in [28], the heuristics consisting in 
preferentially exploring subregions of the sensorimotor space 
where learning progress is maximal has the practical 
consequence to lead the robot to explore zones of intermediate 
complexity/difficulty/contingency, which has been advocated 
by developmental psychologists (e.g. [22,23,38]) as being the 
key property of spontaneous exploration in humans. Indeed, 
subregions which are trivial to learn are quickly characterized 
by a low plateau in prediction errors, and thus become 
uninteresting. On the other end of the complexity spectrum, 
subregions which are unlearnable are characterized with a 
high plateau in prediction errors and thus are also quickly 
identified as uninteresting. In between, exploration first 
focuses on subregions where prediction errors decrease fastest, 
which typically correspond to lower complexity situations, 
and when these regions are mastered and a plateau is reached, 
exploration continues in more complicated subregions where 
large learning progress is detected.  
 
3) Key advances of R-IAC over IAC and robustness to 
potential inaccurate and large number of region splits 
 
 Among the various differences between IAC and R-IAC, 
the two most crucial ones are 1) the probabilistic choice of 
regions in R-IAC as opposed to the winner take all strategy in 
IAC, and 2) the multiresolution monitoring of learning 
progress in R-IAC as opposed to the only lowest scale 
monitoring of IAC. The combination of these two innovations 
allows the system to cope with potentially inaccurate and 
supernumerary region splits. Indeed, a problem in IAC was 
that if for example one homogeneous region with high 
learning progress was split, the winner-take-all strategy 
typically biased the system to explore later on only one of the 
two subregions, which was very inefficient. Furthermore, the 
more regions were split, which happened continuously given 
the splitting mechanism, the smaller they became, and because 
only child regions were monitored, exploration was becoming 
increasingly focused on smaller and smaller subregions of the 
sensorimotor space, which was also often quite inefficient. 
While the new splitting mechanism introduced in this paper 
allows the system to minimize inaccurate splits, the best 
strategy to go around these problems was to find a global 
method whose efficiency depends only loosely on the 
particular region split mechanism. The probabilistic choice of 
actions makes the system robust to the potentially unnecessary 
split of homogeneous regions, and the multiresolution scheme 
allows the system to be rather insensitive to the creation of an 
increasing number of small regions.  
 
4) Planning learning progress 
 
The central contribution of both the IAC and R-IAC 
systems lie in the way rewards are defined and computed, i.e. 
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through region-based hierarchical multiresolution evaluation 
of learning progress. This can be readily and efficiently re-
used in a traditional active learning regression context where 
the learning problem can be transformed into an immediate 
reward maximization problem, such as in the standard self-
supervised regression framework in [41], and as we will do in 
the experiments presented in the next sections. Yet, many real 
world robotic sensorimotor spaces are such that a given zone 
of high learning progress might not be immediately reachable 
and thus might require planning through a potentially 
uncertain intermediate path which does not necessarily 
provide learning progress. While the reward system of R-IAC 
is currently integrated into an action selection loop which is 
compatible with such environments, it does not include such a 
planning capacity and thus the overall architecture is 
suboptimal in that case. Hence, the R-IAC reward system 
would need to be integrated with an action selection scheme 
that allows the system to plan and maximize the cumulated 
sum of future expected R-IAC rewards (i.e. future expected 
learning progress as defined in R-IAC) rather than immediate 
R-IAC rewards. This could be done like in related 
intrinsically motivated reinforcement learning architecture 
presented in [28,33], and will be achieved and evaluated in 
future work.  
III. THE PREDICTION MACHINE: INCREMENTAL REGRESSION 
ALGORITHMS FOR LEARNING FORWARD AND INVERSE MODELS 
 
The R-IAC system presented above is mostly agnostic 
regarding the kind of learning algorithm used to implement the 
prediction machine, i.e. used to learn forward models. The 
only property that is assumed is that learning must be 
incremental, since exploration is driven by measures of the 
improvement of the learnt forward models as new learning 
exemplars are collected. But among incremental algorithms, 
methods based on neural networks, memory-based learning 
algorithms, or incremental statistical learning techniques could 
be used [43]. This agnosticism is an interesting feature of the 
system since it constitutes a single method to achieve active 
learning with multiple learning algorithms, i.e. with multiple 
kinds of learning biases that can be peculiar to each 
application domain, as opposed to a number of statistical 
active learning algorithms designed specifically for particular 
learning methods such as support vector machines, Gaussian 
mixture regression, or locally weighted regression [41]. 
Nevertheless, what the robot will learn eventually will 
obviously depend both on R-IAC and on the capabilities of 
the prediction machine/regression algorithm for which R-IAC 
drives the collection of learning exemplars.  
 
In robot learning, a particular important problem is to learn the 
forward and inverse kinematics as well as the forward and 
inverse dynamics of the body [44,45,46,47]. A number of 
regression algorithms have been designed and experimented in 
this context in the robot learning literature, and because a 
particularly interesting use of R-IAC is for driving exploration 
for the discovery of the robot’s body, as will be illustrated in 
the experiments in the next section (and was already illustrated 
for IAC in [27,36]), it is useful to look at state-of-the-art 
statistical regression methods for this kind of space. An 
important family of such algorithms is locally weighted 
regression [45], among which Locally Weighted Projection 
Regression (LWPR) has recently showed a strong ability to 
learn incrementally and efficiently forward and inverse models 
in high-dimensional sensorimotor spaces [46,45]. Gaussian 
process regression has also proven to allow for very high 
generalization performances [48]. Another approach, based on 
Gaussian mixture regression [49,3], is based on the learning of 
the joint probability distribution of the sensorimotor variables, 
instead of learning a forward or an inverse model, and can be 
used online for inferring specific forward or inverse models by 
well-chosen projections of the joint density. Gaussian mixture 
regression (GMR) has recently shown a number of good 
properties for robot motor learning in a series of real-world 
robotic experiments [3]. It is interesting to note that these 
techniques come from advances in statistical learning theory, 
and seem to allow significantly higher performances than for 
example approaches based on neural-networks [50]. 
 
Because it is incremental and powerful, LWPR might be a 
good basic prediction algorithm to be used in the R-IAC 
framework for conducting robot experiments. Yet, LWPR is 
also characterized by a high number of parameters whose 
tuning is not straightforward and thus makes its use not 
optimal for repeated experiments about R-IAC in various 
sensorimotor spaces. On the other hand, Gaussian processes 
and Gaussian mixture regression have fewer parameters (only 
one parameter for GMR, i.e. the number of Gaussians) and are 
much easier to tune. Unfortunately, they are batch methods 
which can be computationally very demanding as the dataset 
grows. Thus, they cannot be used directly as prediction 
machines in the R-IAC framework.  
 
This is why we have developed a regression algorithm, called 
ILO-GMR (Incremental Local Online Gaussian Mixture 
Regression) which mixes the ease of use of GMR with the 
incremental memory-based approach of local learning 
approaches. The general idea is to compute online local few-
components GMM/GMR models based on the datapoints in 
memory whose values in the input point dimensions are in the 
vicinity of this input point. This local approach allows directly 
taking into account any novel single datapoint/learning 
exemplar added to the database since regression is done 
locally and online. It can be done computationally efficiently 
thanks to the use of few GMM components (typically 2 or 3), 
and crucially thanks to the use of an incremental approximate 
nearest neighbor algorithm derived from recent batch-mode 
approximate nearest neighbor algorithms [51,52,53]. A feature 
of ILO-GMR is that given its incremental and online nature, 
with a single set of parameters it can in principle approximate 
and adapt efficiently to a high variety of mapping to be learnt 
that may differ significantly in their length scale.  
 
ILO-GMR has only two parameters: the number ࢑ of 
components for local models, and a parameter ࡺ that defines 
the notion of local vicinity (see the pseudo-code outline 
below). A related approach, based on Gaussian process 
regression rather than Gaussian mixture regression, has been 
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described in [42] and in depth comparisons of these 
approaches will be of high interest in further work.  
Outline of the pseudo-code of ILO-GMR ۷۽ۺ െ ࢏ࢅ,࢏ࢄ) is the set of ࢇ࢚ࢇࡰ (ܓ,ۼ,܆,܉ܜ܉۲)܀ۻ۵ =  points already observed and ((࢏ࢄ)ࢌ
stored in a hierarchichal k-means tree structure.  ࢄ is the input point.  
  Find the approximate ࡺ closest points ࢐ࢄ to ࢄ in ࢇ࢚ࢇࡰ (e.g. 
with incremental hierarchical k-means);  Build a local ࢑-components GMM model based on the (࢐ࢅ,࢐ࢄ) 




We have compared the performance of ILO-GMR with other 
state-of-the-art regression methods on the hard regression task 
defined in the SARCOS dataset which has been used several 
times in the literature as a benchmark for regression 
techniques in robotics, e.g. [45,60,61]. This dataset encodes 
the inverse dynamics of the arm of the SARCOS robot, with 
21 input dimensions (position, velocity and acceleration of 7 
DOFs) and 7 output dimensions (corresponding torques). It 
contains 44484 exemplars in the training database and 4449 
test exemplars. It is available at: 
http://www.gaussianprocess.org/gpml/data/. The regression 
methods to which we compared performances on this dataset 
are: Gaussian Mixture Regression (GMR, [3]), Gaussian 
Process Regression (GPR, [62]), Local Gaussian Process 
Regression (LGP, [61]), support vector regression (ち-SVR, 
[63]) and Locally Weighted Projection Regression (LWPR, 
[44]). All those algorithms were tuned with reasonable effort 
to obtain the best generalization results. For ILO-GMR, 
optimal tuning was done with ࡺ = ૛૙૙ and ࢑ = ૛, but results 
degrade very slowly when moving away from these 
parameters. Table 1 shows the comparison of the 
performances of those algorithms for predicting the torques of 
the first joint in the SARCOS database. We observe that the 
performance of ILO-GMR matches nearly the best 
performance (GPR), is slightly better than ち-SVR, LGP and 
GMR, and clearly better than LWPR while being also 
incremental but much easier to tune.  
 
Furthermore, in spite of the fact that our current 
implementation of ILO-GMR was done in Matlab and is not 
optimized, it is already able to make a single prediction and 
incorporate a new learning exemplar in around 10 
milliseconds on a standard laptop computer and when 44484 
SARCOS data examples are already in memory. Furthermore, 
we have measured experimentally the evolution of training 
and prediction time per new exemplar: it increases 
approximately linearly with a small slope in the range 
0 െ  44484 learning exemplars. Further work will study 
systematically the computational complexity and scalability of 
ILO-GMR.  
Furthermore, learning forward motor models is mainly 
useful if they can be re-used for robot control, hence for 
inferring inverse motor models [46,48]. This brings up 
difficult challenges since most robotic systems are highly 
redundant, which means that the mapping from motor targets 
in the task space to motor commands in the joint/articulatory 
space is not a function: one target may correspond to many 
motor articulatory commands. This is why learning directly 
inverse models with standards regression algorithm is bound 
to fail in redundant robots, since when asked to find an 
articulatory configuration that yields a given target 
configuration, it will typically output the mean of accurate 
solutions which is itself not an accurate solutions. Fortunately, 
there are various approaches to go around this problem 
[46,48], and one of them is specific to the GMM/GMR 
approach [50], called the single component least square 
estimate (SLSE): because this approach encodes joint 
distributions rather than functions, redundancies are encoded 
in the GMM and inverse models can be computed by 
projecting the joint distribution on the corresponding output 
dimensions and then doing regression based only a the single 
Gaussian component that gives the highest posterior 
probability at the given input point. This approach is readily 
applicable in ILO-GMR, which we have done for the second 
experiment described below.  
IV. EXPERIMENT WITH A SIMPLE SIMULATED ROBOT 
 
In this section, we describe the behavior of the IAC and R-
IAC algorithms, in a simple sensorimotor environment that 
allows us to show visually significant qualitative and 
quantitative differences, as well as compare them with random 
exploration.  In these experiments, the parameters of  IAC and 
R-IAC are ࢚࢏࢒࢖࢙ࢀ = 250, and the learning progress window is 
50. Also, probabilities are   ࢖૚ = ૛࢖  ,0.3 = 0.7 in IAC and 
૚࢖  = ૛࢖   ,0.3 = ૜࢖   ,0.6 = 0.1. in R-IAC, The incremental 
learning algorithm that is used to learn the forward model is 
the ILO-GMR system described in part III, with the same 
parameters in both IAC and R-IAC experiments (࢑ = 2 and ࡺ = 100). 
A. Robotics configuration 
 
We designed a simulated mechanical system, using the 
Matlab robotics toolbox [54]. It consists of a robotic arm using 
two degrees of freedom, represented by the two rotational 
axes  ࢗ૚,ࢗ૛ as shown on Fig. 6.  The upper part of the arm has 
been conceived as a bow, which creates a redundancy in the 
system: for each position and orientation of the tip of the arm, 
there are two corresponding possible articulatory/joint angle 
configurations.   
This system’s sensory equipment consists of a one-pixel 
camera, returning an intensity value ࢖, set on its extremity as 
shown on Fig. 6. The arm is put in a cubic painted 
environment  ࢂ, whose wallpapers are visible to the one-pixel 






LWPR GPR LGP LR 
0.014 0.011 0.0075 0.024 0.0065 0.011 0.081 
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Intensity values measured by the cameras are consequences of 
both environment ࢂ and rotational axes  ࢗ૚,ࢗ૛. So, we can 
describe the system input/output mapping with two input 
dimensions, and one output as:  ࢖ =   .(૛ࢗ,૚ࢗ)ࢂ
Thus, in this system the mapping to be learnt is state 
independent since here trajectories are not considered (only 
end positions are measured) and the perceptual result of 
applying motor joint angle commands does not depend on the 
starting configuration.  
B. Environment configuration 
 
The front wall consists of an increasing precision checker 
(Fig. 7), conceived with a black and white pattern. The 
designed ceiling contains animated wallpaper with white 
noise, returning a random value to the camera when this one is 
watching upward bound. Finally, other walls and ground are 






The set up of the system is such that we can sort three kinds of 
subregions in the sensorimotor space: 
  The arm is positioned such that the camera is watching the 
front wall: for most learning algorithm, this subregion is 
rather difficult to learn with an increasing level of 
complexity from left to right (see Fig. 7). This feature makes 
it particularly interesting to study whether IAC or R-IAC 
are able to spot these properties and control the complexity 
of explored sub-subregions accordingly. 
 The arm is positioned such that the camera is watching the 
ceiling: the measured intensity values are random, and thus 
there are no correlations between motor configurations and 
sensory measures. Hence, once a few statistical properties of 
the sensory measures have potentially been learnt (such as 
the mean), nothing more can be learnt and thus no learning 
progress can happen.  The arm is positioned such that a white wall is in front of the 
camera: the measured intensity value is always 0, so the 
input/output correlation is trivial. Thus, after it has been 
learnt that intensity values are constant in this area, nothing 




Because the system has just two motor dimensions and one 
sensory dimension, it can be visualized using a 2D projection 
on a plane such as in Fig. 8. This projection shows a central 
vertical zone corresponding to the dynamic noise projected on 
the ceiling. Then, we can easily distinguish the front wall, 
represented on both sides of the noisy area, because of the 
redundancy of the arm. The remaining white parts correspond 
to other walls and the floor.  
 
A. Results: Exploration Areas 
 
First, it is interesting to perform qualitative comparisons of 
the exploration behavior generated by random exploration, 
IAC exploration and R-IAC exploration methods. 
 
For each exploration method, the system is allowed to 
explore its sensorimotor space through 20000 sensorimotor 
experiments, i.e. it is allowed to collect 20000 learning 
exemplars. During each run of a given method, every 2000 
sensorimotor experiments made by the system one computes a 
2D smoothed histogram representing the distribution of 
explored sensorimotor configurations in the last 500 
sensorimotor experiments. This allows us to visualize the 
evolution of the exploration focus, over time, for each system. 
Random exploration obviously leads to a flat histogram.  
 
 
Fig. 8. Two-Dimensions visualization of the sensorimotor space of the robot, 
with two motor dimensions (ࢗ૚,ࢗ૛) and one sensory dimension.  
 
 
Fig. 7. Wallpaper disposed in the front wall. For many learning algorithms, 





Fig. 6. Representation of a 2 axes arm, with a one pixel camera mounted on 
its extremity. This arm is put in the center of a cubic room, with different 
painted walls of different complexities. 
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Fig. 9 presents typical results obtained with R-IAC (on the 
left) and IAC (on the right), on a grey scale histogram where 
darker intensities denote low exploration focus and lighter 
intensities denote higher exploration focus. First, we observe 
that R-IAC is focusing on the front wall, containing the image 
of the checker, using its two possible redundant exploration 
positions. It avoids the region which contains the white noise, 
and also the regions just containing a white color. In contrast, 
we cannot observe the same accuracy to concentrate 
sensorimotor experiments over interesting areas with the IAC 
exploration method.  
 
Here, the algorithm is indeed avoiding the noise, but we 
cannot observe precisely some interest toward the front wall, 
and the system seems to find some things to learn in the back 
wall, as we can see, watching the bottom-right part of the two 
last images. 
The histograms in Fig. 9 were smoothed with a gaussian 
spatial frequency filter to allow us to visualize well the global 
exploratory behavior. Nevertheless, it is also interesting to use 
a smaller spatial frequency smoother in order to zoom in and 
visualize the details of the exploration behavior in the front 
wall region. Fig. 10 shows a typical result obtained with R-
IAC, just considering exemplars performed watching the front 






Fig. 10. A zoom into the evolution of the distribution of explored sensorimotor experiments in one of the two subregions where the camera is looking at the 
checkerboard when R-IAC is used. We observe that exploration is first focused on zones of the checkerboard that have a low complexity (for the given learning 





Fig. 9. Evolution of the exploration focus when using R-IAC as an exploration heuristics (left) or IAC (right). Each square represents the smoothed 
distribution of explored motor configurations at different times in a given run and over a sliding time window.  Darker intensities denote low exploration focus 
and lighter intensities denote higher exploration focus. We observe that R-IAC leads the system to explore preferentially motor configurations such that the 
camera is looking at the checkerboard, while avoiding zones that are trivial to learn or unlearnable zones. On the contrary, IAC is unable to organize 
exploration properly and ―interesting‖ zones are much less explored. 
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This sequence shows very explicitly that the system first 
focuses exploration on zones of lower complexity and 
progressively shifts its exploration focus towards zones of 
higher complexity. The system is thus able to evaluate 
accurately the different complexities of small parts of the 
world, and to drive the exploration based on this evaluation.   
A. Results: Active Learning 
We can now compare the performances of random 
exploration, IAC exploration and R-IAC exploration in terms 
of their efficiency for learning as fast as possible the forward 
model of the system. For the R-IAC method, we included here 
a version of R-IAC without the multi-resolution scheme to 
assess the specific contribution of multi-resolution learning 
progress monitoring in the results.  
 
For each exploration method, 30 experiments were run in 
order to be able to measure means and standard deviations of 
the evolution of performances in generalization. In each given 
experiment, every 5000 sensorimotor experiment achieved by 
the robot, we froze the system and tested its performances in 
generalization for predicting ࢖ from (ࢗ૚,ࢗ૛) on a test 
database generated beforehand and independently consisting 
of random uniform queries in the sensorimotor subspace 
where there are learnable input/output correlations (i.e. 
excluding the zone with white noise). Results are provided on 
Fig. 11. As we can easily observe, and as already shown in 
[27], using IAC leads to learning performances that are 
statistically significantly higher than with RANDOM 
exploration. Yet, as Fig. 11 shows, results of R-IAC are 
statistically significantly higher than IAC, and the difference 
between IAC and R-IAC is larger than between IAC and 
random exploration. Finally, we observe that including the 
multi-resolution scheme into R-IAC provides a clear 
improvement over R-IAC without multi-resolution, especially 
in the first half of the exploration trajectory where 
inappropriate or too early region splits can slow down the 
efficiency of exploration if only leaf regions are taken into 
account for region selection.    
 
 
V. THE HAND-EYE-CLOUDS EXPERIMENT 
 
We will now compare the performances of IAC and R-IAC 
as active learning algorithms to learn a forward model in a 
more complex 6-dimensional robotic sensorimotor space that 
includes large unlearnable zones. Both algorithms will also be 
compared with baseline random exploration. 
 
A. Robotics Configuration 
 
In this experiment, a simulated robot has two 2-D arms, each 
with two links and two revolute joints whose angles are 
controlled by motor inputs  ࢗ૚૚, ,૚૛ࢗ  ,૛૚ࢗ   .(૛૛ (see Fig. 12ࢗ
On the tip of one of the two arms is attached a square camera 
capable of detecting the sensory position (࢟,࢞) of point-blobs 
relative to the square. These point-blobs can be either the tip 
of the other arm or clouds in the sky (see Fig. 12). This means 
that when the right arm is positioned such that the camera is 
over the clouds, which move randomly, the relation between 
motor configurations and perception is quasi-random. If on the 
contrary the arms are such that the camera is on top of the tip 
of the other arm, then there is an interesting sensorimotor 
relationship to learn. Formally, the system has the relation:  
 
(࢟,࢞) = , ૚૛ࢗ,૚૚ࢗ)ࡱ  (૛૛ࢗ,૛૚ࢗ 
 
where (࢟,࢞) is computed as follows:   
 
(1) The camera is placed over the white wall: nothing has 
been detected: (࢟,࢞) =  (െ10,െ10); 
(2) The camera is on top of the left hand: the value ሺ࢟,࢞ሻ of 
the relative position of the hand in the camera reference 
frame ࡯ is taken. According to the camera size, the x and y 
values are in the interval [0;  6]; 
(3) The camera is looking at the window: Two random 
values ሺ࢟,࢞ሻ playing the role of random clouds displacement 
are chosen for output. The interval of outputs corresponds to 
camera size. 
(4) The camera is looking at the window and sees both hand 
and cloud: the output value (࢟,࢞) is random, like if just a 
cloud had been detected. 
 
This setup can be thought to be similar to the problems 
encountered by infants discovering their body: they do not 
know initially that among the blobs moving in their field of 
view, some of them are part of their ―self‖ and can be 
controlled, such as the hand, and some other are independent 
of the self and cannot be controlled (e.g. cars passing in the 
street or clouds in the sky). 
 
Thus, in this sensorimotor space, the ―interesting‖ 
potentially learnable subspace is next to a large unlearnable 
subspace, and also next to a large very simple subspace (when 
the camera is looking neither to the clouds nor to the tip of the 
other arm).   
 
Fig. 11. Mean and standard deviation of prediction errors with IAC, R-
IAC with only local resolution, and R-IAC with multi-resolution, compared 
with the random exploration approach. 
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In these experiments, the parameters of IAC and R-IAC are ࢚࢏࢒࢖࢙ࢀ = 250, the learning progress window is 50. Also, 
probabilities are  ࢖૚ = ૛࢖  ,0.3 = 0.7 in IAC and  ࢖૚ = 0.3, 
૛࢖   = ૜࢖   ,0.6 = 0.1. in R-IAC. Experiments span a duration 
of  100000 sensorimotor experiments. The incremental 
learning algorithm that is used to learn the forward model is 
the ILO-GMR system described in part III, with the same 
parameters in both IAC and R-IAC experiments (࢑ = 2 and ࡺ = 100).   
 
A first study of what happens consists of monitoring the 
distance between the center of the eye (camera), and the hand 
(tip of the other arm). A small distance means that the eye is 
looking the hand, and a high, that it is focusing on clouds 
(noisy part) or on the white wall. Fig. 13 shows histograms of 
these distances. We first observe the behavior of the Random 
exploration algorithm. The curve shows that the system is, in 
majority, describing actions with a distance of 22, 
corresponding to the camera looking at clouds or at the white 
wall. Interestingly, the curve of the IAC algorithm is similar 
but slightly displaced towards shorter distance: this shows that 
IAC pushed the system to explore the ―interesting‖ zone a 
little more.  We finally observe that R-IAC shows a large 
difference with both IAC and random exploration: the system 
spends three times more time in a distance less than 8, i.e. 
exploring sensorimotor configurations in which the camera is 
looking at the other arm’s tip. Thus, the difference between R-
IAC and IAC is more important than the difference between 




Then, we evaluated the quality of the learnt forward model 
using the three exploration algorithms. We considered this 
quality in two respects: 1) the capability of the model to 
predict the position of the hand in the camera given motor 
configurations for which the hand is within the field of view of 
the robot; 2) the capacity to use the forward model to control 
the arm: given a right arm configuration and a visual 
objective, we tested how far the forward model could be used 
to drive the left arm to reach this visual objective with the left 
hand.The first kind of evaluation was realized by first building 
independently a test database of 1000 random motor 
configurations for which the hand is within the field of view, 
and then  using it for testing the learnt models built by each 
algorithm at various stages of their lifetime (the test consisted 
in predicting the position of the hand in the camera given joint 
configurations). Thirty simulations were run, and the evolution 
of mean prediction errors is shown on the right of Fig. 14. The 
second evaluation consisted in generating a set of ሼ(࡯(࢟,࢞, ࢞|૛૛ࢗ,૛૚ࢗ  > ࢟ ݀݊ܽ 0 > 0ሽ values that are possible 
given the morphology of the robot, and then use the learnt 
forward models to try to move the left arm, i.e. find 
 objectives corresponding to ࡯(࢟,࢞) ૚૛) to reach theࢗ,૚૚ࢗ) 
particular  ࢗ૛૚,ࢗ૛૛ values. Control was realized through 
inferring an inverse model using ILO-GMR as presented in 
part III. The distance between the reached point and the 
objective point was each time measured, and results, averaged 
over 30 simulations, are reported in the left graph of Fig. 14. 
Both curves on Fig. 14 confirm clearly the qualitative results 
of the previous figure: R-IAC outperforms significantly IAC, 
which is only slighlty better than random exploration. We 
have thus shown that R-IAC is much more efficient in such an 
example of complex inhomogeneous sensorimotor space. We 
also illustrate on Fig. 15 configurations obtained, considering 
fixed goals ሼ(࡯(࢟,࢞,  ૛૛ሽ, and estimated positioning ofࢗ,૛૚ࢗ 




Fig. 13. Mean distributions (and standard deviations) over 30 simulations of 
distances between the hand and the center of the eye when exploration is 
random, guided by IAC, or guided by R-IAC. We observe that while IAC 
pushes the system to explore slightly more than random exploration the zones 
of the sensorimotor space where the tip of the left arm is perceived by the 
camera or near the camera, R-IAC is significantly more efficient than IAC for 
driving exploration in the ―interesting‖ area.  
 
 
Fig. 12.  Experimental setup. The 2D robot has two arms, each with two links 
and two revolute joints. At the tip of the right arm is rigidly attached a square 
camera/eye which can sense either the position of the tip of the other arm in 
its own reference frame (ࢅ,ࢄ) if it is above it, but which can also sense the 
position of randomly moving clouds when the right arm motor configuration 
is such that the camera is looking over the top grey area (the « window »). 
When the camera senses something, the robot does not know initially whether 
this corresponds to the tip of its left arm or to a cloud. In subregions 
corresponding to the first alternative, the motor/sensor mapping is correlated 
and a lot can be learnt. In subregions corresponding to the second alternative, 
there are no correlations between motors and sensors and nothing can be 
learnt except some basic statistical properties of the random movement of 
clouds. There is a third alternative, which actually happens most of the time if 
the joint space is sampled randomly: the camera looks below the window but 
does not see its left arm tip. In this very large subregion, the motor to sensor 
mapping is trivial. 
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VI. CONCLUSION 
IAC was initially introduced as a developmental mechanism 
allowing a robot to self-organize developmental trajectories of 
increasing complexity without pre-programming the particular 
developmental stages [27]. In this paper, we have argued that 
IAC and other intrinsically motivated learning heuristics could 
be viewed as active learning algorithms, and were based on 
heuristics that are more suited than traditional active learning 
algorithms for operation in unprepared sensorimotor spaces 
with large unlearnable subspaces. Then, we have introduced a 
novel formulation of IAC, called R-IAC, and shown that its 
performances as an intrinsically motivated active learning 
algorithm were far superior to IAC in a complex sensorimotor 
space where only a small subspace was interesting. We have 
also shown results in which the learnt forward model was 
reused in a control scheme.  
 
Further work will study extensions of the current results in 
several directions. First, experiments presented in this paper 
were achieved in simulated robots. In spite of the fact that 
IAC was already evaluated in high-dimensional real robotic 
systems [27,36,34], these experiments were focusing on the 
self-organization of patterns in developmental trajectories. 
Evaluating IAC and R-IAC as active learning methods in 
high-dimensional real sensorimotor robotic spaces remains to 
be achieved. Second, both IAC and R-IAC heuristics could 
also be conceptualized as mechanisms for generating internal 
immediate rewards that could serve as a reward system in a 
reinforcement learning framework, such as for example in 
intrinsically motivated reinforcement learning [28,33,35]. 
Leveraging the capabilities of advanced reinforcement 
learning techniques for sequential action selection to optimize 
cumulated rewards might allow IAC and R-IAC to be 
successfully applied in robotic sensorimotor spaces where 
dynamical information is crucial, such as for example for 
learning the forward and inverse models of a force controlled 
high-dimensional robot, for which guided exploration has 
been identified as a key research target for the future [47,48].  
Also, as argued in [55], it is possible to devise ―competence-
based‖ intrinsic motivation systems in which the measure of 
interestingness characterizes goals in the task space rather than 
motor configurations in the motor/joint space such as in 
knowledge-based intrinsic motivation systems like IAC or R-
IAC. We believe that a competence based version of R-IAC 
would allow increasing significantly exploration efficiency in 
massively redundant sensorimotor spaces. Finally, an issue of 
central importance to be studied in the future is how 
intrinsically motivated exploration and learning mechanisms 
can be fruitfully coupled with social learning mechanisms, 
which would be relevant not only for motor learning 
[56,57,58], but also for developmental language learning 














Fig. 15. Examples of performances obtained in control. the first row shows 
three fixed goals (defined as joint position of the right hand, and a position of 
the left hand extremity in the reference frame of the eye). The robot has to 
reach the targets (position fixed in the eye) with the left arm.We  observe that 
the robot which has explored its sensorimotor space with R-IAC  reaches all 
three goals with high accuracy (fourth row), while the robot that explored its 
sensorimotor space through random (second row) or IAC (third row) 
exploration are either slightly imprecise for goals 2 and 3 and very imprecise 
for goal 1.   
 
 
Fig. 14 Left: evolution of the generalization capabilities of the learnt forward 
model with Random exploration, IAC, and R-IAC, averaged over 30 
simulations. Right : evolution of performances in control based on the 
forward model learnt through Random exploration, IAC exploration, and R-
IAC exploration, averaged over 30 simulations.  
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