A cloud environment is one of the most shareable environments where multiple clients are connected to the common environment to access the services and the products. A cloud environment can be public or the private cloud.In such case, some approach is required to perform the effective scheduling and the resource allocation. The situation becomes critical when the cloud server is overloaded, in such case to provide the effective service to the client, the process migration is done. The migration is the concept to switch the allocated process to some other virtual machine or the cloud to release the load and to perform the effective execution of cloud requests. The obtained results shows the effective allocation of the process to the associated cloud in overload and the under load conditions.
INTRODUCTION
Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. It is composed of five essential characteristics, three service models, and four deployment models [1] :
Fig 1 : Three Layers of Cloud

Cloud Software as a Service (SaaS) :
The capability provided to the consumer is to use the provider's applications running on a cloud infrastructure. The applications are accessible from various client devices through a thin client interface such as a web browser (e.g., web-based email). The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.
Cloud Platform as a Service (PaaS) :
The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages and tools supported by the provider. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, or storage, but has control over the deployed applications and possibly application hosting environment configurations.
Cloud Infrastructure as a Service (IaaS) :
The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications. The consumer does not manage or control the underlying cloud infrastructure but has control over operating systems, storage, deployed applications, and possibly limited control of select networking components (e.g., host firewalls).
Characteristics of Cloud Computing :
Cloud computing exhibits various key characteristics like Cost is claimed to be reduced and in a public cloud delivery model capital expenditure is converted to operational expenditure. This is purported to lower barriers to entry, as infrastructure is typically provided by a third-party and does not need to be purchased for one-time or infrequent intensive computing tasks. Pricing on a utility computing basis is finegrained with usage-based options and fewer IT skills are required for implementation. Device and location independence enable users to access systems using a web browser regardless of their location or what device they are using (e.g., PC, mobile phone). As infrastructure is off-site (typically provided by a third-party) and accessed via the Internet, users can connect from anywhere .Virtualization technology allows servers and storage devices to be shared and utilization be increased. Applications can be easily migrated from one physical server to another. Reliability is improved if multiple redundant sites are used, which makes well-designed cloud computing suitable for business continuity and disaster recovery. Scalability and elasticity via dynamic ("on-demand") provisioning of resources on a finegrained, self-service basis near real-time , without users having to engineer for peak loads. Performance is monitored, and consistent and loosely coupled architectures are constructed using web services as the system interface. Maintenance of cloud computing applications is easier, because they do not need to be installed on each user's computer and can be accessed from different places .
Cloud computing possess the following key characteristics [1] :
1.On-demand self-service : A consumer can unilaterally provision computing capabilities, such as server time and network storage, as needed automatically without requiring human interaction with each service's provider.
2.Broad network access :
Cloud computing provide the users with various capabilities over the network which are accessed through standard mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, laptops etc.)
3.Resource pooling :
The provider's computing resources are pooled to serve multiple consumers using a multi-tenant model, with different physical and virtual resources dynamically assigned and reassigned according to consumer demand. Examples of resources include storage, processing, memory, network bandwidth, and virtual machines.
4.Rapid elasticity :
Capabilities can be rapidly and elastically provisioned, in some cases automatically, to quickly scale out, and rapidly released to quickly scale in. To the consumer, the capabilities available for provisioning often appear to be unlimited and can be purchased in any quantity at any time.
5.Measured Service :
Cloud systems automatically control and optimize resource use by leveraging a metering capability1 at some level of abstraction appropriate to the type of service (e.g., storage, processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled, and reported, providing transparency for both the provider and consumer of the utilized service.
Types of Cloud
There are four types of clouds [1] 
Private cloud:
The cloud infrastructure is operated solely for an organization. It may be managed by the organization or a third party and may exist on premise or off premise.
Community cloud:
The cloud infrastructure is shared by several organizations and supports a specific community that has shared concerns (e.g., mission, security requirements, policy, and compliance considerations). It may be managed by the organizations or a third party and may exist on premise or off premise.
Public cloud:
The cloud infrastructure is made available to the general public or a large industry group and is owned by an organization selling cloud services.
Hybrid cloud:
The cloud infrastructure is a composition of two or more clouds(private, community or public) that remain unique entities but are bound together by standardized or proprietary technology that enables data and application portability.
Scheduling
Scheduling is the method by which threads, processes or data flows are given access to system resources (e.g. processor time, communications bandwidth). This is usually done to load balance a system effectively or achieve a target quality of service. The need for a scheduling algorithm arises from the requirement for most modern systems to perform multitasking (execute more than one process at a time) and multiplexing (transmit multiple flows simultaneously).The scheduler is concerned mainly with [18] :
1.Throughput : The total number of processes that complete their execution per time unit.
2.Latency, specifically :
 Turnaround time -total time between submission of a process and its completion.
 Response time -amount of time it takes from when a request was submitted until the first response is produced.
3.Fairness / Waiting Time :
Equal CPU time to each process (or more generally appropriate times according to each process' priority). It is the time for which the process remains in the ready queue.
PRESENT WORK 2.1 Introduction
There are an increasing number of Cloud Services available in the Internet. Cloud services can be a component of a system and different Cloud Servers that would provide different services. In this present work we have defined a multiple cloud environment. Each cloud server is defined with certain limits in terms of memory and the cpu specifications. Now as the users enter to the system, the user request is performed in terms of processes. To represent the parallel user requests, n number of requests are been generated by the users. All these requests are to be handled by the Cloud servers in parallel by using the multiple Cloud concept. A middle layer is defined between the Cloud servers and the client requests that will perform the allocation of the processes to different Clouds in underload and over load conditions. As user requests are performed, some parameters are also defined with each request. These parameters are the process time, deadline, input output specifications etc. In the general case, the allocation of the processes are performed in a sequential order. Each process must be executed within the deadline limit. But if more than one processes occur at same time and not get executed before the deadline, in such case the processes is switched from one Cloud server to other called the process migration. In this present work, a parametric analysis is performed to identify the requirement of process migration and based on this analysis the migration will be performed on these processes. The effectiveness of the work is identified in terms of successful execution of the processes within the time limits.
Problem Definition
One of the major challenge in a Cloud computing environment is the Service Level Agreement (SLA). SLA basically deals with the effective allocation of the resource so that it will be affected by any overloading and underloading conditions.The overloading condition generate the congestion over the resource that results the bad service or no service
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situation. The over load condition is defined as the number of parallel handling of the user requests by a particular Cloud server or the virtual machine. As the load on a server increases, the more complications the server has to face. These complications include the management of extra hardware, queues etc. Even then, many of the processes cannot be executed before the deadline. Because of this, there is the requirement of such algorithm that can handle the overload conditions and execute the maximum number of processes before the deadline.
Motivation
There are an increasing number of Cloud services available in the Internet. Cloud services can be a component of a system and different Cloud Services would provide different services. To fit different requirements from different clients, different cloud servers are available to provide the relative Cloud services to the users. To achieve this, an efficient process allocation algorithm is required. Several Cloud are combined to a common environment to provide the effective allocation without delay. The presented work is capable to handle the overload condition. To handle the overload condition, the load distribution scheme is presented in this work.
Formulation of Hypothesis
There are different service providers that provide Cloud Services to different users for different business services. These services are used by the user as well as the programmer in their applications. But now there is also the integration of different services as the single unit. For this interfacing and composition we are providing an approach where we are defining an intermediate state between the clouds servers and the users. We are proposing a middle layer Architecture called Intermediate Layer. In this concept we are placing a layer between the users and the web services. The middle layer will accept the user requests and also monitor the cloud servers for the available load over the services. The middle layer will perform the cloud allocation sequentially and if the service allocation is not possible for a specific cloud, it will perform the migration of process from one cloud to other.
Objectives
The proposed System will achieve the following objectives:
1. Create An Intermediate Architecture that will accept the user request and monitor the Cloud servers for their capabilities.
2. Scheduling of the users requests is performed to identify the order of allocation of the processes.
3. Performing the effective resource allocation under defined parameters and the Cloud server capabilities.
4. Define a dynamic approach to perform the process migration from one Cloud to other.
5.Analysis of the work using graph under different parameters.
Research Design
The proposed system is a middle layer architecture to perform the cloud allocation in case of underload and overload conditions. The over load conditions will be handled by using the concepts of process migration. The middle layer will exist between the clouds and the clients. As the request will be performed by the user this request will be accepted by the middle layer and the analysis of the cloud servers is performed by this middle layer. The middle layer is responsible for three main tasks.
1. Scheduling the user requests.
2. Monitor the cloud servers for its capabilities and to perform the process allocation.
3. Process Migration in overload conditions. 2. Define the available memory and load for each virtual machine.
RESULT AND DISCUSSIONS
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Values of remaining memory after allocation of processes to particular VM's and clouds. 
CONCLUSION
In this present work, a resource allocation scheme on multiple Clouds in both the under load and the over load conditions. As the request is performed by the user, certain parameters are defined with each user request, these parameters includes the arrival time, process time, deadline and the input output requirement of the processes. The Cloud environment taken in this work is the public cloud environment with multiple clouds. Each Cloud is here defined with some virtual machines.To perform the effective allocation, we have assigned some priority to each cloud. The virtual machines are here to perform the actual allocation. These are defined with certain limits in terms of memory, load etc. As the allocation begins, at first the scheduling of the processes is performed respective to the memory requirements. And along with it, the allocation of the process is done to the Cloud based on the requirement and the availability analysis. If the allocated process cannot be executed in its required time slot, in such case the migration of the process is required. The migration of the processes is here defined in case of overload conditions. The overload condition is defined in terms of simultaneous processes that are required to execute at particular instance of time. The analysis of the work is done in terms of wait time, process time of the processes. The obtain results shows the successful execution of all the processes within time limit. The work is performed on a generic system that can have n number of Clouds.
The presented work is defined for the public Cloud environment, but in future, the work can be extended to private and the hybrid Cloud environment. 
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