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The Mathematical Institute, 24-29 St Giles, Oxford OX1 3LB, UK
Abstract
A twistor construction of the hierarchy associated with the hyper-Ka¨hler equations on a metric (the
anti-self-dual Einstein vacuum equations, ASDVE, in four dimensions) is given. The recursion operator
R is constructed and used to build an infinite-dimensional symmetry algebra and in particular higher
flows for the hyper-Ka¨hler equations. It is shown that R acts on the twistor data by multiplication with
a rational function. The structures are illustrated by the example of the Sparling-Tod (Eguchi-Hansen)
solution.
An extended space-time N is constructed whose extra dimensions correspond to higher flows of the
hierarchy. It is shown that N is a moduli space of rational curves with normal bundle O(n) ⊕ O(n) in
twistor space and is canonically equipped with a Lax distribution for ASDVE hierarchies. The space N
is shown to be foliated by four dimensional hyper-Ka¨hler slices.
The Lagrangian, Hamiltonian and bi-Hamiltonian formulations of the ASDVE in the form of the
heavenly equations are given. The symplectic form on the moduli space of solutions to heavenly equations
is derived, and is shown to be compatible with the recursion operator.
1 Introduction
Roger Penrose’s twistor theory gives rise to correspondences between solutions to differential equations on
the one hand and unconstrained holomorphic geometry on the other. The two most prominent systems of
nonlinear equations which admit such correspondences are the anti-self-dual vacuum Einstein equations
(ASDVE) [23] which in Euclidean signature determine hyper-Ka¨hler metrics, and the anti-self-dual Yang–
Mills equations (ASDYM) [31]. Richard Ward [32] observed that many lower-dimensional integrable
systems are symmetry reductions of ASDYM. This has led to an overview of the theory of integrable
systems [20], which provides a classification of those lower-dimensional integrable systems that arise as
reductions of the ASDYM equations and a unification of the theory of such integrable equations as
symmetry reduced versions of the corresponding theory of the ASDYM equations. In [20], Lagrangian
and Hamiltonian frameworks for ASDYM were described together with a recursion operator. This leads
to the corresponding structures for symmetry reductions of the ASDYM equations.
In this paper we investigate these structures for the second important system of equations—the ASDVE
or hyper-Ka¨hler equation (this system also admits known integrable systems as symmetry reductions [11]).
We shall give a twistor-geometric construction of the hierarchies associated to the ASDVE in the ‘heavenly’
forms due to Pleban´ski [25]. In this context it is more natural to work with complex (holomorphic) metrics
on complexified space-times and so we use the term ASDVE equations rather than hyper-Ka¨hler equations.
Our considerations will generally be local in space-time which will be understood to be a region in C4.
In Section 2 we summarise the twistor correspondences for flat and curved spaces. We establish a
spinor notation (which will not be essential for the subsequent sections) and recall basic facts about the
ASD conformal condition and the geometry of the spin bundle. In Section 3 the recursion operator R
for the ASDVE is constructed as an integro- differential operator mapping solutions to the linearised
heavenly equations to other solutions. We then use this to give an alternate development of the twistor
correspondence by using R to build a family of foliations by twistor surfaces. We show that R corresponds
to multiplication of the twistor data by a given twistor function. We then analyse the hidden symmetry
algebra of the ASDVE, and use the recursion operator to construct Killing spinors. We illustrate the
ideas using the example of the Sparling–Tod solution and show how R can be used to construct rational
curves with normal bundle O(1)⊕O(1) in the associated twistor space.
In Section 4 we give the twistor construction for the ASDVE hierarchies. The higher commuting flows
can be thought of as coordinates on an extended space-time. This extended space-time has a twistor
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correspondence: it is the moduli space of rational curves with normal bundle O(n) ⊕ O(n) in a twistor
space. This moduli space is canonically equipped with the Lax distribution for ASDVE hierarchies, and
conversely that truncated hierarchies admit a Lax distribution that gives rise to such a twistor space. The
Lax distribution can be interpreted as a connecting map in a long exact sequence of sheaves. In Section 5
we investigate the Lagrangian and Hamiltonian formulations of heavenly equations. The symplectic form
on the moduli space of solutions to heavenly equations will be derived, and is shown to be compatible
with the recursion operator.
We end this introduction with some bibliographical remarks. Significant progress towards understand-
ing the symmetry structure of the heavenly equations was achieved by Boyer and Pleban´ski [3, 4] who
obtained an infinite number of conservation laws for the ASDVE equations and established some connec-
tions with the nonlinear graviton construction. Their results were later extended in papers of Strachan
[26] and Takasaki [28, 29]. The present work is an extended version of [8, 9, 10].
2 Preliminaries
2.1 Spinor notation
We work in the holomorphic category with complexified space-times: thus space-time M is a complex
four-manifold equipped with a holomorphic metric g and compatible volume form ν.
In four complex dimensions orthogonal transformations decompose into products of ASD and SD
rotations
SO(4,C) = (SL(2,C)× S˜L(2,C))/Z2. (2.1)
The spinor calculus in four dimensions is based on this isomorphism. We use the conventions of Penrose
and Rindler [24]. Indices will generally be assumed to be concrete unless stated otherwise: a, b, . . .,
a = 0, 1 . . . 3 are four-dimensional space-time indices and A,B, . . . , A′, B′, . . ., A = 0, 1 etc. are two-
dimensional spinor indices. The tangent space at each point of M is isomorphic to a tensor product of
the two spin spaces
T aM = SA ⊗ SA′ . (2.2)
The complex Lorentz transformation V a −→ ΛabV b, ΛabΛcdgac = gbd, is equivalent to the composition
of the SD and the ASD rotation
V AA
′ −→ λABV BB′λA′B′ ,
where λAB and λ
A′
B′ are elements of SL(2,C) and S˜L(2,C).
Spin dyads (oA, ιA) and (oA
′
, ιA
′
) span SA and SA
′
respectively. The spin spaces SA and SA
′
are
equipped with symplectic forms εAB and εA′B′ such that ε01 = ε0′1′ = 1. These anti-symmetric objects
are used to raise and lower the spinor indices. We shall use normalised spin frames so that
oBιC − ιBoC = εBC , oB′ιC′ − ιB′oC′ = εB′C′ .
Let eAA
′
be a null tetrad of 1-forms onM and let ∇AA′ be the frame of dual vector fields. The orientation
is given by fixing the volume form
ν = e01
′ ∧ e10′ ∧ e11′ ∧ e00′ .
Apart from orientability, M must satisfy some other topological restrictions for the global spinor fields
to exist. We shall not take them into account as we work locally inM.
The local basis ΣAB and ΣA
′B′ of spaces of ASD and SD two-forms are defined by
eAA
′ ∧ eBB′ = εABΣA′B′ + εA′B′ΣAB. (2.3)
The first Cartan structure equations are
deAA
′
= eBA
′ ∧ ΓAB + eAB′ ∧ ΓA′B′ ,
where ΓAB and ΓA′B′ are the SL(2,C) and S˜L(2,C) spin connection one-forms. They are symmetric in
their indices, and
ΓAB = ΓCC′ABe
CC′ , ΓA′B′ = ΓCC′A′B′e
CC′ , ΓCC′A′B′ = oA′∇CC′ιB′ − ιA′∇CC′oB′ .
The curvature of the spin connection
RAB = dΓ
A
B + Γ
A
C ∧ ΓCB
2
decomposes as
RAB = C
A
BCDΣ
CD + (1/12)RΣAB +Φ
A
BC′D′Σ
C′D′ ,
and similarly for RA
′
B′ . Here R is the Ricci scalar, ΦABA′B′ is the trace-free part of the Ricci tensor Rab,
and CABCD is the ASD part of the Weyl tensor
Cabcd = εA′B′εC′D′CABCD + εABεCDCA′B′C′D′ .
2.2 The flat twistor correspondence
The flat twistor correspondence is a correspondence between points in complexified Minkowski space, C4
(or its conformal compactification) and holomorphic lines in CP3.
The flat twistor correspondence has an invariant formulation in terms of spinors. A point in C4 has
position vector with coordinates (w, z, x, y). The isomorphism (2.2) is realised by
xAA
′
:=
(
y w
−x z
)
, so that g = εABεA′B′dx
AA′dxBB
′
.
A two-plane in C4 is null if g(X,Y ) = 0 for every pair (X,Y ) of vectors tangent to it. The null planes can
be self-dual (SD) or anti self-dual (ASD), depending on whether the tangent bi-vectorX∧Y is SD or ASD.
The SD null planes are called α-planes. The α-planes passing through a point in C4 are parametrised by
λ = π0′/π1′ ∈ CP1. Tangents to α-planes are spanned by two vectors
LA = π
A′ ∂
∂xAA′
(2.4)
which form the kernel of πA′πB′Σ
A′B′ The set of all α-planes is called a projective twistor space and
denoted PT . For C4 it is a three-dimensional complex manifold bi-holomorphic to CP3 − CP1.
The five complex dimensional correspondence space F := C4×CP1 fibres over C4 by (xAA′ , λ)→ xAA′
and over PT with fibres spanned by LA. Twistor functions (functions on PT ) pull back to functions on
F which are constant on α-planes, or equivalently satisfy LAf = 0.
Twistor space can be covered by two coordinate patches U and U˜ , where U is a complement of λ =∞
and U˜ is a compliment of λ = 0. If (µ0, µ1, λ) are coordinates on U and (µ˜0, µ˜1, λ˜) are coordinates on U˜
then on the overlap
µ˜0 = µ0/λ, µ˜1 = µ1/λ, λ˜ = 1/λ.
The local coordinates (µ0, µ1, λ) on PT pulled back to F are
µ0 = w + λy, µ1 = z − λx, λ. (2.5)
We can introduce homogeneous coordinates on the twistor space
(ωA, πA′) = (ω
0, ω1, π0′ , π1′) := (µ
0π1′ , µ
1π1′ , λπ1′ , π1′).
The point xAA
′ ∈ C4 lies on the α-plane corresponding to the twistor (ωA, πA′) ∈ PT iff
ωA = xAA
′
πA′ . (2.6)
For πA′ 6= 0 and (ωA, πA′) fixed, The solution to (2.6) is a complex two plane with tangent vectors of the
form πA
′
νA for all νA. Alternatively, if we fix xAA
′
, then (2.6) defines a rational curve, CP1, in PT with
normal bundle O(1)⊕O(1).1 Kodaira theory guarantees that the family of such rational curves in PT is
four complex dimensional. There is a canonical (quadratic) conformal structure ds2 on C4: the points p
and q are null separated with respect to ds2 in C4 iff the corresponding rational curves lp and lq intersect
in PT at one point.
2.3 Curved twistor spaces and the geometry of the primed spin bundle.
Given a complex four-dimensional manifold M with curved metric g, a twistor in M is an α-surface,
i.e. a null two-dimensional surface whose tangent space at each point is an α plane. There are Frobenius
integrability conditions for the existence of such α-surfaces through each α-plane element at each point and
these are equivalent, after some calculation, to the vanishing of the self-dual part of the Weyl curvature,
CA′B′C′D′ . Thus, given CA′B′C′D′ = 0, we can define a twistor space PT to be the three complex
dimensional manifold of α-surfaces inM. If g is also Ricci flat then PT has further structures which are
listed in the Nonlinear Graviton Theorem:
1 Here O(n) denotes the line bundle over CP1 with transition functions λ−n from the set λ 6= ∞ to λ 6= 0 (i.e. Chern class
n).
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Theorem 2.1 (Penrose [23]) There is a 1-1 correspondence between complex ASD vacuum metrics on
complex four-manifolds and three dimensional complex manifolds PT such that
• There exists a holomorphic projection µ : PT −→ CP1
• PT is equipped with a four complex parameter family of sections of µ each with a normal bundle
O(1)⊕O(1), (this will follow from the existence of one such curve by Kodaira theory),
• Each fibre of µ has a symplectic structure Σλ ∈ Γ(Λ2(µ−1(λ)) ⊗O(2)), where λ ∈ CP1.
To obtain real metrics on a real 4-manifold, we can require further that the twistor space admit an
anti-holomorphic involution.
The correspondence space F =M× CP1 is coordinatized by (x, λ), where x denotes the coordinates
on M and λ is the coordinate on CP1 that parametrises the α-surfaces through x in M. We represent
F as the quotient of the primed-spin bundle SA′ with fibre coordinates πA′ by the Euler vector field
Υ = πA
′
/∂πA
′
. We relate the fibre coordinates to λ by λ = π0′/π1′ . A form with values in the line bundle
O(n) on F can be represented by a homogeneous form α on the non-projective spin bundle satisfying
Υ α = 0 , LΥα = nα.
The space F possesses a natural two dimensional distribution called the twistor distribution, or Lax
pair, to emphasise the analogy with integrable systems. The Lax pair on F arises as the image under the
projection TSA
′ −→ TF of the distribution spanned by
πA
′
∂AA′ + ΓAA′B′C′π
A′πB
′ ∂
∂πC′
on TSA
′
where the ∂AA′ are a null tetrad for the metric on M, and ΓAA′B′C′ are the components of the
spin connection in the associated spin frame (∂AA′ + ΓAA′B′C′π
B′ ∂
∂piC′
is the horizontal distribution on
SA′). We can also represent the Lax pair on the projective spin bundle by
2
LA = (π
−1
1′ )(π
A′∂AA′ + fA∂λ), where fA = (π
−2
1′ )ΓAA′B′C′π
A′πB
′
πC
′
. (2.8)
The integrability of the twistor distribution is equivalent to CA′B′C′D′ = 0, the vanishing of the self-dual
Weyl spinor. When the Ricci tensor vanishes also, a covariant constant primed spin frame can be found
so that ΓAA′B′C′ = 0. We assume this from now on.
The projective twistor space PT arises as a quotient of F by the twistor distribution. With the Ricci
flat condition, the coordinate λ descends to twistor space and πA′ descends to the non-projective twistor
space. It can be covered by two sets, U = {|λ| < 1 + ǫ} and U˜ = {|λ| > 1 − ǫ}. On the non-projective
space we can introduce extra coordinates ωA of homogeneity degree one so that (ωA, πA′), πA′ 6= ιA′ are
homogeneous coordinates on U and similarly (ω˜A, πA′), πA′ 6= oA′) on U˜ . The twistor space PT is then
determined by the transition function ω˜B = ω˜B(ωA, πA′) on U ∩ U˜ .
The correspondence space has the alternate definition
F = PT ×M|Z∈lx =M× CP1
where lx is the line in PT that corresponds to x ∈ M and Z ∈ PT lies on lx. This leads to a double
fibration
M p←− F q−→ PT . (2.9)
The existence of LA can also be deduced directly from the correspondence. From [23], points in M
correspond to rational curves in PT with normal bundle OA(1) := O(1)⊕O(1). The normal bundle to lx
consists of vectors tangent to x (horizontally lifted to T(x,λ)F) modulo the twistor distribution. Therefore
we have a sequence of sheaves over CP1
0 −→ D −→ C4 −→ OA(1) −→ 0.
The map C4 −→ OA(1) is given by V AA′ −→ V AA′πA′ . Its kernel consists of vectors of the form πA′λA
with λA varying. The twistor distribution is therefore D = O(−1) ⊗ SA and so there is a canonical
LA ∈ Γ(D ⊗O(1)⊗ SA), as given in (2.8).
2 Various powers of pi1′ in formulae like (2.8) guarantee the correct homogeneity. We usually shall omit them when working
on the projective spin bundle. In a projection SA
′
−→ F we shall use the replacement formula
∂
∂piA
′
−→
piA′
pi1′
2
∂λ. (2.7)
This is because (on functions of λ)
∂
∂piA′
(
pi0′
pi1′
)
=
pi1′o
A
′
− pi0′ ι
A
′
pi1′
2
=
pi
A
′
pi1′
2
.
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2.4 Some formulations of the ASD vacuum condition
The ASD vacuum conditions CA′B′C′D′ = 0, ΦABA′B′ = 0 = R imply the existence of a normalised,
covariantly constant frame (oA
′
, ιA
′
) of SA
′
, so that ΓAA′B′C′ = 0. One can further choose an unprimed
spin frame so that the Lax pair (2.8) consists of volume-preserving vector fields on M:
Proposition 2.2 (Mason & Newman [18].) Let ∇̂AA′ = (∇̂00′ , ∇̂01′∇̂10′∇̂11′) be four independent
holomorphic vector fields on a four-dimensional complex manifold M and let ν be a nonzero holomorphic
four-form. Put
L0 = ∇̂00′ − λ∇̂01′ , L1 = ∇̂10′ − λ∇̂11′ . (2.10)
Suppose that for every λ ∈ CP1
[L0, L1] = 0, LLAν = 0. (2.11)
Here LV denotes the Lie derivative. Then
∂AA′ = f
−1∇̂AA′ , where f2 := ν(∇̂00′ , ∇̂01′∇̂10′∇̂11′),
is a null-tetrad for an ASD vacuum metric. Every such metric locally arises in this way.
In [7] the last proposition is generalised to the hyper-Hermitian case. A choice of unprimed spin frame
with f2 = 1 is always possible and we shall assume this here-on so that ∇AA′ = ∇̂AA′ . For easy reference
we rewrite the field equations (2.11) in full
[∇A0′ ,∇B0′ ] = 0, (2.12)
[∇A0′ ,∇B1′ ] + [∇A1′ ,∇B0′ ] = 0, (2.13)
[∇A1′ ,∇B1′ ] = 0. (2.14)
Let ΣA
′B′ be the usual basis of SD two-forms. On the correspondence space, define
Σ(λ) := ΣA
′B′πA′πB′ . (2.15)
The formulation of the ASDVE condition dual to (2.11) is:
Proposition 2.3 (Pleban´ski [25], Gindikin [12]) If a two-form of the form
Σ(λ) := ΣA
′B′πA′πB′
on the correspondence space satisfies
dhΣ(λ) = 0, Σ(λ) ∧ Σ(λ) = 0 (2.16)
where dh is the exterior derivative holding πA′ constant, then there exist one-forms e
AA′ related to ΣA
′B′
by equation (2.3) which give an ASD vacuum tetrad.
Note that the simplicity condition in (2.16) arises from the condition that ΣA
′B′ comes from a tetrad.
To construct Gindikin’s two-form starting from the twistor space, one can pull back the fibrewise
complex symplectic structure on PT −→ CP1 to the projective spin bundle and fix the ambiguity by
requiring that it annihilates vectors tangent to the fibres. The resulting two-form is O(2) valued. (To
obtain Gindikin’s two-form one should divide it by a constant section of O(2).)
Put Σ0
′0′ = −α˜, Σ0′1′ = ω, Σ1′1′ = α . The second equation in (2.16) becomes
ω ∧ ω = 2α ∧ α˜ := −2ν, α ∧ ω = α˜ ∧ ω = α ∧ α = α˜ ∧ α˜ = 0.
Equations (2.16) can be seen to arise from (2.11) by observing that Σ(λ) can be defined by
εABΣ(λ) = ν(LA, LB, ..., ...).
Note also that LA spans a two-dimensional distribution annihilating Σ(λ).
The two one-forms eA := πA′e
AA′ by definition annihilate the twistor distribution. Define (1, 1) tensors
∂B
′
A′ := e
AB′ ⊗∇AA′ so that
eA ⊗ LA = πB′πA′∂B′A′ = ∂0 + λ(∂ − ∂˜)− λ2∂2
where (∂0
′
0′ , ∂
0′
1′ , ∂
1′
0′ , ∂
1′
1′ ) = (∂˜, ∂0, ∂2, ∂). If the field equations are satisfied then the Euclidean slice of
M is equipped with three integrable complex structures given by Ji := {i(∂2 − ∂0), (∂ − ∂˜), (∂2 + ∂0)}
and three symplectic structures ωi = {(i(α − α˜), iω, (α + α˜)} compatible with the Ji. It is therefore a
hyper-Ka¨hler manifold.
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2.5 The ASD condition and heavenly equations
Part of the residual gauge freedom in (2.11) is fixed by selecting one of Pleban´ski’s null coordinate
systems.
1. Equations (2.13) and (2.14) imply the existence of a coordinate system
(w, z, w˜, z˜) =: (wA, w˜A)
and a complex-valued function Ω such that
∂AA′ =
(
Ωww˜∂z˜ − Ωwz˜∂w˜ ∂w
Ωzw˜∂z˜ − Ωzz˜∂w˜ ∂z
)
=
( ∂2Ω
∂wA∂w˜B
∂
∂w˜B
∂
∂wA
)
. (2.17)
Equation (2.12) yields the first heavenly equation
Ωwz˜Ωzw˜ − Ωww˜Ωzz˜ = 1 or 1
2
∂2Ω
∂wA∂w˜B
∂2Ω
∂wA∂w˜B
= 1. (2.18)
The dual tetrad is
eA1
′
= dwA, eA0
′
=
∂2Ω
∂wA∂w˜B
dw˜B (2.19)
with the flat solution Ω = wAw˜A. The only nontrivial part of Σ
A′B′ is Σ0
′1′ = ∂∂˜Ω so that Ω is a
Ka¨hler scalar. The Lax pair for the first heavenly equation is
L0 : = Ωww˜∂z˜ − Ωwz˜∂w˜ − λ∂w,
L1 : = Ωzw˜∂z˜ − Ωzz˜∂w˜ − λ∂z . (2.20)
Equations L0Ψ = L1Ψ = 0 have solutions provided that Ω satisfies the first heavenly equation
(2.18). Here Ψ is a function on F .
2. Alternatively equations (2.12) and (2.13) imply the existence of a complex-valued function Θ and
coordinate system (w, z, x, y) =: (wA, xA), w
A as above, such that
∂AA′ =
(
∂y ∂w +Θyy∂x −Θxy∂y
−∂x ∂z −Θxy∂x +Θxx∂y
)
=
(
∂
∂xA
∂
∂wA
+
∂2Θ
∂xA∂xB
∂
∂xB
)
. (2.21)
As a consequence of (2.14) Θ satisfies second heavenly equation
Θxw +Θyz +ΘxxΘyy −Θxy2 = 0 or ∂
2Θ
∂wA∂xA
+
1
2
∂2Θ
∂xB∂xA
∂2Θ
∂xB∂xA
= 0. (2.22)
The dual frame is given by
eA0
′
= dxA +
∂2Θ
∂xB∂xA
dwB , eA1
′
= dwA (2.23)
with Θ = 0 defining the flat metric. The Lax pair corresponding to (2.22) is
L0 = ∂y − λ(∂w −Θxy∂y +Θyy∂x),
L1 = ∂x + λ(∂z +Θxx∂y −Θxy∂x). (2.24)
Both heavenly equations were originally derived by Pleban´ski [25] from the formulation (2.16). The
closure condition is used, via Darboux’s theorem, to introduce ωA, canonical coordinates on the spin
bundle, holomorphic around λ = 0 such that the two-form (2.15) is Σ(λ) = dhω
A ∧ dhωA. The various
forms of the heavenly equations can be obtained by adapting different coordinates and gauges to these
forms.
3 The recursion operator
In §§3.1 the recursion operator R for the anti-self-dual Einstein vacuum equations is constructed. In
§§3.2 then show that the generating function for Riφ is automatically a twistor function, and is in fact
a Cˇech representative for φ. It is shown that R acts on such a twistor function by multiplication. A
similar application to the coordinates used in the heavenly equations yields the coordinate description of
the twistor space starting. In §§3.3 we show how that the action of the recursion operator on space-time
corresponds to multiplication of the corresponding twistor functions by λ. In §§3.4 the algebra of hidden
symmetries of the second heavenly equation is constructed by applying the recursion operator to the
explicit symmetries. In §§3.5, R is used to build a higher valence Killing spinors corresponding to hidden
symmetries. In the last subsections examples of the use of the recursion operator are given.
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3.1 The recursion relations
The recursion operator R is a map from the space of linearised perturbations of the ASDVE equations to
itself. This can be used to construct the ASDVE hierarchy whose higher flows are generated by acting on
one of the coordinate flows with the recursion operator R.
We will identify the space of linearised perturbations to the ASDVE equations with solutions to the
background coupled wave equations in two ways as follows.
Lemma 3.1 Let Ω and Θ denote wave operators on the ASD background determined by Ω and Θ
respectively. Linearised solutions to (2.18) and (2.22) satisfy
ΩδΩ = 0, ΘδΘ = 0. (3.25)
Proof. In both cases g = ∇A1′∇A0′ since
g =
1√
g
∂a(g
ab√g∂b) = gab∂a∂b + (∂agab)∂b
but ∂ag
ab = 0 for both heavenly coordinate systems. For the first equation (∂∂˜(Ω + δΩ))2 = ν implies
0 = (∂∂˜Ω ∧ ∂∂˜)δΩ = d(∂∂˜Ω ∧ (∂ − ∂˜)δΩ) = d ∗ dδΩ.
Here ∗ is the Hodge star operator corresponding to g. For the second equation we make use of the tetrad
(2.21) and perform coordinate calculations.
✷
From now on we identify tangent spaces to the spaces of solutions to (2.18) and (2.22) with the space
of solutions to the curved background wave equation, Wg. We will define the recursion operator on the
space Wg.
The above lemma shows that we can consider a linearised perturbation as an element of Wg in two
ways. These two will be related by the square of the recursion operator. The linearised vacuum metrics
corresponding to δΩ and δΘ are
hIAA′BB′ = ι(A′oB′)∇(A1′∇B)0′δΩ, hIIAA′BB′ = oA′oB′∇A0′∇B0′δΘ.
where oA
′
= (1, 0) and ιA
′
= (0, 1) are the constant spin frame associated to the null tetrads given above.
Given φ ∈ Wg we use the first of these equations to find hI . If we put the perturbation obtained in
this way on the LHS of the second equation and add an appropriate gauge term we obtain φ′ - the new
element of Wg that provides the δΘ which gives rise to
hIIab = h
I
ab +∇(aVb). (3.26)
To extract the recursion relations we must find V such that hIAA′BB′ −∇(AA′VBB′) = oA′oB′χAB. Take
VBB′ = oB′∇B1′δΩ, which gives
∇(AA′VBB′) = −ι(A′oB′)∇(A0′∇B)1′δΩ + oA′oB′∇A1′∇B1′δΩ.
This reduces (3.26) to
∇A1′∇B1′φ = ∇A0′∇B0′φ′. (3.27)
Definition 3.2 Define the recursion operator R :Wg −→Wg by
ιA
′∇AA′φ = oA′∇AA′Rφ, (3.28)
so formally R = (∇A0′)−1 ◦ ∇A1′ (no summation over the index A).
Remarks:
• From (3.28) and from (2.11) it follows that if φ belongs to Wg then so does Rφ.
• If R2δΩ = δΘ then δΩ and δΘ correspond to the same variation in the metric up to gauge.
• The operator φ 7→ ∇A0′φ is over-determined, and its consistency follows from the wave equation on
φ.
• This definition is formal in that in order to invert the operator φ 7→ ∇A0′φ we need to specify
boundary conditions.
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To summarize:
Proposition 3.3 Let Wg be the space of solutions of the wave equation on the curved ASD background
given by g.
(i) Elements of Wg can be identified with linearised perturbations of the heavenly equations.
(ii) There exists a (formal) map R :Wg −→Wg given by (3.28).
The recursion operator can be generalised to act on solutions to the higher helicity Zero Rest-Mass
equations on the ASD vacuum backgrounds [10] by using Herz potentials. We restrict ourselves to the
gauge invariant case of left-handed neutrino field ψA on a heavenly background. First note that any
solution of
∇AA′ψA = 0
must be of the form ∇A0′φ where φ ∈ Wg. Define the recursion relations
RψA := ∇A0′Rφ . (3.29)
It is easy to see that R maps solutions into solutions, although again the definition is formal in that
boundary conditions are required to eliminate the ambiguities. A conjugate recursion operator R will
play a role in the Hamiltonian formulation in Section 5.
3.2 The recursion operator and twistor functions
A twistor function f can be pulled back to the correspondence space F . A function f on F descends to
twistor space iff LAf = 0.
Given φ ∈ Wg, define, for i ∈ Z, a hierarchy of linear fields, φi ≡ Riφ0. Put Ψ =
∑
∞
−∞
φiλ
i and
observe that the recursion equations are equivalent to LAΨ = 0. Thus Ψ is a function on the twistor
space PT . Conversely every solution of LAΨ = 0 defined on a neighbourhood of |λ| = 1 can be expanded
in a Laurent series in λ with the coefficients forming a series of elements of Wg related by the recursion
operator. The function Ψ, when multiplied by 1/(π0′π1′), is a Cˇech representative of the element of
H1(PT ,O(−2)) that corresponds to the solution of the wave equation φ under the Penrose transform
(i.e. by integration around |λ| = 1). The ambiguity in the inversion of ∇A0′ means that there are many
such functions Ψ that can be obtained from a given φ. However, they are all equivalent as cohomology
classes.
It is clear that a series corresponding to Rφ is the function λ−1Ψ. As noted before, R is not completely
well defined when acting onWg because of the ambiguity in the inversion of ∇A0′ . However, the definition
RΨ = Ψ/λ is well defined as a twistor function on PT , but the problem resurfaces when one attempts to
treat Ψ(λ) as a representative of a cohomology class since pure gauge elements of the first sheaf cohomology
group H1(PT ,O(−2)) are mapped to functions defining a non-trivial element of the cohomology. Note,
however, that with the definition RΨ = Ψ/λ, the action of R is well defined on twistor functions and can
be iterated without ambiguity.
We can in this way build coordinate charts on twistor space from those on space-time arising from
the choices in the Plebanski reductions. Put ωA0 = w
A = (w, z); the surfaces of constant ωA0 are twistor
surfaces. We have that ∇A0′ωB0 = 0 so that in particular ∇A1′∇A0′ωB0 = 0 and if we define ωAi = RiωA0
then we can choose ωAi = 0 for negative i. We define
ωA =
∞∑
i=0
ωAi λ
i. (3.30)
We can similarly define ω˜A by ω˜A0 = w˜
A and choose ω˜Ai = 0 for i > 0. Note that ω
A and ω˜A are solutions
of LA holomorphic around λ = 0 and λ =∞ respectively and they can be chosen so that they extend to a
neighbourhood of the unit disc and a neighbourhood of the complement of the unit disc and can therefore
be used to provide a patching description of the twistor space.
3.3 The Penrose transform of linearised deformations and the recursion op-
erator
The recursion operator acts on linearised perturbations of the ASDVE equations. Under the twistor
correspondence, these correspond to linearised holomorphic deformations of (part of) PT .
Cover PT by two sets, U and U˜ with |λ| < 1 + ǫ on U and |λ| > 1− ǫ on U˜ with (ωA, λ) coordinates
on U and (ω˜A, λ−1) on U˜ . The twistor space PT is then determined by the transition function ω˜B =
ω˜B(ωA, πA′) on U ∩ U˜ which preserves the fibrewise 2-form, dωA ∧ dωA|λ=const. = dω˜A ∧ dω˜A|λ=const..
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Infinitesimal deformations are given by elements of H1(PT ,Θ), where Θ denotes a sheaf of germs of
holomorphic vector fields. Let
Y = fA(ωB, πB′)
∂
∂ωA
defined on the overlap U ∩ U˜ and define a class in H1(PT ,Θ) that preserves the fibration PT 7→ CP1.
The corresponding infinitesimal deformation is given by
ω˜A(ωA, πA′ , t) = (1 + tY )(ω˜
A) +O(t2). (3.31)
From the globality of Σ(λ) = dωA∧dωA it follows that Y is a Hamiltonian vector field with a Hamiltonian
f ∈ H1(PT ,O(2)) with respect to the symplectic structure Σ. A finite deformation is given by integrating
dω˜B
dt
= εBA
∂f
∂ω˜A
.
from t = 0 to 1. Infinitesimally we can put
δω˜A =
∂δf
∂ω˜A
. (3.32)
If the ASD metric is determined by Θ and then εBA∂δf/∂ωB, (or more simply δf) is a linearised defor-
mation corresponding to δΘ ∈ Wg.
The recursion operator acts on linearised deformations as follows
Proposition 3.4 Let R be the recursion operator defined by (3.28). Its twistor counterpart is the multi-
plication operator
R δf =
π1′
π0′
δf = λ−1δf. (3.33)
[Note that R acts on δf without ambiguity; the ambiguity in boundary condition for the definition of R
on space-time is absorbed into the choice of explicit representative for the cohomology class determined
by δf .]
Proof. Pull back δf to the primed spin bundle on which it is a coboundary so that
δf(πA′ , x
a) = h(πA′ , x
a)− h˜(πA′ , xa) (3.34)
where h and h˜ are holomorphic on U and U˜ respectively (here we abuse notation and denote by U and
U˜ the open sets on the spin bundle that are the preimage of U and U˜ on twistor space). A choice for the
splitting (3.34) is given by
h =
1
2πi
∮
Γ
(πA
′
oA′)
3
(ρC′πC′)(ρB
′oB′)3
δf(ρE′)ρD′dρ
D′ , (3.35)
h˜ =
1
2πi
∮
Γ˜
(πA
′
oA′)
3
(ρC′πC′)(ρB
′oB′)3
δf(ρE′)ρD′dρ
D′ .
Here ρA′ are homogeneous coordinates of CP
1 pulled back to the spin bundle. The contours Γ and Γ˜ are
homologous to the equator of CP1 in U ∩ U˜ and are such that Γ− Γ˜ surrounds the point ρA′ = πA′ .
The functions h and h˜ are homogeneous of degree 1 in πA′ and do not descend to PT , whereas their
difference does so that
πA
′∇AA′h = πA′∇AA′ h˜ = πA′πB′πC′ΣAA′B′C′ (3.36)
where the first equality shows that the LHS is global with homogeneity degree 2 and implies the second
equality for some ΣAA′B′C′ which will be the third potential for a linearised ASD Weyl spinor. ΣAA′B′C′
is in general defined modulo terms of the form ∇A(A′γB′C′) but this gauge freedom is partially fixed by
choosing the integral representation above; h vanishes to third order at πA′ = oA′ and direct differentiation,
using ∇AA′δf = ρA′δfA for some δfA, gives ΣAA′B′C′ = oA′oB′oC′∇A0′δΘ where
δΘ =
1
2πi
∮
Γ
δf
(ρB′oB′)
4 ρD′dρ
D′ . (3.37)
This is consistent with the Plebanski gauge choices (there is also a gauge freedom in δΘ arising from coho-
mology freedom in δf which we shall describe in the next subsection.) The condition ∇A(D′ΣAA′B′C′) = 0
follows from equation (3.36) which, with the Pleban´ski gauge choice, implies δΘ ∈ Wg. Thus we obtain
a twistor integral formula for the linearisation of the second heavenly equation.
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Now recall formula (3.28) defining R. Let Rδf be the twistor function corresponding to RδΘ by (3.37).
The recursion relations yield∮
Γ
RδfA
(ρB′oB′)3
ρD′dρ
D′ =
∮
Γ
δfA
(ρB′oB′)2(ρB
′ιB′)
ρD′dρ
D′
so Rδf = λ−1δf .
✷
Let δΩ be the linearisation of the first heavenly potential. From R2δΩ = δΘ it follows that
δΩ =
1
2πi
∮
Γ
δf
(ρA′oA
′)2(ρB′ιB
′)2
ρC′dρ
C′ .
3.4 Hidden symmetry algebra
The ASDVE equations in the Pleban´ski forms have a residual coordinate symmetry. This consists of
area preserving diffeomorphisms in the wA coordinates together with some extra transformations that
depend on whether one is reducing to the first or second form. By regarding the infinitesimal forms of
these transformations as linearised perturbations and acting on them using the recursion operator, the
coordinate (passive) symmetries can be extended to give ‘hidden’ (active) symmetries of the heavenly
equations. Formulae (3.37) and (3.33) can be used to recover the known relations (see for example [28])
of the hidden symmetry algebra of the heavenly equations. We deal with the second equation as the case
of the first equation was investigated by other methods [21].
Let M be a volume preserving vector field on M. Define δ0M∇AA′ := [M,∇AA′ ]. This is a pure
gauge transformation corresponding to addition of LMg to the space-time metric and preserves the field
equations. Note that
[δ0M , δ
0
N ]∇AA′ := δ0[M,N ]∇AA′ .
Once a Pleban´ski coordinate system and reduced equations have been obtained, the reduced equation will
not be invariant under all the SDiff(M) transformations. The second form will be preserved if we restrict
ourselves to transformations which preserve the SD two-forms Σ1
′1′ = dwA∧dwA and Σ0′1′ = dxA∧dwA.
The conditions LMΣ0′0′ = LMΣ0′1′ = 0 imply that M is given by
M =
∂h
∂wA
∂
∂wA
+
( ∂g
∂wA
− xB ∂
2h
∂wA∂wB
) ∂
∂xA
where h = h(wA) and g = g(wA). The space-time is now viewed as a cotangent bundle M = T ∗N 2 with
wA being coordinates on a two-dimensional complex manifold N 2. The full SDiff(M) symmetry breaks
down to the semi-direct product of SDiff(N 2), which acts onM by a Lie lift, with Γ(N 2,O) which acts on
M by translations of the zero section by the exterior derivatives of functions on N 2. Let δMΘ correspond
to δ0M∇AA′ by
δ0M∇A1′ =
∂2δMΘ
∂xA∂xB
∂
∂xB
.
The ‘pure gauge’ elements are
δ0MΘ = F + xAG
A + xAxB
∂2g
∂wA∂wB
+ xAxBxC
∂3h
∂wA∂wB∂wC
+
∂g
∂wA
∂Θ
∂xA
+
∂h
∂wA
∂Θ
∂wA
− xB ∂
2h
∂wA∂wB
∂Θ
∂xA
(3.38)
where F,GA, g, h are functions of wB only.
The above symmetries can be seen to arise from symmetries on twistor space as follows. Since we
have the symplectic form Σ = dωA ∧ dωA on the fibres of µ : PT −→ CP1, a symmetry is a holomorphic
diffeomorphism of the set U that restricts to a canonical transformation on each fibre. LetH = H(xa, λ) =∑
∞
i=0 hiλ
i be the Hamiltonian for an infinitesimal such transformation pulled back to the projective
spin bundle. The functions hi depend on space time coordinates only. In particular h0 and h1 give
h and g from the previous construction (3.38). This can be seen by calculating how Θ transforms if
ωA = wA + λxA + λ2∂Θ/∂xA + ... −→ ωˆA. Now Θ is treated as an object on the first jet bundle of a
fixed fibre of PT and it determines the structure of the second jet.
These symmetries take a solution to an equivalent solution. The recursion operator can be used to
define an algebra of ‘hidden symmetries’ that take one solution to a different one as follows.
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Let δ0MΘ be an expression of the form (3.38) which also satisfies ✷gδ
0
MΘ = 0. We set
δM
iΘ := RiδMΘ ∈ Wg.
Proposition 3.5 Generators of the hidden symmetry algebra of the second heavenly equation satisfy the
relation
[δM
i, δN
j ] = δ[M,N ]
i+j . (3.39)
Proof. This can be proved directly by showing that the ambiguities in R can be chosen so that R ◦ δM =
δM ◦R. It is perhaps more informative to prove it by its action on twistor functions.
Let δiMf be the twistor function corresponding to δ
i
MΘ (by (3.37)) treated as an element of Γ(U ∩
U˜ ,O(2)) rather than H1(PT ,O(2)). Define [δiM , δjN ] by
[δiM , δ
j
N ]Θ :=
1
2πi
∮ {δiMf, δjNf}
(π0′)4
πA′dπ
A′
where the Poisson bracket is calculated with respect to a canonical Poisson structure on PT . From
Proposition (3.33) it follows that
[δiM , δ
j
N ]Θ =
1
2πi
∮
λ−i−j
{δMf, δNf}
(π0′)4
πA′dπ
A′ = Ri+jδ[M,N ]Θ
as required.
✷
3.5 Recursion procedure for Killing spinors
Let (M, g) be an ASD vacuum space. We say that LA′
1
...A′n
is a Killing spinor of type (0, n) if
∇A(A′LB′
1
...B′n)
= 0. (3.40)
Killing spinors of type (0, n) give rise to Killing spinors of type (1, n− 1) by
∇AA′LB′
1
...B′n
= εA′(B′
1
KAB′
2
...B′n)
.
In an ASD vacuum, KBB
′
2...B
′
n is also a Killing spinor
∇(A(A′KB)B′
1
...B′n)
= 0.
Put (for i = 0, ..., n)
Li := ι
B′1 ...ιB
′
ioB
′
i+1 ...oB
′
nLB′
1
...B′n
,
and contract (3.40) with ιB
′
1 ...ιB
′
ioB
′
i+1 ...oB
′
n+1 to obtain
i∇A1′Li−1 = −(n− i+ 1)∇A0′Li, i = 0, ..., n− 1.
We make use of the recursion relations (3.28):
−i
n+ 1− iR(Li−1) = Li.
This leads to a general formula for Killing spinors (with ∇A0′L0 = 0)
Li = (−1)i
(
n
i
)−1
Ri(L0), LB′
1
B′
2
...B′n
=
n∑
i=0
o(B′
1
...oB′i ιB′i+1 ...ιB′n)Li (3.41)
and equation (3.40) is then satisfied iff R−1L0 = RLn = 0.
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3.6 Example 1
Let us demonstrate how to use the recursion procedure to find metrics with hidden symmetries. Let
∂tnΩ := φn be a linearisation of the first heavenly equation. We have R : z −→ Ωw = ∂t1Ω. Look
for solutions to (2.18) with an additional constraint ∂t2Ω = 0. The recursion relations (3.28) imply
Ωwz = Ωww = 0, therefore
Ω(w, z, w˜, z˜) = wq(w˜, z˜) + P (z, w˜, z˜).
The heavenly equation yields dq ∧ dP ∧ dz = dz˜ ∧ dw˜ ∧ dz. With the definition ∂zP = p the metric is
ds2 = 2dwdq + 2dzdp+ fdz2,
where f = −2Pzz. We adopt (w, z, q, p) as a new coordinate system. Heavenly equations imply that
f = f(q, z) is an arbitrary function of two variables. These are the null ASD plane wave solutions.
3.7 Example 2
Now we shall illustrate the Propositions 3.3 and 3.4 with the example of the Sparling–Tod solution [27].
The coordinate formulae for the pull back of twistor functions are:
µ0 = w + λy − λ2Θx + λ3Θz + ... ,
µ1 = z − λx − λ2Θy − λ3Θw + ... . (3.42)
Consider
Θ =
σ
wx+ zy
, (3.43)
where σ = const. It satisfies both the linear and the nonlinear part of (2.22).
The flat case: First we shall treat (3.43), with σ = 1, as a solution φ0 to the wave equation on the flat
background. The recursion relations are
(Rφ0)x =
y
(wx + zy)2
, (Rφ0)y =
−x
(wx + zy)2
.
They have a solution φ1 := Rφ0 = (−y/w)φ0. More generally we find that
φn := R
nφ0 =
(
− y
w
)n 1
wx + zy
. (3.44)
The last formula can be also found using twistor methods. The twistor function corresponding to φ0 is
1/(µ0µ1), where µ0 = w + λy and µ1 = z − λx. By Proposition 3.33 the twistor function corresponding
to φn is λ
−n/(µ0µ1). This can be seen by applying the formula (3.37) and computing the residue at the
pole λ = −w/y. It is interesting to ask whether any φn (apart from φ0) is a solution to the heavenly
equation. Inserting Θ = φn to (2.22) yields n = 0 or n = 2. We parenthetically mention that φ2 yields
(by formula (2.23)) a metric of type D which is conformal to the Eguchi-Hanson solution.
The curved case. Now let Θ given by (3.43) determine the curved metric
ds2 = 2dwdx + 2dzdy + 4σ(wx + zy)−3(wdz − zdw)2. (3.45)
The recursion relations
∂y(Rφ) = (∂w −Θxy∂y +Θyy∂x)φ, −∂x(Rφ) = (∂z +Θxx∂y −Θxy∂x)φ
are
−∂x(Rψ) = (∂z + 2σw(wx + zy)−3(w∂x − z∂y))ψ,
∂y(Rψ) = (∂w + 2σz(wx+ zy)
−3(w∂x − z∂y))ψ,
where ψ satisfies
Θψ = 2(∂x∂w + ∂y∂z + 2σ(wx + zy)
−3(z2∂x
2 + w2∂y
2 − 2wz∂x∂y))ψ = 0. (3.46)
One solution to the last equation is ψ1 = (wx + zy)
−1. We apply the recursion relations to find the
sequence of linearised solutions
ψ2 =
(
− y
w
) 1
wx + zy
, ψ3 = −2
3
σ
(wx + zy)3
+
(
− y
w
)2 1
wx + zy
, ...,
ψn =
n∑
k=0
Ak(n)
(
− y
w
)k
(wx + zy)k−n.
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To find Ak(n) note that the recursion relations imply
R
((
− y
w
)k
(wx + zy)j
)
=
=
((
− y
w
)
− σ
(
− y
w
)−1
(wx + zy)−2
k
j + 2
)(
− y
w
)k
(wx + zy)j
)
.
This yields a recursive formula
Ak(n+1) = A
k−1
(n) − 2σ
k + 1
n− k + 1A
k+1
(n) , A
0
(1) = 1, A
1
(1) = 0, A
−1
(n) = 0, k = 0...n, (3.47)
which determines the algebraic (as opposed to the differential) recursion relations between ψn and ψn+1.
It can be checked that functions ψn indeed satisfy (3.46). Notice that if σ = 0 (flat background) then we
recover (3.44). We can also find the inhomogeneous twistor coordinates pulled back to F
µ0 = w + λy +
∞∑
n=0
σλn+2
n∑
k=0
Bk(n)w
(
− y
w
)k
(wx + zy)k−n−1,
µ1 = z − λx+
∞∑
n=0
σλn+2
n∑
k=0
Bk(n)z
(x
z
)k
(wx + zy)k−n−1.
where
Bk(n+1) = B
k−1
(n) − 2σ
k + 1
n− k + 2B
k+1
(n) , B
0
(1) = 1, B
1
(1) = 0, B
−1
(n) = 0, k = 0...n.
The polynomials µA solve LA(µ
B) = 0, where now
L0 = −λ∂w − 2λσz2(wz + zy)−3∂x + (1 + 2λσwz(wz + zy)−3)∂y,
L1 = λ∂z + (1− 2λσwz(wz + zy)−3)∂x + 2λσw2(wz + zy)−3)∂y.
4 Hierarchies for the ASD vacuum equations
The hidden symmetries corresponding to higher flows associated to translations along the coordinate
vector fields give ‘higher flows’ of a hierarchy. This yields a hierarchy of flows of the anti-self-dual Einstein
vacuum equations. We first give this for the equations in their second heavenly form but then give the
equations in the form of consistency conditions for a Lax system of vector fields generalizing equations
2.11. The nonlinear graviton construction generalizes to give a construction for the corresponding system
of equations and is presented in §§4.2. In §§4.3 the geometric structure of solutions to the truncated
hierarchy are explored in further detail. Finally in §§4.4 infinitesimal deformations are studied.
4.1 Hierarchies for the heavenly equations
The generators of higher flows are first obtained by applying powers of the recursion operator to the
linearised perturbations corresponding to the evolution along coordinate vector fields. This embeds the
second heavenly equation into an infinite system of over-determined, but consistent, PDEs (which we will
truncate at some arbitrary but finite level). These equations in turn can be naturally embedded into
a system of equations that are the consistency conditions for an associated linear system that extends
(2.11). We shall discuss here the hierarchy for the second Pleban´ski form; that for the first arises from a
different coordinate and gauge choice.
Introduce the coordinates xAi, where for i = 0, 1, xAi = xAA
′
are the original coordinates on M, and
for 1 < i ≤ n, xAi are the parameters for the new flows (with 2n − 2 dimensional parameter space X).
The propagation of Θ along these parameters is determined by the recursion relations
∂y(∂Bi+1Θ) = (∂w −Θxy∂y +Θyy∂x)∂BiΘ ,
−∂x(∂Bi+1Θ) = (∂z +Θxx∂y −Θxy∂x)∂BiΘ ,
or ∂A0(∂Bi+1Θ) = (∂A1 + ∂C0∂A0Θ∂
C
0)∂BiΘ . (4.48)
However, we will take the hierarchy to be the system (containing the above when j = 1)
∂Ai∂Bj−1Θ− ∂Bj∂Ai−1Θ + {∂Ai−1Θ, ∂Bj−1Θ}yx = 0, i, j = 1...n. (4.49)
Here {..., ...}yx is the Poisson bracket with respect to the Poisson structure ∂/∂xA ∧ ∂/∂xA = 2∂x ∧ ∂y.
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Lemma 4.1 The linear system for equations (4.49) is
LAis = (−λDAi+1 + δAi)s = 0, i = 0, ..., n− 1, (4.50)
where
1. s := s(xAi, λ) is a function on a spin bundle (a CP1-bundle) over N =M× X,
2. DAi+1 := ∂Ai+1 + [∂Ai, V ], (V = ε
AB∂A0Θ∂B0) and δAi := ∂Ai are 4n vector fields on N .
Proof. This follows by direct calculation. The compatibility conditions for (4.50) are:
[DAi+1, DBj+1] = 0, (4.51)
[δAi, δBj] = 0, (4.52)
[DAi+1, δBj ]− [DBj+1, δAi] = 0. (4.53)
It is straightforward to see that equations (4.52) and (4.53) hold identically with the above definitions
and (4.51) is equivalent to (4.49).
✷
As a converse to this lemma, we will see in §§4.2 using the twistor correspondence, that given the Lax
system above, in which the vector fields DAi and δAj are volume preserving vector fields, then coordinate
and gauge choices can be made so that the Lax system takes on the above form.
4.1.1 Spinor notation
The above can also be represented in a spinorial formulation that will be useful later. We introduce the
spinor indexed coordinates xAA
′
1...A
′
n = xA(A
′
1...A
′
n) on N which correspond to the xAi by
xAi =
(
n
i
)
xAA
′
1A
′
2...A
′
noA′
1
...oA′
i
ιA′
i+1
...ιA′n(−1)n−i.
The vector fields DAi+1 and δAi are then represented by the 4n vector fields on N , DAA′
1
(A′
2
...A′n)
where
DAA′
1
i = ι
A′2 ...ιA
′
ioA
′
i+1 ...oA
′
nDAA′
1
(A′
2
...A′n)
, DA1′i = DAi+1, DA0′i = δAi
and LA(A′
2
...A′n)
= πA
′
1DAA′
1
(A′
2
...A′n)
, LAi = π
A′1DAA′
1
i. In the adopted gauge
DA0′A′
2
...A′n
= ∂A0′A′
2
...A′n
, DA1′A′
2
...A′n
= ∂A1′A′
2
...A′n
+ [∂A0′A′
2
...A′n
, V ].
In what follows we will often be interested in ∇A(A′
1
A′
2
...A′n)
, the symmetric part of DAA′
1
A′
2
...A′n
.
∇Ai = DA(A′
1
A′
2
...A′n)
ιA
′
1 ...ιA
′
ioA
′
i+1 ...oA
′
n (4.54)
=
1
n
(iDA1′i−1 + (n− i)DA0′i) = ∂Ai + i
n
[∂Ai−1, V ]. (4.55)
Put DA0′...0′ = ∂A. The 2n+ 2 vector fields
∇AA′
1
...A′n
= {∂A,∇A0′1′A′
2
...A′
n−1
, DAn}
span T ∗N .
4.2 The twistor space for the hierarchy
The twistor space PT for a solution to the hierarchy associated to the Lax system on N as above is
obtained by factoring the spin bundle N ×CP1 by the twistor distribution (Lax system) LAi. This clearly
has a projection q : N × CP1 7→ PT and we have a double fibration
N × CP1
pւ ց q
N PT
Since the twistor distribution is tangent to the fibres of N × CP1 7→ CP1, twistor space inherits the
projection µ : PT 7→ CP1. The twistor space for the hierarchy is three-dimensional as for the ordinary
hyper-Ka¨hler equations, but has a different topology. We have
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Lemma 4.2 The holomorphic curves q(CP1x) where CP
1
x = p
−1x, x ∈ N , have normal bundle N =
O(n) ⊕O(n).
Proof. To see this, note that N can be identified with the quotient p∗(TxN )/{spanLAi}, i = 1, . . . , n.
In their homogeneous form the operators LAi have weight 1, so the distribution spanned by them is
isomorphic to the bundle C2n ⊗O(−1). The definition of the normal bundle as a quotient gives
0 7→ C2n ⊗O(−1) 7→ C2n+2 7→ N 7→ 0
and we see, by taking determinants that the image is O(n+ a)⊕O(n− a) for some a. We see that a = 0
as the last map, in the spinor notation introduced at the end of the last section, is given explicitly by
V AA
′
1...A
′
n 7→ V AA′1...A′nπA′
1
. . . πA′n clearly projecting onto O(n)⊕O(n).
✷
A final structure that PT possesses is a skew form Σ taking values in O(2n) on the fibres of the
projection µ. This arises from the fact that the vector fields of the distribution preserve the coordinate
volume form ν on N in the given coordinates system. Furthermore, the Lax system commutes exactly
[LaI , LBj] = 0 so that
Σ = ν(·, ·, L01, . . . , L0n, L11, . . . , L1n)
descends to the fibres of PT 7→ CP1 and clearly has weight 2n as each of the LAi has weight one.
Thus we see that, given a solution to the hyperka¨hler hierarchy in the form of a commuting Lax
system, we can produce a twistor space with the above structures. Now we shall prove the main result
of this section and demonstrate that, given PT , with the above structures, we can construct N (as the
moduli space of rational curves in PT ) which is naturally equipped with a function Θ satisfying (4.49)
and with the Lax distribution (4.50).
Proposition 4.3 Let PT be a 3 dimensional complex manifold with the following structures
1) a projection µ : PT −→ CP1,
2) a section s : CP1 7→ PT of µ with normal bundle O(n) ⊕O(n),
3) a non-degenerate 2-form Σ on the fibres of µ, with values in the pullback from CP1 of O(2n).
Let N be the moduli space of sections that are deformations of the section s given in (2). Then N is
2n+ 2 dimensional and
a) There exists coordinates, xAi, A = 0, 1, and i = 0, . . . , n and a function Θ : N −→ C on N such
that equation (4.49) is satisfied.
b) The moduli space N of sections is equipped with
– a factorisation of the tangent bundle TN = SA ⊗⊙nSA′ ,
– a 2n-dimensional distribution on the ‘spin bundle’ D ⊂ T (N ×CP1) that is tangent to the fibres
of r over CP1 and, as a bundle on N × CP1 has an identification with O(−1)⊗ SAA′...A′n−1 so
that the linear system can be written as in equation (4.50).
This correspondence is stable under small perturbations of the complex structure on PT preserving (1)
and (3).
Proof: The first claim, that N has dimension 2n+ 2 follows from Kodaira theory as dimH0(CP1, N) =
2n+ 2 and dimH1(CP1, N) = dimH1(CP1,EndN) = 0.
Proof of (a): we first start by defining homogeneous coordinates on PT . These are coordinates on T ,
the total space of the pullback from CP1 of the tautological line bundle O(−1). Let πA′ be homogeneous
coordinates on CP1 pulled back to T and let ωA be local coordinates on T chosen on a neighbourhood of
µ−1{π0′ = 0} that are homogeneous of degree n and canonical so that Σ = εABdωA ∧ dωB. We also use
λ = π0′/π1′ as an affine coordinate on CP
1. Let Lp be the line in PT that corresponds to p ∈ N and let
Z ∈ PT lie on Lp. We denote by F the correspondence space PT × N|Z∈Lp = N × CP1. (See figure 1
for the double fibration picture.)
Pull back the twistor coordinates to F and define 2(n+ 1) coordinates on N by
xA(A
′
1A
′
2...A
′
n) :=
∂nωA
∂πA′
1
∂πA′
2
...∂πA′n
∣∣∣
piA′=oA′
,
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Figure 1: Double fibration.
CP
1 
p
q
r
p
p
p
L
L
   dim F    = 2n+3
PT   dim = 3
N   dim = 2n+2
Nλ
λ
where the derivative is along the fibres of F over N . This can alternatively be expressed in affine
coordinates on CP1 by expanding the coordinates ωA pulled back to F in powers of λ = π0′/π1′ :
ωA = (π1′ )
n
(
n∑
i=0
xAiλn−i + λn+1
∞∑
i=0
sAi λ
i
)
, (4.56)
where the sAi are functions of x
AA′1...A
′
n and will be useful later.
The symplectic 2-form Σ on the fibres of µ, when pulled back to the spin bundle, has expansion in
powers of λ that truncates at order 2n+ 1 by globality and homogeneity, so that
Σ = dhωA ∧ dhωA = πA′
1
...πA′nπB′1 ...πB′nΣ
A′1...A
′
nB
′
1...B
′
n
for some symmetric spinor indexed 2-form ΣA
′
1...A
′
nB
′
1...B
′
n . We have
Σ(λ) ∧ Σ(λ) = 0, dhΣ(λ) = 0. (4.57)
where in the exterior derivative dh, λ is understood to be held constant.
If we express the forms in terms of the xAi and the sAi , the closure condition is satisfied identically,
whereas the truncation condition will give rise to equations on the sAi allowing one to express them in
terms of a function Θ(xAA
′...A′n) and to field equations on Θ as follows.
To deduce the existence of Θ(xAA
′
1...A
′
n) observe that the vanishing of the coefficient of λ2n+1 in
dωA ∧ dωA gives
n∑
i=0
dsAi ∧ dxAi = d
n∑
i=0
sAidx
Ai = 0 =⇒ sAi = ∂Θ
∂xAi
.
The equations of the hierarchy arise from the vanishing of the coefficient of λ2n+2
n∑
i=0
dxAi ∧ dsi+1A + dsA0 ∧ ds0A = 0 .
This leads to the equations (4.49) on Θ for i, j ≤ n− 1,
∂2Θ
∂xAi+1∂xBj
− ∂
2Θ
∂xAi∂xBj+1
+ εCD
∂2Θ
∂xC0∂xAi
∂2Θ
∂xD0∂xBj
= 0
and further equations that determine sAn+1.
16
Proof of b). The isomorphism TN = SA ⊗ ⊙nSA′ follows simply from the structure of the normal
bundle. From Kodaira theory, since the appropriate obstruction groups vanish, we have
TxN = Γ(CP1x, Nx) = SAx ⊗⊙nSA
′
(4.58)
where Nx is the normal bundle to the rational curve CP
1
x in PT corresponding to the point x ∈ N . The
bundle SA on space-time is the Ward transform of O(−n) ⊗ TV PT where the subscript V denotes the
sub-bundle of the tangent bundle consisting of vectors up the fibres of µ, the projection to CP1, so that
SAx = Γ(CP
1
x,O(−n)⊗ TV PT ). The bundle SA
′
= Γ(CP1,O(1)) is canonically trivial.
Let ∇AA′
1
···A′n
= ∇A(A′
1
···A′n)
be the indexed vector field that establishes the isomorphism (4.58) and
let eAA
′
1···A
′
n = eA(A
′
1···A
′
n) ∈ Ω1 ⊗ SA ⊗⊙nSA′ be the dual (inverse) map.
We now wish to derive the form of the linear system, equations (4.50). For each fixed πA′ = (λ, 1) ∈
CP
1 we have a copy of a space-time Nλ. The horizontal (i.e. holding λ constant) subspace of T(x,λ)(N ×
CP
1) is spanned by ∇A(A′...A′n). An element of the normal bundle to the corresponding line CP1x consists
of a a horizontal tangent vector at (x, λ) modulo the twistor distribution. Therefore we have the sequence
of sheaves over CP1
0 −→ Dx −→ TxN e
A−→ SA ⊗O(n) −→ 0 ,
where Dx is the twistor distribution at x and the map TxN −→ SA ⊗ O(n) is given by the contraction
of elements of TxN with eA := eAA′1...A′nπA′
1
...πA′n since e
A annihilates all LBis in D. Consider the dual
sequence tensored with O(−1) to obtain
0 −→ OA(−n− 1) −→ T ∗xN (−1) −→ D∗x(−1) −→ 0. (4.59)
From here we would like to extract the Lax distribution
LAA′
2
...A′n
= πA
′
1DAA′
1
A′
2
...A′n
∈ SAA′
2
...A′n
⊗O(1)⊗D.
This can be achieved by globalising (4.59) in πA
′
. The corresponding long exact sequence of cohomology
groups yields
0 −→ Γ(OA(−n− 1)) −→ Γ(T ∗N (−1)) −→ Γ(D∗(−1)) δ−→ H1(OA(−n− 1))
−→ H1(T ∗N (−1)) −→ ...
which (because T ∗N is a trivial bundle so that O(−1)⊗ T ∗N has no sections or cohomology) reduces to
0 −→ Γ(D∗(−1)) δ−→ H1(OA(−n− 1)) −→ 0.
From Serre duality we conclude, since D has rank 2n, that the connecting map δ is an isomorphism
δ : Γ(D∗(−1)) −→ SAA′
2
...A′n
. Therefore
δ ∈ Γ(D ⊗O(1)⊗ SAA′
2
...A′n
) (4.60)
is a canonically defined object annihilating ωA given by (4.56).
In index notation we can put
δ = LAA′
2
...A′n
= πA
′
1DAA′
1
A′
2
...A′n
,
where LAA′
2
...A′n
= LA(A′
2
...A′n)
, the second identity follows from the globality of LAA′
2
...A′n
and the
DAA′
1
A′
2
...A′n
are vector fields on N lifted to N × CP1 using the product structure.
It follows from LAA′
2
...A′n
ωB = 0 that if πA
′
= oA
′
then DA0′A′
2
...A′n
xBn = 0 so
DA0′A′
2
...A′n
= A
BB′2...B
′
n
A0′A′
2
...A′n
∂
∂xB0
′B′
2
...B′n
,
for some matrix A
BB′2...B
′
n
A0′A′
2
...A′n
. This matrix must be invertible by dimension counting. By multiplying
LAA′
2
...A′n
by the inverse of this matrix, we find we can put
A
BB′2...B
′
n
A0′A′
2
...A′n
= εBAε
B′2
A′
2
...ε
B′n
A′n
.
Therefore we can take LAA′
2
...A′n
= ∂A0′A′
2
...A′n
− λDA1′A′
2
...A′n
. Equating the (n− i + 1)th and (n+ 1)th
powers of λ in LAiω
B = 0 to zero yields
DA1′A′
2
...A′n
= ∂A1′A′
2
...A′n
+ [∂A0′A′
2
...A′n
, V ]
where V = εAB∂Θ/∂xA0∂/∂xB0. So finally LAA′
2
...A′n
is of the form LAi = ∂Ai − λ(∂Ai+1 + [∂Ai, V ]).
✷
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4.3 Geometric structures
If one considers N = M× X as being foliated by four dimensional slices tAi = const then structures
(1)–(3) on PT can be used to define anti-self-dual vacuum metrics on the leaves of the foliation. Consider
Θ(xAA
′
, t) where t = {tAi, i = 2...n}. For each fixed t the function Θ satisfies the second heavenly
equation. The ASD metric on a corresponding four-dimensional slice Nt=t0 is given by
ds2 = 2εABdx
A1′dxB0
′
+ 2
∂2Θ
∂xA0′∂xB0′
dxA1
′
dxB1
′
.
This metric can be determined from the structure of the O(n)⊕O(n) twistor space as follows.
Fix the first 2n− 2 parameters in the expansion (4.56) so the normal vector W =WA∂/∂ωA is given
by
WA = δωA = λn−1WA1
′
+ λnWA0
′
+ λn+1
∂δΘ
∂x0
′
A
+ ...
where δΘ =WAA
′
∂Θ/∂xAA
′
. The metric is
g(U,W ) = εABεA′B′U
AA′WBB
′
(4.61)
where εA′B′ is a fixed element of Λ
2SA
′
and εAB ∈ Λ2SA is determined by Σ; recall that SAx =
Γ(Lx,O(−\) ⊗ TV PT ). Thus if uA, vA ∈ SAx , then define εABuAvB = Σ(u, v) where u, v are the corre-
sponding weighted vertical vector fields on PT .
For n odd TN is equipped with a metric with holonomy SL(2,C). For n even, TN is endowed with
a skew form. They are both given by
G(U,W ) = εABεA′
1
B′
1
...εA′nB′nU
AA′1...A
′
nWBB
′
1...B
′
n . (4.62)
These are special examples of the paraconformal structures considered by Bailey and Eastwood [2].
4.4 Holomorphic deformations and O(2n) twistor functions
We wish to consider holomorphic deformations of PT that preserve conditions (1− 3) of Proposition 4.3
which will therefore correspond to perturbations of the hierarchy.
Let ω˜A = GA(ωB, πA′ , t) be the standard patching relation for PT and let fA ∈ SA ⊗H1(PT ,O(n))
give the infinitesimal deformation
ω˜A = GA + tfA +O(t2).
The globality of the symplectic structure dω˜A ∧ dω˜A = dωA ∧ dωA implies fA = εAB∂f/∂ωB where
f ∈ H1(PT ,O(2n)).
Example: if we deform from the flat model using f = (π0′)
4n/ω0ω1, then the deformation equations
ω˜0 = ω0 + t
(π0)
4n
ω0(ω1)2
+O(t2), ω˜1 = ω1 − t (π0)
4n
(ω0)2ω1
+O(t2).
imply that Q = ω0ω1 = ω˜0ω˜1 is a global twistor function (up to O(t2)) which persists to all orders
as εAB∂Q/∂ωA∂f/∂ωB = 0. The corresponding deformed paraconformal structure admits a symmetry
corresponding to the global vector field εAB∂Q/∂ωA∂/∂ωB on PT .
To see how such ‘Hamiltonians’ f correspond to variations in the paraconformal structure (or more
simply Θ), we form an indexed element of H1(PT ,O(−1)), and pull it back to N ×CP1 where it can be
split uniquely:
πA′
2
...πA′n
∂3f2n
∂ωA∂ωB∂ωC
= fABCA′
2
...A′n
= F˜ABCA′
2
...A′n
−FABCA′
2
...A′n
.
where
FABCA′
2
...A′n
=
1
2πi
∮
Γ
fABCA′
2
...A′n
ρA′πA
′
ρ · dρ.
This gives rise to a global field that is symmetric over its indices:
CABCDA′
2
...A′nD
′
2
...D′n
= LDD′
2
...D′n
FABCA′
2
...A′n
which is given also directly by the integral
CABCDA′
2
...A′nD
′
2
...D′n
=
1
2πi
∮
Γ
ρA′
2
...ρA′nρD′2 ...ρD′n
∂4f2n
∂ωA∂ωB∂ωC∂ωD
ρ · dρ.
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To see how this corresponds to a variation of Θ, we introduce a chain of potentials. Use the non-unique
splitting f2n = F2n − F˜2n and define a global object of degree 2n+ 1 by
LAA′
2
...A′n
F2n = ΣAA′
2
...A′nB
′
1
...B′nC
′
1
...C′nD
′
1
πB
′
1 ...πB
′
nπD
′
1πC
′
1 ...πC
′
n .
It is easy to see that
∇AE′1...E′nΣAA′
2
...A′nB
′
1
...B′nC
′
1
...C′nD
′
1
= 0,
and ΣAA′
2
...A′nB
′
1
...B′nC
′
1
...C′nD
′
1
is a potential potentials, related to the field by
CABCDA′
2
...A′nD
′
2
...D′n
= ∇D′1
DD′
2
...D′n
∇C′1...C′nC ∇B
′
1...B
′
n
B ΣAA′2...A′nB′1...B′nC′1...C′nD′1 .
The chain of potentials is
δΘA′
1
B′
1
...B′nC
′
1
...C′nD
′
1
= oA′
1
oB′
1
...oB′noC′1 ...oC′noD′1δΘ
ΣAA′
2
...A′nB
′
1
...B′nC
′
1
...C′nD
′
1
= oB′
1
...oB′noC′1 ...oC′noD′1∇A0′A′2...A′nδΘ
HABA′
2
...A′nB
′
1
...B′nD1′
= oB′
1
...oB′noD′1∇B0′∇A0′A′2...A′nδΘ
ΓABCA′
2
...A′nD
′
1
= oD′
1
∇C0′∇B0′∇A0′A′
2
...A′n
δΘ
CABCDA′
2
...A′nD
′
2
...D′n
= ∇C0′∇B0′∇A0′A′
2
...A′n
∇D0′D′
2
...D′n
δΘ.
This can be compared with the corresponding chain for n = 1 [14].
5 Hamiltonian and Lagrangian formalisms
In this Section we shall investigate the Lagrangian and Hamiltonian formulations of the hyper-Ka¨hler
equations in their ‘heavenly’ forms. The symplectic form on the space of solutions to heavenly equations
will be derived, and proven to be compatible with a recursion operator.
Both the first and second heavenly equations admit Lagrangian formulations, and these can be used
to derive symplectic structures on the solution spaces, which we denote by S. Here, rather than consider
the equations as a real system of elliptic or ultra-hyperbolic equations, we complexify and consider the
equations locally as evolving initial data from a 3-dimensional hyper-surface and it is this space of initial
data that leads to local solutions on a neighbourhood of such a hyper-surface that is denoted by S and is
endowed with a (conserved) symplectic form.
For the first equation we have the Lagrangian density
LΩ = Ω
(
ν − 1
3
(∂∂˜Ω)2
)
=
(
Ω− 1
3
Ω{Ωz˜,Ωw˜}wz
)
ν (5.63)
and for the second equation
LΘ =
(2
3
Θ(∂2Θ)
2 − 1
2
(∂Θ) ∧ (∂2Θ)
)
∧ eA0′ ∧ e0′A
=
(1
3
Θ{Θx, Θy}xy − 1
2
(ΘxΘw +ΘyΘz)
)
ν. (5.64)
Note that eA0
′ ∧ e0′A can be replaced by dx ∧ dy in the second Lagrangian as it is multiplied by dw ∧ dz.
If the field equations are assumed, the variation of these Lagrangians will yield only a boundary term.
Starting with the first equation, this defines a potential one-form P on the solution space S and hence a
symplectic structure Ω = dP on S. Starting with the second we find a symplectic structure with the same
expression on perturbations δΘ as we had for δΩ. However, since their relation to perturbations of the
hyper-Ka¨hler structure are different, they define different symplectic structures on S. These are related
by the recursion operator since we have R2δΩ = δΘ from above. In order to see that these structures yield
the usual bi-Hamiltonian framework, we will need to show that these symplectic structures are compatible
with the recursion operator in the sense that Ω(Rφ, φ′) = Ω(φ,Rφ′).
We shall demonstrate this using the first heavenly formulation which is easier as one can use identities
from Ka¨hler geometry. (The derivation of the symplectic structure from the second Lagrangian will be
done in coordinates, since the useful relation between the Hodge star and the Ka¨hler structure is missing
in this case.)
Proposition 5.1 The symplectic form on the space of solutions S derived from the boundary term in the
variational principle for the first Lagrangian is
Ω(δ1Ω, δ2Ω) =
2
3
∫
δM
δ1Ω ∗ d(δ2Ω)− δ2Ω ∗ d(δ1Ω). (5.65)
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Proof. Varying (5.63) we obtain
δL = δΩ(ν − 1
3
(∂∂˜Ω)2)− 2
3
Ω∂∂˜Ω ∧ ∂∂˜δΩ = 2
3
∂∂˜Ω ∧ (δΩ∂∂˜Ω− Ω∂∂˜δΩ).
We use the identities d(∂ − ∂˜) = 2∂˜∂, ω ∧ J1d = ∂∂˜Ω ∧ (∂ − ∂˜) = ∗d and the field equation to obtain
δL = −1
3
∂∂˜Ω ∧ (δΩd(∂ − ∂˜)Ω− Ωd(∂ − ∂˜)δΩ)
=
1
3
dA(δΩ) − 1
3
∂∂˜Ω(− ∗ ∂∂˜Ω(∂ − ∂˜)δΩ(∂ − ∂˜)Ω + ∗∂∂˜Ω(∂ − ∂˜)Ω(∂ − ∂˜)δΩ)
=
1
3
dA(δΩ) where A(δΩ) = Ω ∗ dδΩ− δΩ ∗ dΩ.
Define the one form on S
P =
∫
δM
A(δΩ).
The symplectic structure Ω is the (functional) exterior derivative of P
Ω(δ1Ω, δ2Ω) = δ1(P (δ2Ω))− δ2(P (δ1Ω))− P ([δ1Ω, δ2Ω])
=
2
3
∫
δM
δ1Ω ∗ d(δ2Ω)− δ2Ω ∗ d(δ1Ω). ✷
Thus Ω coincides with the symplectic form on the solution space to the wave equation on the ASD
vacuum background.
The existence of the recursion operator allows the construction of an infinite sequence of symplectic
structures. The key property we need is the following
Proposition 5.2 Let φ, φ′ ∈ Wg and let Ω be given by (5.65). Then
Ω(Rφ, φ′) = Ω(φ, Rφ′). (5.66)
We first prove a technical lemma:
Lemma 5.3 The following identities hold
ω ∧ ∂φ = −α ∧ ∂˜Rφ, ω ∧ ∂2φ = α˜ ∧ ∂2Rφ, (5.67)
ω ∧ ∂2Rφ = −α ∧ ∂0φ, ω ∧ ∂˜Rφ = α˜ ∧ ∂φ.
Proof. From the definitions of ΣA
′B′ and ∂B
′
A′ it follows that
ΣA
′B′ ∧ ∂C′D′ = ΣA
′[B′ ∧ ∂C′]D′ (5.68)
(recall that ∂B
′
A′ = e
AB′ ⊗ ∂AA′) which yields
ω ∧ ∂˜ = α˜ ∧ ∂2, ω ∧ ∂ = −α ∧ ∂0,
ω ∧ ∂0 = α˜ ∧ ∂, ω ∧ ∂2 = −α ∧ ∂2, α ∧ ∂ = α˜ ∧ ∂˜ = 0.
Multiplying (3.28) by combinations of spin co-frame we get an equivalent definition of the recursion
operator
∂A
′
1′ φ = ∂
A′
0′ Rφ (5.69)
which is equivalent to ∂φ = ∂2Rφ or φ = ∂˜Rφ. These formulae give the desired result.
✷
Proof of Proposition 5.2. The proof uses a (formal) application of Stokes’ theorem:
Ω(φ, φ′) =
∫
δM
φ ∗ dφ′ − φ′ ∗ dφ
=
∫
δM
ω ∧ (φ∂φ′ − φ∂˜φ′ − φ′∂φ+ φ′∂˜φ) =
∫
δM
ω ∧ (φdφ′ + φ′dφ′ − 2φ∂˜φ′ − 2φ′∂φ)
= −2
∫
δM
ω ∧ (φ∂˜φ′ + φ′∂φ) = 2
∫
δM
ω ∧ (φ′∂˜φ+ φ∂φ′).
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From (5.70) and from (5.67) we have
Ω(φ, Rφ′) = −
∫
δM
ω ∧ (φ∂˜Rφ′ +Rφ′∂φ) = −
∫
δM
φ∂φ′ ∧ α˜+
∫
δM
Rφ′∂˜Rφ ∧ α
and analogously
Ω(Rφ, φ′) =
∫
δM
φ′∂φ ∧ α˜−
∫
δM
Rφ∂˜Rφ′ ∧ α.
Equality (5.66) is achieved by subtracting the integral of d(φφ′)∧ α˜− d(RφRφ′)∧α and applying Stokes’
theorem.
✷
This property guarantees that the bilinear forms
Ωk(φ, φ′) ≡ Ω(Rkφ, φ′) (5.70)
are skew. Furthermore they are symplectic and lead to the bi-Hamiltonian formulation. In this context
formula (5.66) and the closure condition for Ωk are an algebraic consequence of the fact that R comes
from two Poisson structures. Using the theory of bi-Hamiltonian systems one can now go on to prove
that the flows constructed by application of R to some standard flow commute.
To develop the bi-Hamiltonian theory, we would like to write the heavenly equations in Hamiltonian
form. However the Legendre transform becomes singular for the coordinate flows associated to the co-
ordinates we have chosen since they are, at least in the Minkowski space limit, null coordinates. One
possibility is to develop a Hamiltonian formalism based on such null hyper-surfaces. We shall adopt a
different approach and reformulate the second heavenly equation as a first order system.
Define φ := −Θx and formally rewrite the second heavenly equation (2.22) as
∂wφ = R(∂yφ) where R = (∂z + {φ, ...}yx) ◦ ∂x−1 = ∇11′ ◦ ∇10′−1. (5.71)
It is therefore a conjugated operator R (defined by (3.29)), acting on solutions to the zero-rest-mass
equations, and plays the role of the recursion operator. Flows of the sub-hierarchy [L1, L0j] = 0 are
∂tjφ = Rj∂yφ
and the Hamiltonian for the first nontrivial flow is
H1 =
∫
φ2
2
dx ∧ dy ∧ dz.
Higher Hamiltonians Hn can in principle be constructed using the operator R. However, we have not
developed explicit formulae for these Hn.
5.1 A local bi-Hamiltonian form for the hierarchy
To end this section, we express the equations of the second heavenly hierarchy (4.49) in a compact
form, and then write it as a (formal) bi-Hamiltonian system on the spin bundle. This will be a rather
different framework from that given above in that the Hamiltonian structure will in effect be local to
the xA0 plane as opposed to a field theoretic formulation—it is the gravitational analogue of that given
for the Bogomolny equations in [19] except that no symmetries are required here (in effect because ASD
gravity can be expressed as ASD Yang-Mills with two symmetries but with gauge group the group of area
preserving diffeomorphisms). This formulation is therefore presented merely as a curiousity.
Define the jth truncation of ωA to be
ωAj = −xA0 +
j∑
m=1
λm∂Am−1Θ ,
where ∂Ai = εAB∂/∂xBi. (Note that this is truncated at both ends, although the truncation at the lower
end and multiplication by a power of λ is inessential.)
Lemma 5.4 The truncated heavenly hierarchy is equivalent to
∂Bj ωA(λ) = {ωA(λ), λ−jωBj(λ)}yx. (5.72)
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Proof. First observe that one can sum the Lax system to obtain
−
j−1∑
i=0
λiLAi = λ
j∂Aj +
j−1∑
i=0
λi+1εCD∂C0∂AiΘ∂D0 − ∂A0
= λj∂Aj + {ωAj , ·}yx
where {f, ·}yx = εCD∂C0f∂D0.
Thus, since LAiω
A = 0, we have
∂Bjω
A = −λ−j{ωBj , ωA}
which yields the desired answer.
✷
For the remainder of this section, we shall fix the values of the spinor indices to be A = 0 and B = 1. Set
∂j := ∂1j , Ψ := ω
0, and ψj := ω1j .
Equation (5.72) takes the form
∂jΨ(λ) = {Ψ(λ), λ−jψj(λ)}yx
which we rewrite as
∂jΨ = D δhj
δΨ
. (5.73)
Here D := {Ψ(λ), ...}yx =
∑
∞
i=0Dmλm is λ-dependent Poisson structure, D0 = ∂x and Dm = [∂m−1, V ] =
D0m − ∂0m for m > 0.
The Hamiltonians are
hj(λ) = λ
−jψj(λ)Ψ(λ).
6 Outlook - examples with higher symmetries
This section motivates the study of solutions to heavenly equations which are invariant under some hidden
symmetries, e.g. along the higher flows. More generally, one can consider solutions to the hyper-Ka¨hler
equations without symmetries, but whose hierarchies do admit symmetries.
In a subsequent paper we shall give a general construction of such metrics based on a generalisation of
[30]. We consider the case in which the twistor spaces have a globally defined twistor function homogeneous
of degree n+1. This implies that the metric admits a Killing spinor (some solutions with this property are
given by [7]). Global sections Q ∈ H0(CP1,O(n+1)) on non-deformed twistor space µ : PT −→ CP1 will
be classified and Q-preserving deformations of the complex structure of a neighbourhood of an O(1)⊕O(1)
section of µ will be studied. The cohomology classes determining the deformation will depend on the fibre
coordinates of µ only via Q. The canonical forms of patching functions can be derived to give explicit
solutions to anti-self-dual ASD vacuum Einstein equation.
There are also further details of the bi-Hamiltonian structure that could usefully be clarified.
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