Abstract. We prove that any Parseval wavelet frame is the projection of an orthonormal wavelet basis for a representation of the Baumslag-Solitar group
Introduction
An orthonormal wavelet in L 2 (R) is a function ψ ∈ L 2 (R) with the property that (1.1) {2 j/2 ψ(2 j · −k) | j ∈ Z, k ∈ Z} is an orthonormal basis for L 2 (R). The theory of wavelets has found numerous applications in a variety of areas such as signal processing, image compression and numerical analysis [Dau92, Mal98, BJ02] . The geometry of orthonormal wavelets is fairly well understood [GHS + 03, HST07, ILP98, PSWX03, Spe99, Con98] . The main technique used in the study of orthonormal wavelets is the multiresolution analysis (MRA) introduced by Mallat and Meyer [Dau92, BJ02] and its generalizations [BMM99, BCM02, BJMP05] .
A function ψ is called a Parseval wavelet if the family in (1.1) is a Parseval frame for L 2 (R). A Parseval frame for a Hilbert space H is a family {e i | i ∈ I} of vectors in H that satisfies the Parseval identity
Parseval wavelets are more flexible than their orthogonal counterparts. They can have a certain degree of symmetry, which is advantageous in applications [Dau92] . The redundancy in the associated basis decompositions can be useful in compression problems. However, since the Parseval wavelets are not orthogonal, they can have complicated correlations, and the multiresolution techniques cannot be applied. In this paper we will prove that Parseval wavelets can be obtained from orthonormal wavelets by Hilbert space dilations and projections, and therefore one can use multiresolutions in this case too. There is a very general result linking orthonormal bases to Parseval frames [HL00] , which says that every Parseval frame is a projection of an orthonormal basis. More precisely, if {e i | i ∈ I} is a Parseval frame for a Hilbert space H, then there exists a bigger Hilbert spaceH ⊃ H and an orthonormal basis {ẽ i | i ∈ I} for H such that P Hẽi = e i for all i ∈ I, where P H is the orthogonal projection onto the subspace H. We say that the Parseval frame {e i | i ∈ I} can be dilated to the orthonormal basis {ẽ i | i ∈ I}, or that {ẽ i | i ∈ I} is an orthonormal dilation of the Parseval frame {e i | i ∈ I}. We call {(1H − P H )ẽ i | i ∈ I} a complementary frame for {e i | i ∈ I}.
Then a natural question is: if the Parseval frame {e i | i ∈ I} has some additional structure can we dilate it to an orthonormal basis that shares similar properties? In the case of frames generated by actions groups or for Gabor frames, the answer is positive [HL00] . For Parseval wavelets there are some dilation results in the literature [HL00, GH05, BDP05] which apply to some particular classes of wavelets. In this paper we give a complete solution for the general case and prove that the affine structure attached to the wavelet basis can be preserved under orthonormal dilations (Theorem 2.6).
To formulate the question more explicitly, let us express the family in (1.1) in terms of the action of unitary operators. In L 2 (R) we consider two unitary operators: the translation operator T 0 , and the dilation operator
Then the family in (1.1) is (1.2) {U Any representation of the Baumslag-Solitar group BS(1, 2) is in fact given by two unitary operators U and T on some Hilbert space H, that satisfy the relation U T U −1 = T 2 . While the Baumslag-Solitar group appears to be quite simple, this can be deceiving, there are several extremely interesting results about it in the literature which reveal surprising properties. The BaumslagSolitar group is of independent interest in combinatorial topology and operator algebras. In [MV00] the authors compute the spectrum of the Markov operator associated to this group, basing their result on the Generalized Riemann Hypothesis! In [FM98, FM99] these groups are shown to satisfy some rigidity properties, and at the same time they are not lattices in Lie groups. Definition 1.1. Let {U, T } be a representation of the Baumslag-Solitar group BS(1, 2) on a Hilbert space H. We call a vector ψ ∈ H a Parseval (orthonormal) wavelet for this representation, if
is a Parseval frame (orthonormal basis) for H.
To distinguish between the two levels, the initial problem, and the extended version for the dilated Hilbert space, we use the name "super-representation" for the latter. In the Parseval-wavelet case, the dilated version acquires the orthonormal structure, while still preserving the affine scaling relations dictated by the Baumslag-Solitar group. Definition 1.2. Let {Ũ ,T }, {U, T } be representations of the group BS(1, 2) on the Hilbert spacesH and H respectively. We say that {U, T } is a subrepresentation of {Ũ ,T } if H ⊂H, the projection P H onto the subspace H commutes withŨ andT and P HŨ P H = U , P HT P H = T . We will also say that {Ũ ,T } is a super-representation of {U, T }.
Now we can formulate our question more precisely:
Question. (Dilations of Parseval wavelets) Let ψ be a Parseval wavelet for a representation {U, T } of the group BS(1, 2) on a Hilbert space H. Does there exist a representation {Ũ ,T } of BS(1, 2) on a bigger spaceH ⊃ H and a vectorψ ∈H such that {U, T } is a subrepresentation of {Ũ ,T },ψ is an orthonormal wavelet for {Ũ ,T }, and P Hψ = ψ? P H is the orthogonal projection onto the subspace H.
We will give a positive answer to our Question in Theorem 2.6: any Parseval wavelet can be dilated to an orthonormal wavelet.
The results from [HL00, Dut04] cannot be applied directly because the family in (1.2) does not involve the entire group BS(1, 2), but only a subset of it, namely the elements of the form u j t k with j, k ∈ Z. Our construction of orthonormal dilations will be based on the general theory of Hilbert spaces built out of positive definite functions. This is essentially contained in Theorem 2.1. Since seminal papers by Krein and Rudin, the problem of finding a positive extension for a positive definite map from a subset to the entire group is known to be notoriously difficult, few results are available, each for a very particular case, see [Kre40, Rud63, Sas87, BN00, Jor89, Jor90, Jor91]. Theorem 2.1 adds one to the list: a positive definite map on the subset of BS(1, 2) determined by the wavelet family in (1.2) can be extended to the whole group BS(1, 2).
There are several abstract precursors to our extension problems. These include: unitary dilation of isometries, Stinespring dilations in operator algebras, or Naimark dilations for operator valued measures. However, these earlier results lack computational detail. Our results in Section 3 identify the right abstract models and provide algorithms for the computation of the orthogonal dilation. We do not have a complete answer to this question; nevertheless, we are be able to construct a concrete orthonormal dilation in the special case of Parseval wavelet sets, which has the advantage that preserves the multiresolution structure. We believe that our results can be extended to more complicated Parseval wavelets. We offer a computational correspondence between two seemingly unrelated areas, representations of the Baumslag-Solitar group on the one hand, and on the other a formula for the geometry and for invariants of wavelet sets (sections 3 and 4).
Question. (Explicit dilations) Let ψ be a Parseval wavelet for
We recall some of the concrete dilation results in the literature. A wavelet set is a wavelet ψ such that its Fourier transformψ is a characteristic function. In [HL00, GH05] many examples of Parseval wavelet sets are provided where the orthonormal dilation lies in the space L 2 (R) ⊕ · · · ⊕ L 2 (R) with the representation of the group BS(1, 2) given by a simple amplification of the representation
There is one issue with this representation, as shown in [HL00] : it does not have orthogonal multiresolution wavelets. Therefore if we start from a multiresolution Parseval wavelet in L 2 (R), and we want to dilate it to an orthonormal wavelet in such a way that this super-wavelet comes also from a multiresolution, then we have to look somewhere else, and replace the amplification with another representation.
An answer to this problem can be found in [BDP05] . We illustrate it by a classical example: the stretched Haar wavelet ψ = (1 + e 2πi3x ) and scaling function ϕ = 1 3 χ [0,3) (see [Dau92, BJ02] ). In [BDP05] it was shown that, in order to construct the orthonormal dilation wavelet that preserves the multiresolution, one has to consider the representation of
The dilated orthonormal wavelet isψ = (ψ, ψ, ψ).
This is a multiresolution wavelet that has the associated scaling functionφ = (ϕ, ϕ, ϕ). The theory in [BDP05] shows that this procedure works in a more general case, e.g. when ψ is a compactly supported multiresolution Parseval frame. Then the orthonormal dilation can be realized in a similar "twisted" amplification of the representation of the group BS(1, 2) in L 2 (R). One difficulty of the theory in [BDP05] is that it requires the low-pass filter to have a finite number of zeros, and therefore, it cannot be used for Parseval wavelet sets. In section 3 we will construct orthonormal dilations in the very special case of multiresolution Parseval wavelet sets, and show that even in this particular case there are interesting connections to symbolic dynamics. We will show that the orthonormal dilations * , DEGUANG HAN, GABRIEL PICIOROAGA, AND QIYU SUN are by no means unique, and in Proposition 2.8 we prove that, when the Parseval wavelet is semi-orthogonal, the dilation can be realized in a subrepresentation of
Here is the summary of the paper: in Section 2 we analyze Parseval wavelets for abstract representations of the group BS(1, 2). We show that every Parseval wavelet can be dilated to an orthogonal wavelet (Theorem 2.6). This is based on the fact that positive definite maps on the subset of the group BS(1, 2) can be extended to a positive definite map on the entire group (Theorem 2.1). We prove that if the Parseval wavelet is semiorthogonal, then we have a concrete form of this orthonormal dilation, explicitly, the Parseval wavelet has a complementary wavelet in a subspace of L 2 (R) (Proposition 2.8). In Section 3 we shift our focus to MRA Parseval wavelet sets in L 2 (R) and we give a concrete form of an orthonormal dilation (Theorem 3.14). This requires several steps: in Section 3.1 we show how a low-pass filter and scaling function can be constructed for a MRA Parseval wavelet set. The low-pass filter is then used in Section 3.2 to construct a representation of the BS(1, 2) on a symbolic space. This representation will contain the orthonormal dilation. In Section 3.3 we show how the classical representation on L 2 (R) can be embedded in this representation. Section 3.4 contains our dilation result for Parseval wavelet sets. Theorem 3.14 provides the concrete orthonormal dilation for a Parseval wavelet sets which preserves the multiresolution structure. In Section 3.5 we show that, under certain assumptions on the low-pass filter, the dilated representation of Section 3.2 is in fact the same as the one used in [BDP05] , of the type we mentioned above for the stretched Haar wavelet. The representation is based on cyclic orbits for the associated symbolic dynamics.
In the final section of the paper we give some concrete examples of orthonormal dilations of Parseval wavelet sets. In ] in a different representation, thus proving that the orthonormal dilation is not unique. Example 4.5 proves that, in some cases, the cycles are not sufficient to describe the orthonormal dilation, therefore the results of Section 3.5 do not give a complete picture of the possible representations of Theorem 3.14. In Example 4.7 we prove that if a is small enough, the Parseval wavelet set in Example 4.1 has infinitely many non-isomorphic orthonormal dilations.
General dilations of Parseval wavelets
We want to construct an orthonormal dilation of a Parseval wavelet. For this we will first construct a certain positive definite map, following the ideas in [Dut04] . Recall that a map K : X × X → C is said to be positive definite if for all finite sets F ⊂ X and any x i ∈ X, ξ i ∈ C, with i ∈ F one has i,j∈F
From the positive definite map K, one can construct a Hilbert space and a family of vectors that have the inner products determined by K. Then the crucial point is to construct the unitary operators U and T and a ψ such that this family of vectors is equal to {U j T k ψ | j, k ∈ Z} and such that the relation
Theorem 2.1. Let K : Z 2 × Z 2 → C be positive definite, and assume that the following conditions are satisfied:
Then there exists a Hilbert space H, a representation U , T of the Baumslag-Solitar group BS(1, 2), and a vector ψ ∈ H such that
and span{U
Remark 2.2. Before we give the proof of this theorem, let us explain where the relations (2.1) and (2.2) come from. If U, T is a representation of the Baumslag-Solitar group BS(1, 2) on a Hilbert space H and ψ ∈ H, then a simple computation that uses the fact that U and T are unitary and
satisfies (2.1) and (2.2), and it is of course positive definite.
Proof. Using Kolmogorov's result mentioned in [Dut04, Theorem 2.2], we obtain a Hilbert space H and a map v :
Define the operator U on H, by U v(j, k) = v(j + 1, k) for all j, k ∈ Z, and extend linearly. Then we claim that U is a unitary operator.
Indeed, we have for all finite subsets F of Z 2 and α j,k ∈ C:
and using (2.1),
This shows that U is an isometry, and since span{v(j + 1,
and using (2.2),
This proves that T 0 is an isometry. Clearly T 0Ṽ0 =Ṽ 0 and
We will need the following lemma, which can be easily obtained by an application of Borel functional calculus: Now define T 1 :W 1 →W 1 as follows: the operator U T 0 U −1 is unitary onW 1 , so by Lemma 2.3, there exists a unitary operator T 1 onW 1 such that T 2 1 = U T 0 U −1 . By induction, we use Lemma 2.3 to define the unitary operator T l onW l such that T 2 l = U T l−1 U −1 . Now we can define the unitary operator T on H such that T onṼ 0 is T 0 , and T onW l is T l for all l ≥ 1. We check that U T U −1 = T 2 . First, onṼ 0 : take j ≤ 0, k ∈ Z.
and everything follows.
To construct the orthonormal dilation of the Parseval wavelet and the associated representation of the Baumslag-Solitar group, we will find what the positive definite map associated to the "complement" should be. If {e i | i ∈ I} is a Parseval frame and {ẽ i | i ∈ I} is an orthonormal dilation, then the complement is {ẽ i − e i | i ∈ I}, so the positive definite map associated to the complement is K 2 (i, j) = ẽ i − e i ,ẽ j − e j = δ i,j − e i , e j , for i, j ∈ I. (We used here the fact thatẽ i − e i is orthogonal to e j for all i, j ∈ I.)
Using the positive definite map of the complement, we can construct a "complementary" representation of the group BS(1, 2) and the complementary Parseval frame ψ 2 . The orthonormal dilation is then obtained by a direct sum of the two components. The details of these steps are contained in the following lemmas.
Lemma 2.4. If (f i ) i∈I is a Parseval frame for a Hilbert space H then, for all F ⊂ I finite and all
This implies that
Proof. By [HL00] there exist a Hilbert space K, K ⊃ H, and (e i ) i∈I an orthonormal basis for K, such that, if P is the projection onto H, then P e i = f i for all i ∈ I. Then
We check that K is positive definite:
Lemma 2.5. If (f i ) i∈I is a Parseval frame for H 1 and (g i ) i∈I are vectors that span
Proof. As in [HL00, Corollary 1.3], consider a strong complementary Parseval frame (g i ) i∈I , i.e., (f i ⊕g i ) i∈I is an orthonormal basis for H 1 ⊕H 2 , for some Hilbert spaceH 2 . Then
Clearly, W is an isometry and, since span{g i | i ∈ I} = H 2 , it follows that W is unitary, so (g i ) i∈I is also a Parseval frame.
With Lemma 2.4 and Lemma 2.5 the desired dilation result follows:
Theorem 2.6. Any Parseval wavelet can be dilated to an orthonormal wavelet. More precisely, let {U, T } be a representation of the Baumslag-Solitar group BS(1, 2) on some Hilbert space H. Let ψ be a Parseval wavelet for {U, T } on H. Then there exists a Hilbert space H 2 , a representation {U 2 , T 2 } of the group BS(1, 2), and a Parseval wavelet ψ 2 for {U 2 , T 2 } on H 2 , such that ψ ⊕ ψ 2 is an orthonormal wavelet for the representation of the group BS(1, 2) given by U ⊕ U 2 and T ⊕ T 2 on H ⊕ H 2 .
Then it is easy to check that K 2 satisfies (2.1) and (2.2). Lemma 2.4 shows that K 2 is positive definite. Therefore, by Theorem 2.1, there exists a Hilbert space H 2 , a representation {U 2 , T 2 } of the group BS(1, 2) and a vector ψ 2 ∈ H 2 such that span{U
Then the conclusions follow from Lemma 2.5.
We end this section with a more concrete result which shows that when the Parseval wavelet is semiorthogonal we have a more precise description of the orthonormal dilation.
Recall the definition of a semi-orthogonal wavelet:
Definition 2.7. Let ψ be a Parseval wavelet in some Hilbert space H with the representation {U, T } of the group BS(1, 2). We say that ψ is semi-orthogonal if
We will use the notationÛ 0 = F U 0 F −1 ,T 0 = F T 0 F −1 , where F is the Fourier transform on R, 
Proof. Since ψ is a semi-orthogonal Parseval wavelet, {T k ψ | k ∈ Z} is a Parseval frame for its span W 0 . By [HL00] , there exists an isomorphism W :
Wf (x) for all x ∈ [0, 1), k ∈ Z, and f ∈ W 0 . By [DL96] , there exists a wavelet setψ 1 = χ G forĽ 2 (Ω), and this means that the disjoint union ∪ j∈Z 2 j G = Ω and G is translation congruent to [0, 1), i.e., τ : x → 2x mod 1 maps G injectively onto [0, 1). Then G has a subset F which is translation congruent to [0, 1) \ E. Of course the sets 2 j F will be mutually disjoint for j ∈ Z. We denote by
. Moreover, we have, using the isomorphism W and the Fourier transform, for k ∈ Z:
and, since F is translation congruent to [0, 1) \ E, (i.e., τ is injective on E)
The fact that the sets 2 j F are mutually disjoint implies thatÛ
Since ψ is semi-orthogonal, the same relation holds for ψ, hence it will hold for ψ ⊕ ψ 2 . Consequently,
is an orthonormal family. Since ψ and ψ 2 are both Parseval wavelets, it follows using [HL00, Proposition 2.5] that ψ ⊕ ψ 2 is an orthonormal wavelet for H ⊕Ľ 2 (Ω ′ ).
Dilation of MRA Parseval wavelet sets
We focus now on orthonormal dilations of Parseval wavelet sets. Recall that a Parseval (orthonormal) wavelet set is a Parseval (orthonormal) wavelet ψ in L 2 (R) such thatψ = χ P for some subset P of R.f denotes the Fourier transform of the function f ∈ L 1 (R):
We restrict our attention to MRA Parseval wavelet sets; we characterize them in Proposition 3.5, and we construct the associated scaling function and low-pass filter. We will see that an orthonormal dilation of a Parseval wavelet set can be realized on a symbolic space, and its precise structure is determined by certain symbolic dynamics (Theorem 3.14). The advantage of this type of orthonormal dilation over the one in Proposition 2.8 is that the multiresolution structure is preserved too. We begin with some definitions.
Definition 3.1. The periodization of a function f on R is
If A is a subset of R, we denote by Per(A) := ∪ k∈Z (A + k).
Definition 3.2. We will need the following maps
Note that s(s(x)) = x for all x ∈ [0, 1). The Parseval wavelet sets are characterized by the following tiling properties:
R). Then ψ is a Parseval wavelet set if and only if P is a multiplicative tile, i.e., {2
j P | j ∈ Z} is a partition of R up to measure zero, and P is translation simple.
3.1. The scaling function and low-pass filter associated to an MRA Parseval wavelet set. In the next proposition we show how a scaling function and a low-pass filter can be constructed for a MRA wavelet set. For more information on multiresolution analyses see [Dau92] . The wavelet is completely determined by the low-pass filter m 0 = Per(χ M ): the Fourier transform of the scaling function is an infinite product based on m 0 (Proposition 3.16), and the wavelet can be obtained from the scaling function by some dilation and translation operations. The orthonormal dilation of the wavelet will be based on the low-pass filter. The function m 0 will "filter" some symbolic paths, and the dilation will be realized on the set of all the filtered paths.
Then (3.1)φ = χ F , with F = ∪ j≥1 2 −j P, and F ⊂ 2F, P = 2F \ F. 
Assume in addition that
and m 0 satisfies the QMF condition
Also m 0 and ϕ satisfy the conditions in Proposition 3.16. Moreover, in this case,
i.e., 1 − m 0 is a high-pass filter.
Definition 3.6. Ifψ = χ P is a Parseval wavelet set such that the set F defined in (3.1) is translation simple, we say thatψ is an MRA Parseval wavelet set.
Proof. The relations in (3.1) follow directly from the fact that P is a multiplicative tile (Proposition 3.4), therefore the union F = ∪ j≥1 2 −j P is disjoint. Assume now F is translation simple, so τ is injective on F . Then τ (P/2) = τ (F \ F/2) = τ (F ) \ τ (F/2). Since F is translation simple, F/2 is 1 2 Z-translation simple, so τ (F/2) cannot contain both x and s(x) at the same time (x ∈ [0, 1)). The same argument works for τ (P/2).
Now take
Since τ (F ) \ τ (F/2) = τ (P/2) is translation simple it follows that C ∩ (τ (F ) \ τ (F/2)) = ∅ and C is s-simple. Moreover C ∪τ (F/2) is s-simple, because C and τ (F/2) are s-simple, and if
) and we use the same idea. Since C ∪ τ (F/2) is s-simple, we can complete it to an s-tile, i.e., there exists a set 
Note that M is disjoint from τ (F ) \ τ (F/2). Indeed, C and τ (F/2) are disjoint from this set, and if 
Since τ is injective on F , we get x ∈ F/2 soφ(2x) = 1.
Conversely, ifφ(2x) = 1 then x ∈ F/2 so τ (x) ∈ M and x ∈ F , hence m 0 (x)φ(x) = 1. From (3.2),
Since ψ is a Parseval wavelet for L 2 (R), ∪ j∈Z 2 j P = R almost everywhere, so condition (ii) in Proposition 3.16 is satisfied.
3.2. The dilated representation of the Baumslag-Solitar group. Proposition 3.5 and its proof shows us how to construct the low-pass filter m 0 = Per(χ M ) associated to our Parseval wavelet setψ = χ P . The next step is to construct the representation of the Baumslag-Solitar group BS(1, 2) that will contain the dilated orthonormal wavelet. This representation will be supported on a subset of [0, 1) × Ω where Ω is the symbolic space Ω := {0, 1}
The subset will be determined by the filter m 0 . For x ∈ [0, 1), we define ω x ∈ {0, 1} such that τ ωx (r(x)) = x. Clearly ω τ k x = k for k ∈ {0, 1}.
Definition 3.8. Let m 0 = χ M be a QMF filter. Let x ∈ [0, 1) and ω ∈ {0, 1}. We say that the transition
For each x ∈ [0, 1), because of the QMF equation (3.3), only one of the transitions x → τ 0 x, or x → τ 1 x is possible. Let ω 1 ∈ {0, 1} the digit corresponding to this transition. Then for τ ω1 x only one of the transitions τ ω1 x → τ 0 τ ω1 x or τ ω1 x → τ 1 τ ω1 x is possible. Let ω 2 ∈ {0, 1} be the digit corresponding to this transition. Inductively, there exists a unique ω n+1 ∈ {0, 1} such that the transition τ ωn . . . τ ω1 x → τ ωn+1 τ ωn . . . τ ω1 x is possible.
We define ω(x) := ω 1 ω 2 · · · ∈ Ω to be the chosen path for x.
Note that for all n ≥ 1, ω(x) = ω 1 . . . ω n ω(τ ωn . . . τ ω1 x).
Remark 3.9. In [CR90] a random walk is defined from a low-pass filter m 0 on [0, 1) with |m 0 (x/2)| 2 + |m 0 ((x + 1)/2)| 2 = 1. The function |m 0 | 2 is interpreted as a transition probability. The transition from x to τ i x is possible with probability |m 0 (τ i x)| 2 if m 0 (τ i x) > 0. We use the same terminology here, however in our case, since m 0 = Per(χ M ), the walk is actually deterministic. * , DEGUANG HAN, GABRIEL PICIOROAGA, AND QIYU SUN Definition 3.10. For x ∈ [0, 1) let
, for some η 1 , . . . , η n ∈ {0, 1}}.
Thus, the paths in A(x) start with some random steps η 1 , . . . , η n , but then follow the chosen path ω(τ ηn . . . τ η1 x).
Denote byX
The inverse ofr isr
Define the measure λ on [0, 1) × Ω by considering the counting measure on each A(x) and integrating these with respect to x on [0, 1):
f (x, ω) dx.
We define the operatorsT andŨ on L 2 (X(m 0 )) by:
We define the scaling function
Thus the setF defining the scaling function is obtained by picking exactly the chosen path at each point x ∈ [0, 1).
3.
3. An encoding of the real numbers. We want to realize our dilated representation as a superrepresentation of the one on L 2 (R). For this we will need to embed R in the symbolic space [0, 1) × Ω. This will be done by first establishing a one-to-one correspondence between the integers and infinite words that end in either 000 . . . or 111 . . . . This is the "two's complement" encoding system used in computer science, a fact remarked also in [Gun06] . For a more general analysis of this encoding see [DJP07] where it is proved that there are some obstructions when one wants to generalize these encodings to matrix-dilations. 
is a bijection between A 0 := {ω 1 . . . ω n 0 | ω 1 , . . . , ω n ∈ {0, 1}} and {k ∈ Z | k ≥ 0}. The map
is a bijection between A 1 := {ω 1 . . . ω n 1 | ω 1 , . . . , ω n ∈ {0, 1}} and {k ∈ Z | k < 0}. Moreover, for any ω ∈ A i , (i ∈ {0, 1}), and any x ∈ [0, 1),
Proof. The map d 0 corresponds to the base 2 representation of non-negative integers. Note that
. This shows that d 1 is also bijective. It is enough to prove (3.6) for n = 1, the rest follows by induction. This is obtained by a simple computation (after n steps, one has to use the fact that d 1 (1) = −1, and
By Proposition 3.11, d Z is a bijection.
For each x ∈ R define the encoding ǫ(x) ∈ [0, 1) × A Z as follows: x can be uniquely written as x = y + k with y ∈ [0, 1) and k ∈ Z, y := τ (x) = x mod 1, k = x − x mod 1. Then
Then E is an intertwining isomorphism, ET =T E, EÛ =ŨE.
Proof. First we check that E is an isometry. This follows from the next computation (for f ∈ L 2 (R)):
Clearly E is invertible, so it is an isomorphism. The fact that E intertwines the T -operators is easy. For the U operators, one only needs to prove that for x ∈ [0, 1) and
which follows directly from (3.6) applied to r(x).
Main result. We can state now the main dilation result of this section:
Theorem 3.14. The operatorsT andŨ defined in Definition 3.10 are unitary andŨTŨ
) commutes withŨ andT if and only if P is an operator of multiplication by the characteristic function of anr-invariant set, i.e., P f
Letφ = χF as in (3.5). The translates ofφ are orthonormal:
The scaling equation is satisfied:
Thenψ is an orthonormal wavelet for L 2 (X(m 0 )). Suppose now thatψ = χ P is an MRA Parseval wavelet set in R and let m 0 = Per(χ M ) be the associated QMF filter, andφ = χ F be the associated scaling function, as in Proposition 3.5. Then [0, 1) × A Z is anrinvariant subset ofX(m 0 ). Letψ be the orthonormal wavelet for L 2 (X(m 0 )) and let P R be the corresponding projection P R = M χ [0,1)×A Z . Then
Proof. The operatorT is a multiplication by e 2πix so it is unitary. To see thatŨ is unitary we need the following 
Using equation (3.10) we have:
f (x, ω) dx, and, for the last equality, we used the fact that A(x) is the disjoint union
This proves (3.9). Equation (3.9) shows thatŨ is an isometry and sincer is bijective and the setX(m 0 ) is invariant under r, the operator U is unitary.
The relationŨTŨ −1 =T 2 is obtained by an easy computation. Let W be a projection that commutes withŨ andT . Then W commutes with k a kT k . So it must commute with all operators of multiplication by functions that depend only on x, M g f (x, ω) = g(x)f (x, ω). Then W commutes with operators of the formŨ −n M gŨ n , n ∈ N, but these are operators of multiplication by g •r −n , i.e., operators of multiplication by functions which depend only on x and ω 1 , . . . , ω n . The SOTclosure of these operators is the algebra of all multiplication operators on L 2 (X(m 0 )). But this is a maximal abelian algebra, so W must be contained in it. Thus W is a multiplication operator W = M f . Since W is a projection, f is a characteristic function f = χ S . Since W commutes withŨ , the set S isr-invariant.
The orthogonality of the translates ofφ is trivial. The scaling equation follows from the following equality:
Notice thatṼ 0 consists of all the functions supported onF . ThenṼ n consists of the functions supported onr nF for all n ∈ Z. We also haver −1F ⊂F , from the scaling equation. The definition of A(x) implies that ∪ n≥0r nF =X(m 0 ). This implies that the union of the subspacesṼ n is dense. To show that ∩ n V n = {0}, note that, using (3.9)
Therefore a function f in ∩V n is supported on a set of measure 0, so it has to be identically 0. Now let us consider the case of a MRA Parseval wavelet set. Proposition 3.16 shows that A(x) contains A Z for almost every x ∈ [0, 1). We have that
If x ∈ [0, 1) and ω ∈ A(x) ∩ A Z then the chosen path of x ends in 0, in which case we let i := 0, or 1, and in this case we let i := 1. Since ω is the chosen path of x, using equation (3.6), we have that
. . τ ω1 x) = 1. Therefore, sinceφ is the infinite product in Proposition 3.16, we obtain thatφ(x + d i (ω)) = 1 so (x, ω) ∈ ǫ(F ).
Conversely, if (x, ω) ∈ ǫ(F ), then x + d i (ω) is in F , where i is 0 if ω ends in 0 and i = 1 if ω ends in 1. So m 0 ((x + d i )/2 n ) = 1 and with equation (3.6), this shows that m 0 (τ ωn . . . τ ω1 x) = 1, which implies that ω is the chosen path of x. This proves (3.12). Since E and P R intertwine the representations, and since the relation betweenψ andφ is the same as the relation betweenψ andφ, it follows that P Rψ = Eψ.
The next proposition characterizes the density property of the multiresolution in terms of the chosen paths. It will tell us in which cases the orthonormal dilation contains L 2 (R) as a subrepresentation. 
The following affirmations are equivalent: 1 for all ω 1 , . . . , ω n ∈ {0, 1}.
For any x ∈ [0, 1) and any k ∈ Z we have m 0 ((x + k)/2 n ) = 1 for n big enough. Using the encoding in Corollary 3.11, we obtain that m 0 (τ . . , ω n and k big enough. Similarly with τ 1 . Using the encoding in Corollary 3.11, we obtain m 0 ((x + k)/2 n ) = 1 for all x ∈ [0, 1) and all k ∈ Z, and n big enough. But this implies that for all x ∈ R, x/2 n ∈ Per(M ) for n big enough, so x/2 p ∈ F for some p ≥ 1.
3.5. Cyclic paths. Our construction of the orthonormal dilation is based on finding the chosen paths. We will show that under some extra assumption on m 0 the chosen paths are eventually periodic, and the orthonormal dilation has a particularly simple form and can be realized on an orthogonal sum of copies of L 2 (R) just as in [BDP05] .
Definition 3.17. We call a set C := {θ 0 , . . . , θ p−1 } in [0, 1) a cycle corresponding to l 0 . . . l p−1 ∈ {0, 1} p , if τ l0 θ 0 = θ 1 , τ l1 θ 1 = θ 2 , . . . , τ lp−2 θ p−2 = θ p−1 and τ lp−1 θ p−1 = θ 0 .
We denote by l 0 . . . l p−1 the infinite word obtained by the infinite repetition of the finite word l 0 . .
We denote by Ω C the set of infinite words that end in l 0 . . . l p−1 , i.e.,
We define the encoding/decoding maps between eventually cyclic paths and integers as in [DJP07] .
Definition 3.18. Let C = {θ 0 , . . . , θ p−1 } be a cycle, Z p := {0, 1, . . . , p − 1}. Let T 0 and U 0 be the operators on L 2 (R) from (1.2). Define the following operators on L 2 (R × Z p ):
Note that equation (3.14) can be rewritten as
We define the decoding map j(ω) ), * , DEGUANG HAN, GABRIEL PICIOROAGA, AND QIYU SUN where j(ω) ∈ Z p and k(ω) ∈ Z are defined as follows: there is a unique j(ω) ∈ {0, . . . , p − 1} such that
There is a unique y ∈ [0, 1) and a k ∈ Z such that x − θ j = y + k.
We will associate to (k, j) a path ω ∈ Ω C . The way to define ω resembles the Euclidian algorithm. First we define the map R C : Z − C → Z − C, using a division with remainder: for a − θ j ∈ Z − θ j there is a unique R C (a − θ j ) ∈ Z − θ j+1 and d ∈ {0, 1} such that
(Note that we use here the notation θ j = θ j mod p .) Then, to define ω ∈ Ω C from k ∈ Z and j ∈ Z p , we iterate this division and keep the remainders: there is a unique ω 0 ∈ {0, 1} such that k − θ j = 2R C (k − θ j ) + ω 0 ; at the next step, there is a unique ω 1 ∈ {0, 1} such that
Using the decoding maps, one can embed the represenatation associated to a cycle into the representation of the group BS(1, 2) on the symbolic space L 2 ([0, 1) × Ω) defined in Section 3.2.
Theorem 3.20.
[DJP07] The map d C is bijective and 
The following affirmations are equivalent:
Proof. (i)⇒(ii) Since the set of finite words is countable, and since the maps τ ω and x → 2x mod 1 preserve sets of measure zero, we have that for a.e. x ∈ [0, 1), lim n→∞ m
. . τ ω1 x)) = 1 for all ω 1 , . . . , ω m ∈ {0, 1}. But this means that, if ω = ω 1 . . . ω m l 0 . . . l p−1 then m 0 (τ ωn . . . τ ω1 x) = 1 for n large enough. And this implies that if we choose n large, the chosen path of τ ωn . . . τ ω1 x is ω n+1 ω n+2 . . . . Thus any such ω is in A(x) which implies (ii)
(ii)⇒(iii) is clear from Theorem 3.20.
(iii)⇒(ii) We need a lemma:
Lemma 3.22. Let A be a map from [0, 1) to countable subsets of Ω. Assume that Proof. The sufficiency is immediate. Let W be an isometry between L 2 (X(A 1 )) to L 2 (X(A 2 )) that intertwines the representations. Then, proceeding as in the proof of Theorem 3.14, W must intertwine multiplication operators on the two spacesX(A 1 ) andX(A 2 ). ThereforeX(A 1 ) ∩X(A 2 ) cannot be empty and since W is an isometry we must haveX(A 1 ) ⊂X(A 2 ). The lemma follows.
Since π m0 contains π C , using Lemma 3.22, we have thatX(m 0 ) must contain [0, 1) × Ω C , and this implies (ii).
(ii)⇒(i) We have that for a.e. x ∈ [0, 1), ω 1 ω 2 · · · := l 0 . . . l p−1 is in A(x). So for some n, the chosen path of τ ωn . . . τ ω1 x is ω n+1 ω n+2 . . . . We make n bigger if necessary to have n of the form n = kp. But his implies that m 0 (τ l0 (τ lp−1 . . . τ l0 ) k x) = 1, m 0 (τ l1 τ l0 (τ lp−1 . . . τ l0 ) k x) = 1, and so on. Therefore m 
, we construct the following graph: the vertices are the intervals I i , i ∈ {1, . . . , q}. We have an edge from i to j if and only if j = j(i); moreover we label the edge from i to j(i) by ν(i). We call this the graph associated to the partition
(iii) For each cycle in the graph associated to the partition (I i ) q i=1 , let l 0 . . . l p−1 be the corresponding labels. We say that the cycle C associated to the word l 0 . . . l p−1 is a cycle associated to the partition
Theorem 3.24. Let m 0 = Per(χ M ) be a partitionable QMF filter, and let
length(C)-times .)
(ii) If in addition all cycles C associated to the partition
Proof. (i) We will show that for a.e. x ∈ [0, 1), A(x) ⊂ ∪Ω C where the union is done over all the cycles associated to the partition. Take x ∈ [0, 1), and let ω = ω 1 ω 2 . . . be its chosen path. Then τ ω1 x ∈ M , so there is some i 0 ∈ {1, . . . , q} such that τ ω1 x ∈ I i0 . Also τ ω2 τ ω1 x ∈ M , but, since τ ω1 x ∈ I i0 , this implies that τ ω2 τ ω1 x ∈ I j(i0) and ω 2 = ν(i 0 ). By induction, we obtain ω 3 = ν(j(i 0 )), . . . , ω n = ν(j n−2 (i 0 )), where j n = j • · · · • j, n times. Moreover, we have that τ ωn+1 . . . τ ω1 x ∈ I j n (i0) , so ν n (i 0 ) is the label for the edge between j n−1 (i 0 ) and j n (i 0 ). Since the graph is finite it is clear that this procedure will enter a cycle, i.e., the sequence j n (i 0 ) and ν n (i 0 ) are eventually periodic. The cycle is associated to the partition, and this proves that the chosen path ω of x is in one of the sets Ω C . From this it follows immediately that A(x) is contained in the union of the the sets Ω C . Then (i) follows, sinceX(m 0 ) is subset of ∪Ω C which is invariant underr.
(ii) We use Proposition 3.21. We have that all cycles associated to the partition are interior points for M . Let C = {θ 0 , . . . , θ p−1 } be such a cycle and let l 0 . . . l p−1 be the corresponding word. We have that (τ lp−1 . . . τ l0 ) n x converges to the fixed point of the map τ lp−1 . . . τ l0 which is θ 0 . Therefore m 0 ((τ lp−1 . . . τ l0 ) n x) = 1 for n large enough. Similarly for the other cyclic permutations l 1 . . . l p−1 l 0 and so on. This implies that m (p) 0 ((τ lp−1 . . . τ l0 ) n x) = 1 for n large enough, and with Proposition 3.21, we get (ii).
Examples
Example 4.1. Considerψ
] is a dilation tile, and translation simple, ψ is a Parseval wavelet. We want to use our theory to construct an orthonormal dilation. We will see that: First, we have to compute the associated scaling function and low-pass filter. By Proposition 3.5, we have that the scaling function isφ = χ F , with F = ∪ j≥1 2 −j P = [−a, a]. This set is translation simple. To construct the set M for the low-pass filter, we follow the procedure in the proof of Proposition 3.5. Recall τ (x) = x mod 1, s(x) = (x + 1/2) mod 1. We have
The set M must contain both sets τ (F/2) and C, and it must be disjoint from the sets s(C) and s(τ (F/2)). We are left with an "undecided zone", [a, 1/2 − a] ∪ [1/2 + a, 1 − a], where we must make a choice of a subset D with the property that |{x, s(x)} ∩ D| = 1 for all x in this zone. Note that s maps the two intervals of this zone into each other.
We pick here
Of course there are many other choices, and it would be interesting to see how these choices will affect the dilation.
Then we get that the support set for our low-pass filter is
Next we have to see what the chosen paths are. For this we find a partition subordinated to M . This is easy. The four intervals will give us this partition. Indeed we have that
Therefore we have the following cycles associated to the partition: 0, 1 (the occurence of these two cycles should be no surprise because our filter comes from a construction in R, where the low-pass condition on χ M implies that these cycles are present), and 10 (or 01). The cycle corresponding to 0 is 0, the one for 1 is 1, the cycle for 10 is c := { Since we have these cycles, our dilation will be constructed in the space [0, 1)×{ω ∈ Ω | ω ends in 0, 1 or 10}. Or equivalently, using the encoding/decoding, it can be done in R × { * , 0, 1}, where * will be the index for the L 2 (R)-component that we started from (corresponding to 0, 1), and the other two components {0, 1} will correspond to the cycle 10.
Next, we want to find what the dilated scaling functionφ = χF is, so we have to find the setF . Recall thatF = {(x, ω(x)) | x ∈ [0, 1)}, where ω(x) is the chosen path of x.
To determine the chosen path for a point x ∈ [0, 1) we actually need to find only the first digit, i.e., to find ω 1 ∈ {0, 1} such that τ ω1 x ∈ M , because once τ ω1 x is in M , we use the partition associated to M to see what the next digits of the chosen path are. Using this, and the fact that 0 < a < 1/4 we obtain:
Now that we have the chosen paths for each x in [0, 1) we use the decoding maps to see how the setF is mapped inside R × { * , 0, 1}. . This is to be expected, of course, since that was our objective: to dilate the wavelet and scaling function that we started with, so the * component of the scaling function χF should be χ F . Similarly for the wavelet ψ. On [a, 1, 2x 1 mod 1, 2x 0 mod 1 ) . The support set of the dilated wavelet isP = α(F ) \F . We have α(
Finally the dilated orthonormal wavelet is 2 then x = 0 or x = 1.) And if for some x ∈ I and some n ≥ 2 we have |τ ηn . . . τ η1 x − 1 2 | < ε, then |τ ηn−1 . . . τ η1 x + ω n − 1| < 2ε so τ ηn−1 . . . τ η1 x has to be close to either 0 or 1, which contradicts the previous statement.
Since S is s-simple and has positive distance to {0, 1 2 , 1}, we can construct an M which contains S and some intervals around 0 and 1 such that M is the support of a QMF filter.
If we take x ∈ I, then τ ηn . . . τ η1 x ∈ S ⊂ M , so the chosen path is ω(x) = η.
Example 4.7. In this example, we consider the following question: in how many ways can a Parseval wavelet set be dilated? Of course, if we look at the way the low-pass filter is constructed from an MRA Parseval wavelet set, we see that there are infinitely many ways of doing that, by choosing different sets D as in the proof of Proposition 3.5. But we would like the representations of the group BS(1, 2) to be different. Sure, they will have the common subrepresentation on L 2 (R), but can the complementary representations be different? The answer is again yes, and we have that Recall the notation (base two expansion): .a 1 a 2 . . . a n := 1 2 a 1 + 1 2 2 a 2 + · · · + 1 2 n a n , and for infinite words .a 1 a 2 · · · := n≥1 1 2 n a n . The Euclidian order on [0, 1) becomes the lexicographical order on the base 2 expansions, i.e., .a 1 a 2 · · · < .b 1 b 2 . . . iff for some n ≥ 0, a 1 = b 1 , . . . , a n = b n and a n+1 < b n+1 (there is the exception of dyadic numbers like 1 2 = .10 = .01, but these can be treated similarly). Let 0 < a < .0001 and consider the wavelet set in Example 4.1,
We will construct infinitely many low-pass filters m 0 = Per(χ M ) associated to this wavelet set, in such a way that their corresponding representations are distinct, and actually have only L 2 (R) as the common subrepresentation.
From Example 4.1, we know that such a set M must contain I := [0, We have to complete the set I with a set D such that M = I ∪ D gives a QMF filter, I ∩ D = ∅. We will do this in infinitely many ways, D n , n ≥ 1.
For this we consider infinitely many cycles: let C 1 be the cycle associated to 1001100, C 2 the cycle associated to 10011001100, C 3 the cycle associated to 100110011001100 and so on. We will want D n to contain the cycle C n in its interior.
First we have to remark a few things about the cycles C n . It is easy to see that the points of the cycle C 1 are .0011001, .1001100, .0100110, .0010011, .1001001, .1100100, .0110010. Note that the digits of the word associated to the cycle have to be reversed in the base 2 expansion of the cyclic points and then cyclically permuted.
We want to make sure the cycles C n lie completely in the undecided zone
Note that the point in C n closest to 0 starts with .001, therefore it is bigger than a (recall a < .0001). The point in C n ∩[0, Finally, the point in C n closest to 1 begins with .110 so the distance to 1 is bigger than a.
Thus C n lies in the undecided zone [a, Consider the supplements of the points in the cycle C n , i.e., the points in s(C n ). Since C n is in the undecided zone U, and this is invariant under s, it follows that C n ∪ s(C n ) is contained in the undecided zone. Let us call the points in C n ∪ s(C n ), main points, and the points in s(C n ), supplements.
Arrange the main points on the interval. We make the following claim: the main point closest to a is a supplement, the main point closest to 1 2 to the left of 1 2 is a cycle point, the main point closest to 1 2 to the right of 1 2 is a supplement, and the main point closest to 1 − a is a supplement. To prove the claim it is enough to prove the first and the last statement because then the other two follow by applying s.
If we want a point .a 1 a 2 . . . to be close to 0, then we need it to start with as many zeros as possible. The cycle points start with at most two zeros: .001. The base two expansion for the supplements is obtained from the base two expansion of the cycle points by changing the first digit from 0 to 1 and vice versa. Therefore * , DEGUANG HAN, GABRIEL PICIOROAGA, AND QIYU SUN we can get the supplements to start with .0001 because the cycle points can start with .1001. Thus the one closest to 0 will be a supplement. A similar argument works for the main point closest to 1, and here we need the base two expansion to start with as many ones as possible.
Let c l be the cycle point closest to . Then s(c l ) will be the main point closest to 1, and s(c r ) will be the main point closest to 0. Also, note that both intervals [a, 1 2 − a] and [ 1 2 + a, 1 − a] contain at least 3 cycle points (so also at least 3 supplements). To see this we only have to count how many cycle points start with .0 and how many start with .1.
Next, consider a cycle point c of C n . We want to construct an interval I c associated to it, that we will add to the definition of the set D n . We have two cases:
Case I. If c = c l , c r , then we construct I c as follows: let l(c), r(c) be the main points l(c) < c < r(c) that are closest to c. Then I c := [ 
