This paper is a shortened exposition of the theory of shrinkings, with particular emphasis on the relations between shrinkings and geometries at infinity or affine expansions. To make things easier, we shall only consider locally affine geometries, referring the reader to ] for shrinkings in connection with affine expansions. In the final section of this paper we shall discuss applications of shrinkings to the classification of flag-transitive c-extended P-and T -geometries.
Introduction
Shrinkings have been introduced by Stroth and Wiedorn [18] as a tool for the classification of flag-transitive c-extensions of P-and T -geometries, but they are also exploited by Ivanov [4] in the context of the investigation of c.C n (2)-geometries and by Ivanov, Pasechnik and Shpectorov [9] and Ivanov and Wiedorn [8] in the investigation of c.F 4 (t)-geometries, although in these papers they are not presented so explicitly as in [18] . Pasini and Wiedorn [15] later developed a general theory of local parallelism, geometries at infinity and shrinkings for geometries with string diagrams (called posetgeometries in [15] ), applying it to a number of examples taken from the literature, with special emphasis on c-extensions of P-and T -geometries. In particular, the authors of [15] stress the possibility of exploiting a combined analysis of shrinkings and structures at infinity to obtain classification results, as Stroth and Wiedorn did in [18] . The work begun in [15] has been continued in [13] , where a different perspective is chosen. The following situation is considered in [13] : Γ is a flag-transitive locally affine geometry of order 2 and the shrinkings of Γ are isomorphic to the affine expansion of a representation of the upper residue of a line of Γ . Under suitable hypotheses on the stabilizers in Aut(Γ ) of a point or a line of Γ , it is proved that Γ itself is the affine expansion of a representation of any of its point-residues. This result is applied to c-extended P-and T -geometries in [13] , showing how a number of cases considered in [18] , that could not be dealt with by comparing shrinkings with geometries at infinity, can easily be settled with the help of the previous result. Moreover, a c.P 4 -geometry for J 4 2 is also characterized in [13] which is not considered in [18] , since it fails to satisfy a hypothesis assumed in [18] .
In this paper we shall give a shortened exposition of the theory of geometries at infinity and shrinkings of locally affine geometries and affine expansions of locally projective geometries, and we report on the main results of [13] . Finally, we shall briefly discuss the applications of this theoretical machinery to c-extended P-and T -geometries.
In our exposition, we shall focus on locally affine geometries to make things easier, but shrinkings can be defined for any geometry with a string diagram equipped with a local parallelism. We refer the reader to [15] for that more general perspective. However, most of the geometries we meet in the literature, for which shrinkings or structures at infinity can be considered, are indeed locally affine, or they become such when suitably truncated.
Preliminaries

Terminology and notation for geometries with string diagrams
We follow [11] for basic notions of diagram geometry. In particular, all geometries are residually connected and firm, by definition. Let Γ be a geometry of rank n, with string diagram and types 0, 1, . . . , n − 1 given in increasing order from left to right, as in the following picture:
where the labels X 1 , X 2 , . . . , X n−1 denote classes of rank 2 geometries, no matter which. In the following, we take x ∈ Γ as an abbreviation of the phrase "x is an element of Γ " and we denote by t (x) the type of an element x ∈ Γ . Given two elements x, y ∈ Γ , we write x < y (respectively x ≤ y) when x and y are incident and t (x) < t (y) (resp. t (x) ≤ t (y)). When x < y we will freely use such expressions as "x is below y", "x belongs to y", and others in this style. The elements of type 0, 1 and 2 are called points, lines and planes, respectively. Two points (lines) are said to be collinear (coplanar) if they belong to a common line (plane).
• The elements of type i are called i -elements and we denote by Γ i the set of i -elements of Γ . For a subset J ⊆ I := {0, 1, . . . , n − 1}, we put Γ J := ∪ j ∈ J Γ j , Γ >0 := Γ {1,2,...,n−1} and Γ <n−1 := Γ {0,1,...,n−2} . Given x ∈ Γ , we denote by Γ i (x) the set of elements of type i incident to x, but we will often write P(x) for Γ 0 (x) and L(x) for Γ 1 (x).
If J ⊂ I , the J -truncation Tr J (Γ ) of Γ is the geometry induced by Γ on Γ I \ J . The residue of an element x ∈ Γ will be denoted by Res Γ (x) (also Res(x) when no ambiguity arises). If 0 < t (x) < n − 1, the lower residue Res We have taken the integers 0, 1, 2, . . . , n − 1 as types, but sometimes different choices are more convenient, 1, 2, . . . , n, for instance. Needless to say, if 1, 2, . . . , n are taken as types then 1-elements are called points, 2-elements are called lines, P(x) stands for Γ 1 (x) and L(x) stands for Γ 2 (x).
The Intersection Property
The Intersection Property ((IP) for short) can be formulated in various equivalent ways (see [11, Chapter 6] ). When Γ is a geometry with string diagram, many authors choose the following formulation: Γ is said to satisfy (IP) if both the following hold for any two elements X, Y ∈ Γ :
In particular, if (IP2) holds then no two distinct elements of Γ have the same set of points. In this case, if P(X) = {x 1 , x 2 , . . . , x m } we may write X = {x 1 , x 2 , . . . , x m }, but we will use this shortened notation only for lines. By [11, Lemma 7 .25], when Γ is locally affine or locally projective (see Section 2.4), (IP) can be formulated in the following way, easier to check in practice:
(LL) no two distinct lines of Γ are incident with the same pair of points and the same property holds in Res + (X), for every X ∈ Γ of type t (X) < n − 2 (where n = rank(Γ ) and 0, 1, . . . , n − 1 are the types of Γ ).
Pre-parallelisms, structures at infinity and parallelisms
Let Γ be a geometry with string diagram over the set of types {0, 1, . . . , n − 1}. A preparallelism of Γ is an equivalence relation π on Γ >0 such that no two elements of Γ >0 of different types correspond in π. (Pre-parallelisms are called type-compatible equivalence relations in [15] .) Given a pre-parallelism π of Γ , when two elements X, Y ∈ Γ >0 correspond in π, we write XπY and we say that X and Y are parallel in π (also π-parallel). The class of π containing X will be called the parallel class of X in π and will be denoted by X π .
The structure at infinity Γ /π of (Γ , π) is the incidence structure of rank n − 1 over the set of types {1, 2, . . . , n − 1}, defined as follows: The elements of Γ /π of type i are the parallel classes of the i -elements of Γ and two parallel classes X π and Y π are declared to be incident in Γ /π when some member of X π is incident in Γ to some member of Y π . The function p π sending X ∈ Γ >0 to X π is a surjective morphism from Tr 0 (Γ ) to Γ /π. We call it the projection of Γ onto Γ /π. We warn that Γ /π is not a geometry in general, but it is a geometry in many interesting cases.
An automorphism of (Γ , π) is an automorphism of Γ that permutes the classes of π. The automorphisms of (Γ , π) form a subgroup of Aut(Γ ), denoted by Aut(Γ , π). Clearly,
Following Buekenhout, Huybrechts and Pasini [1] , we say that a pre-parallelism π of Γ is a partial parallelism of Γ if it satisfies the following:
Let π be a partial parallelism. Then no two distinct π-parallel elements of Γ >0 have any point in common (see [15] ). Therefore, given a point p and an element X of type t (X) = i > 0, at most one element of Γ i ( p) is π-parallel to X. That element, if it exists, will be denoted by π( p, X). A partial parallelism π is said to be a parallelism if π( p, X) exists for any X ∈ Γ >0 and any point p. [15, Section 2.5] 
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Locally affine and locally projective geometries
Given integers q > 1 and n > 2, a locally affine geometry of order q and rank n is a geometry Γ with diagram and orders as follows, where the label Af denotes the class of affine planes and X is a given class of rank 2 geometries, no matter which:
(We do not assume that Γ admits order at the type n − 1.) It follows from the diagram that Res(x) ∼ = AG(n − 1, q), for x ∈ Γ n−1 . The class of affine planes of order 2 is also denoted by the following symbol:
Accordingly, the following diagram describes locally affine geometries of order 2:
A locally projective geometry of order q is a geometry with diagram and orders as follows:
Local parallelisms and shrinkings
Throughout this section Γ is a given locally affine geometry of rank n ≥ 3. The integers 0, 1, . . . , n − 1 are the types of Γ .
The local parallelism and its structures at infinity
Given A ∈ Γ n−1 , Res(A) is an affine geometry of rank n − 1; hence it admits a unique parallelism π A . These parallelisms form a coherent system, namely:
(LP) For any element X ∈ Γ <n−1 of type t (X) > 1 and any (n − 1)-elements A, B > X, π A and π B induce the same parallelism on Res − (X).
We call the family γ := {π A } A∈Γ n−1 the local parallelism of Γ . The members of γ are equivalence relations on certain subsets of Γ {1,2,...,n−2} . As relations are sets of pairs, we can form the union ∪γ := ∪ A∈Γ n−1 π A of the members of γ . The relation ∪γ is reflexive and symmetric, but it is not transitive, in general. We call its transitive closure the closure of γ and we denote it by γ . Clearly, γ is a pre-parallelism of Tr n−1 (Γ ), but possibly not a partial parallelism. Also, for every A ∈ Γ n−1 , the natural parallelism π A is a (possibly proper) refinement of the relation γ A induced by γ on Res(A). [15, Section 3.1] ). The following are equivalent:
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Res(A).
A pre-parallelism π as in (2) of Theorem 3.1 is called an extension of γ . If moreover π is a partial parallelism, then we say that it is a strong extension of γ . We say that γ is extensible if it admits an extension. If γ admits a strong extension, then we say that it is strongly extensible. Note that, if π is an extension of γ , then γ is a refinement of the preparallelism induced by π on Tr n−1 (Γ ). We say that a pre-parallelism π of Γ is a completion of γ if it induces γ on Tr n−1 (Γ ). Completions always exist, even if γ is non-extensible. All of them are joins γ ∪ γ n−1 , where γ n−1 is an equivalence relation on Γ n−1 . The completion obtained by choosing the identity relation as γ n−1 is the minimal completion of γ . We denote it by [γ ] . The canonical completion of γ , denoted by γ , is obtained by choosing γ n−1 as follows: Two elements A, B ∈ Γ n−1 correspond in γ n−1 if and only if, for every X ∈ Res(A) ∩ Γ >0 , we have X γ Y for at least one Y < B, and the same holds if we permute the roles of A and B. As 
for any two distinct elements A, B ∈ Γ n−1 , then the following is also equivalent to (1), (2) and (3):
A completion of γ is said to be transversal if it is a refinement of γ . So, [γ ] and γ are the minimal and maximal transversal completions of γ .
We call Γ /[γ ] and Γ / γ the finest and the canonical structure at infinity of (Γ , γ ). Clearly, the identity automorphism ι of Γ induces a surjective morphism from Γ /[γ ] to Γ / γ . More generally, if π is a transversal completion of γ , then ι induces surjective morphisms from Γ /[γ ] to Γ /π and from Γ /π to Γ / γ . [15, Theorem 3.4] If π is as above but γ is non-extensible, then Γ /π has all properties of a geometry except possibly firmness ([15, Theorem 3.5]; we warn that incidence structures satisfying all properties of geometries but firmness are also called geometries in [15] ). In certain cases, we can say more than that. 
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∈ {1, 2, . . . , n − 2} such that, if 1 ≤ i ≤ k, then Γ i is a class of γ whereas, if k < i < n − 1, then γ induces a non-trivial relation on Γ i . In this case, given a transversal completion π of γ , if k < n − 2, then Γ /π is the direct sum Γ /π = F ⊕ Δ of
Shrinkings
Let γ = (π A ) A∈Γ n−1 be the local parallelism of Γ , as in the previous subsection. Given an element X of type 1 < t (X) < n −1, we denote by π X the parallelism induced by π A on Res − (X), for A ∈ Γ n−1 (X). By (LP), π X does not depend on the choice of A ∈ Γ n−1 (X) and, for any Y > X, π Y induces π X on Res − (X). Let Σ be the incidence structure of rank n − 1 defined as follows:
The integers 1, 2, . . . , n − 1 are the types. The 1-elements of Σ (also called 'points' of Σ ) are the lines of Γ . For i = 2, 3, . . . , n − 1, the i -elements of Σ are the pairs (X, L) with X ∈ Γ n+1 and L a class of the equivalence relation induced by π X on the set L(X) = Γ 1 (X). A point l of Σ and an element (X, L) are declared to be incident when
In general, Σ is not connected. However, Theorem 3.5 (Stroth and Wiedorn [18] , Pasini and Wiedorn [15] ). Let Σ be a connected component of Σ . Then Σ is a geometry. Furthermore: The connected components of Σ are called shrinkings of Γ . Given a class Λ of γ 1 , let Σ be the shrinking of Γ having Λ as the point-set. Given a subgroup G ≤ Aut(Γ ), let G Σ be the setwise stabilizer of Λ. Clearly, G Σ stabilizes Σ as a whole, acting on it as a group of automorphisms. Let K Σ be kernel of that action. (Note that K Σ is contained in the elementwise stabilizer
The claims gathered in the next corollary easily follow from Theorem 3.5(2): Corollary 3.6. Given a line l ∈ Λ, let G l be the stabilizer of l in G and K + l be the elementwise stabilizer of Res
When n > 3, Σ is locally affine of rank n − 1 ≥ 3. So, we can consider a shrinking of Σ , too. Continuing in this way, we obtain a series of repeated shrinkings
When Γ is flag-transitive, every member of this series is uniquely determined up to isomorphism. In this case we call Σ i the i thshrinking of Γ . In particular, Σ = Σ 1 is the first shrinking of Γ . The (n − 2)th-shrinking is actually the last one but, in general, it saves almost no track of the structure of Γ . So, it is quite natural to stop the shrinking process at step n − 3. Accordingly, we call Σ n−3 the ultimate shrinking of Γ .
Turning back to the first shrinking Σ = Σ 1 , let σ be its local parallelism. We recall that the point-set Λ of Σ is a point of the finest structure at infinity Γ /[γ ] of Γ .
Theorem 3.7 (Pasini and Wiedorn [15, Theorem 4.6]). If γ is extensible then
This theorem can be very useful in an inductive approach to classification problems. Suppose that Σ belongs to a class for which a classification has already been achieved. [15, Section 7.5] and the last section of this paper.) If the ultimate shrinkings of Γ are perfectly known, we can try to apply the above method to climb up the series of shrinkings, starting from the ultimate ones and, eventually, reaching Γ .
The method sketched above has more chance of working well when Γ and all of its shrinkings have tight local parallelisms (compare the remarks at the end of Section 3.1). [15, Theorem 4.7] 
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Representations and affine expansions of locally projective geometries of order 2
Representations
Throughout this section R is a given group and Δ is either a locally projective geometry of order 2 and rank n > 2 or a geometry of rank n = 2 where every line has exactly three points. We take {1, 2, . . . , n} as the type-set of Δ and we assume that Δ satisfies the 'weak intersection property' (IP2). Following Ivanov and Shpectorov [6] , we say that a mapping ρ : Δ 1 → R is a representation of Δ in R if it satisfies the following:
We extend ρ to Δ by putting ρ(X) := ρ(x) x∈ P(X ) for every X ∈ Δ. (Note that, in this way, when x ∈ Δ 1 the symbol ρ(x) can be read in two ways, either as an element of R or as the group generated by that element, but this ambiguity will cause no confusion in the following.) By (R1) and (R2), ρ(X) is an elementary abelian 2-group of order ≤ 2 i , for every X ∈ Δ i . In particular, if l is a line then ρ(l) is elementary abelian of order 1, 2 or 4. (Note that ρ(x) = 1 is allowed in (R1).) The image ρ(Δ) of Δ by ρ is the poset {ρ(X)} X ∈Δ of the ρ-images of the elements of Δ, equipped with the inclusion relation. Clearly, ρ induces a homomorphism of posets from Δ to ρ(Δ).
In the following we also use the letter ρ to denote this homomorphism; the context will make it clear whether we refer to the representation or to the homomorphism induced by it.
If ρ is injective then we say that ρ is faithful. If ρ is faithful, then ρ(x) = 1 for every x ∈ Δ 1 and ρ(X) is elementary abelian of order 2 i for every X ∈ Δ i . In view of (IP2), ρ is faithful if and only if the homomorphism ρ : Δ → ρ(Δ) is an isomorphism.
Let Aut(ρ) be the setwise stabilizer of ρ(Δ) in Aut(R). We say that an automorphism g of Δ lifts to Aut(ρ) if ρg = α g ρ for a (unique) α g ∈ Aut(ρ). The automorphisms of Δ that lift to Aut(ρ) form a subgroup Aut ρ (Δ) of Aut(Δ) and the mapping ρ Aut :
Following [6] , we say that a representation ρ : Δ → R is absolutely universal (also universal, for short) if the relations embodied by (R1) and (R2) give a presentation of R. Universal representations are unique modulo isomorphisms and every representation of Δ is a homomorphic image of the universal one. More explicitly, if ρ 1 : Δ → R 1 and ρ 2 : Δ → R 2 are representations of Δ and ρ 1 universal, then ρ 2 = ϕρ 1 for a unique homomorphism ϕ : R 1 → R 2 . If moreover ρ 2 is also universal, then ϕ is an isomorphism. As a consequence, universal representations are homogeneous.
A representation ρ : Δ → R is abelian if R is abelian (whence it is an elementary abelian 2-group). If R is the abelian group presented by the set of relations (R1), (R2), then ρ is called the universal abelian representation of Δ.
Remark.
A representation is an embedding in the sense of [15] and [12] if and only if it is faithful. If R is elementary abelian, then ρ is a projective embedding in the sense of Ronan [16] if and only if ρ(x) = 1 for every x ∈ Δ 1 .
Affine expansions
Given Δ as in the previous subsection, let ρ : Δ → R be a faithful representation of Δ. The affine expansion of Δ to R by ρ is the geometry Ex ρ (Δ) of rank n + 1 defined as follows: The 0-elements of Ex ρ (Δ) (also called points of Ex ρ (Δ)) are the elements of R and, for every i = 1, 2, . . . , n, the i -elements of Ex ρ (Δ) are the right cosets ρ(X)r for r ∈ R and X ∈ Δ i . The incidence relation is the natural one, namely inclusion. (We warn that many authors, Stroth and Wiedorn [19] for instance, call affine expansions affine extensions.)
Throughout the rest of this section we put
. Thus, Γ is locally affine, of order 2 and rank n + 1. Clearly, the residues of the points of Γ are isomorphic to Δ. Moreover, Γ inherits (IP2) from Δ.
The relation 'being cosets of the same subgroup' is a parallelism of Γ . We call it the natural parallelism of Γ . Throughout the following, we denote the natural parallelism of Γ by the symbol π ρ . As the point-residues of Γ are isomorphic to Δ, Theorem 2.1(2) implies that Γ /π ρ ∼ = Δ.
Denoting by γ the local parallelism of Γ , π ρ is an extension of γ . However, γ is nonextensible in general. So, in general, π ρ is not a completion of γ and Δ ∼ = Γ /π ρ is a proper homomorphic image of Γ / γ . More explicitly, the following holds: 
Corollary 4.2 (Pasini and Wiedorn [15, Cor. 2.2]). π ρ is a completion of γ if and only if
We shall now describe Aut(Γ , π ρ ). Note first that, in general, Aut(Γ , π ρ ) < Aut(Γ ). The action of R on itself by right multiplication induces on Γ a subgroup T R of Aut(Γ , π ρ ). We call T R the translation group of (Γ , π ρ ) (also the translation group of the affine expansion Γ ). Clearly, T R acts regularly on Γ 0 . For an element r ∈ R, we denote by t r the element of T R corresponding to r . By (R3), T R = t ρ(x) x∈Δ 1 . Also, for r ∈ Γ 0 , we denote by L r the stabilizer of r in Aut(Γ , π ρ ) and by K r the elementwise stabilizer of Res Γ (r ) in Aut(Γ ). So, L r ∩ K r is the kernel of the action of L r in Res Γ (r ). In view of the isomorphism 
Theorem 4.6 (Pasini [12, (3.3)]). The expansion Γ = Ex ρ (Δ) is simply connected if and only if ρ is absolutely universal.
Locally affine geometries of order 2 where shrinkings are affine expansions
At the end of Section 3.2 we sketched an inductive method for getting information on locally affine geometries by a combined analysis of their shrinkings and structures at infinity. However, that method works well only in very special cases. In other cases, a different approach can be chosen. For instance, given a flag-transitive locally affine geometry Γ of order 2 and rank n ≥ 4 and a flag-transitive subgroup G ≤ Aut(Γ ), suppose that the shrinkings of Γ are isomorphic to the affine expansions of a representation of the upper residue of a line of Γ . Then, as we shall show in this section, under suitable hypotheses on stabilizers in G of a point p ∈ Γ 0 and a line l > p, we can prove that Γ is the affine expansion of a representation of Res( p). If Res( p) belongs to a class for which a classification has already been obtained and all representations are known, then we can determine Γ , too.
Throughout this section Γ is a given finite locally affine geometry of rank n ≥ 4 and order 2 and G ≤ Aut(Γ ) is a given flag-transitive automorphism group of Γ . We assume that Γ is flag-transitive and satisfies the Intersection Property (IP). For an element X ∈ Γ , we denote by G X the stabilizer of X in G. The elementwise stabilizer of Res(X) (respectively Res + (X), Res − (X)) in G X will be denoted by K X (resp. K
We put C l := ∩ P∈P(l) K − P , where P(l) stands for the set of planes on l. In other words, C l is the stabilizer in G p,l of all lines on p coplanar with l. (Indeed, by (IP) , if a subgroup of G p,l stabilizes all lines on p coplanar with l, then it also stabilizes all planes P > l.) Also, C l is the stabilizer of all lines coplanar with l, no matter whether they contain p or not. Clearly, K p C l and, by (IP), C l K l . The following conditions, stated for a given point-line flag { p, l}, will be assumed in Theorems 5.2 and 5.3, which are the main results of this section.
Conditions (A2) and (A3) are sufficient to get control over K p . Indeed:
Lemma 5.1 (Pasini [13, (4.1)]). Assume that conditions (A2) and (A3) hold. Then |K p | ≤ 2 and one of the following occurs:
(I) K p = C l = 1. (II) K p = 1 and |C l | = 2. (III) |K p | = 2 and C l = K p × K q ,
where q is a point of l different from p.
In Theorems 5.2 and 5.3 we will also assume the following, where Σ (l) denotes the shrinking of Γ containing the line l as a point:
E is a 2-group.
In view of the conditions we are going to consider next, we need to state a few preliminary conventions. Let Λ(l) be the point-set of Σ (l), namely the parallel class of l in the closure of the local parallelism of Γ . The setwise and the elementwise stabilizers of Λ(l) in G will be denoted by G Σ (l) and K Σ (l) , respectively. Clearly, l) ). We assume that, nevertheless,
By (B2), we can define the action G ∞ Σ (l) of G Σ (l) on Res + (l), the latter being regarded as the geometry at infinity
The following is our final assumption on Σ (l):
Theorem 5.2 (Pasini [13, (4.2)]). Assume that the pair (Γ , G) satisfies (A1)-(A3), (B1)-(B3) and the following condition, where p and l are as above and P ∈ P(l) :
Moreover, when C l = 1 we also assume the following:
Then there exist a subgroup R o ≤ G and a faithful representation ρ o : Res( p) → R o such that G = R o G p (that is, R o is transitive on the point-set of Γ ). Moreover all the following hold, where G p is the normalizer of ρ o in G p , namely
(1) G p has index ≤ 2 in G p and it acts flag-transitively on Res( p). (Res( p) ) and R o is the translation group of this affine expansion. 
Theorem 5.3 (Pasini [13, (4.3)]). Assume that the pair (Γ , G) satisfies (A2), (A3), (B1)-(B3) and that
C l = 1. When K p = 1,(1) If K p = 1 then ρ i is faithful. (2) Let K p = 1, but assume that (Γ , G) satisfies (D1) of Theorem 5.2. Then ρ i is faithful.
Corollary 5.4 (Pasini [13, (4.4)]). Suppose that (Γ , G) satisfies the hypotheses of
(2) Assume that C l = 1 and let R i be as in Theorem 5.3 .
An application of the theory of shrinkings
In this section we shall show how shrinkings can be used to classify flag-transitive c-extensions of P-and T -geometries. Stroth and Wiedorn [18] , Pasini and Wiedorn [15, Section 7] and Pasini [13, Section 6] are our main sources for this section.
A survey of a class of c-extended P-and T -geometries
We recall that a P-geometry of rank n ≥ 2 is a geometry for the following diagram, where P is the dual of the Petersen graph (as in [5] and [6] ):
We also recall that the generalized quadrangle W (2) admits a triple cover T , called the tilde geometry, with Aut(T ) ∼ = 3 · S 6 ([17, page 67]; see also [14] for more information on this geometry). A T -geometry is a geometry belonging to the following diagram, where
stands for the tilde geometry:
A c-extended P-geometry (a c-extended T -geometry) of rank n ≥ 3 is a locally affine geometry of order 2 where point-residues are P-geometries (T -geometries) of rank n − 1.
The following diagrams describe c-extended P-and T -geometries:
In the following, c-extended P-and T -geometries of rank n will also be called c.P n−1 -and c.T n−1 -geometries, for short. We take {0, 1, . . . , n − 1} as the type-set. Flag-transitive P-and T -geometries are classified ( [7] ; see also [5] and [6] ). We summarize that classification in Table 1 . We put the type of the geometry in the first column of the table, with the convention that P n (respectively, T n ) means "P-geometry (T -geometry) of rank n". The full automorphism group of the geometry is recorded in the second column. In the third column we give the geometry considered a name, for further reference. Isomorphism types of point-residues are recorded in the fourth column. In the last column we note whether the geometry is a 2-quotient of another geometry of the list. If nothing is written in that column, then the geometry considered is 2-simply connected. In the last row, e(n) := (2 n − 1)(2 n−1 − 1)/3 and, when n = 3, T n−1 (3S 6 ) = T (the tilde geometry).
Flag-transitive c.P n−1 -and c.T n−1 -geometries exist where the upper residues of the (n − 4)-elements are isomorphic to P 3 (3M 22 ), T 3 (3S 6 ) or T 3 (H e). We shall discuss them later (Theorem 6.6 and Section 6.4). For the moment, we only consider flag-transitive c.P n−1 -and c.T n−1 -geometries of rank n > 3 satisfying the following:
( * ) the upper residues of the (n −1)-elements of Γ are isomorphic to
according to whether Γ is of type c.P n−1 or c.T n−1 . Table 1 Flag-transitive P-and T -geometries Type Group Name Residue Table 2 Flag-transitive c-extended P-and T -geometries satisfying ( * )
These geometries have been classified by Fukshansky and Wiedorn [3] , who dealt with the c.P 3 -case, and Stroth and Wiedorn [18] , who dealt with the rest. Theorem 6.1 (Fukshansky, Stroth and Wiedorn) . All flag-transitive c-extended P-and T -geometries of rank n ≥ 4 satisfying ( * ) are listed in Table 2:   Table 2 is organized in the same way as Table 1 except that, when nothing is written in the last column, the geometry is (n − 1)-simply connected, but it might not be 2-simply connected.
As pointed out by Stroth and Wiedorn [19] , if Γ is as in lines 2, 3, 8, 9 or 11-15 of Table 2 , then Γ is the affine expansion of a homogeneous representation Res( p) Table 3 Series of shrinkings
for p ∈ Γ 0 . When Γ is simply connected (lines 2, 8, 11 and 13-15 of Table 2 ) that representation is universal (compare Theorem 4.6). Note that the universal representation groups of P 5 (B M) and T 5 (M) are the non-split central extension 2 · B M of B M and the group M itself, respectively (see [6] ). The structures at infinity of E P 3 (M 24 ), E P 4 (Co 1 ) and E P 5 (M) are isomorphic to T 3 (M 24 ), T 4 (Co 1 ) and T 5 (M), respectively. The structure at infinity of E P 4 (M 24 ) is the direct sum of a single point and a geometry dually isomorphic to a well known C 2 .Lgeometry for M 24 (see [15, Section 7.4 
]; compare Theorem 3.4).
It is known [10] that only two simply connected flag-transitive c.P 2 -geometries exist. They are infinite, with automorphism groups of the form X:S 5 and Y :S 6 for suitable infinite groups X and Y . The geometry for X:S 5 is in fact the affine expansion of the absolutely universal representation of the dual Petersen graph P. Each of these two geometries admits several (perhaps, infinitely many) flag-transitive finite quotients, but only three of them will be considered in the following. We list them below, together with the unique c.T 2 -geometry that we will consider here. 
The following is crucial for the proof of Lemma 6.3 of Section 6.2. [15, Section 7.3] ). The local parallelism of Γ := E P 2 (3S 6 ) is tight and Γ ∞ is isomorphic to the tilde geometry T . E P 2 (2 6 S 5 ) is the affine expansion of the universal abelian representation of P, whereas E P 2 (2 5 S 5 ) and E T 2 (2 6 3S 6 ) arise from homogeneous but non-universal abelian representations of P and T , respectively.
Lemma 6.2 (Pasini and Wiedorn
The c.P n−1 -and c.T n−1 -geometries of Table 2 form series of shrinkings, as shown in Table 3 , where the symbol ≺ stands for the words 'is a shrinking of'. The question marks in rows 5 and 6 of Table 3 are due to the fact that no information is given in the literature on the c.P 2 -geometries that arise as shrinkings of E P 3 (2U 6 (2)) and E P 3 (U 6 (2)). Filling that gap is likely to be not too difficult, but we have no need to do it here. Indeed, E P 3 (U 6 (2)) and E P 3 (2U 6 (2)) will play almost no role in the following. Table 3 shows the following: if Γ is one of the geometries of Table 2 , but different from E P 3 (U 6 (2)) and E P 3 (2U 6 (2)), then either the ultimate shrinking of Γ is isomorphic to E P 2 (3S 6 ) (first two rows of Table 3 ) or Γ is the affine expansion of a representation of any of its point-residues (third, fourth and last row of Table 3 ).
Remark. Not so much is known on flag-transitive c.T 2 -geometries. Many of them (probably, infinitely many) can be obtained as quotients of the affine expansion of the absolutely universal representation of T , which is infinite [6] . However, more examples are known, related to the groups 3 (2) and H e (see [19] ). These geometries also admit quotients, where 3 6 · O − 6 (2) and 3 6 · O + 6 (2) act.
A proof of Theorem 6.1
In this section we shall show how shrinkings come into play in the proof of Theorem 6.1. This theorem follows from the combination of three lemmas, to be stated in the following. We first consider the case of a c.P n−1 -geometry where ultimate shrinkings are isomorphic to E P 2 (3S 6 ). 
Outline of the proof. The argument we shall sketch is essentially the same as that of Stroth and Wiedorn [18] , where a slightly weaker version of this lemma is proved. Our exposition is based on Pasini and Wiedorn [15, Proposition 7.8] , where an improved version of the original argument by Stroth and Wiedorn is offered.
Let Γ be as in the hypotheses of the lemma and γ be its local parallelism. Then γ is tight, by Lemma 6.2 and Theorem 3.8. It is not too difficult to prove that G := Aut(Γ ) acts faithfully in Γ ∞ and that the hypotheses of Theorem 3.4 hold. By Theorem 3.4, either γ is strongly extensible or Γ ∞ is as described in (B2) of that theorem. In the first case Γ ∞ is a flag-transitive T -geometry, by Lemma 6.2, Theorem 3.7 and (B1) of Theorem 3.4. Hence G is determined and, once we know G, determining Γ is an exercise. We get that Γ is one of the geometries mentioned in the lemma but different from E P 4 (M 24 ), which in fact satisfies (B2) of Theorem 3.4. On the other hand, suppose that Γ is as in (B2) of Theorem 3.4. Hence Γ admits just one shrinking Σ and Γ 1 is the point-set of Σ . Accordingly, G induces a flag-transitive automorphism group G on Σ . Either Σ is as in case (B1) of Theorem 3.4 (for instance, n = 4 and Σ = E P 2 (3S 6 )) or Σ is as in (B2) of Theorem 3.4 (and n > 4). In the first case, Σ belongs to a class whose members have been classified in the first part of the proof. Accordingly, we also know which group G might be. Comparing this information with feasible pairs (G, Γ ∞ ), one can prove that n = 5 and Γ = E P 4 (M 24 ). In view of this first conclusion, if Σ is as in (B2) then we may assume that n = 5 and Σ = E P 4 (M 24 ). However, this case turns out to be impossible.
The case where ultimate shrinkings are different from E P 2 (3S 6 ) remains to be examined. Stroth and Wiedorn [18] deal with this case by a detailed group-theoretical analysis, where shrinkings have very little to do. However, shrinkings can be used for this part of the classification too, as is shown in [13, Section 6] . Structures at infinity are of no use now, but we can exploit Theorems 5.2, 5.3 and Corollary 5.4.
We may assume n ≤ 6, as no flag-transitive P n−1 -or T n−1 -geometry of rank n − 1 ≥ 6 exists where ( * ) holds (see Table 1 ). On the other hand, the case of n = 4 cannot be dealt with by the above-mentioned theorems, as hypothesis (C) of Theorem 5.2 cannot be proved in that case. So, we take the case of n = 4 as settled:
Lemma 6.4 (Fukshansky, Stroth and Wiedorn) . All flag-transitive c.P 3 -and c.T 3 -geometries satisfying ( * ) are mentioned in Table 2 .
(See [3] for the c.P 3 Outline of the proof. As (IP) is assumed throughout Section 5, one must as a preliminary prove that Γ satisfies (IP), which in this context is equivalent to (LL). This is not too difficult. Let now { p, l} be a point-line flag of Γ and Σ be the shrinking of Γ containing l. The first step is to prove that, when Γ is of type c.P 4 , then Res( p) ∼ = P 4 (Co 4 ) and Σ ∼ = E P 3 (2 11 M 22 ) or E P 3 (2 10 M 22 ). We shall discuss this initial step in detail.
Suppose that Γ is of type c.P 4 . By ( * ), Res( p) is isomorphic to either P 4 (M 23 ) or P 4 (Co 2 ) (see [6] ). However, an easy counting argument shows that, if Res( p) ∼ = P 4 (M 23 ), then |Γ 0 | = 24 [18, Lemma 9] . By Lemma 6.4, Σ ∼ = E P 3 (M 24 ) is the only possibility that fits with this situation. However, E P 3 (M 24 ) has shrinkings isomorphic to E P 2 (3S 6 ), which are excluded by the hypotheses of the theorem. Hence Res( p) ∼ = P 4 (Co 2 ). Accordingly, G p /K p = Co 2 and G p,l /K p = 2 10 :M 22 2. As 2 · U 6 (2)2 does not involve 2 10 :M 22 2 (see [2] ), Σ must be isomorphic to either E P 3 (2 11 M 22 ) or E P 3 (2 10 M 22 ). Next, we must check whether Γ and G satisfy the hypotheses of Section 5. Hypothesis (A1) holds because G p /K p ∼ = Co 2 is simple. By the information given on Co 2 in [2] , C l = K p < K l . Hence we are in case (I) of Lemma 5.1. Suppose Σ ∼ = E P 3 (2 11 M 22 ), to fix ideas. As E P 3 (2 11 M 22 ) is the affine expansion of the universal representation of P 3 (M 22 ), hypotheses (B1), (B2) and (B3) of Section 4 hold. In order to apply Theorem 5.2, we only need to check hypothesis (C) of that theorem. In view of that, we need to describe G p,P , for a plane P > l. It is not difficult to see that G p,P = 2 4+10 (S 3 × S 5 ), which is a maximal subgroup of G p ∼ = Co 2 . However, 2 4+10 (S 3 × S 5 ) is not the centralizer of any involution of Co 2 . Hence it cannot centralize any non-trivial element of K l , which is elementary abelian. Therefore, G = R o G p , where R o is a representation group for Γ 0 ∼ = P 4 (Co 2 ). According to [6, Section 5.2] , R o is either the Co 2 -submodule Λ 23 of the Leech lattice, or its quotient
The c.T 4 -case can be dealt with in a similar way, obtaining that in that case Γ = E T 4 (2 24 Co 1 ). Having settled the c.P 4 -and c.T 4 -case, we can go on inductively. When dealing with the c.P 5 -and c.T 5 -cases, we already know which geometry Σ can be, and we immediately see that Σ is an affine expansion as in (B1) of Section 5. With some work one can prove that it also satisfies (B2) and (B3). The structure of Res( p) is known as well as the action of G p /K p on it. With a little additional work one can check that all hypotheses of Theorem 5.2 are satisfied, and we get the conclusion. The interested reader may see [13, proof of Theorem 7.4] for details.
A characterization of E P
We shall now consider a c.P 4 -geometry that does not satisfy ( * ) of Section 6.1. The universal representation group of P 4 (J 4 ) is J 4 itself (see [6] ). The affine expansion of this representation is a flag-transitive c.P 4 -geometry, denoted by E P 4 (J 2 4 ) in the following. [3] (actually, ( * ) is assumed throughout [3] , but that hypothesis plays no role in the proof of Lemma 1 of [3] ). Condition (B2) follows from this remark and Corollary 4.5, whereas (B3) holds because G p,l /K l ∼ = 3M 22 2 is the full automorphism group of Res + (l). Conditions (C) and (D1) of Theorem 5.2 hold because C l /K p is the center of K l /K p and G p,l /K p is the centralizer of C l /K p . As G p /K p is simple, the hypotheses of (D2) are empty in case (II) of Lemma 5.1. In case (III), we get G p = K p × G p for a copy G p of J 4 (recall that the Schur multiplier of J 4 is trivial). So, both Theorems 5.2 and 5.3 can be applied, and we get the conclusion.
What remains to be done
We finish this survey with a few words on flag-transitive c.P n−1 -and c.T n−1 -geometries of rank n ≥ 4 that do not satisfy condition ( * ) of Section 6.2, referring the reader to [19] for more information on these geometries. In view of Geometries satisfying ( * * ) can be obtained as affine expansions of faithful representations of the P-and T -geometries listed above. In particular, the affine expansion of the universal representation of P 4 (J 4 ) is the geometry E P 4 (J 2 ) characterized in Theorem 6.6. Regrettably, the absolutely universal representations of P 3 (3M 22 ), T 3 (H e) and T n−1 (3S 6 ) have not yet been determined. This is perhaps the main obstacle to a complete classification of geometries satisfying ( * * ). There is one more difficulty: T n (3S 6 ) contains two flag-transitive subgeometries of type c.T n−1 with automorphism groups isomorphic to 3 e(n)−1 · P SO + (2n, 2) and 3 e(n)−1 · P SO − (2n, 2) respectively (see [19] ). Attempts to characterize these geometries have been made by Wiedorn [20] but, to my knowledge, no fully satisfactory solution of this problem has been reached so far.
