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The availability of new technology — global positioning systems (GPS), geographic 
information systems (GIS), sensors, the automation of agricultural machinery, and 
high resolution image sensing — has made possible the precise management of 
agricultural farms. Consequently, the concept of Precision Agriculture has developed 
as a management strategy that uses information technology to collect and process data 
from multiple sources to facilitate decisions associated with crop production.  
The Seventh Framework Programme project RHEA “Robot Fleets for Highly 
Effective Agricultural and Forestry Management” (FP7-NMP N. 245986) has focused 
its activity on the design, development, and testing of a new generation of automatic 
and robotic systems for both chemical and physical –mechanical and thermal– 
effective weed management for agriculture and forestry, covering a large variety of 
European products, including agriculture wide row crops, close row crops and woody 
perennials. RHEA has aimed at diminishing the use of agricultural and forestry 
chemical inputs by improving crop quality and health and safety for humans and by 
reducing production costs by means of a sustainable crop management using a fleet of 
heterogeneous robots –ground and aerial– equipped with advanced perception 
systems, enhanced end-effectors and improved decision control algorithms.  
As a part of the project activities, the RHEA consortium has organized two 
international conferences to disseminate the project results as well as to obtain inputs 
from other interested researchers, engineers, students and practitioners. The First 
International Conference on Robotics and associated High-technologies and 
Equipment for Agriculture (RHEA-2012) was held in Pisa, Italy on September 19-21, 
2012 and was devoted to the applications of automated systems and robotics for crop 
protection in sustainable precision agriculture. Now, we introduce the Proceedings of 
the Second International Conference on Robotics and associated High-technologies 
and Equipment for Agriculture and forestry (RHEA-2014), to be held in Madrid, 
Spain, on May 22-23, 2014, and are dedicated to new trends in mobile robotics, 
perception and actuation for both agriculture and forestry. This conference takes place 
after the final demonstration of the RHEA project devoted to present the experimental 
RHEA project results to the Precision Agriculture community. Therefore, the 
conference brings the attendees the opportunity to discuss the RHEA project 
outcomes and to compare them with results achieved recently by other colleagues. 
These RHEA-2014 proceedings, therefore, put together all of the papers presented 
and discussed at the conference. 
 
 
Pablo Gonzalez-de-Santos  
Angela Ribeiro  






Automated machines for weed control and crop protection 
 
Christian Frasconi, Luisa Martelloni, Marco Fontanelli, Michele Raffaelli, Luis 
Emmi, Michel Pirchio and Andrea Peruzzi 
Design and full realization of physical weed control (PWC) automated machine 
within the RHEA project ........................................................................................... 3 
  
M. Perez-Ruiz, B. Vannucci, C.J. Gliever and D.C. Slaughter  
High-speed computer vision analysis of plant placement dynamics for 
synchronized, precision plant placement of transplanted vegetable crops .......... 13 
 
Christian Frasconi, Juan Romeo, Luisa Martelloni, Marco Fontanelli, Michele 
Raffaelli, Gonzalo Pajares, Michel Pirchio and Andrea Peruzzi 
Calibration and synchronization between WDS and flaming system within the 
RHEA project ........................................................................................................... 23 
 
Victor Rueda-Ayala, Dionisio Andujar, Gerassimos Peteinantos and Roland 
Gerhards  
Automatic adjustment of a flexible tine harrow using ultrasonic sensors for on-
line weed detection .................................................................................................... 31 
 
Daniele Sarri, Riccardo Lisci, Marco Rimediotti and Marco Vieri 
RHEA airblast sprayer: Dose calibration indexes related to canopy and foliage 
characteristics ........................................................................................................... 39 
 
Roberto Oberti, Massimo Marchi, Paolo Tirelli, Aldo Calcante, Marcello Iriti, Marko 
Hočevar, Joerg Baur, Christoph Schütz, Julian Pfaff and Heinz Ulbrich 
CROPS agricultural robot: application to selective spraying of grapevine’s 
diseases ....................................................................................................................... 49 
 
Jens Fehrmann and Matthias Grimsel  
Design and construction of an autonomous vehicle for agricultural maintenance 
work ........................................................................................................................... 59 
 
Luisa Martelloni, Christian Frasconi, Marco Fontanelli, Michele Raffaelli, Michel 
Pirchio and Andrea Peruzzi 
A review of site-specific physical weed control applications ................................. 65 
 
Daniele Sarri, Riccardo Lisci, Marco Rimediotti, Marco Vieri 
RHEA airblast sprayer: calibration indexes of the airjet vector related to canopy 




Sensing in precision agriculture 
 
Barna Keresztes, Jean-Pierre Da Costa, Gilbert Grenier, Christian Germain and 
Xavier David Beaulieu  
A depth and color vision system for the automated detection of grape maturity ...  
 .................................................................................................................................... 85 
 
Aljaz Osterman, Tone Godeša, Marko Hočevar and Brane Širok 
Unilateral characterization of tree canopies in orchards with LIDAR ................ 93 
 
Xanthoula Eirini Pantazi, Dimitrios Moshou and Abdul Mounem Mouazen 
Crop and weed species recognition based on hyperspectral imaging and 
hierarchical self organising maps .......................................................................... 101 
 
Xingqiao Liu, Chenhu Xu, Meixiang Zhang 
A novel kind of smart monitoring system of aquaculture ................................... 111 
 
Aljaz Osterman, Tone Godeša, Marko Hočevar and Brane Širok 
Monitoring of growth of fruit trees during growing season with LIDAR ......... 123 
 
Gerassimos Peteinatos, Manuel Geiser, Christoph Kunz and Roland Gerhards  
Multisensor approach to identify combined stress symptoms on spring wheat ......  
 .................................................................................................................................. 131 
 
A.I. de Castro, R. Ehsani, S. Buchanon, D. Pybas, J.H. Crane, R. Ploetz, J.E. Peña, 
E.A. Evans and D. Carrillo  
Detection of laurel wilt-infected avocado trees using low-altitude aerial images ....  
 .................................................................................................................................. 141 
 
P. Javier Herrera, José Dorado and Ángela Ribeiro 
Application of the dempster-shafer theory to classify monocot and dicot weeds 
based on geometric shape descriptors ................................................................... 149 
 
M. Garrido, M. Perez-Ruiz, C. Valero, C.J. Gliever, B.D. Hanson and D.C. Slaughter 
Optical sensor for tree's stem detection in nurserie ............................................. 157 
 
Xanthoula Eirini Pantazi, Dimitrios Moshou, Roberto Oberti, Dimitrios Kateris, 
Cedric Bravo, Jon West, Herman Ramon and Abdul Mounem Mouazen  
Active learning system for autonomous combined biotic and abiotic crop stress 
detection ................................................................................................................... 167 
 
José Miguel Guerrero Hernández, Martín Montalvo Martínez, Maria Guijarro, Juan 
Romeo and Gonzalo Pajares 
Comparison of two new automatic techniques for exposure time control in 




Thomas Jensen, Lars J.Munkholm, Ole Green and Henrik Karstoft 
A mobile surface scanner for soil studies .............................................................. 187 
 
Alexandre Escolà, Joan R. Rosell-Polo, Francesc Sebé, Ricardo Sanz, Joan Masip, 
Eduard Gregorio, Jaume Arnó, Manel Ribes-Dasi, José A. Martínez-Casasnovas and 
Ignacio Del-Moral 
Sensing canopy characteristics in an olive orchard using a high-resolution mobile 
terrestrial laser scanner ......................................................................................... 195 
 
Martín Montalvo Martínez, José M. Guerrero, María Guijarro, J. Romeo and 
Gonzalo Pajares 
Exposure time control in agricultural images using a color adaptive method ........  
 .................................................................................................................................. 205 
 
GNSS, Guidance systems and machinery  
 
Bernhard Jahnke, Patrick O. Noack, Georg Happich, Nico Fromligt and Thomas 
Muhr 
Environment mapping enabling safety and usability an electronic tow bar ..... 217 
 
Mark Spekken, Jose V. Salvi and Jose Paulo Molin  
A method to evaluate parallelism from machine logged positions ..................... 227 
 
Andrii Yatskul, Jean-Pierre Lemiere and Clément Delion 
On an automated headland turn of wide width air seeders ................................ 239 
 
D. Drenjanac, S.D.K. Tomic, J. Agüera and M. Perez-Ruiz 
Localization techniques for humans and robots in precision agriculture .......... 247 
 
Juan Romeo, Andrea Benitez, José Miguel Guerrero, Martín Montalvo and Gonzalo 
Pajares  
Tractor guidance in maize fields using computer vision and geometry ............. 257 
 
Remote sensing in precision agricultura 
 
Jorge Torres-Sánchez, Francisca López-Granados, Ana de Castro and José Manuel 
Peña 
Multitemporal weed mapping using UAV imagery for early site-specific control: 
the case of wheat as a narrow row crop ................................................................ 269 
 
David Gomez-Candon, Sylvain Labbé, Nicolas Virlet, Audrey Jolivot and Jean Luc 
Regnard 
High resolution thermal and multispectral UAV imagery for precision 
assessment of apple tree response to water stress ................................................ 279 
 
iv 
Ioannis Gravalos, Zisis Tsiropoulos, Dimitrios Kateris, Theodoros Gialamas, 
Panagiotis Xyradakis, Avgoustinos Avgoustis, Anastasios Geogriadis and Spyridon 
Fountas 
Soil moisture remote monitoring from an agricultural tractor .......................... 289 
 
F. J. Mesas-Carrascosa, J. Torres-Sánchez, J.M Peña, A. García-Ferrer, I.L. 
Castillejo-Gonzalez and F. López Granados 
Generating UAV accurate ortho-mosaicked images using a six-band 
multispectral camera arrangement ....................................................................... 299 
 
Rocio Calderón, Juan Antonio Navas Cortés and Pablo Jesús Zarco Tejada 
Early detection and quantification of Verticillium wilt in olive using UAV and 
manned platforms to acquire hyperspectral and thermal imagery at local and 
regional scale ........................................................................................................... 309 
 
José M. Peña, Jorge Torres-Sánchez, Ana I. de Castro, Angélica Serrano-Pérez and 
Francisca López-Granados.  
Comparing visible and color-infrared UAV imagery for early-season weed 
mapping: the case of maize as a wide row crop ................................................... 319 
 
Gilles Rabatel and Sylvain Labbé 
Registration of visible and near infra red aerial images based on Fourier-Mellin 
transform ................................................................................................................. 329 
 
Sylvain Jay, Gilles Rabatel and Nathalie Gorretta 
In-field crop row stereo-reconstruction for plant phenotyping .......................... 339 
 
Robotics and new technologies  
 
Ole Green, Thomas Schmidt, Radoslaw Piotr Pietrzkowski, Kjeld Jensen, Morten 
Larsen and Rasmus Nyholm Jørgensen 
Commercial autonomous agricultural platform - Kongskilde Robotti .............. 351 
 
Raphaël Rouveure, Patrice Faure, Anicet Marionneau, Philippe Rameau and Laure 
Moiroux-Arvis 
A new radar sensor for cutting height measurement in tree harvesting 
applications.............................................................................................................. 357 
 
George Adamides, Georgios Christou, Christos Katsanos, Nektarios Kostaras, 
Michalis Xenos, Thanasis Hadzilacos and Yael Edan 
A reality-based interaction interface for an agricultural teleoperated robot 
sprayer ..................................................................................................................... 367 
 
Peter Lepej, Miran Lakota and Jurij Rakun 




Roi Reshef, Danny Eizicovits and Sigal Berman 
Path planning of grasp-aimed robotic tasks using rapid-exploring random trees ..  
 .................................................................................................................................. 387 
 
F. Alarcón, L. Díaz-Más, A. Jiménez and A. Viguria 
Flexible hardware and software architecture for remotely piloted aircraft 
systems applied to precision agriculture applications ......................................... 397 
 
Morten Larsen, Sorin Adam, Ulrik P. Schultz and Rasmus N. Jørgensen 
Towards automatic consistency checking of software components in field 
robotics .................................................................................................................... 409 
 
João Valente, Adrian Guillen, Oscar Manrique, Mercedes Arenal and Antonio 
Barrientos 
On the acquisition of high-resolution maps with open source software and 
commercials off-the-shelf quad-rotors .................................................................. 419 
 
Yin Jianjun, Wang Tong, Wu Chuanyu, Xie Chun 
Structure design and statics analysis on a type of underactuated finger 
mechanism for fruit-picking robot ........................................................................ 429 
 
Ji-Zhan Liu, Feng-Yun Wang and Ping-Ping Li.  
Theoretical and experimental comparison of non-tool detaching methods for 
tomato robotic harvesting ...................................................................................... 439 
 
João Valente, Jaime del Cerro and Antonio Barrientos 
What is the optimal stitching orientation from an aerial survey perspective? ........  
 .................................................................................................................................. 449 
 
Yunjun Xu, Reza Ehsani, Josh Kaplan, Ishtiaque Ahmed, William Kuzma, Joshua 
Olandi, Kevin Nehila, Kyle Waller and Sinem Defterli 
An octo-rotor ground robot network for autonomous strawberry disease 
detection – Year 1 Status Update  ......................................................................... 457 
 
Siddhartha Mehta and Thomas Burks 
Path planning and robust control for robotic citrus harvesting ......................... 467 
 
José M. Bengochea-Guevara, Xavier P. Burgos-Artizzu and Angela Ribeiro 
Real-time image processing with sequence stabilization for crop/weed 
discrimination in maize fields ................................................................................ 477 
 
ICT technologies in precision agriculture and forestry  
 
Domagoj Drenjanac, Slobodanka Dana Kathrin Tomic and Thomas Hinterhofer 
User interactions and network monitoring ease decision-making in a robotic fleet 
for precision agriculture ......................................................................................... 489 
 
vi 
Heiton Gomes, Kleber Lanças, Indiamara Marasca, Emanuel Spadin and André Melo  
Automation of a soil sampling mobile unit ........................................................... 499 
 
Ruud Barth, Jörg Baur, Thomas Buschmann, Yael Edan, Thomas Hellström, Thanh 
Nguyen, Ola Ringdahl, Wouter Saeys, Carlota Salinas and Efi Vitzrabin  
Using ROS for agricultural robotics - Design considerations and experiences .......  
 .................................................................................................................................. 509 
 
Emerging issues in precision agriculture and forestry  
 
Louis Longchamps, Bernard Panneton, Marie-Josée Simard and Gilles D. Leroux 
Spatial aggregation of broadleaf and grass weeds in corn fields and its impact on 
site-specific weed management .............................................................................. 521 
 
Thomas Hellström and Ahmad Ostovar 
Detection of trees based on quality guided image segmentation ......................... 531 
 
Svend Christensen, Jesper Rasmussen, Søren Marcus Pedersen, Jose Dorado and 
Cesar Fernandez-Quintanilla 
Prospects for site specific weed management ....................................................... 541 
 
Fleets of robots and new vehicles for precision agriculture and 
forestry  
 
Mikko Hautala, Tapani Jokiniemi, Mikko Hakojärvi, Johannes Tiusanen, Hannu 
Mikkola, Matti Pastell, Jukka Ahoka and Laura Alakukku 
Field operations performed by solar powered robots: pipe dream or realism ........  
 .................................................................................................................................. 553 
 
Mariano Gonzalez-de-Soto, Luis Emmi and Pablo Gonzalez-de-Santos 
Optimization of fuel consumption in robotic tractors ......................................... 565 
 
Jesus Conesa-Muñoz, Luis Emmi, Mariano Gonzalez de Soto and Angela Ribeiro 
Modular supervisor to effectively monitorize a fleet of agricultural vehicles .........  
 .................................................................................................................................. 579 
 
Santosh K. Pitla, Joe D. Luck and Scott A. Shearer 
Multi Robot System Control Architecture (MRSCA) for Agricultural Mobile 
Robots ...................................................................................................................... 589 
 















machines for weed 




DESIGN AND FULL REALIZATION OF PHYSICAL 
WEED CONTROL (PWC) AUTOMATED MACHINE 
WITHIN THE RHEA PROJECT 
Christian FRASCONI2, Luisa MARTELLONI1, Marco FONTANELLI1, Michele 
RAFFAELLI1, Luis EMMI3, Michel PIRCHIO1 and Andrea PERUZZI1 
 
1Dipartimento di Scienze Agrarie, Alimentari e Agro-ambientali (DiSAAA-a), University of 
Pisa, Via del Borghetto 80, Pisa, Italy 56124, Italy 
2CiRAA “E.Avanzi”, University of Pisa, Via Vecchia di Marina 6, San Piero a Grado, Pisa, 
Italy 56122, Italy  
3Spanish National Research Council, Centre for Automation and Robotics (CSIC-CAR) 
Arganda del Rey, Madrid, 28500, Spain 
Abstract. In this paper is reported the design and the development of an 
automatic machine able to perform, at the same time, mechanical and thermal 
weed control on maize. The machine is coupled to an autonomous ground 
mobile unit equipped with a row and weeds detection system. The operative 
machine was designed to remove weeds mechanically from the inter-row area 
and perform selective and targeted cross flaming within the rows of the crop. 
The precision of the treatment is ensured by a specific machine vision based 
perception system able to perform row and weeds detection. Mechanical 
treatment will be performed in a continuous way, even without weed presence. 
The machine is provided with an automatic steering system managed by the row 
detection system in order to avoid damaging the maize plants with the rigid tools 
used for mechanical weed removal. On the contrary cross flaming on the rows of 
the crop is actuated automatically only if weeds are detected. Thermal weed 
control is applied by mean of couples of rod burners LPG fed, able to treat a 25 
cm wide strips with the crop row in the middle. The biological selectivity is 
ensured by maize high tolerance and weeds sensitivity to flame exposure for few 
tenths of seconds. Moreover, the LPG working pressure can be adjusted 
according to the level of weed cover detected by the weed detection system. 
Each unit for thermal weed control is provided with an ignition system able to 
properly switch on the burners at the selected LPG working pressure. This 
ignition system enables to avoid the use of pilot light, often adopted in the 
conventional “low-tech” flaming machines. This fact is very important for the 
overall safety of the system, since the implement is coupled with an unmanned 
ground mobile unit. 
Keywords: precision agriculture, site-specific weed control, mechanical and 
thermal weed control 
1 Introduction 
The heterogeneous distribution of weeds in agricultural fields allows actuating site-
specific weed management, resulting in significant herbicides save as well as 
economic and ecological benefits (Gutjahr & Gerhards, 2010). Weed seedlings 
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distributions were found spatially and temporally heterogeneous within agricultural 
fields. They often occur in aggregated patches of varying size or in stripes along the 
direction of cultivation (Gerhards & Christensen, 2003). For this reason a uniform 
treatment of the entire fields can result in unsatisfactory weed control or unnecessary 
use of herbicides (Grisso et al., 2011). One of the aims of precision agriculture is to 
minimize the amount of herbicides used to perform weed control (Gomes & Leta, 
2012). The distribution of herbicides with fixed point and quantitative spraying is 
becoming one of the major research directions of precision weeding technology (Wu 
et al., 2011). Weed-specific chemical application can reduce the amount of chemicals 
by about 25-50%, thus reducing costs and protecting the environment (Perez-Ruiz & 
Upadhyaya, 2012). 
Both increasing cost of chemicals and soil pollution caused by herbicides residues ask 
for alternative methods of weed management. On the other hand, there is a strong 
political interest in the European Union to increase the amount of organically grown 
products as organic farming is not only a political goal, but it also represent a need 
from the market. As more and more customers ask for organically grown products 
many companies need to increase this kind of supplies (Åstrand & Baerveldt, 2005). 
Autonomous mechanical or thermal weed control systems could contribute to increase 
the available of organic products allowing to replace hand weeding and reducing 
agriculture current dependency on herbicides and improving yields, product quality 
and economical incomes of the farmers (Bakker et al., 2010). 
In this regard, the RHEA (Robot fleet for Highly Effective Agriculture and forestry 
management) Project funded by EU, aims to develop a fleet of heterogeneous 
autonomous robot units in order to perform precise treatments related to crop 
protection in different scenarios. 
A new machine able to perform site-specific physical weed control in maize was 
design and fully realized at the University of Pisa, according to the activities planned 
in the RHEA Project. The aim was to develop an automatic operative machine able to 
perform mechanical non-selective weed control in the inter-row space and real-time 
site-specific flaming weed control on the rows of crops tolerant to thermal treatment.  
2 Machine design and description 
2.1 Machine structure 
The machine structure is realized by integrating a inter-row cultivator to a flame 
weeding system. The inter-row cultivator was constituted by a 3.46 m wide steel 
frame, supporting 5 articulated parallelograms on which the mechanical weed 
removal tools were placed (Fig. 1). The LPG fed weed flaming system, consisting in a 
steel frame (0.76 m x 1.46 m) supporting four LPG tanks and the open flame burners 
installed on the articulated parallelograms (Fig. 2). According to the 0,75 m inter-row 
space of maize, the machine is adjusted in order to have a working width of 3 m and 
thus treat 4 crop rows and 5 inter-rows in a single pass. The three central articulated 
parallelograms are provided with a couple of burners and rigid elements that till a 0.5 
m space between the rows. Each couple of rod burners generates a flame able to 
control weeds on a strip 0.25 m wide with the maize plants placed in the middle (Fig. 
2). The two external articulated parallelograms are provided with only one burner. 
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The side rigid element for mechanical weed removal are removed to avoid 
overlapping in machine pattern (Fig. 2). Each articulated parallelogram was designed 
in order to maintain the correct working depth of the tines and the proper distance of 
the burners from the soil surface during the treatment. This task is guarantee by a 
spring and two free pneumatic wheels (Fig. 3). The machine is coupled to an 


































Fig. 1. Vertical and horizontal plane of the initial machine structure. A: steel frame; B: 
articulated parallelogram; C: tines. 
 
2.2 Mechanical tools 
Mechanical tools for weeds removal are placed on the articulated parallelograms. The 
two external parallelograms are equipped with a goose-foot tine and only one “L” 
shaped sweep. On the other hand, the three central parallelograms are equipped with a 
goose-foot rigid element and two sweeps. These rigid tools control weeds in the inter- 
row space, performing a shallow tillage (till a depth of 3-5 cm). Goose-foot elements 




























Fig. 2. Integration between steel frames and flaming system. A: steel frame supporting LPG 















Fig. 5. “L” shaped sweeps (dimensions are expressed in mm). 
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2.3 LPG feeding system and burners 
The flaming system is composed by a LPG feeding system, 8 burners and an ignition 
system. Flaming system is completely automatic and based on signals coming from a 
weed detection system. Four LPG tanks are supported by a steel frame placed in the 
middle of the main frame of the machine (Fig. 2). LPG tanks have to be manually 
inserted into proper heat exchangers, that consists in cylindrical hoppers containing 
water heated by the exhausted gases of the endothermic engine of the GMU. The 
exhausted gases flow through a pipe placed in the inner basal part of the cylindrical 
hoppers (Fig. 6). The heat exchanger allows to perform continuously flaming 
treatment at high LPG working pressure avoiding the cooling of the tanks. As a matter 
of fact, if the temperature of LPG is lower than the vaporization one, the gas stops 




d e  
 
Fig. 6. Heat exchanger. a) view of horizontal plane of the hopper with the internal holed 
support for tanks; b) pipe for the exhausted gases from the engine to the hoppers; c) hoppers 
half filled with water; d): junction for the proper connection of the pipe; e): chimney. 
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Gas flow from the LPG tanks to the burners is controlled by normally closed solenoid 
valves managed by a PLC provided with inputs and outputs modules. Pressure sensors 
and thermocouples are connected to the inputs, while electro-valves and transformers 
are connected on the outputs. On the machine are placed four 15 kg LPG tanks. Each 
tank feeds a couple of burners. On each tank there is a manual pressure regulator with 
a gauge set at 0.5 MPa. A pressure sensor (Aplisen® PC29) supplied with a 12 V DC 
voltage, monitors the pressure status of the LPG tank and transmits an analog signal 
to the PLC. When the LPG in the tank is going to finish and the pressure falls below 
level of 0.4 MPa, the PLC closes the adjacent electro-valve. All the electro-valves are 
normally closed solenoid valves (Madas® EV6 DN15) enabling the gas flux when 
they are supplied with an electrical 24V DC input. In each working unit, after the 
pressure sensor the LPG feeding line is then split into two branches equipped with 
electrovalves, one for each working pressure adjusted by two manual pressure 
regulators provided with pressure gauge. The thermal treatment can be undertaken in 
real-time using two different LPG working pressures according to weed cover 
percentage detected by the weed detection system. The PLC sends the signal opening 
the proper electro-valve according to detected weed cover percentage. An external 
mixer provides to mix LPG with the primary air acting as a Venturi pipe. The external 
mixer is a hallow brass hexagonal prism mounted coaxially onto the LPG feeding 
pipeline upstream of the burner. The brass structure of the mixer has three circular 
inlets (ø 7 mm) on the lateral walls and a coaxial screwed nozzle (ø 1.1 mm) placed 
inside. The carter of the burners are provided with circular inlet (ø 9 mm) in order to 
enable the intake of the secondary air that increases the efficiency of the combustion. 
The LPG/air mixture then reaches the ignition electrode. Each burner is equipped with 
a K thermocouple, which monitors the presence of the flame sending a low voltage 
output signal to the PLC. If the flame accidentally is extinguished, PLC activates the 
transformers in order to reignite the burners. If the ignition process fails after 10 s the 
PLC closes the electro-valve placed near the tank, avoiding LPG efflux. The wires of 
the thermocouple are coated in fiberglass in the part close to the burner in order to 
prevent any damage caused by high temperatures. Burners are made in stainless steel 
and are composed by an external carter and an internal rod. The internal rod is 25 cm 
wide and 3 cm long and has circular inlets (ø 2.5 mm) placed 3.5 cm apart. The carter 
is reinforced with steel “wings” in order to avoid deformations due to the high 
temperatures. 
The ignition system is almost instantaneous. As a matter of fact the flame is active 
and able to control weeds 0.39 s after the activation of the relays by the PLC. The 
ignition system is composed by one transformer (Cofi® TRL 24-30C) for each 
burner, converting the voltage value of 24V-DC to 12kV-AC, and one bipolar 
electrode with a ceramic insulator body, placed on the burner. The transformer is 
wired to the electrode with special high voltage wires coated in silicone rubber in 
order to resist to high temperatures. The power of the transformer (80 W) allows to 
obtain a continuous electric arc between the two poles of the electrode, which ignites 
the LPG/air mixture even at the higher values of LPG working pressure avoiding the 
use of the pilot light. The use of the instantaneous ignition system, instead of a pilot 
light, is essential on an autonomous unmanned system in order to avoid during the 
turning phase of the work, risk of accidental fires due to the presence of flammable 
plant material on the headland. 
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2.4 Hydraulic system 
The machine is equipped with a folding system in order to make easy the transfer and 
the transport. The main frame is divided into three parts: one central and two lateral 
foldable parts. Two cylinders powered by the hydraulic circuit of the GMU drive the 
folding system. The width of the implement when it is closed is 2.48 m. The folding 
system is equipped with two couples of inductive sensors in order to detect both the 
closed and the open configuration. 
In order to follow the direction given by guidance system of the GMU and avoid to 
damage the crop, the machine is equipped with an automatic steering system driven 
by a central double-rod hydraulic cylinder that enables little change in direction of 
two metal directional wheels that allow small lateral movement along the maize rows. 
Machine lateral displacement is measured by a linear sensory system (potentiometer 
and encoder). The positioning system measures the relative displacement of the 
implement with respect to the GMU in a direction perpendicular to its longitudinal 
axis. The system is based on a telescopic arm joining the GMU and the implement. 
An end of the arm is fixed to the GMU through a rotary passive joint, with the 
rotation axis perpendicular to the sensor arm. The other was fixed to a carriage 
through a ball joint. The carriage can slide over a linear guide. A linear potentiometer 
measures the distance between the carriage and a fixed point. 
3 Conclusions 
The machine designed and fully realized at the University of Pisa within the RHEA 
project, in order to perform site-specific flame weeding in maize, actually needs only 
to be tested in order to optimize its functioning and the integration and 
synchronization with the positioning system and the WDS (see also Frasconi et al., 
2014 in this volume). Preliminary tests carried out in order to verify the management 
of actuation devices and sensors by the PLC, the coupling with the GMU and the 
integration with the perception system for weed and row detection (that make the 
machine autonomous) were promising but not completely satisfying. Therefore 
further research activities are needed in order to optimize all the sub-systems and 
verify their integration. This autonomous system for site-specific thermal weed 
control designed and fully realized within the RHEA Project could be applied also to 
other tolerant crops (i.e. onion, garlic, sunflower, etc.). 
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Abstract. Commercial vegetable crops transplanters currently utilize several 
uncoordinated planting modules mounted to a common transport frame. The 
objective of this work is to implement and analyze the performance of a new and 
highly accurate plant placement technology to improve the plant placement 
accuracy and spatiotemporal planting synchronization across adjacent rows to 
produce a grid-like planting pattern capability utilizing adjacent vegetable crop 
transplanters. Color, digital, high-speed computer vision analysis of the motion 
and dynamic plant trajectory of tomato transplants during planting was 
conducted. The high-speed video analysis led to the design and testing of an 
improved plant support mechanism for better control and precision planting 
performance in the transplanting of vegetable crops. The feasibility of 
synchronization of adjacent transplanting modules for vegetable crops was 
demonstrated. These results serve as the fundamental basis for a mechatronic 
system that can precisely plant transplanted vegetable crops in a grid-like pattern 
across rows as a critical first step in a systems approach to fully automated 
individual plant care. 
Keywords: Precision Farming; High-Speed Video; Transplanter. 
1 Introduction  
Precision agriculture also implies accuracy in the plant and seed distribution over the 
field. This distribution is defined by the size and shape of the area providing nutrients 
and light to plants to obtain the maximum possible yield. Both factors are controlled 
by the spacing between crop rows and the spacing between plants/seeds in a row 
(Klenin et al., 1985). The relationships between crop yield and plant spacing have 
been well documented (Nielsen, 1991; Doerge et al., 2002).  In many crops, the row 
crop spacing is determined as much by the physical characteristics of agricultural 
machinery used to work within the field as by the specific biological spacing 
requirements of the crop. 
Nielsen et al. (2006) indicated that irregular plant spacing within rows decreased corn 
grain yield at rates up to 125.5 kg ha-1 for every 2.54 cm (1 inch) increase in standard 
deviation of plant to plant spacing within a range of plant spacing variability from ~5 
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to ~36 cm. Another good reason to improve the uniformity of the plant distribution in 
the field is to reduce weed growth due to the more uniform crop canopy closing and 
hence faster shading of the soil (Heege, 2013). If positioning tomato transplants in a 
very regular grid pattern can be obtained it will optimize resource utilization 
(nutrients, water, light and space), improve the ability of the crop to suppress weeds 
and makes it easier to utilize mechanical or physical weeding treatments. 
For agronomy reasons (e.g. earlier harvesting, better crop establishment in 
challenging farming conditions, and better development of root systems) transplants 
are used for some crops and usually grown in transplant flats, in order to reduce plant 
stress at transplantation and because plants of uniform size are needed for the 
transplanter (Parish, 2005). Most vegetable crops use a mechanical transplanter 
(carousel and pocket-type transplanter) despite the requirement for significant hand 
labor to feed and operate. Automatic feeding mechanisms are gradually being 
developed and becoming accepted by growers (Kumar et al., 2012). A pocket-type 
planting unit has a numbers of spring-loaded plant pockets arranged at equal intervals 
on a drum. The drum is driven from the soil contacting wheels through a gear (Rotty, 
1960) or chain drive. When the drum rotates, a plant pocket opens as it approaches the 
top of the cycle, receives the transplant, closes, carries the transplant downwards, and 
releases the transplant in the furrow. The current designs of commercial vegetable 
crop transplanters utilize several uncoordinated planting module mounted to a 
common transport frame. These systems use sub-optimal open-loop methods that 
neglect the dynamic and kinematic effects of the mobile transport frame and the plant 
motion relative to the frame and the soil. The current designs also neglect to employ 
complete mechanical control of the transplant during the entire planting process 
producing an error in the final planting position due to increased uncertainty of plant 
location due to natural variations in plant size, plant mass, and soil traction and 
compaction (Prasanna & Raheman, 2008). Due to plant/field variations and 
transplanter operation, the desired synchronization does not occur in actual field 
conditions. The in-field operation is based on the rotation of a shaft which is 
controlled by the travel speed of the transplanting machine through the field. These 
transplanters may seem to be designed to maintain a uniform distance between plants 
and according to manufactures this synchronization does exists, however, in practice 
synchronization only occurs in laboratory/workshop tests and typically fails under 
real-world field conditions. 
In recent years several research groups have worked diligently on precision intra-row 
weed control (i.e., Forcella 2012; Pérez-Ruiz, et al. 2012). These systems demonstrate 
the importance to highly accurate plant placement that can facilitate the use of 
mechatronic or robotic technology in weed control tasks. Precise planting of 
vegetable crop transplants in an orchard-like grid planting pattern is critical step in a 
systems approach to automated individual plant care applications such as automatic 
mechanical or grit-abrasion weeding, precision spraying for pest control, fertilization, 
irrigation, etc. 
The goal of this work was to implement and analyze the performance of a new and 
highly accurate plant placement technology to improve the plant position accuracy 
and synchronization in the planting pattern between adjacent tomato transplanters. 
Color, digital, high-speed computer vision analysis of the motion and dynamic plant 
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trajectory of tomato transplants during planting was conducted to assess the 
performance of the system. 
2 Materials and methods 
2.1 Three-row transplanter design 
Three vegetable transplanters (model 1600, Holland transplanter Co., Holland, MI, 
USA) were mounting within a heavily modified transplanting sled (SWEMEC 
Woodland, CA) that was designed for synchronized operation. This transplanter 
design used three planting wheels precisely manufactured for our study and allowed a 
simple mechanical linkage to connect adjacent planters (Figure 1). In addition to the 
main frame and 3-planting wheels, this transplanter includes suitable ground-working 
equipment which operates to open a planting furrow in the ground ahead of the 
position where the tomato plants were placed. This device was similar in concept to 
the one patented by Holland Transplanter Co. (Poll, 1956). The ground-working 
equipment also includes a furrow-closing device which closes the furrow around the 
plant to provide the necessary growing conditions and support after it is released by 
the machine. This furrow closing device was called a “packing wheel” and was 
constructed from forklift style metal rims selected because they were the largest off-
the-shelf steel rim that would fit below the synchronization shaft.  
 
Fig. 1. Photographs showing the PTO-style synchronization shafts (black with yellow safety 
end cover) connecting the three planting wheels. 
 
In the center of each planting wheel, a torque-limiting hub was mounted to allow both 
overload protection and a keyed drive shaft. Splined drive shafts interconnections 
(similar to those used for power takeoff connections in small tractors) were 
manufactured to mount on the planting wheel drive shafts and allow each planting 
wheel to be mechanically locked together. The splines allow the planting wheels 
approximant alignment while hubs enabled precise alignment. Standard agricultural 
grade PTO connecting linkages were used to mechanically link the planting wheels 
through the splined shafts of each planting wheel and allowed some independent 
vertical movement of each planter while maintaining the alignment of the planting 
arms. 
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A compact hydraulic gear motor (power at 5kW and flow 1260 l h-1; Eaton 
Corporation Inc., Beachwood, Oh, United States) was used, with a chain drive 
system, to provide the planting wheel rotation. 
2.2 Field experiments 
Field tests were conducted during the summer of 2013. The field site was located at 
the Western Center for Agriculture Equipment (WCAE), on the University of 
California, Davis campus. In this test, thirty rows were panted (single crop row/bed, 
1.5 m bed spacing) with the prototype 3-row synchronized vegetable crop 
transplanter. 
All the rows were planted at a travel speed of 1.6 km/h. Before planting, the test plot 
was divided into two equal subplots. The treatment subplot consisted of five 3-row 
passes which utilized metal supports (called spoons) integrated in the plant holder to 
increase planting position precision. The control subplot also consisted of five 3-row 
passes which were performed without metal supports (spoon) as typical of local 
commercial farming procedures. 
To evaluate the performance of the synchronized transplanter, a large 12-foot by 10 
foot aluminum frame was utilized. Along each of the three longitudinal braces of the 
frame, a 12-foot measuring tape was rivet mounted. In the field, the frame was placed 
so that each of the three brace sections was adjacent to a row of tomato plants within a 
3-bed set. For each plant location (27 plants per length, 81 plants per frame) along 
each of the three measuring tape brace sections the plant location was evaluated 
visually and read aloud while a second individual recorded the value. Seventy-two 
sets for the metal spoon treatment and sixty-nine sets for the control treatment of 
tomato plants were measured along the 3-row planting sets. These measurements 
were analyzed to determine the accuracy of the synchronization across each 3-row 
planting set as well as the plant spacing consistency along each row in the direction of 
travel. 
Three pairs of light beam sensors (model Mini-Beam SM31 EL/RL, Banner 
Engineering Co., Minneapolis, MN, USA), one for each row, were configured to 
output a TTL pulse when the infrared beam was blocked by the passage of the plant 
stem during the transplanting process.  All three light-beam signals (one from each 
transplanter) were monitored, simultaneously, in real-time by a very high speed 
embedded control system. Together, these two sensing systems allowed the analysis 
of both the within row and the across row plant placement precision of different 
design prototypes for precision transplanting. 
In laboratory conditions, a Canon Powershot ELPH 300HS 12.1 megapixel camera 
was used to video the motion of tomato plants from when the operator placed the 
plant into the planting arm hand holder and until said plant drops upon the ground 
after exiting the travel tunnel. The planting wheel rotated at two planting travel 
speeds; 0.5 and 1 mph. The planting arms were configured with and without the metal 
spoons. Two different sizes of tomato plants were used in this laboratory test: typical 
transplanted size (mean diameter 0.249 cm and height 18.6 cm) and larger than 
typical size (mean diameter 0.31 cm and height 26.1 cm). The two-dimensional 
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trajectory was determined by an automatic tracking process using the software 
kinovea-0.8.7 (www.kinovea.org) to obtain the actual position of the center of plant 
root bulbs as well as the corresponding time. This allowed us to calculate the 
tangential speed, and, hence, of the corresponding tangential acceleration for each 30 
ms video frame during the travel path. 
A quick way to measure the variation of the radius described by both trajectories from 
the video, with and without the metal spoons integrate in the planting wheel, based 
upon analytical geometry was used. The following expression for the 2D image plane 
co-ordinates (x,y) defining the distance between two points (Xroot, Yroot) and 
Xfinger, Yfinger) was utilized. 
 ∆ݎ ൌ ቀ൫ܺோ௢௢௧ െ ܺி௜௡௚௘௥൯ଶ ൅ ൫ ோܻ௢௢௧ െ ிܻ௜௡௚௘௥൯ଶቁ
ଵ/ଶ
                        (1) 
3 Results and discussion 
A synchronized 3-bed precision transplanter was designed and developed, which 
utilized ground wheel odometry in real-time to ensure that the planting wheel rotation 
speed always matched the actual travel speed of the planter. This system was 
specially designed to achieve a high level of synchronization in the planting pattern 
between adjacent finger-type tomato transplanters.  
3.1 Laboratory test results 
A total of 120 root bulb trajectories were recorded for video motion analysis. Half of 
the videos corresponded to regular size transplanted plants, with 30 videos of the 
spoon support treatment and 30 videos of the control treatment (Figure 3). The other 
half of the videos corresponded to larger size transplanted plants with the same 
numbers of videos for each treatment. Table 1 shows the velocity and acceleration of 
the center root bulb during the trajectory with planting wheel rotational speeds of 0.5 
and 1 miles per hour. For both rotational speeds, the standard deviation of both the 
velocity and acceleration were higher for the control than the spoon supported 
treatment. The lower variation of the velocity and acceleration may reduce the 
possibility of accidental release tomato plant in transit between where it is placed by 
the operator and its final location in the soil. In addition, the metal spoons facilitate 
the ease of which the operator places the plant upon the planting arm holder. 
 
Table 1. Mean and standard deviation of both the velocity and acceleration in large size plants 
Large Size Plants 
Tangential Speed (m/s) 
Tangential Acceleration 
(m/s2) 
  Mean SD Mean SD 
Control (0.5 mph) 0.069 0.035a 0.97 0.824a 
Supported (0.5 mph 0.074 0.024b 0.902 0.694b 
Control (1 mph) 0.136 0.059c 1.442 1.172c 
Supported (1 mph) 0.15 0.035d 1.319 0.955d 
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Table 2. Mean and standard deviation of both the velocity and acceleration in regular 
size plants 
Regular Size Plants 
Tangential Velocity (m/s) 
Tangential Acceleration 
(m/s2) 
  Mean SD Mean SD 
Control (0.5 mph) 0.058 0.027 0.755 0.687 
Supported (0.5 mph 0.066 0.023 0.822 0.652 
Control (1 mph) 0.125 0.054 1.149 1 
Supported (1 mph) 0.149 0.037 1.269 0.898 
 
Figure 2 shows an example of the root bulb trajectories from the control and the 
spoon supported treatment gathered from the video analysis. In the control treatment 
(Figure 2a), the root bulb tends to move in a more random path compared to the spoon 
supported treatment (Figure 2b). This random motion begins from the point that the 






Fig. 2. a) Example of the root bulb trajectories from the control treatment and b) supported 
treatment. 
 
The last portion of the plant trajectory, after the planting arm holder releases the plant, 
is crucial to determine the plant’s final soil location. In order to synchronize the 
planting patterns between adjacent tomato transplanters, it is essential to minimize the 
variability in horizontal distance between the release of the plant from the planting 
arm holder and the final root bulb position in the soil. Figure 3 shows the mean 
distance between the location at which the planting arm holder released the tomato 
plant and the final plant location in the soil. The distance between the control 
(6.67±2.60 cm) and supported (8.28±1.45 cm) treatments were significantly different 
(p=0.0098). The variances were also significantly different between treatments 
(p=0.0408). An additional laboratory test indicated that plant size did not significantly 
influence the planting location for either the control or the supported treatment 
(ANOVA, p=0.43). Since plant size did not affect the final plant location in the soil, 
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this suggests that the new synchronized precision transplanter could have a longer 
window of opportunity compared to traditional row crop transplanter operation. 
 
Fig. 3. Mean distance between the location at which the planting arm holder released the 
tomato plant and the final plant location in the soil. 
3.2 Design concept for precision plant placement into the soil 
The error plant alignment between the three synchronized planters in 2013 was 
plotted using histograms for control and supported treatment (Figure 4 and 5). In all 
the cases near normal distributions were obtained. The mean level of synchronization 
was better in both treatments, and the standard deviation was smaller with the metal 
spoon supports than in control treatment. The Brown-Forsythe test for 
homoscedasticity shows that the variance in 3-row plant synchronization was 
significantly reduce (p=0.0001) when the transplant’s root bulb was fully supported 
during planting. The absolute deviation values in the final location in the soil were 
reduced about 25% in both the right planter and left planter.  
Fig. 4. Histograms for control and supported treatment on left planter 
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Fig. 5. Histograms for control and supported treatment on right planter 
4 Conclusion 
The goal of this work was to develop and analyze the performance of a new and 
highly accurate plant placement technology to improve the plant position accuracy 
and synchronization in the planting pattern between adjacent tomato transplanters. In 
the future this will allow, among other aspects, synchronized adjacent tomato rows to 
reduce the plant-to-plant competition and the use of an automatic intra-row weeding 
co-robot system based on an accurate odometry sensing technique.  
The study resulted in new insight into the plant dynamics during the transplanting 
process. The high-speed video analysis led to the design and testing of an improved 
plant support mechanism for better control and precision planting performance in the 
transplanting of vegetable crops. The feasibility of synchronization of adjacent 
transplanting modules for vegetable crops was demonstrated. These results serve as 
the fundamental basis for a mechatronic system that can precisely plant transplanted 
vegetable crops in a grid-like pattern across rows as a critical first step in a systems 
approach to fully automated individual plant care. 
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Abstract. An implement able to perform physical weed control in maize was 
developed at the University of Pisa within the RHEA Project. The implement is 
an automatized operative machine able to perform mechanical non-selective 
treatments in the inter-row and site-specific flaming in the row space. Flaming 
system is basically composed by a LPG feeding system, couples of burners and 
an instantaneous ignition system. When the machine is coupled with the GMU 
developed within the RHEA project the system becomes autonomous. The 
application of flaming is based on a camera vision weed detection system 
installed on the GMU and developed by the University Complutense of Madrid. 
When the vision system detects weeds the signal is send to the HLDMS installed 
on the GMU and then to the PLC mounted on the implement that manages 
flaming. Three levels of weed cover (zero, low and high weed cover) were pre-
established in order to perform no-treatment or treatments with low or high LPG 
pressure. According to the percentage of weed cover, the choice between two 
levels of LPG pressure is made in real-time in order to obtain the proper dose. 
The machine was realized to treat independently four rows of maize at each 
passage of the GMU. The weed detection system (WDS) is composed by a 
camera mounted at the top of the GMU pointed to the crop rows. Images are 
taken as the GMU moves along the rows. Every image is processed in real-time 
in order to detect, locate and quantify weed cover by means of an evaluation of 
the green percentage. This percentage is used by the HLDMS to decide whether 
to start flaming treatment or not and, if yes, adjust LPG pressure. These 
processes are done in real-time. The synchronization between the detection of 
the weeds and the flaming treatment is critical for the success of the whole 
project.  
 
Keywords: precision agriculture, site-specific weed control, machine vision, 
real-time weed control 
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1 Introduction 
The increasing development of robots equipped with machine vision sensors applied 
to precision agriculture is demanding solutions for several problems. An important 
issue related to the application of machine vision methods in precision agriculture 
concerns with crop row detection for tractor guidance and weed detection for site 
specific control treatment, which were subject of numerous studies and research in the 
recent past (Onyango & Marchant 2003; Tellaeche et al., 2008a,b; Burgos-Artizzu et 
al. 2009; Sainz-Costa et al. 2011). 
The RHEA Project is an European Project founded under the Seventh Framework 
Programme focused on the design, development and testing of a new generation of 
automatized and robotized systems for both chemical and physical effective weed 
management in both agriculture and forestry. In addiction to other precision 
agriculture technologies, the RHEA Project provides machine vision for guidance and 
weed/crop detection and discrimination.  
In the present work a new method to detect crop rows and weeds between crop lines, 
based on machine vision, was designed and realized within the RHEA project by the 
University Complutense of Madrid. The procedure has three steps: (1) green 
segmentation, (2) crop row detection, and (3) weed detection. The weed detection 
system was integrated with an implement developed within the RHEA Project by the 
University of Pisa. The implement is an automatized operative machine able to 
perform mechanical non-selective treatments in the inter-row and site-specific 
flaming in the row space.  
2 Weed detection system (WDS) 
2.1 Green segmentation 
The discrimination of crops and weeds in an image is a very difficult task because 
their red, green, and blue spectral components display similar values. This means that 
no distinction is possible between crops and weeds based on the spectral components. 
The segmentation is achieved by a simple thresholding method, where the threshold is 
previously established by applying a learning-based fuzzy clustering strategy. Cluster 
centers for green textures are obtained during an off-line learning phase, and then this 
knowledge is exploited during the online decision phase. Before proceeding with the 
Fuzzy Clustering, a down sampling for reducing image sizes is applied. This step is 
oriented to gain time reduction during the computational process. The proposed 
approach increases effectiveness and reduces time with respect to some existing 
approaches. Greenness segmentation is used to delete those pixels not belonging to 
vegetation from the original image, i.e.: non-green pixels. Pixels characterized by a 
green spectral component below of the fixed threshold are deleted, while only those 
above it remain in the image. Therefore, the election of a proper threshold is a critical 
step on greenness segmentation. A value of the threshold below the correct one would 
make that pixels not belonging to vegetation remain in the segmented image. On the 
other hand, a value of the threshold above the correct one would delete pixels 
belonging to vegetation. To calculate in real time the proper threshold the algorithm 
proposed by Romeo is used (Romeo, 2014). There are two reasons for using this 
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algorithm: the first reason is due to the fact that the algorithm is part of the RHEA 
Project in which one of the Ground Mobile Units (GMUs) coupled to a site-specific 
flaming implement moves along maize crop rows detecting weeds. The whole process 
happens in outdoor conditions and the images coming from the camera are subject to 
variable environmental conditions (luminance, brightness, IR and UV radiation, 
shadows, etc.). The value of the threshold for segmentation depends directly on these 
factors and therefore must be constantly adjusted according to the received image. 
The second reason in due to the fact that working in real-time, it is not possible to 
stop the whole process to adjust the value of the threshold if necessary. Thus, an 
automatic algorithm for this adjustment is needed to run the whole process without 
interruptions and warranty the quality of the segmentation. 
This algorithm is used because it takes these two hitches into account. Thus, every 
single image is segmented with its proper threshold, which is calculated in real-time. 
The thresholds are applied to the images and those pixels below the fixed values are 
deleted from the original image remaining only those pixels whose green percentage 
is above them. The final result is a binarized image where the entire number of pixels 
present belongs to vegetation of any kind, either crops or weeds (Fig. 1). 
 
 
Fig. 1. Original image (on the left) and image after the segmentation (on the right). 
2.2 Crop row detection 
The robotized GMU works on soil presenting irregularities and roughness. This 
produces vibrations and also swinging in the pitch, yaw and roll angles. For these 
reasons the crop inter-row space in the image is not equal to the real one. Thus, the 
problem is to locate the crop rows in the image. To achieve this goal, in this work the 
method proposed by Romeo and colleagues is used (Romeo et al. 2012). This is a new 
strategy that exploits the specific arrangement of crops (maize) in the field and also 
applies the knowledge of perspective projection based on the camera intrinsic and 
extrinsic parameters. This method is inspired by the human visual perception and, like 
humans, it applies a similar reasoning for locating crop rows in the images, although 
it also exploits the available camera system geometry. Crop row detection was already 
studied in the past and some methods exist on this purpose, but this one was designed 
to achieve high effectiveness in real-time applications, avoiding computing time 
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consumption. Once crop row detection is applied, original image becomes as shown 
in Figure 2. 
 
Fig. 2. Segmented image (on the left) and image after applying crop row detection in the region 
of interest (red box) (on the right). 
After crop rows are detected, the Region Of Interest (ROI) is divided in identical 
cells. In this case, the ROI is 2 m long and 3 m wide. Cells are 0.20 m long and 0.75 
m wide. This means that after the division, the ROI becomes as shown in Figure 3. 
 
Fig. 3. Cells of the same size around crop lines. Each cell is 0.20 m long and 0.75 cm wide. 
2.3 Weed detection 
Every cell is composed by green pixels belonging and white pixels not belonging to 
vegetation. Weed detection is based on the percentage of greenness present in the cell. 
In order to calculate this percentage a margin around the crop line where green pixels 
are not taken into account, as they belong to maize plants, is established. The rest of 
green pixels are counted in order to calculate the percentage of greenness in each cell. 
Moreover, a calibration between the percentage calculated and the real amount of 
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weeds must be done. Thus, three different stages of green percentage are defined, i.e.: 
zero weeds, corresponding to 0%, low weeds density corresponding to values lower 
than 25%, and high density for percentage higher than 25% of greenness. 
3 Site-specific flaming system 
The site-specific flaming system implemented on the RHEA Project physical weed 
control operative machine is basically composed by a LPG feeding system, couples of 
burners and an ignition system. The ignition system is almost instantaneous. As a 
matter of fact, the flame is active and able to control weeds 0.39 s after the activation 
of the relays by the Programmable Logistic Controller (PLC). The ignition system is 
composed by one transformer (Cofi® TRL 24-30C) for each burner, converting the 
voltage value of 24V-DC to 12kV-AC, and one bipolar electrode with a ceramic 
voltage insulator body, placed on the burner. The transformer is wired to the electrode 
with special high voltage wires coated in silicone rubber in order to resist to high 
temperatures. The power of the transformer (80 W) allows to obtain a continuous 
electric arc between the two poles of the electrode, which ignites the LPG/air mixture 
even at the higher values of working pressure (Fig. 4). All transformers and electro-
valves are wired to relays managed by the PLC. When weeds are detected during 
treatment, the PLC activates the appropriate relays in order to open the proper electro-





Fig. 4. Burners with the ignition system. a: electrode, b: electric arc between the two poles of 
the electrode. 
 
4 Calibration and synchronization between WDS and flaming 
system 
When the site-specific physical weed control implement is coupled with the GMU 
developed within the RHEA project the system becomes autonomous. The application 
of flaming is based on the WDS installed on the GMU. When the vision system 
detects weeds the signal of the value of greenness is send to the High Level Decision 
Making System (HLDMS) installed on the GMU and then to the PLC mounted on the 
implement. Three levels of weed cover (zero, low and high weed cover) were pre-
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established in order to perform no-treatment or treatments with low or high LPG 
pressure. According to the percentage of weed cover detected by the WDS, the choice 
between two levels of LPG pressure is made in real-time in order to obtain the proper 
dose to control weeds (Fig. 5). 
 
Fig. 5. Flaming applied using different LPG doses in order to control different weed cover 
percentages. A: no flaming at weed cover quite zero; B: low LPG dose at low weed cover 
percentage; C: high LPG dose at high weed cover percentage. 
Several tests were performed in October 2013 at CSIC-CAR facilities (Arganda Del 
Rey, Madrid, Spain) in order to achieve the synchronization between WDS and 
flaming system. Patches of weeds at different cover percentages were placed at some 
point of the crop inter-rows. The GMU passed along the rows and WDS detected 
weeds. When the patches were detected the HLDMS allows the ignition of the 
burners and the distance between the beginning and the end of the flaming treatment 
was measured. This distance can not be less than 1 m. Delays between both systems 
(detection and flaming) still need to be calibrated via software by introducing 
artificial delays between them.  
5 Conclusions 
The calibration and synchronization of WDS and flaming system presented some 
problems due to the delay between the detection of the weeds and the ignition of the 
burners. Although promising results were already obtained in the experimental tests 
carried out at CSIC-CAR in October 2013, there is still a clear need to optimize the 
synchronization and integration between WDS and flaming system in order to 
minimize the problems caused by the “double delay”. Therefore, Additional tests 
were planned and will take place in March 2014 at CSIC-CAR facilities (Arganda Del 
Rey, Madrid, Spain) aimed at solving in the best way the existing problems and 
making site-specific flaming on the maize row space really effective. 
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Abstract. Non-chemical weed control methods need to be directed to-
wards a site-specific weeding approach, in order to be able to compete
with conventional herbicide application. The system for automatic har-
rowing was based on a previously developed one. That system had differ-
ent levels of harrowing intensity from a very gentle to a very aggressive,
by adjusting the tine angle. Two experimental plots in a maize field were
harrowed with two consecutive passes. The plots had a very high and a
low weed infestation levels, respectively. Discriminant capabilities of an
ultrasonic sensor were used to determine the crop and weed variability
of the field. A control unit used these measurements to adjust the tine
angle and apply an appropriate harrowing power. Thus, areas with high
crop and weed densities were applied with more aggressive harrowing
treatments and areas with lower densities with a gentler treatment; ar-
eas with very low (weed) densities or without weeds were not treated.
Although the weed development was relatively advanced and the soil sur-
face was to hard, the weed control achieved by the system reached and
average of 51% (20% – 91%), without causing crop damage as a result of
harrowing. This system is proposed as a relatively low cost, online and
real-time automatic harrowing that improves the efficacy of the harrow
and reduces power consumption.
Keywords: crop-weed-soil variability, fuzzy logic, site-specific harrow-
ing
1 Introduction
Weed harrowing with a flexible-tine harrow can effectively control small broad-
leaved weeds, and less effectively deep rooted weeds and grasses (Rasmussen
et al., 2008). However, it performs with a lower efficacy than chemical methods,
mainly because in practice a treatment is uniformly applied on the whole the
field, ignoring the spatial variability of crop development, weed abundance and a
hard or a loose soil surface (Søgaard, 1998; Yang et al., 2003; Rueda-Ayala, 2012).
Therefore, non-chemical weed control methods need to be directed towards a
site-specific weeding approach, in order to be able to compete with conventional
herbicide application.
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Research during the last decade has shown that it is possible to assess vari-
ations in soil density, weed density and crop development and automatically
adjust the intensity using different approaches and prototype systems (Søgaard,
1998; Engelke, 2001; Rueda-Ayala et al., 2013). These systems have been de-
signed to adjust the tine angle, thereby varying the harrowing intensity while
cultivating the crop in one operation. Søgaard (1998) achieved ‘on-line’ auto-
matic adjustment of the intensity based on a principle of maintaining a fixed
working depth. However, this author determined that working depth is not the
best way to characterize the intensity in terms of weed control. Engelke (2001)
and Rueda-Ayala et al. (2013) used based their systems on other factors besides
soil density, i.e. weed density and crop growth stage. Their prototypes worked
mostly off-line using application maps, which were created with data from com-
plex and high-cost sensors such as the photooptic sensors (Engelke, 2001) and
bispectral cameras (Rueda-Ayala et al., 2013). Ultrasonic sensors are robust sen-
sors of low cost which have been used in weed science research. Andújar et al.
(2011, 2012) demonstrated that ultrasonic sensors can detect weeds due to a high
correlation of height measurements with weed plant density and biomass. This
study aims to achieve an on-line harrowing system, in which ultrasonic sensors
allow gathering information of the weed variability to characterize the treatment
intensity in real-time. The objectives were to use the weed density discrimination
capability of ultrasonic sensors for automatic control of the harrowing intensity
in a field experiment, and to test the effectiveness of weed control using the
online harrowing system.
2 Materials and methods
2.1 System description
The system for automatic harrowing was based on a previously developed one
by Rueda-Ayala et al. (2013). The current system uses a combination of ap-
proaches for characterizing the harrowing intensity: the ‘sensor-based mechanical
weed control’ (Weis, 2007) and the ‘measuring-controlling-regulating’ (Engelke,
2001). Variations in crop and weed development and density were also assessed
as important deciding factors for harrowing intensity adjustment. Discriminant
capabilities of an ultrasonic sensor were used to determine the crop and weed
densities. A control algorithm was created to determine various ranges of har-
rowing intensity. It was assumed that areas with high crop and weed densities
would tolerate more aggressive treatments and areas with lower densities a gen-
tler treatment; areas with very low (weed) densities or without weeds would not
be treated.
A 6-m-wide flexible-tine harrow (Hatzenbichler Austrian Agrotechnik) was
mounted on a vehicle for harrowing operations. Ultrasonic distance measure-
ments were taken in a winter wheat field to assess plant development and abun-
dance. The ultrasonic sensor Pepperl+Fuchs UC2000-30GM-IUR2-V15 was used
for that purpose. This sensor was mounted to vertically point the ground and
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emit an ultrasonic signal on the surface of crop-weed-ground mixture. An echo
is reflected by various leaf and ground layers. Counts of the lapse time between
emission and reception of the signal determined the plant heights. The device
stores the interval time and transforms it into a voltage based on the speed
of sound, afterwards these values were correlated to a determined plant density
(Andújar et al., 2011, 2012). This sensor was proven to be well suited to field con-
ditions, thanks to its internal temperature correction, its physical protection and
its high resistance to vibrations (Andújar et al., 2012). Further sensor specifica-
tions are given in Andújar et al. (2011, 2012) and the web www.pepperl-fuchs.
com/global/en/classid_186.htm?view=productdetails&prodid=4221. The sig-
nals coming from the ultrasonic sensor were transmitted to the control unit for
adjusting the harrowing intensity.
Inference system for intensity control. A control algorithm in the control unit
was modified from the previously developed (Rueda-Ayala et al., 2013). Fuzzy
logic was used to define the classes for weed biomass assessed with the ultrasonic
sensor (see below). For this, a fuzzy set for the weed biomass IWB was created
using data of ultrasonic values (height) which corresponded to determined weed
plant biomass in the lab measurements. It was assumed that the weed biomass
described fairly the total plant density situation (crop and weeds), because at the
moment of harrowing, weeds should be small and do not contribute significantly
to the total plant coverage. Four membership functions were defined for IWB
in voltage (Figure 1), which corresponded to the plant density from the labora-
tory measurements: ‘none’ with 0–15 plantsm−2, ‘low’ with 16–42 plantsm−2,
‘medium’ with 40–63 plantsm−2, and ‘high’ >60 plantsm−2. The output harrow-
ing intensity was kept with the same fuzzy sets previously defined: none, lightest,
light, strong, and strongest (Rueda-Ayala, 2012; Rueda-Ayala et al., 2013).






Ultrasonic sensor value (V)













Fig. 1. Membership functions of the input variable IWB defined assessments with the
ultrasonic sensor (V), which represent the actual weed density situation.
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The control unit was designed to import data from the ultrasonic sensor
into a Decision Support System (DSS). This DSS separated the input height
values into five discrete classes (five plant height classes), as seen in Table 1.
Each of these classes represented the reference of plant height (crop & weeds)
that would be treated by a corresponding harrowing intensity (tine angle). Every
time that an ultrasonic measurement was within a height range, the control unit
activated online the electric actuator in the harrow to adjust the tine angle,
with a frequency of 10Hz. The first class represented the average crop height.
Therefore, for all input values below this height the harrowing intensity was
set to be ‘none’, meaning that there were no weeds or the weed density does
is too low to compete with the crop. The rest of the classes represented the
plant height span for low, medium and high weed infestation levels. These weed
infestation levels were treated accordingly with a ‘lightest’, ‘light’ or ‘strong’
intensity. When the weed infestation was too high, i.e. weed plants were even
bigger than the crop, the harrowing intensity was set to be very aggressive:
‘strongest’. The prototype for automatic harrowing is shown in Figure 2.
Fig. 2. Prototype automatic harrow. The ultrasonic sensor and 6m-flexible-tine harrow
are mounted on the vehicle for online and real-time weed control.
All data were also stored every 2 seconds while performing the harrowing
operations. For each class, information was stored concerning the minimum and
maximum height value along with the minimum and maximum harrow intensity
values assigned to the corresponding specific class. Definition of the different
classes was predefined and based on measurements taken with the ultrasonic
sensor in the experimental field, right before harrowing operations for a class
calibration assessment. Additionally, visual assessments were also included for
expert knowledge input. For each input value, residing into a specific class a
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Table 1. Ranges of plant height corresponding to each of the five discrete classes in
the Decision Support System to control the harrowing intensity. The ultrasonic sensor
was mounted 75 cm above the ground, getting 10Hz readings and 0.5Hz logging.
Class Min. height Max. height Harrowing intensity(cm) (cm)
0 0 10 none
1 10 15 lightest
2 15 20 light
3 20 25 strong
4 25 77 strongest
ratio was calculated to find its specific distance inside the class by equation (1).
R =
Sheight − Cminh
Cmaxh − Cminh (1)
where R is the calculated ratio, Sheight is the heigh value received by the ultra-
sonic sensor, Cminh and Cmaxh are correspondingly the minimum and maximum
height, assigned for a specific class. This ratio was used to accordingly specify
the harrow intensity, taking into account the predefined intensity levels (Rueda-
Ayala, 2012; Rueda-Ayala et al., 2013), equation (2).
HI = R · (Cmaxhi − Cminhi) + Cminhi (2)
where HI is the harrow intensity and Cminhi and Cmaxhi are the minimum and
maximum harrow intensity respectively assigned for this specific class.
The DSS was also designed to be flexible for fine-tuning through the use of
more classes, each with its corresponding harrow intensity level. This means that
if the weed infestation is highly variable throughout the whole field, more classes
can be defined and more precise harrowing intensities can be site-specifically
applied. It is important to mention that while each height must be uniquely
identified inside a class, the harrowing intensity level could overlap between
different classes. This occurs mainly due to the reaction speed from the control
unit to the electric actuator to move the tines and achieve the desired tine angle.
2.2 Experimental site and measurement procedure
To examine the performances of the system and the control algorithm, a har-
rowing experiment was carried out in maize field. The experimental site was
located in a field of the University of Hohenheim, at the experimental research
station Ihinger Hof (48◦ 45′N, 8◦ 56′ E), near Renningen. Maize was sown at
a row distance of 30cm, on May 20th. The plots had a length of ±50m × 3m,
and were harrowed using two consecutive passes in the same day. This was done
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mainly due to the highly variable weed infestation levels and a very hard soil sur-
face condition of the field. Weed infestation and plant height varied throughout
the field from very little to high, and therefore it was tested whether the ultra-
sonic can cope with extreme variability. It was intended to achieve an accuracy
of measuring-actuation within a grid of 6m × 6m. Assessments and harrowing
operations took place on June 07th, when weather conditions were dry.
Calibration of the control algorithm was done using in-field measurements,
randomly across all experimental plots. Five weed infestation classes were ob-
tained (Table 1), thus five harrowing intensities were accordingly used. A moving
average resulting from 10 measurements was sent every 2s, online and real-time
to the control unit. The reaction speed of the electric actuator was < 1s to
change from one intensity level to the subsequent, after a signal was sent by
the ultrasonic sensor. The ultrasonic sensor was mounted on a frame in the
front of the vehicle, approximately 6m ahead of the harrow, to assure a correct
site-specific treatment. Driving speed for harrowing was 12kmh−1. Additionally,
RGB images were acquired with a camera at 12 sampling points in each plot.
From these, leaf cover index was calculated through digital image analysis. In
the same sampling points, weed density was visually counted (plantsm−2).
3 Results and discussion
In Figure 3, the plant heights measured by the ultrasonic sensor represent the
weed infestation existent before harrowing. The harrowing power sent by the
control unit to the tines to change their angle, and thus adjust the harrowing
intensity, corresponds well to the change in weed infestation level along the field.
This harrowing power corresponds to the tine angle used for harrowing. Figure 3
shows that the harrowing power in the first pass corresponded almost perfectly
to the height assessed. This suggests that the distance between the sensor and
the harrow is enough to get a full tine angle adjustment, as required by the field
variability.
Weed densities in the experimental plots varied greatly, from 0 to 400 plants
m−2. The most dominant weed species (in percentage of the total weed density)
were Chenopodium album L. (40%), Polygonum convolvulus L. (30%), Galium
aparine L. (10%),Thlaspi arvense L.(5%), Sonchus arvensis L. (5%), Veronica
persica Poir. (5%), and other species (5%). Weed plants were in general between
the growth stages 12 to 30 and maize plants were nearly at 4-leaf stage. It seems
like the weed development was relatively advanced and the soil surface was to
hard. Even with two passes at a speed of 12kmh−1, the weed control achieved by
the system was still low. The weed control as a result of harrowing in general was
of minimum 22%, maximum 90% and average 51%. The general leaf coverage,
including crop and weed plants, was reduced by harrowing at an average of 4%
and maximum 15%. This indicated that the crop was very little disturbed or
damaged.
For future experiments, the system must be tested at earlier growth stages
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Fig. 3. Ultrasonic value of plant height and harrowing power applied by the control
unit.
be at young growth stages (i.e., close to the cotyledon stage) in order to fully
profit of this online automatic harrowing system. This system is proposed as
a relatively low cost, online and real-time automatic harrowing that under the
correct conditions will improve the efficacy of the harrow and reduce the power
consumption.
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Abstract. In recent years, the pest control treatments have become central stages 
of the agricultural production processes. The reasons are related to climate 
change, which are gradually varying the types of pathogens and parasites and 
their development trends, but also for the forthcoming rules imposed by 
Legislative Decree 150/2012 Italian transposition of Directive 2009/128/EC on 
sustainable use of agrochemicals. The sustainable use of PPP (Plant Protection 
Products) focus the designing of the EU FP7 RHEA Project (Robot fleets Highly 
for Effective Agriculture and forestry management). To this end, the research 
unit has designed and developed an innovative sprayer that allows a variable rate 
spraying. However, this technique requires studies to define the relationships 
between the characteristics of the target and the volume distributed. In fact, tree 
crops pesticide spraying three variables of GAP good agricultural practices need 
to be considered: the drops type, the unit dose, the air flow intensity. Based on 
these considerations, a study to assess the most appropriate dose in relation to 
the canopy features variation, was conducted. The tests were carried out in an 
experimental vineyard in central Italy (Arezzo) employing a tunnel sprayer in 
order to quantify the doses distributed/recovered during the green management 
stages. In so doing a geo-referenced measurement system for monitoring the 
level of mixture in the tank, made by ultrasonic sensor was built. The results 
showed percentages of recoverable doses from 17,8% to 30,6% during the green 
management. This study represents a first stage of the research, which is also 
focused on the assessment of the potential correlations between vigour (e.g. 
NDVI vigor index) and the required dose. 
Keywords: environmental sustainability, precision viticulture, air-assisted 
sprayer; ultrasound, recovery spraying 
1 Introduction  
In last years, the pest control treatments have become main stages of the production 
process which have important consequences in order to obtain the product. The 
reasons are related to climate change, which is gradually varying the types of 
pathogens and pests and their development trends, but also for the forthcoming rules 
imposed by Legislative Decree 150/2012 Italian transposition of Directive 
2009/128/EC on sustainable use of agrochemicals. A very complex and evolving 
framework that requires innovative management approaches i.e. the adoption of 
RHEA-2014 39
predictive models, the creation of monitoring networks for farms, the use of efficient 
sprayers. In tree crops pesticide spraying, three variables of GAP Good Agricultural 
Practices need to be considered: the drops type, the unit dose, the air flow intensity. 
In fact, in the viticulture's ordinary pest control steps it is estimated, an usual 
dispersion of 80% in the first treatments, 50% in those intermediates and around 30-
20% in those in full canopy. Therefore, a proper implementation of pest control 
stages, cannot disregard to adjust the dose and the air flow, depending on the target 
characteristics and the phenological stage of the crop. One of the three RHEA's 
project (Robot fleets Highly for Effective Agriculture and forestry management 
NMP-CP-IP 245986-2 RHEA) objectives is related to the crop protection treatments. 
To this end, an innovative air blast sprayer coupled to the RHEA mobile ground unit, 
was developed. This equipment makes it possible a variable rate spraying on four 
separate horizontal bands, corresponding to four vertical zones of the canopy orchard. 
Variable rate spraying depends on certain variables: in vineyard is closely related to 
the phenological stage, while in olive growing it depends on the type and the age 
plant (traditional olive tree versus high and super high density olive trees), and by 
management practices. For which the right treatments management should provide a 
doses variation depending on the features of the target. Even the pesticide 
manufacturers, in recent years, have found that the dose has to be linked to the 
vegetable plant mass (i.e. leaf area, density, layers, leaves development stage, their 
shape, etc.). So they have defined for each crop (together with the concentration) the 
"normal dose" of mixture L ha-1 considering that it assumes the full canopy 
development, the ordinary atmospheric conditions, the usual losses, all this with a 
good safety factor. Therefore, the normal dose for the vineyard treatments is 
conventionally fixed in 1000 L ha-1 (10 hl), thus the concentration stated on the label 
must be multiplies by ten to obtain the phytoiatric effective quantity per hectare. 
However, 1000 L is an excessive volume in many contexts of production that results 
in a reduction of farms' efficiency due to an enhanced number of fills, high 
intervention times with a lower resulting controllable surfaces and higher costs. The 
timeliness increase, the controllable surface and the cost reduction may be obtained 
by reducing the dose. This is achievable by high pulverizations but this determines 
highly unstable drops at the temperature and to the aerodynamic drag, which 
evaporate quickly and are transported even by light breezes. The consequences are 
elevated dispersions and the phytoiatric effectiveness reduction. So with conventional 
air blast sprayer, in the first and intermediates treatments, where the vegetation is not 
totally developed, it needs to apply lower doses: in fact, it is estimated that in the first 
treatments there are average dispersions of 80%, 50% in those intermediate and 30-
20% in full canopy (Ade et al., 2005, Pergher et al., 2009, Rimediotti et al., 2011). To 
define the effective quantities sprayed on the target is necessary to employ tunnel 
sprayers that reduce the dispersions and recover the mixture otherwise lost. A further 
aspect of the research is the definition of systems that allow to perform a real-time 
canopy features monitoring in order to vary continuously the dose. In literature, there 
are some survey methods e.g. C.A.S. (Salgarollo et al., 2006), TRV Tree Row 
Volume (Sutton & Unrath, 1984), which however require multiple manual 
measurements of vegetative parameters. To this end, in this preliminary study the use 
of a foliar reflectance sensor (NDVI vigor index) as a potential solution to this 
objective, was evaluated. 
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2 Materials and methods 
All field tests were performed in an experimental vineyard (cv: Sangiovese) in central 
Italy (Arezzo), trained to a horizontal spur-cordon (4-6 per spur), at 0.8 m height from 
the ground; planting distances were 2.65 m between the rows, and 0.9 m between the 
vines. The tests were conducted during the growing season (2013), however, the 
present work focuses on the analysis during the final seasonal stages and particularly 
in the run-up and subsequent to the green topping stages. A total of 15 rows, 
corresponding to an area of 3200 m2, were monitored. The experimental methodology 
involved the use of a tunnel sprayer Bertoni Ltd. model L'Arcobaleno in order to 
quantify the doses distributed/recovered. It is made of two vertical interception 
shields with opposite concavity, supported by a portal frame, within which occurs the 
spraying, the mixture recovery1 as well as the air flow generation. In the bottom part 
of these, there are two collectors connected to the mixture recirculation circuit of the 
main tank. The specific position of each shields is adjustable by an hydraulic system 
to better fit the canopy thickness and to improve work efficiency. Hydraulic actuators, 
managed by an electrical box, allows the shields closure. The air flow, realized with 
eight electrical fans, is designed to determine an air depression through the in vertical 
interceptors in order to collect the not retained mixture by the vegetation. The liquid 
flow is instead conveyed directly on the nozzle bars placed outside the air flow. This 
design determines an internal air circulation between the interception shields that 
optimizes the mixture distribution reducing the problems related to the wind presence 
and drift. The power consumption at the power take off of the entire equipment, 
including the pump of the sprayer, is about 11 kW and the empty mass is 800 Kg. 
The tests were performed using seven nozzle per side, model Albuz ATR brown 
color, with the following settings: 
 
Table 1. Operational parameters during trials. 
 Operational Parameters
Nozzle serial number Albuz ATR 75.1802.93 
Colour Brown 
Pressure (bar) 8 
Forward speed (km·h-1) 6 
No. of active nozzles per side 7 
Spray flow rate per nozzle (L·min−1) 0,60 
Spray flow rate all nozzles (L·min−1) 8,4 
Working width (m) 2,65 
Reference application rate (L·ha−1) 266,7 
PTO speed (rev·min−1) 540 
Volumetric air flow rate (m3·h−1) 16000 
2.1 Mixture monitoring system 
In order to measure the actual doses, a measurement system was set up. It was made 
up of a double concentric plastic cylinder with external diameter of 100 mm and an 
internal of 50 mm included into a closure cap which replaces the original one. This 
was fixed on the bottom through a manual locking system and placed at the center of 
                                                          
1 recovery: amount of mixture recovered by the sprayer 
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the tank. The latter, was characterized by a regular shape, similar to a cuboid (0,4 m 
W; 1 m ; 0,8 m H), and by a high agitation of the mixture. In order to make as linear 
as possible the level measurements, holes in the monitoring system, placed at right 
angles between them and with respect to the mixture flow inside the tank and near of 
the bottom side of the cap, to allow an easy air exchange, were made. Measurements 
were made with an ultrasonic sensor Banner mod. U-GAGE T30UXUA with an 
operating range of 10-100 mm located at the tip of the internal cylinder. The resulting 
values, expressed in mm, indicate the water column height variation compared to the 
initial one. These, through a serial link, were sent to an Arduino microcontroller. The 
latter, performed mediation in continuous of 500 values per second. Thus the final 
ones was sent to an acquisition, georeferencing and storage system made up of an on-
board PC, equipped with a specific software (UNIFI SW), linked to a GPS receiver 
mod StarFire 3000 John Deere Company (precision accuracy SF2) with a sampling 




Fig. 1. Dose monitoring system 
 
The canopy monitoring consisted of the Crop CircleTM ACS210 sensor by 
Holland Scientific. This sensor comprises eight ultrabright light-emitting diodes 
(LED’s) that simultaneously emit light in both near infrared (650 nm) and red (880 





active internal light source which to make measurements in all ambient light 
conditions. The device is pointed at canopy, the LED’s are pulsed at a certain 
frequency and the photodetectors, measure the reflected signal of both LED’s. The 
illumination footprint, in our sampling vineyard (inter-row 2,75 m), was 
approximately 0.3 m horizontal x 0.7 m vertical. 
 
 
Fig. 2. on the left: Crop CircleTM ACS210 sensor mounted on the shield of the sprayer; right the 
on-board PC equipped with UNIFI software for data georeferencing and storing. 
The tissues of plants invested by the beam absorb light in the visible portion of the 
spectrum (and reflect a small percentage from 2% to 10%) and reflect the light in the 
portion of Near Infrared (NIR variable from 35% to 60%) due to of the discontinuity 
in refractive indices between the walls of the cells and intercellular spaces of air. The 
interaction between the reflectance of the foliage in the portions of the spectrum of 
the visible and NIR can be exploited to non-invasively determine the status of plant 
biomass and other indices such as the PCD (plant cell density). When the light 
emitted by the sensor in the wavelengths of the visible and NIR enter the canopy, the 
portion not absorbed by the leaves is reflected towards the sensor itself. Data from the 
sensor were captured and georeferenced on the on-board PC equipped with the same 
software employed for doses monitoring trials. Reflectance data were collected at a 
sample output rate of 6 Hz (Holland Scientific, 2004).  
2.2 The experimental arrangements 
In order to properly configure the sprayer, a calibration to verify the real volume 
sprayed by adopting the standardized protocol, was made. Four trials respectively on 
June 12th and 27th , July 18th and August 2th were performed. In each one, 15 rows 
with a mixture of commercial formulations to control the grape downy mildew (Berk. 
et Curtis former. De Bary) and Uncinula necator (Schwein.) control, were sprayed. 
The sprayed-recovered doses quantification was conducted either with the 
measurement system set up either with manual measurements. The latter is gained by 
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the difference between the initial dose, loaded accurately in the tank with graduated 
cylinders of 2 L up to the desired dose, and the final dose of the tank measured with 
the same tool. The doses measuring through the ultrasonic sensor, instead, were 
obtained by indirect method based on the millimetric height variation recorded by the 
system. Specifically, a preliminary sensor's calibration curve to correlate the 
registered height (mm) with the corresponding liters in the tank was made. Following 
the least squares method the straight line equation that regulates the decrease trend of 
the level tank was obtained. Then, this is used for the characterization of volume 
changes for each row. This allows to assess the real dose sprayed on the canopy. The 
effective sprayed doses were obtained by multiplying the flow rate to the nozzles for 
the actually spraying time needed to perform the row. The first is obtained by 
multiplying the nozzle flow rate to their number, while the timing by a real time 
monitoring (clockwise hh.mm.ss. Vs GPS position WGS84) through the acquisition 
system. Thus, for the difference between the effective sprayed doses and the value of 
the dose on target i.e. the volume decrease in the tank, the recovered mixture was 
defined. About the canopy characterization, manual measurements to the average LAI 
and volume (m3) definition  and via TRV method, were made. As regards the LAI 
assessment was used UTHSCSA Image Tool (UTHSCSA Image Tool, 2014) that 
uses the scanned images of leafs to automatically calculate the area. Moreover, in this 
work, we tryed to assess the Crop Circle response to canopy cross-sectional area, as 
measured from a combination of canopy height and width. To this end, a continuous 
monitoring of the canopy during spraying and manual measurements (average of the 
plot) for the development of the canopy were performed.  
3 Results 
The tests carried out provided information about the sprayed and retrieved doses by 
Bertoni's sprayer during the green management stages. Table 1 summarise the results 
in the four treatments. 
 














06/12/2013 - 96,60 74,54 22,24 23 
06/27/2013 topping 115,70 70,67 45,03 30,60 
07/18/2013 - 112,20 96,21 15,99 14,20 
08/02/2013 topping 102,50 84,15 18,33 18 
1 Sprayed dose: dose distributed on the 15 rows 
2 On target dose: dose actually distribued on the canopy  
3 Recovered dose: sprayed dose that not get to target and thus recovered from the sprayer 
 
As showed in table 3, the reduction of the canopy volume due to the topping stage 
leads to an appreciable increase in the recovered dose see table 2. This trend is lower 
in the last stage of the growing season, as a result of the leaf layers increase. The final 
average value of recovered dose with bertoni's sprayer, was 21.45%. 
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Fig.3. Chart of LAI evolution and its relationship with the recovered dose during the green 
management stages. 
 








06/12/2013 3919 0,39 2172,20 
06/27/2013 6695 0,67 1777,78 
07/18/2013 9414 0,94 3408,00 
08/02/2013 13240 1,32 2971,11 
 
The use of ultrasonic sensor for pesticide mixture level measuring was suited to the 
objectives. The high accuracy and timeliness of the implemented system has allowed 
a continuous monitoring with a high level of reliability. Results showed see figure 4 
significant amount of recovered mixture, which make it clear the high losses that 
occur during spraying. In some rows, in the stage of full vegetation, recovery rates 
varying between 50% and 60% were recorded. Therefore, from a sustainable 
management point of view, the sprayer should be set so as to minimize the mixture 
recovery. 
About the employment of the crop circle sensor to the canopy features evaluation, it 
was not possible to identify statistically significant results. That can be explained 
either by the limited surface investigated either by the high uniformity of the vineyard 
see table 4. In fact, right from the earliest stages of development, the average values 
of vine's vigor were fairly uniform, until they become equal in the full canopy stage. 
This makes it impossible to identify areas with different vigor where to analyze a 















































Table 4. NDVI data: average values of each rows 
 
NDVI Index 
Row 06/12/2013 08/02/2013 Row 06/12/2013 08/02/2013 
1 0,63 0,71 9 0,48 0,68 
2 0,47 0,75 10 0,56 0,77 
3 0,61 0,75 11 0,61 0,73 
4 0,59 0,72 12 0,62 0,72 
5 0,58 0,75 13 0,62 0,74 
6 0,55 0,73 14 0,60 0,75 
7 0,63 0,76 15 0,58 0,75 









Fig.4. bar charts of sprayed and recovered dose monitored during the season 
 
4 Conclusion 
The pursuit of the objectives set by the European Directive 2009/128/EC on the 
sustainable use of plant protection products implies the implementation of solutions to 
optimize the pesticide employment. About this, the tunnel sprayers with opposing air-
flow circulation and mixture recovery, are a valuable system to exceed the operating 
limits of conventional sprayers. Furthermore, the adoption of precision viticulture 
techniques represent an effective decision support tool. The system set up, allowed to 
quantify the recoverable pesticide with the use of these sprayers. This informations 
are either a useful tool to assess the work, either the basis for a database creation to 
verify and optimize the future planning of crop protection practices. The sprayer 
allowed to optimize the efficiency of distribution with a percentage of recovered dose 
in the seasonal stages analysed between 17.8% and 30.6%. The results confirm the 
necessary adjustment of doses distributed according to the target features that, which 
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in turn, vary in relation to the development stage and by the crop management 
techniques (toppings and defoliation). In fact, in a sustainability perspective, the 
objective is the definition of the most probable dose that allows to make the treatment 
without residual mixture in the tank. However, this is an "annual objective" because 
of the high growth variability observed year by year. Therefore, the farms need to 
make all the necessary experiences on the grounds that among the varieties there is a 
different drops retention, shape of the leaves, amount of bloom and trichomes present 
on the upper and lower pagina. If on the one hand the Bertoni's sprayer optimizes the 
spraying, no less important are the achievable economic advantages: it is estimated an 
average savings respectively of € 5,000-10,000 / year on surfaces between 15 and 30 
ha (Pergher et al., 2009). The optimum employment of the tunnel sprayers should to 
assume the reaching of the minimum quantity of mixture recovered and at the same 
time the maintenance of the treatment efficacy. However, the mixture circulation 
results in a collection impurities that can be reduced up to inactivate the active 
substances. These aspects will be investigated in the future experiments.  
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Abstract. Within the UE-project CROPS, a modular and multifunctional 
agricultural robot system for specialty crops is being developed and one of the 
tasks that has to accomplished is the selective spraying of diseases. The  CROPS 
robotic system integrates a six degrees of freedom manipulator, a multispectral 
detection system and a precision spraying actuator. After a brief description of 
the requirements of the system, this contribution gives a detailed description of 
its components and discusses the results obtained in first experiments. As case 
study, we consider here the automatic detection and selective spraying of 
grapevine canopy areas exhibiting symptoms of powdery mildew, a major 
fungal disease for this crop. Disease foci identification and localization is based 
on on-the-go processing of multispectral images of the grapevine canopy. At the 
end of the manipulator arm is located the precision spraying actuator, constituted 
by an axial fan with a flow straightener and an axially mounted spraying nozzle. 
The sprayer can deliver an air-carrier flow with an adjustable velocity, 
producing a circular spraying pattern of a constant diameter of 0.15 m over a 
wide range of spraying distances. A first experiment was conducted in 
greenhouse, where vineyard canopy conditions were recreated by aligning plants 
of grapevine grown in pots. Within the healthy canopy, diseased plants with 
different levels of disease symptoms were used as targets of automated selective 
spraying performed by the agricultural robot. The results of these experiments 
are discussed in view of a possible intelligent, selective, high-precision crop 
protection framework. 
Keywords: Precision crop protection, agricultural robot, disease detection 
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1 Introduction  
In current farming practice, pesticides are typically applied uniformly to the fields. 
This, despite several pests and diseases exhibit an uneven spatial distribution, with 
typical patch structures evolving around discrete foci, especially during early stages 
of development.  Grapevine crop is not an exception, and in current viticulture 
practice fungicides are applied uniformly through the vineyard according a spraying 
calendar, commonly based on regular and frequent fungicide applications, more rarely 
triggered by scouting or experts decisions. For powdery mildew (Erysiphe necator) 
and downy mildew (Plasmopora viticola), the two major grapevine fungal diseases, 
this continuous protection approach can easily result in ten to fifteen treatments per 
season, often at application rates of 500-1000 dm3/ha each, in some of the most 
advanced wine-producing regions worldwide. 
Pesticides are recognized to play a major role in environmental pressure and 
production costs of agricultural activity, as well as in public concerns about 
healthiness and wholesomeness products. There is then an increasing interest in 
developing suitable techniques and equipment able to selectively target the 
application of pesticides where and when needed by the crop, with the aim of 
preventing or inhibiting the establishment of the infection and its epidemic spread to 
the whole field.  
The recognised need of an increased precision, selectivity and intelligence in some 
agricultural operations,  combined with growing labor costs, promotes the research on 
applications of advanced automation. Since crops require different cultivation 
operations with a huge variety of combinations in parameters, only a highly modular 
and reconfigurable robotic system suitable for different specialty crops (grapes, 
sweet-pepper, apples) as well as for multiple tasks (spraying, selective harvesting), 
can achieve high enough utilization rates.  
The main task of UE project CROPS (www.crops-robots.eu) is to develop, optimize 
and demonstrate a multipurpose, modular and lightweight manipulator able to cope 
with these specific requirements. The adopted approach it’s clearly different from that 
of other research groups which used non-modular and heavy standard industrial 
manipulators (e.g. Baeten et al., 2008; Katupitiya et al., 2008) or which focus on one 
specific fruit and purpose (e.g. Guo et al., 2010; Kitamura and Oka, 2005). 
One of the challenging applications of the new CROPS manipulator is the selective, 
intelligent targeting of pesticides application on disease foci or on susceptible areas of 
the crop plants.  
Among possible sensing technics for disease symptoms detection, proximal optical 
sensing has specific characteristics especially relevant for field applications on 
grapevine and other specialty tree-crops. In particular, proximal sensing can inspect 
the vertical structure of the canopy, allowing for potential on-the-go detection of early 
symptoms even at centimeter/sub-centimeter scale.  
The possibility to optically detect disease symptoms relies on the modifications in the 
plant tissue induced by the pathogen and, in turn, in the changes of optical properties 
of the canopy. Beside disease-specific pigmentation, the main optical effects of plant 
diseases are associated to spectral absorption bands of chlorophyll, where tissue 
degradation induced by pathogens is especially emphasized.  
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As case studies we consider here the fully automatic detection, localization and 
selective spraying by the robotic actuator of powdery mildew symptoms in grapevine 
canopy, and this paper reports some of the first results obtained in a set of greenhouse 
experiments aimed to selectively and accurately apply pesticides solely onto infection 
foci. 
. 
2 The CROPS robot system 
2.1 The robotic manipulator 
The manipulator was designed for different agricultural applications, especially for 
selective harvesting of different products and for precision spraying. The selective 
harvesting task has the highest requirements on the dexterity and accuracy in 
positioning of the end-effector tool. Thus, this application was the basis for the 
kinematic and mechatronic design, resulting in a nine degrees-of-freedom (DoFs) 
manipulator. For the precision spraying application, the end-effector must be roughly 
positioned at a distance of 0.4 – 0.6 m in front of the canopy and has to deal with a 
canopy wall about 0.9-1 m in height. Since the sprayer is rotationally symmetric, only 














Fig. 1A. Left: six deegres of freedom kinematic scheme of the manipulator in spraying 
configuration. Fig 1B.  Right: manipulator system with waterproof cover protection.  
 
Due to the modular design, the nine DoFs manipulator when used for spraying can be 
reconfigured to a six DoFs manipulator (Figure 1A) which is more suitable for this 
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application. Furthermore, the end-effector should be able to spray on a target area 
from several directions to improve the spray coverage. Another requirement for this 
application is the usability of the arm under the given conditions, meaning that the 
parts of the manipulator, especially the electronics, have to be protected against liquid 
droplets.  
For having the manipulator ready to work under greenhouse conditions, an external 
flexible cover to protect the robot against spray droplets. The protective cover is made 
by a polyoxymethylen tissue shaped as a tube which can be wear on the arm. 
A microcontroller interface board (Atmel® AT90CAN32) which provides several 
digital and analog IO’s for various end-effectors (precision sprayer, apple gripper, and 
sweet-pepper fruit removal unit) as well as a CAN interface to the manipulator real-
time control unit was designed. For the positioning, the target coordinates of the 
sprayer end-effector-center-point are sent to a real-time control unit via the ROS 
interface (cf.  Figure 2), as well as the fan speed and nozzle actuation of the precision 

































Fig. 2 Hardware and software architecture of the robotic manipulator  
 
The inverse kinematics is computed by the real time control unit at velocity level 
(Siciliano, 2009). To avoid instability of the computation close to kinematic 
singularities, a configuration dependent damping factor is added. This results in a 
stable, but less accurate solution of the inverse kinematics close to kinematic 
singularities. The computed joint trajectory is than sent to the low-level motor-
controllers of manipulator in each time step. 
2.2 Disease detection 
Disease sensing in CROPS encompasses a variety of approaches, but multispectral 
imaging in the red, green, NIR channels (RGNIR) was the detection approach 
oriented to the final application. The used sensor was a three-CCD multispectral 
camera acquiring 1912x1076 pixels, 8 bit images in the three spectral channels green 
(540nm), red (660nm) and near infrared (800nm); in addition an RGB color camera 
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was used mostly for a visual documentation of the scene. The sensors rig was 
mounted on a two degrees of freedom cartesian sliding frame, allowing for adjusting 
the sensing position in height (z) and in distance from the canopy (x). During the 
experiments the cameras position was kept at a constant height z= 1.4 m, and at an 
average distance from the canopy wall x = 1 m. The area imaged was about 1.0x 0.5 
m, resulting in a spatial resolution of 0.5 mm/pixel approximately. 
Halogen light panels providing diffuse illumination of the imaged area were mounted 
on the sides of the sensors rig.  
In order to allow pixels intensity normalization in each of the three spectral channels 
and to improve data acquisition repeatability at different measurements dates, 
reflectance standard panels (Spectralon 20%, 50% and 99%, Labsphere, USA) were 




Fig. 3. The CROPS disease sensing system used in field and greenhouse conditions is based on 
a multispectral R-G-NIR camera; diffuse illumination of the imaged canopy is provided by 
natural light (through diffusing shield) in outdoor conditions and by halogen light panels in 
indoor measurements; reflectance standard panels are kept in the field of view to allow spectral 
intensity normalization and data acquisitions repeatability. 
 
The disease detection algorithm aims to enhance and capture the sharp changes in 
reflectance (grey pixel levels) in green and especially red channel, due to  localised 
breakdown of chlorophyll in the infetcted tissue which results in a generalised 
increase in spectral reflectance in the visual range. These specific optical changes 
were then used for the automatic detection of symptoms. 
To this aim the basic architecture of the algorithm is based on two parallel 
classification processes: i) a pixel-based classification according to computed spectral 
indexes, and ii) an area-based classification based on local gradient of grey values. 
Finally, the results obtained by the two parallel methods are combined to obtain a 
disease symptoms map in the processed image. For the pixel level classification, 
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rather than using the raw values in the image channels, a pair of selected spectral 
indexes are computed to enhance discrimination between healthy and diseased areas: 
 𝐼1 = Red∗Green
𝑁𝐼𝑅2
 (1) 




These indexes are designed to capture the reflectance variations in either red or green 
channel, or a combination of both, related to chlorophyll absorption band which is 
especially expected to respond to local tissue degradation linked to a pathogen attack. 
Specifically, I1 and I2 are expected to give significantly lower grey values for healthy 
pixels compared to those obtained for pixels in diseased areas. Indeed, classification 
based on (I1, I2) combinations appears quite sensitive to the disease symptoms, also 
at early stages, but also prone to significant false positive detections (i.e. non diseased 
areas classified as diseased). This was found to be especially related to specular 
reflections on glossy leaf tissue and to specific structures as leaf veins or young, green 
branches. To reinforce the classification robustness, a local gradient method searches  
for homogeneous areas in grey level and evaluate the differential contrast between the 
neighborhood and the candidate areas as detected by aggregation of pixels classified 
as disease according to (values I1, I2). The local gradient algorithm operates on the 
normalized red channel image, that is on I2(x,y) map as defined by Eq.(2). To this 
aim the algorithm searches for peaks in I2 values in the index map, and from each 
detected peak it performs a region growing to identify an homogeneous area 
surrounding the peak point. A contrast ratio with neighboring areas is computed and 
used as a disease probability measure, since disease symptoms exhibit rather sharp 
changes in I2 value, while false positive generally tend to have smoother changes. 
After the two parallel processes, the algorithm fuses the results obtained by pixel-
level classification and by the local gradient method and it retains binary regions with 
a combined probability above a fixed threshold.  
These binary regions are assumed as disease symptoms present in the canopy area in 
the multispectral image. 
 
2.3 The sprayer end effector 
The sprayer end effector consists of an axial fan as airflow generator with airflow 
straightening device, an airflow duct, a pesticide nozzle with anti-dripping device, an 
electrical connector for power supply and control signals, all enclosed in a 
plastic/alluminium chassis. The sprayer end effector was designed with the main goal 
of performing precision spot spraying of small patches of infected areas. 
In operation the end-effector has to be connected to a pumping station and a pesticide 
formulation tank placed at the base of the manipulator. The pesticide delivery flow-
rate ranges from 15 ml/min to 50 ml/min, depending on the selected nozzle tip. The 
one used during the experiments has a flow-rate of 30 mL/min at a pressure of 4 bars, 
with a full cone pattern of 30° and an average diameter of spray droplets of about 150 
µm. 
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The fan features PWM control for rotational speed, allowing to set the air-carrier flow 
velocity from 5 to 30 m/s. As overall result, the sprayer end effector delivers a 
circular spraying pattern of a constant diameter of 0.15-0.2 m over a wide range of 
spraying distances (0.4 - 1.5 m). The control signals of fan-speed and of nozzle 
operation are provided to the end effector via ROS. 
 
3 The greenhouse experiments 
3.1 Plant material preparation and canopy setup 
The selective spraying concept was tested in a session of greenhouse experiments 
conducted in 2013 on grapevine canopy with localized symptoms of powdery mildew, 
one of the two major diseases for this specialty crop. 
To this aim in spring 2012, 180 plants of grapevine cv Cabernet Sauvignon were 
propagated from wood, and nursed in 30 cm diameter pots to grow by maintaining 
greenhouse environment under controlled conditions. Plants were pruned so that they 
reached full development stage for the off-season experiment, when the CROPS 
manipulator was made available after field experiments in other sites considered 
within the project. 
A subset of grown grape plants was inoculated by brushing Erysiphe necator (the 
pathogen of powdery mildew) conidia onto the upper face epidermis of healthy leaves 
in order to induce powdery mildew infection. The infected plants were nursed in a 
separated greenhouse room where favourable environmental conditions for disease 
development were maintained. 
For purpose of experimenting the selective spraying system, the plant material was 
arranged in a greenhouse setup in order to simulate vineyard canopy conditions by 
aligning healthy grapevine plants in pots on tables (Fig.4). Within the recreated 
canopy wall, diseased plants with different levels of symptoms were positioned in 
order to simulate the presence of localised disease foci within healthy vegetation, 
representing the actual targets of selective spot spraying.  
 
Fig.5. Example of grapevine plants setup to recreate a vineyard canopy wall in greenhouse 
conditions. Among aligned healthy plants, infected plants with different levels of symptoms 
were positioned to simulate localised disease foci (in red) within healthy vegetation. 
 
Different replicates of grapevine canopy plot (5 m in length x 1,8 m in height) were 
obtained by preparing different plants arrangements by substituting healthy and 
diseased plants with other spare samples and/or changing their position in the line. 
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Prior to each robotic spraying pass, the canopy plot was accurately monitored by 
visual inspection by a plant Pathologist. Position, size and intensity of disease foci 
symptoms were recorded and used for assessing the results obtained with each robotic 
spraying treatment. 
3.2 Robotic system setup and experimental procedure 
For the spot spraying experiments session, the disease detection system and the 
manipulator equipped with precision spraying actuator were integrated on a trailer 
platform, hosting the PC for data acquisition and real-time processing and the 
controller of the manipulator. The manipulator geometrical coordinates system was 
then registered with the coordinates system of the multispectral camera. With this 
procedure, the position of a point at a known frontal distance X from the camera and 
having coordinates (yi, zi) in an acquired image, can univocally translated in a vector 
of coordinates (xm, ym, zm) of the manipulator reference system. 
 
  
Fig. 4. The robotic setup integrated on a trailer during preparation in the lab (left), and during 
experiments of selective spraying on grapevine in greenhouse (right). 
 
 
During the experiments, the trailer holding the robotic system was positioned 
frontally to the recreated canopy and while traveling was kept at a constant distance 
from the midline of the vegetation. The trailer was moved in front of the canopy wall 
at steps of 10 cm. At each position a multispectral image of the canopy was acquired 
and processed in real-time.  
The obtained results in terms of presence and position of disease symptoms were 
written in to a spraying targets queue file. Concurrently, the targets in the queue list 
identified by previous acquisitions and having a position in the canopy reachable by 
the manipulator at current trailer standing, were aggregated in single spray spots (i.e. 
within circles having a diameter of 15 cm). The coordinates of the center of each 
resulting spray spot were then passed to the manipulator controller through ROS 
messages. The corresponding targets were assumed treated and consequently removed 
from the queue list.  
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In order to maximize the homogeneity of spraying deposit and covering of targets, 
each single spot (i.e. a circular area of the canopy with a diameter of 15 cm) was 
sprayed from three different directions. For each spot to be sprayed the manipulator 
was then commanded to bring the end effector in three positions from where the 
nozzle was operated to deliver one third of the nominal flow (0.5 s on a total of 1.5 s 
of spraying time). The sequence of three positions was: i) distance from spot’s center 
d= 0.6 m, latitude angle α=30°, longitude angle γ=0°; ii) distance from spot’s center 
d= 0.6 m, latitude angle α=-30°, longitude angle γ=+30°; iii) distance from spot’s 
center d= 0.6 m, latitude angle α=-30°, longitude angle γ=-30°.  
With this spraying sequence timing, each identified target received a corresponding 
application rate of 375 dm3/hafoliage which is a representative value of current 
grapevine protection treatments.   
When all the targets in queue falling in the workspace of the manipulator at current 
trailer standing were sprayed, a message of duty accomplished was generated and 
trailer was then moved by 10 cm to next step. 
In order to assess the performance of the automatic disease detection system the 
algorithm output for each robotic pass was compared with the visual inspection 
records (position, size, intensity of symptoms) made by plant Pathologist. The final 
spray deposit on the canopy, and specifically on individual disease foci, was 
evaluated by spraying a fluorescent dye mixture. 
 
4 Results 
The operative results obtained with robotic selective spraying of disease symptoms 
were quantitatively assessed through: a) the sensitivity of the selective treatment, i.e. 
the capability of covering real targets (fraction of canopy area to be sprayed which 
was actually sprayed by the robot); b) the specificity of the selective treatment, i.e. the 
capability of avoiding excess of unnecessary spraying (fraction of canopy area not to 
be sprayed which was actually left unsprayed by the robot); c) the pesticide reduction 
of the selective treatment, which expresses the reduction of used pesticide in 
comparison of a conventional uniform spray distribution operated at the same 
application rate. 
As one specific and illustrative result, figure 5 refers to the first experimental run. The 
blue chart in figure shows the disease spots (blue dots) as detected by the system and 
the corresponding sprayings (blue circles) operated by the robot. These results are 
compared with the “ground truth” in the red chart which shows the disease symptoms 
(red dots) labelled by a plant Pathologist by visual inspection conducted prior to the 
robotic pass, and the computed minimal spot sprayings (red circles) necessary to treat 
all the disease foci. In this specific run (experiment 1) the robot sprayed 25 spots 
which actually covered all the disease foci. The obtained reduction in pesticide use 
compared to a conventional homogeneous spraying of the canopy (assuming to adopt 
the same application rate) was 84% (i.e. only the 16% of amount necessary for 
conventional treatment was used). For this specific scenario, a potential spraying 
reduction of 6 % could have been attained by actuating the minimum number of 
spraying spots necessary to treat the disease symptoms actually detected by the plant 
Pathologist. 
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Fig. 5. Above, disease spots (blue dots) detected by the system and corresponding spot 
sprayings (blue circles) operated by the robot compared to, below, labelled disease spots by 
plant pathologist through visual inspection (red dots) as estimated by plant pathologist and the 
computed minimal spot sprayings (red circles) necessary to treat all the disease foci.  
 
 
An overall analysis of the results obtained in the repeated experimental runs shows 
that with the current settings of CROPS robot for precision spraying, at least the 85% 
of the infection symptoms in disease foci sprayed, with a reduction of pesticide-use 
close to 90% of the maximum potential reduction, given the diseased area specifically 
considered in the experimental run. 
Noticeably, false negatives (undetected disease symptoms) are mostly falling in the 
surroundings of detected disease areas, hence could be treated anyway by including a 
conservative safe-border area around the spot spraying targets, which in these 
experiments was purposely not taken in consideration. Despite this will reduce the 
potential pesticide savings, it might help to raise the level of acceptance in to real-





The CROPS project is funded by the European Commission (GA-246252) under the 
7th Framework Programme within the theme “Automation and robotics for 
sustainable crop and forestry management” 
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DESIGN AND CONSTRUCTION OF AN 
AUTONOMOUS VEHICLE FOR AGRICULTURAL 
MAINTENANCE WORK 
Dipl.-Ing. J. Fehrmann,  Dr.-Ing. M. Grimsel 
 
1TU Dresden, Faculty for Mechanical Engineering, Institute for Processing Machines and 
Mobile Working Machines, Chair for Agricultural Systems and Technologies, 01062 Dresden, 
Saxony, Germany 
Abstract. The project „elWObot“ is a cooperation between three German 
universities, two industrial partners and two end-user plantations. It is funded by 
the German Federal Ministry of Food, Agriculture and Consumer Protection 
(BMELV / BLE). The aim of the project is the development and construction of 
an autonomous agricultural vehicle for maintenance operations in orchards and 
vineyards, especially plant protection and mulching. Possible future expansions 
are yield mapping, soil preparation and transport of harvest boxes. The vehicle is 
driven by two small automotive diesel engines with an overall power of 60 kW 
and will carry a payload of up to 1500 kg. The chassis is based on a modular 
electric drive system with four single wheels with integrated electric hub motors 
and independent steering. The modular and scalable concept makes it possible to 
adapt the vehicle to the different requirements in orchards and vineyards. 
Electric drives have been chosen for better controllability and possible energy 
conservation. The plant protection module consists of a newly developed electric 
driven sprayer with a leaf wall scanning system and switchable nozzles. 
Autonomous operation is facilitated by a combination of DGPS and sensors for 
row based navigation and obstacle detection. The control software is making use 
of the open source robot operating system ROS. The conceptual design is based 
on economic aspects, using only sensors and components with a reasonable cost-
benefit ratio and high availability.  
Keywords: autonomous vehicle, electrical drives, orchards, vineyards, robot 
platform 
1 Scope of work  
The industrial fruit production in orchards and vineyards can be characterized by 
labor and time intensive care measures. These include anti-fouling protection, pest 
control and mulching of the vegetation between rows. These processes are so far met 
in the Saxon orchards with portal tractors that are able to deal with four rows of trees 
simultaneously. The increasing desire for the use of anti-hail nets requires a shift to 
smaller vehicles, which can only move within the individual rows of trees, which 
would result in heavily increased staff costs. 
 
Therefore, the Chair AST Dresden University of Technology in cooperation with the 
Universities of applied sciences Osnabrück and Geisenheim, industry partners and 
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end users developed an autonomous, self-propelled vehicle. It will initially be able to 
autonomously navigate in the plantation and between the rows of trees, while 
spraying the logs and tree tops and mulch within the lane. Optional subsequent tasks 
involve the uptake and transport of harvest crates from the tree rows to the depot, tree 
inventory and yield control as well as the detection and logging of windfall 
appearance. 
 
From practice derived requirements on the machine concept are: 
 
• Commercial Application (target price 60 – 80 T€) 
• autonomous navigation in known, semi structured terrain on predefined 
routes 
• Soil conserving and copied suspension, 
• Maximum vehicle width <1400 mm 
• maneuverability (row distance: 2700 mm) 
• reliable operation functions to 15% slope 
• Working speed up to 6 km / h 
• Payload (sprays) 1000 kg 
• No additional infrastructure in the orchard necessary 
• Robust and low cost sensors 
• Use of oil free and efficient drives 
• Improve documentation in the process chain 
2 Vehicle concept 
The vehicle has an installed power of 60 kW provided by two automotive diesel 
engines, at which 30 kW can be used for the drive train and 30 kW for working 
processes.  
It will carry a payload of up to 1500 kg. The chassis is based on a modular electric 
drive system with four single wheels with integrated electric hub motors (Figure 1) 
and independent steering. The four permanently excited synchronous machines 
(PSM) have each an installed power of 7 kW and are air-cooled. They are integrated 
within the rim as hub motors. The generators are directly connected with the diesel 
engines and can deliver each up to 30 kW electrical power. The generators are water 
cooled. 
The modular and scalable concept makes it possible to adapt the vehicle to the 
different requirements in orchards and vineyards. Electric drives have been chosen for 
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• Position of rows of trees, roadways, buildings, and potential obstacles, 
• markante Geländepunkte (Landmarks) 
 
4 Summary 
While driverless transport systems for internal logistics are already commercially 
available, larger autonomous vehicles for off-road area often have a military 
background. Agricultural applications are in the form of driver assistance systems for 
tractors and self-propelled or as a relatively small field robot for collection analysis 
and mapping tasks which do not have high mechanical power requirement and make 
do with low vehicle mass. This is often for feasibility studies, which are equipped 
with high-precision but also expensive sensor systems and in which economic aspects 
and the requirements of a daily labor input are not the focus. The presented vehicle is 
with simple and robust components, which are also available in large numbers, 




A REVIEW OF SITE-SPECIFIC PHYSICAL WEED 
CONTROL APPLICATIONS 
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RAFFAELLI1, Michel PIRCHIO1 and Andrea PERUZZI1 
 
1Dipartimento di Scienze Agrarie, Alimentari e Agro-ambientali (DiSAAA-a), University of 
Pisa, Via del Borghetto 80, Pisa, Italy 56124, Italy 
2CiRAA “E.Avanzi”, University of Pisa, Via Vecchia di Marina 6, San Piero a Grado, Pisa, 
Italy 56122, Italy 
Abstract. The new technologies available for precision agriculture such as 
GNSS devices, remote and proximal sensors, GIS mapping tools and machine 
vision, allow to perform site-specific physical weeding. The machines for site-
specific physical weed control recently developed are based on machine vision 
or RTK-GNSS devices for guidance (or both) and on remotely map or real-time 
sensors (or both) for weed detection and weed/crop discrimination. Mechanical 
methods of removing weeds within the seedline are based on the use of different 
tools, including knives, discs, rotating hoes, etc. that are valid robotic actuators. 
In many case custom mechanical tools were developed to improve the precision 
of the weeding systems. In wide-row crops mechanical systems are based 
prevalently on crop plants recognition and avoidance. Thus, at intra-row level 
tools treat only the area between a crop plant and another along the row. These 
systems do not require to vary the intensity of the treatment according to 
different levels of weed cover along the row because the entire intra-row, with 
the exception of the crop plant zone, is tilled. However, enough space between 
crop plants within the row for a proper insertion of mechanical tools is obviously 
required. A small area very close to crop stems remains untilled, giving to not-
removed weeds the possibility to grow up. Thermal methods (and particularly 
flaming) can be also used to devitalize weeds in the intra-row space. Flaming 
offers the possibility to devitalize weeds also in the area closest to plants stems 
in heat-tolerant crops (e.g. maize, garlic, and all the main herbaceous and 
vegetable crops in a late stage of development). Thus, flaming can operate on 
small treatment units in the row space according to the site-specific demand and 
varying the intensity of heat transmission according to weed cover. This way, 
the actuation of these thermal treatments results similar to the use of site-specific 
selective herbicides, but allows to avoid the disadvantages associated with their 
use. 
Keywords: precision agriculture, site-specific weed control, machines for 
physical weed control 
1 Introduction 
The heterogeneous distribution of weeds in agricultural fields allows to perform their 
site-specific management (Gutjahr & Gerhards, 2010). Automation of physical weed 
control in arable farming could contribute to sustainable food production at reduced 
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costs and guarantee ecological benefits by abandoning the use of herbicides. A precise 
guidance and weed/crop detection and discrimination systems are prerequisites for 
successful site-specific weed management (Weis & Sökefeld, 2010). An effective 
weed/crop detection and discrimination is a primary obstacle toward commercial 
development and industry acceptance of robotic weed control machines (Slaughter et 
al., 2008). 
Site-specific weed management represents a four-step process that includes (1) 
weed/crop detection and discrimination, (2) decision-making, refered to the design of 
an action based on the diagnosis and other available information (e.g. farmer 
experience), (3) precision field operation, which is the execution of site-specific weed 
management, (4) evaluation of the economic profitability, safety and environmental 
impact of the field operation for the next season (Lòpez-Granados, 2010). 
A general-purpose autonomous robotic physical weed control system has four core 
technologies: guidance, weed/crop detection and discrimination, precision intra-row 
weed control and mapping (Slaughter et al., 2008). Weed data (weed density and/or 
flora composition) are collected from remote and/or proximal sensors and must be 
georeferenced. For this purpose GNSS antennas and receivers are used. Subsequently 
these data flow into the Geographic Information System (GIS) component for further 
analyses in which additional spatial data can be integrated in the system (Bareth & 
Doluschitz, 2010). 
2 Guidance systems 
2.1 Guidance based on GNSS devices 
GNSS guidance technology requires a good view of the sky and a GNSS base station 
located nearby the guided robot. In order to achieve optimum guidance performance 
should be used in fields where only a minimum amount of radio frequency 
interference is present, multipath errors (due to reflection of GNSS signals near the 
antenna) are minimal and at least four satellites are available on both robot and base 
station. RTK-GNSS guidance systems have a positioning precision of 25 mm of 
standard error range and can be easily programmed to follow straight or curved rows 
(e.g. centre pivot irrigated fields). RTK-GNSS guidance systems require that the crop 
is planted using a planter equipped with RTK-GNSS device or that the crop rows are 
mapped using some type of georeferenced mapping techniques. This guidance 
technology does not depend upon the visual appearance of the crop and it is not 
adversely affected by weed density, shadows and missing plants (Slaughter et al., 
2008).  
2.2 Guidance based on machine vision 
Machine vision for guidance is used into the field by following the crop rows. The 
camera for the row recognition is mounted at the front of the robot. The use of 
machine vision is quite difficult because the signal for guidance derives from living 
materials. At times, the rows can be incomplete because there are missing plants 
and/or plants of different size can be present along the row, disturbing row detection 
by cameras. Moreover, a large amount of weeds can disturbs the appearance of a clear 
row of green plants coming from the crop (Åstrand & Baerveldt, 2005). Machine 
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vision has similar level of positioning precision along straight rows (± 25 mm) of 
RTK-GNSS guidance technology and must be able to detect the end of the row 
(Åstrand & Baerveldt, 2005; Slaughter et al., 2008). 
3 Weed/crop detection and discrimination 
3.1 Map-based weed/crop detection and discrimination 
Weed data are acquired using remote sensors (Inman et al., 2008). Several unmanned 
platforms, near-range-airborne and satellite-based remote sensing systems with 
different temporal, spatial and spectral resolution, equipped with a variety of sensors 
(optical, near infrared and radar), are available for data acquisition (Voss et al., 2010). 
Unmanned Aerial Systems (UAS), represented by small unmanned aircrafts, 
unmanned helicopters, powered gliders, power parachute and quadrocopters, are 
inexpensive and practical substitute for satellite and general aviation aircraft for high 
resolution remotely sensed data. UAS equipped with digital cameras are used for 
detecting small weed patches images that are subsequently mapped in order to create 
weed distribution maps (Zang & Kovacs, 2012). A weed threshold is set to determine 
sections in the map where weed control methods will be applied. Prescription maps 
are thus generated to control weeds site-specifically (Gutjahr & Gerhards, 2010). A 
positioning system is used during images acquisition and weed control treatment to 
record location of the weed patches and to control weeds in the appropriate areas of 
the fields (Grisso et al., 2011). Digital cameras mounted on UAS can detect weed 
patches location and volumes, but only on a macro level. They cannot identify plants 
at intra-row level (Kazmi et al., 2011). 
As an alternative, a planter retrofitted with an RTK-GNSS device (characterized by 
errors lower than 0.02 m) can be used to create a planting map during sowing or 
transplanting. The planting map can be used for subsequent weed control because any 
plants detected at locations different from those where the crop was planted would be 
classified as weeds (Ehsani et al., 2004; Perez-Ruiz & Upadhyaya, 2012). 
3.2 Real-time weed/crop detection and discrimination 
On-the-go proximal sensors and cameras are used to detect weed infestations while 
moving across a landscape with no prior mapping (Grisso et al., 2009). Commercial 
optoelectronic sensors such as WeedSeeker® or WEEDit® are unable to perform 
weed/crop discrimination limiting their application to measure the reflectance in the 
green, red and near-infrared light wave bands in the inter-rows area (Andujar et al., 
2011). Ultrasonic sensors can be used for real-time weed/crop detection and 
discrimination by estimating plants height and biomass (Andujar et al., 2011; Reusch, 
2009). 
In recent years, numerous studies have used machine vision techniques (digital 
cameras) to detect and identify automatically plant species (either crops or weeds), at 
intra-row level, based on their spectral properties (e.g. colour), biological morphology 
(e.g. shape) and/or texture features (Slaughter et al., 2008). Weed/crop detection and 
discrimination can be performed automatically taking into account the differences in 
plants reflectivity or distinctive phenological stages (Lòpez-Granados, 2010). The 
green chromaticity value (g=G/[R+G+B]) can be used to distinguish crop from weeds 
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(Åstrand & Baerveldt, 2005). Most machine vision research on plant species 
identification was performed at leaf geometry level or at the whole plant level 
(Slaughter et al., 2008). The methods based on spectral properties are more suitable to 
be used in a real-time automatic weeding systems because tend to be less 
computationally intensive than shape-based techniques that require a high processing 
time (Slaughter et al., 2008; Søgaard, 2005).  
4 Machines for site-specific physical weed control 
4.1 Intra-row mechanical weed control 
Mechanical methods of removing weeds within the seedline are based on the use of 
different tools, including knives, discs, rotating hoes, etc. that are valid robotic 
actuators. In many case custom mechanical tools were developed to improve the 
precision of the weeding systems. In wide-row crops mechanical systems are based 
prevalently on crop plants recognition and avoidance. Thus, at intra-row level tools 
treat only the area between a crop plant and another along the row. These systems do 
not require to vary the intensity of the treatment according to different levels of weed 
cover along the row because the entire intra-row, with the exception of the crop plant 
zone, is tilled. However, enough space between crop plants within the row for a 
proper insertion of mechanical tools is obviously required. A small area very close to 
crop stems remains untilled, giving to not-removed weeds the possibility to grow up. 
Perez-Ruiz and colleagues used a plant map obtained during planting operation and a 
RTK-GPS real time control system mounted on a cultivator in order to bypass crop 
plants and till the cultivable space within the row with automatic cultivation knives 
(Perez-Ruiz et al., 2012). 
Tillet and colleagues used machine vision for guidance and detection of single crop 
plants within the row. Space between crop plants was tilled with an automatic 
cultivation disc. Crop damage was avoided by cutting out a section from the 
cultivation disc profile and rotating it in synchrony with forward movement in order 
to make the cut-out always coinciding with the spaced plants (Tillet et al., 2008). 
Weis and colleagues used a real-time sensor based flex-tine harrow to control weeds 
more or less aggressively in narrow-row crops. Based on weed cover, location and 
soil compaction, the aggressivity of harrowing is regulated automatically changing the 
angle of the flex tines with respect of soil surface, aiming to obtain the highest weed 
control and the least crop damage. Guidance was based on a RTK-DGPS system 
(Wies et al. 2008). 
Nørremark and colleagues developed an autonomous tractor based on RTK-GPS for 
guidance. Crop plants were previously mapped and weeds were controlled by mean of 
an automatic rotary hoe (Nørremark et al., 2012). 
A robot able to recognize and control weeds in grassland was developed by van Evert 
and colleagues. Weeds were detected using machine vision with a texture-based 
method. Weed control was actuated with a vertical rod weeder consisting of a single 
0.20 m blade that rotates around a vertical axis and is pushed into the ground at the 
location of any weed. Guidance was based on a RTK-GNSS system (van Evert et al., 
2011). 
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Åstrad and Baerveldt developed an autonomous robot that used machine vision for 
guidance and a vision system for plant identification. Colour, shape features and 
planting grid were used to classify weeds. Weeds were removed within the row by 
means of a mechanical tool (Åstrad and Baerveldt, 2002). 
4.2 Intra-row thermal weed control 
Thermal methods (and particularly flaming) can be also used to devitalize weeds in 
the intra-row space. Flaming offers the possibility to devitalize weeds also in the area 
closest to plants stems in heat-tolerant crops (e.g. maize, garlic, and all the main 
herbaceous and vegetable crops in a late stage of development). Thus, flaming can 
operate on small treatment units in the row space according to the site-specific 
demand and varying the intensity of heat transmission according to weed cover. This 
way, the actuation of these thermal treatments results similar to the use of site-specific 
selective herbicides, but allows to avoid the disadvantages associated with their use. 
Zhang and colleagues developed a thermal micro-spray system that utilized heated oil 
in order to perform intra-row weed control. The system used machine vision for 
weed/crop detection. Hyperspectral imaging was used for species identification 
(Zhang at al., 2012). 
Mathiassen and colleagues developed a laser weed control system based on machine 
vision in order to identify the apical meristem of weeds from a top-down point of 
view. Weeds were controlled by direct laser towards the apical meristems of selected 
weed species at the cotyledon stage (Mathiassen et al., 2006). 
An autonomous robot able to perform intra-row flame weed control was developed by 
the Frank Poulsen ApS Engineering. The robot is able to remove weeds within the 
rows using machine vision to detect crop plants. The burners pass above the row and 
normally staying switched on, but are switched off when a crop plant is detected 
(Poulsen ApS Engineering, 2013). 
An automatic implement able to perform site-specific flaming on the rows of heat-
tolerant crops was developed at the University of Pisa according to the work package 
4 of the RHEA Project (Fig. 1). The implement is coupled with an autonomous 
mobile unit guided by means of both machine vision and RTK-GNSS system. Weed 
detection is based on machine vision and a variable rate of LPG is applied according 
to the detected weed cover. 
5 Conclusions 
The fusion of both GNSS technology and machine vision represents the most 
promising strategy for the automation of physical weed control because advantages of 
absolute and relative referencing principles compensate each other (Griepentrog et al., 
2010). Sensor fusion and integrative analysis of multiple sensors data could improve 
the weeds detection rate and also influence other precision-farming technologies 
(Weis & Sökefeld, 2010). The simplest approach seems to be linked to the use of 
RTK-GNSS based seed or transplant maps and then a simple greenness sensor used in 
real-time to detect plants. When a plant is detected its coordinates can be compared 
with the coordinates of plants in the plant map. If there are no corresponding plants on 
the plant map, it could be assumed to be a weed (Perez-Ruiz & Upadhyaya, 2012). 
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The limit of automatic or autonomous mechanical systems for intra-row mechanical 
weed control have the limitation that can be used only on well-spaced plants within 
the row, because a relevant space for the insertion of mechanical tools is needed. It is 
not possible to control weeds in a space too close to crop plants. Moreover, any soil 
disturbance action can be responsible of a new weed flow emergency after the 
treatment. Thermal weed control systems do not present the same problem. Thus, 
flaming used to control weeds in the intra-rows of heat tolerant crops allows to 
overcome the disadvantages related to the use of mechanical systems. Furthermore a 
variable dose of gas can be applied in order to control different levels of weed cover 
or weed density detected into the crop row. 
 
 
Fig. 1. Automatic machine able to perform site-specific flaming in maize. 
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 RHEA AIRBLAST SPRAYER: CALIBRATION INDEXES 
OF THE AIRJET VECTOR RELATED TO CANOPY AND 
FOLIAGE CHARACTERISTICS 
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Abstract. The 2009/128/EC directive requires new management techniques of 
the pest control practices. In this respect, research is moving towards the 
definition of new solutions to optimize the pesticides use. In accordance with the 
European general guidelines, in the RHEA Project (Robot Fleets for Highly 
Effective Agriculture and Forestry Management NMP-CP-IP 245986-2 RHEA) 
the U.O. of Florence has developed a sprayer prototype that can vary the air flow 
rate and the spray mixture. This meets the purpose of spraying optimization 
because, the right practice, should include an adjustment of the variables of 
spraying in relation to the target features (Chen. This study was focused on the 
air flow management. In the Rhea air blast sprayer, to manage this variable a 
system made of butterfly valves located on the main inlet manifold and in the 
fan calotte collector, were designed. However, to fulfill this purpose, it is 
required the air flow characterization and its calibration. In this connection, a 
sensor that provides data related to the aerodynamic force that the air vector 
produces on an surface area, was developed. Furthermore, an instrumental 
procedure to measure the instantaneous force of the air flow produced by the fan 
and diffusers of the sprayer, was developed. The assessment involves the 
quantification of air jet momentum at a defined point at the outlet of the sprayer. 
Moreover, it seems possible to use the effect produced by the air jet momentum 
as measured by the reaction force on a standard surface during the time of 
sprayer passage. The integral of collected data, in the different infinitesimal 
times, during the treatments, can be assumed to be equivalent to the impulse of 
the air flow jet on the surface unit on the leaves. An apparatus that allows to 
measure the impulse and thus to estimate the air flow momentum in dynamic 
conditions (i.e., with sprayer moving in the orchard) and at different distances, 
with or without canopy interference, was built. Laboratory and field tests with a 
sprayer to validate the procedure were performed. Results showed a new 
possibility to compare sprayer features and operative parameters with the index 
impulse assessments. This permits the definition of the most appropriate set-up 
parameters to obtain an efficient spray application in different crop conditions. 
Keywords: environmental sustainability, precision viticulture, recovery 
spraying Crop Protection Technologies, Airjet behaviour 
1 Introduction  
Precision farming is widely considered the way to reach efficiency, reduction of costs 
and emission safety (BAT best available techniques). Proposals on farm 
mechanization schemes are evolving towards integration systems and new advanced 
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 design are developing. This is the case of EU FP7 RHEA Project (Robot fleets Highly 
for Effective Agriculture and forestry management). RHEA focuses on the design, 
development, and testing of a new generation of automatic and robotic systems to 
perform field operations in sustainable crop management, using a fleet of small, 
heterogeneous robots –ground and aerial– equipped with advanced sensors, enhanced 
end effectors and improved decision control algorithms. RHEA can be considered a 
cooperative robotic system, falling within an emerging area of research and 
technology. 
An objective is development of innovative equipment and advanced devices to precise 
spraying chemicals on tree canopy. The advances of the sensors, and actuators have 
facilitated the inclusion of electronics in sprayers for tree and bush crops. The first 
step was the interruption of liquid flow rate when no foliage it is detected, further 
developments were achieved with the control on the different vertical bands of the 
canopy. The next step was matching the spraying flow rate proportional to the canopy 
width using ultrasound sensors and, at a later stage, the laser LIDAR (Sarri et al., 
2013, Chen et al., 2013a,b). The Rhea airblast sprayer introduces an important 
innovation in the studies concerning the pesticide variable rate treatment, i.e. the air 
flow management in site specific way and in real time in function to the target.  
The innovative devices developed and the wide versatility of the actuators designed, 
makes it possible to adapt the air flow in relation of the canopy thickness. Trials to 
characterize the air flow fluid dynamics and its relationship with changes of the power 
requirement of RHEA airblast sprayer, in the different operative scenarios, were 
conducted. The properly operational mode provides that the spray jet, the dose and air 
energy applied, shall be adequate to the morphological features of the treated canopy 
(Duga et al., 2012). Implement a VRT (variable rate treatment) in tree crops spraying 
means to continuously adjust the parameters, i.e. the dose sprayed in the specific band 
and intensity of the air jet in realtion to the canopy features (Dekeyser et al., 2012). In 
RHEA airblast sprayer a proportionality rule between nozzles flow rate and canopy 
thickness, spilt up in 4 settings (flow rate: 100%, 50%, <50% canopy thickness and 
absence of canopy) was set. Moreover, based on the needing of spraying, the opening 
or closing of the air flow rate in the different modules, was expected. However, it is 
necessary to refine the settings and deepen the relative studies, to gain a precise 
definition of the relationship between dose and airjet-vector energy in relation to the 
canopy features. This is the purpose of the preliminary experiments reported in this 
work.   
2 Materials and methods 
2.1 The RHEA Airblast Sprayer for tree crop treatment 
The design of RHEA implement for the woody perennial crops treatment device 
system, was oriented toward a complete double side airblast sprayer made of eight 
separate spraying modules on four vertical bands of the canopy. 
The equipment see Figure 1 presents the following main features: 
- maximum height of the vertical boom 2.5 m; 
- canopy band to be treated 2.7 m (3.0-3.5 m maximum crop height); 
- total equipment weight (empty tank) 400 kg; 
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 - mixture tank 300 L; 
- hydraulic pump with maximum flow rate of 100 L min-1 at 25 bar and 
maximum 5 kW of power consumption at the power take off (p.t.o.) 
- fan maximum 15 kW from the p.t.o.; 
- the equipment is semi-loaded and coupled at the three hitch point lift but 
when it is working, floating and resting on its wheels. 
 
In view of our aims and starting from the basic configuration of the Nobili Oktopus 
airblast sprayer the following changes, were designed: 
- detection system made of eight ultrasonic sensors to reach data on canopy 
width of each vertical band; 
- variable control of the liquid flow rate in each spray module to adapt dosage 
to the canopy thickness on each band with the following rules: 100% canopy 
thickness 100% dose; 50% canopy thickness  70% dose; < 50% canopy 
thickness 30% dose, absence of canopy 0 dose; 
- to control the liquid flow rate, double nozzles in each spray module were 
fitted. They were with 70% and 30% of needed flow rate on each band and in 
full canopy condition they are simultaneously opened 
- to manage the airblast flow rate on each spray module butterfly valves (step 
motor controlled) located on each pipe of the eight fan calotte collector, were 
designed; 
- the air flow rate control in the fan is actuated via a main butterfly valve (step 
motor controlled) sited on the fan inlet manifold; 
- the variable inclination (step motor controlled) of the four terminal spray 
modules (top and bottom) to improve the deposition in these sensitive areas 
of the canopy. 
The entire equipment, with the whole system of Devices (DS), it is controlled by the 
LLAS (Low Level Actuation System) that consist in a PLC (Programmable Logic 
Controllers) and related algorithms. All that is managed, in its turn, by the HLDMS 
(High Level Decision Make System) and upstream by the MM (Mission Manager) of 
the RHEA system. These solutions allow to the RHEA airblast sprayer the adapting of 
dose and air on each single vertical band in accordance with canopy thickness. The 
proper energy of air-jet vector to move correctly inside the canopy, shall to be 
evaluated taking into account the variable distance from the outlet and the width 
features of the foliage in the band. 
 
Fig. 1. The Rhea Robot equipped with the RHEA airblast sprayer
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 2.2 Airblast behaviour 
A lot of studies were focused to the characterization air-jet vector of the airblast 
sprayers (Dekeyser et al.,2013). As showed in Vieri and Venturi (2002) can refer to 
the simplified model of the free jet theory and through a simplified analysis is 
possible to predict the speed air jet decay compared to the distance see equation (1). 
Figure 2 shows that in the region of the diffusion the free jet speed Vx is expressed as 
a function of distance x from the exit point of the spray diffuser: where b0 is the semi-
width of the spray diffuser, r0 the radius of the diffuser to the exit point, X0 is the 
distance, with a negative sign, between the top of the virtual triangle facing the inside 
of the diffuser and the trailing edge of the latter, X0 = -0.52 b0. 
 
 
ܸሺݔሻ ൌ 3,8ට ௕బ௥బሺ௫ି௫బሻሺ௫ା௥బሻ ܸݔ଴                                        (1) 
 
Fig. 2. Equation and representation of free airstream theory.
 
Figure 3 shows the decay curve in airblast speed. As illustrated in the figure 2 airjet 
vector need to reach the canopy with sufficient energy to pass it and to still have at the 
exit a speed of 2 m s-1, that is considered the limit to get normal sprayed droplets ( 100 
μm). The air flow speed at the outlet of each spray diffusors it takes on average of 58 
m s-1 and decreases gradually as showed (green continuous line) in the figure 3. The 
orange line at 1.2 m from the outlet references indicate the tree position in the olive 
grove. Rectangles represent different levels of canopy development: green (dotted) 
100%, red (dashed) 70%, blu 30%. Air stream speed inside the canopy decreases with 
a high magnitude as showed by the thin lines referred to the three scenarios. 
Therefore, the air stream's momentun has to reach the canopy at different distances in 
accordance with development stages (30%, 70%, 100%) and to apply droplets up to 
the esternal limit of the canopy. To optimize the spraying in each spray modules, 
butterfly valves were setted. In particular, they were set in relation to the required air 
vector speed, such as to reach the appropriate momentum in the three different 
conditions of the impulse method (Vieri, 2003). 
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Fig. 3. Scheme of airstream behavior and scenarios of 2.0 m, 1.2 m, 0.6 m canopy thickness. 
Rectangles represent canopy section during the seasonal development: green (dotted) 100%, red 
(dotted) 70%, blu 30%.
 
     
Fig. 4. Sensor and test frame for impulse measurement. 
 
For the tests a specific tool made of three modular sensor units, placed perpendicular 
to the air flow and positioned close the row and beyond it was used. Each module is 
made of a sheet of polycarbonate (200 mm L; 200 mm W ; 0,8 m H) (Figure 4) and 
by a pressure transducer located in the center of thereof.  
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 The sheet, pushed by the air flow, acts the load cell (Single Point Units Beam Load 
Cell - LC4001 - 1.2 N FC - sens.0, 4mV / v - err. ± 0.0015%) that generates a signal 
acquired by MCDR-M-128. Multichannel Data Recover produced by Leane. All data 
were acquired in real time by a PC that elaborated diagrams every time the sprayer 
passed in front of the device. Through the charts peaks, were highlighted. These 
represent the maximum impulse at the passage of the sprayer. The overall impulse 
value was determined as the integral of the curve. In the figures 5 and 6, the sensors’ 
values correlation between pressure (N m-2) and acquisition time (s) with a frequency 
of 5 Hz, were plotted. So for each trials and for the three sensors the impulse values, 
were observed. These were averaged for three series of measurements. The final score 
represent the impulse value expressed in Nm / s for every test and the canopy bands. 
The tests were carried out with Nobili Oktopus that has similar features to RHEA 
Airblast sprayer. These ones were made using a single module sprayer horizontally 
sited to the ground and at a distance of 1.2 m from the row corresponding to the 
greatest thickness canopy point. The sensors were placed in the following manner: 0.7 
m from the outlet, on the row (1.2 m from outlet), beyond the row (1.8 m from outlet). 
The tests were carried out in a three years olive grove, similar to the RHEA field 
where will be performed the final test, setting two forward speed 1 m s-1 and 2 m s-1. 
2.3 Sprayed chemical deposit on leaves assessment 
Further tests, to assess the sprayed deposit with a tracer solution, were conducted. The 
spray mixture was prepared containing water and tracer Tartrazine (concentration 10 
g/l) and a spraying set-up of 200 L/ha (conventional treatments). To evaluate the 
foliar deposits, before spraying, collectors were placed on the canopy. After the 
spraying 150 leaves per experimental treatment were collected for bands evaluation 
and placed in petri dishes. The leaves collected were weighted to define the foliar 
surface of the sample. After that the correlation surface versus weight was defined. 
Deionized water is added in each sample leaves. The folders sample are manually 
shaken for some second, allowed to stand for 24 h, and then shaken again. A 5 ml of 
solution is taken from each container and optical absorbance of this one was 
measured. A spectrophotometer Savetec 6300 was used for measurements. Tracer 
concentration is determined via calibration curve. The total amount of spray applied 
per unit ground (for deposits on the ground) ,or in μg cm-2 of the target (for foliar 




The Figure 5 shows an example of the tracings impulse achieved in the tests. In the 
tests performed, for each set of adjustments (fan speed and distance from the 
detection device), average values for each impulse and deposit in each canopy bands, 
were obtained. Impulse provides a very interesting index for the qualitative evaluation 
of the treatments. This index can be used to characterize the operating conditions as 
the air flow rate and the forward speed. The results showed that for a maximum flow 
rate of 3.0 m3 s-1 on the row and with canopy interference, impulse varies from about 
30 Ns m-2 with forward speed of 1 m s-1, to 15 Ns m-2 with forward speed of 1.5 m s-1. 
It is reduced up to 10 Ns m-2 with a forward speed of 2 m s-1. With the half of air flow 
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 rate 1.5 m3s-1, the impulse varies from 11 Ns m-2 with forward speed of 1 m s-1, to 8 
Ns m-2 with forward speed of 1.5 m s-1, and decreases further at 3 Ns m-2 with forward 
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A / V 
index 
Average air 
speed on the 
row (static 
conditions)








leaves [a] rear leaves[b] 




29 25 12 0.6 0.5 
1.5 2.0 15 12 10 0.7 0.2 




11 9 2 0.6 0.2 
1.5 1.0 8 4 1 0.6 0.3 
2.0 0.7 3 2 0.5 0.7 0.3 
  
The preliminary results showed an almost equality of the deposits in the two canopy 
zones (spray side and opposite spray side); we need to take into account that in 
symmetrical way the treatment of the adjacent rows the deposit, was added. Further 




The impulse measurement allows to characterize the treatment through the air flow 
rate and forward speed factors. This characterization takes into account that the 
energy on the leaves is proportional to the air flow rate that reaches the canopy and 
viceversa inversely proportional to the forward speed. The jet vector energy must be 
such as to allow at the drops to cross the entire of the canopy thickness, avoiding 
disperse elsewhere. The impulse can be considered as a useful index to indicate 
clearly when you aren't properly working. In that case, if the impulse is too low, the 
average deposition increases significantly and viceversa, if the impulse is too high 
there is an opposite trend . Further tests shall be conducted to assess the scenarios of 
full and minimal canopy 
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Abstract. In this article we present a method for automatic tracking the
ve´raison period in vineyards using an autonomous solar-powered robot,
Vitirover. The proposed system can detect the size and color of the grapes
on the images acquired by a color and depth camera.
Keywords: grapes, computer vision, fruit detection, maturity estima-
tion
1 Introduction
Monitoring crops during the growing season is a important for both agronomists
and farmers. For many cultures, this monitoring should be periodically and spa-
tially accurate. Through remote sensing imagery the crop monitoring is more and
more spatially accurate, the repeatability of the measurements is quite low: only
1-5 images per growing season. Some commercial services such as “Oenoview”
(Rousseau et al 2013) or Specterra are now available for vine monitoring.
Many research projects deal with automatic recording of data inside the
vineyard. Most of these projects are based on the use of drones, this is a promising
method to increase the temporal accuracy.
Another approach consists in the use of a rover, a small robot capable of crop
monitoring. Such an approach is used by Roscher et al (2014) when developing
the rover “PHENOvines”. In this project the main effort is put on the develop-
ment of new sensors, the rover is not totally autonomous due to the weight of
the rover and the use of a gasoline engine.
The project “VVINNER” (Vigilant Vineyard & Innovative Ecological Rover)
aims to transform the Vitirover, a solar-powered robot developed originally to
mow the grass between the vines into a multifunctional robot capable of gath-
ering useful information for monitoring the ecosystem of the vineyard, for early
detection of disease risk and / or pest infestations, for the measurement of mete-
orological data with high resolution and for early estimation of the vine’s yield.
Our goals are to equip the Vitirover with different sensors, to explore the data
obtained in the field and to share this data between the robot, the vine grower
and the agronomist.
RHEA-2014 85
Because the Vitrover robot is moving between and under rows of vines it is
in a better position to observe the grapes and the vigor of the vegetation that if
it is placed above the vegetation. Its permanent presence in the vineyards and
the temporary high frequency passing through the vineyards make Vitirover an
optimal platform for carrying sensors for monitoring vineyards.
In this paper, we focus on the first application that we have developed :
monitoring the ve´raison of vine.
Ve´raison is an important phenological stage for vine grower. This stage is
described as the moment when grapes change color (from green to yellow for
white grapes, from green to red for red grapes), and the moment when sugar
content increases dramatically.
This change takes some days, so the key point is called ”mi-ve´raison”. This is
the moment when half of the berries have changed their color. For winegrowers it
is important to know when the mi-ve´raison took place and how long the period of
ve´raison. These informations are used for estimate the harvest date (the harvest
should take place 100 days after the mi-ve´raison), and more the ve´raison period
was long, more heterogeneous could be the harvest.
Several studies examined the possibility of detecting grape berries using cam-
eras. Nuske et al (2011) used a DSLR camera mounted on a tractor for early
grape yield estimation. The method was tested on several varieties and vineyards
with excellent results.
Grossetete et al (2011) created a smartphone application for counting grapes
and predicting yield using a mobile platform. The berry detection process was
based on the specular reflection of the grapes, which was compared with a Gaus-
sian profile.
Another approach in grape detection using image processing was to estimate
the volume of a brunch instead of counting individual berries. Serrano et al (2005)
created a system with a camera facing an orange background. The screen allows
an efficient segmentation process with minimum calculation time required. The
fixed distance from the camera assures the correct estimation of the volume.
2 Materials and methods
Vitirover is an autonomous solar-powered robot for mowing the grass in the
vineyards. Our project is to extend this robot with a computer-vision system
for a qualitative analysis of the grape berries. The system consists of different
sensors linked to a low-power computer module which controls the sensors and
processes the data. The results are sent to the main board which transmits them
over a wireless connection to the winegrower for further analysis.
For the 2013 campaign we used the Primesense Carmine 1.09 3D camera for
image acquisition. The sensor is equipped with a 1.2 megapixel RGB camera,
an infrared camera with the same resolution, and a laser projecting a binary
texture, which can be used – along with the infrared camera – to reconstruct the
depth data of the observed scene with a 640 × 480 pixel resolution. The depth
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data represents the distance of each point from the sensor with a 1mm or 100m
resolution. The depth range of the camera is 0.35-1.5m, which is well-adapted
for this application. The system is presented on figure 1.
Fig. 1. The system used for image acquisition
The 3D sensor cannot work in daylight, so the images are taken during the
night. Six white LEDs provide an even illumination for the scene. The controlled
lighting assures that the color and intensity of the illumination is constant and
there are no shadows in the image.
Our goal was to use the depth image to detect the grapes and to estimate the
diameter. The spatial resolution of the sensor (1mm2) and the depth resolution
(< 1mm) could allow us to detect the berries and to estimate correctly the
diameter of each berry. Then, the RGB information could be used to detect the
color of the grapes.
The test images acquired during the 2013 growing season showed us the
limitations of the Primesense Carmine device. The image and depth data are sent
uncompressed over a USB 2.0 link, so the image rate dropped to ∼2fps. The long
exposure time and the slow readout accentuated a lot the rolling shutter effect,
causing a severe motion blur and completely unusable images (figure 2.a.). To
solve this problem, the Vitirover robot had to be reprogrammed to stop during
taking each photo.
We had further issues with the image quality when using the RGB camera
at maximal resolution. The images became very noisy and some areas were
overexposed (especially the surface of the grapes), losing image detail and color
information (figure 2.b.).
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Fig. 2. The issues with the captured images: a. motion blur b. noise and overexposure
3 Detecting the grapes
In the first stage of our project we tried to detect the berries from the depth
data of the camera. The fruits are considered as small spheres, and we tried to
detect them using their curvature.
The subtle depth variations on the surface of the berries weren’t recorded
by the depth camera, the brunches appeared as a large patch. We could neither
identify the small spherical objects using the depth derivate, nor estimate the
curvature and diameter.
Subsequent tests showed that the diameter of the smallest detectable spheres
using the Carmine sensor was around 25− 30mm, much larger than the size of
the grapes. The resolution of the depth stream lowered quickly below this size.
After, we created an algorithm to detect the berries using the RGB images.
The controlled lightning ensures that the image is shadow-free and the back-
ground is nearly black.
The algorithm used for to detect the berries is similar to the radial symmetry
transform proposed by Loy and Zelinsky (2006). We separate the berry detection
and the diameter estimation by using two radii in the radial symmetry transform.
This method is a Hough-like operator which creates an accumulator image Is,
where the maxima represent the center of each detected berry:
Is(p) = p+ n
g(p)
‖g(p)‖ , where n ∈ [r1, r2] (1)
where g(p) is the gradient for pixel p; r1 and r2 are the minimal and maximal
detection radii. To enhance the quality of the results, the accumulator image is
smoothed using a Gaussian kernel and the non-maxima pixels are erased.
As the equation (1) doesn’t depend on the color of the grapes, only on their
shape, this method detects all the grapes, regardless to their color.
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The lack of detail and the high noise level in the images make further anal-
ysis (like texture) difficult. We chose to consider only the best results of the
symmetrical transform, with enough detections to get a statistically significant
result to estimate the date of ve´raison.
To get the radius in pixels of each grape, we perform a circular Hough trans-




‖g(p))‖ ∣∣ d(p, c) = ri (2)
Using the depth image we can also determine the exact diameter in millime-
ters of the grapes:
dmm =
(r + 1) ∗ z ∗ tan(a/2)
W
(3)
where z is the distance from the sensor of the central point, a is the horizontal
field of view of the sensor (a = 58o), and W is the horizontal resolution of the
image in pixels.
The position and the diameter of the berries describe the surface of each
object. The coloration is then determined using the hue parameter of the HSL
image. In our images, the best threshold between the blue and green berries on
the hue channel is around 160o.
4 Results
The photos used in this project were taken in a vineyard in the Saint Emilion
area (Bordeaux) every second day between August 14 and September 24, 2013.
One row of Cabernet Franc variety, counting around 20 vines, was used for this
test. The images were taken after the sunset, so the ambient light was much
weaker than the controlled lighting attached to the robot.
In spite of the issues regarding image quality, the results of our method are
encouraging. We consider that the speed of the color change for the berries
follows a logistic regression:
F (x) =
(
1 + exp (β(D − x)) )−1 (4)
where the parameters D – the date of mi-ve´raison, and β – indicating the dura-
tion of the ve´raison need to be estimated.
The correlation between our results and the theoretical curve was R2 = 0.80
(figure 3.a.). The date of the mi-ve´raison (when half of the grapes changed their
color) is clearly visible (September 3).
We also compared the results of the automatic estimation of the colored
grapes with the evaluation of experts of the same photos (figure 3.b.). The results
show a good correlation with R2 = 0.86 and no offset.
Figure 4 shows the results of the algorithm. The detected grapes are correctly
classified, but the conservative approach is also visible: only around half of the
visible berries were detected.
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Fig. 3. a. The automatic evaluation of the ve´raison in different images b. Comparison
with the evaluation of experts
Fig. 4. The results of the berry detection and coloration estimation on an image
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5 Conclusions
In this article we presented a method to detect the date of ve´raison in the
vineyards using a 3D camera mounted on an autonomous solar-powered robot.
For image acquisition we used a commercial 3D camera (Primesense Carmine
1.09), and a controlled lighting. The images provided by the sensor had a bad
quality; the depth images couldn’t resolve the detail needed for the berry detec-
tion and the color images suffered of a severe motion blur, noise and overexpo-
sure.
The robust image processing algorithms managed to detect the grapes in the
image, determine the correct diameter in pixels and millimeters and the color of
each individual berry. The results proved that the date of the ve´raison could be
determined exactly even using low quality and resolution images. The algorithm
is simple, it can process an image in less then a second even on the on-board
computer of the robot.
As stated earlier, the biggest problem we encountered was the quality of the
images. For next season, we intend to change the imaging system, with a higher
resolution and better quality RGB camera, and replacing the 3D imaging system
with a telemeter. The algorithms, proved to be efficient at this stage, could be
used with even better performance on better quality images.
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Abstract. To evaluate the potential of a 2D LIDAR for characterization of tree 
canopies in real-time spraying applications, LIDAR data were obtained from  
measurements in an orchard and then post-processed. A row of apple trees was 
continuously scanned with a tractor-mounted 2D LIDAR at different speeds. 
Afterwards all leaves were picked from four random 1 meter long row 
segments. Canopy was divided into four height segments from 0.5 m to 2.5 m 
and leaves were gathered together according to this division. They were stored 
in plastic bags, sealed, and weighted immediately afterwards. On the basis of 
LIDAR measurements for the corresponding canopy segments, canopy volume 
and the normalized number of points were calculated. In cases of spraying 
where each side of the row is sprayed separately, these variables were defined 
only for the side of the canopy next to LIDAR. Both variables were found to be 
independent of tractor speed as well as showed good correlation between 
themselves and with regard to the weighted mass of leaves. However, the 
normalized number of points generally performed better. The results showed 
that real-time LIDAR measurements can be used for controlling variable-rate 
spraying. 
1.   Introduction 
As trends in spraying go towards diminishing pesticide use and drift reduction, the 
spraying methods move more and more towards variable spraying. Nowadays the 
adjustment of the amount of spray and dosage is based on the current knowledge of 
plant properties (Llorens et al., 2011). Characterization of plants can be based on tree 
row volume (Rüegg and Viret, 1999; Cross et al., 2001), leaf area density (Sanz et al., 
2013), leaf area index (Bréda, 2003; Siegfried et al., 2007), leaf wall area (Walklate 
and Cross, 2012), etc. Methods differ between themselves in terms of accuracy, costs, 
time and energy involved. With a trend towards higher efficiency, recent 
achievements show preferable use of non-destructive indirect methods over direct 
destructive methods (Gil et al., 2007; Rosell Polo et al., 2009; Arnó et al., 2012). 
Currently two of the most propulsive methods used for plant characterization are 
based on LIDAR (LIght Detection And Ranging) and ultrasonic measurements 
(Llorens et al., 2010, 2011; Jeon et al., 2011 ; Arnó et al., 2012, Pforte et al., 2012). 
This is especially true for canopy characterization, where some other methods based 
on visual detection (with one or more cameras) are less successful because of the 
problems with changing illumination and background or depth detection (Hočevar et 
al., 2010).  
One advantage of LIDAR over ultrasound is that it captures more details and with 
greater accuracy (Llorens et al., 2011). Ultrasonic sensors are also more problematic 
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because of their sensitivity to weather conditions and positioning (Jeon et al., 2011). 
On the other hand, LIDAR results are more sensitive to occlusion and shadowing 
(Hosoi and Omasa, 2007). Considering a typical set-up of multiple ultrasonic sensors 
(in a rake) vs. positioning of a single LIDAR, parameters calculated from 
measurements done with the latter are more sensitive to positioning and orientation 
errors (Palleja et al., 2010; Zhang and Grift, 2012), although as stated before, 
measurements themselves can be more precise.  
In the present paper we evaluated LIDAR as a real-time method for canopy 
characterization in orchards. The emphasis is on its use in real spraying applications 
where only measurements from one side of the row are available. The evaluation is 
based on two parameters proportional to leaf area, which were calculated from the 
LIDAR measurements. For the first parameter we used an approach similar to the one 
Arnó et al. (2012) used in vineyards where leaf area was correlated to canopy volume. 
For the second parameter we applied findings of Sanz-Cortiella et al. (2011) where 
leaf area was correlated to the number of LIDAR impacts. In the present paper both 
approaches are compared. 
2.   Materials and methods 
2.1.   Experiment 
Canopy measurements were done in the research orchard at Brdo pri Lukovici 
(Agricultural Institute of Slovenia, 46°10'N, 14°41'E WGS84, 420 m.a.s.l., 
continental climate with about 1400 mm rainfall). They were performed on spindle 
trained apple trees, more specifically, on 'Breaburn' cultivars, grafted on M.9 
rootstock at 1.5 m spacing and 3.5 m inter-row distance. Trees were fully foliated. 
They were planted in autumn 2006, their average height was 3 m (max. 3.5 m). One 
side of a row of apple trees was continuously scanned with a 2D LIDAR as the tractor 
drove by. The LIDAR measurements were obtained under real spraying conditions 
with the LIDAR mounted on a trailed air-blast sprayer. Measurements were repeated 
three times at different velocities from approx. 3 to 9 km/h. Velocities were measured 
with an inductive sensor mounted on a sprayer wheel. At the end, four randomly 
chosen trees were defoliated in the row length of 1 m.  
Table 1. Measured driving velocities past sampled trees. 
Velocity 
km/h Tree 1 Tree 2 Tree 3 Tree 4
Track 1 8.2 7.8 7.8 9.0
Track 2 3.1 3.0 3.0 3.1
Track 3 3.1 4.0 4.2 4.7
In Table 1 presents the velocities past the trees for all repetitions. Canopy was divided 
into four height segments from 0.5 m to 2.5 m and leaves were gathered together 
according to this division. Contrary to Arnó et al. (2012) where leaves were harvested 
separately for each side of the row, in our case leaves were harvested together for the 
whole depth of a row. This was done so because in our opinion the middle of the row, 
from the experimental point of view, cannot be determined accurately enough. 
Although in the paper the term canopy is often used interchangeably with the meaning 
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that corresponds to the half of the canopy which is closer to the sprayer, the meaning 
is always clear from the context. The leaves from each height segment were stored in 
plastic bags, sealed and weighted immediately afterwards. A few hours later a random 
sample of 20 leaves was taken from each sealed bag. Each sample was weighted and 
the area of all leaves was measured. On average, area was proportional to mass by a 
factor of 39.3 cm2/g. To avoid an error due to the variability of the samples in further 
analysis, mass as a primarily measured quantity was taken as a representative variable 
instead of leaf area. 
2.2.   LIDAR 
For LIDAR measurements SICK LMS 111 laser scanner (SICK AG Waldkirch, 
Reute, Germany) was used. It was mounted 2 m from the ground and was connected 
to a computer via TCP/IP. It was accessed with the NI LabVIEW program (National 
Instruments Corporation, Austin, TX, USA). It has a view of 270° but due to the one-
sided experimental sprayer design, only the measurements from one side of the 
sprayer were used (viewing angle of 135°). The LIDAR measuring plane was 
perpendicular to the row and the tractor-sprayer axis. It was operating with angular 
resolution of 0.5° at data acquisition rate of 50 Hz.  
2.3.   Canopy Volume and Normalized Number of Canopy Points 
In order to calculate the canopy volume for one meter wide segment of the canopy,  
the canopy contour from each scan was first determined. The contour was divided 
into height segments corresponding to the height segments used when defoliating. 
Secondly, the vertical cross-section areas of the segments for each individual scan line 
were calculated. Thirdly, the distances between the scans were determined on the 
basis of a known tractor speed. The characteristic canopy volume for each canopy 
segment was calculated as a sum of products of the scan cross-section area and the 
distance between two consecutive scans. 
The contour for each scan was determined by grouping scanned points in bands by 
height. The bands had a height of 0.05 m and from each band the point horizontally 
closest to the sprayer was chosen for the contour. The cross-section area of the canopy 
was then defined as the area between the contour and the middle of the row. The first 
reason why such simple approach taking into account only one half of the row was 
used is because the determination of the whole canopy (or its contour) with LIDAR 
from one side only is not reliable. This is mainly due to occlusions which occur even 
when canopies are sparse, as was verified for young apple trees where horizontal 
distributions of LIDAR points were generally skewed to the direction away from the 
LIDAR. Secondly, our approach is based on the assumption that during spraying only 
the closest half of the row is properly sprayed while the other half of the row is not (it 
is under-treated) until it is sprayed from the other side. This assumption is based on 
the fact that pesticide deposit gets proportionally smaller by increasing the distance 
from the sprayer (Walklate et al., 2011). 
The second parameter for canopy characterization was the normalized number of 
scanned points. Points between the sprayer and the middle of the row were divided 
into groups corresponding to four height segments (as defined for defoliating) 
according to their height. In each group the number of points was counted. To obtain 
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a characteristic parameter independent of tractor speed and laser scanner properties 
(scan rate, angular resolution) this number was normalized by dividing it with the 
referential maximum number of scanned points. This number equals f·N1·Δt where f is 
acquisition rate (50 Hz), N1 is number of points of 1 scan at a given scan angle and 
angular resolution (135°/0.5°+1=271), and Δt represents a chosen duration of 
referential measurements. Duration can be further on expressed as sref·v-1 (sref is 
referential distance, v is tractor velocity in m/s), so finally the characteristic parameter 
can be calculated as: 
 
sref can be regarded as a scaling constant. In our case it was set to 1/3.6 m to obtain a 


















 11  (1) 
Fig. 1. Canopy volume (dashed) and norm. number of points (solid) with regard to canopy height 
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3.   Results and discussion 
Figure 1 presents a concept of canopy characterization based on two chosen 
characteristic parameters. For each tree, LIDAR measurements were repeated three 
times (tracks 1-3) and the resulting volumes (dashed lines) and normalized numbers 
of points (solid lines) were plotted against the centers of adequate height segments 
(measured from the ground). For each tree the appropriate middle of the row was 
chosen manually. It can be seen that for all trees values are closely matching 
regardless of the tractor speed. 
In the next step Pearson's correlation coefficient was used to evaluate the resemblance 
between measured (mass) and calculated (volume and number of points) quantities 
from each track. It must be mentioned here that although we compare mass of the 
whole canopy depth with volume and number of points calculated for only a half of it, 
general features are clearly visible.  
Correlation results are presented in Figure 2. It can be seen that normalized number of 
canopy points correlates with defoliated mass much better than calculated canopy 
volume. However, large differences in results between trees can be observed, which 
are probably due to specific shapes of trees.  
In the next part the approach tested on 4 defoliated one meter wide sections was 
applied to the whole row and canopy volume was compared to the normalized number 
of canopy points by continuously taking one meter wide sections of a row. Obtained 
values were used for the calculation of correlation coefficients which are shown in 
Figure 3. It can be seen that they are mostly in range of 0.9 to 1 and apart from some 
major drops they are always above 0.7. Considering high correlation, both parameters 
could be regarded as interchangeable and a proper choice would depend on canopy 
shape (convex, concave, with holes or jutting branches, etc.), but this still needs to be 
investigated. The drops where correlation diminishes almost to zero can be easily 
explained with the shape of the row. In Figure 3 its shape at each location in question 
is presented with a sub-diagram of its side view. As indicated by the arrows, low 
correlation values coincide with gaps in the row. They appear where some old apple 
trees needed to be replaced and younger trees have not grown to their full size yet, 
Fig. 2. Correlation for number of points and canopy volume with regard to foliage 
mass 
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thus leaving significant gaps in the row. Correlations are very low because there are 
only a few scanned points present at these locations, which makes the results very 
stochastic. The scanned horizontal line at approx. 2.3 m is a wire for fastening of 
supports.  
At this point we would like to discuss some features that concern the way LIDAR was 
used for canopy measurements. The selection of measured points  for further 
processing (contour, area, counting, etc.) was done  only on the basis of geometrical 
compliance with given limits. Therefore there was no distinction between leaves, 
branches, trunks or other objects (supports, wires, etc.). In this way a comparison 
between LIDAR measurements and defoliated mass is to some extent inaccurate 
because only a part of the measured points representing the leaves should be used for 
comparison. Such distinction is generally possible with LIDAR data containing not 
only distances to points but also their remission (intensity or reflectance). However, 
such thresholding is not trivial (Wellington et al., 2006; Wurm et al., 2009) and is as 
such out of scope of the present paper. 
 
4.   Conclusions 
Characterization of canopies of apple orchard trees was done on the basis of 
continuous sampling of a row of trees with a 2D LIDAR mounted on a trailed sprayer. 
Canopy volume and normalized number of canopy points were chosen as 
characteristic parameters for the half of the row which was closer to the sprayer. They 
were compared against the mass of leaves picked at four random locations along the 
row. Leaves were picked from four trees in a range of 1 m across the whole depth of 
the row. They were grouped together according to their position within 0.5 m high 
bands, ranging from 0.5 m to 2.5 m, and the same division was used for computing 
the characteristic parameters.  
Fig. 3. Correlation between number of points and canopy volume along the row (with 
two gaps) 
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Results showed that the characteristic parameters were properly chosen and therefore 
did not depend on tractor speed in observed range from 3 to 9 km/h. A further 
comparison of Pearson's correlation coefficients showed that normalized number of 
canopy points better correlates with the mass of harvested leaves than the calculated 
canopy volume. When the characteristic parameters were compared along the whole 
row, a mean correlation of 0.91 was obtained. The overall results showed that real-
time 2D LIDAR measurements have strong potential for their use in variable-flow 
rate spraying applications.  
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Abstract. It is already known, that the over application of herbicides, has led to 
heavy environmental impact. Recently, advances in precision agriculture have 
allowed the site specific application of inputs. However, localization of 
treatment is dependent on successful detection of target plants for spraying. 
Recognition of the type of weed is needed in order to use the most suitable 
chemical for spraying. Spectral leaf reflectance has been used in previous 
research, to differentiate between crops and weeds. In controlled lab conditions, 
it has been shown that it is possible to distinguish with high accuracy between 
crop and weeds, as well as between different weeds, using the spectral 
reflectance of the leaves (Borregaard et al., 2000). Tests were performed under 
semi-field conditions: interior measurements for actual plants. The illumination 
consisted of a halogen lamp. Corn was chosen for the experiments. They were 
mixed with weeds that are found among these crops in real fields. The study 
included corn [Zea Mais], Ranunculus Pepens, Cirsium Arvense, Sinapis 
Arvensis, Stellaria media, Tarraxacum Officinale, Poa annua, Poligonum 
Persicaria, Urtica dioica, Onalis europaean and Medicago Lupulina. 
Hyperspectral images were obtained during a monochromatic camera on which a 
Specim spectrograph was mounted. In the current paper several hierarchical Self 
Organizing Map architectures using supervised learning approach are used to 
classify hyperspectral imaging data in order to determine the weed or crop 
species from where a hyperspectral signature originates. Counterpropagation 
Artificial Neural Networks (CP-ANNs) are modeling methods which combine 
features from both supervised and unsupervised learning (Zupan et al., 1995). 
CP-ANNs consist of two layers, a Kohonen layer and an output layer, whose 
neurons have as many weights as the number of classes to be modelled. The 
XY-fused Networks (XY-Fs) (Melsen et al., 2006) are supervised neural 
networks for building classification models derived from Self- Organizing Maps 
(SOMs). In XY-fused Networks, the winning neuron is selected by calculating 
Euclidean distances between a) sample and weights of the Kohonen layer, b) 
class membership vector and weights of the output layer. As in the case for CP-
ANNs and XY-Fs, Supervised Kohonen Networks (SKNs) (Melsen et al., 2006) 
are supervised neural networks derived from Self-Organizing Maps (SOMs) and 
used to calculate classification models. In Supervised Kohonen Networks, 
Kohonen and output layers are glued together to give a combined layer that is 
updated according to the training scheme of Self-Organizing Maps. The results 
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show variable classification performances between weed species ranging 
between 60 and 90%, while weed to crop discrimination yields excellent results. 
Keywords: neural networks, classification, crop protection, machine learning, non-
destructive sensing 
1 Introduction  
Spectral leaf reflectance has been utilized in earlier research, aiming to recognize 
differences between crops and weeds. In controlled lab conditions, it has been proved 
that it is possible to distinguish between crop and weeds with high accuracy, as well 
as between dissimilar weeds utilizing the spectral reflectance of the leaves 
(Borregaard et al, 2000).  
Several approaches for weed detection have been presented in the literature. Certain 
methods are based on the analysis of shapes and sizes of leaves. Søgaard (2005) 
developed a method for machine vision classification of weed species based on active 
shape modelling (ASM). For the time being, the computational requirements prohibit 
online application envisaged in this study. Other research has shown that differences 
in spectral reflectance characteristics of different plants may suffice to tell them apart. 
Discrimination of maize crops from weeds was presented by Moshou et al. (2001). In 
this paper, hyperspectral sensing has been used to classify crops and weeds with the 
aid of different neural network and statistical algorithms. 
In Wang et al. (2008) a hand-held spectro-radiometer and airborne hyperspectral 
imagery were used to map an invasive weed named Sericea lespedeza and to quantify 
its invasiveness in pastures in Mid-Missouri, USA. A first order derivative analysis 
was applied to calculate maximal derivatives that maximized the spectral difference 
between sericea and fescue, the dominant grass in pastures. An attempt to identify 
different weed species from hyperspectral images has been presented by Moshou et 
al. (2002). In this work, a self-organizing map (SOM) is extended with local linear 
models in order to enhance classification compared to conventional neural classifiers.  
Self-Organizing Maps (SOMs) are one of the most well-known among the several 
Artificial Neural Networks architectures proposed in literature (Kohonen, 1988). 
Their applications have increased during the last decade and they have been applied in 
several different fields and nowadays they are considered as one of the foremost 
machine learning tools and an important tool for multivariate statistics (Marini, 2009). 
Self-Organizing Maps (SOMs) are self-organizing systems able to solve problems in 
an unsupervised way, without needing target data. In order to cover certain needs, 
unsupervised models have been extended in order to be able to work in a supervised 
framework. To this end, methods like counterpropagation Artificial Neural Networks 
(CP-ANNs), which are very similar to SOMs, since an output layer is added to the 
SOM layer (Zupan et al., 1995) have been introduced. 
 When dealing with classification issues, CP-ANNs are generally efficient methods 
for achieving class separation in non-linear boundaries. Recent modifications to CP-
ANNs have led to the introduction of new supervised neural network architectures 
and relevant learning algorithms such as Supervised Kohonen Networks (SKNs) and 
XY-fused Networks (XY-Fs) (Melssen et al., 2006). In the current paper several Self 
Organizing Map  based models using  supervised learning approach and algorithm are 
used to classify reflectance data in order to determine weed species and identify Zea 
May crop. 
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2 Materials and Methods    
2.1 Explanation of experiments 
Hyperspectral images were captured with a monochromatic camera. An Imspector V9 
spectrograph manufactured by Specim, Finland was situated in it.  A reflectance 
spectrum of each point is produced on a slim linear stripe on the target surface by the 
sensor (Heralla et al., 1994). It comprises three parts: an imaging spectrograph, an 
objective lens and a camera. The operational principle of an imaging spectrograph is 
presented in Figure 1. The objective lens forms a field patch image on the 
spectrograph’s slit aperture. A small stripe from the patch is extracted on the ground.  
The light derived from the slit is collimated by the doublet in the spectrograph. Then, 
the light is divided into its spectral components through diffraction. An image of the 
diffracted light is formed on a (monochrome) camera by the second doublet. In this 
way, the camera has one spatial axis and one orthogonal spectral axis. The system 
applied was designed and made available to the market by Specim. An ambient light-
based normalization technique obtained and normalized spectra from wheat leaves. 




Figure 1. Principle of operation of a spectrograph (from Moshou et al., 2002) 
 
The device parameters were: spectral resolution 1.5-5 nm, available spectral range 
435-855 nm, free spectral range was the same as the available spectral range, slit 
width 80 m, slit length 8.8 mm, CCD specifications ½" (4.8 x 6.4 mm), spectral 
bands 200. 
Tests were executed on actual plants in pots inside a greenhouse. Corn was selected 
for the experiments. The corn was at growth stage BBCH 12-14. The crop was mixed 
with weeds that are found among these crops in real fields. Different weed species 
were equally distributed among crops. The experiments did not include different 
growth stages of weeds. The study included corn (Zea mays), Ranunculus repens, 
Cirsium arvense, Sinapis arvensis, Stellaria media, Tarraxacum officinale, Poa 
annua, Poligonum persicaria, Urtica dioica, Oxalis europaea and Medicago lupulina. 
The scene illumination comprised only of a light source that can be easily controlled: 
a broadband 100 watt halogen lamp. Intensity variations, although not proposed, are 
detected because of the spatial non-uniformity of the light source emission pattern. 
Shadows and various degrees of specular reflection by leaves with various 
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orientations seem to be responsible as well. As a result, normalization (features 
normalized to norm 1) was carried out. Measurements are achieved by utilizing a 
monochrome 1/2" (4.8 x 6.4 mm) CCD (MX5 of Adimec) combined with the 
Imspector spectrograph that is described below. 
There was no point in utilizing all wavelength reflectances. Computation times would 
be prohibitive. As a result, there is substantial redundancy in the data. The optimal 
wavelength set is regarded as dependant on the plants that are going to be 
discriminated.. Equation (1) proves that it is possible to take these wavelengths that 
are capable of maximizing the following class-to-class separation function: 
         
2 2F(  ) ( ) ( ) ( ) ( )X YX Y                                      (1) 
in which X() and Y() represent the mean reflected light for class X values o, 
respectively class Y at wavelength  and 2X() and 2Y() belong to  the standard 
deviations of the reflected light  measurements  at the same wavelength ,  both  for 
classes X and Y.  
Local extremes of this function are indicated at certain wavelengths for which the 
corresponding spectral irradiances are utilized for the classification. Due to the fact 
that we have to deal with more than two classes, wavelengths are selected based on 
their utility in separating the crop class from each one of the weed classes. The above-
mentioned comparison of their reflectance spectra produces a wavelength selection 
for each pair. In an automatic way, the best discriminating wavelengths for each pair 
of classes are selected. In case wavelengths remain sufficiently far from those already 
selected (higher ranked extremes for each combination of the crop and the weeds), 
lower ranking wavelengths are added. For every crop-weed pair that is being added, 
this procedure carries on towards lower ranking wavelengths up to rank 5.  
The final selection resulted in 17 spectral bands with a width of 20 nm centered at the 
following wavelengths: 539, 540, 542, 545, 549, 557, 565, 578, 585, 596, 605, 639, 
675, 687, 703, 814 and 840 nm. 
 
2.2 Counterpropagation Artificial Neural Networks 
Counterpropagation Artificial Neural Networks (CP-ANNs) are modeling methods 
which combine features from both supervised and unsupervised learning (Zupan et 
al., 1995). CP-ANNs consist of two layers, a Kohonen layer and an output layer, 
whose neurons have as many weights as the number of classes to be modelled .The 
class vector is used to define a matrix C, with I rows and G columns, where I is the 
number of samples and G the total number of classes; each entry cig of C represents 
the membership of the i-th sample to the g-th class expressed with a binary code (0 or 
1). When the sequential training is adopted, the weights of the rth neuron in the output 
layer (yr) are updated in a supervised manner on the basis of the winning neuron 
selected in the Kohonen layer. Considering the class of each sample i, the update is 










                                                      (2) 
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where dri is the topological distance between the considered neuron r and the winning 
neuron selected in the Kohonen layer; ci is the ith row of the unfolded class matrix C, 
that is, a G-dimensional binary vector representing the class membership of the ith 
sample. At the end of the network training, each neuron of the Kohonen layer can be 
assigned to a class on the basis of the output weights and all the samples placed in that 
neuron are automatically assigned to the corresponding class. 
 
2.3 XY-fused Networks 
XY-fused Networks (XY-Fs) (Melssen et al., 2006)are supervised neural networks for 
building classification models derived from Self- Organizing Maps (SOMs). In XY-
fused Networks, the winning neuron is selected by calculating Euclidean distances 
between a) sample (xi) and weights of the Kohonen layer, b) class membership vector 
(ci) and weights of the output layer. These two Euclidean distances are then combined 
together to form a fused similarity, that is used to find the winning neuron. The 
influence of distances calculated on the Kohonen layer decreases linearly during the 
training epochs, while the influence of distances calculated on the output layer 
increases.  
 
2.4 Supervised Kohonen Networks (SKNs) 
As in the case for CP-ANNs and XY-Fs, Supervised Kohonen Networks (SKNs) 
(Melssen et al., 2006) are supervised neural networks derived from Self-Organizing 
Maps (SOMs) and used to calculate classification models. In Supervised Kohonen 
Networks, Kohonen and output layers are glued together to give a combined layer that 
is updated according to the training scheme of Self-Organizing Maps. Each sample 
(xi) and its corresponding class vector (ci) are combined together and act as input for 
the network. In order to achieve classification models with good predictive 
performances, xi and ci must be scaled properly. Therefore, a scaling coefficient for ci 
is introduced for tuning the influence of class vector in the model calculation.  
 
3. Results and Discussion 
The detailed learning scheme comprised the following steps: 
1) The initial training set consists of 1210 samples consisting of 17 features 
each of which has resulted from 110 spectra obtained from corn plants 
and 110 from each weed species. 
2) Each of the three different types of Supervised SOM Classifiers are 
classifiers are trained with the training spectra. 
3) The trained classifiers are tested with 54 new samples from corn plants 
and another 54 from weed plants from each weed species. The criterion 
of success is the ability to classify every species in each own correct 
category.  
In Table 1 the classification rate forZea Mays crop and the 10 weed species are 
presented as follows 
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Table 1. First five normalized natural frequencies of a clamped beam with internal hinge 















T.O P.A P.P U.D O.E M.L 
skn 94.44 98.15 90.7 98.15 92.60 100 100 96.30 92.59 90.74 90.74 
xyf 90.74 100 94.4 100 98.14 87.04 96.30 85.19 88.89 100 100 
cpan
n 
100 100 100 94.44 83.33 94.44 83.33 77.78 83.33 92.60 83.33 
 
The CPANN achieves perfect recognition for Zea Mays but shows deteriorating performance in 8 out of 10 
weed species compared to Skn and Xyf. Overall, Skn demonstrates a more balanced correct classification 
performance which is equally high for Zea Mays and for the 10 weed species.  
In order to access the importance of the spectral features and how thy have contribute to the classification 
result of the different supervised SOM detection result a graphic representation of the input and output 
SOM weights are shown in Figures 2 to 7. Each pair of figures corresponds to a supervised SOM 
architecture. The plotting of the weights can reveal potential correlations between the features and the 
classification label since the topology preserving property of the SOM training algorithm retains the 
topological features dataset so that similar feature vectors in the dataset are mapped into neighboring SOM 
neurons in the SOM grid. The color coding of the value of the codebook vectors of the SOM grid allows to 
identify correlations between the components of the vector since the magnitude of each component shows 
similar trend in highly correlated components. 
 
Fig. 2. Plot of the input weights of Skn SOM corresponding to the spectral features from the 17 
frequency bands. The colormap indicates relative values of the spectral features ranging from lower 
values (blue) to higher values (red) 
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Fig. 3. Output weights of Skn SOM corresponding to the class labels of Zea Mays and the 10 weed 
species.. The areas in blue correspond to 0 while the area in red corresponds to 1. 
 
Fig.4. Plot of the input weights of Xyf SOM corresponding to the spectral features from the 17 
frequency bands. The colormap indicates relative values of the spectral features ranging from lower 




















































































































Fig. 5. Output weights of Xyf SOM corresponding to the class labels of Zea Mays and the 10 weed 
species. The areas in blue correspond to 0 while the area in red corresponds to 1. 
 
Fig.6 Plot of the input weights of CPANN SOM corresponding to the spectral features from the 17 
frequency bands. The colormap indicates relative values of the spectral features ranging from lower 


















































































































Fig.7 Output weights of CPANN SOM corresponding to the class labels of Zea Mays and the 10 weed 
species.. The areas in blue correspond to 0 while the area in red corresponds to 1. 
 
From Figures 3, 5 and 7 we can observe that in the case of Skn and Xyf the output 
weights appear in the same region which means that each weed species forms a discrete 
cluster in the input domain while in the case of CPANN the output weights seem to be 
dispersed. This explains the performance degradation concerning classification (Table 
1) that is evident in the case of CPANN compared to Skn and Xyf. The best results are 
obtained of Skn due to its combined clustering of input and output weights. By 
observation of the input weights that are shown in Figures 2,4,6 it can be deduced that 
the weight bands centered at 539, 540, 542, 545, 549, 557, 565nm appear to be highly 
inter correlated. The wavebands centered at 578, 585 appear to be unique with low 
correlation to lower and higher bands. The wavebands centered around 596, 605, 639, 
675, 687, 703, 814 and 840 nm appear inter correlated The most discriminative 
waveband related to Zea Mays in the case of Skn is centered at 703nm which 
corresponds to the red color, while in the other cases it seems to be difficult to isolate a 
single waveband. The Supervised SOM architectures allow visualization of both the 
input and output weights so that the most effective features can be determined based on 
their correlation with the cluster classes which are visualized by the output weights. 
Apart from that, the topology preserving capability allows to assess the importance of 
certain features that convey new information and determine the redundancy of other 
features when they are intercorrelated. The latter, appears when some features show the 

















































In the current paper several Self Organizing Map based models using  supervised 
learning approach and algorithm are utilized in to classify reflectance data so as to 
determine weed species and identify Zea May crop. Hierarchical Self Organizing Map 
architectures using supervised learning approach (SKN, Xyf and CPANN) are used to 
classify hyperspectral imaging data in order to determine the weed or crop species 
from where a hyperspectral signature originates. A waveband selection procedure was 
used to isolate the most effective wavebands for enhanced classification. The 
performance of weed species recognition and identification of Mays plants was very 
high and reaching above 90% in most cases. The visualization of input and output 
weights is a unique characteristic of supervised SOMs which allows to determine the 
most important correlations between features and classes. 
 
References  
Borregaard, T., Nielsen, H., Norgaard, L., Have, H., 2000. Crop-weed discrimination 
by line imaging spectroscopy. J. Agric. Eng. Re. 75 (4), 389–400. 
Kohonen T. (1988). Self-Organization and Associative Memory, Springer Verlag, 
Berlin. 
Marini F. (2009). Artificial neural networks in food analysis: trends and perspectives 
Analytica Chimica Acta 635, 121–131. 
Melssen W., Wehrens R., Buydens L. (2006) .Supervised Kohonen networks for 
classification problems Chemometrics and Intelligent Laboratory Systems 83, 99–
113. 
Moshou, D., Vrindts, E., De Ketelaere, B., De Baerdemaeker, J., Ramon, H. 2001. A 
Neural Network based plant classifier. Computers and Electronics in Agriculture 
31(1) 5-16. 
Moshou, D., Ramon, H., De Baerdemaeker, J. 2002. A weed species spectral detector 
based on neural networks. Precision Agriculture 3(3) 209-223. 
Søgaard, H.T. 2005. Weed classification by active shape models. Biosystems 
Engineering 91 271–281. 
Zupan J., Novic M., Gasteiger J. (1995). Neural networks with counter-propagation 
learning strategy used for modelling Chemometrics and Intelligent Laboratory 
Systems 27, 175–187. 
Wang, C., Zho, B. and Palm, H. L. 2008. Detecting Invasive Sericea Lespedeza 
(Lespedeza cuneata) in Mid-Missouri Pastureland Using Hyperspectral Imagery, 
Environmental Management 41 853–862. 
110 RHEA-2014




Xingqiao LIU, Chenhu XU, Meixiang ZHANG 
School Of Electrical, JiangSu University, ZhenJiang, JiangSu, 212013, China 
Abstract. In order to promote the development of intelligent agriculture in our 
country, this paper puts forward a wireless remote monitoring system of water 
quality parameters which is based on Android mobile phone platform and 
GPRS communication technology, the system realizes the remote collection, 
storage and management of water quality parameters such as the water level, 
temperature, PH and dissolved oxygen, and also realize the remote control of 
the control nodes. The 16-bit microprocessor MSP430f149 of TI company is 
adopted in acquisition part, and also 12 high-precision AD (analog, digital) 
converter is used, the sensor collected data through the GPRS module which is 
sent to the remote server, and water quality parameters from the servers is sent 
to the Android mobile phone. The PID(proportion, integration, differentiation) 
control is adopted in the control part, the control commands from the android 
mobile phone is sent to the server, the server again send it to the lower machine 
to control the water level regulating valve and increasing oxygen pump. So the 
Android mobile phone system can complete the monitoring of water quality 
parameters. After practical testing to the system in Liyang, Jiangsu province, 
China, temperature measurement accuracy reaches 0.5ºC, PH measurement 
accuracy reaches 0.3, water level control precision can be controlled within 
±3cm, dissolved oxygen control precision can be controlled within ±0.3 mg/L, 
all the indexes can meet the requirements, this system is very suitable for 
aquaculture. 
Keywords: Android, GPRS, MSP430f149, Remote Monitoring  
1 Introduction 
  With the progress of modern science and technology and the continuous 
development of modern high-efficiency agriculture, agricultural automation are 
increasingly being recognized, it can greatly improve labor productivity and increase 
labor's comfort and maneuverability, and the application of agricultural automation is 
a revolution in information perception and acquisition control (Wu 2010). Abroad at 
present, in the field of agricultural ecological environment monitoring, the United 
States, France and other countries set up agricultural information platform through the 
advanced sensor technology, data fusion technology and Internet technology, to 
realize the automatic monitoring of agricultural ecological environment, and to ensure 
the sustainable development of agricultural ecological environment. For example, the 
United States has formed the layered architecture of the ecological environment 
which is information collection-information transmission and processing-information 
release, the French use communication satellites technology to predict disastrous 
weather, plant diseases and insect pests. But in water environment monitoring, there 
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are almost no reports about monitoring system based on Android and GPRS; and in 
our country, for the aquaculture industry, most of the area is still in a relatively 
backward state, monitoring of water quality parameters in artificial sampling analysis 
stage, which will bring a series of problems, such as: the operation is inconvenient, 
time-consuming and the accuracy is not high (Serfass et al 2012), (Shi et al 2011). 
Some domestic universities have done related research and made some achievements. 
For example, Nanjing Agricultural University has developed sampling sensor to 
monitor the dissolved oxygen concentration, China Agricultural University has 
designed a remote aquaculture monitoring system based on GPRS and another 
monitoring system of water quality parameters in Wireless Sensor Networks. The 
monitoring system described in this paper is combined with the Android mobile 
phone platform, GPRS communication technology, single chip microcomputer and 
Internet network, all of these construct a wireless remote monitoring network, and this 
realize the real-time monitoring of water quality parameters. The system not only 
makes full use of the existing public cyber source to save the cable construction and 
maintenance costs, but also reduce the cost according to GPRS transceiver traffic 
charges, so that this system can be reliable and economic enough to operate. 
 
Fig. 1. The system architecture 
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2 General Design 
  The system is mainly composed of a water quality parameter monitoring module, 
control module, GPRS communication module, site monitoring, remote server 
monitoring and Android mobile phone client module. Monitoring module includes 
conditioning circuit and sensors of several water quality parameters such as water 
level, temperature, PH and dissolved oxygen. The control module comprises a water 
level regulating valve, air pump and D/A (digital, analog) transformation. Site 
monitoring module is composed of a liquid crystal and keys, and the user could press 
the corresponding button according to the data displayed in the liquid crystal. The 
remote server module is mainly used to receive data and communicate with Android 
mobile phone client via wireless network. And Android mobile phone client mainly 
completes the data interaction with the server, database management and the network 
communication function. The system architecture is shown in Fig. 1. 
 
3 System Hardware Design  
  This system can be used in continuous data acquisition, the real-time data 
transmission, data management, and the remote wireless control of the actuators of 
the water quality parameters (Phillip 2000).The whole structure of the system 
hardware design is shown in Fig. 2. The working principle of the system in particular: 
at first, the AD conversion, filter, computing, storage of the sensor signals are 
processed by MSP430f149 microcomputer (Wei 2002), and then the water quality 
Fig. 2. Whole structure of the system hardware design 
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parameters are sent through the RS485 serial port to the GPRS module, then the data 
are uploaded to the remote server monitoring center in the form of network packets 
through the GPRS communication protocol, and at the same time the computer will 
process, store and display the data. The computer could send control commands to the 
MCU(micro control unit)in the same way according to the requirements, and then the 
single chip identify and process the instructions so as to realize the wireless remote 
control of the actuators. Meanwhile the server exchange data with Android mobile 
phone client and the mobile phone can also monitor the water quality parameters.  
4 Introduction of GPRS Module 
  GPRS data transmission terminal which is used in this system is GPRS module 
embedded with a TCP/IP protocol stack, GPRS module uses industrial grade 
WAVECOM PLUS. The module can provide a high-speed, always-online, 
transparent data transmission channel. As a new data transmission terminal, this 
module can be used by almost all data transmission of middle and low rate. The 
GPRS module used in this system is equivalent to a client; it is used to communicate 
with the remote server. 
  This module has the characteristics of the following aspects: 
(1) It is embedded with TCP/IP protocol stack, and it supports the TCP protocol 
and realizes the data transparent transmission. 
(2) It supports to connect with fixed IP and domain name analysis. 
(3) It supports always-online mode, automatic redial when connect breaks, data 
acquisition and monitoring for unattended equipment.  
(4) It supports the telephone activation of GPRS network and reduces operating 
costs.  
(5) It is embedded with an EEPROM (electrically erasable programmable read-
only memory)and can save the parameters set by user.  
(6) It has independent data port and independent command port, accept remote 
AT commands.  
(7) It is designed for the anti-jamming and suitable for application in 
complicated electromagnetic environment. 
5 System Software Design 
5.1 System Initialization, Data Acquisition and Actuators Control 
  System needs electricity initialization when it starts to run, the initialization 
procedure is mainly used to initialize the IO port, timer, AD conversion mode, serial 
port, liquid crystal and key program etc. After initialization, system begins to launch 
the application. The interrupt of the timer starts based on parameters configured by 
initialization procedure of data acquisition. Data of water quality parameters is 
obtained through timing acquisition and AD conversion, and then the data is sent to 
the remote monitoring center through GPRS wireless network after packaged 
according to a certain format (Wang et al 2008). The software design flow chart of the 
system is shown in Fig. 3. 
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  This system uses the PID control method to control the actuators (Water level 
regulating valve and increasing oxygen pump). The control block chart is shown in 
Fig. 4. The actuators are controlled by controllable adjustable current outputted by 
D/A converter. Such as the use of water level regulating valve, the procedure sets 4 
mA corresponding to the valve off and sets 20 mA corresponding to the valve fully 
on. When the deviation value of the measured water level and given water level is less 
than 3 cm, the control valve does not operate in order to reduce the mechanical wear. 
When the deviation value is more than 3 cm, the microcontroller outputs control 
signals to control valve through the external D/A converter after the operation the PID 
controller. The control method of increasing oxygen pump is similar to the water level 
Fig. 3. System software design flow chart 
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regulating valve. In order to improve the anti-jamming ability of the system, there 
should be photoelectric isolation between D/A converter and microcomputer (Wen et 
al 2005). 
5.2 Remote Data Communication 
  GPRS transmission of water quality parameters is the key point to the system 
software design, in the system; GPRS module adopts TCP protocol for data 
communication. TCP protocol is a connection-oriented protocol, every time before 
sending and receiving data, it must first establish a connection. In the monitoring 
point, the user should configure related AT commands for GPRS module before it is 
used for the first  time, the configuration is including setting the connection mode of 
module, the communication baud rate, domain name and port, etc. If the settings are 
all successful, then the GPRS module and the server will establish the TCP 
connection, and the single-chip microcomputer will send data of water quality 
parameters to the server through the serial port, the server can also send control 
commands to the monitoring point. 
The main AT commands for establishing TCP connection of GPRS module are as 
follows:  
AT+AUTO=NO; //setting the connection mode of module 
AT+IPR=9600; // setting the communication baud rate 
AT+DNS=szzby1127.gicp.net, 7400; //setting the domain name and port 
AT+AUTO=YES; //setting the connection mode of module 
5.3 Monitoring Software Design of Server 
  Software design of monitoring center is an important part of the system, this part is 
written in VB6.0 language, and it is mainly composed of a data processing subsystem 
and a data communication subsystem, and its main function is the data processing and 
data communication (Cai et al 2006). The remote server monitoring interface chart is 
shown in Fig.5. 
  As a major man-machine interaction interface, data processing subsystem collects 
information from GPRS module. It is responsible for classification; screening and 
comprehensive analysis of monitoring information, and also it completes the function 
of data statistics, data computing, data processing, data storage, data display and so 
on. And also it can transmit control commands to the monitoring point.  
Fig. 4. The PID control block chart of water level and dissolved oxygen 
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Data communication subsystem uses the Winsock control to communicate with the 
internet. In the TCP protocol, a listening port (Local Port attribute) is firstly set in the 
procedure, and then the Listen method is called. The Winsock control will always 
observe every act and every move of the port, namely "interception". When the 
monitoring point sends a connection request to the computer in the monitoring center, 
the Connection Request event in Winsock control is triggered, and the accept  method 
is called in the Connection Request event code, then the Send Data method is called. 
Until now the TCP link is established, there can be bidirectional data transmission 
between the monitoring center and the monitoring point (Cao 2009). In this system, 
part of the communication procedure between the server and lower machine are as 
follows: 
 Private Sub Form_Load()   ' the load event of form 
 TCPserver.LocalPort=8800  'setting the local port 
 TCPserver.Listen   'call the Listen method, listen to the local port 
 EndSub   'the end of the load event of form 
 Private Sub TCPserver_ConnectionRequest(ByVal requestID As Long)  
'the server connection request event 
 If TCPserver.State<>sckClosed Then TCPserver．Close 'check whether 
State property of winsock contol is closed  
 TCPserver.Aceept requestID  ' accept the connection with requestID 
parameters. 
 End Sub  ' the end of  the server connection request event 
 Private Sub TCPserver_DataArrival(ByVal bytesTotal As Long)   'data 
receiving event 
 Dim data As String    'declare a variable for the received data  
 TCPserver.GetData data   'call the GetData method, and deliver the data 
from the server to the variable 
Fig. 5. The remote server monitoring interface chart 
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 TXToutput.Text= TXToutput.Text & data   'display the data in the 
TXToutput textbox 
 End Sub   ' the end of data receiving event 
 Private Sub send_data()   'call the SendData method, and send the data to 
the GPRS module 
 Dim cmd As String   ' declare a variable for the control commands 
 cmd = aa    ' deliver the data from mobile phone to the variable 
 TCPserver.SendData cmd   'call SendData method, and send control 
commands to the Lower machine 
 End Sub   ' the end of sending receiving event 
5.4 Android Client Software Design 
  Android is an open source Linux-based mobile operating system developed by 
Google. It includes the operating system, user interface and application (Zhan et al 
2012). The system adopts the client/server mode; the server is implemented by VB 
combined with SOCKET programming, namely the VB monitoring software. Android 
Mobile phone client uses Android JAVA to program, and the developing environment 
for Android JAVA is AndroidSDK + JAVA JDK6 + Eclipse3.5 (Wang et al 2012). 
Android JAVA uses the SQLite database itself to realize the data storage. The 
communication between Android client and the server is based on SOCKET mode of 
TCP/IP protocol. Finally the procedure is compiled to generate packaged APK files 
Fig. 6. Main monitoring interface of fish ponds 
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(Wu et al 2012), (Yan 2012), and then it can be installed directly on the Android 
mobile phone. When input the correct server name and the corresponding port 
number, the main monitoring interface of fish ponds is shown as Fig.6, Android 
mobile phone can receive water quality parameters automatically, and when click on 
the control button controlling the pump on the interface of mobile phone, the control 
commands will be sent to the server from the mobile phone, then PC could send 
control commands to the lower machine through GPRS module to control the water 
level regulating valve and increasing oxygen pump, the mobile phone client software 
can also realize the data storage and query of data.  
   This system mainly contains 4 Activity, 5 XML script file, 1 MySQLiteHelper class 
(Cheng-Min Lin et al 2011). Android JAVA uses the Intent to communicate and 
transfer data between Activity and Activity, This class is used to create the database 
which is very convenient for the user to query the data of the water quality 
parameters, and the attributes and the permissions of each file are defined at global 
configuration file in AndroidManifest.xml. 
   Android data processing is also a very important part. Android JAVA can't share 
global variables directly between different Activity, but can use the Bundle to deliver 
data between different Activity, and it uses the function getString() to get data from 
the target Activity, and uses putString() to deliver data to the source Activity. The 
specific operation processes are as follows: 
 get data from the target Activity 
 sw=bundle.getString("shuiwei"); //get the data of water level 
 wd=bundle.getString("wendu"); //get the data of temperature 
 ph=bundle.getString("PH"); //get the data of PH 
… 
 deliver data to the source Activity  
 bundle.putString("shuiwei", sw); //deliver the data of water level 
 bundle.putString("wendu", wd); //deliver the data of temperature 
 bundle.putString("PH", ph);  //deliver the data of PH 
… 
  Android JAVA uses the function split() to complete the data segmentation and 
processing of the string read from the server, and then it uses floating point arithmetic 
to process the obtained string into a floating point number, after that it processes the 
floating point number into a string and then synthetic it with the data units, finally it 
send them to the interface to display. 
 
6 System Test Results 
  In June 17, 2013, the test was conducted in the experimental base in Liyang, Jiangsu 
Province, the experimental fishpond is a semi-enclosed 100 m × 100 m pond, and the 
actual depth of the pond is about 1.20 m. The test was to obtain the real-time water 
level, temperature, PH value and dissolved oxygen of water quality parameters, at the 
same time to control the water level and dissolved oxygen. The water level regulating 
valve and increasing oxygen pump controlled the water level and the dissolved 
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oxygen respectively, and the rated voltage of their motor parameters are 380V, rated 
power are 2.2kW, and rated speed are 1470r/min. Under closed loop control, the test 
completed 12 hours of uninterrupted testing on the fishpond. Part of the test data is 
shown in Table 1. 
Table 1. Test data of water level, temperature, PH, and dissolved oxygen 
Time   Water level/cm   Temperature/℃    pH Dissolved oxygen/ (mg/L) 
12:00 121 27.5 7.8 8.5 
13:00 121 27.8 7.9 8.4 
14:00 120 28.4 8.4 8.3 
15:00 119 28.6 8.5 8.6 
16:00 123 28.6 8.7 8.5 
17:00 120 27.9 8.4 8.7 
18:00 121 26.8 8.0 8.2 
19:00 121 26.5 7.9 8.3 
20:00 118 25.7 7.6 8.4 
21:00 119 24.0 7.5 8.7 
22:00 120 22.6 7.3 8.3 
23:00 119 19.6 7.1 8.5 
  Within 12 hours, real-time water level, temperature, PH and dissolved oxygen of 
water quality parameters can be obtained, and the measured data is true and 
reasonable. The water level given value is 1.20m, it can be seen from the table, the 
water level control precision can be controlled within ± 3cm, the data control is 
basically stable, and it reflects the strong robustness of the control system. Dissolved 
oxygen given value is 8.0 mg/L, it can be seen from the table, and the control 
precision of dissolved oxygen can be kept within ± 0.3 mg/L which can meet the 
needs of the control system. The response time of remote control motor is within 
100ms, and this can fully meet the design requirements of the system. 
7 Conclusion 
  This system uses the Android mobile phone platform and GPRS communication 
technology to achieve the remote wireless monitoring on real significance. The pond 
water quality parameters of the system can be remotely monitored through a mobile 
phone; it is of low hardware cost and has the high ratio of performance to price. By 
test, the measurement of water quality parameters of this system is of high precision, 
the effect of controlling of the water level regulating valve and increasing oxygen 
pump is good, the water level control precision can be controlled within ±3cm, the 
dissolved oxygen control precision can be kept within ± 0.3mg/L, the system has the 
advantages of simple operation, real-time strong, good maneuverability, wide 
foreground, and it is very suitable for the use of the aquaculture industry.This system 
is not only applied to aquaculture online monitoring, but also suitable for the 
environmental monitoring, greenhouse vegetables planting, biological fermentation 
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MONITORING OF GROWTH OF FRUIT TREES 
DURING GROWING SEASON WITH LIDAR 
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Abstract. Throughout the year growth of trees in an orchard is affected by 
weather conditions, diseases, human activities, etc. The paper presents orchard 
measurements of trees with LIDAR. The measurements were performed over a 
whole growing season and were done with a moving platform on which 2D 
LIDAR was mounted. The platform consisted of a vehicle, a computer and a 
navigation system. The vehicle went always the same route. It moved at a 
walking pace so that the distance between consecutive scans was just a few 
centimeters. During the measurements a precise location of the vehicle was 
being determined with a GPS module. Precise positioning with centimeter-
range accuracy was based on raw GPS data captured with a precision-timing 
GPS module mounted on the vehicle, Real-Time Kinematics GPS algorithms 
running on the computer and the second GPS signal from a referential base 
station. Each LIDAR scan was tagged with a precise position where it was 
taken and then combined data were saved to the computer. Comparison of the 
data obtained during the year for the same positions showed that shapes of trees 
evolve in a predictable way. Such observations through time can be used for 
planning of summer pruning of fruit trees. Finally, based on growth 
measurements including size, shape and density of a tree crown, a way to 
establish a referential starting point for variable-rate spraying is proposed. 
 
1.   Introduction 
One of the ways to reduce spray consumption and minimize drift in orchard spraying 
applications is to spray trees using variable flow rate (Cross et al., 2001) which is 
proportional to momentary canopy surface (Rosell Polo et al., 2009). Another 
possible way is to direct the spray towards the canopy according to its size and shape. 
By doing so the mist coming from the nozzles does not miss or go past the foliage but 
is blown through the foliage where active substances should be deposited. Such 
positioning can be done on the basis of LIDAR measurements (Osterman et al., 
2013).  
Obviously it is expected and desired that by combining both approaches even greater 
spray savings are obtained. The question, however, is how suitable  LIDAR is for 
measurements and evaluation of foliage area throughout the year with regard to 
different growth stages that a tree passes. In case of ultrasonic canopy measurements 
the relation between measured reflected signal and canopy density is more 
straightforward, while LIDAR measurements do not contain such information by 
default (Llorens et al., 2011). The approach proposed in the present work is based on 
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real-life LIDAR data obtained for various growth stages of apple trees. Its main idea 
comes from human perception of canopy surface. On the basis of that, LIDAR data 
are evaluated with regard to their usefulness for variable flow rate spraying.  
 
2.   Materials and methods 
The experiment was done in the research orchard of Brdo pri Lukovici of the 
Agricultural Institute of Slovenia (Figure 1). For precise GPS positioning based on 
Real-Time Kinematics, technique U-blox EVK-6T was used and a second GPS signal 
was obtained through a GSM network from a referential base station of Slovenian 
national network of referential GPS stations. Both signals were processed in real-time 
using RTKLib programming package (Takasu, 2009). The whole set-up enabled 
positioning with precision up to 2 cm (Osterman, Godeša and Hočevar, 2013).  
Canopy was measured with LIDAR model SICK LMS 111 (SICK AG Waldkirch, 
Reute, Germany) mounted on a vehicle 1.2 m from the ground. It was operating at 50 
Hz with angular resolution of 0.5°. It was connected to a computer (Intel Core i5-
3570, SSD) via TCP/IP and accessed with a custom LabVIEW program (National 
Instruments Corporation, Austin, TX, USA). The measuring plane of LIDAR was 
perpendicular to the row. LIDAR had a view of 270° and the dead angle was directed 
towards the ground. During the measurements, the speed of the vehicle was 
approximatively constant and similar to brisk walking pace. Figure 2 presents 
measured points for several meters of the row length in a side view. It can be seen that 
6 rows can be detected (on each side) within LIDAR range which is 20 m. For our 
analysis only points of the first row (nearest to LIDAR) were taken.  
Measurements were performed throughout the year as shown in Figure 3. During the 
measurements, each LIDAR scan was equipped with the precise position where it was 
taken. Figure 4 presents how GPS-positioned LIDAR data were used for further 
analyses.  
Figure 1. Path for LIDAR measurements in the orchard
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The concept of our analysis was based on our assumption on how humans perceive 
canopy surface. Very intuitively the assumption  was such that they connect the 
surface with 2D canopy area projection (of what they see). In this way, measured 
canopy points were converted from vectors (angle, distance) into pixels. Canopy 
points were represented with circles the size of which was similar to a laser beam 
diameter. Further on, cross-sections of the row for one meter long segments were 
taken together. In accordance with our initial assumption, canopy surface of each 
segment is proportional to the projected area of all cross-sections inside the segment. 
 Figure 3. Measurements through time
Figure 2. Range of LIDAR orchard measurements
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3.   Results and discussion 
Figure 5 presents the calculated area along the row length for one date. Variability of 
the area is almost 50% which is expected as there were weaker and stronger trees in 
the row. The results also justify our concern about the overuse of pesticides during 
conventional spraying (no flow rate control). Different curves show the influence of 
circle radius on rasterization. Circles with radii of 7, 8 and 10 points (pixels) were 
chosen. It can be observed that the shape of the curves remained the same, which 
indicates robustness of the method.   
Further on LIDAR data from different dates were analyzed and compared for the 
same row segments (Figure 6). The data were taken in April when apple trees were in 
green bud stage (BBCH 56) and in June when they were in fruit development stage 
with fruit about half of the final size (BBCH 75), so they were fully foliated. 
Classification of phenological stages was done in accordance with BBCH scale 
published by Meier et al. (1994).  
The thin black line represents A/J ratio which is equal to April surface divided by 
June surface. Smaller values correspond to proportionally greater increase in surface 
meaning more intensive growth. Therefore this parameter can be used as growth 
indicator or to detect locations where trees need additional care. High A/J ratios can 
draw attention to infertile soils, spreading of diseases, drought, etc. On the other hand, 
low A/J ratios and greater surface areas may indicate the need for more intensive 
summer pruning. 
 
Analysis of autumn data revealed a significant impact of picking on surface area 
(Figure 7). For the row considered in Figure 7, picking of apples started after the first 
date and finished shortly before the second date. Apples were hand picked for 1st 
quality and picking was repeated several times so that each time only the best apples 
were picked. There is no comparison with actual yield because the way picking was 
organized, it was impossible to measure yield for each tree segment. However it can 
be seen from both plots in Figure 7 that their difference varies significantly. As 
Figure 4. Stacked cross-sectional areas of a row segment representing its growth (obtained 
from rasterized LIDAR measurements) 
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Figure 7. Influence of apple picking on surface area
Figure 6. Observation of growth
Figure 5. Effect of circle radius on calculated surface area
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picking was done by skillful workers, estimated tree damage is minimal. Therefore 
the differences can be attributed to variable yield.  
 
4.   Conclusions 
By using rasterization method for estimation of tree canopy surface, a lot of 
information was obtained from LIDAR data of apple trees in the orchard. The method 
proved to be independent of circle size used for conversion of LIDAR vector data into 
pixels. However, instead of using fixed circle size as in the present work, its size can 
be a function of another variable (e.g. intensity of reflected laser beam) or can be 
manually adjusted according to current growth stage. To conclude, the presented 
results show a lot of potential that LIDAR can be used as a measurement device for 
control of variable flow rate for spraying in orchards. 
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stress symptoms on spring wheat
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Abstract. Sensor technologies can be of assistance for agriculture, pro-
viding safer yields while reducing costs. Several different sensors and
technologies exist at the market today to examine plant and crop char-
acteristics, like chlorophyll content with parameters as various vegetation
indices. A multi-factorial pot experiment was executed under greenhouse
conditions at the Institute of Phytophathology at the University of Ho-
henheim. The target of this experiment was to investigate whether stress
symptoms of crops can be detected using different types of sensors (spec-
trometer, fluorescence and thermal sensor). Three stress factors (water
deprivation stress, nitrogen shortage, and weed competition) were used
in the first stages of spring wheat. The factors were present in all pos-
sible combinations, leading to 8 different treatments. The possibility to
distinguish these different stress factors with the aforementioned sensors
was investigated.
Keywords: sensors, stress symptoms, fluorescence parameters, spectral
indices, multi-stress
1 Introduction
Site-specific management can be improved with optical sensors, since they char-
acterize in-field variability at high spatial resolution. Sensing techniques have
been known since the early 1980s but were rarely used by farmers. A series
of optical sensors for field operations already exist. They are spectrometers,
fluorescence meters or optoelectronic sensors and can provide imaging or spot
measurements. Their applicability of these sensors has already been investigated
for single stress factors like water deficiency, nitrogen stress, weed abundance
(Govender et al., 2009; Peteinatos et al., 2013; Tremblay et al., 2011). The tar-
get of this experiment was to investigate, whether a combination of crop stress
symptoms in wheat can be detected simultaneously. Three stress factors (water
deprivation stress, nitrogen shortage and weed competition) were examined with
a combination of optical sensors. Most cultivated plants are sensitive to water
deficiency which results in a substantial reduction of the plant growth as well
as changes in the plant development (Farooq et al., 2012). For detecting plant
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Fig. 1: Passive spectrometer HandySpec R©
water stress, several spectral bands and vegetation spectral reflectance indices
have been utilized (Govender et al., 2009). Yield loss due to nitrogen stress has
been thorouhgly investigated in literature. Weed competition can lead to yield
losses between 30 and 70 % on winter wheat and between 10 and 30 % on spring
wheat (Gerhards, 2009).
A lot of different vegetation indices, deriving from spectral data, have been
proposed (Barnes et al., 1992; Gamon et al., 1992; Govender et al., 2009; Huete,
1988; Laudien et al., 2003; Metternicht, 2003; Rascher and Pieruschka, 2008;
Tilling et al., 2007; Zarco-Tejada et al., 2004). These indices reflect plant char-
acteristics which can correlate with the induced stress. The Normalized Differ-
ence Vegetation Index (NDVI), for example, which is one of the most widely
used vegetation indices, has been used to determine nitrogen status, vegetation
vigorousness or density (Whelan and Taylor, 2013). Similar results were found
with other indices (see Table 1).
2 Materials and Methods
2.1 Sensors
Passive spectrometer A hand-held spectrometer device with a spectral range
of 360-1000 nm/10 nm (HandySpec Field, Tec5, Germany) (Fig. 1) was used
to measure the spectral reflectance. This sensor has no illumination source of
its own, therefore it relies on ambient light. Before each measuring period, the
device was calibrated with a white standard (BaSO4). This spectrometer consists
of two independent sensors, one pointing upwards to measure the ambient light
through a cosine diffuser, and the other one pointing downwards to measure the
ground reflection. The reflectance is then computed as the ratio of the reflectance
to the reference measurement, taking into account the calibration measurement.
The measurements were taken at a distance about 60 cm above the plants. The
field of view of the current sensor is 16 cm, with the current setup. Based on
the spectral information derived by this sensor a total of 12 spectral indices (as
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listed and explainded in Table 1) were derived and tested for their ability to
differentiate between the stress types.
MULTIPLEX R© The MULTIPLEX R© (FORCE-A, Centre-Universitaire Paris
Sud,Cedex - France) sensor (Fig. 2a) is an optical, non-contact, active sensor. It is
a fluorometer which measures the fluorescence of molecules inside plant material.
The sensor has three silicon photodiodes as light sources which generate light
at UV, blue, green and red wavelengths. Three detectors are measuring the
emitted fluorescence at the wavelengths of yellow or blue, red and far-red light.
In our experiment there was no excitation or detection from the blue wavelength.
Table 2 gives an overview of the different ratios measured and calculated by the
MULTIPLEX R© sensor. In the experiment, the sensor was held horizontally in a
distance of 10 cm above the plants, with a measuring area of 10 cm2
(a) MultiplexR© (b) IsariaR©
Fig. 2: Active sensors used in the current experiment.
Isaria R© The REIP and Isaria Biomass Index (IBI) were determined for each pot
with a hand-held, optical Isaria R© sensor (ISARIA R©, Fritzmeier Umwelttechnik,
Germany) (Fig. 2b). The sensor emits wavelengths between 660 − 780 nm and
receives the respective reflectance with a detector integrated in the sensor head.
The device was pointed downwards at a distance of 60 cm above the plants and
its field of view had a diameter of 30 cm. In cases where the IBI value was below
10, the sensor could not provide a valid REIP value: In these cases not enough
vegetation is in the field of view and thus the REIP is not valid.
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Table 1: Equations of the vegetation indices used for this experiment with the

















































































Table 2: Ratios measured and calculated by the MULTIPLEX R© sensor. (BGF=
Yellow Fluorescence, FRF= Far-Red Fluorescence, RF= Red Fluorescence. The
subscript values represent ultraviolet(UV), green(G) and red (R) excitation)
Ratio Description Formula
SFRG Simple Fluorescence Ratio (Green Excitation) FRFG / RFG
SFRR Simple Fluorescence Ratio (Red Excitation) FRFR / RFR
BRRFRF Blue-to-Red Fluorescence Ratio (UV Exc.) BGFUV / FRFUV
FERRUV Fluorescence Excitation Ratio (Red & UV Exc.) FRFR / FRFUV
FLAV Flavonols log(FERRUV )
ANTH Anthocyanins log(FERRG)
NBIG Nitrogen Balance Index FRFUV / RFG
FERARI Various applications log(5000 ∗ FRFR)
(Source: FORCE-A 2008, adapted)
2.2 Experimental layout
The experiment was conducted from 10/03/2013 till 17/05/2013 under green-
house conditions at the University of Hohenheim, Germany. Plants of the spring
wheat Triticum spp. variety Strube were induced to three different stress factors.
64 Mitscherlich pots were filled with a mixture of soil consisting of sterilized com-
posted soil, loamy soil and coarse sand in the ratio 2:2:1 measured by volume.
The soil was sieved through a net with a mesh size of 8 mm. Six kg of the soil
mixture were put into each pot. The soil surface of a filled Mitscherlich pot was
around 300 cm2. An ample amount of seeds were planted per pot to germinate.
In development stage of BBCH 12 with two true leaves (Hess et al., 1997) only
12 plants were maintained, evenly distributed in the pot.
The stress factors were water shortage, nitrogen deficiency and weed exis-
tence stress, and each factor had two levels stress and no stress. As there were
three stress factors with two levels each, there were 8 different combined stress
treatments (see Table 3). The experiment consisted of four blocks with two repe-
titions per treatment, totalling to 64 pots of plants. Each of the four blocks were
completely randomized (randomized block design). For the water stress, the soil
was preserved at 70 % of its water holding capacity for the non stressed pots and
at 30% respectively for the stressed pots. Until BBCH 14 all pots were treated
with 50% water holding capacity. Afterwards they were classified as stress or
non stress pots and treated respectively. A basic fertilization of 270 mg calcium
ammonium nitrate was applied to all pots (100mg nitrogen). For the nitrogen
stressed pots 300 mg of nitrogen in total was given per pot while the non stressed
received 700 mg/pot. In both cases fertilization was done at BBCH 21, BBCH
32 and BBCH 47. For the weed stress factor, Sinapis alba L. was selected as
weed plant. In the weed stressed pots S. alba was replanted to the pots with the
wheat plants when the wheat plants were in BBCH 12. Ten plants were planted
into each pot with weed stress treatment in an evenly distributed way.
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Table 3: The different stress factors and various combinations of them in the
Multisensor Experiment. The + signal indicates appearance of the stress factor,
while the - signal represents absence of stress.
Treatment 1 2 3 4 5 6 7 8
Water + + + + - - - -
Nitrogen + + - - + + - -
Weeds + - + - + - + +
2.3 Data processing and statistical analyses
Measurements have been conducted from BBCH 12 onwards until BBCH 40
every 3 days. Five measurements were taken per sensor every measuring day.
Spectral indices and fluorescence ratios were calculated per measurement. The
output of these calculations was used to generate a mean value per pot and
measuring date. A three-way Analysis Of Variance (ANOVA) with Duncan’s
multiple range test with a p-value of 0.05 was applied to differentiate these
mean values. In case when the ANOVA resulted in only one factor as statistically
significant, a Least Significant Difference (LSD) test with a p-value of 0.05 was
applied for the differentiation of the two means. Spectral indices calculations
and data analysis was conducted with R.
3 Results and Discussion
The mean values of the the spectral indices calculated from the passive spectrom-
eter for all treatments are presented in Table 4, for Multiplex R© in Table 5 and
for the Isaria R© in Table 6. Three different dates were chosen at the beginning,
middle and the end of the experiment. Statistical analyses and comparisons were
done on the data of the same measuring date. All three sensors were able to par-
tially differentiate between the three stress factors. At the early date, NDVI has a
correlation with weed stress, since the weed stressed pots have higher vegetation
volume on the same surface, but this trend deludes as the experiment proceeds.
An index proposed by Zarco-Tejada et al. (2004) (ZM), the Normalized Total
Pigment Chlorophylla Ratio Index (NPQI) and the Photochemical Reflectance
Index (PRI) differentiated nitrogen stress from the middle of the experiment on,
with their results being more conclusive at later dates. The Greenness Index
(GI) clearly recognized weed stress from the middle of the experiment on, while
near the end it could unambiguously pinpoint the combination of nitrogen and
weed stress.
The calculated indices by the spectrometer could not easily recognize the
water stress factor, which could be pinpointed by the BBRFRF ratio of the
Multiplex R© sensor from the middle of the experiment on. FERRUV could also
differentiate between water and non water stress from the middle of the experi-
ment, and in case of water stress it could also recognize the existence of nitrogen
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Table 4: Mean of the spectral indices per treatment at the first measurement
(2013-04-12), sixth measurement (2013-04-27) and eleventh measurement day
(2013-05-12). Wa, N, We represent water, nitrogen and weed stress accordingly,
while wa, n, we are the respective non-stressed treatments. The separation was
done based on the Duncan’s multiple range test at p=0.05, or the LSD test if
only one factor was significant. In each case comparisons were done per row, only
































REIP 717b 718a 716c 718a 716c 718a 716c 718a wa ∗ n ∗ we
NDVI 0.54a 0.40b 0.52a 0.43b 0.54a 0.45b 0.58a 0.44b we
PVR 0.17b 0.04c 0.15b 0.07c 0.20a 0.11c 0.23a 0.08c wa ∗ we
OSAVI 0.52a 0.37b 0.51a 0.40b 0.52a 0.41b 0.56a 0.41b we
MCARI 0.17b 0.08c 0.20b 0.07c 0.26a 0.09c 0.30a 0.10c wa ∗ we
12 MCARI1 0.73a 0.52b 0.84a 0.48b 0.77a 0.50b 0.88a 0.51b we
Apr NPCI 0.14bcd 0.21a 0.16bc 0.17abc 0.11d 0.13cd 0.10d 0.17ab wa ∗ we
HVI 2.49a 1.92b 2.36a 2.06b 2.35a 2.17b 2.54a 2.07b we
GI 1.67b 1.12c 1.55b 1.20c 1.91a 1.38c 2.12a 1.30c wa ∗ we
ZM 1.75a 1.54b 1.69a 1.61b 1.67a 1.64b 1.74a 1.60b we
NPQI 0.03b 0.03c 0.03b 0.03c 0.02a 0.03b 0.02a 0.03b wa ∗ we
PRI 0.02b 0.04c 0.02b 0.03c 0.01a 0.02bc 0.01a 0.03bc wa ∗ we
PPR 0.31a 0.23b 0.30a 0.22b 0.32a 0.23b 0.36a 0.24b we
REIP 719.9b 720.4a 720.1ab720.5a 719.4c 720.2ab720.1ab720.3abwa ∗ n ∗ we
NDVI 0.69ab 0.68b 0.76a 0.74ab 0.77ab 0.68b 0.77a 0.73ab n ∗ we
PVR 0.20ab 0.20b 0.29a 0.24ab 0.29ab 0.20b 0.28a 0.24ab n ∗ we
OSAVI 0.63b 0.62b 0.69a 0.67a 0.68b 0.60b 0.69a 0.66a n
MCARI 0.11a 0.12b 0.16a 0.12b 0.15a 0.12b 0.15a 0.14b we
27 MCARI1 0.63b 0.64b 0.74a 0.71a 0.66b 0.60b 0.74a 0.71a n
Apr NPCI 0.19a 0.19a 0.12b 0.15b 0.14a 0.17a 0.10b 0.14b n
HVI 3.51b 3.60b 4.29a 3.93a 3.82b 3.36b 3.92a 3.84a n
GI 1.76a 1.77b 2.29a 1.86b 2.22a 1.77b 2.09a 1.95b we
ZM 2.30b 2.34b 2.58a 2.52a 2.40b 2.26b 2.49a 2.45a n
NPQI 0.06b 0.06b 0.06a 0.06b 0.06b 0.06b 0.05a 0.06b n ∗ we
PRI 0.03a 0.03b 0.01a 0.02a 0.01a 0.03b 0.01a 0.02a n ∗ we
PPR 0.38a 0.38b 0.42a 0.38b 0.43a 0.36b 0.39a 0.38b we
REIP 720.1d 721.4b 720.8c 722.1a 719.9d 721.4b 721.0c 721.9a n ∗ we
NDVI 0.81a 0.72b 0.84a 0.80a 0.80a 0.75b 0.81a 0.81a n ∗ we
PVR 0.31b 0.20c 0.35a 0.28b 0.30b 0.24c 0.34a 0.29b n ∗ we
OSAVI 0.72a 0.63b 0.76a 0.72a 0.72a 0.66b 0.73a 0.72a n ∗ we
MCARI 0.15a 0.08b 0.15a 0.10b 0.15a 0.09b 0.15a 0.10b we
12 MCARI1 0.73a 0.58b 0.78a 0.73a 0.75a 0.61b 0.74a 0.70a n ∗ we
May NPCI 0.12a 0.12a 0.06b 0.05b 0.11a 0.09a 0.08b 0.06b n
HVI 4.25b 3.96b 4.95a 4.81a 3.97b 4.05b 4.89a 4.71a n
GI 2.18b 1.66d 2.38a 1.93c 2.10b 1.79d 2.46a 1.99c n ∗ we
ZM 2.62b 2.58b 2.89a 2.96a 2.52b 2.62b 2.86a 2.91a n
NPQI 0.04bc 0.05cd 0.03a 0.04bc 0.05e 0.05de 0.04ab 0.04bcwa ∗ n ∗ we
PRI 0.01b 0.02b 0.00a 0.00a 0.01b 0.01b 0.00a 0.00a n
PPR 0.44a 0.33b 0.43a 0.34b 0.43a 0.34b 0.44a 0.36b n
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b 5.48b 5.46b 5.24b 5.85a 5.46b 6.53a 4.98b wa ∗ we
SFRR 3.31
c 3.40b 3.63c 4.06b 4.13a 4.18bc 4.53a 3.15bc wa ∗ we
BRRFRF 3.18
a 3.20a 2.48b 0.98b 1.69c 1.01c 1.29b 2.82b wa ∗ n
12 FERRUV 1.67
a 1.65b 1.79a 1.56b 1.80a 1.49b 1.57a 1.79b we
Apr FLAV 0.20a 0.20b 0.23a 0.18b 0.24a 0.16b 0.17a 0.24b we
ANTHRG 0.25
c 0.25b 0.26bc 0.27a 0.25c 0.26b 0.25bc 0.27a n ∗ we
NBIG 6.14
b 6.45b 6.25b 6.60b 6.28a 7.20a 8.10a 5.50a wa
FERARI 1.56a 1.59a 1.50a 1.23a 1.42b 1.18b 1.24b 1.61b wa
SFRG 6.80
b 5.88c 6.98b 6.81b 7.71a 6.42bc 6.93b 7.77a wa ∗ n ∗ we
SFRR 4.75
c 4.23d 4.87c 4.95bc 5.24ab 4.87c 5.43a 5.35a wa ∗ n ∗ we
BRRFRF 2.18
a 1.95a 1.53b 1.19c 1.13c 0.93c 0.90c 1.15c wa ∗ n ∗ we
27 FERRUV 2.51
a 2.91a 2.64b 2.28b 2.25c 2.06c 2.12c 2.20c wa ∗ n
Apr FLAV 0.38a 0.42a 0.41a 0.34a 0.34b 0.30b 0.31b 0.33b wa
ANTHRG 0.25
ab 0.26a 0.24ab 0.24a 0.21c 0.24b 0.22c 0.25b wa ∗ we
NBIG 5.38
b 4.55b 4.91b 5.35b 5.88a 5.54a 5.87a 6.15a wa
FERARI 1.29a 1.33a 1.25b 1.15b 1.17c 1.12c 1.09c 1.17c wa ∗ n
SFRG 8.11
a 7.66a 7.48a 6.93b 7.12a 7.55a 8.01a 6.23b n ∗ we
SFRR 5.66
a 5.31a 4.81b 5.07b 5.36a 5.58a 5.44b 4.93b n
BRRFRF 0.66
ab 0.64a 0.57ab 0.70a 0.51b 0.67ab 0.63b 0.57ab wa ∗ we
12 FERRUV 1.39
e 1.73c 1.58d 1.89b 1.38e 2.08a 1.59d 1.21f wa ∗ n ∗ we
May FLAV 0.14e 0.20c 0.17d 0.23b 0.13e 0.28a 0.18cd 0.07f wa ∗ n ∗ we
ANTHRG 0.25
a 0.23bc 0.20d 0.24ab 0.26a 0.25a 0.22cd 0.25a wa ∗ n ∗ we
NBIG 10.42
a 8.41c 7.14d 7.30d 9.56b 7.28d 8.58c 9.44b wa ∗ n ∗ we
FERARI 1.15a 1.09b 1.05a 1.06b 1.09a 0.99b 1.12a 1.15b we































12 IBI 57.0cd 42.7ef 67.9b 35.6f 65.3bc 51.1de 105.9a 41.9efwa ∗ n ∗ we
Apr REIP 721b 723a 718cd 724a 718c 722ab 716d 723a wa ∗ n ∗ we
27 IBI 101.5b 43.0cd 111.4ab 47.5cd 120.0a 54.5c 109.0ab 41.1d wa ∗ n ∗ we
Apr REIP 717e 719c 718d 720b 716f 722a 717e 719c wa ∗ n ∗ we
12 IBI 131.7b 58.7e 210.1a 82.9cd 135.8b 89.2c 141.6b 76.2d wa ∗ n ∗ we
May REIP 718c 722a 720b 721a 717c 722a 719b 722a wa ∗ n ∗ we
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stress. Near the end of the experiment it could separate all eight treatment com-
binations, yet its classification mechanism does not follow a specific pattern.
Based on FLAV water stress could be differentiated from the middle of the ex-
periment on, later it almost classified all eight treatments. Nitrogen stress was
the most difficult factor to be determined by the fluorometer. At the end of the
experiment SFRR differentiated also nitrogen stress, yet it showed mixed trends
on the previous dates.
The REIP derived from Isaria R© could differentiate between the existence
or absence of weeds, and in the case of weed existence it could also discrimi-
nate between nitrogen stressed and unstressed variants. The ANOVA presented
water stress as statistically significant at all dates with the Isaria R© sensor, yet
it could not be unambiguously differentiate the other stress factors. All three
sensors showed a high potential for the differentiation of the multiply-stressed
wheat plants. More investigation needs to be done in order to differentiate the
various stress symptoms and retrieve more data, yet the approach seems to be
a promising way to detect stress symptoms at an early stage.
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DETECTION OF LAUREL WILT-INFESTED 
AVOCADO TREES USING LOW ALTITUDE AERIAL 
IMAGES 
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PLOETZ2, J.E. PEÑA2, E.A. EVANS2 AND D. CARRILLO2 
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Florida. 700 Experiment Station Rd., Lake Alfred, 33850, Florida (USA). 
2Tropical Research & Education Center, University of Florida.    18905 SW 280th St, 
Homestead, 33031 Florida (USA). 
Abstract. Laurel wilt is a lethal disease of avocado (Persea americana) caused by 
the fungus Raffaelea lauricola and vectored by ambrosia beetles.  This devastating 
disease has the potential to destroy avocado production in Florida. The objective 
of this investigation was to evaluate the potential to discriminate laurel wilt-
infested trees from healthy trees using Red-edge, Green and Blue aerial images 
taken during helicopter surveys at low-altitude (60 m average flight height above 
the ground) in the commercial avocado production area of south Miami-Dade 
County. RGB spectral values of healthy and laurel wilt trees were used to calculate 
several vegetation indices (VIs), band ratios and VI combinations. These indices 
were subjected to analysis of variance and means (ANOVA) at the 0.01 level of 
significance by a Tukey HSD range test and a standard Z score was performed in 
order to quantify the separability of both classes. Significant differences in spectral 
values among laurel wilt and healthy plants were observed in all vegetation indices 
calculated, although the best results were achieved with ExR, (R – G), NCPI, 
ExGR and R/B in most of the locations. This methodology may enable a rapid and 
accurate assessment of laurel wilt disease, as well as provide a valuable tool in 
mitigating this important threat to Florida avocado production. 
Keywords: Laurel wilt, Avocado, aerial image, classification.  
1.   Introduction  
1.1.   Generalities 
Laurel wilt is a lethal disease of avocado (Persea americana) and other tree species in 
the Laurel family. It is caused by the fungus Raffaelea lauricola and is vectored by 
ambrosia beetles including Xyleborus glabratus which was first reported in the United 
States in 2002 in Port Wentworth, GA (Carrillo et al. 2012; Carrillo et al., 2014; 
Fraedich et al., 2008). Laurel wilt has spread rapidly in Florida since it was first detected 
in 2005 on redbay and on avocado in 2006. In February 2011, laurel wilt was confirmed 
for the first time in Miami-Dade County, 6 km from the northern boundary of Florida’s 
commercial avocado production area (CAPA). In March 2012, it was first detected in a 
commercial avocado tree in the CAPA. 
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Laurel wilt is a vascular disease that plugs the xylem, thereby impeding the flow of 
water and nutrients in affected trees (Inch and Ploetz, 2011). The first external foliar 
symptoms of this disease on avocado are wilting of terminal leaves, which change from 
an oily green color to brown soon after wilting (Ploetz et al., 2011). Typically, 
symptoms develop rapidly in affected portions of the tree and avocado trees may 
defoliate within 2 months of symptom onset. This devastating disease has the potential 
to destroy avocado production in Florida, as it has been estimated that financial loses 
could range from $27 to 54 million in the absence of a reliable control strategy (Ploetz 
et al., 2012). Sanitation, in which laurel wilt-affected avocado trees are identified and 
destroyed, has become the primary mitigation tool for battling this disease. Detection 
is first and most important step in managing this disease, but unfortunately, there is no 
available method to accurately and rapid identify infested trees. The current method to 
diagnosis laurel wilt involves visual inspection of trees from a helicopter for identifying 
suspicious trees, followed by site visits to collect symptomatic wood, which is time-
consuming and expensive.  
 Remote sensing tools can significantly improve reliability compared to ground visits 
only if the spectral and spatial resolutions of remote sensing equipment are sufficient 
for the detection of differences in spectral reflectance (López-Granados, 2011). 
Spectroscopy in the range of visible and near infrared has been found to be a suitable 
technique for disease detection in different crops (Mahlein et al., 2010; Sankaran et al., 
2012).  
As part of an overall research program to detect and suppress laurel wilt in Florida’s 
commercial avocado production area, it is crucial to develop spectral criteria with which 
laurel wilt (LW)-affected avocado trees could be identified quickly, economically and 
accurately. In a previous study, visible-near infrared spectra were used to discriminate 
symptomatic-infested leaves and healthy leaves proving the potential for visible-near 
infrared detection of laurel wilt (Sankaran et al., 2012). Continuous monitoring for 
infected avocado trees is an important component of managing laurel wilt. Aerial-based 
surveys either by manned or unmanned aircraft would be the most efficient and 
effective way for detecting this disease. A remote sensing technique is needed to 
analyze multi-band aerial images and to determine whether symptomatic trees are 
affected by laurel wilt. The objective of this study is to develop a methodology and to 
evaluate the possibility of discriminating laurel wilt-infested trees using multi-band 
aerial images taken at low altitude.  
2.   Material and Methods  
2.1.   Study Area and Image. Data Acquisition 
 Periodic helicopter surveys for laurel wilt were conducted over 150 square miles in the 
commercial avocado production area (CAPA) in south Miami-Dade County to 
demarcate the presence and spread of laurel wilt in this area. During these surveys, false 
colour aerial images (blue, B: 390-520 nm; green, G: 470-570 nm; Red-edge, Red: 670-
750 nm) were taken with a point-and-shoot camera (a modified Canon SX260 NDVI, 
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Canon U.S.A., Inc. Melville, NY). This model acquires 12.1 megapixel spatial 
resolution images with 8-bit radiometric resolution and is equipped with a 5.7-18.8 mm 
zoom lens. The images are saved in the JPG format and stored in a secure digital SD-
card. 
 During surveys conducted in October 2013, 60 aerial images were taken in five 
locations with 60 m average flight height above the ground (Figure 1). These locations 
were identified as C, D, E, F and G fields. Suspect trees identified by the technique 
during the surveys were diagnosed and compared with those affected by other diseases 
and factors that cause similar symptoms, e.g., trees that are struck by lightning, 
damaged by frost, or affected by phytophthora root rot look very similar to those 
affected by laurel wilt. Regions of interest of the two studied classes in this work 
(healthy trees and laurel wilt infected trees) were selected from the images 
corresponding to C, D, E, F and G fields and spectral values of both classes were 
extracted. Pixels of the images presented digital counts within the range of 0 – 255 
values, which corresponded to 8 bits of radiometric resolution. ENVI software (ENVI, 
Research Systems Inc., Boulder, CO, USA) was used to process and analyze the images. 
 
 
Figure 1. False color images captured in Field E and Field F.  
2.2.   Data analyzing 
RGB spectral values of healthy and laurel wilt trees were used to calculate several 
vegetation indices (VIs), band ratios (B/G; R/G; (R – G)) and VI combinations from 
them. Only information drawn from the image was used, without any preprocessing. In 
similar studies, good results were achieved when simple raw pixel values were used 
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and matched to vegetation indices calculated from ground truth samples collected in 
field (Nebiker et al., 2008; Swain et al., 2010).  
The following Vegetation Indices were used in this study:  
- R/B index (Everit and Villareal, 1987)    
 𝑅/𝐵 = 𝑅
𝐵
  (1) 
- Green Vegetation Index (VI green, Gitelson et al., 2002) 
 𝑉𝐼𝑔𝑟𝑒𝑒𝑛 = 𝐺−𝑅
𝐺+𝑅
  (2)   
- Excess Blue (Guijarro et al., 2011) 
 𝐸𝑥𝐵 = 1.4𝐵 − 𝐺  (3)   
- Excess Green (Woebbecke et al., 1995; Ribeiro et al., 2005) 
 𝐸𝑥𝐺 = 2𝐺 − 𝑅 − 𝐵  (4)   
- Excess Red (Meyer et al., 1998) 
 𝐸𝑥𝑅 = 1.4𝑅 − 𝐺  (5)   
- Normalized Pigment Chrolophyll Index (Peñuelas et al., 1994) 
 𝑁𝑃𝐶𝐼 = 𝑅−𝐵
𝑅+𝐵
  (6)   
- Color Index of vegetation (Kataoka et al., 2003)    
 𝐶𝐼𝑉𝐸 = 0.441𝑅 − 0.811𝐺 + 0.385𝐵 + 18.78745 (7)   
- Vegetative (Hague et al., 2006) 
 𝑉𝐸𝐺 = 𝐺
𝑅𝑎𝐵(1−𝑎)
    with a set to 0.667 as in its reference (8)   
- Woebbecke Index (Woebbecke et al., 1995) 
 𝑊𝐼 = 𝐺−𝐵
𝑅−𝐺
  (9)   
- Excess Green minus Excess Red (Neto, 2004) 
 𝐸𝑥𝐺𝑅 = 𝐸𝑥𝐺 − 1.4𝑅 − 𝐺 (10)   
VI Combinations used: 
- Combination 1 (Guijarro et al., 2011) 
 𝐶𝑂𝑀𝐵 1 = 0.25𝐸𝑥𝐺 + 0.3𝐸𝑥𝐺𝑅 + 0.33𝐶𝐼𝑉𝐸 + 0.12 𝑉𝐸𝐺 (11)   
- Combination 2 (Guerrero et al., 2012) 
 𝐶𝑂𝑀𝐵 2 = 0.36𝐸𝑥𝐺 + 0.47𝐶𝐼𝑉𝐸 + 0.17 𝑉𝐸𝐺 (12)   
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The above Vegetation Indices corresponding to healthy and laurel wilt plants were 
subjected to analysis of variance and means (ANOVA) at the 0.01 level of significance 
by a Tukey HSD (Honestly Significant Difference) range test. JMP software (SAS, 
Cary, NC, USA) was employed to perform the statistical analysis. A standard Z score 
(equation 14) was performed in order to quantify the separability of healthy and laurel 
wilt plants depending on vegetation indices.   
 𝑍 𝑠𝑐𝑜𝑟𝑒 = 𝑀𝑒𝑎𝑛 𝐷𝑖𝑓𝑓
𝑆𝑡𝑑 𝐸𝑟𝑟 𝐷𝑖𝑓
  (13)   
Z score expresses the difference in the means of both classes normalized by the standard 
error of the difference between the score means.  Z values show the ability to separate 
both classes, such that a higher Z score indicates more separation between laurel wilt 
spectral values and healthy spectral values. 
3.   Results 
Significant differences in spectral data between laurel wilt and healthy plants were 
observed in all vegetation indices calculated (data not shown). These results confirm 
the potential to discriminate laurel wilt from healthy plants in the RGB region of the 
spectrum using aerial images taken at a low-altitude from a helicopter.  
Avocado healthy plants show a green color while laurel wilt leaves turn brown after 
wilting. The vegetation indices used in this work take advantage of differences in the 
reflectance of vegetation between wavelengths, accentuating a particular color, which 
is of interest  (Meyer and Camargo-Neto, 2008).   
The best results obatined with Z score were ranged and shown in Table 1.  Z-values 
varied according to the location and vegetation indices, achieving the best results, in 
most of the cases, when ExR, (R – G), NCPI, ExGR and R/B were used. These 
consistent results confer a high robustness of healthy and laurel wilt discrimination in 
all avocado field locations sampled. 
 
Table 1. Z score obtained for the best VI in each field. 
 
ExR was the index that showed the best spectral separability in all fields, reaching the 
highest Z score. ExR is a redness index, which emphasizes the color of laurel wilt 
leaves, allowing a best discrimination between them and green healthy leaves. Guijarro 
et al. 2011 used this index to identify soil in RGB images. Regarding these consistent 
 Field C  Field D  Field E  Field F  Field G 
ExR 625.11 646.12 4380.10 2563.09 1543.86 
R - G 545.81 527.69 3248.60 1764.45 1353.27 
NCPI 455.77 429.70 2798.89 1688.43 1156.03 
ExGR 463.02 426.17 2653.73 1530.88 1130.00 
R/B 402.81 372.20 2424.15 1561.53 1011.54 
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results, ExR index should be the first index used in the classification of LW affected 
and healthy trees in further research.    
The R – G index was found to be the second best index with higher values in all studied 
locations. These results may be explained taking into account this disease plugs the 
xylem impeding the flow of water and nutrients in affected trees causing an increase in 
tree temperatures. For this reason, the amount of chlorophyll in the leaves is reduced 
and cell structure is damaged, so the reflectance in the Red-edge and Near Infrared 
(from 700 to 1100 nm) region falls down considerably. Thereby, the absolute difference 
between Red-edge band (670-750 nm) and G band (470-570 nm) decreased in laurel 
wilt plant spectral data. Green and Red bands was studied by Gitelson et al. 2002 in 
order to quantify the relations between them, vegetation fraction and chlorophyll 
absorption.   
The third and fifth best Z-scores were achieved in most of the locations with NCPI and 
R/B, respectively. Both indices use the B and Red-edge bands information. These 
results were in agreement with those of de Castro et al. 2012, who reached accurate 
classification results with R/B index when ground covers analyzed turned different 
colors and these indexes enhanced these differences. 
ExGR showed an overall good capacity to separate both classes, being the fourth best 
index in most of the locations. This index was used by Guijarro et al. 2011 and Torres 
et al. 2013 and was able to distinguish vegetative covers in RGB images.  
Contrast between G, Red-edge and B reflectance was used to analyze the discrimination 
between healthy and laurel wilt infested avocado trees. Gitelson et al. 2002 found that 
for vegetation fraction more than 60%, the information content of reflectance spectra 
in visible range can be expressed by only two independent pairs of spectral bands: the 
blue and the red; and the green and the red edge region. In the same vegetation fraction, 
the RGB vegetation indices used by Gitelson et al. 2002 showed higher sensitive than 
for Normalized Difference Vegetation Index.  
4.   Conclusions 
The objective of this research was to develop a remote sensing techniques for the rapid 
diagnosis of laurel wilt using low altitude multi-band aerial images. In this research we 
aimed to evaluate the possibility of classifying laurel wilt-infested trees using RGB 
aerial images. The analysis of these images showed that different vegetation indices can 
be used to detect trees affected by Laurel Wilt.  
The best results were achieved with ExR, (R – G), NCPI, ExGR and R/B indices in 
most of locations. These consistent results showed a high robustness to healthy and 
laurel wilt discrimination and suggest performing the classification in further research. 
This methodology will enable a rapid and accurate assessment of Laurel wilt disease 
development and progress in study areas, as well as provide a valuable tool in mitigating 
this important threat to Florida avocado production. 
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Abstract. An important objective in weed management is the discrimination 
between monocots and dicots, because these two types of weeds can be 
controlled more appropriately by specific herbicides. Monocot and dicot weeds 
differ in morphological characteristics such as the shape of leaves and stems. For 
this reason, the regions’ structure belonging to weed classes plays a key role in 
the proposed discrimination process. Thus six geometric shaped descriptors were 
used as attributes to describe each isolated region in an image. Based on these 
attributes, this work established a strategy where the decision was taken by a 
classifier adapted from the Dempster-Shafer theory. Outdoor field images, taken 
under varying conditions of lighting, were used to test the proposal performance. 
This methodology based on distinguishing two types of weeds can be 
extrapolated to any situation where monocots and dicots are present, e.g. to 
discriminate between maize, a monocot crop, and dicot weeds. 
Keywords: Precision Agriculture, weed types discrimination, monocots/dicots 
discrimination, geometric shape descriptors, DES theory. 
1 Introduction  
Among the practices associated with the Precision Agriculture, site-specific weed 
management is effective in decreasing herbicide costs, optimising weed control and 
preventing unnecessary environmental contamination (Tian et al. 1999, Timmermann 
et al. 2003, Gerhards and Oebel 2006, Nordmeyer 2006). To carry out suitable site-
specific weed management, it is essential to have accurate information on within-field 
weed distribution.  
Weeds often occur in aggregated patches of varying size or as individuals growing 
among crop plants, yet they are managed uniformly across the whole field. However, 
the distribution of the most harmful weeds for a particular crop is not uniform and 
presents an aggregated pattern. Moreover it generally affects less than 40% of the 
crop (Marshall 1988, Johnson et al. 1995). The variable spatial distribution of weeds 
must be considered in weed-management strategies. This information can be obtained 
by different methods, including cameras located on aerial platforms or ground 
platforms.  
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A very important open field for Precision Agriculture is the development of 
methods for weed detection from images (Onyango and Marchant 2003, Ribeiro et al. 
2005, Tellaeche et al. 2008a,b, Burgos-Artizzu et al. 2009). Nevertheless, the 
discrimination between the crop, weed and soil is a complex task, and the difficulty 
increases when the objective is to discriminate between types of weeds or to apply 
herbicide in real time as the position of the infestation is detected (Tian et al. 1999, 
Lee et al. 1999, Meyer et al. 1998, Ishak et al. 2009, Hemming and Rath 2001, 
Burgos-Artizzu et al. 2011). 
Most studies during the last twenty years have addressed the classification of only 
two classes, either crop or weed, or distinguished between two types of weeds, 
broadleaf (dicots) and grasses (monocots) (Tang et al. 2003, Andújar et al. 2011, 
2013). Monocotyledonous and dicotyledonous weeds are distinguished because they 
are used selective herbicides for each of these types of weeds. Therefore, herbicide 
application efficiency would be increased if specific treatments for each type of weed 
are performed instead of using a single broadcast herbicide (Tang et al. 2003, Wiles 
2009). Besides, the effectiveness in controlling weeds, and hence the improvement of 
crop yield are achieved when the herbicides are applied early in the cycle of weeds 
(i.e., the seedling stage) (Giles et al. 2004, Sogaard and Lund 2007, Jeon and Tian 
2009). However, precisely classifying a plant species that may be imbedded within 
other different species is challenging from the point of view of image processing. 
Early weed detection in row crops is an objective that can be planned according to 
criteria oriented to two different levels with an increasing requirement: 1) estimation 
of the presence or absence of weeds according to its location in the bare soil or in the 
crop rows and 2) differentiation between groups of weeds (i.e., monocots vs. dicots) 
according to discriminant parameters (e.g., spectral characteristics, size and shape). 
Therefore, the characterisation of the spatial distribution of both groups is essential to 
the development of an autonomous system for treatments that can adjust the type and 
dose of herbicide to the dominant infestation.   
Shape descriptors are used in many computer vision tasks (Gonzalez and Woods 
2002). In general, descriptors describe a given shape so that descriptors for different 
shapes should be different enough that the shapes can be discriminated. Regions can 
be either described by contour-based properties or by region-based properties (Zhang 
and Lu 2004). Geometric shape descriptors assess the geometric shape of the contours 
of the regions, e.g. the perimeter, the diameter, the eccentricity, etc. (Gonzalez and 
Woods 2002, Zhang and Lu 2004). Since monocots differ structurally from dicots (as 
can be seen in Figure 1a and Figure 1b), a strategy based on the use of geometric 
shape descriptors may be suitable for the recognition of plant shape.  
This work proposes a method where six geometric shape descriptors (perimeter, 
diameter, minor axis length, major axis length, eccentricity and area) are used as 
attributes for characterising the isolated regions in an image. Then a classifier based 
on the Dempster-Shafer theory (DES theory) is used to determine if regions belong to 
monocots or dicots. The DES theory (Dempster 1968, Shafer 1976) has been selected 
based on positive results obtained in previous works (Kuncheva 2004, Herrera et al. 
2009). 
This work is organised as follows: Section 2 describes the proposed approach, 
including a brief overview of the classifier used and how it is adjusted to be applied to 
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combining attributes. Section 3 analyses the performance of the method proposed. 
Finally, Section 4 presents the conclusions and future work. 
2 Proposed Approach 
The recognition of objects and characteristics of these objects is an essential issue in 
the field of pattern analysis. Descriptors are numerical assessment that allows to 
identify and recognize objects in the image. Six geometric descriptors are used in this 
work: 
 
1. Perimeter: the distance around the boundary of the region (the pixels on the 
inside of the object’s boundary). 
2. Diameter: specifies the diameter of a circle that circumscribes the region. 
3. Minor axis length: is the length (in pixels) of the minor axis of the ellipse 
that has the same normalized second central moments as the region. 
4. Major axis length: is the length (in pixels) of the major axis of the ellipse that 
has the same normalized second central moments as the region. 
5. Eccentricity: specifies the eccentricity of the ellipse, i.e. the ratio between the 
minor axis of the ellipse and its major axis. 






Fig. 1. (a) Image displays a mixture of both types of weeds, monocots (long and slender leaf) 
and dicots (broadleaf and short). (b) Vegetation cover of image (a). Circles are drawn for 
visualisation purposes: the big and green circle shows an area where monocots dominate, the 
small and yellow circle shows an area where dicots prevail. 
The proposed approach consists of the following four stages: 1) segmentation of 
vegetation cover and detection of the isolated regions, 2) labelling of disconnected 
regions, 3) extraction of the six geometric shape descriptors for each region, and 4) 
classification of both monocot and dicot regions by means of the classifier based on 
the DES theory. 
The segmentation of the vegetation cover is a two-steps process. First, a linear 
combination to each pixel of the original image is applied, as in Eq. (1): 
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 ( ) ( ) ( )BIbGIgRIrIS ⋅+⋅+⋅=  (1)  
 
where r = -0.884, g = 1.262, b = -0.311 (Burgos-Artizzu et al. 2010). Then, the 
resulting grayscale image is binarised using a threshold, which is set to 10 in this case. 
Figure 1b shows the binarised image from Figure 1a. 
An opening morphologic operation is conducted to enhance the regions and to 
avoid overlap among regions belonging to different plants. To obtain the isolated 
regions, the opening operation is accomplished with a structural element that 
symmetrically operates in all spatial directions, i.e. a 5×5 matrix known as diamond.  
In the second stage, the regions are labelled following the procedure described in 
(Haralick and Shapiro 1992), which finds the regions in a binary image. In this 
method, all pixels in the same region are assigned to the same level. The regions are 
searched in top-to-bottom scan order, i.e., all pixels in the first region are labelled as 
1, those in the second as 2 and so on. 
After all regions have been labelled, the six geometric descriptors are computed for 
each region following Eq. (2) where yi represents one of the six geometric descriptors 
previously defined. Therefore, each region is characterised with six attributes, i.e., { }654321 ,,,,, dddddd≡Ω , where 1d : perimeter, 2d : diameter, 3d : eccentricity, 4d : 
minor axis length, 5d : major axis length, 6d : area, and [ ]1,0∈id .  
 ( )
( ) ( )yminymax
yminyd ii −
−=  (2)  
 
Once each region is characterised by the six descriptors used in this work, the 
classification stage must decide the class to which each region belongs. Previously to 
the classification a training step is needed. The aim of this step is to set the method to 
the classification problem between monocots and dicots using a set of positive and 
negative training examples.  
The DES method is applied in this approach as follows (Kuncheva, 2004). A 
region l is matched correctly or incorrectly with its class of weed. Hence, two classes 
are identified, which are the class of true matches and the class of false matches, c1 
and c2, respectively. Given a set of samples from both classes, a 6-dimensional mean 
vector is built, where its components are the mean values of their descriptors, i.e., [ ]T654321 ,,,,, jjjjjjj dddddd=m ; 1m  and 2m are the mean for c1 and c2, 
respectively. This process is carried out during the training phase. 
Given a region i and iΩ , the 6-dimensional vector xi is computed, where its 
components are the six descriptors, i.e., [ ]Ti6i5i4i3i2i1 ,,,,, ddddddi =x . Then, the 
proximity Φ  between each component in xi and each component in jm  is 
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For every class wj and every region i, the membership degrees are calculated 
according to Eq. (4): 
 
( ) ( ) ( )( )( ) ( )( )[ ] 2,1   ;  111 1 =∏ Φ−−Φ− ∏ Φ−Φ= ≠≠ jAb jk ikAijA jk ikAijAij xx
xx
 (4)  
 
The final degree of support that each region i, represented by xi, receives for each 
class wj is given by Eq. (5): 
 
( ) ( )∏=
Ω∈A
i
jij Abxµ  (5)  
 
The class to which a region belongs is chosen based on the maximum support 
received for the class of true matches (w1), i.e., ( ){ }iimax x1µ . 
3 Results 
The sixty-six images used in this work were taken in maize crops sited in Madrid 
(Spain) on different days and therefore under varying natural lighting conditions. A 
Nikon D70 camera equipped with a 18–70 mm AF-S DX Nikon lens was used to 
capture images. Image collection was performed by placing the camera on a tripod at 
approximately 1.5 m height pointing vertically downward as illustrated in Figure 2. 
Each image with a dimension of 1,700×1,696 pixels was acquired covering 0.25 m2 
(0.5 m × 0.5 m), with a resolution of 72×72 dpi.  
 
 
Fig. 2. Acquisition process: camera on a tripod at approximately 1.5 m height pointing 
vertically downward. 
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The vegetation always coincided with weeds (i.e., monocots, dicots or a mixture of 
both) because the images were taken in the inter-row area. From the sixty-six images 
available, twenty-eight presented a mixture of weeds, nineteen presented only 
monocots and nineteen only dicots. A high level of infestation was observed in 14% 
of the images.  
In this work, fourteen images were selected to represent a wide range of situations. 
After applying step 1 (vegetation cover segmentation) and step 2 (labelling of 
disconnected regions) in the selected set of images, one-hundred different regions 
were extracted and manually analysed. In general, the number of regions extracted per 
image ranged from five to twenty. In the cases where an important infestation was 
observed, fewer than five different regions could be extracted. 
Four of the images containing twenty-eight regions were used to compute the mean 
vectors for the DES classifier during the training phase. At this point, the correct class 
for each region in an image was known according to the expert knowledge, and this 
information was used to calculate the percentage of hits of the proposed approach. 
The average percentage of hits was p1 = 72.5 ( 1d ), p2 = 72.5 ( 2d ), p3 = 72.5 ( 3d ), p4 
= 85 ( 4d ), p5 = 60 ( 5d ) and p6 = 60 ( 6d ). 
At the testing phase, the proposed classifier was applied for each of the seventy-
two regions obtained from the remaining ten images, and the success for each region, 
as well as the average of these hits, were computed. The averaged classification 
accuracy obtained was 70.5. The results show that the strategy based on combining 
attributes, worked properly. The best individual results, according to the six attributes, 
were obtained with the geometric shape descriptor 4d , i.e. major axis length, 
confirming that it had proved to be the most relevant attribute. The worst attributes in 
terms of percentage of hits, were 5d and 6d , i.e. eccentricity and area, respectively. 
These attributes do not contribute in any way (positive or negative) to the final 
decision. 
4 Conclusions 
This paper proposes a strategy for discriminating between monocot and dicot weeds. 
Six geometric shape descriptors (perimeter, diameter, minor axis length, major axis 
length, eccentricity and area) were obtained to characterise each region in an image. 
Under the proposed method based on the DES theory, the values of the six attributes 
were combined and a decision for choosing the unique class (monocots or dicots) for 
each region was made.  
The right timing for herbicide application coincides with the early stage of weed 
growth. The proposed combined strategy works properly in this stage. Otherwise, the 
weeds present overlapping and the segmentation process becomes difficult because of 
occlusions. 
Monocots and dicots are the two main types of vegetation. The proposed approach 
can be applied to weed/crop discrimination, e.g. maize crops (maize belongs to 
monocot groups). However, additional studies to determine which descriptors 
primarily affect the final decision are needed. Another way to describe shape uses 
statistical properties called moments. A comparison between geometric shape 
descriptors and central moments in order to obtain better attributes must be 
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accomplished. In this context, site-specific weed management could significantly 
reduce herbicide use, with undoubted benefits for the environment. 
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Abstract. Active optical sensing (laser and light curtain transmission) devices 
mounted on a mobile platform can correctly detect and localize trees. To 
conduct an evaluation and comparison of the different sensors used, an optical 
encoder wheel was used for vehicle odometry and provided a measurement of 
the linear displacement of the prototype vehicle along a row of tree seedlings as 
a reference for each sensor measurement recorded. Field trials were conducted 
on in a juvenile tree nursery with one-year-old grafted almond trees at the Sierra 
Gold Nursery, Yuba City, CA, United States. Through these tests and 
subsequent data processing, each sensor was individually evaluated to 
characterize their reliability as well as their advantages and disadvantages for the 
proposed task. These results will help in the selection of the most consistent 
sensor for the accurate detection and localization of each tree in the nursery, 
which would allow for the ability to automate labor-intensive tasks, such as 
weeding, without damaging crops. 
Keywords: Optical Sensors; Tree's Stem Detection; LIDAR; Light Curtain 
Transmission. 
1 Introduction 
A tree nursery is a place where juvenile trees are propagated and grown to usable size 
before transfer to a permanent orchard site. Like other agricultural crops, nursery tree 
production is affected by temperature, drought, and economic pressures on production 
practices associated with labor requirements and pest control needs. Most nursery 
operations remain highly labor-intensive, with minimal mechanized practices being 
utilized. Although some processes have been mechanized and automated, many have 
not. According to the “Resource book on horticulture nursery management” by 
Yashwantrao Chavan Maharashtra Open University, it has been estimated that 
manpower accounts for 70 percent of the production costs of a horticultural nursery.  
In nearly all tree nurseries, seedlings are grafted in the spring, pruned and grown 
during the summer and fall and are dug the following winter for bare–root sale. To 
efficiently market these trees, the nursery must have a precise count of the number 
and size distribution of each cultivar. Sampling is a method used by many nurseries to 
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perform their inventory, whereby the total number of trees in the field is estimated by 
counting a selected number of rows. If the number of requested trees is not close to 
the estimated number of trees available in the nursery, an error during the counting 
would cause serious marketing problems. Other nurseries count each tree in the field, 
resulting in a very labor–intensive operation (Delwiche and Vorhees, 2003). Under 
this premise, it would be beneficial to, at a minimum, evaluate the feasibility of the 
automation of these nursery tasks in comparison to the efficiency of manual labor and 
to determine if automation led to a lower cost for the nursery company, which would 
significantly benefit the industry. 
Nearly 30 years ago, Maw et al. (1986) developed a photoelectric transducer for 
counting seedlings in containerized nursery operations. For the development of this 
study, they used a photo–interrupt sensor with a near–infrared (NIR) emitter and a 
photo transistor detector mounted in a stationary comb, through which the trays were 
conveyed. The results were an accuracy of 98% and an imprecision of 3% with a 
speed of 40 plants per second. (Maw et al., 1986) 
For use in forestry nurseries and with a very similar system, Kranzler (1988) 
developed another optoelectronic tree seedling counter. This system was composed of 
a light-barrier with multiple NIR light–emitting diodes (LED) on one side of the 
seedlings for illumination, and on the other side, a linear array of photodiodes were 
used for detection. In this way, a tree was counted as long as all of the detectors were 
blocked. An optical encoder for measuring linear displacement was coupled to a small 
tractor wheel where the sensor system was mounted. The results showed a count error 
with pine seedlings ranging from 4% to 58% depending on the sensor settings, and 
diameter measurement errors with wooden dowels ranged from 2.5% to 40.6%. 
Problems caused by needle formation and irregular stem structure limited the field 
measurement of diameter to counts within size categories. (Kranzler, 1988) 
An example of the use of a laser as an optical sensor is a study by Kise et al. (2009) 
who developed a targeted spray system for cutworm control in grapes that hit only the 
targeted trunk or posts. It consisted of a laser sensor system for target recognition and 
a single‐nozzle sprayer system, all of which were built on a small electric utility 
vehicle platform equipped with automated speed control and steering. The results 
showed trunk detection greater than 96% but only at operational speeds up to 1.1 m 
s‐1. (Kise et al., 2009)  
Kang et al. (2012) developed a sucker detection system to trigger a targeted spray 
application for vine-specific sucker control in grape vineyards. The sucker detection 
system consisted of a laser scanner for vine detection and a color camera for imaging 
the suckers. The results of field tests showed that the developed system could identify 
more than 97% of suckers at three travel speeds, from 1.6 to 3.2 km h-1. The average 
accuracy of the sucker dimension measurement ranged from 83% to 88%. The root 
mean square error (RMSE) of the relative position of suckers to the corresponding 
trunk varied from 13 to 29 mm. (Kang et al., 2012) 
2 Objectives 
The objective of this study was to evaluate under the same nursery test conditions two 
different optical sensors and their data processing software to select the most reliable 
sensor for the accurate detection and localization of each one-year-old tree in the 
nursery.  
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3 Materials and methods 
3.1 Optical sensors used and configuration 
The optical sensors evaluated were: a LIDAR (LIght Detection And Ranging) for 
determining the distance from a laser emitter to the tree using a pulsed laser beam 
based on the time-of-fight (TOF); and a photoelectric transmission barrier using 4 
pairs of optical light beam transmitters and receivers to evaluate the interruption by 
the tree of the light curtain between the two devices. All of the sensors were installed 
on a prototype vehicle, which are examined in detail below. 
3.1.1 Laser sensor 
The laser sensor used was the model LMS 221, SICK AG, Waldkirch, Germany, and 
its main characteristics were summarized in table 1. 
 
Table 1. LMS 221 technical data. 
Features Performance 
Operating range: Up to 80 m Systematic error: ± 15 mm 
Angular resolution: 1º Statistical error: ± 5 mm 
Light source: Infrared (905 nm) Interfaces / mechanics / electronics 
Field of view/Scanning angle: 180º Data interface: RS 232 (38.4 kBd) 
MTBF: 50,000 h Supply voltaje: 24 V DC (20 W) 
Laser Class: 1 (EN/IEC 60825-1) Encloser Rating: IP 67 
Scanning Frequency (by the Software): 10 Hz Temperature Range: -30 ºC…+50 ºC 
 
The laser was installed in a vertical mode in the middle right side of the prototype 
vehicle with a ground clearance of 56 cm and at 50 cm distance from the centerline of 
the vehicle (see figure 2). The laser was positioned to scan the row of trees passing 
through the center of the vehicle. At this distance from the trees, and according with 
the datasheet of the laser, the spot diameter of the laser beam was 3 cm, with a spot 
distance of 1.8 cm. 
3.1.2 Light beam sensor 
The light beam sensor used was the model Mini-Beam SM 31 EL/RL, Banner 
Engineering Co., Minneapolis, MN, USA, and its main characteristics were 
summarized in table 2. 
 
Table 2. Mini-Beam SM31 EL/RL technical data. 
Features Interfaces / mechanics / electronics 
 Range and light source: 30 m; 880nm Supply voltage: 12V DC 
Maximal frequency: 500 Hz Environmental rating: IEC IP 67 
Beam pattern distance: ≈ 35mm Operating temperature: -20ºC…+70ºC 
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Four light beam emitters were installed vertically in the same line as the laser on the 
middle right side of the prototype vehicle with a height above ground of 12.7 cm to 
the lowest emitter and 5.1 cm vertical spacing between emitters. The four receivers 
were installed in the middle left side of the prototype vehicle with a distance to the 
transmitter of 1.1 m. In this way, the light curtain covered a vertical height from 12.7 
cm to 28 cm above ground level (see Figure 2). 
3.1.3 Sensor acquisition configuration 
As mentioned above, these sensors were installed on a manually powered prototype 
vehicle that was composed mainly of structural framing (that gave suitable 
robustness), four bicycle wheels, and a pair of horizontal shelfs as support for the 
computers (one for each optical sensor). Placement of the sensors was along a vertical 
line which eliminated the need to perform any offset calculation in the direction of 
travel to compare results between sensors (see Figure 2c). 
A rotary encoder wheel was coupled by bicycle chain to one of the wheels for vehicle 
odometry and used to conduct the evaluation and comparison of the different sensors 
(see Figure 2). This arrangement provided a measurement of the linear displacement 
of the prototype vehicle along the row of tree seedlings and formed the spatial basis 
for each sensor measurement recorded.  
To determine the most appropriate vehicle speed for the test, the lowest frequency and 
field of view of the three sensors were taken into account. With a LIDAR frequency 
of 10 Hz and by scanning each tree stem (1 cm diameter) three times, it was 
concluded that the speed could be as high as 0.108 km/h (3 cm/s). 
For the LIDAR acquisition system, the manufacturer’s software was developed in 
C++ and combined LIDAR, GPS, and data received by the odometry encoder through 
an Arduino “UNO” device.  
In the case of the light beam acquisition system, the optical output signals were 
connected to a Bidirectional Digital Module (NI 9403, National Instruments Co., 
Austin, Texas, USA), whereas the encoder signal was connected to a Digital Input 
Module (NI 9411, National Instruments Co., Austin, Texas, USA). Both modules 
were embedded in an NI cRIO 9004 (National Instruments Co., Austin, Texas, USA), 
and all data were recorded using the Labview software program (National Instruments 
Co., Austin, Texas, USA). 
All of the necessary components for each of theafore mentioned systems (LIDAR and 
light curtain, see Figure 1) recorded in a parallel fashion using the encoder value for 
future evaluation. In this way, two independent files were obtained from each optical 
sensor system and test. 
3.2 Field experiments 
On April 19, 2013, six field trials were conducted on one year old grafted almond 
trees at the nursery "Sierra Gold Nursery", Yuba City, CA, United States. Each field 
test consisted, by manually powered the prototype vehicle, of 20 meters of data 
collected along the tree line. Trees were located in beds that were 15 cm high, 61 cm 
wide, and 400 m long. The distance between trees was 20 cm, with a tree-top height 
above the ground of approximately 22 cm. 
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Fig. 1. Devices and software used in each of the two systems. 
 
Fig. 2. Equipment on the platform that was used (a) for tree stem detection (b). Detail of the 
two sensors location: laser at the top and four light beam emitters at the bottom (c). Detail of 
the encoder coupled by a bicycle chain to one of the wheels (d). 
Due to the good ground conditions and being already installed on the vehicle, the 
laser detections did not require correction by the IMU. 
3.3 Method for LIDAR tree stem characterization 
After the field data had been recorded using the laser, the next task was to proceed 
with data processing. An algorithm was written to convert distances and angles from 
the LIDAR detections to 3D coordinates, using the encoder advance value for 
displacement of the vehicle. 
Analyzing these initial values, it was observed an outlier effect of the depth laser 
values. According to previous studies:"an outlier is an observation that deviates so 
much from other observations as to arouse suspicion that it was generated by a 





are mainly measurements that do not belong to the local neighborhood and do not 
obey the local surface geometry. Since the footprint of the laser beam is not a 
geometrical point but an ellipse, while it hits a boundary of an occlusion, it is divided 
into two parts each of which radiate one of the front and the back surfaces incident to 
the occlusion boundary. Thus the irradiance at this point would be a weighted 
average of the irradiance reflected by both surfaces". (Sotoodeh, 2006) 
In our case of tree’s stem detection, outlier effect (see Figure 3) was enhanced as the 
object to be scanned, one year old grafted almond trees, were normally smaller than 
the spot diameter of the laser (according with the manufacturer's documentation, a 
LMS 221 had a spot diameter of approximately 3 cm at 1 m distance) (SICK AG 
Waldkirch, 2006). 
 
                                          (a)                                             (b)                             (c) 
Fig. 3.  A sample of outlier at the boundary of an occlusion. (a) Image of the scanned tree. (b) 
Horizontal view of the detection recorded by the LIDAR of the tree. (c) Vertical view of the 
detection recorded by the LIDAR of the tree. 
To reduce the error produced from the flag detection’s shape, LIDAR tree stem 
detection was performed in three steps: data filtering for delimiting the number of 
detections to the area of interest; a calibration test for evaluating andselecting the tree 
stem identification parameters values included in the algorithm; and a validation of 
the methodology proposed. 
For this study, an off-line Matlab process was used with actual field data collected 
during the field tests. In its final version, it will run on-line to adjust the mechanical 
weed implement without damaging the crop trees. 
3.4 Method for Light Curtain tree stem characterization 
Figure 2c shows four pairs of light beam sensors (model Mini-Beam SM31 EL/RL, 
Banner Engineering Co., Minneapolis, MN, USA), which were placed under the 
LIDAR device. The four light beam receivers were configured to output a TTL pulse 
when the infrared beam was blocked by the passage of the tree stem during travel on 
the prototype vehicle. All four light-beam signals were monitored simultaneously in 
real-time by a very high-speed embedded control system. This sensing system 
allowed analysis of within-row tree placement. 
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Light can be blocked due to various circumstances, such as tree leaves, weeds, and 
large clods; therefore, unwanted pulses can be observed and cause inaccurate tree 
counting and sizing. 
Also in this sensor, a calibration process with 4 tests (373 trees) was performed to 
determine the optimal values for the tree encoder parameter and the minimal tree 
distance parameter.  
Figure 4 shows the same tree sequence as in Figure 4 but now as detected with the 
light beam sensors. In this image, light beam sensor number 3 is blocked more 
frequently than 0, 1 and 2, meaning that this sensor is frequently detecting leaves in 
the top of the trees. 
 
Fig. 4. The x-axis grid shows the location of the trees detected with the light beam sensor and 
the y-axis shows which light beam sensor is blocked by the tree in each location. 
4 Results and discussion 
4.1 LIDAR validation tests 
For the validation tests, two new field experiments composed of 194 trees as well as 
the data used for the calibration were used. The methodology used in the calibration 
was followed by setting the parameters to the values obtained in the independent 
evaluations. The values obtained for both tests are summarized in Table 3, where high 
percentages (95.7%) of trees were detected successfully, with a low location deviation 
error (total std. deviation of ±16.6 mm and a standard error of ±0.71 mm).  
Tables 4 and 5 show the percentages and numbers of registered encoder values 
corresponding to each of the four possible situations during the LIDAR calibration 
and validation tests: predicted and observed trees; predicted but not observed trees 
(false positive); observed but not predicted trees (false negative); neither predicted nor 
observed trees. The percentages of the different situations obtained during calibration 
and validation were very similar. Small variations may be due to the different speeds 
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employed during the tests, and with each speed influencing the number of encoder 
values registered. 
 
Table 3. Results obtained for stem identification with calibration and validation samples using 
the parameter values selected after independent evaluations (height cut of 21, encoder range of 
200, path increment of 5, cut identification of 19; jump of 1, and blanking distance of 110).. 
  Calibration Validation TOTAL 
Test number 1 2 3 4 5 6   
Real tree count 95 93 89 96 97 97 567 
LIDAR trees detected 96 94 90 95 97 96 568 
LIDAR trees correctly 
detected 91 89 87 92 93 91 543 
False positives 5 5 3 3 4 5 25 
False negatives 4 4 2 4 4 6 24 
Total incorrect detections 9 9 5 7 8 11 49 
 of location by LIDAR 
with real tree values 
(mm) 
17.79 19.26 17.94 12.25 16.38 11.86 16.6 
 
Table 4. Number and percentage of encoder events recorded in each situation during LIDAR 
calibration tests. 
 Predicted trees No predicted trees 
Observed trees 1605 (7.4%) 1401 (0.65%) 
Unobserved trees 39 (0.18%) 19900 (91.77%) 
 
Table 5. Number and percentage of encoder events recorded in each situation during LIDAR 
validation tests. 
 Predicted trees No predicted trees 
Observed trees 548 (7.28%) 1001 (1.33%) 
Unobserved trees 26 (0.35%) 6845 (91.04%) 
 
In Figure 5 is represented the histogram of the standard deviation of a correct tree 
LIDAR location and a real tree location. All of the tests were considered and grouped 
according to the parameter value during the independent evaluations. A low value of 
the error did not mean that there was better behavior of the sensor, as this may lead to 
a greater number of false positive or false negative tree detections. For example, 
obtaining the lowest tree location error, which was 1 mm less than the one obtained, 
would result in a reduction in tree detection down to 86%. 
4.2 Light beam validation tests 
The 99.48% of the trees were detected successfully. Of the 194 trees that were in the 
validation study, 193 trees were detected after correction.  
                                                          
1 Note that the diameter of the trees that were not detected was 1 cm, and the encoder value was 
approximately 1 mm.  
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Tables 6 and 7 show the percentages and numbers of registered encoder values 
corresponding to each of the four possible situations during light beam calibration and 
validation tests: predicted and observed trees; predicted but not observed trees (false 
positive); observed but not predicted trees (false negative); neither predicted nor 
observed trees. The percentages of the different situations obtained during the 
calibration and validation were very similar. Small variations may be due to the 
different speeds employed during the tests, with each speed influencing the number of 
encoders registered. 
 
Fig. 5. Histogram of the standard deviation error from the LIDAR tree and real tree location. 
Table 6. Number and percentage of encoder events recorded in each situation during light 
beam calibration tests. 
 Predicted trees No predicted trees 
Observed trees 3140 (3.99%) 20 (0.02%) 
Unobserved trees 2 (0.02%) 75460 (95.97%) 
 
Table 7. Number and percentage of encoder events recorded in each situation during light 
beam validation tests. 
 Predicted trees No predicted trees 
Observed trees 1257 (3.15%) 10 (0.03%) 
Unobserved trees 1 (≈0.00%) 38637 (96.82%) 
5 Conclusions 
This study showed that LIDAR and light beam sensors represent a useful technique 
for within-row tree detection in a nursery. This study also developed an automated 
analysis for this type of technology that allows for the elimination of outlier, weed, 
leaf and soil detection from tree clouds detected with LIDAR and light beam sensors. 
Our major contributions are as follows: 
- A sensor platform was successfully instrumented to monitor and record LIDAR 
and light beam measurements simultaneously for a tree row.  
- With the LIDAR sensor, high percentages (95.7%) of trees were detected 
successfully, with a low location deviation error (total std. deviation of ±16.6 mm 
and a standard error of ±0.71 mm).  
- With the light beam sensor, 99.48% of trees were detected successfully, with a 
low location deviation error (total std. deviation of ±11.32 mm and a standard 










Std. deviation histogram of corrected LIDAR tree with real tree location











error of ±0.48 mm). 
- The system could be used to automate intra-row (i.e., within-row) weeding based 
on tree or crop detection with active optical sensors. In many cases, weed control 
still requires costly hand weeding for organic, nursery field and small-scale 
farmers. 
Further work is also needed to provide additional insight into large commercial fields 
with different types of trees so that data obtained with the optical sensor can be 
related to the plethora of published studies that have used machine vision methods. 
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Abstract. Hyperspectral signatures can provide abundant information regarding 
health status of crops; however it is difficult to discriminate between biotic and 
abiotic stress. The case of simultaneous occurrence of yellow rust disease 
symptoms and nitrogen stress is investigated. The hyperspectral features are 
utilized in a novelty detection scheme in such a way that the classifier can be 
constructed by augmenting previous knowledge in order to achieve Active 
Learning. The resulting Active Learning classifier is capable of learning 
progressively so as to recognize different malignant situations by adding new 
classes of unforeseen stresses based on novelty detection against the previously 
accumulated knowledge. This is achieved by using in an iterative way, one class 
classifiers with recognized class augmentation. The performance of the active 
learning scheme exceeds 90% regarding the discrimination between stress, 
disease and healthy plant condition. 
Keywords: neural networks, classification, crop protection, machine learning, 
non-destructive sensing 
1 Introduction  
Precision farming approaches (the combination of diverse current tools like sensors, 
information and management systems) can decrease the environmental and financial 
effects in agricultural production (Gebbers and Adamchuk 2010). According to Oerke 
and Dehne (2004) 40% of global food production is lost due to pests. The 
manifestation of weed and disease incursion depends on explicit ecological dynamics 
and shows a irregular dispersal in the field (Franke et al. 2009). Thus the timely 
identification of major pest foci as well as discovering zones differing in infection 
harshness in the field is of high significance (Moshou et al. 2004). Pest observing and 
the decision making-process are essential for location specific controlling of pests 
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(Hillnhütter and Mahlein 2008). Such precise crop management implicates a high 
density of spatial and temporal information. 
For sustainable intensification of production, inputs must be applied within 
recommended environmental constraints. Pesticides are commonly sprayed uniformly 
over the field, whilst most disease infestations occur in separate patches. Large 
ecological and financial benefits could be obtained if these patches could be treated in 
a site-specific way, setting healthy areas aside from spray treatment. This can be done 
by targeting pesticides only on those places in the field where they are needed. 
Similarly, fertilizer applications could be adjusted to the site-specific nutritional need 
of the plant. Based on the interference of spectral plant properties by such stresses, an 
optical device would allow disease patches and nutrient demands to be identified and 
thus controlled. Sensor systems, like multispectral, hyperspectral imaging and 
chlorophyll fluorescence, can offer thorough and high resolution data about crop 
status (Mahlein et al. 2012a). Advancement in sensor equipment alongside 
developments in computer science and GIS offers novel prospects for precision 
agriculture, and creates the foundation for a timely recognition and identification of 
pest types (Chaerle et al. 2004; Lee et al. 2010; Moshou et al. 2004; Rumpf et al. 
2010). The quality and quantity of data that are offered from crop sensors has 
radically increased. Sensors are sensitive to biological fluctuations. Nevertheless, they 
do not quantity crop physiological factors directly, but register a spectrum of 
reflectance contributions credited to several plant features and the measurement 
circumstances, e.g. leaf inclination, lighting and external texture (Jensen 2007; 
Gitelson et al. 2002). These observations with a high spectral, spatial and temporal 
resolution necessitate the usage of cutting-edge techniques of data analysis. 
Yellow rust (Puccinia striiformis f. sp. tritici) is an important disease of wheat and 
was chosen as a model for study under the OPTIDIS project (EU project, QLK5-
1999-01280). The pathogen is wind-dispersed and can readily form disease patches, 
especially in the early stages of an epidemic. Severe epidemics of Yellow rust can 
reduce yield by up to 7 ton/ha. The general response of reflectance spectra to different 
kinds of stresses have been investigated by Carter and Knapp (2001) and Cibula and 
Carter (1992). Spectral reflectance characteristics of leaves were shown to be highly 
correlated to their chemical composition. Lorenzen and Jensen (1989), Polischuk et al 
(1997) and Sasaki et al (1998) succeeded in using spectral disease detection on 
respectively barley, tomato and cucumber leaves. Masoni et al. (1996) pointed out the 
effect of different mineral stresses on separate leaf spectral properties. In situ plant 
nitrogen status could be estimated successfully by line-imaging spectrography 
(Dumont & De Baerdemaeker, 2001). Reflectance data were normalized by division 
through reflectance at 775nm. Using 4 to 7 principal components of the normalized 
reflectance dataset between 400 and 900nm, the authors could predict the chlorophyll 
status with an error estimate around 10%. Pre-mapping of diseases and stresses could 
also be achieved using air-borne systems. Spatial resolutions down to a few meters 
are possible from satellites and to below 1 m from aircraft (Blakeman et al, 2000). 
Current commercial satellite sensing is probably not suitable for early disease 
detection (even if the wavelengths at which data are collected were suitable) because 
of limitations in spatial resolution. At best, satellite images can be useful by 
highlighting relatively large areas of disease or other stresses in a crop which can then 
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be checked by the farmer. In addition, revisit time and variability in cloud cover could 
mean that even this simple information may not be available when required. Aircraft 
mounted systems do not have these constraints and could be used when required. 
However, data acquisition equipment would likely have to be faster, more 
sophisticated and more expensive than for terrestrial vehicle-mounted systems.  
In addition to nitrogen status, the spatial variation in a canopy colour could be due to 
a number of interrelated factors, such as other nutrients, drainage and diseases. This 
necessitates the need for information on crop to be processed in innovative ways in 
order to recognize the current context and aid decision support for management. 
Approaches from the field of Machine learning have been productively applied in 
abundant disciplines, e.g. speech recognition (Baker et al. 2009) and land cover 
classification in remote sensing (Waske et al. 2010). In recent years the precision crop 
protection community has started to use the abilities of Machine Learning (Ahmed et 
al. 2012). Hence, flexible machine learning techniques can aid us to advance new 
intuitions - and to discover new interactions in data for the visual recognition of biotic 
and abiotic stress. In precision agriculture, machine learning techniques and pattern 
recognition are at an early phase of growth (Huang et al. 2010). Lately, these 
techniques have developed in precision crop protection for the timely detection and 
identification of biotic stress (Moshou et al. 2004; Rumpf et al. 2010; Zhang et al. 
2011). The foremost intention of using machine learning techniques in precision crop 
protection is to identify variability or heterogeneity in crop positions produced by 
biotic stresses from sensor data. Remote and proximal sensing optical data has been 
broadly explored as a probable data basis for the recognition and mapping of diseases 
in crops (Mahlein et al. 2012b). It turns out that Machine Learning techniques can 
advance both the speed and precision of data analysis, compared to statistical 
discrimination models. One of the first methodologies to discriminate biotic stress of 
crops by Machine Learning was that by Moshou et al. (2004). They automatically 
identified yellow rust in wheat by reflectance measurements using NNs. By a total of 
5137 leaf spectra for assessment a classification score between 95%-99% was 
attained. Moshou et al. (2005) established principal prospects for development of a 
cost-effective optical device for field measurements. Wang et al. (2008) were able to 
forecast Phytophthora infestans infections on tomato crop by appropriate regions of 
hyperspectral signatures by NNs. They recognized diseased tomato plants when first 
indications were observable. (Wu et al. 2008) lately presented that an timely 
recognition of Botryis cinerea on eggplant leaves is probable by applying PCA and 
NNs to hyperspectral signatures. In their study first small symptoms of grey mold on 
eggplant leaves were correctly measurable. 
The necessity of active learning in the case of crop disease sensing emanates from the 
limitations of real-time crop monitoring due to the sole reliance on one crop 
measurement to indicate incidence of disease and abiotic stress due to nutrient 
restriction. The design presented here is oriented towards a real-time pest/nutrient 
management system. The proposed system is based on One Class Classifiers that can 
provide identification of the type of stress that is present using as input previously 
unseen spectra. The resulting Active Learning classifier is capable of learning 
progressively so as to recognize different malignant situations by adding new classes 
of unforeseen stresses based on One Class Classification against the previously 
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accumulated knowledge. This is achieved by using in an iterative way, One Class 
Classifiers with recognized class augmentation. 
2 Materials and Methods 
2.1 Fields, plants and material 
Yellow rust patches were established in 6 plots of winter wheat, 10 x 9m in size and 
surrounded by 3m wide guard rows. Cultivation followed local (UK) commercial 
practice and fungicides were applied to control other, non-target, diseases when 
appropriate. Optical measurements made in the best 3 patches of Yellow Rust infected 
plants were compared with measurements in 3 control plots and a large area that had 
not received the main fertilizer application (applied elsewhere 5 days earlier at 
150kg/ha of Nitrogen). The nutrient stressed plants were lacking one week of 
fertilization, meanwhile flag leaves of the infected plants were not infested by Yellow 
Rust and the underlying leaf showed 5% area infestation. Hyperspectral 
measurements of healthy, diseased and nutrient stressed winter wheat canopies were 
made on May 29th 2001 at the IACR, Rothamsted, UK. The hyperspectral imaging 
system consisted of V10 Spectrograph of Specim which recorded plant spectra 
between 400 to 900 nm. Feature vector for training classifiers were formed by taking 
the average values of 21 bands covering the spectra range of the spectrograph. Spectra 
were taken at 6 random plots around the field. The high spectral variability, caused by 
canopy architecture and different illumination levels, could be drastically reduced 
using light intensity normalization. Discrimination results were enhanced by the use 
of a spatial averaging window as wide as one plant. Using 5 wavebands of 20nm 
wide, it was possible to achieve successful recognition of each of the stress conditions 
and the healthy plants. Three wavebands were found to discriminate very well the 
normalized data when a spatial averaging window of 300 pixels was applied. These 
were the 725, 680 and 475nm +/- 10 nm wavebands. Two additional wavebands were 
added, since they are needed for leaf recognition using the NDVI estimation: 750 and 
630nm +/- 10nm. 
 
2.2 One Class Classification 
One-class classification utilizes data that belongs to the target class while does not 
consider outliers in the calibration of the one class classifier. The limit demarcating 
the border between the target class and any data not belonging to it, has to be 
calculated from data stemming from the target class only; The main task concerns the 
definition of a boundary surrounding the target class (to classify as many as possible 
of the target examples correctly, while simultaneously minimizing the prospect of 
accepting outlier examples). Fig 1 depicts a target domain XT where there are two 
errors which are defined as EI related to falsely rejected target examples and EII 
associated to falsely accepted outlier objects. The circular area symbolizes the target 
domain of the selected one class classifier. Utilizing an even outlier distribution also 
leads to the assumption that when EII becomes smaller, the data description that has 
minimal volume is obtained. EI combined with the volume of the description can be 
minimized to get a good data description instead of minimizing both EI and EII . 
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Figure 1. Domains of target dataset and one-class classifier. 
 
2.3 One Class SVM 
The one-class SVM (OCSVM) constructs a model from performing calibration using 
normal data. At the second stage, it classifies test data based on the deviation from 
normal training data as either normal or outlier. A common kernel is the RBF kernel. 
Given in eq.1:  2 2(x, z) exp /K x z                                                 (1) 
 
Where x is an observation and z is a support vector. 
The influence of the Radial Basis Function’s spreading parameter () can be 
estimated considering that a large spread indicates a linear class of target data while 
on the other hand, numerous support vectors combined with a small spread indicate a 
highly nonlinear case. This effect is illustrated in Fig. 2: 
 
Figure 2. The influence of the Radial Basis Function (RBF) spreading parameter on the 
behaviour of the one-class SVM. 
3.4 One Class SOM 
A one class SOM (OCSOM) is calibrated using normal operation data. Subsequently, 
the feature vector that corresponds to a new measurement is examined in order to 
assess its similarity to the weight vectors of every other map unit. If the smallest 
distance exceeds a predetermined threshold, it is assumed that the process belongs to 
a novel situation. This result emanates from the assumption that quantization errors 
exceeding a certain value are associated with the operation points that are external to 
the region that has been covered by the training data. Hence the situation is novel and 
raising the possibility of novelty detection. Depending on the magnitude of deviation 
from the normal operation state, a degradation index can be calculated. The one-class 
SOM (OCSOM) constructs a model from healthy plants signatures and subsequently 
classifies new data according to its deviation from the healthy training data. During 
novelty recognition, novel examples from plant signatures of not definable health 
state are used to formulate the input to the network while the SOM algorithm selects 
the best matching unit. In Saunders and Gero (2001) if the quantization error that 
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results from the comparison between the new exemplar data (xNEW) and best matching 
unit (bmu) is larger than a  pre-specified threshold (d) then the example  is considered 












   x m                                                                    (2) 
 Where M denotes the SOM grid of neurons and mi denotes the bmu. 
There are various heuristics to determine a threshold based on the usefulness of the 
threshold and the specific structure of the data set. A simple way to define a threshold 
(d) depends on the similarity between the SOM centroid vectors and target training 
vectors that have selected them as best matching units which determines the 












                                                           (3) 
The threshold is estimated by using the steps which are presented below: 
 
1. Sort distances calculated according to eq.3 in ascending order 
2. Define the fraction of targets not allowed to be misclassified as outliers (e.g. 95%) 
3. Calculate the target set vector distances that will be retained by applying the 
fraction of step 2 
4. Calculate the threshold as the mean value of the largest distance retained in step 3 
and the next larger one 
 
Through the threshold’s selection aiming to represent a fraction of distances referring 
to the whole training set, it is possible to get distance values which represent the 
codebooks data vectors more proximally, especially when the distances are formed. 
As a result, the quantization errors might be caused by the outliers .Hence, the 
fraction error is capable of representing a subset of the distances that were measured 
so that it can isolate outlier values utilizing a specific distribution. For example, if the 
99% fraction of the distances between data and codebooks is selected as belonging to 
the dataset, it is easy to determine a descriptive hypersphere so that it is radius covers 
the 99% of the data. This remaining 1% corresponds to outliers which will be 
classified as such since they are located outside the target set description area. 
According to Fig. 1 this is possibly a contributing factor to EI while the target data 
description has been minimized by imposing a threshold according to a predetermined 
fraction of the data. In others words, by constraining the target data description there 
is a cost to in incurring in terms of falsely rejected examples. These results have to be 
tolerated in order to obtain a more precise novelty detection which would not be 
impossible if the rate of acceptance would be high because of a very high threshold. 
In Fig. 3 it is easily seen that different areas are defined by the threshold in 
correspondence best matching units.  
The best matching units define Voronoi polygons which represent the domains of the 
OCSOM neurons. It is evident that some points would be selected as lying inside a 
domain of neuron now are situated outside the threshold-defined polygon which 
defines the border between target data and novel data which belong sensor signatures 
originating from stressed plants (for illustration purposes, actual data are of high 
dimension so the so direct visualization is not possible).  
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Figure 3. Target dataset domains corresponding Voronoi polygons together with threshold 
perimeter for OCSOM. The target data that are defined by the threshold are situated   inside the 
grey border line. 
2.5 Active Learning 
The detailed proposed active learning scheme had the following steps: 
1) The initial training set was based on feature vectors consisting of 5 features 
(spectral bands) originating from different plant conditions related to nitrogen stress, 
or to Yellow rust infection. From each of the plant conditions (3 types) a total number 
of 9058 vectors were used that corresponded to 3846 healthy plants, to 1343 nitrogen 
stressed plants and 3869 with symptoms of Yellow Rust. The trained one-class SOM 
was then tested with 1312 spectra from healthy canopies, 442 spectra from nitrogen 
stressed plants and 1308 spectra from diseased plants. The success criterion was the 
ability to be able to classify an unknown plant condition to be an outlier when in 
comparison with healthy plants. Healthy plants were considered to be the baseline set. 
2)  The initial target set was subsequently augmented with outlier values that 
came from the newly detected outlier plant condition. The resulting set was then 
considered to be the new baseline set. The same procedure of outlier detection was 
then repeated but this time the criterion of success was the ability to be able to 
classify any new plant conditions to be an outlier in comparison with the just 
augmented baseline set which includes the majority of healthy plants nut also the just 
incorporated plant conditions (which are healthy, nitrogen stress and Yellow Rust). 
3) In the case  a new sample is belonging to a class which was already included 
as part of the target set, then the detection of outliers continues execution internally 
per class in the baseline set and then the sample is being classified in one of existent 
subclasses belonging to the baseline set.  
4) Steps 4 and 5 were repeated, more specific, detection of outliers and 
augmentation were executed for not yet known data which could belong to an already 
existing plant condition category or it might concern some new unclassified types of 
crop conditions. In the presented application the repetition of steps was terminated 
following the creation of 3 classes that corresponded to healthy crop plants and the 2 
health status conditions (which were nitrogen stress, Yellow Rust infection). t has to 
be noted that the total procedure followed from steps 1 to 4 does not require any 
external intervention but is based solely on detection of outliers and subsequent 
augmentation steps which are performed automatically. 
3 Results and Discussion 
Winter wheat infected with Yellow Rust was successfully recognized from nutrient 
stressed and control plants. Highly accurate classification was achieved by using 
Active Learning with OCSOM (Table 1) and OCSVM (Table 2). A performance of 
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more than 94% was obtained in the case of OCSOM (with 10x10 neurons) in both 
nitrogen stress and Yellow Rust symptoms with only 1.95% classified as diseased a 
4.55% as outliers. In the case of OCSVM (with a spread of 1.5) there were more false 
rejects, so healthy plants will be considered erroneously as stressed (10% diseased 
and 2.6% as outliers). 
 
Table 1. The confusion matrix demonstrates the detection results (%) of Healthy (H), Nitrogen 
Stressed (NS) and yellow rust infected (YR) plants with OCSOM. The last column depicts 
samples misclassified as outliers. 
 Detected by OCSOM as (%) 
    H   NS   YR Outlier 
From 
100% 
    
Real H 93.51   0.00   1.95    4.55 
Real NS  0.00 95.15   0.00    4.85 
Real YR  0.65   0.00 94.44    4.91 
Table 2. The confusion matrix demonstrates the detection results (%) of Healthy (H), Nitrogen 
Stressed (NS) and yellow rust infected (YR) plants with OCSVM. The last column depicts 
samples misclassified as outliers. 
 Detected by OCSVM as (%) 
    H  NS   YR Outlier 
From 100 %     
Real H 87.40   0.00  10.00   2.60 
Real NS  0.00 98.88   0.00   1.12 
Real YR  7.75   0.00  89.02   3.23 
While other classification techniques rely on supervised classification and fixed 
classes known in advance, the proposed active learning procedure based on One Class 
Classification does not require any external intervention but is based only on novelty 
detection and iterative knowledge acquisition through new class augmentation.  
Conclusions 
Crop disease (yellow rust) and nitrogen stress manifested on winter wheat plants were 
detected by using non-destructive sensing. The used sensors were a hyperspectral 
imaging spectrograph. The proposed technique has used a classification method 
which consisted of One Class Self- Organizing Maps (OCSOMs) and One Class 
Support Vector Machines (OCSVMs). A novel Active Learning algorithm was 
developed that was based on the two One Class Classifiers. The proposed active 
learning algorithm learns to incrementally classify plant conditions using novelty 
detection based on One Class Classifiers. It relies on building a multiclass classifier 
able to achieve high performance while discovering new, not yet encountered plant 
conditions and constructing the appropriate classes. The samples which cannot be 
attributed to existent categories are collected as outliers by creating an extra class. 
174 RHEA-2014
References 
Ahmed, F., Al-Mamun, H.A., Bari, H.A.S.M., Hossain, E., Kwan, P. (2012). 
Classification of crops and weeds from digital images: A support vector machine 
approach. Crop Protection, 40, 98-104. 
Baker, J., Deng, L., Glass, J., Khudanpur, S., Lee, C. H., Morgan, N., O'Shaughnessy, 
D. (2009). Developments and directions in speech recognition and understanding, 
Part 1 [DSP Education].F Signal Processing Magazine IEEE, 26(3), 75-80. 
Blakeman, R.H., Bryson, R.J., & Dampney, P. (2000). Assessing crop condition in 
real time using high resolution satellite imagery. Aspects of Applied Biology, 
Remote Sensing in Agriculture, 60, 163–171. 
Carter, G.A., & Knapp, A.K. (2001). Leaf optical properties in higher plants: Linking 
spectral characteristics to stress and chlorophyll concentration. American Journal 
of Botany, 88(4), 677–684. 
Chaerle, L., Hagenbeck, D., De Bruyne, E., Valcke, R., Van Der Straeten, D. (2004). 
Thermal and chlorophyll-fluorescence imaging distinguish plant-pathogen 
interactions at an early stage. Plant Cell Physiology, 45(7), 887-896. 
Cibula, W.G., & Carter, G.A. (1992). Identification of a far-red reflectance response 
to ectomycorrhizae in slash pine. International Journal of Remote Sensing, 13, 
925–932. 
Dumont, K., & De Baerdemaeker, J. (2001). In field wheat nitrogen assessment using 
hyperspectral imaging techniques. In G. Grenier, & S. Blackmore (Eds.), 
Proceedings of the third European conference on precision agriculture (pp. 905–
910). Montpellier, France: Agro Montpellier ENSAM. 
Franke, J., Gebhardt, S., Menz, G., Helfrich, H.-P. (2009). Geostatistical analysis of 
the spatiotemporal dynamics of powdery mildew and leaf rust in wheat. 
Phytopathology, 99(8), 974‐984. 
Gebbers, R., Adamchuk, V.I. (2010). Precision agriculture and food security. Science 
327, 828‐ 831. 
Gitelson, A.A., Kaufman, Y.J., Stark, R., Rundquist, D. (2002). Novel algorithms for 
remote estimation of vegetation fraction. Remote Sensing of Environment, 80, 
76‐87. 
Hillnhütter, C., Mahlein, A.K. (2008). Early detection and localization of sugar beet 
diseases: new approaches. Gesunde Pflanzen, 60(4), 143‐149. 
Huang, Y., Lan, Y., Thomson, S. J., Fang, A., Hoffmann, W. C., Lacey, R. E. (2010). 
Development of soft computing and applications in agricultural and biological 
engineering. 
Jensen, J.R. (2007). Remote Sensing of the Environment: An Earth Resource 
Perspective. 2nd. Edited by D. Kaveney: Prentice Hall. 
Lee, W.S., Alchanatis, V., Yang, C., Hirafuji, M., Moshou, D., Li, C. (2010). Sensing 
technologies for precision specialty crop production. Computers and Electronics in 
Agriculture, 74, 2-33.  
Lorenzen, B., & Jensen, A. (1989). Changes in spectral properties induced in Barley 
by cereal Powdery Mildew. Remote Sensing Environment, 27, 201–209. 
RHEA-2014 175
Mahlein, A.-K., Steiner, U., Hillnhütter, C., Dehne, H.-W., Oerke, E.-C. (2012a). 
Hyperspectral imaging for small-scale analysis of symptoms caused by different 
sugar beet diseases. Plant Methods, 8(1), 3. 
Mahlein, A.-K., Oerke, E.-C., Steiner, U., Dehne, H.-W. (2012b). Recent advances in 
sensing plant diseases for precision crop protection. European Journal of Plant 
Pathology, 133(1), 197‐209. 
Masoni, A., Laura, E., & Mariotti, M. (1996). Spectral properties of leaves deficient 
in iron, sulphur, magnesium and manganese. Agronomy Journal, 88(6), 937–943. 
Moshou, D., Bravo, C., Oberti, R., West, J., Bodria, L., McCartney, A., Ramon, H. 
(2005). Plant disease detection based on data fusion of hyper-spectral and multi-
spectral fluorescence imaging using kohonen maps. Real Time Imaging Journal-
Special Issue on spectral Imaging II, 11(2), 75-83. 
Moshou, D., Bravo, C., West, J., Wahlen, S., McCartney, A., Ramon, H. (2004). 
Automatic detection of ‘yellow rust‘ in wheat using reflectance measurements and 
neural networks. Computers and Electronics in Agriculture, 44, 173‐188. 
Oerke, E.-C., Dehne, H.-W. (2004). Safeguarding production ‐ losses in major crops 
and the role of crop protection. Crop Protection, 23, 275‐285. 
Polischuk, V.P., Shadchina, T.M., Kompanetz, T.I., Budzanivskaya, I.G., Sozinov, 
A.A. (1997). Changes in reflectance spectrum characteristic of Nicotiana debneyi 
plant under the influence of viral infection. Archives of Phytopathology and Plant 
Protection, 31(1), 115–119. 
Rumpf, T., Mahlein, A.K., Steiner, U., Oerke, E.C., Dehne, H.W., Plümer, L. (2010). 
Early detection and classification of plant diseases with Support Vector Machines 
based on hyperspectral reflectance. Computers and Electronics in Agriculture, 
74(1), 91‐99 
Saunders R. and J. S. Gero, “A Curious Design Agent: A Computational Model of 
Novelty-Seeking Behaviour in Design”. In Proceedings of the Sixth Conference 
on Computer Aided Architectural Design Research in Asia (CAADRIA 2001). 
Sydney, 2001, pp. 345-350. 
Wang, X., Zhang, M., Zhu, J., Geng, S. (2008). Spectral prediction of Phytophthora 
infestans infection on tomatoes using artificial neural network (ANN). 
International Journal of Remote Sensing, 29(6), 1693–1706. 
Waske, B., van der Linden, S., Benediktsson, J. A., Rabe, A., Hostert, P. (2010). 
Sensitivity of support vector machines to random feature selection in classification 
of hyperspectral data. IEEE Transactions on Geoscience and remote sensing, 
48(7), 2880‐2889. 
Wu, D., Feng, L., Zhang, C., He, Y. (2008). Early detection of Botrytis cinerea on 
eggplant leaves based on visible and near-infrared spectroscopy. Transactions of 
the ASABE, 51(3), 113‐ 1139. 
Zhang, M., Meng, Q. (2011). Automatic citrus canker detection from leaf images 
captured in field. Pattern Recognition Letters 32, 2036-2046. 
176 RHEA-2014
COMPARISON OF TWO NEW AUTOMATIC 
TECHNIQUES FOR EXPOSURE TIME CONTROL IN 
AGRICULTURAL IMAGES 
J.M. GUERRERO1, M. MONTALVO2, M. GUIJARRO1, J. ROMEO1, G. PAJARES1 
 
1Dpt. Software Engineering and Artificial Intelligence, Facultad de Informática, University 
Complutense of Madrid, 28040 Madrid, Spain 
2Dpt. Computer Architecture and Automatic, Facultad de Informática, University Complutense 
of Madrid, 28040 Madrid, Spain 
Abstract. Agricultural images in Precision Agriculture are most times used for 
crop lines detection and weeds identification. Segmentation is an important task 
required to identifying plants, so the machine vision system has to provide high 
quality images in order to make it possible. The camera captures images in 
outdoor scenarios under uncontrolled illumination, thus its sensor needs a 
specific control to acquire images under different lighting conditions caused by 
sunny, cloudy days or days with alternating sunny spells. This paper provides 
two new different automatic techniques for capturing images with sufficient 
quality based on the control of the exposure time. The first based on the spectral 
components from a RGB image and the second on the Intensity image, obtained 
by transforming the original RGB image into the HSI color space. A 
comparative analysis is carried out among them. 
Keywords: Exposure Time, Illumination, Precision Agriculture, Computer 
Vision, Real-time processing. 
 
1 Introduction  
The use of robotic systems equipped with vision-based sensors for specific 
treatments in agronomic tasks, including Precision Agriculture (PA), is in continuous 
growth. Crop row detection and weeds identification are two common tasks in PA 
requiring the image acquisition with the highest quality as possible and also the 
highest definition, because of crop row detection can be used for both robot guidance 
and weeds identification, they must be detected with the highest accuracy. 
 
The quality is affected by the amount of light received by the sensor where the 
iris is in charge of this. Auto-iris or software-based techniques are two procedures to 
do that. In our case, the auto-iris requires the use of a motorized optical lens for such 
purpose, which is not appropriate in machine vision systems on-board tractors due to 
the continuous vibration. On the other hand, some software techniques such as auto 
white balance require the identification of points from a white area or with a relevant 
brightness that most times are not common in the images coming from the agricultural 
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field and acquired under real and adverse environmental conditions. Thus, the 
software techniques used in this paper are based on the study of the RGB (Red, 
Green, Blue) spectral channels and the Intensity image after HSI (Hue, Saturation, 
Intensity) conversion of the Region Of Interest (ROI) which is the specific area to be 
treated in the field. 
As we can see in Figures 1 and 2, an incorrect adjustment of exposure time 
makes that segmentation methods used to extract vegetation from the images fail 











Fig. 2. Segmentation and binarization. (a) from figure 1(a); (b) from figure 1(b). 
 
Based on the requirements mentioned above, the methods designed for exposure 
time control should achieve a trade-off with the best exposure time and minimum blur 
effect, i.e. with sufficient image quality to distinguish the green parts among other 
parts in the agricultural field. 
2 Materials and methods 
2.1 Materials  
The camera and optical system are encapsulated inside its housing with IP65 
protection and internally equipped with an automatic fan which is triggered if the 
temperature overpasses 50ºC, Figure 3. 
The camera used in our experiments is the SVS-VISTEK SVS4050CFLGE. This 
model is robust enough and very suitable for agricultural applications. The CCD is a 
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Kodak KAI 04050M/C sensor with resolution of 2336 x 1752 pixels and 5.5 x 5.5 m 
pixel-size and a Bayer color filter with Green-Red pattern. This device offers the 
possibility to configure several parameters such as exposure time control, which 
determines the time taken to capture the image; Red, Green and Blue gains to enhance 
a color against the others, where a value can be set for each channel and include auto-
calculation of the gains based on white balance; temperature monitorization. 
The optical system consists in 1.9/10-0901 lens from Schneider Kreuznach 
Cinegon (2014a) with manual iris aperture (f-stop) ranging from 1.9 to 16 and manual 
lockable focus. The focal length is fixed to 10 mm and the system is equipped with a 
Schneider (2014b) UV/IR 486 cut filter due to the high sensor sensitivity to the NIR 
(Near-infrared) radiation and to a lesser extent to the Ultra-Violet (UV) radiation. 
This filter blocks the wavelengths below 370 nm and above 760 nm. Figure 3 displays 
the system on-board the tractor, the camera and accessories inside the housing and the 
camera with the optical system and filter. 
 
 
Fig. 3. Camera-based sensor on board the tractor. 
 
The images have a resolution of 2336 x 1752 pixels and are processed by a 
cRIO-9082, with a 1.33 GHz dual-core processor and LX150 FPGA running under 
LabView 2011 from National Instruments (2014), which is robust enough and 
specifically designed for real-time processing. The images had been acquired in the 
CSIC-CAR in Arganda del Rey (Madrid) on May 2013 in a maize field, with the 
tractor stopped and also moving around the field.  
The ROI, used for obtaining the required values to exposure time control, is 
located on the ground to three meters away from the point of intersection of the 
imaginary vertical line passing through the center of the CCD and the ground. It 
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covers three meters wide and two meters long. The ROI defines the area where the 
site-specific treatment is to be applied. 
2.2 Method 
The proposed automatic method is sketched in Figure 4.  
 
 
Fig. 4. Automatic procedure for controlling the exposure time. 
 
It consists of several modules to obtain the original RGB image from the 
camera, with the system requirements displayed in the box at the upper left part. Once 
the image has been captured, the ROI is the unique part in the image to be processed. 
This ROI is studied through its mean values of RGB channels or the Intensity image 
obtained by transforming the ROI from RGB to HSI model. If the statistical mean 
values obtained from the histogram meet specific range values, we consider that the 
image has been captured under good illumination conditions, with sufficient quality, 
being valid for segmentation. On the other hand, if the values are outside the range, 
180 RHEA-2014
the image must be dismissed and the exposure time has to be adjusted, increasing or 
decreasing it if the values are respectively below or above the expected range. 
 
The box in the upper left part assumes the following system requirements, which 
are to be applied during the proposed procedure:  
 Gains: specify that the images are captured with fixed gains values. In this 
case gains are not applied to specific RGB spectral channels because when gains 
change continuously the image quality is affected (Jiang et al., 2011).  
 Iris aperture: the iris aperture is fixed to an intermediate value of 6 which 
guarantees that sufficient illumination is received in the CCD without excess and 
without default. We do not use motorized systems because the tractor works under 
adverse conditions and sometimes in extreme outdoor environments.  
 White balance: unlike commercial cameras using this technique, in our case 
we do not use white balance because our ROI could no contain the required reference 
white patch; moreover our interest is focused on image quality from the point of view 
of machine vision instead of a good image quality from the point of view of human 
visualization.  
 Temperature: the illumination variability is controlled with the proposed 
automatic approach. The temperature is always below 50ºC. This guarantees the CCD 
chip works properly, as specified by the manufacturer. 
 
In order to obtain the range values belonging to each method, a set of 1834 
images was divided according to a human expert criterion into three groups: a) 
underexposed; b) normal; c) overexposed. After that, each method obtains these 
ranges values as follows. 
 
2.2.1 RGB Method  
For the RGB method, exposure time is obtained from a simplification of our 
previous work in Montalvo et al., (2013b). The values for the RGB method are 
obtained studying the histograms of the images under different illumination 
conditions. Because of the ROI contains Red and Green as the dominant spectral 
channels, only it is required the analysis of these two channels but not the Blue one. 
According to mean values of these sets, we adjust the exposure time ( ET ) based on 
the current one ( currentET ) as follows: 
 
 













     (1) 
where i represents Red and Green channels and im  are the corresponding mean values
 ,R Gm m from the histogram under analysis; the subscripts u and l means upper and 
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lower values limiting the corresponding parameters which are fixed to 229.2uRm  , 
225.4uGm  , 26.7lRm  and 24.6lGm   according to the upper and lower values 
obtained from the underexposed and overexposed sets respectively. The Rrefm  and 
Grefm  values are obtained from a histogram used as reference and fixed to 82.2 and 
75.4 respectively.  
 
2.2.2 HSI Method  
 
The HSI method is an improvement where the starting point is Guerrero et al., 
(2012b) who propose a new approach with two main processes: learning and decision. 
The first one is intended to obtain a threshold value that will determine if the image is 
considered to be highly illuminated or not. With such purpose, we consider the 
illumination as a decisive factor and apply a transformation from the original RGB 
image data to the HSI color space, which is a common practice to know some effects 
derived from the illumination (Cheng et al., 2001; Burks et al., 2000). In this case, we 
obtain the Intensity channel transforming the ROI from RGB to HSI. After that, we 
compute the mean value of the Intensity channel ( Im ) and the exposure time is 
adjusted as follows: 
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where um  and lm  represent the upper and lower limits, fixed to 0.6 and 0.4 
respectively. The threshold between underexposed and normal images are the nearest 
to 0.4, being the highest value obtained from the underexposed images (0.38) and the 
lowest value from normal images (0.4). Otherwise, the threshold between normal and 
overexposed images ranges in 0.58 and 0.61, being the highest and lower values from 
these sets respectively, both close to 0.6. 
3 Results 
In order to assess the validity of each proposed approach we have designed the 
following two different test strategies to study the accuracy of green detection and the 
tendency of each method to capture images under, normal or over exposure.  
3.1 Accuracy of greenness detection 
For the purpose of capture images under different illumination conditions caused 
by the variability due to different densities of clouds, we select images captured at ten 
different locations of the tractor in the field, at each position we apply both methods 
obtaining ten images for each one. Also, for each position we force the ET with 
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different values to capture ten underexposed, ten normal and ten overexposed images. 
The values of ET are fixed between 1 and 20ms for underexposed images, 20 and 
80ms for normal images and from 80 to 100ms for overexposed images. A total of 
500 images were obtained. 
We test the accuracy in greenness detection on a selection of 40 images. A 
ground-truth image of the ROI is built from the obtained binary image after greenness 
identification and binarization using the Support Vector Machines (SVM) method 
described in Guerrero et. al (2012a). This binary image is manually touched up, so 
that isolated or groups of pixels are relabeled as white or black pixels, according to a 
human expert criterion.  
Later we compare the binary image obtained by SVM method against the 
corresponding ground-truth image. Based on this we compute the following 
quantities: 
 TW (true whites), number of pixels classified as white in SVM image 
and also in ground-truth image. 
 TB (true blacks), number of pixels classified as black in SVM image and 
also in ground-truth image. 
 FW (false whites), number of pixels classified as white in SVM image 
and black in ground-truth image. 
 FB (false blacks), number of pixels classified as black in SVM image and 
white in ground-truth image. 
 
With these quantities we compute the correct classification percentage (CCP) as 




TW FW TB FB
     
(3) 
 
Table 1 displays the averaged CCP values over the 40 images analyzed for 
greenness identification and the averaged processing time of the RGB and HSI 
methods.  
 
Table 1. PCC values for greenness identification for underexposed, normal (with and without 




Normal + adjustment 
Overexposed 
 no RGB HSI 
CCP  62.8 86.6 90.5 91.2 42.5 
Proc. time (μs)   108 114  
 
Both strategies have been also tested with the tractor walking in the field 
acquiring images with a rate of 10 fps. The original image and the processed are both 
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stored for posterior analysis every half second. From the set of 2547 images available, 
1158 are processed with the RGB method and 1389 with the HSI method, we have 
randomly selected the 2% of the available images, i.e. 24 and 28 for each method 
respectively, and we have built the corresponding ground-truth for the ROIs under 
processing. The averaged CCP achieved is 88.3 and 90.4 for each strategy, i.e. with 
the same order of magnitude as that previously obtained in Table 1.  
From results in Table 1 we can infer that the worst situation is obtained with 
over exposure, this is because when this occurs the sensor is impacted without 
possibility of recovery. With the images catalogued as under exposure still is possible 
to achieve some results modifying gains or applying equalization techniques in the 
image. Both situations must be avoided, but specially the over exposure. 
3.2 Tendency to under, normal or over exposure 
The second test has been designed to study the tendency of each strategy. Then, 
the tractor is positioned at the same location in the field acquiring images with both 
techniques during a sunny day with many clouds. We recorded the images and its 
corresponding exposure time.  
As we can see in Figure 5, both methods work properly acquiring most of the 
images with a normal exposure time, although RGB method tends to capture images 
with higher exposure time than HSI method. The fact that some underexposed and 
overexposed images appears is because the algorithm needs some images to calibrate 
the exposure time at the beginning during the acquisition. As we mentioned in the 
section 3.1, although under and over exposure must be avoided, with underexposed 
images it is possible to achieve some acceptable segmentation results; so we can 
conclude that both methods acquire many images properly, but HSI method 
outperforms RGB method. 
 
 
Fig. 5. Exposure time variations. 
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4 Conclusion 
We have proposed and compared two effective approaches for controlling the 
exposure time during the acquisition of agronomic images in outdoor environments 
under uncontrolled illumination and also with a tractor walking in the field during 
agronomic tasks. Although both methods acquire good quality images, the HSI 
method outperforms the RGB method because tends to capture images with a lower 
exposure time and achieves better CCP despite its processing time is slightly higher. 
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Abstract. This paper addresses the problem of sensing the 3D structure
of the soil surface, as soil surface properties provides extensive informa-
tion on soil properties and tillage outcome. We describe a system for fast
production of soil surface digital elevation models of larger areas using
a laser range scanner mounted on an All-Terrain vehicle (ATV) mov-
ing through fields with different soil conditions and tillage treatments.
The system is based on the software framework Robot Operating Sys-
tem (ROS), which enables easy implementation onto field robots based
on the latter framework. Experimental data was recorded in a field in
Foulum, Denmark, in the period September, 13-14, 2013. Examples of
ploughed and cultivated soil from the experimental data is shown.
Keywords: Soil surface, 3D imaging, Laser measurement system, Mo-
bile scanning
1 Introduction
Modern farming need to be efficient from an economical and environmental point
of view, hence optimal use of tools is essential in all processes. In the majority
of fields the soil texture, moisture, and other factors, having an impact on the
outcome of the same mechanical operation, are highly variable. Hence, current
soil treatment machinery does not ensure an optimal tillage as they lack the nec-
essary sensory feedback for automatic control. This paper addresses the problem
of sensing the 3D structure of the soil surface, as soil surface properties can pro-
vide extensive information on soil properties and tillage outcome (Arvidsson and
Bo¨lenius 2006; Hirschi et al 1987; Le Bissonnais et al 2002; Legout et al 2005;
Rudolph et al 1997).
Parameters such as aggregate size and height describe the soil surface and
finding the amount and spread of aggregates in different size categories will help
to describe the seedbed quality. Recent research indicates that 3D structure of
the surface is a more sensitive parameter in tillage operations, than parameters
such as bulk density or the saturated hydraulic conductivity (Arvidsson and
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Bo¨lenius 2006). The seedbed quality can be described by the size of aggregates
in the soil. In Braunack et al (1989) a review was done of the effect of aggregate
size in order to optimize the seedbed.
It is possible to build a Digital Elevation Model (DEM) of the soil surface at
millimetre resolution on areas of square meter size. Multiple authors have used
laser scanners with success for building such maps in laboratory setting or under
static or controlled conditions (Darboux and Huang 2003; Eltz and Norton 1997;
Huang and Bradford 1992; Raper et al 2004). Also photographic stereo vision
systems have been used with success under the same circumstances (Helming et
al 1992; Rieke-Zapp and Nearing 2005; Scharstein and Szeliski 2003; Zribi et al
2000). In McDonald et al (2000) stereo vision and micro-wave sensing is used and
compared to measure soil surface roughness. Other non-contact methods have
also previously been applied e.g. Robichaud and Molnau (1990) using ultrasonic
sensing.
In less controlled environments, laser systems have also been used for deter-
mining shape and size distribution of a flow of rock material on conveyor belts
(Anderson et al 2012; Sinecen et al 2011). Additionally airborne Light Detec-
tion and Ranging (LiDAR) observations have been used for estimating surface
roughness of large areas (Turner et al 2014).
Automatic sensing of soil surface properties prior and after tillage provides
extensive information on soil treatment, hence creating the knowledge base for
future automated cultivation systems capable of establishing homogeneous high
quality seedbeds under spatial heterogeneous soil conditions. This paper de-
scribes a system for fast production of soil surface DEMs of larger areas using a
laser range scanner mounted on a vehicle moving through the field. Data from
the system is a part of ongoing research to design a method for automatic control
of a cultivator for seedbed preparation.
2 Materials & Methods
2.1 Sensor System & Mounting
A laser range scanner is mounted in front of an All-Terrain Vehicle (ATV), facing
directly down towards the soil surface (see figure 1 for a photo of the ATV
with sensors). This ensures that the soil is not disturbed by the vehicle before
scanning. The laser range scanner used in this paper is the SICK LMS511, which
is a line scanning device returning the distance from the scanner to objects in a
single line. It was chosen due to its high resolution, precision and its fast scan
rate. The fast scan rate is necessary to obtain a high resolution in the vehicles
driving direction. This is because the laser range scanner is mounted with the
scanning direction perpendicular to the vehicles driving direction. The vehicles
movement therefore acts as part of the scanning system and the distance between
laser scan lines therefore depend on the vehicles speed and the scan rate of the
laser range scanner. The distance from the laser scanner to the soil surface is
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Fig. 1. Photo of the ATV with sensors
not critical, but in order for the sensor to have a proper field of view, a distance
of about 1 meter was found to be satisfying.
To help correct the orientation and position of the laser scanner in relation to
the soil surface, an inertial measurement unit (IMU), VectorNav VN-100 Rugged,
has been mounted on the housing of the laser range scanner.
In the setup used in this paper, the speed of the vehicle is determined by a
radar ground speed sensor, Dickey-John Radar-II, mounted on the front of the
vehicle with a 35 degree angle in relation to the ground. An Arduino Uno board
serves as a simple interface from the radar ground speed sensor to the PC. The
sensor outputs a 12V pulse signal which necessitated a voltage regulation to 5V
due to the Arduino board. In this case a simple zener diode voltage regulation
was used.
The laser range scanner is powered by a 24V LiPo battery. A 12V DC/DC
converter is used to convert the voltage for the radar ground speed sensor. The
PC is running on the internal battery and supplies the Arduino and IMU with
power by USB.
Figure 2 shows a diagram of how the hardware is connected.
2.2 Data Processing
The system utilizes FroboMind which is a robot control system software platform
based on the software framework Robot Operating System (ROS) (Frobomind
2014; ROS 2014). This provides libraries and tools for field robot creation. The
mobile scanning system is not a full-blown autonomous robot, but would be
easily implemented in field robots based on FroboMind and ROS.
The radar ground speed sensor outputs a pulse signal with a frequency cor-
responding to the detected speed. The Arduino collects the pulses which can
then be sampled by the PC. This input is used to calculate the odometry of the
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Fig. 2. Diagram of the hardware
vehicle. The odometry tells the system where to place incoming data points from
the laser range scanner in a point cloud. The angle of the line scan is further
transformed based on the input from the IMU, which corrects any tilting of the
vehicle.
The system outputs and stores the point cloud, but can also be set to output
an interpolated image. This interpolated surface image can be used with con-
ventional image processing techniques and is based on a user defined amount of
line scans from the laser range scanner.
Figure 3 shows a diagram of the data flow in the software.
Fig. 3. Diagram of the data flow in the software
3 Results
3.1 Performance test
To evaluate the performance of the mobile scanning system, known objects were
placed on a flat tarmac and scanned. The scanned objects were foam mats cut to
have a surface with triangular shaped ridges. This surface shape is well defined
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and is easily measured for ground truth. The ridges are 5cm wide and 6cm high.
The scanned foam is compared to a ground truth image generated with the
ridges measurements.
Figure 4 shows the results of scanning the foam mats with the mobile setup
with a velocity of approximately 2 km/h. The error is found by subtracting the
real scan from the ground truth and results in a standard deviation of 1.1cm.
Fig. 4. Foam scan for performance testing
3.2 Field data
The field data used in this paper were recorded during September 2013 in
Foulum, Denmark in a sandy loam soil. There had been little to no rain in
the days prior to the experiments and the soil was drained to normal tillage
condition. In the field test different soil tillage operations were performed and
afterwards scanned with the mobile setup. This included ploughed soil and cul-
tivated soils.
An example of data collected during the field study is shown in figure 5. The
figure shows a ploughed and a cultivated soil surface. The shown data is only
a small slice of the entire data set as each scanned row was approximately 50m
long. The field was scanned with a velocity of approximately 4 km/h.
The surface scans shows that the soil surface is considerably more even after
cultivation. This is consistent with the real surfaces before and after cultivation.
4 Discussion
The speed of the vehicle directly affects the data point density in the direction
of movement. In order to detect an object, the laser range scanner beam needs
to fully incident on the object at least once. The point cloud density therefore
affects the minimum object/aggregate size that is detectable. Any requirements
to detectable object sizes will therefore dictate a maximum velocity. Higher
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Fig. 5. Examples of field data. A ploughed and a cultivated slice of roughly equal
length.
scanning frequency, however, increases this maximum velocity, but at the cost
of density across the scan. Speed and scanning frequency is therefore a trade off,
but in the case of this study, the highest scanning frequency of the LMS511 (100
Hz) was found to produce the best results.
The laser scanner returns the range from the scanner head to the surface. This
means that the data from the laser scanner is converted from polar to cartesian
coordinates in order to obtain a depth image that describes the distance from
laser scanner plane to a given point on the surface. The field of view of the
laser range scanner is again limited by requirements to data point density. The
laser range scanner has a constant angular resolution depending on the scanning
frequency. Due to this, the data density is highest right under the laser range
scanner. The further to the side of the scan, the more distance is travelled on the
surface for each angular step resulting in sparser data density. Problems with
shadowing by larger objects/aggregates also increases the further to the side the
laser has to scan. With the laser range scanner mounted and configured like in
this paper, good results were obtained with a field of view of up to 1.7m. With a
wider field of view, the data point density at the edges of the scan would exceed
2cm between each data point (when the system is standing on a flat surface).
This is deemed to be too sparse for a good representation of the soil surface.
Using only the radar ground speed sensor to measure the vehicles forward
motion limits the system to recording DEMs in a straight line, as there is no
information about how the vehicle is turning. This was not a problem in the
field study since only single straight rows were examined. The limitation could
possibly be remedied by using encoders on multiple wheels instead of a single
radar ground speed sensor for calculating odometry. This, however, introduces
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another problem if the vehicle experiences tire slip. Alternatively, IMU and high
precision GPS data could possibly be used for obtaining the vehicle position.
Many image processing algorithms require a traditional image instead of a
point cloud. This is why the system is able to output an interpolated image
from the data point cloud. However, one has to keep in mind that a pixel in the
interpolated image does not necessarily correspond to a data point in the point
cloud as the rigid grid of pixels is an interpretation of the point cloud data based
on the interpolation algorithm. Interpolation requires additional processing time
and the resolution of the interpolated image impacts the processing speed. This
may be a limitation if the system has to run in real time.
5 Conclusion
The mobile surface scanner described in the paper has shown that it is possible
to scan large surface areas in the field in a short amount of time. The system
has shown good results with a field of view of roughly 1.7m across the scanning
direction and a velocity of 2-4 km/h. The system was tested by scanning known
objects and comparing them to a ground truth. This test showed that the scan
had a standard deviation of 1.1cm. Additionally the system was tested in the
field on ploughed and cultivated soil.
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Abstract. A mobile terrestrial laser scanner was developed for high resolution 
and high accuracy scanning of orchards. In this communication the first results 
of the data processing and analysis is presented after scanning an olive tree 
orchard. Specifically, canopy height information is extracted and mapped 
allowing the spatial representation of this parameter in sets of data representing 
10 cm sections and 1 m sections along the rows. The obtained maps will help 
farmers to detect growth problems in orchards and to improve its management. 
Keywords: LiDAR, point cloud, canopy characterization, precision 
fructiculture, mapping 
1 Introduction  
1.1 Canopy characterization 
The use of LiDAR (Light Detection and Ranging) technology to characterize the 
vegetation is consolidated in forestry applications (Wulder et al., 2012) and recently, 
it has also experienced a great development in agricultural applications (Rosell and 
Sanz, 2012). These applications make use of both airborne LiDAR as well as 
terrestrial LiDAR scanners (TLS). The first type is able to measure large areas in a 
short time. In contrast, TLS cover much smaller areas but offer a greater density of 
measures and a better accuracy (Sanz et al, 2013). Within TLS it is possible to 
distinguish 2D LiDAR and 3D LiDAR. The formers are predominant in forestry 
applications due to the difficult access to the studied areas (Hopkinson et al, 2004). In 
agricultural applications, 3D LiDAR are used although 2D LiDAR are predominant 
due to their lower cost and the ease of moving them inside the crops. Recently, new 
2D LiDAR have appeared in the market. These new models are characterized by a 
lower size, weight and cost, wider scanning windows (up to 360 degrees), more than a 
thousand measures per scan and longer ranges (Demski et al, 2013). Finally, a novelty 
is the development of multiecho LiDAR sensors. This capability allows to measure 
the distant of subsequent impacts in the case that the laser beam impacts on a first 
target is not complete (Lin and Hyyppa, 2012).  
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These advances allow obtaining higher point density and less time for performing the 
measurements. Moreover, multiecho technology allows a better knowledge of the 
internal structure of the vegetation. These technological improvements make a more 
accurate geometric characterization of the vegetation possible. This information is 
very valuable for agricultural management in the framework of Precision Agriculture. 
 
The system presented in this communication is a mobile terrestrial laser scanner 
(MTLS) implemented with of one of these last generation LiDAR sensors able to 
acquire high density point clouds of the orchard to extract information to improve the 
orchard management. What it is presented are the first steps of data analysis and the 
mapping of high spatial resolution tree heights. The farmer could use this information 
to detect variability related to the growth of trees and to decide if and where a variable 
rate approach would be interesting. 
2 Materials and Methods 
2.1 Olive orchard 
The orchard scanned was an irrigated intensive olive orchard of Olea Europea cv. 
‘Arbequina’ for high quality oil production. The trees are mechanically harvested so 
tree height should be monitored and controlled. Row spacing is 4.2 m and tree 
spacing is 2.2 m. A maximum size tree is 3.75 m tall and 2 m wide. The orchard is 
located at Torres de Segre, Lleida, Catalonia, Spain (X=296850m, Y=4599700m, 
UTM 31N / ETRS89). The orchard is 2.5 ha although the scanned area was 1 ha. A 
view of the orchard is seen in Figure 1. 
 
 
Fig. 1. Intensive olive orchard where the scanning system was tested. 
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2.2 Scanning system 
The MTLS implements a UTM30-LX-EW 2D, high speed (40 Hz), multiecho (not 
used) LiDAR sensor (Hokuyo, Osaka, Japan). The sensor provides the distance to the 
object impacted by the laser beam emitted at an angular resolution of 0.25º, making a 
total of 1081 measurement points for each complete 270º scan. The sensor gives the 
results of the measured distance in polar coordinates (angle and radial distance from 
the sensor) with respect to the coordinate system with origin in the sensor itself. This, 
and hence the origin of polar coordinates, is moved along the alleys of the plot 
boarded onto a vehicle at a height of 2 m above the ground. The position of the 
LiDAR sensor is determined by an RTK-GPS receiver placed above the sensor at a 
rate of 20 Hz. The data generated by the RTK-GPS must be synchronously combined 
with the polar data points obtained by LiDAR impacts. To obtain the georeferenced 
3D point cloud the polar coordinates of the points are transformed into UTM/ETRS89 
absolute coordinates. A general view of the MTLS is shown in Figure 2. 
 
 
Fig. 2. Mobile terrestrial laser scanner designed to scan orchards. 
2.3 Data processing 
The implemented software received input from a set of files, each containing polar 
coordinates of the points acquired during the displacement of the MTLS along the 
orchard alley (space between two rows). In these files, each single scan contained 
1081 points, 540 of which were readings that correspond to the right hand side of the 
LiDAR while the remaining 540 corresponded to the left hand side. These groups of 
points belonged to different rows. The program which transformed the coordinates 
stored each point of different rows in different files. As the various alleys were 
processed, the points that belonged to the same row remained grouped in a single file. 
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During this first processing step, those points that were part of the ground were 
discarded. Those points located at a height less than 30 cm above the ground (trunks, 
weeds, etc.) were eliminated. A second filter to only consider those points located 
between 60 cm and 4 m from the LiDAR sensor was also applied. We empirically 
observed that the points of a row of trees adjacent to the LiDAR lied between these 
two limits. The points at a shorter distance were usually noise while those found 
further away corresponded to non-contiguous rows. Once we had the points in 
UTM/ETRS89 coordinates stored in a different file for each single row, there was a 
second step that processed each row separately. In this case, the first point of each 
row (which was closer to the end) was taken as a reference. From there, for each point 
of the row, the distance between it and the reference point was calculated. All points 
of the row were classified into groups according to the distance to the reference point. 
The first group contained those points which were found between 0 and 10 cm from 
the reference point. The second group contained those points between 10 cm and 20 
cm, and so on. When the points were already grouped, each set was analyzed and then 
the point with maximum Z coordinate was selected, and the distance to the ground 
was computed and stored as the maximum canopy height of the group. Then, there 
was a second process with each set of 10 contiguous groups of row, with a total actual 
distance of 1 m. For each set, the centroid in UTM/ETRS89 coordinates (x, y, z) was 
determined as well as the averaged maximum heights and the standard deviation of 
the 10 maximum heights. The point clouds are visualized with the open source 
software CloudCompare (CloudCompare, 2014). 
Taking the groups of impacts every 10 cm along the plantation rows, two height 
variables were analysed: a) the maximum height of the canopy every 10 cm along the 
row (maximum tree height) and b) the average of these maximum heights within 1 m 
along the row. Firstly, descriptive statistics was used to report on the two variables 
(observations, mean, median, standard deviation and coefficient of variation as well 
as histrograms). Secondly, the variographic analysis and mapping of these two 
variables was performed using ArcGIS 10.2 together with the extension Geostatistical 
Analyst. The interpolation was performed with ordinary kriging or Gaussian process 
regression according to the semivariogram models fitted in each case. The model 
selection criterion was minimizing the root mean square errors (RMSE).  
To generate a digital terrain model (DTM) of the orchard, the data were processed as 
follows: when an alley was processed, the points located at a height less than 15 cm 
above the ground were considered part of the ground and stored in a separate file. 
This file was processed dividing the ground in 20x20cm tiles. Then, the average 
height of each tile was calculated. Those points of each tile having a height above 15 
cm were eliminated. This processing served to eliminate points which probably would 
belong to grass, only keeping the points that make up the DTM. 
3 Results and discussion 
3.1 Point clouds 
Figure 3 shows a representation of the point cloud of the orchard. The only process of 
data is transferring the UTM/ETRS89 coordinates of the sensor to the points. The 
number of points in the cloud is about 87,000,000 of 1st echo impacts and 8,500,000 
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of 2nd echo impacts (not used in this work). The impact density in the orchard is more 
than 8,000 points per unit ground area. 
 
 
Fig. 3. Georeferenced point cloud of the whole olive orchard. Colour scale from blue to green 
according to lower (ground) to higher (tree top) UTM/ETRS89 Z coordinates, respectively. 
3.2 Descriptive statistics 
Figure 4 shows the histograms of the maximum heights and the averaged maximum 
heights. In both cases, the histogram does not fit a normal distribution (KSL Test, 
p<0.01), with very similar values when the descriptive statistics (Table 1) are 
compared. This result is interesting because it questions the need for more or less data 
acquisition when trying to map the characteristics of the vegetation within a plot. The 
degree of variation in the data decreases when working with the averaged maximum 
heights, as expected. However, the variability (CV) observed with the averaged 
heights (12.12%) is very similar to that shown with the data obtained with higher 
spatial resolution (12.65%). A geostatistical analysis is needed to assess the suitability 
of using either one type of data or the other. 
 
Table 1. Descriptive statistics of the olive trees heights. 
 







Maximum heights 26462 2.990 3.017 0.378 12.65 
Averaged maximum heights 2652 2.981 3.018 0.361 12.12 
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Fig. 4. Distribution of the maximum heights of olive trees obtained every 10 cm along the rows 
(left), and distribution of the average of the previous maximum heights every meter along the 
rows (right). 
3.3 Height mas 
Table 2 shows the selected semivariogram models that minimized RMS errors for the 
set of maximum heights (every 10 cm) and for the set of average maximum heights 
(every 1 m). 
 
Table 2. Semivariogram models for the mapped variables: maximum heights (every 10 cm) 
















Maximum heights - 
Spherical 0.0073 0.1143 0.1216 0.0601 2.25 0.1197 
Averaged maximum 
heights - Exponential 0.0494 0.0599 0.1093 0.4519 9.75 0.2763 
 
The Nugget/Sill ratio (Cambardella index) shows a strongly structured (maximum 
heights) and moderately structured (averaged maximum heights) spatial variability of 
the variables. The range somehow reflex the type of data represented. The range for 
the maximum heights semivariogram is much shorter than the one for the averaged 
maximum heights showing a higher spatial variability while the averaged data softens 
this variability across the orchard. This parameter gives an idea of what would have to 
be the response distance of variable rate operations in site-specific management 
assuming that canopy height variability could be used for that purpose. Figure 5 and 
Figure 6 show the semivariogram models of each variable. 
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Fig 6. Exponential semivariogram model to interpolate the averaged maximum height dataset. 
Figure 7 shows canopy height maps representing the two analysed variables 
(maximum heights and averaged maximum heights) as coloured contour lines for 
several height classes. The map representing the maximum height every 10 cm shows 
much more variability than the averaged map, as expected. However, the overall 
distribution is fairly similar. Figure 8 shows a raster map placed onto the rows easing 
the process of locating specific trees in the orchard. 
Although this technique is not providing the reasons explaining the variability, it 




Fig. 7. Canopy height map from MTLS impacts interpolated to the whole field. Left: maximum 
heights every 10 cm along the rows. Right: averaged maximum heights every 1 m along the 
rows. 
 
Fig. 8. Maximum height of LiDAR impacts along the crop rows. Left: maximum heights every 
10 cm along the rows. Right: averaged maximum heights every 1 m along the rows. 
4 Conclusions 
The developed mobile terrestrial laser scanner (MTLS) allows the acquisition of high 
density point clouds. The developed algorithms to analyse and map the canopy 
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heights have been proven to be able to extract information on the canopy/tree heights 
in a 10-cm- and 1-m-resolution basis. 
 
Further research is to be done regarding the extraction of other geometrical and 
structural parameters of the canopy. 
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Abstract. We propose a new method to compute the exposure time for images 
acquisition in agricultural applications. The images are captured by a camera 
above a tractor looking at the ground of the maize field. The tractor navigates 
through the ground field which is an outdoor environment where light conditions 
are uncontrolled. Reflections, shadows and other undesired conditions may 
appear. This method adjusts the exposure time in an incoming image based on 
the one adjusted in the previous image. The information required for this 
automatic setting is based on the comparison between the current and the 
previous image. The proposed automatic method can cope with the highly 
variable illumination conditions. This makes the main contribution of this work. 
We use a Region Of Interest (ROI) instead of the whole image for the 
adjustment. We accelerate the process to achieve real time performances by 
down-sampling the original images. Also we use morphological operations to 
soften values and to avoid peaks.  
Keywords: Automatic exposure time, uncontrolled lightening conditions, 
agricultural images, real time, image processing 
1 Introduction  
The increasing development of robotic systems in many diverse fields has arrived 
to agricultural vehicles and it is used for site specific treatments in agriculture. In this 
way, the robot navigates and acts over a site-specific area of a larger farm (Davies et 
al., 1998), where one important part of the information is supplied by the vision 
system. Images with sufficient quality are to be captured, where the Exposure Time 
(ET), which determines the time taken to capture the image, plays an important role. 
A large number of works have addressed the issue of image crop row 
identification and weed detection with satisfactory results using commercial cameras 
with self-adjusting in the exposure time (Burgos-Artizzu et al., 2009; Sainz-Costa et 
al., 2011, Thainimit et al., 2012; Tellaeche et al., 2011). 
The main problem with a self-adjusting device is that it uses the part of the image 
with the higher intensity. Nevertheless, we are only interested in the part where the 
specific agricultural treatment is to be applied, i.e. the Region Of Interest (ROI). The 
method for the ET control considers the intensities in the ROI to acquire images with 
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the appropriate quality on the ROI. Because all agricultural tasks are carried out in 
outdoor environments, there are a lot of problems with the lighting, including 
reflections, shadows derived from sunny and cloudy days. 
This paper is focused on the automatic control of the exposure time, improving the 
procedure in Montalvo et al. (2013b), this improvement is achieved by developing a 
new procedure to apply the minimum exposure time value as possible, suitable for 
real time applications, while high image quality is achieved in the ROI. 
2 Materials and Methods 
2.1 Materials 
The vision system used for this study consists of two main physical parts: a) 
CCD-based device embedded in a housing with its electronic equipment and 
interfaces for power supply and communication to the computer; b) optical system, 
including the lens and an ultraviolet and infrared cut filter. Fig.1 displays these parts 
assembled as a whole and placed over the vehicle. 
The CCD is the KAI 0405M/C sensor with a Bayer color filter with GR8 pattern 
of the company Kodak. The sensor has a resolution of 2336 1752 pixels and 
5.5 5.5 m pixel size. The maximum frame rate is 16 images per second. This device 
is designed under SVS4050 CFLGEA model (SVS-VISTEK, 2014) which is a robust 
industrial camera very suitable for outside agricultural applications. There are two 
main useful parameters that can be externally controlled or accessed: a) exposure 
time, and b) the operating temperature, which ranges between -10º and 45ºC. The 
communication between the camera and the computer is through a Gigabit Ethernet 
connection. A cRIO-9082 was used as computer for the image processing. The cRIO 
is a reconfigurable embedded control and acquisition system from National 
Instruments (2014). Its specifications are: an Intel Core i7 dual-core processor up to 
1.33GHz, 2 GB DDR3 memory system, 32 GB nonvolatile memory, an embedded 
FPGA Spartan-6 LX150. It uses a real time operating system. The cRIO is 
programmed with NI LabVIEW graphical programming tools, allowing the use of 
dynamic link libraries coded in C language. 
The optical system consists in a Schneider Cinegon 1.9/10-0901 lens (Scheneider 
Kreuznach, 2014a), with manual iris aperture (f-stop) ranging from 1.9 to 16 and 
manual lockable focus. It is valid for sensor format up to a diagonal value of 1”, i.e. 
maximum image circle of 16 mm, and equipped with F-mount which can be adapted 
to C-mount. The focal length is fixed to 10 mm. 
The natural illumination, in agricultural environments, contains a high infra-red 
component. The sensor is highly sensitive to the near infrared (NIR) radiation and to a 
lesser extent to the Ultra-Violet (UV) radiation. The NIR heavily contaminates the 
three spectral channels (Red, Green and Blue) producing images with hot colors. This 
makes crop lines and weeds identification unfeasible because their greenness. To 
avoid this undesired effect, the system is equipped with a Schneider UV/IR 486 cut 
filter (Scheneider Kreuznach, 2014b) where wavelengths below 370 nm and above 




Fig.1. Tractor with the vision system on-board 
2.2 Method for Exposure Time control 
The proposed automatic method for controlling the ET is configured as a 
flowchart in  
Fig.2; it consists of three main modules, namely: (a) Light ET modification; (b) 
Heavy ET modification; (c) Image processing. The rectangles represent a step or 
action, the diamonds a decision and the arrows the flow control. The main modules 
are displayed by the blue rectangles with rounded corners.  
We assume the following system requirements, which are to be applied or 
considered during the proposed procedure: 
1) Spectral gains: specify that the images are captured with fixed gains values for 
each spectral channel, set to the unity value, i.e. no gains are applied to obtain the 
specific RGB spectral channels. When gains change continuously the signals 
generating the images could become unstable producing oscillations and errors, 
affecting the image quality. 
2) Iris aperture: the iris aperture is fixed to an intermediate value, i.e. with f-stop set 
to 8. This guarantees that sufficient illumination is received in the CCD without 
excess and without default. It should be possible to use auto-iris systems that are 
able to adjust the aperture according to the degree of illumination based on a 
motorized system. In agricultural applications it is a common practice to try to 
simplify or eliminate physical systems due to adverse working conditions and 
sometimes extreme in the outdoor environments where tractors work. Automatic 
control of these systems is also based on properties of the image histogram. 
3) White balance: unlike what happens normally in commercial cameras, no white 
balance is applied, because our ROI could not contain the required reference 
white patch; moreover we are not interested in a good image quality from the 
point of view of human visualization; on the contrary, our interest is focused on 
image quality from the point of view of machine vision. 
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4) Temperature: the illumination variability is controlled with the proposed 
automatic approach. The temperature is always below 45ºC. This guarantees the 
CCD chip works properly, as specified by the manufacturer. 
Regarding the diagram in Figure 2, the first action is to capture an image, Capture 
image with the ET of the previous image. If the process starts at this moment and the 
image is the first one, no previous ET value is available, so we can chose two possible 
options for setting the first ET value, i.e.  manual or automatic. In the manual option 
the human expert sets the ET based on his expertise. The automatic process does not 
require an expert, this represents an advantage, but a shortcoming is it takes some 
time for adjusting. This process is applied in the main module called Heavy ET 
modification to be explained later. 
Once the image is captured there are two different flows starting in two modules: 
Image processing and Light ET modification. These two modules are concurrent and 
completely independent between them. Image processing performs a treatment in the 
acquired image to achieve the aim of the module, crop row detection and weeds 
identification. This module assumes that the ET has been adjusted to obtain the image 
with sufficient quality. The Light ET modification module updates the ET according 
to the spectral values of the last image based on the assumption that little or 
continuous light changes have occurred, otherwise we need to apply the process 
called Heavy ET modification. Both modules, Light ET modification and Heavy ET 
modification represent decision making processes. The best performance is achieved 





































2.2.1 Light ET modification 
This process is intended to make a decision about if the ET must be modified, 
obtaining a value when required. The real time requirements determine the ET 
adjusting must be effective, the less time we consume adjusting the ET value, the 
more time we can use in the other processes. As mentioned before, this process 
assumes there is low illumination variability. For reducing the computational cost 
during the ET adjustment we use a ROI located in the front of the tractor in the field. 
Fig.3 displays an original image with the ROI outlined on the field under perspective 
projection and with the system geometry known (Romeo et al, 2013b).  This allows to 
discard irrelevant information, from the point of view of agricultural tasks, such as the 
color panel at the bottom of the image, skyline or background. In the step Spectral 
image analysis, we compute the statistical mean values of the ROI for the three RGB 
spectral channels.  
 
 
Fig.3. Original image with the ROI 
 
With the information about the means of three channels in the current and the 
previous image (when available) we decide if an absolute ET fitting is needed due to a 
big mismatch between the means. Another reason to decide about the ET fitting is the 
number of captured images since the last absolute ET fitting. This last condition is 
established because it is possible that continuous ET upward/downward adjustments 
accumulate high/low ET values, during consecutive iterations. So to avoid incorrect 
ET values we evaluate the following rule:       max, , , , , ,R R R G G G B B BP C P C P Cf m m th f m m th f m m th T or N    (1) 
where ,R Gi im m  and 
G
im represent the mean of the ROI for the channel red, green and 
blue for the image  ,i P C ; subscripts P and C mean the previous and the current 
images respectively; xth is a threshold; f is the function defined in Eq. (2). The 
thresholds T is an empirical value set to 2 after trial and error. Finally, Nmax represents 
the maximum number of iterations, set to 100. 
0
( , , )
1
if x y th
f x y th
if x y th
       
 (2) 
If condition in Eq. (1) is met, Absolute fitting is yes and the Heavy ET 
modification process must be carried out. Otherwise, we should continue in the 
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current process and check if a minor ET modification is needed, Modify ET?. With 
such purpose, we use again the statistical mean values of the spectral channels in the 
ROI, a variable S is initially set to zero and the following three limits established:
,R GL L , BL . These limits represent the maximum increase and decrease between 
spectral means to determine if the ET must be adjusted. We compute a new value for 







m m L S S
m m L S S
    
       (3) 
where superscripts x represent the three R, G and B spectral channels.  
With the S value we adjust the current exposure time ( )tcE based on the previous 
one ( )tpE , if 2S   then 1.5tc tpE E   (increase 50%); otherwise if 2S    then 
0.5tc tpE E   (decrease 50%). 
2.2.2 Heavy ET modification 
This process is described in detail in Montalvo et al. (2013b). It uses the histogram 
of the ROI for the three RGB spectral channels and the statistical parameters mean 
and skewness for the decision of how change the ET. We choose the mean and 
skewness as descriptors because in Romeo et al. (2013a) has been verified that they 
are good descriptors. A histogram is used as reference; it provides the following two 
reference values Rrefm  and Grefm  that are the corresponding mean values of this 
histogram for the R and G spectral channels. These values are 82.2 and 75.4 







    
 (4) 
where Rm y Gm  are the average values in the ROI of the current image for the R and 
G  channels respectively; Rrefm and Grefm are the corresponding mean reference 
values; CET is the current ET; NET is the new ET used for the next image acquisition. 
The way to know if the ET is stable and we can acquire a suitable image with 
sufficient quality is defined by the following condition: 
li i uim m m  and i ui   and i li   (5) 
where i represents the R and G spectral channel; im and i are the corresponding 
mean  ,R Gm m  and skewness  ,R G   values for the histogram under analysis; the 
subscripts u and l means upper and lower values limiting the corresponding statistical 
parameters. While the condition in Eq.(5) is true the image quality is insufficient and 
the ET should be changed. 
2.2.3 Image processing 
Once the image is captured with sufficient quality, it is processed according to the 
two main steps exhaustively described in Montalvo et al. (2012, 2013a), Guerrero et 
al. (2012), namely: 1) Greenness identification; 2) Crop row and weed detection. 
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3 Results 
3.1 Selection of parameters 
The setting of the parameters involved in the Heavy ET modification procedure, 
, , , ,Rref Gref li ui uim m m m  and li is described in Montalvo et al. (2013b). The values are 
displayed in Table 1: 
 
Table 1. Values of parameters for Heavy ET modification 
Rrefm  Grefm  lRm  lGm  uRm  uGm  lR  lG  uR  uG  
82.2 75.4 26.7 24.6 229.2 225.4 9.4 10.7 -4.7 -4.5 
 
To determine the values of xL  and xth we acquired 6 image sequences (50 images 
for each sequence) with the tractor navigating in the field with different spatial 
directions and orientations, and varying ET gradually and continuously so that the 
captured images were underexposed, normal and overexposed. After that we 
classified the available images in three sets: (A) underexposure images; (B) 
overexposure images; (C) images that can be improved; (D) images with sufficient 
quality. Fig. 4 shows a representative example of each set: (a), (b), (c) and (d) for sets 










Fig. 4. Images captured with different exposure times: (a) underexposed; (b) overexposed; (c) images that 
can be improved; (d) images with sufficient quality 
Now we compute the difference between mean values for the three R, G, B 
spectral channels  for every two consecutive images in the sequence and get the 
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following average values: a) average when an image belong to set C or D and the next 
image in the same sequence belong to set A or B or vice versa, these averages are the 
xth thresholds; b) average when there is a change, an image belong to set C and the 
next image in the same sequence belong to set D or vice versa, these averages are the
xL limits. 
The values obtained for the limits and thresholds are displayed in Table 2. 
 
Table 2. Values of parameters for “Light ET modification” 
Rth  Gth  Bth  RL  GL  BL  
65 64 28 32 31 15 
3.2 Design of a test strategy 
In order to assess the validity of our proposed method we have designed the 
following test strategy. 
Sixteen image sequences are analyzed with 50 images each. These sequences were 
obtained under different lighting conditions on different days (sunny, cloudy) and 
different orientations with respect to the sun (morning, evening and at noon). Also, 
we force the ET with different values to capture two underexposed and overexposed 
sequences. We also use the method proposed in Montalvo et al. (2013b). At each 
image of the sixteen sequences we test for correctness crop lines localization. 
To check the crop lines detection, we verify the correct layout of the lines on the 
rows. A line is considered correct when it appears traced along the middle of the row 
where it is located. On the contrary, if some line is missing, i.e. not identified, or it 
does not fit to the crop line concerned because a significant deviation, it is considered 
an error. If we detect all rows that we want identify then the ET is suitable. 
For the proposed automatic method in this paper, called incremental, and the 
system proposed in Montalvo et al. (2013b), called absolute, we measure the 
computation time. For the under and over exposed sequences have no sense the 
computational cost because they do not make any operations. 
Table 3 displays the percentage of success for crop lines detection and 
computational cost measured in milliseconds. 
Table 3. Percentage of success for crop lines detection and computational cost 
Strategy under exposed incremental absolute over exposed 
% (crop lines) 62.5 89.6 90.5 43.2 
Computational 
cost (ms) No applicable 72 140 No applicable 
According to the results in Table 3, we can see that results in sequences under and 
over exposed are worse than the ones obtained with the incremental and absolute 
strategies, as expected. Absolute and incremental methods achieve 90.5% and 89.6 % 
of success to identify crop lines. About the computational cost, incremental strategy 
cost is lower than absolute strategy cost. 
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The incremental method outperforms the absolute strategy in terms of 
computational cost. This is preferred although the percentage of success is reduced by 
a small amount of 1%.  
4 Conclusions 
We have proposed an effective approach for controlling the exposure time during 
the image acquisition of agronomic images in outdoor environments under 
uncontrolled illumination and also with a tractor walking in the field during 
agronomic tasks. The main contribution is an adaptive method to control the exposure 
time with a good efficiency for reducing the computational cost. 
This approach has achieved a good trade-off between computational cost and 
percentage of success in crop line detection, making it suitable for real time 
applications 
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Abstract. Cost efficiency and productivity as well as drivers comfort and 
usability are significant innovation drivers for agricultural machinery. The 
proposed electronic tow bar system for tillage processes consists of two vehicles, 
coupled by wireless data connection. An unmanned slave tractor follows a 
master tractor with a position dependent lateral and longitudinal offset. 
Operating two tractors with one driver only, increases productivity and improves 
the capacity load due to higher flexibility in fleet management. In return, the 
usability and safety of the tow bar becomes a major concern, which is addressed 
by an elaborate safety concept enabled by sensor based obstacle detection and 
mapping. Web-based geo-information, are used to support proactive path 
planning.This paper presents a solution to achieve both, safety and usability, for 
a complex platoon system. The interaction of the operator with the local and 
global obstacle map is designed to meet the requirements of both target 
functions.  
Keywords: Platoon, safety, usability, mapping, environment sensors, electronic 
tow bar, obstacle detection, geo-information 
1 Introduction  
Today’s agriculture underlies a long term structural change. Driven by the 
international aggregation of agricultural markets since the 1950s, cost pressure 
increases and the consolidation of farms and fields in central Europe improves the 
economies of scale [1]. In compliance with the needs of today’s farming, agricultural 
machinery manufactures place increasingly powerful machines equipped with various 
electronic assistance systems on the market [2]. While the engine power of the 
machinery merely addresses productivity and thereby cost efficiency, electronic 
assistance systems can be designed, not only to target productivity and machine 
efficiency [3,4], but as well to improve safety [5], the usability of a rather complex 
control system, the driver’s comfort and to support the overall farm management [6].  
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The electronic tow bar features an assistance system, facilitating the operation of 
several machines by a single Driver thus increasing efficiency of scarce human 
resources. 
1.1 Tow Bar System for Semi-Autonomous Tillage 
In a precedent research project, the functional concept of an electronic tow bar has 
been developed and validated [7]. The electronic tow bar comprises an unmanned 
slave tractor following a manned master tractor with a predefined longitudinal and 
lateral offset. The parameter settings of the master tractor are continuously being 
transmitted to the slave by means of a wireless connection to be copied when reaching 
the corresponding master track position. A set of four different drive modes has been 
defined to guide the slave agent in dependence of the master GNSS track through a 
generic tillage process. Due to the software architecture, the system is restricted to a 
pair of two identical tractors using identical implements.  
The improved tow bar system (EDAUG) as presented in this paper is based on the 
above concept. The objective of EDAUG is to add an appropriate safety concept 
maintaining optimal usability. Environment sensors are applied to gather obstacle 
information in a close range surrounding the slave vehicle to prevent collisions, while 
geo-information are downloaded in real-time via a mobile internet access on the slave 
for proactive calculation of  obstacle avoidance paths.  
Enhanced assistance systems for agricultural machines usually comprise a 
considerable set of parameters that are configurable via a human machine interface 
(HMI). For the platoon system, the complete interaction between operator and slave 
tractor during operation needs to be embedded into the HMI menu. Hence, the 
development of an easy to use, intuitive HMI is an essential part of the project. 
1.2 Safety in Agricultural Machines 
During the development process of a safety relevant embedded electronic assistance 
system several standards and methods need to be met to ensure functional safety of 
the system. The effort for a series development exceeds the resources and capabilities 
of a research project. Still, a safety concept may be proven suitable by means 
suggested in these standards. 
2 Functional Safety 
The IEC defines functional safety in accordance with IEC 61508 and ISO 25119 as 
“[…] the detection of a potentially dangerous condition resulting in the activation of a 
protective or corrective device or mechanism to prevent hazardous events arising or 
providing mitigation to reduce the fight consequence of the hazardous event.” [8]. 
Hence, a safety concept is crucial to an electronic tow bar system, keeping or leading 
the system into a safe state in any critical situation at runtime. ISO 25119 demands 
the calculation of agricultural performance levels (AgPL) based on a risk analysis for 
all safety functions of the E/E/EP system to deduce requirements for the system 
architecture, the components and for the development and validation process. 
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2.1 Functional safety concept for an agricultural platoon system 
Safety is a matter of the interaction between a system and its environment. Hence, the 
safety requirements for a tow bar system considerably depend on the operation 
scenarios. Road traffic is characterized by a high density of dynamic obstacles and 
static obstacles to be passed at close distances. However, the operation of the tractor 
platoon is restricted to agricultural fields, characterized by a low and usually 
previously known number of static obstacles. Additionally sporadic occurrences of 
dynamic obstacles like animals or persons must be considered. Within a dynamic 
speed dependent safety zone, determined by the stop distance of the tractor and 
implement combination and by the maximum expected approach speed of an obstacle, 
obstacles need to be reliably detected by environment sensors. As the postulation for 
the platoon system is not to harm by action [9], the shape and range of this safety 
zone is conform, if in a worst case scenario, the elapsed time between obstacle 
detection event and standstill of the vehicle does not exceed the time to collision. The 
most critical scenarios appear, if the platoon either moves alongside or orthogonally 
approaches a field boundary next to a public road. Hence, a high AgPL needs to be 
achieved for all safety functions that prevent the slave agent to leave the field 
boundary, since the simplification of the considered scenarios offside of road traffic, 
are no longer valid. A safety corridor within and alongside the field boundary can be 
applied to monitor this constraint based on the GNSS position. As a consequence, the 
precision of the field boundary coordinates and of the GNSS measurement becomes 
part of a relevant safety function. Due to the absence of fast moving obstacles, the 
immediate reduction off drive speed to zero and the immediate arrest of all linear and 
rotational actuators of the tractor and all mounted implements is, as long as all system 
modules are faultless, a suitable and sufficient response to any critical scenario. This 
state offers the possibility to maintain a running platoon system until the hazardous 
scenario clears and operation can be continued or a malfunction forces the system into 
a further safety level. In case of any component or communication malfunction, an 
immediate engine shutdown on the slave coherent with the application of the stop 
brake is supposed to prevent any harm against persons, environment or the machine. 
After a shutdown, the system needs to be restarted and initialized.  
According to the above, a safety concept consisting of three safety levels with the 
following set of validity conditions unfolds. 
 
 
Fig. 1. Decision process of the safety concept of the semi-autonomous platoon.  
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 Validity conditions: 
C1 = All subsystems and components work properly 
C2 = Internal data communication is not distracted, 
C3 = External data communication is not distracted, 
C4 = Sufficient quality of absolute position measurement, 
C5 = Sufficient signal quality of environment sensors on slave, 
C6 = Absolut and relative vehicle positions in range, 
C7 = Valid path existent, 
C8 = No risk of collision detected 
 
Safety level condition composition: 
Operational:   Op = AND(C1…C7) 
Safety Stop:   SSt = AND(AND(C1…C4),OR(NOT(C5…C7))) 
Emergency Stop:  ESt = OR(NOT(C1…C4)) 
 
The composition of the safety level conditions for the safety levels is 
unambiguousness. During each program cycle the above decision process (Fig. 1) is 
passed to determine the safety level for the following time step. 
2.2 State Model 
The safety concept is being transferred into software code, via a state model. A state 
model consists of system states, connected by transitions.  
 
 
Fig. 2. State model of the platoon system.  
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If a transition condition becomes true, the system state changes accordingly. Each 
state contains a set of functions being executed as long as the state is active. 
In order to develop a safe system behavior, the anticipation of all safety critical 
scenarios that may appear at runtime and the determination of critical thresholds for 
the related diagnoses parameters as transition conditions are essential. The behavior 
of the tow bar system is shown in the above state model (Fig. 2). The fill colors of the 
boxes correlate with the three levels of the safety concept (Fig. 1). 
 






- monitor hardware alive 
- send “alive” with system state 
- send initialization code 
- receive GNSS position 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- wait for initialization code 
- verify initialization code 
Safety Stop 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless slave alive 
- monitor error codes 
- send master parameter set 
- send master position 
- wait for operator input “enable” 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless master alive 
- monitor error codes 
- send slave parameter set 
- send slave position 
- short range obstacle surveillance 
- download geo-information 
- wait or “enable” message 
Docking 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless slave alive 
- monitor error codes 
- send master parameter set 
- send master position check couple 
distance 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless master alive 
- monitor error codes 
- send slave parameter set 
- send slave position 
- monitor safety distance to master 
- short range obstacle surveillance 
- wait for couple message 
Operation 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless slave alive 
- monitor error codes 
- send master parameter set 
- send master position 
- monitor hardware alive 
- send “alive” with system state 
- receive GNSS position 
- monitor wireless master alive 
- monitor error codes 
- send slave parameter set 
- send slave position 
- path planning 
- monitor safety distance to master 
- short range obstacle surveillance 
Emergency 
Stop 
- send wireless “emergency” message 
- send “alive” with system state 
- reset to default state 
- send wireless “emergency” message 
- send “alive” with system state 
- shut down engine 
 
The system starts up in a default state, in which the tractor control interface remains 
passive, waiting for the operator to set the tractor role as master or slave via the HMI. 
The sub-state architecture of the Master and Slave state as shown in Fig. 2 is identical. 
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The system state of a master and slave vehicle is synchronized via the wireless 
connection and can be monitored as a safety function to ensure a consistent state 
interpretation in the overall system. 
The functions to be executed during a certain system state depend on the role as 
master or slave (Table 1). The “Operation” state incorporates five sub-states featuring 
the different drive maneuvers. While “Parallel Driving”, “Turn-Over”, “Tracking” 
and “Ignore” implicate a deterministic predictable path for the slave vehicle, the 
“Evasion” maneuver implicates a dynamically fitted path, avoiding the mapped 
obstacles. 
2.3 System architecture and data communication 
The prototype platoon is being developed at three different locations. Hence, a 
modular software architecture has been chosen (Table 2). 
 
Table 2. Software modules on master and slave tractor. 
 
Abr. Description Master Slave 
EXT Tractor main ECU – tractor communication interface X X 
HMI Human Machine Interface – operator interface X X 
STM State Machine – system state decision, wireless/CAN gateway X X 
NAV Navigation – path planning, GNSS reception X X 
ENS Environment Sensors – dynamic obstacle detection, Safety Zone  X 
GIS Geo-Information – download of static obstacles  X 
 
Each Software module sends a cyclic alive message (see “hardware alive” in Table 1) 
containing the acknowledgment of the current system state set by the STM module, a 
specific error code and other useful information. The alive messages are monitored by 
the STM module to ensure proper functionality. The STM alive message however is 
monitored by the EXT, switching directly into emergency stop in case of an 
interruption. 
3 Obstacle mapping - Safety vs. Usability 
The presented platoon system has access to two different sources for obstacle 
information. Static obstacle coordinates as well as field boundaries can be obtained 
from a customized web-server via a mobile internet access on the slave tractor. 
Previous knowledge of static obstacles is essential to a proactive calculation of 
efficient obstacles avoidance maneuvers at maximized speed. If the precision of field 
boundaries is guaranteed, a field boundary enables the safety function not to leave the 
restricted operation area as described in chapter 2.1. The environment sensors monitor 
the safety zone to prevent a collision. Obstacles detected by environment sensors are 
assumed to be potentially moving and therefore called dynamic obstacles. The chosen 
sensor concept comprises two 2D-laser scanners for distant obstacle detection ahead 
of the slave tractor and four 3D-ToF cameras for close surround viewing obstacle 
detection. One laser scanner is mounted on an active 3D levelling fixture, scanning 
the outer boundary of the safety zone. The 3D fixture adjusts the pitch angle to meet 
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the speed dependency of the outer boundary, while the roll angle is adjusted in case of 
a changing lateral slope ahead of the slave. The other scanner is adjusted to measure 
straight horizontally to detect distant obstacles beyond the safety zone for proactive 
path planning. This measurement is not part of a safety function.  
More sophisticated sensor fusion has been developed in the QUAD-AV project [10]. 
Here, the objective however is a sophisticated integration of static and dynamic 
obstacle information into the safety and usability concept of the tow bar system. 
3.1 Environment Mapping   
To communicate obstacle information between the master HMI and the software 
modules on the slave, a 16 bit identifier is assigned to each obstacle. While the static 
GIS-obstacles are administrated in a list, dynamic obstacles are administrated using a 
local map centered at the position of the slave. The local map features an orthogonal 
histogram grid containing a detection event counter for each square and the assigned 
identifier. Each sensor provides data to an obstacle detection algorithm. The map 
operates as data fusion layer on object level. Objects are not further classified. If a 
detected obstacle overlaps a previously traced object, it copies the existent ID. 
Otherwise a new ID is assigned. Once an obstacle ID has been assigned, state changes 
of the related obstacle are recorded in an obstacle event protocol and communicated 
to all relevant software modules. The event protocol on both tractors is updated via 
the wireless connection. A set of events is coded within the event protocol (Table 3). 
After an obstacle has vanished from the field of view, the ID is released again, which 
is communicated by sending a zero as event code. A time stamp supports retracing the 
system behavior and debugging. 
The default response to an obstacle detected within the planned path of the slave, is to 
approach until the obstacle enters the safety zone and then switch into safety stop. The 
safety concept requires an operator interaction to trigger a state change into “Evasion” 
mode navigating along the suggested avoidance path or to maintain the current drive 
mode ignoring the obstacle taking full responsibility, if overrunning causes damage. 
 
Table 3. Obstacle Events. 
 
Bit Obstacle Event Module 
0 Obstacle detected by ENS ENS (Slave) 
1 Obstacle detected by GIS GIS (Slave) 
2 Obstacle ignored by operator HMI (Master) 
3 Evasion maneuver for this obstacle approved by operator HMI (Master) 
4 Obstacle vanished from ENS tracking before passing ENS (Slave) 
5 Evasion maneuver started NAV (Slave) 
6 Obstacle has been passed GIS/ENS (Slave) 
7 Obstacle has caused Safety Stop ENS (Slave) 
 
This preserves the desired conservative safety gained by the obstacle detection. Still, a 
manual overwriting of the automatic system behavior is permitted for usability. 
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4 Summary and Outlook 
The presented platoon system innovatively combines a fully automated tractor 
implement combination, remotely controlled from another vehicle, with a dynamic 
sensor based obstacle mapping algorithm and static geo-information. The objection of 
merging safety and usability has been met by the development of a conservative 
default system behavior, which can be intentionally manipulated by the operator to 
preserve usability via a flat and intuitive HMI navigation menu. 
During the final phase of the project, the concept is validated on a prototype. The 
robustness and the self-diagnosis capabilities of the obstacle detection algorithm will 
be validated; latencies for state changes will be measured and the correct layout of the 
safety zone considering sensor update rates, stopping distances and data 
communication. 
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Abstract. The development of machinery guidance using GNSS positioning is 
widely spread and used within farming fields along the world. Positioning 
accuracy of machines is a must in controlled traffic farming (CTF), which is 
strongly applied in sugarcane crop because undesired traffic on ratoons creates 
damages for the re-growth of the plant. Nonetheless for the adoption of such 
guidance systems some questions are raised of how much a guidance system can 
excel the operator skill guidance, or which systems provide a sufficient accuracy 
for the operation. A method is herein proposed that creates a relative evaluation 
of a positioning dataset from machine logged positions on field. The foundation 
of the method consists in obtaining the shortest distance from a recorded point to 
a reference line (given by a pair of points) in Euclidean geometry, and between 
the origin point and a reference point. The model was applied into an algorithm 
which loads a reference ground-truth measurement (like a pre-planned 
geographical path or a RTK measured path), obtaining its points and afterwards 
linking them in pairs (line segments). A second dataset is then loaded containing 
the recorded points for which the distance between these and the line-segments 
will be obtained, the shortest distance found is herein considered the offset error 
between the point and its reference. The implemented method showed itself 
capable of obtaining the distances between logged positions and reference for 
straight and curved tracks. Two case studies of sugarcane harvest were applied 
to the model, which showed the coherence of the model to retrieve offset 
deviations along its path; and these values were similar to the expected accuracy 
of the guidance systems. Also in one of the case studies the results of the model 
allowed to observe improvements in the manual guidance for a tractor to keep 
parallel to the harvester when the latter has improved auto-guidance. 
Keywords: steering systems, GNSS, modeling. 
1 Introduction  
Agricultural guidance systems have been strongly developed in the past two decades 
and applied widely in field around the world. A fully automated system is capable of 
driving the tractor through the field in a straight line with a lateral accuracy of less 
than two cm. The use of the guidance systems provided more accuracy of coverage 
(Baio et al, 2012, Abidine et al. 2002) and reduction of operators fatigue (Holpp et al., 
2013; Tillet, 1991); besides automated steering technologies allows work without 
visibility (night shifts) increasing the productivity of the machine. 
Certain technologies of drip irrigation and controlled traffic farming (CTF) were 
made possible with the use of accurate guidance systems (Gan-Mor et al., 2007). CTF 
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is an increasing trend within the farm fields in the world, with benefit found for 
increasing root growth and water infiltration, showing a increase of 16% in grain 
productivity compared to conventional systems (Vere, 2005). 
In sugarcane crop, besides the damages created by soil compaction, undesired traffic 
on ratoons creates damages for the re-growth of the plant, reducing the following 
yield. A sequence of five harvests is usually expected from the same ratoon upon 
which compaction may reduce yield up to 20 Mg ha-1 (Norris et al., 2000). Paula and 
Molin (2013) also studied the impact of undesired traffic in the crop where results 
indicated the influence of traffic on soil, especially on clay soils; when the soil 
compaction increased due to traffic over the rows, a strong relationship with crop 
response was indicated, resulting in lower yield. According to Baio (2007), the 
irregularity of row spacing in sugar cane is the major cause of cane damage in the 
following year caused by the sugar cane harvester. 
The concern to the crop damages leaded to investment in machinery guidance systems 
for the field operations. The sugarcane crop in Brazil covers close to 9 million 
hectares in the country (CONAB, 2013) and Silva et al. (2011) showed that 39% of 
the sugar cane mills in the country already adopted auto-guidance technology. Baio 
(2012) compared the positioning accuracy of a harvester upon pre-planned tracks, 
retrieving an increase in coverage accuracy of 0.091 m in daytime and 0.198 m in 
nighttime from manual to RTK auto-guidance. The data was retrieved from a few 
hours of measurement in a subset of a field. 
Methods to evaluate satellite positioning accuracy have been studied and tested 
(Knight and Wang, 2009) as well as the settings were proposed for dynamic testing 
(Stombaugh et al.). But dynamic testing on-board agricultural machinery showed that 
deviations on rough surfaces are substantially higher compared to paved surfaces due 
to angular deviations (Gan-Mor et al., 2007). 
For most practical purposes on field, lateral deviations are the most undesired. Molin 
et al. (2011) developed a method implemented in a spreadsheet that retrieves lateral 
deviations of GNSS logged data on a vehicle in a single orientation. The method was 
limited to straight patterns of orientation and required rotation of coordinates to a 
perfect north reference. The work allowed fast evaluation of field gathered data. 
Nonetheless many machine working patterns are curved, in sugarcane this is a 
common reality in which investment occurs for defining pre-planned tracks for the 
machine guidance interface. These paths must consider machine time efficiency and 
perpendicularity towards slope (which is hardly in straight pattern). 
The work herein proposes a method that compares the lateral deviation of a machine 
logged data towards a reference for any type of driving pattern. Also an assessment of 
the method to observe its coherence and usability follows. 
2 Methodology 
2.1 Overview of the traffic problem in sugarcane 
Harvesting is the most critical operation in sugarcane in economic and operational 
aspects. Decisions on row spacing are usually given by harvester limitations. Figure 1 
shows a common set of harvester and tractor-carrier running on the field the 
sugarcane harvesting.  
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Fig. 1. Overview of the harvesting operation. 
Driving mistakes can lead, besides the damage by overrunning on ratoon rows, 
reduced quality on the base cane-cutting disks and (in worse deviations) unhaversted 
canes outside the machine head. 
 
a B 
Fig. 2. Scale dimensions and of lanes and machine width properties (in “a”) and damage of 
sugarcane ratoon in case of the offset of the machines (in “b”). 
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Figure 2 shows an example of harvesting set components and traffic limitations. A 
room space of few centimeters is allowed to avoid ratoon damage (0.28m for the 
harvester caterpillar and 0.16m for the carrier tires in “a”). In “b” shows a driving 
offset of 0.33m to right of all machines, showing the potential damage to the ratoon 
(besides cane losses and harvester damages). The accuracy of positioning is required 
for continuous 24 hours a day of work (three shifts of 8 hours labor) for an operation 
that usually endures half a year. Within this scope stakeholders have been investing in 
auto-guidance systems for these machines as well as in creating computer predefined 
paths to insert in the interface of these. 
2.2 Overview of the conceptual model 
A post processed model was created which compares the offset between polylines 
(sequences of line-segments). One group of polylines is a reference-truth track (RT), 
which can be computer designed (pre-planned) or a sufficient accurate field 
measurement (RTK signal for e.g.). The other group of polylines is the logged 
positions (LP) of a machine while harvesting along the rows, which will be subject to 
positioning evaluation. Both polylines are a sequence of points given in metric 
coordinates. 
The distance of point-to-point is retrieved through Pitagoras and the distance point-to-




Fig. 3. Steps used to retrieve the distance between a line and a point. 
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The steps illustrated in Figure 3 are described: 
1. A point P is defined by coordinates [xp,yp] coordinates near a line La 
defined by [x1,y1;x2,y2]; 
2. The minimum distance between the point and the line is given by a line Lb 
perpendicular to La, which intersect La in [xi,yi]. 
3. An algebraic function is extracted from La; 
4. A function of opposing direction is found from Lb; 
5. The point [xi,yi] is found by the intersection of both functions, and its Lb 
distance to [xp,yp] is found through Pitagoras. 
 
The model loops along the LP points retrieving its point-coordinates. This point will 
have its distance retrieved from all the points of the RT group (point-to-point 
distance) and from all line-segments, sequenced pairs of points, of the RT group 
(point-to-line distance). The minimum distance retrieved from either of these two 
distances will be taken as the deviation of the LP point to the RT reference. 
A conditional statement is used to check if the point is within the perpendicular range 
of the line (La), because by algebraic functions, infinite lines are always in the range 
of a point. 
Another conditional statement is used to check the orientation of La and the position 
of [xi,yi] in relation to [xp,yp] to determine if the point is offset to the right or left 
side of the line. 
This process is repeated for all the points of the LP group. 
2.3 Implementation of the model 
The model was implemented in a computer algorithm. It was written in Pascal 
language and built and compiled in the software Lazarus 1.0 (free Pascal Lazarus 
Project) into an application. 
The proposed method is simple in retrieving geometric distances, but its 
implementation requires a more elaborated work with data-arrays in order to make an 
exhaustive search between the two base datasets. 
The data is loaded in a specific text-file format with its coordinates in metric format 
(usually in UTM coordinates), and loaded into record-type arrays. 
Figure 4 provides a view of the implemented application with a dataset classified 
(numbers in the table represent deviations in meters). The harvest logged positions are 
the black dots and the red line is the path that is supposed to be followed by the 
machine. The algorithm allows the classified data (deviation range and side) to be 
exported in a file in the CSV (comma separated value) format along with the 
coordinates of each point. This data can be loaded into a GIS (Geographical 
information system) for enhanced display and analysis. 
An index system was implemented to narrow the number of points of the reference 
line, in order to speed the process of evaluation. This index system divides the 
reference line data into a 10 by 10 matrix, into squares separated by their coordinates. 
In each square a significantly lower number of points can be located and every point 
to be evaluated can be directly located into its square. 
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Fig. 4. View of the developed application for parallelism evaluation. 
 
 
3 Case studies and discussion 
3.1 Evaluation of an accurate auto-guidance steering 
In a case study site, data collected from 8 ha field located in the municipality of Assis 
(Sao Paulo state, 22°20’28.37”S; 50°40’35.71”W) were submitted to evaluation by 
the model for a sugarcane harvester (John Deere model 3522), in a twin row 
configuration of (0.9m and 1.5m alternated as in Figure 2a). The harvester was 
equipped with auto-steering system with RTK correction logging the points (LP) in a 
1.2 m s-1 speed. A line reference (LR) was provided by the planter operation also 
guided by the RTK auto-steering. Both polylines (LR and LP) were logged in a 
frequency of 1Hz. 
A total of 4134 points were logged by the harvester (average of 516.75 points per 
hectare). The data collected and submitted to parallelism evaluation by the algorithm.  
232 RHEA-2014
 














variation  (%) 
4134 0.0215 0.0296 0.0000 0.8498 137.82 
 
The values (for both datasets) were coherent with the expected positioning accuracy 
of the RTK with more than 90% of the data with deviations lower than 0.05m  
however three uncertainties must be considered in this case study: the positioning 
errors of the planter (reference) and the harvester (evaluated), and it only considers 
errors off-path and not along the path. 
The evaluated dataset was imported in the form of map (Figure 5), making visible 
three locations with concentration of higher path deviations (three red circles on the 
map). Within these regions there is a concentration of points with deviations higher 
than 0.06m, which is a critic value that may limit the quality of the base cutting disk 
of the harvester. It is suggested that these regions are related to a localized steeper 
slope or harsh curve steering along the path. 
 
 
Fig. 5. Map view of the deviation error of the harvester on the field. 
3.2 Evaluation of a harvester and tractor-carrier parallelism 
In another case study, data was collected in 9 hectare field located in the municipality 
of São Carlos (São Paulo state, 22°01’52.9”S; 47°51’46.63”W). The sugarcane row 
settings are the same as in the first case study. This study aimed to evaluate driving 
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accuracy of manual and two types of auto-guided systems. A harvester was equipped 
with integrated hydraulic steering with RTK signal, and a tractor-carrier was equipped 
with electric engine acting on the steer bar of the operator with RTX signal. The full 
delineation of the test is described in Table 2. 
 
Table 2. Test settings for analysis of the machines on harvest. 
Group set Harvester (guidance type) Tractor-carrier (guidance type) 
a Manual Manual 
b Auto-guidance RTK signal Manual 
c Auto-guidance RTK signal Auto-guidance RTX signal 
 
As in the first case study, the reference line was obtained from logging the positioning 
of the planters (also with RTK signal guidance). Both polylines were obtained with a 
logged frequency of 1 Hz and the harvesting speed was also within 1.2 m s-1. 
For each machine, a minimum of 790 positions were recorded for evaluation (above 
3000 logged positions for the manual set). The results are displayed in the graphs of 
Figure 6. 
The results show (Figure 6) the suitability and coherence of the model to retrieve the 
offset distances. In “a” the graph shows higher deviations for the manual guidance 
system, average errors were of 0.193m and 0.197m for the harvester and tractor 
carrier respectively. A fraction of 27% and 50.8% of the harvester and tractor-carrier 
logged positions respectively entered the sugarcane ratoon area.  
In “b” an expected accuracy of the harvester positioning was found, averaging 
0.021m and 0.118m of deviation error (harvester and tractor). Remarkably the better 
positioning of the harvest leaded to a better guidance work of the operator in relation 
to the manual guidance in “a”, it may be explained by less steering corrections that 
the tractor operator has to make to keep parallel to the harvester. 
In “c” there is a comparison between two distinct signal positioning systems located 
each in a distinct machine, the average errors were of 0.037m and 0.045m 
respectively for the harvester and the tractor. The values found are coherent with the 
RTX signal provider (0.038m  in controlled conditions) aggravated by a poorer 
steering actuator in comparison to the harvester. 
4 Conclusion 
In this work a model to evaluate relative driving deviations of machinery was 
proposed and implemented in a computer algorithm. The model is capable of 
retrieving offset distances of machine logged points towards a reference in for any 
shape of machine track (straight or curved). The results can be exported and 
submitted to spatial and quantitative evaluation. Two case studies were submitted into 
the model-algorithm and its results discussed and analyzed. The results were coherent 
with the expected accuracy of positioning for the guidance systems, and allow user 
evaluation of field-working aspects of these 
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Abstract : Taking into account the complexity of wide width air-seeders, they 
stay little-developed. Their weak maneuverability especially during headland-
turns needs high skills and care by drivers. Up to 20% of the working time is 
lost on headland turnings. This paper proposes to use of the Zakin kinematic 
model in order to make possible the automation and the optimization of 
headland turn of wide width air-seeders. A specific model was designed to 
predict the width of the headland. The comparison between MATLAB 
simulations of towed units trajectories and field measurements proved the 
validity of this approach. Further work will permit to simulate different types 
of headland turns and to optimize them on order to propose an automatic 
system to control the headland turns of wide air seeders.  
 
Keywords: Pneumatic sowing machines, air-drill, modelling, towed 




Farmer’s needs are nowadays characterized by the necessity to cultivate sizeable areas 
(300 to 500 ha) more efficiently and so to realize an efficient seeding a short time. It 
especially concerned the emerging market economies countries (like Russia, Ukraine 
and Kazakhstan) with rich soils. Here farmers want to have high capacity hoppers for 
seeds and a wide coulter bar for insuring a rapid non-stop itinerary. 
 
Consequently, the sowing implements become more sophisticated and heavier. Wide 
width machines, called also air-seeders, are used. Taking into account the complexity 
of this type of seed drills, they stay little-studied. Generally, they consist of a few 
towed units. These high-yield machines have a very essential shortcoming: their weak 
maneuverability in reason of their multi-unit configuration (cf. Fig. 1, b), width and 
low rearward visibility. This point becomes especially apparent during headland-
turns, needing high skills and care by drivers. Up to 20% of the working time could 
be lost on headland turnings. From the ecological and economical point of view, the 
agricultural tractor-tool assembly efficiency is inversed to costs of time, labor and 
fuel. In addition, the headland zone is more compacted, so that less yield region may 
be reduced at maximum. Therefore, we have interest to reduce this zone. This 
research concentrates on the modelling of headland turn of wide width air-seeders 
with the goal to improve headland turn’s precision, reduce its duration and lessen the 
headlands width. For these goals to be achieved in practice it is necessary to elaborate 
a model to define the set path to follow and make possible the automation of turn. 
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It is well known in the prior art to render automatic the headland turn of an 
agricultural vehicle in a headlands, such as disclosed by deal scientific and patent 
literature. Today, the automated guidance of agricultural vehicles isn’t a new 
discovery. We can found the auto-guidance devices, introducing by the leaders of 
tractor manufacturing (Like John Deere, Claas, CNH, Agco) and auto-steering 
systems manufacturing (Trimble, Topcon, Autofarm). Most of the existing auto-
steering and implement control methods are based on GPS using, to define the own 
position of each element. All this researches aimed to increase tractor-implement 
efficiency, generally by respecting of parallel tractor-implement guidance. The 
commercialized system “John-Deere iTEC Pro” aimed namely for managing the 
headland turning of an agricultural vehicle (Senneff et al., 2012). All these systems 
involve the use of a GPS device and there are not obviously compatible with the 
geometrical constraints of headland turns of wide width air seeders. 
 
T. Oskanen studied the issues of maneuvers planning during an agricultural operation 
(T. Oksanen, 2007). The proposed algorithm based on the online exhaustive search 
(enumeration of possible combinations). The similar control algorithms aimed to find 
the optimal point-to-point trajectories for a multi-unit assembly was developed by 
(Vougioukas, 2006, Cariou, 2012). Some scientists worked on the graph theory 
application, allowing the determination of an optimal sequence of paths for an 
agricultural machine, in order to reduce the overall length of path (Bochtis D. & 
Sørensen C., 2009). To simulate the shortest headland turn, considering the straight 
path, circles and transition curves (Bakhtiari et al, 2012) have used the ant colony 
algorithm (Ant Colony Optimization, abbreviated ACO ). These works involve also a 
GPS device and the mathematical models used to simulate the trajectories may be 
improved. So, it seemed interesting to use the general Zakin equations (Zakin, 1967) 
and to apply them in the field of agriculture. Zakin’s equations make possible to 
elaborate an explicative model of trajectories of towed units. So we will be able to use 
the calculated trajectories in a predictive control command system for headland turns 
without the need of a GPS device. At first it was necessary to model the general turn 
of the tractor and coupled elements. In a second step of this study it was possible to 
demonstrate the feasibility of a MATLAB simulation of towed units trajectories and 
then the validity of the headland turn simulation was tested in the field. 
 
2 Headland turn theory 
 
Configuration of a new machine and a field shape determines the type form of 
maneuvering. In a general sense the movement of the tractor-machine has a cyclical 
character, and consisted of two types of paths: useful trips (oriented to realize 
agronomic goals), and idle trips (all auxiliary trips, turns and U-turns,). Viewpoint of 
kinematic motion (cf. Fig. 1, b) paths subdivided on stable movement paths (uniform) 
and unstable movement paths (anyone, transient). 
 
The turn progress as following: at the end of the pass, the operator stops the seeding 
system, and lifts the coulter bar in transport position (without folding it completely), 
and turns the steering wheel of the tractor to the opposite direction to compensate the 
restricted space, necessary for tractor-tool assembly turning. Then operator turns back 
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the steering wheel whilst ensuring no-interference between the tractor rear wheels and 
the middle element drawbar (cf. Fig. 1, a). Once the axis of symmetry is passed, the 
driver follows the same actions in the opposite order. This is the stage of reentering 
the field. It’s the shortest path possible for a multi-articulated assembly. In this case 
the reverse movement is impossible or very difficult.  
 
   
a)                                 b) 
Fig. 1. a - Scheme of tractor-tool movement on the turning (   – steering angle; 
    – tractor-unit angle;    and     – wheelbases;   and    – instantaneous rotation 
centers). b - Typical phased loop turns of a tractor-air-seeder on a headland. Only 
tractor trajectory is showed (F: headland width; E: opposite direction steering area; 
y1-y7: transient paths; BF: maximal width of maneuvering strip). 
 
 So, the turning path of the tractor-tool assembly represents a complex curve, with 
variable curvature radius (cf. Fig. 1, b). It consists of straight segments S1 and S2, 
circular sectors y4 and transitional input y1, y3, y6 and output y2, y5, y7 curves. These 
transitional curves belong to a class of spirals and it is possible to approach their 
shape to clothoids (Parts y1-y3, y5-y7. That spiral varies linearly own curvature at a 
steady travel speed. For modeling, transients are frequently ignored.  
 
Usually modeling of steering is made by modeling the movement on a circle or on a 
half-circle, i.e. the steering radius is stable, the instantaneous rotation center of is 
unique for all cinematic units. We must consider that the purely circular motion is 
never practiced during normal operation of a vehicle (Brossard, 2006; Zakin, 1967). 
The observation of tracks left by tractor-tool assemblies on the ground during their 
turning demonstrates the absence of the circular motion around a single rotation 
center (cf. Fig. 1, b). 
 
In (Zakin, 1967) author proved that the number of instantaneous rotation centers is 
equal to the number of towed units, linking together with the articulation points. 
Simple empirical equations (Iofinov, 1984), using nowadays to appreciate a headland 
width are very approximate without taking into account the cinematic parameters of 
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assembly. So we tried to use and adapt the original Zakin model to the case of the turn 
of an air seeder in a headland without the simplifications used by Iofinov (1984).  
 
3 Modeling of a multi-unit assembly turning 
 
The objective is to calculate the coordinates depending on the time of the tractor and 
of towed-units. To do this it is first necessary to model the path of the tractor which 
determines the trajectory of the first coupled element.   
 
3. 1 Transition trajectory 
 
The angular steering velocity   will define the behavior of the tractor-machine on 
travel.    is the derivative with respect to time of 0 which  is the difference in radians 
between the longitudinal axis of the tractor with the reference axis. The curve shape 
of angular velocity change in time doesn’t give the possibility to deduct a simple 
mathematical law. Usually it is proposed (i.e. Zakin, 1967) to consider    as a 
constant.  
 
However, the determining role appertains to the ratio of the angular velocity of front-
wheels steering and linear tractor velocity. This scalar quantity ratio called rate 
steering parameter (  ). Its value is defined as the changing of the steering angle per 
unit of covered distance on the curvilinear path. In equation form, this is: 
 






  [   ]           (1) 
The parametric equation of transient trajectories could be illustrated by system (cf. 
Fig. 1, b): 
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3.2 Circular-shape trajectory y4 
 
At the end of the transition path, the steering ceases. Instantaneous turning radius ( ) 
becomes constant (cf. Fig. 1, b). In our case, whatever the shortest path we must 
obtain a minimum possible value of steering radius. Therefore, we can write: 
           ]      ], consequently:    [       ]   (3) 
To connect the circular curve to early defined transient curves, the rotation center 
coordinates must be defined as: 
{
                   
                   
   (4) 
Where       is minimal turning radius,       is maximal steering angle. 
The angle of displacement relative to an initial (before turning position) leads to: 
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                  (5) 
The shortest path for the tractor during the transition trajectory or the circular-shape 
trajectory is then defined by      . This variable can easily be obtained from the 
tractor characteristics. 
 
3.3 Towed units trajectories 
 
The behavior of the trailed units is conditioning by direction of the tractive force 
fitted at the hitch point. As the tractor turns to some primitive angle dα, the tractive 
force Ftr also shifts, creating with the towed unit longitudinal axis a tractor-unit 
angle    (cf. Fig. 1, a). Once in the path of the tractor is known after (2) and (4), we 
can establish the paths for towed units. The master defining factor is a tractor-unit 
angle   , eigenvalue each point of the traveling. 
 
The relationships between the tractor-unit angle and the master parameters for each 
curvilinear path type are shown in the Table 1. Table 1 presents the equations used to 
define the position of the first coupled element after the tractor. These equations can 
be generalized. The nearest unit from the tractor plays the tractor role with respect to 
the next item. 
 
Table 1. Relationships between tractor-unit angle with the master parameters. 
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It is then possible to predict what will be the trajectory of different elements from the 
geometrical data of the tractor and towed units. The optimal path of the tractor will be 
defined by      . This variabale itself is directly related to      (minimum turning 
radius of the tractor). The calculation is possible if we set the    value (the steering 
parameter) at a reasonable level. 
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3.4      - determination by CAD simulation 
 
The least turning radius is corresponding to a shortest turning. The value of a minimal 
turning radius of the tractor (taking into account wheel configuration) is defined by 
the manufacturer. But this value can be limited by coupling on a towed unit – 
probable collision of a trailer drawbar with the rear wheels of tractor. Detection of 
geometric constraints of a tractor-machine assembly could be realized through a CAD 
interference modeling on a scale down during a circular movement. It means that the 
size of turning is limited by assembly geometry and it occurs when: 
                (7) 
 If             , all the same couldn’t turn shortly, so we accept the manufacturer 
given minimum turning radius. In our case the minimum turning radius was estimated 
at 5.19m. It less than the manufacturer given value: R0,= 6.09m. γmax= 52°. After the 
(7) we accept the last one.  
 
3.5 Matlab simulation 
 
 
Fig. 2. Matlab modeling (T: tractor trajectory in blue; H : hopper trajectory in red; C : 
coulter-bar trajectory in green; dotted curves: extremities of elements trajectories). 
 
Once the limiting parameters are founded, they could be applied in the model. 
Simultaneously, knowing that the model must be fit to be operated by an onboard 
computer, we need to check model to adequacy. However, to simplify the 
calculations, it is better to consider the return path as a symmetrical. Using the 
equations (1)-(5) and from table1, we established the algorithm for the standard loop-
shape headland turning (Fig. 1, b). (I.e. opposite direction steering y1, turning back to 
the normal position y2, continuation of steering till the       - y3, circular path, and 
the trajectories of the getting back). The steering parameter (kr) was varied from 0.06 
to 0.14 m
-1
. The linear tractor velocity was fixed between 5 and 6 km.h
-1
. The Figure 
2 presents one example of calculated trajectories (without or with the lateral 




3.6 First field test 
 
Some field measurements were made in the Siberia region of Russia during spring 
2013 in order to verify the robustness and the precision of the model applied to wide 
air-seeders turn (cf. Fig. 2 and Table 1). The tractor-driver got an order to make a 
loop-shape headland turning, keeping the linear speed between 5-6 km/h, and the 
steering wheel and turn the steering wheel with speed roughly stable. The angular 
velocity of front wheels steering was 0.1-0.2 rad.s
-1
. To check the veracity of the 
model dimensions of loop were measured, after the tracks on a soil. Three successive 
assays were made and the values of F and BF were measured by identifying the traces 
left on the ground.  
 
Table 3 shows the values of F (headland width) and BF (maximal width of 
maneuvering strip) measured in the field and those calculated by simulation with 
Matlab. In each case 3 assays were made. 
 
Table 3. Comparing of the field test and Matlab simulated results. 
Assay 
  
Field Simulation 1 Simulation 2 
F (m) BF (m) F (m) BF (m) F (m) BF (m) 
1 36.80 22.10 37.63 19.50 35.57 20.80 
2 38.40 20.90 36.92 19.00 34,27 20,60 
3 39.40 22.80 38.44 18.50 36,11 21,20 
Mean value 38.20 21.93 37.66 19.00 35.32 20.87 
Relative difference with the measured mean value (in %) 1.4 13.4 7.5 5.1 
  
The Matlab simulation 1 corresponds to a trajectory of the tractor as described in 
Fig.1 and in Table 1. Overall, the measured values and calculated values are close. In 
the case of simulation 1 there is a very small relative difference in terms of width of 
the headland (<1.5 % of the F mean value measured in the field assay). But the 
difference is greater (13.4 %) at the turn width BF. Indeed the width of the theoretical 
curve is less than the measured value. Overall this first experiment shows that the 
model gives good results, but that the work should be continued with other tests and 
probably an improved model. 
 
Simulation 2 was designed to go in this direction. To perform the simulation two we 
tried to reproduce the behavior of drivers which is often observed in the field. At the 
end of the first clothoid (y1 part of the trajectory), drivers hold the wheel in position 
for some time before turning in the other direction (y2 part of the path). This action 
allows them to take the field on the left for an easier return to the band sowing at the 
end of turn. The duration of this part of the trajectory with          is set by 10% 
of that of the clothoid. 
 
Under these conditions, the addition of part with          shows the possibility to 
narrow the width of the headland. This has the effect of increasing the difference (1.4 
to 7.5%) between the mean of F measured values and the mean of calculated F values. 
This can be explained if the driver has not optimized the trajectories during the 
headland. He did not use the full maneuverability potential of towed units to reduce 
the width of the headland. This result shows the importance of an automatic system of 
optimization. In contrast, the simulation 2 is closer to the reality for BF values: the 
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relative deviation goes from 13.4 to 5.1%. It shows that Zakin equations are pertinents 





This paper proposes to use the Zakin model for the articulated lorry’s turn and to 
adapt it in order to define the trajectory-instruction for a tractor-tools assembly and 
especially for wide width air seeders. The designed model performance was 
demonstrated with the help of Matlab simulations and first field tests. The research 
results reported here suggest that the model allows optimizing the trajectory for the 
tractor-tools assembly. The principal parameter which will define the smallest 
headland turn length is the minimal turning radius, depending of the tractor geometry 
and of the trailed units geometry. Furthermore the trajectory depends of two cinematic 
parameters: the linear velocity and the angular velocity of front wheels steering. 
 
The model was improved by adding a portion of the trajectory with a constant 
steering angle to copy the behavior of drivers. This improved model seems to allow 
further reduce the width of the pound. The length of this portion represents a third 
kinematic parameter to optimize. In following works we will carry out field tests to 
validate modeling and to confirm the interest of the enhanced model. The kinematic 
parameters will be optimized to narrow the width of the headland and the time spent 
during the turn. It means that the model could be applied in an algorithm for 
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LOCALIZATION TECHNIQUES FOR HUMANS 
AND ROBOTS IN PRECISION AGRICULTURE 
D. DRENJANAC1, S.D.K. TOMIC1, J. AGÜERA2, M. PÉREZ-RUIZ3 
1The Telecommunications Research Center Vienna (FTW), Donau-City Strasse 1, 1220 
Vienna, Austria 
2Universidad de Córdoba. Área de Ingeniería Agroforestal. Dpto. de Ingeniería Rural. 
Córdoba 14005. Spain 
3Universidad de Sevilla. Área de Ingeniería Agroforestal. Dpto. de Ingeniería 
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Abstract. Precision agriculture aims at utilizing autonomous robots for 
tackling harsh working conditions and complex tasks. To increase the 
efficiency of performed work, autonomous robots are collocated with 
human operators who assist the robots in complex tasks. On the one hand, 
the robotic system can be simplified by incorporating a human into the 
control loop. On the other hand, this coherence poses additional 
requirements, i.e., high precision localization techniques for robots and 
humans, safety, synchronization and coordination capabilities. Advanced 
localization system for entities involved in a joint work is basis for 
realizing inherited requirements. Therefore, this paper presents different 
localization techniques for an operator and robots working in unstructured 
and dynamic environment. First we compared positioning performances of 
two different Global Navigation Satellite Systems (GNSS) receivers 
carried by the operator: (1) a low-cost receiver integrated in a handheld 
device, and (2) an external Trimble receiver. Additionally, we exploited 
capabilities of a wireless network which connects robots distributed in a 
field for localization purposes. Hence, we proposed a hybrid solution 
which is a synergy between distance estimates and Real Time Kinematic 
(RTK) positions of robots. The hybrid localization approach has two 
components: (1) localization algorithm based on the Received Signal 
Strength Indication (RSSI) from the wireless environment, and (2) 
acquisition of robot’s RTK coordinates when the human operator is in 
robot proximity. In the end, evaluated is an RTK localization system 
installed on robots which has a navigation purpose. The paper describes 
the details of the realization of these concepts within the European Project 
RHEA-Robot Fleets for Highly Effective Agriculture and Forestry 
Management, and presents selected results of the tests we conducted with 
the introduced techniques. 
Keywords: DGNSS, Autonomous vehicle, RTK-GNSS, Trilateration 
1 Introduction 
Satellite-based localization solutions have become quite mature and the Global 
Navigation Satellite Systems (GNSS) receivers have found numerous 
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applications in agriculture and forestry. GNSS receivers are a key part of the 
precision agriculture technologies, i.e., precision planting system, and 
agricultural autonomous vehicles, i.e., integrating inertial systems with GNSS 
for vehicle automation, as position information is a prerequisite for site-specific 
crop management (Sun, 2010; Rovira, 2010).  
In dynamic and unstructured environments like an agricultural field, a human 
operator is controlling the robots via user interface provided on the rugged 
tablet. While different hardware platforms, e.g., rugged tablets, can be used to 
implement controlling and monitoring functions, most of them are equipped 
with lower precision localization solution. Providing an accurate system would 
require an operator to carry a larger system with a special antenna, an external 
GNSS receiver and a battery, which may be difficult to handle and increases the 
cost of the total system. Hence, we strive to come up with a low-cost solution. 
Therefore, this work investigates two different positioning techniques: (1) 
utilizing internal (in rugged tablet built-in) and external GNSS receiver, and (2) 
using the information available in the wireless network for an estimation of the 
distances among the network nodes and calculating nodes’ locations. Former 
approach is common and well known in outdoor applications, e.g., different 
types of robot navigation (Johnson, 2008). Latter is more focused on providing 
localization capabilities in indoor wireless environments (Zanca, 2008). Since 
the robots in RHEA (RHEA, 2013) scenario are equipped with high-end 
wireless routers, it is feasible to utilize network information for positioning 
purposes. Therefore, we introduce a hybrid localization approach which has two 
components: (1) localization algorithm based on the Received Signal Strength 
Indication (RSSI) from the wireless environment, and (2) acquisition of robot’s 
Real Time Kinematic (RTK) coordinates when the human operator is in robot 
proximity. Moreover, measured is the accuracy of robots’ localization system 
based on the RTK where two different approaches have become essential 
characteristic of intelligent vehicle system: combining local information with 
global localization to enhance autonomous navigation, and integrating inertial 
systems with RTK-GNSS for vehicle automation (Rovira, 2010; Emmi, 2012).  
The paper is structured as follows: Section 2 is dedicated to materials and 
methods used for localizing human operator and intelligent off-road vehicle 
within the RHEA scenario. Section 3 discusses results of two different 
experiments, and finally section 4 concludes the paper and presents future work.   
2 Materials and Methods 
This section describes localization techniques utilized for positioning a user in a 
field and for providing a high-accuracy localization system for robots in the 
field. Introduced techniques are examined in two sets of experiments conducted 
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in precision farming scenario within the RHEA project. First set of experiments 
evaluates two localization techniques, GNSS and RSSI, for positioning a human 
operator in a dynamic environment. The second is related to the evaluation of 
RTK based localization system deployed on each robot.  
2.1 GPS based localization of a human operator 
In the RHEA scenario the human operator is controlling the autonomous vehicle 
via UPD (User Portable Device) which has built-in low-cost localization 
module. We conducted set of tests to understand trade-offs between the UPD 
localization approach based on the aggregation of the data from the standard 
integrated low-cost GNSS system, communication signal strength, and the 
external localization approach with the high-end external GNSS receiver.  
2.2 Wireless network as a localization enabler 
(Hightower, 2000; Langendoen, 2003; Zanca, 2008) utilized the information 
available in the transceivers of the wireless network for an estimation of the 
distances among the network nodes and calculating nodes’ locations without 
relying on external infrastructure. However, a distance estimate yielded by the 
use of radio signals among nodes is of the low accuracy.  
The intelligent off-road vehicles, referred to as Ground Mobile Units (GMU) in 
the RHEA, are equipped with RTK localization system which provides accurate 
positions of wireless nodes installed on each vehicle. Obtained positions of 
wireless nodes are utilized in the localization of the UPD, i.e., introduced is a 
hybrid solution which combines localization algorithm based on the RSSI from 
the RHEA wireless network, and procedure for acquisition of GMU coordinates 
when the UPD is in GMU vicinity. Hybrid approach is conceived as a 
complementary positioning mechanism aiming at improving the accuracy of 
UPD positioning. In the realization of the hybrid solution the first step was the 
implementation of the localization algorithm based on the RSSI and the second 
is integration with a positioning procedure that is activated when a user is in 
GMU vicinity. This procedure is a part of the future work.  
Subsystems for the realization of the network-based localization algorithm are 
channel characterization and localization algorithms which are out of the scope 
of this work. In this paper, two localization algorithms were considered and 
implemented: (1) Multilateration and (2) Min-Max (Langedoen, 2003).  
2.3 Localization of an intelligent off-road vehicle 
The autonomous agricultural tractor was designed and constructed under the 
RHEA project and is part of a 3-unit fleet of similar vehicles. Retrofitted tractor 
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is used to mount navigation equipment, including the on-board computers, 
inertial measurement unit, modems for navigation, connector boxes, etc. These 
components enable the motion of autonomous tractor which has three primary 
degrees of freedom (longitudinal, lateral and yaw). Moreover, the tractor control 
system is responsible for sensing the vehicle location and heading angle.  
To configure a fully autonomous agricultural system capable of ensuring precise 
navigation, it is necessary to configure a framework (hardware and software) to 
merge perception (accurate vehicle positioning) and action (steering and speed 
control). The hardware framework should be modular, flexible and robust, 
exhibiting real time-multitasking features (Emmi, 2012). 
2.4 Field experiments 
Two experimental setups are examined, one for testing UPD localization 
techniques and the other for RTK localization system deployed on a GMU. For 
UPD localization, designed are two types of tests with the integrated and non-
integrated GNSS receivers and one based on RSSI. First, performed are the 
static positioning tests, i.e., the receiver was on a fixed position. After that, 
conducted are dynamic tests which allowed the calculation of positioning errors 
from the coordinates of the user´s walk along the ideal straight trajectory 
(Figure 1). Finally, RSSI is utilized for localising the user on a fixed position. 
 
Fig. 1. Setup for measuring errors between ideal and real line and setup topology 
In static positioning tests we are interested how the positioning accuracy 
changes with the time that the user stayed on a single location. Therefore, 
considered are three different locations where the user stayed 1, 2, and 5 
minutes, respectively. User roamed into the same locations with both receivers. 
In dynamic tests, a straight-line marked on the ground (ideal line) was 
established by spanning a 20 m long rope between points A and B (Figure 1). 
The GNSS average coordinate for points A and B were obtained by placing the 
bottom tip of the 2 m high GNSS antenna survey pole against the soil surface 
and holding the pole vertical for 10 minutes. When the setup was fixed, the user 
250 RHEA-2014
made two walks from the point A to the point B along the spanned rope. In the 
first walk the integrated GNSS module was utilized, and in the second walk user 
carried an external GNSS module. Results from both walks were compared in 
order to get errors between a straight-line and the localized trajectory. In both 
test cases results were sampled with a 1 Hz frequency.  
Experimental setup for RSSI based localization consists of three configurable 
wireless routers. Figure 1 illustrates the setup where three routers form an 
equilateral triangle ABC with edges d = 20 m. The user with an unknown 
position is placed inside the triangle, blue dot on Figure 1. Three different tests 
were performed in introduced setup where the user orientation towards the 
routers was changing. The first set of tests was performed when the user with 
UPD was facing the router A on Figure 1. In the second set of tests, the user was 
facing the router B, and in the last router C. Tests were designed in this way 
because the user in RHEA always faces at least one GMU. Both localization 
algorithms, Multilateration and Min-Max, were employed during each test. 
Tests lasted for 120 s and data were sampled at the rate of 0.5 Hz.  
Following three criteria were considered for building an experimental setup for 
testing RTK localization system on GMU: (1) a plot that was almost flat, (2) a 
plot large enough for five 20 m rows, and (3) a plot that was within range of the 
base station used in the experiment. A static test was carried out on a field of 
approximately 20 m length where an open sky was available. The correction 
signal was tested for 30 minutes on three different days, at different times of 
day, within the same week as a dynamic test. Based on manufacturer 
recommendations (Lemmon, 2005), this testing procedure would provide 
enough satellite constellations averaging to estimate the GNSS system accuracy. 
Each dynamic test consisted of five 20 m passes following a straight-line 
(Figure 2). Two points (A and B) for each straight-line were generated as an 
actual geospatial location by an RTK-GNSS receiver using a handheld 
surveying system interfaced to a rover RTK-GNSS (Trimble model Bx982). The 
GNSS coordinates for points A and B were obtained by placing the bottom tip 
of the 2 m GPS antenna survey pole against the soil surface and holding the pole 
vertically. The WGS 84 Datum was used during all RTK-GNSS measurements. 
Points A and B were obtained for a dual-purpose: (1) establish the straight-line 
mission planning for the autonomous tractor and (2) establish a straight-line 
marked on the ground. All passes were travelled at the speed of 2.5 km h-1. In 
this experiment RTK-GNSS signal was provided by the base station. 
Moreover, to determine the accuracy of the intelligent off-road vehicle path 
compared to the prescribed path, the single point cross-track error (XTE) was 
defined as the perpendicular distance from the straight-line AB to each error 
measurements on the ground. Measurements were taken every 0.2 m between 
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the ideal straight-line and the autonomous tractor path. Total XTE was 
calculated using the RMS value of all the single point XTEs along the full 
length of the straight-line (Taylor, 2003). Cross-track error is an important 
variable that affects the potential skip or overlap.  
 
Fig. 2. Straight mission for the autonomous vehicle 
3 Results and Discussion 
This section discusses results from UPD and intelligent off-road vehicle 
localization tests. 1500 events were recorded in the static and dynamic GNSS 
tests, and around 800 events in the RSSI based tests. 16690 events were 
recorded in five different passes in the vehicle experiment where 610 were used 
to investigate the level of accuracy. Significantly more data was collected in this 
study compared to previous studies (Gomez-Gil, 2011; Takai, 2013), although 
this study is limited to a single manufacturers’ implementation of RTK-GNSS. 
3.1 GPS and RSSI based localization of a human operator 
The results from static tests are shown in Table 1. Columns denote the time that 
user stayed in the same locations and each row presents data for the 
corresponding receiver. Values in the table are pairs of standard deviations 
calculated for longitude (Easting) and latitude (Northing). Since coordinates are 
in UTM format, all values are expressed in meters. The data in Table 1 shows 
the positioning precision when using different GNSS modules. External DGNSS 
module yielded an accuracy of 8 cm along horizontal (Easting-UTM) and 9 cm 
along vertical (Northing-UTM) axes. Conversely, best-achieved accuracy with 
the integrated receiver is 15 cm along horizontal (Easting-UTM) and 26 cm 
along vertical (Northing-UTM) axes. DGNSS receiver is two times more 
accurate along the horizontal and three times more accurate along the vertical 
axe than the integrated receiver. However, both receivers provide sub-meter 
accuracy in all tests. In addition, there is no dependency between positioning 
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accuracy and time spent on one location, at least not by using standard statistic 
measures like standard deviation. 
Table 1. Static positioning accuracy 
 
 1 min 2 min 5 min 
GNSS Δ [E,N] [m] [0.13, 0.33] [0.15, 0.26] [0.12, 0.50] 
DGNSS Δ [E,N] [m] [0.08, 0.09] [0.13, 0.10] [0.06, 0.13] 
Table 2 denotes the average deviation from the ideal line (Figure 1) when two 
receivers were utilized for localizing a user walking along the ideal line. Table 
shows values of the average deviation from the straight-line calculated on a 
sample set of 22 samples. DGNSS receiver is much closer to the ideal line (21 
cm deviation) than the GNSS receiver (119 cm deviation).   
Table 2. Average deviation from the ideal line 
 
 DGNSS GNSS 
Mean [m] 0.21 1.19 
Figure 3 illustrates how the localization error in RSSI based positioning 
technique depends on the user orientation and utilized trilateration algorithm. 
Anchors A, B, and C correspond to the routers A, B, and C from the Figure 1. 
Bar values are averages from the sampled results, and each bar includes the 
standard deviation of the measurements. Red bars denote localization error in 
the trilateration algorithm and blue bars in the Min-Max algorithm.  
 
Fig. 3. Localization error 
Figure 3 shows that Min-Max algorithm yields better results, i.e., lower 
localization error than the classical trilateration algorithm. Localization error for 
the Min-Max algorithm ranges from 4 m in the best case, up to 7 m in the worst 
case. Contrary, lowest localization error in trilateration is 4.5 m and highest is 
10m. Relatively good performance achieved by the Min-Max algorithm is 























with vertical and horizontal lines (Langedoen, 2003). Lowest localization error 
as well as a minimal standard deviation is achieved when the user was facing 
the router B. This can be explained by the topology on Figure 1. Since the user 
was facing router B, it had direct line of sight with it. Moreover, since the router 
B is lower on the y-axis than the router A, the user had partial line of sight with 
the router A as well. The lowest localization error for this test case can be 
attributed to the existence of nearly two lines of sight which is not the case in 
the other two tests. High localization error is a consequence of unpredictable 
radio channel and the relatively small, minimal, number of anchors.  
3.2 RTK-GNSS dynamic test 
The data in Table 3 shows the RMS and standard deviation values for the GNSS 
receiver error mounted on the robot when using RTK-GNSS correction signals. 
The rover receiver had 2.5 cm horizontal accuracy and a 3.7 cm vertical 
accuracy on a continuous real-time basis. This level of accuracy was expected 
because the RTK technique can determine the sensor position within a few 
centimetres (Trimble, 2007). The average 2.4 cm for RMS cross-track error in 
the RTK correction signal system indicates that the passes were very straight, as 
was desired for the autonomous tractor. Between rows there was an error with a 
constant standard deviation, the average of these for RTK was 1.43 cm. These 
results demonstrate that the tractor controller was able to track each straight line 
with a standard deviation of better than 3.5 cm; the vehicle lateral position error 
never deviated by more than 4 cm for RTK. Therefore, fully automatic vehicles 
could be used for automated precision farming in many other applications such 
as, site-specific management of weed control on extensive crops, variable rate 
application in orchards and vineyards using the appropriate implement. 
Table 3. Statistics for the GNSS receiver using the RTK correction signals on the 
intelligent off-road vehicle with motion 
 
   RTK-GNSS [cm] 




 2 122 
 
3.36 1.52 











 All Rows 610.00 2.40 1.43  
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4 Conclusion and Future Work 
Analysed is behaviour of three approaches for UPD localization, namely GNSS, 
DGNSS, and RSSI, and one for tractor localization using data from RHEA 
scenario. It is showed that DGNSS yields better performance than the other two. 
On the other hand, it is also the most expensive variant and requires an operator 
to carry external equipment. Moreover, GNSS solution has two advantages over 
the other two approaches: (1) it offers a sub-meter precision, and (2) the 
positioning module is integrated in the portable device and thus can be easily 
used. Although the RSSI based localization algorithms are mostly used for 
indoor positioning, we decided to test them in dynamic outdoor environment as 
a complementary solution to existing GNSS modules. However, the results 
showed a substantial positioning error and thus the presented localization 
technique has strong limitations in the RHEA scenario where humans and 
autonomous vehicles share the same space. However, when this localization 
technique is enhanced with method where the user acquires a GMU location 
when it is vicinity, the proposed hybrid solution could be utilized within RHEA 
and the other similar scenarios.  
Moreover, this study demonstrated the feasibility of using a real-time GNSS 
correction signal from an autonomous tractor where extreme accuracy is 
required. It revealed that an autonomous tractor was successfully instrumented 
to monitor and record its geo-position from RTK-GNSS unit with the RMS 
error of 2.4 cm. It means that a fully automatic tractor could be used for 
automated precision farming in many applications where a high level of 
accuracy is required, e.g., site-specific management of weed control on row 
crops, precision variable rate application in orchards and vineyards.  
Future work is focused on the utilization of GMU locations in the hybrid 
localization. Additionally, we will utilize the fourth wireless router which 
resides at the base station to increase the number of anchors and will do a fine-
tuning of the radio channel. After that we expect to achieve lower localization 
errors acceptable for scenarios where humans and robots work together. 
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Abstract. In this work we present an algorithm based on computer vision to 
achieve the tractor autonomous guidance along crop lines. The only information 
used for the guidance is the sequence of images obtained by a camera placed in 
the front of the tractor. It’s a system developed to work outdoors in real time.  
Keywords: Maize fields, tractor guidance, fuzzy clustering  
1 Introduction  
Nowadays there is an increasing interest on new technologies focused on the 
optimization of the industry resources by improving the effectiveness and the 
efficiency of any procedure involved in manufacturing or handling. Agriculture is one 
clear example of this need. Selective weeds treatment is one of the issues where more 
efforts are being done (Asif et al 2010, Bossu et al 2006, Bossu et al 2009, G’ee et al 
2008). In this sense, autonomous vehicles (unmanned vehicles) are being developed 
for these tasks. Guidance of these vehicles along crops without human intervention, is 
the subject we are going to develop in the present work. There are some proposals 
about autonomous navigation (Kise et al 2005, Kise et al 2008, Pla et al 1997, Rovira-
Más et al 2008, Slaughter et al 2008). The one we expose in this paper is the result of 
the work developed in the RHEA project for guiding a tractor along maize crops. It is 
a procedure that is already working in the tractor though constant adjustments are still 
been done to improve its accuracy and its robustness. 
 
2 Data base 
In this study we use a data base of approximately 350 maize’s crops images. The 
images were obtained with two different kind of cameras: a) A popular digital camera 
Canon EOS 400D and b) A more suitable camera for agricultural tasks due to its 
robustness and high temperatures tolerance SVS4050CFLGEA (SVS VISTEK). The 
images where taken during April/May 2011 in a 1.7 ha experimental field of maize in 
La Poveda Research Station, Arganda del Rey, Madrid. During fifteen days, different 
sets of images were taken to ensure different weather conditions, growth stages and so 
on. As an example, different images are shown below with different features: 
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a) Illumination (Figure 1a and 1b)  
b) Growth stages (Figure 2a and 2b.) 
c) Camera orientation, ie: yaw, pitch and roll angles, and heights from the 
ground (Figure 3a and 3b) 
d) Weed densities (Figure 4a and 4b). 
 
The digital images were captured under perspective projection and stored as 24- bit 
color images with resolutions of 5MP saved in RGB (red, green, and blue) color space 
in the JPG format. 
Although the algorithm does not require such a high resolution for successful results, 
this resolution is needed in other image process like weed densities quantification and 
object detection. Therefore the algorithm has been developed to work out in real time 
with high resolution images (2,336 × 1,752 pixels and 5.5 × 5.5 m pixel-size). 
The reason why images with different atmospheric conditions and different crop 
states of growth, camera angles and weeds densities were taken was to develop a 
method able to cope with as many different conditions as possible. This is the 
standard procedure for non-structured environments algorithms. Agricultural images 
belong to non-structured environments where both extrinsic parameters present a 
random behavior and it is absolutely necessary to test image processing algorithms 
with a great variety of images. 
 
 
Fig. 1. Different brightness due to different weather conditions: (a) Cloudy day; (b) Sunny day. 
 
 




Fig. 3. Different yaw, pitch and roll angles and different heights from the ground. 
 
 
Fig. 4. Different weed densities: (a) low density; (b) high density. 
 
3 Methodology 
In this section we are going to describe how the tractor guidance is achieved by the 
only means of processing on real time the images acquired by the camera placed in 
the tractor as the tractor moves along crop lines. 
The procedure is divided in two main parts. The first one consists in detecting the 
crop lines in front of the tractor from the image. The second part, which is the main 
contribution of this work, is the quantification of the tractor deviation from its correct 
position and heading. This quantification is achieved by comparing the detected lines 
on real time with the “theoretical correct lines” when the tractor is perfectly centered 
and aligned. A thorough explanation of this method is detailed in the next sections. 
 
3.1 Crop row detection  
Crop row detection is achieved by using the method described in (Romeo et al 2012). 
This method makes first an image segmentation using fuzzy clustering to find a green 
threshold. This threshold is applied to the image for segmentation. The result is an 
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image where only green pixels, i.e. pixels belonging to plants, remain. Then, the 
method detects the lines that fit better with the crop lines. The detection of this lines is 
carried out by exploiting the perspective projection. Due to the fact that images taken 
by the camera present conical perspective, crop lines must present as well this 
perspective. This allows us to reject most of the lines and to focus only on the lines 
with this property, therefore detecting crop lines become a task with a less 
computational cost. The method described is fast enough to work on real time and 
robust enough to cope with atmospheric changes and tractor oscillations. This 
computational speed and robustness make this algorithm fit perfectly with our needs 
in order to detect crop lines. Since this method is widely explained in the mention 
reference, we are not going to delve deeper into this algorithm and we are going to 
focus on how to calculate the tractor desviation. Figure 5 shows an example of the 
row detection process. The original image (figure 5a) is first segmented by applying a 






Fig. 5. Row detection process. (a) Original image. (b) Segmented image, (c) Detected lines. 
 
 
3.2 Calculation of tractor deviation  
First of all, the system must be calibrated. Calibration is performed by placing the 
tractor centered in the crop lines and perfectly aligned with its heading pointing in the 
same direction as the crop lines. In this position the horizontal displacement d, and the 
heading or yaw angle , are set to zero as reference values. Thus, in the future, when 
the tractor moves, any deviation from that position is going to be meaasured and 
compared. 
The tractor’s deviations in a two dimension surface can be decomposed in two 
different movements: 1) Horizontal displacement perpendicular to the direction of the 
movement (and to the crop lines) and 2) Change of the heading of the tractor, i.e. 
slights rotations of the tractor due to the constant small swerving of the wheels. The 
first one can be measured by a lineal distance d and the second one can be measured 
by an angle . In the next paragraph we describe how we measure both parameters. 
As we have seen in the previous paragraph, we have first calibrated the system. This 
means that when the tractor is perfectly centered and aligned we consider the crop 
lines in that position as our reference, that is, our coordinate origin (figure 6a). 
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As the tractor moves along the crop lines, we take sequential images of the scene. 
Every image is first processed using the method described in 3.2. Once we have 
detected the lines of the new image, we compare, on real time, the distance of the new 
detected line in the image i.e. the yellow line in figure 6b, with the reference line i.e. 
the red line in figure 6b, which is the line that should appear in case the tractor is 
correctly centered. This distance d, give us the horizontal displacement that the tractor 
has suffered from the correct position. This distance d is calculated in pixels and is 
proportional to the horizontal deviation of the tractor from the correct position. The 
longer the value of d, the bigger the horizontal displacement from the correct position. 
This displacement can be positive or negative depending whether the tractor has been 
displaced leftward or rightward. 
 
Heading deviations are calculated in a similar way. The detected line in the new 
image is also compared with the reference line in terms of angles, that is, the new line, 
yellow line in figure 6c is compared with respect to the reference line, red line in 





Figure 6: (a) Reference crop line calculated when the tractor is aligned and centered. (b) 
Yellow line shows the horizontal displacement when the tractor moves along the crop lines (c) 
Yellow line shows the heading displacement due to the tractor’s movements. 
 
The calculated deviation parameters, d and , are sent to the High Level Decision 
Maker (HLDM), which is the responsible to send the order to move the steering 
wheels. These two parameters are converted, according to a previous matching, in 
motor steps to move the steering wheel of the tractor. The conversion (matching) 
procedure is out of the subject of this work and therefore it is not described in this 
paper. 
 
4 Results and Conclusions 
Several tests were done in Arganda (Madrid, Spain) during July and August 2013. 
Though first results were quite disappointing due to different reasons (image 
adjustments, correct calibration of the system, pixels, angles and motor steps 
matching, etc) finally the guidance was achieved correctly with no significant 
deviation from crop lines. The final (and most reliable) verification of the results was 
carried out by visual inspection checking out that the tractor do not deviates from its 
path and that wheels keep constantly in between crop lines while moving along the 
(a) (b) (c)
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crops. This is the only way to check the validity of the results, since we are talking 
about a real guidance system working in a tractor. 
To achieve so, we establish a route to be followed by the tractor using a GPS. The 
route consists on a perfect straight line that goes from where the tractor is placed to 
the final position we want it to move. This line is traced by using the geocoordinates 
from one point to another. The trajectory is only modified if the guidance computer 
vision based system, described in this paper, detects deviations above a certain 
threshold that the tractor should trace instead of the primarily programmed route. The 
threshold is established to compensate possible minimal errors that can appear due to 
unavoidable oscillations of the images, i.e. below this threshold the system does not 
make any deviation and follows the line traced using the GPS system. Deviations 
from the GPS route may be caused by many reasons, for example, when the crop lines 
have not been sewed in a perfect straight line. The GPS simply leads the tractor along 
a straight line without considering whether crop lines follow that straight line or not. 
It would be a proper guidance system in case crops lines are placed in a perfect 
straight line all the way along the field. This performance of the field not always 
happens this way and this is the reason why a complementary system to provide those 
small deviations is needed. The system explained in this paper takes into account 
what the camera see to guide it, avoiding the tractor to step on the crop lines by 
providing the proper corrections to the HLDM. 
To illustrate how it works, Figure 7 shows the results of applying this guidance 
procedure during 5 seconds of the trajectory of the tractor. 
The column labeled with “status” displays whether the original trajectory (the one 
traced using the GPS system) has been corrected or not, according to the deviations 
calculated with this procedure. Column labeled with “s” shows the value of the 
correction to be done (if needed) after applying our method. The value “s” is an 
internal parameter calculated by the HLDM, which is afterwards converted in motor 
steps for the wheel steering system. There is a threshold for s below which the 
trajectory is not corrected. In this case the threshold was set to 0,10. As we mention 
above, the description of the calculation of s (from the  values provided by the vision 
system d and ) and the parameters it uses is out of the subject of this paper and we 
only mention it to show the results of the tractor guidance (trajectory corrections) 
using our algorithm based on computer vision. 
 
 
Time Status s 
58:28,2 Trajectory OK -0.002 
58:28,3 Trajectory OK -0.056 
58:28,6 Trajectory OK -0.046 
58:28,7 Trajectory corrected by WDS -0.154 
58:28,8 Trajectory OK 0.088 
58:29,0 Trajectory OK 0.072 
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58:29,2 Trajectory OK -0.092 
58:29,3 Trajectory OK -0.026 
58:29,4 Trajectory corrected by WDS -0.276 
58:29,6 Trajectory corrected by WDS 0.136 
58:29,7 Trajectory OK -0.080 
58:30,0 Trajectory OK -0.098 
58:30,1 Trajectory OK -0.072 
58:30,2 Trajectory OK 0.016 
58:30,4 Trajectory OK 0.070 
58:30,7 Trajectory corrected by WDS -0.260 
58:30,8 Trajectory OK -0.010 
58:31,1 Trajectory OK -0.054 
58:31,2 Trajectory OK -0.012 
58:31,5 Trajectory corrected by WDS -0.126 
58:31,6 Trajectory OK 0.068 
58:31,7 Trajectory OK -0.056 
58:31,9 Trajectory OK 0.030 
58:32,0 Trajectory corrected by WDS -0.136 
58:32,3 Trajectory OK -0.072 
58:32,4 Trajectory OK 0.002 
58:32,6 Trajectory OK 0.052 
58:32,7 Trajectory OK -0.078 
58:32,8 Trajectory OK -0.044 
58:33,1 Trajectory corrected by WDS -0.100 
58:33,3 Trajectory OK -0.560 
58:33,4 Trajectory OK -0.062 
58:33,5 Trajectory corrected by WDS -0.168 
 
Figure 7: Generated file by the algorithm while the tractor is being guided by the system. 




Though the guidance system explained in this paper works properly more tests should 
be done yet to soften the swerving of the corrections while the tractor moves along the 
crop lines. In our facilities, a simulated 30 meters long crop field has been done on the 
ground with painted green lines feigning crop lines (figure 8). Thus, tractor deviations 
can be measured with more accuracy in order to adjust as much as possible the wheels 




Fig. 8. Simulated crop lines on the ground for accurate tests.. 
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Abstract. Obtaining weed patch maps for herbaceous crops in early season for 
site-specific weed control using remote sensing techniques has been a major 
challenge due to their spectral and appearance similarities. This is particularly 
problematic in the case of narrow row crops as wheat, where the weed 
discrimination has to be undertaken in a short time window for a timely post-
emergence control, and using images with better resolution than the usually 
provided by remote platforms such as satellite and conventional aircrafts. 
Nowadays, the utilization of ultra-high resolution images captured by Unmanned 
Aerial Vehicles (UAV) has opened the door to the generation of weeds and 
treatment maps. This article describes the complete workflow developed to 
achieve the weed patch mapping in a wheat field, as paradigm of narrow row 
crops. An UAV flying at different altitudes and dates was used in order to 
determine the best spatial resolution and wheat-weeds growth stage to 
successfully reach our objective. Main steps of the workflow are as follows: 1) 
configuration of the UAV flights to acquire a set of overlapped imagery; 2) 
mosaicking of these images to create a georeferenced ortho-image of the whole 
crop field; 3) automatic object-based image analysis (OBIA) procedure 
developed for generating weed patch maps. The UAV was equipped with a 
commercial camera which provided images in the visible range of the spectra. 
The vehicle was programmed to overflow automatically a wheat field naturally 
infested by a grass weed, and to trigger the camera at the moment required to 
supply images with a previously fixed overlapping between them. Then, 
overlapped images were mosaicked to create an accurate georeferenced ortho-
image of the entire crop field. At last, the mosaicked image was analyzed using a 
robust and completely automatic OBIA procedure developed by our research 
group. The OBIA analysis algorithm combines object-based features such as 
spectral, position, orientation and hierarchical relationships, and consists of three 
consecutive phases: 1) discrimination of crop rows by application of a dynamic 
and auto-adaptive classification approach, 2) discrimination of weeds on the 
basis of their relative positions with reference to the crop rows, and 3) 
generation of a weed patch map in a grid structure for a further use in early site-
specific weed control. The effect of ortho-image spatial resolution (ranging from 
1 cm to 3.5 cm) and wheat-weeds growth stage on the workflow performance 
using OBIA was studied for the different flight altitudes and dates. 
Keywords: OBIA, spatial resolution, growth stage, flight altitude, remote 
sensing 
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1 Introduction  
Obtaining weed patch maps for herbaceous crops in early season using remote sensing 
techniques has been a major challenge due to the spectral and appearance similarities 
between weeds and crop at their first development stages (López-Granados, 2011). To 
address these similarities is required to go beyond image analysis methods based only 
on pixel information. Object-based image analysis (OBIA) procedures can overcome 
limitations of pixel-based methods adding new information to the analysis routine. 
OBIA methodology creates “objects” by grouping adjacent pixels with homogenous 
spectral values, and then combines spectral, topological, and contextual information of 
these objects to drastically improve the image classification accuracy (Blaschke, 
2010). Position of the vegetation objects in the crop row structure has demonstrated to 
be the key feature in accurate weed detection for herbicide prescription maps in wide 
row crops such as maize (Peña et al., 2013), and OBIA algorithms developed for these 
crops can be adapted to their utilization in narrow row crops such as wheat.  
Other obstacles in early season weed mapping are the needing of ultra-high spatial 
resolution imagery, and the fact that weed discrimination has to be undertaken in a 
short time window for a timely post-emergence control. Nowadays, the spatial and 
temporal resolutions required for weed mapping in early season can be achieved using 
Unmanned Aerial Vehicles (UAVs) as remote image platforms. An UAV can fly at 
low altitudes, making possible to take ultra-high spatial resolution images (e.g., pixels 
of a few mm or cm) and to observe small individual plants and patches, which has not 
previously been possible (Xiang and Tian, 2011). Also, they allow a great flexibility 
in flight scheduling due to the reduced time needed for prepare, initiate and perform a 
flight.  
Once high spatial and temporal resolution images of the crop are available, and OBIA 
procedures can deal with difficult classification analysis, the complete workflow for 
weed patch mapping in early season wheat fields must be defined in detail. One of the 
most important aspects to be stated is the adequate flight altitude. For a specific 
sensor, flying at lower altitudes allows a better spatial resolution, but implies 
restrictions in overflown surface due to the limited UAV’s energy autonomy (Torres-
Sánchez et al., 2013). Other of the details that must be defined is the ideal wheat-
weeds growth stage. Vegetation fraction detection can be accurately achieved 
independently of the growth stage in wheat fields using images from UAV as 
previously stated by Torres-Sánchez et al. (2014). However, to perform the OBIA 
analysis for weed mapping it is mandatory to find the appropriate moment in which 
the row structure is more clearly defined. 
This article describes the complete workflow developed to achieve the weed patch 
mapping in a wheat field, as paradigm of narrow row crops. An UAV flying at 
different altitudes and dates was used in order to determine the best spatial resolution 
and wheat-weeds growth stage to successfully reach our objective. 
2 Materials & methods  
2.1 Study site 
The study was performed in a plot (40×25 m) situated in a wheat field with a surface 
about 0.5 ha, with an average slope <1% and situated at the public farm Alameda del 
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Obispo (Córdoba, southern Spain, coordinates 37.856N, 4.806W, datum WGS84). 
The wheat crop was sown on November 22th 2012 at 6 kg ha-1 in rows 0.15 m apart, 
and emergence of the wheat plants started by 15 days after sowing (DAS). The wheat 
crop was naturally infested by a monocotyledonous weed, ryegrass (Lolium rigidum). 
This plant has an appearance very similar to wheat and an analogous phenological 
evolution, which complicates the weed-crop discrimination. Weed and crop plants 
were at the principal stage 1 (leaf development) from the BBCH extended scale 
(Meier, 2001) in the beginning of the experiment, whereas plants were at the principal 
stage 2 (tillering) in the last days of the study. 
2.2 UAV flights and remote images 
A multi-rotor platform with vertical take-off and landing (VTOL), model md4-1000 
(microdrones GmbH, Siegen, Germany), was used to collect a set of aerial images at 
two flight altitudes over the experimental crop-field. The vehicle is equipped with 
four brushless motors powered by a battery and can fly by remote control or 
autonomously with the aid of its Global Position System (GPS) receiver and its 
waypoint navigation system. The VTOL system makes the UAV independent of a 
runway, so it can be used in areas with rough terrain. A still point-and-shoot camera 
was mounted on the UAV to acquire the imagery, the sensor was a Olympus PEN E-
PM1 (Olympus Corporation, Tokyo, Japan). The camera acquires 12-megapixel 
images in true colour (Red, R; Green, G; and Blue, B, bands) with 8-bit radiometric 
resolution and is equipped with a 14-42 mm zoom lens. The images were acquired 
fixing the objective at 14 mm focal length. The camera’s sensor is 4,032 × 3,024 
pixels, and the images are stored in a secure digital SD-card. Image triggering is 
activated by the UAV according to the programmed flight route. At the moment of 
each shoot, the on-board computer system records a timestamp, the GPS location, the 
flight altitude, and vehicle principal axes (pitch, roll and heading). Detailed 
information about the configuration of the UAV flights and specifications of the 
vehicle and the camera used can be found in Torres-Sánchez et al. (2013). 
 
 
Fig. 2. UAV during the take-off over the wheat field. 
 
Aerial images were collected by first time at 35 DAS, and then sets were collected at 
7-10 days intervals; the last set was collected at 75 DAS. On every date, two flights 
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were performed at 30 m and 60 m. These flight altitudes resulted in spatial resolutions 
of 1.14 and 2.28 cm, respectively. The flight routes were programmed into the UAV 
software so that the vehicle stopped 5 s at every image acquisition point to ensure that 
the camera took a good light measurement. 
2.3 Image mosaicking 
A sequence of overlapped images was collected in each flight mission to cover the 
whole experimental crop-field. Prior to image analysis it is needed to create an ortho-
mosaic image by the combination of individual and overlapped images applying a 
process of mosaicking. The imagery had a 30% side-lap and a 60% forward-lap to 
allow correct image mosaicking in order to generate a complete crop map in the 
whole study area. Agisoft PhotoScan Professional Edition (Agisoft LLC, St. 
Petersburg, Russia) was employed in this task. The mosaicking process is composed 
by three different steps. The first one was the image alignment, in this process the 
software searches for common points in the images and matches them, as well as 
finding the position in which the camera took each image. The next step was to build 
the image geometry. Based on the estimated camera positions and images themselves 
a 3D polygon mesh, representing the overflown area, was built by PhotoScan using 
stereoscopic methods. Once the geometry was constructed, individual images were 
projected over it for orthophoto generation.  
2.4 OBIA algorithm analysis 
The OBIA algorithm designed for the weed mapping tasks was developed using the 
commercial software eCognition Developer 8.9 (Trimble GeoSpatial, Munich, 
Germany). It was preliminarily based on the algorithm for weed mapping in early-
season maize fields fully described in previous works of our research group (Peña et 
al., 2013; Peña-Barragán et al., 2012). This OBIA procedure was redefined to adapt it 
to the specific characteristics of narrow row crops such as wheat. The OBIA analysis 
algorithm combines object-based features such as spectral values, position, orientation 
and hierarchical relationships among analysis levels. It is mainly based on the idea 
that plants growing between crop rows are supposed to be weeds, therefore the 
algorithm is programmed to detect the crop rows by the application of a dynamic and 
auto-adaptive classification process, and then classify the vegetation objects outside 
the rows as weed plants. The image analysis workflow can be divided in the following 
steps: 
Field segmentation in plots: the ortho-mosaicked image is segmented in small plots 
(5×5 m). Every plot is analysed individually to deal with the crop spatial variability.  
Image segmentation: images corresponding to plots obtained in previous step are 
segmented using a multi-resolution algorithm to create homogeneous multi-pixel 
objects. Since these objects are the union of some pixels, they have now information 
(orientation, position, size, shape, spectral values ...) that can be used in the following 
steps. 
Vegetation discrimination: values of a spectral index were used to discriminate 
vegetation objects (wheat + weeds) from objects corresponding to bare soil. The 
selected index was Excess Green (ExG) (1), that has demonstrated its potential for 
vegetation discrimination in UAV images (Torres-Sánchez et al., 2014).  
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The determination of the optimum ExG value for vegetation discrimination was made 
by the adaptation of an iterative automatic thresholding method, the Otsu’s method 
(Otsu, 1979) to the eCognition software.  
Crop orientation: once the image objects are classified, the ones corresponding to 
vegetation are merged. Crop row orientation is determined by an iterative process in 
which the image is successively segmented in stripes with different angle; finally, the 
crop orientation is the one in which the stripes showed a higher percentage of 
vegetation objects. 
Crop row segmentation: after the vegetation discrimination and the determination of 
the crop orientation, a new segmentation level is created above the previous one. In 
this upper level, the image is segmented to create a network of lines with the same 
direction than the crop rows. 
Crop row classification: lines with the higher percentage of vegetation objects in the 
lower level are classified as crop rows. The crop row separation distance is included 
in the algorithm to avoid the classification as crop rows of areas with high weed 
infestation. When this step is finished the network of lines are classified as bare soil, 
crop rows and crop buffer (lines adjacent to the crop rows). These crop buffer lines 
are located in the inter-crop row and will be analyzed for weed discrimination. 
Weed-crop discrimination: once the crop row classification is done, the weed-crop 
discrimination is executed in the lower level. The vegetation objects located under the 
bare soil objects of the upper level are considered as weeds, the ones under the crop 
rows are classified as wheat, and the vegetation objects under the crop buffer area are 
classified as weed or wheat depending on the proximity of its ExG value to the ExG 
value of surrounding weed and wheat objects. In few words, the strategy for 
discrimination of weed patches is focused on their relative positions with respect to 
the crop rows, i.e., plants located between crop rows are considered weeds. 
2.5 Evaluation of algorithm performance 
For validation purposes, vegetation fraction (VF) was calculated for 24 square frames 
of three different areas (16, 4 and 1 m2) distributed regularly throughout the studied 
surface. The VF was determined as the percentage of pixels classified as vegetation 
per unit of ground surface. For reference measurement, a flight at 10 m altitude was 
planned to collect vertical pictures of the sampling frames. The UAV was 
programmed to fly continuously taking images every second to obtain several images 
for every frame, which allowed selecting that image with the better quality since the 
high proximity of these images to the frames let to visualise individual weed and 
wheat plants. Therefore, the best image of every frame was used to extract the 
observed VF data in every sampling point.  
The accuracy of the VF classifications was evaluated by comparing them with the 
observed VF values (OVF). The OVF data were determined by using the index and 
threshold that better detected individual plants according to a visual interpretation. 
The following expression was calculated to evaluate the performance of the different 
indices and thresholds: 
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Crop rows in every frame were counted for validation purposes. Difference between 
detected crop rows (DR) and observed crop rows (OR) was calculated for every 
validation frame for all dates and flight altitudes. The following formula was used to 
evaluate the accuracy of crop row detection: 
 
1 − | !| " × 100   (3) 
 
JMP software (SAS, Cary, NC, USA) was employed to perform the data analysis. 
2.6 Prescription maps 
After the evaluation of the algorithm performance, one of the best dates for weed 
mapping was selected, and its infestation map was converted on a prescription map 
for spatially variable herbicide application machinery by running on it another 
automatic analysis algorithm designed with eCognition. This algorithm generated a 
grid of user-adjustable size and estimated the weed coverage on every square of the 
grid. Then, the decision of weed control was taken on the basis of a treatment 
threshold dependent on weed coverage. In this work the selected grid size was 
0.5×0.5 m, and the treatment threshold was 10%. 
3 Results and discussion 
3.1 Quantification of vegetation fraction 
Figure 2 shows the graphical comparison between OVF and VF at every date and 
flight altitude, and also includes the regression coefficients of detected VF vs OVF. 
The point clouds at 60 and 68 DAS were smaller due to problems with image 
acquisition in the validation flight performed at 10 m altitude. 
Automatic vegetation detection achieved the best results at 30 m flight altitude. At the 
lower altitude, R2 reached values of 0.72 and 0.63, while at 60 m flight altitude the 
best R2 were 0.40 and 0.38. The vegetation index automatic thresholding was better at 
30 m flight because the pixel size was smaller, and therefore the proportion of pixels 
representing bare soil and vegetation diminished. Consequently, the lack of spectral 
values mixture enhanced the results achieved with the Otsu’s thresholding in images 
taken at 30 m altitude. 
Flight date also influenced VF quantification. The most accurate results were 
achieved at 43 and 49 DAS for both flight altitudes. At these dates the highest R2 
values of VF on OVF were reached (0.72 and 0.63 at 30 m; and 0.4 at 60m), and the 
point clouds were closer to the 1:1 line drawn in Figure 2. At 43 and 49 DAS the 
proportion between pixels mixing bare soil and vegetation was optimum for the 
correct functioning of the automatic thresholding method. At later dates, the OVF was 
higher and the Otsu threshold led to an underestimation of vegetation. From an 
agronomic point of view, this result is positive because adequate post-emergence 
weed control must be carried out at early dates to guarantee its effectiveness.  
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 Fig. 2. Graphics comparing the observed and detected VF for UAV flights at different dates 
(DAS: days after sowing) and 30 and 60 m flight altitudes. Regression coefficients of detected 
VF vs observed VF are also included.  
3.2 Quantification of crop rows 
Table 1 shows the accuracy in crop row detection for both flight altitudes. The best 
dates for crop row detection at 30 m altitude were 35, 43 and 49 DAS. At 60 m flight 
altitude, the most accurate results were achieved at 35, 49 and 75 DAS. Accuracy was 
below 80% only at 60 and 68 DAS for both flight altitudes. These results suggested 
that the algorithm performed successfully for crop row detection in a broad time 
window. This is relevant to extend the acquisition timing of the UAV imagery some 
days in case of problematic weather conditions occur, especially for wheat which is 
usually a winter crop and plenty of rainy and windy days can take place.  
 
Table 1. Accuracy in crop row detection and its standard error. Results are showed for the 
UAV flights at every date (DAS: days after sowing) and flight altitude. 
DAS 
Altitude 
(m) 35 43 49 60 68 75 
30 83.72±1.48 83.80±1.73 85.01±1.33 76.84±4.52 74.14±4.21 80.18±1.84 
60 82.90±1.58 80.86±1.74 83.54±1.60 64.65±7.59 79.94±2.72 81.44±1.99 
  
3.3 Prescription map 
As it was explained in “Materials and methods” section, the weed mapping algorithm 
was based in two major steps: 1) vegetation detection, and 2) crop row recognition. 
After these steps have been performed, vegetation growing outside the row structure 
is classified as weed. Therefore, if VF quantification and crop row detection are 
accurately assessed by the classification procedure, it would indicate an adequate 
functioning of the algorithm.  
In the case study analyzed in this work, dates with best results in the two major steps 
of the weed mapping algorithm were 43 and 49 DAS. These results suggest that the 
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weed mapping could be obtained in a 10 day time window. This would allow the 
desirable flexibility that the flight scheduling can require in winter crops in order to fit 
the weed mapping tasks to the farmer needing.  
 
Fig. 3. Prescription map from UAV flights at 43 DAS (days after sowing) and 30 m altitude.  
Figure 3 shows the prescription map generated from the 30 m altitude flight at 43 
DAS, one of the days in which the most accurate VF quantification and row 
recognition were achieved. Analysis of the prescription map showed that 29% of the 
field did not need weed control treatment, i.e., the wheat presented an infestation level 
below the treatment threshold. The prescription map generated from the 30 m altitude 
flight at 49 DAS (not shown) was almost identical to the one showed in Figure 3, with 
28% of the field free of weed infestations.  
4 Conclusions  
An UAV equipped with a conventional RGB camera was used to collect a set of 
overlapped images of a naturally grass weed infested wheat field at early season at 
different dates and flight altitudes. A robust and automated OBIA algorithm was 
developed for the automatic discrimination of crop rows and weeds in georeferenced 
ortho-mosaics previously created. The similarities of weed and crop at early growth-
stage, and the narrow space between crop rows (15 cm apart) were a challenge to test 
the OBIA procedure developed by authors for other crops. The OBIA algorithm was 
refined and efficiently quantified vegetation and crop rows in a broad time window. 
Weed plants located in the inter-row area were then distinguished from crop plants on 
the basis of their relative positions with respect to the crop rows. Finally, prescription 
276 RHEA-2014
maps were generated for those dates with best results in classification of weeds using 
a grid framework and a weed treatment threshold.  
The application of the described workflow allows the generation of herbicide 
prescription maps in wheat, which has not been possible previously with traditional 
airborne or satellite images. This technology can help in the implementation of the 
European legislation for the sustainable use of pesticides, which promotes reductions 
in herbicide applications. This objective can be achieved using site-specific herbicide 
control according to the weed maps.  
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Abstract. This manuscript presents a comprehensive methodology to obtain 
Thermal, Visible and Near Infrared ortho-mosaics, as a previous step for the 
further image-based assessment of response to water stress of an experimental 
apple tree orchard. Using this methodology, multi-temporal ortho-mosaics of 
the field plot were created and accuracy of ortho-rectification and geo-location 
computed. Unmanned aerial vehicle (UAV) flights were performed on an 
irrigated apple tree orchard located in Southern France. The 6400 m² plot was 
composed of 520 apple trees which were disposed in 10 rows. In this field set-
up, five well irrigated rows alternated with five rows submitted to progressive 
summer water constraints. For remote image acquisition, on 4th July, 19th July, 
1st August and 6th September UAV flights with three cameras onboard (thermal, 
visible and near infrared) were performed at solar noon. On 1st August, five 
successive UAV flights were carried out at 8, 10, 12, 14 and 16 h (solar time). 
By using self-developed software, frames were automatically extracted from the 
recorded thermal video and turned in the right image format. The temperature 
of four different targets (hot, cold, wet and dry bare soil) was continuously 
measured by the IR120 thermo-radiometers during each flight, for radiometric 
calibration purpose. Based each on thirty images, all ortho-mosaics were 
successfully obtained. As high spatial resolution imagery requires high 
precision geo-location, and the root mean squared error (RMSE) of each ortho-
mosaic positioning was calculated in order to assess its spatial accuracy. RMSE 
values were less than twice the pixel size in every case, which allowed a precise 
overlapping of the mosaics created. Canopy temperature data extracted from 
thermal images for showed significantly higher temperatures in water stressed 
trees compared to well irrigated, difference being related to severity of water 
stress. Thanks to the ultra-high resolution of remote images obtained (<0.1m 
spatial resolution for thermal infrared images), and beyond its capacity to 
delineate efficiently each individual tree, the methodology presented here will 
also make it possible the analysis of intra-canopy variations and the accurate 
calculation of vegetation and water stress indices. 
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1 Introduction  
In the context of climate change, statistical trend toward a general temperature 
increase, and more frequent and intense extreme weather events are expected (IPCC, 
2007). Longer periods of drought are susceptible to occur in the future during spring 
and summer periods, notably in the Mediterranean region (Giorgi and Lionello, 2008), 
and this will likely threaten the temperate fruit production, in particular where 
irrigation is limited by water resources. Adapting fruit trees to abiotic stresses such as 
water stress is thus a new challenging issue for fruit crops, whose water use needs to 
be deeply re-considered. 
Precision agriculture methods can contribute to drought assessment and irrigation 
scheduling. For the estimation of crop water status at tree scale, Unmanned Aerial 
Vehicle (UAV) imagery offers both global vision of the whole crop and the needed 
high spatial resolution. Furthermore, the UAV potential for assessing drought stress or 
estimating the latent heat flux (evapotranspiration flux density) of agricultural fields 
has already been shown in numerous studies (e.g. Sullivan et al., 2007; Berni et al., 
2009a,b; González-Dugo et al., 2012; Zarco-Tejada et al., 2012). Technical progress 
in thermal imagery made it possible to widen its possibilities of application in plant 
sciences, with affordable devices that are suitable for airborne high resolution image 
acquisition. Monitoring stomatal conductance on the base of thermal imagery can be a 
better indicator of plant response to drying soil than monitoring the leaf water 
potential, because stomatal closure can occur even before any change in plant water 
status (Jones 2004). Stoll and Jones (2007) explored the possibility of using thermal 
imaging as a tool for monitoring plant stress, showing that the canopy temperature 
difference between plants submitted to different water regimes can be very helpful to 
detect water stress. Sela et al. (2007) combined thermal and visible images to estimate 
leaf water potential status of cotton crops. Galleguillos et al. (2011) compared various 
temperature differencing methods to estimate daily grapevine evapotranspiration by 
using ASTER satellite data. More recently, Cohen et al. (2012) developed a 
methodology based on aerial thermal imagery and watershed image segmentation 
analysis, to estimate water status of palm trees from aerial thermal images. 
Thermal imagery is particularly suitable for monitoring areas of small to medium size 
(up to some hundreds of hectares). In this context, using UAVs provides the 
possibility of frequent flights, allowing water stress assessment and irrigation 
scheduling among other applications. This kind of imagery has been successfully 
employed in multi-temporal studies over fruit tree orchards (González-Dugo et al., 
2013). In low-altitude remote sensing, a large number of images, taken within a short 
time span, must be mosaicked. Software is available that creates a mosaicked and geo-
referenced image relatively automatically, often using the GPS location of the UAV or 
airplane (e.g. Berni et al., 2009b). Some studies have been focused on the 
georeferencing improvement of mosaics from UAV-sensed images by determining the 
optimum number of Ground Control Points (GCPs) and the flying altitude (Gómez-
Candón et al., 2011; Gómez-Candón et al., 2014). Wang et al. (2008) developed a 
practical method for mosaicking video frames from thermal infrared cameras based on 
Scale Invariant Feature Transform algorithm. In spite of this, thermal image 
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processing still remains a time-consuming step that requires expert knowledge in both 
software and thermography. This must be largely automated before infrared 
thermography can be applied as a common tool in agricultural practice (Maes & 
Steppe, 2012). 
Stress indices are a powerful tool for assessing the effects of drought on crop plants. 
One of the most commonly used is the Crop Water Stress Index (CWSI) developed by 
Idso et al. (1981). One extension of the CWSI is the Water Deficit Index (WDI), 
which has been proposed by Moran et al. (1994) for non-fully covering crops. This 
index, based on a combination of thermal imagery with other vegetation indices, 
enables the interpretation of canopy surface temperature. It beforehand determines, by 
inverting surface energy balance, the evaporative extremes that are used for the 
temperature differencing, which involves ancillary information about aerodynamic 
and micrometeorological conditions. Virlet et al. (2014) computed WDI through 
plotting the vegetation index value (using Normalized Difference Vegetation Index, 
NDVI) versus the difference between vegetation surface (Ts) and air (Ta) 
temperatures and demonstrated relevancy of WDI for assessing the variability of tree 
evapotranspiration in response to soil drought in a field phenotyping trial. 
As part of a long term research to investigate the possibilities and limitations of UAV 
imagery in accurately mapping water stress in field crops, it is crucial to explore the 
potential of generating accurate ortho-mosaicked imagery from multiple overlapped 
frames for proper discrimination of illuminated leaves from shaded leaves and soil. 
This is particularly important when heterogeneous plant cover, like orchards or 
vineyards are considered. Such an approach should demonstrate the accuracy of the 
ortho-images obtained and the further possibility of generating accurate water stress 
indices. This can be helpful to assess the variability of raw temperatures and stress 
indices within individual tree canopies, as shown by González-Dugo et al. (2012). 
In this paper we report a study of the geometric accuracy of the ortho-imagery 
obtained from multiple overlapped images taken in apple tree orchards using UAV-
sensed imagery. The aim of this research is to present a comprehensive methodology 
to obtain thermal and multispectral ortho-mosaics over an apple tree field experiment. 
As the assessment of crop water status and its temporal development is focused, multi-
temporal ortho-mosaics were created and their ortho-rectification accuracy compared. 
Furthermore, canopy temperature data were retrieved for well irrigated and water 
stressed trees in order to assess thermal difference between both treatments. 
2 Material and methods 
The proposed method is applicable for computation of water stress indices. It 
comprises the following main steps (Figure 1): image acquisition; image calibration; 
ortho-rectification and georeferencing; mosaicking; and image band combination to 
compute the final values of the stress index. UAV remotely-sensed thermal video files 
have to be pre-processed as following: first, image extraction from thermal video files; 
second, correction in geometry and radiometry; and third, ortho-mosaicking. This 
process requires the use of specific software and a system for concomitant ground 
temperature acquisition. UAV imagery and measurements in planta have been both 
developed during this research. 
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Fig. 1. Flowchart for Water Deficit Index (WDI) calculation. 
2.1 Locations and data acquisition 
Studies were conducted in an apple tree orchard located at INRA Melgueil station 
(Diaphen experimental platform), near Montpellier, France (N43º36, E03º58, Figure 
2). 520 adult apple trees, planted at 5m * 2m distance, were disposed into ten rows. 
In one row out of two, irrigation was restricted two weeks before the first flight, in 
order to induce progressive water deficit. Combination of a large genetic panel and 
contrasting water regimes was settled for spatial and temporal comparison purposes. 
Ortho-images were taken during summer 2013 by using a MikroKopter UAV (Figure 
3a) equipped with a low weight Thermoteknix Miricle 307K thermal camera 
(640x480 detector resolution) and two Sigma DP1x digital cameras (2640 x 1760 
pixels; Figure 3b), one of them being modified according to Lebourgeois et al. (2008) 
to acquire near infrared images. UAV flights and image acquisition were carried out 
under fully sun conditions, on 4th July, 19th July, 1st August and 6th September, and 
performed at solar noon. On 1st August, five UAV flights also took place at 8, 10, 12, 
14 and 16 h (solar time) in order to yield intra-day dynamics of plant temperature. 
UAV images were acquired at 40m altitude and flight length was 4-6 minutes 
approximately, depending on wind conditions. The image along-track overlap was 
80% and cross-track overlap was 60%. A series of 30 UAV navigation waypoints 
were fixed within each flight, to ensure stable conditions each 9 meters and prevent 
blurred RGB and NIR images. A total of 30 images per flight were needed to cover 
the whole field (one image each 8 seconds approximately). Over the plot, a total of 
15 GCPs were placed and geo-referenced using a Leica RTK GPS (Leica 
Geosystems®) with an accuracy of 1cm. For radiometric correction purposes, IR120 
thermo-radiometers (Campbell® Scientific Inc.) were installed to continuously 
measure the brightness temperature of four contrasted targets: cold (white 
polystyrene), hot (black-painted), and also dry and wet bare soil. 
282 RHEA-2014
 
Fig. 2. Thermal ortho-mosaic of the study plot (August, 8th). (a) Apple tree orchard. (b) Hot and 
cold ground targets. (c) Georeferencing ground control points. 
2.2 Thermal imagery pre-processing 
Data were pre-processed in two main steps: image extraction from video files and 
geometric and radiometric calibration. Self-developed specific software was 
developed for automatically performing the process. The software is based on Python 
programming language (Python Software Foundation, 9450 SW Gemini Dr., ECM# 
90772, Beaverton, OR 97008, USA) and the avconv command line program for 












Fig. 3. a. Mikrokopter UAV. b. Detail of the camera mount with the thermal and the DP1 
camera installed. The pico-computer controlling the thermal camera is also shown. 
 
Video frames extraction and image format transformation 
To avoid data errors due to overheating, the uncooled thermal camera itself had a 
system for continuous self-calibration, which was set to occur every 4 seconds. To 
a b
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minimize acquisition errors, only the first frame after every self-calibration was 
extracted. After extraction, each raw frame was automatically transformed into the 
desired image format. 
Geometric correction and ground data-based radiometric calibration 
Resulting thermal images had some errors due to some lens distortion effects. 
Geometric correction was based on lens geometric coefficients, which were provided 
by camera manufacturer. 
Each flight was divided into two tracks, flying over the ground targets at the 
beginning and the end of each track. Radiometric calibration coefficients were 
calculated by linear interpolation, using the ground temperature data (from hot, cold, 
and soil targets). Afterwards, coefficients were applied to TIR images for radiometric 
calibration. 
2.3 Ortho-mosaicking process 
The exterior position and orientation parameters of the UAV were provided by the 
UAV inertial system. These parameters and GCPs coordinates were used as input data 
for the Leica Photogrammetric Suite 2010 (LPS, Leica Geosystems®, 2006) software, 
for ortho-rectification by aero-triangulation and mosaicking. For the near infrared and 
visible images (NIR and RGB), calibration parameters were calculated by comparing 
overlapping zones of consecutive images during the aero-triangulation process. 
Radiometric correction for RGB and NIR images was based on invariant field targets 
in each spectral band, with Date 1 as a reference, so that the acquisitions would be 
comparable from one date to the others. For the thermal images, calibration was 
performed as explained in the previous section. Afterwards, the images were 
combined into a seamless ortho-mosaicked image of the entire field. 
2.4 Accuracy assessment 
Accuracy assessment consisted of estimating the error associated with ortho-
rectification of the UAV imagery. This error is commonly expressed by the root mean 
squared error (RMSE) of the ortho-mosaicked image. The RMSE is a global indicator 
of the quality of the mosaic, and is based on the residuals of the image co-ordinates 
and the ground co-ordinates. The geometric accuracy of the ortho-rectified mosaic 
was assessed using the co-ordinates of seven out of 15 GCPs collected at ground level 
using the differential GPS. Then, the RMSEs were calculated as follows: once the 
mosaic was generated, co-ordinates of the seven GCPs measured in the field were 
compared to the co-ordinates of these seven GCPs in the mosaicked image using 
ENVI software (Research System Inc., Boulder, CO, USA). Finally, the differences 
between DGPS co-ordinates and co-ordinates from the mosaicked image were used 
for calculating the RMSE. The RMSE for an image with n validation points is 
assessed as follows (ERDAS, 1999): 
 








rsrs nYYXXRMSE  (1) 
where Xs and Ys are the geospatial co-ordinates of the point of the source image, and 
Xr and Yr are the co-ordinates of the same point DGPS measured at field level. 
284 RHEA-2014
Table 1. Overall georeferencing errors at INRA Melgueil plot. UAV images were taken at 4 
different dates. Images from three different cameras: Visible RGB (Red, Green, Blue), Near 
Infrared (NIR) and Thermal Infrared (TIR). 
  Kind of image (spatial resolution) 
     
Date  RGB (0.02m) NIR (0.02m) TIR (0.10m) 
 
4th July 2013 RMSE ±s.d. 0.028±0.023 0.025±0.018 0.182±0.095 
19th July 2013 RMSE ±s.d. 0.024±0.015 0.026±0.016 0.194±0.100 
1st August 2013 RMSE ±s.d. 0.027±0.010 0.025±0.009 0.150±0.070 
6th Sept.2013 RMSE ±s.d. 0.026±0.009 0.025±0.007 0.153±0.090 
    
Mean RMSE±s.d. 0.026±0.002 0.026±0.001 0.170±0.021 
RMSE (root mean squared error) ± standard deviation of validation points of each image (in 
meters). 
2.5 Measurement of temperature difference 
To assess performance of ortho-mosaics obtained, three dates were selected according 
to the increasing severity of water stress, 4th July (no stress), 1st August (medium 
stress) and 6th September (high stress). For each date, differences between apple tree 
canopy temperature (Tc) and air temperature (Ta) were calculated for the well watered 
(WW) and the water stressed (WS) trees separately. Finally analysis of variance was 
performed.Results and discussion. 
Table 2. Overall georeferencing errors at Melgueil plot. UAV images were taken on 1st August 
2013 at 5 different moments of the day. Images from three different cameras: Visible RGB 
(Red, Green, Blue), Near Infrared (NIR) and Thermal Infrared (TIR). 
  Kind of image (spatial resolution) 
     
Solar time  RGB (0.02m) NIR (0.02m) TIR (0.10m) 
 
8:00 RMSE ±s.d. 0.027±0.011 0.026±0.012 0.196±0.094 
10:00 RMSE ±s.d. 0.027±0.010 0.025±0.009 0.150±0.070 
12:00 RMSE ±s.d. 0.029±0.015 0.027±0.006 0.191±0.086 
14:00 RMSE ±s.d. 0.027±0.011 0.029±0.013 0.194±0.105 
16:00 RMSE ±s.d. 0.028±0.009 0.026±0.011 0.192±0.060 
    
Mean RMSE±s.d. 0.028±0.001 0.026±0.001 0.185±0.019 
RMSE (root mean squared error)±standard deviation of validation points of each image (m). 
For both situations, inter-day and intra-day flights, the UAV image series were 
successfully taken and ortho-rectified. Besides, as a result of the development of 
specific software, the image extraction and calibration was more automatic and faster 
than using the conventional methods. 
Tables 1 and 2 show the measured RMSE of the ortho-mosaics taken at 4 different 
summer dates, along with the drought progression in field trial, and on 1st August for 
five different moments of the day. The ortho-mosaics generated had a spatial 
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resolution of 0.02m for near infrared (NIR) and visible (RGB) bands and 0.10m in 
thermal infrared (TIR). Those spatial resolutions are appropriate for the water stress 
assessment at individual tree level, since canopies diameter were 1 to 3m. 
The overall RMSEs were very similar between ortho-mosaics regardless of the 
moment of the flight or the kind of image acquired (TIR, NIR or RGB). Thus, the 
results did not show large differences in accuracy between ortho-mosaics which were 
similar whatever the date. One of the relevant results of the study is that the moment 
of acquisition did not affect the georeferencing accuracy of the mosaicked image. 
Furthermore, the final RMSE value was less than twice the image pixel size, which is 
accurate enough according to Laliberte et al (2010). Furthermore, ortho-mosaics were 
accurate enough to be applied on multi-temporal studies, according to the 
methodology proposed by Virlet et al. (2014), since they were radiometrically 
corrected too. The low RMSEs for RGB and NIR (about 1 pixel) permit the precise 
computation of vegetation indices. The fairly low RMSE for TIR image 
georeferencing (lower than 0.20m) will allow a satisfactory extraction of thermal data 
within the tree canopies, upon consideration of a representative central zone. On the 
basis of the image series obtained, analysis of intra-crown variations will also be 
possible. However, other factors must be taken into account while acquiring this kind 
















Fig. 4. Distribution of differences between canopy temperature and air temperature (Tc-Ta) for 
the well watered (WW) and the water stressed (WS) trees (122 genotypes). Three dates: 4th 
July (no stress), 1st August (medium stress) and 6th September (high stress). Each box plot 
shows the median value, the 1st and 3rd quartiles, and the 1st and 9th deciles. Significant p-
values are represented as follows: *** for p≤ 0.001; NS: not significant. 
Comparison between canopy temperature in WW and WS trees (all genotypes 
confounded) is represented in figure 4, while the environmental data during image 
acquisition are shown in table 3. There was no statistical difference in Tc-Ta before 
water stress establishment (July 4th). In contrast, highly significant differences were 
found on the second and third dates. This result was consistent with the stem water 
potential data acquired (table 3). Nevertheless, thermal data yielded in WW and WS 
trees at 3rd date showed lower Tc-Ta differences, due to lower irradiance conditions 
compared to 2nd date. 
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3 Conclusions 
The proposed methodology is suitable for obtaining thermal and multispectral ortho-
mosaics, reducing the pre-processing time needed for image extraction and 
calibration. Due to the automation of the process, its cost efficiency is increased. This 
kind of remotely-sensed imagery is presently contributing to a tree phenotyping 
program at field, whose aim is to analyze the genotypic variability of apple tree 
response to increasing water constraints. The spatial resolution obtained allows 
carrying out the water stress assessment at individual tree level. As UAV-borne image 
series can be acquired with short revisit time, temporal series can be developed at 
seasonal and daily scales. The accuracy obtained is enough to perform comparisons in 
these temporal series. 
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Abstract. Soil moisture monitoring using sensors and wireless technologies is a 
relatively new concept for farm management information systems (FMIS) and 
irrigation alerting services. This work describes the hardware and software 
components of the wireless system monitoring soil moisture from an agricultural 
tractor. The structure of the wireless soil moisture system is made of remote 
terminal units (RTU’s) properly suited to transmit lots of sensors data, a wireless 
modem connected to a gateway, a gateway which is the core of monitoring, a 
wireless network system and the tractor server. The developed software 
integrates data management, analysis and visualization in a user friendly 
graphical user interface (GUI). Although it was designed for soil moisture data, 
it can be used for any other data as well. Each time the tractor entered within the 
coverage area of the wireless network the transmission of data was started to the 
central server of the tractor. The developed software running on laptop analyzes 
data and checks it for abrupt changes in soil moisture status. If the sensed 
readings are below the defined threshold values then an alarm is sent to the 
farmer so as to decide on required irrigation management actions. 
Simultaneously, it supports a management information system for spatial 
analysis of tractor-implement draft forces that are related to the soil properties of 
the field in terms of soil moisture status. This analysis could be useful for 
optimizing tillage operations.  
Keywords: Remote monitoring, soil moisture, sensor, precision agriculture 
1 Introduction 
Modern irrigation management is based on instrumentation (soil moisture sensors) 
that provides accurate estimations of soil moisture conditions. According to Fares and 
Polyakov (2006), installation of soil moisture sensors should begin with a careful 
selection of monitoring sites, which are subdivided into macro- and micro-zones. 
Macro-zone refers to the selection of one or several locations in an agricultural field 
characterized by dominant topography, soil type, vegetation, and management 
practices. Micro-zone selection aims at determining the position of the sensor in 
relation to individual points/locations, soil depths (shallow vs. deep) or irrigation 
delivery points (drip or sprinkler emitter). The most common single sensors are based 
on two electrodes measuring the resistance of the soil. Also, there are probes with 
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bare wires embedded in gypsum (gypsum probes). The bare wire sensors are 
extremely affected by soil salinity and pH. Gypsum probes do not dry at the same 
time with the soil surrounding it, and they are plagued by clogging from small soil 
particles (Eldredge et al., 1993). Heat dissipative sensor using exact heating and 
cooling profiles provides another accurate method of soil moisture detection that is 
not affected by soil salinity, pH, soil compaction and temperature (Phene et al., 1971). 
Time domain reflectometry (TDR) is also used to measure soil moisture; a higher 
moisture concentration causes a higher average dielectric constant for the soil. The 
average dielectric constant can be sensed by measuring the speed of electromagnetic 
wave propagation along a burried transmission probe (Ledieu et al., 1986). Other 
common type of soil moisture sensors in agricultural use is a frequency domain 
reflectometry (FDR) such as a capacitance sensor (Eller and Denoth, 1996).   
Since the early 1990s, Wireless Sensor Networks (WSNs) have been an area of active 
research. Wireless technologies refer to standardized set of radio technologies that 
allow computers and electronic devices (sensors) to communicate and access the 
internet without being connected via cable (Vellidis et al., 2007). WSN is a collection 
of a large number of sensors distributed logically, spatially over an environment and 
connected through a high speed network. WSNs perform three basic tasks: (a) sensors 
continuously collect data from the surrounding environment; (b) data are processed by 
an associated processing element; and (c) transfer them through wireless 
communications to a data collection point called sink node or base station (Anastasi et 
al., 2009). According to Chatzigiannakis et al. (2006), the static WSNs are based on 
the assumption that the network is dense, so that any two nodes can communicate 
with each other through multi-hop paths. More recently, mobility has also been 
introduced to WSNs. In fact, mobility in WSNs is useful for several reasons (e.g., 
connectivity, cost, reliability, and energy efficiency). In addition, mobility in WSNs 
also introduces significant challenges which do not arise in static WSNs (e.g., contact 
detection, mobility-aware power management, reliable data transfer, and mobility 
control). Sensors may be distributed in a two-dimensional (2-D) or a three-
dimensional (3-D) environment. The environment in which the sensors are deployed 
varies with applications. For example, it may be an agricultural field for soil moisture 
data gathering. Each sensor node may consist of one or more soil moisture sensors 
installed within the field at same or at different depths. Wireless sensors monitor soil 
moisture and transmit the data back to the data server.   
Soil moisture detection using sensors and wireless technologies is a relatively new 
concept for farm management information systems (FMIS) and irrigation 
management programs. FMIS is defined as a planned system for collecting, 
processing, storing and disseminating of data in the form of information needed to 
carry out the operations and functions of the farm (Sørensen et al., 2010). During the 
last years a number of studies have shown the potential to use wireless technologies 
and sensors for the detection of soil moisture status. Vellidis et al. (2008) present a 
prototype real-time, wireless smart sensor array for scheduling irrigation in cotton. 
The array consists of a centrally located receiver connected to a laptop and multiple 
sensor nodes installed in the field. It is a low cost system that allows dense installation 
of soil water sensors and it offers reliable monitoring of soil moisture status in crops. 
Bogena et al. (2010) investigate the potential of wireless sensor network technology 
for the near real-time monitoring of soil moisture at the large scales using the 
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developed wireless sensor network (SoilNet). A forest area (27 ha) was instrumented 
with 150 end devices and 600 capacitance sensors. In a period of four months, more 
than six million soil moisture measurements were obtained. Zhang et al. (2012) 
present an advanced Wireless Underground Sensor Networks (WUSN) for monitoring 
of soil moisture at multiple depths. WUSN consists of wireless devices that are 
burried completely under the ground surface. It is a specialized kind of wireless 
sensor network that mainly focuses on the use of sensors that communicate through 
soil. Majone et al. (2013) describe a Wireless Sensor Network (WSN), composed of 
135 soil moisture sensors (capacitance sensors) organized in 27 nodes (5 sensors per 
node) and 27 temperature sensors, in an apple tree orchard of about 5000 m
2
, located 
in northeastern Italy. WSN is based on totally independent sensor nodes, which allow 
both real time and historic data management and are connected through an 
input/output interface to a WSN platform. 
In recent years, a wireless sensor network with mobile elements is a promising 
approach because of its potential for enabling full of novel applications and services. 
An agricultural tractor can be used as a mobile element that allows data collection 
from remote agricultural field sensors (Polojärvi et al., 2012). It was assumed that 
sensors and tractor are connected with short-range radio communication devices. 
Farmer uses tractor to visit the remote sites constantly (e.g., every day or every week). 
The radio device on tractor contacts with sensors at the remote sites, and data returns 
to the tractor position (Ochiai et al., 2011). As a consequence, three main phases 
associated with the data collection in WSNs emerge: discovery, data transfer and 
routing to tractor server. In addition, the correct location of sensor nodes is known. 
On the other hand, the tractor movements can be designed and recorded so as to 
achieve specific goals and optimize given performance parameters. Mobility can be 
demonstrated by means of trajectory, the path followed by the tractor during its 
movements, and speed (Somasundara et al., 2007). Mobile sensing vehicles have been 
proposed by other researchers in different applications (Lee et al., 2009; Eisenman et 
al., 2009; Liu et al., 2004).   
This study demonstrates data gathering from remote soil moisture sensors using an 
agricultural tractor as mobile element of the wireless monitoring system. The 
automatically transferred soil moisture data: (a) support a management information 
system for spatial analysis of tractor-implement draft forces, which is useful for 
tillage operations analysis, soil conservation, and fuel saving, and (b) offer irrigation 
alerting services on agricultural tractor.   
2 Materials and Method 
An agricultural tractor (Lamborghini R6. 130 Hi-Profile) moves between remote 
nodes (i.e., tractor as mobile base station and soil moisture sensors as remote nodes). 
Thus, when tractor comes into radio communication range with sensors (1000 m), 
they contact each other and start exchange data. The experimental site (almost 25000 
m
2
) was located at the campus of the Technological Educational Institute of Thessaly, 
Greece. The soil characteristics determined by laboratory analysis: soil texture was 





2.1 General description of wireless soil moisture monitoring system 
This section describes the hardware and software design of the wireless soil moisture 
monitoring system that automatically gathers and transfers field data, as well as 
routing to the agricultural tractor server. The architecture of the wireless soil moisture 
monitoring system is shown in Figure 1. It consists of three granular matrix sensors 
(GMS) Watermark Model 200SS (Irrometer Co. Inc., Riverside, CA, USA), and the 
commercially available wireless monitoring system Adcon Telemetry (Adcon 
Telemetry GmbH, Klosterneuburg, Austria). 
The three granular matrix sensors (Watermark, Model 200SS) are used for soil 
moisture monitoring. These types of sensors have been chosen due to the low unit 
cost and simple installation procedure. Each sensor is installed in its own hole in 
representative points of the experimental field, to measure soil moisture at a depth of 
0.25 m. Because the relationship between soil moisture potential and resistance of 
Watermark 200SS sensors has been observed adequately by Shock et al. (1998) and 
Allen (2000b) no other method was evaluated in this study.     
 
 
Fig. 1. Remote monitoring of soil moisture from an agricultural tractor: (1) Wireless 
modem, (2) Gateway, (3) Laptop Computer, (4) Remote Terminal Unit, (5) Solar 
Panel, and (6) Soil moisture Sensor.     
 
The wireless monitoring system Adcon Telemetry consists of three remote terminal 
units (RTU’s), a wireless modem, a telemetry gateway, and the tractor server. The 
RTU (A723 addIT Series 4) is a short range remote telemetry unit with an integrated 
10mW radio, allowing reliable data collection and transfer. It has 6 analogue, 2 pulse 
and 2 digital inputs and supports up to 40 SDI-12 values. Logging and transmission 
intervals are customizable over all around the environment. A robust IP-66 rated 
aluminum housing ensures year round operation, even in harsh environments. 
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Waterproof Binder connectors are used for sensor and solar panel connections, 
making field installation quick and simple. It is powered by a small permanent solar 
panel. The A850 telemetry gateway is the core (base station) of the Adcon radio 
network. An internal memory of 256MB on CF card stores data of RTUs for approx. 
1 week or 1 million reads per write cycle. In our study it was set to record 100 
measurements per day. The gateway software can enforce some limitations that can 
be inserted (e.g., the number of RTUs, the number of sensors, the number of wireless 
modems, etc.). It communicates with the three radios RTUs (A723) via the A440 
Wireless Modem (outdoor unit) installed on the rooftop of the tractor’s cabin. 
Wireless Modem A440 has two connectors, one for the antenna, and a second that 
accommodates the connection cable, which not only provides communication link to 
the A850 telemetry gateway (indoor unit), but  power as well to the A440. 
Furthermore, the telemetry gateway unit is connected directly, via a serial null modem 
cable, to a laptop PC running MS Windows XP as an  operating system which has 
been used as a tractor server. The amount of collected data is send to the web-based 
FMIS application through a wireless or GPRS connection. The tractor server provides 
the user with a graphical interface at the laptop desktop. Finally, the A850 telemetry 
gateway is a low-power device, a built-in rechargeable battery which maintains the 
function also in case of temporary outages of the primary power source for up to 24 
hours preventing any data loss. Telemetry gateway and laptop PC are powered by 
tractor’s battery via an inverter DC 12V to AC 220V. 
2.2 Topology of wireless network  
The topology of a wireless network describes the physical layout of RTUs, and 
gateways, as well as the data flow paths between them. In this study, it was used a 
traditional star topology architecture. Star topology is a point-to-point or line-of-sight 
architecture where individual RTUs, communicate directly with a gateway. The 
gateway transmits the data to a central collection point, such as the tractor laptop PC. 
Each RTU cannot communicate directly with one another; all communications must 
be routed through the centralized gateway. Each RTU is then a “client” while the 
tractor laptop PC is the “server”. The star topology potentially uses the least amount 
of power of the other architectures because of the simple, direct wireless connections. 
But the distance the data can be transmitted from the RTUs to the gateway is limited. 
Communication may be hindered or data lost if something disrupts the transmission 
path between a RTU and gateway. In case there is a need to monitor the soil moisture 
of a much larger area, then it is suggested to use different infrastructures and wireless 
network topologies. Three of the most common wireless topologies for agricultural 
and environmental applications are long range networks, short long range networks, 
and UHF plus GPRS networks.  
2.3 Software design of Farm Management Information System 
The Farm Management Information System (FMIS) was developed by Tsiropoulos et 
al. (2013) to handle draft forces data and generate spatial performance maps. It could 
be useful in order to analyze tillage operations, to maintain soil quality, and reduce 
energy consumption. The FMIS consists of a windows and a web based application. 
The FMIS software was written in C# which is a multi-paradigm programming 
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language. The data was stored in 2 MS – SQL databases, one for windows-based 
application (laptop) and one for the web application (web – server), which have been 
synchronized.   
The windows-based application has six basic tools. These are: (a) the Data Logger 
Tool in which the data of the three data sources (portable dynamometer, tractor 
ISOBUS, and GPS receiver) have been recorded, (b) A850 Telemetry Gateway that 
acts as a mid-term storage device for soil moisture data collected from RTUs, (c) the 
Spatial Analyst Tool where spatial maps have been created, (d) the Calibration Tool 
where the response of each load cell to known weights have been stored, (e) the 
Statistics Tool where recorded data and charts could be viewed, and (f) the 
Synchronization Tool, which is responsible for the synchronization between the two 
application databases.  
The web application has three basic tools. These are: (a) the Farm Information Tool 
where data about the farm has been stored (fields, tractors, implements, etc.), (b) the 
Real Time Tool where the data of the instrumented tractor and implements, as well as 
soil moisture sensors data have been shown in real time, (c) Spatial Analyst Tool 
where spatial maps have been created, and (d) the Statistics Tool where recorded data 
and charts can be viewed.  
Finally, the FMIS hardware equipment for tractor-implement combination is 
described very analytically at the work of Tsiropoulos et al. (2013), therefore no more 
information are given in this study.    
3 Results  
The design of the soil moisture monitoring system faced two significant challenges: to 
offer irrigation alerting services on agricultural tractor and to support a management 
information system for spatial analysis of tractor-implement draft forces.  
As mentioned above, the web application can display the data in real time. User has 
the option to select which info and tools can be viewed at the Real Time Tool of the 
web application. The basic tools that always exist at the Real Time Tool are: (a) basic 
tractor data (engine speed, fuel consumption, tractor speed), (b) soil moisture data, (c) 
sensor nodes position and (d) tractor route. Figure 2 shows the Graphical User 
Interface (GUI) of the Real Time Tool. Basic tractor data and soil moisture data is 
displayed as gauges for helping FMIS users to understand in a very easy and fast way 
all the values. Tractor route, sensor nodes position and field boundaries are displayed 
on a real time map. Tractor route is shown as a red line, field boundaries as a blue 
translucent polygon and nodes position as green dots. The number over the green dots 
is the sensors ID number. Additionally, the chart displays the engine torque, fuel 
consumption, traction, and soil moisture potential. The GUI of Figure 2 shows that 
the sensor array was able to successfully monitor soil moisture as measured by the 
three Watermarks and can indicate soil moisture tensions at the field before and after 
an irrigation event. 
If an action is needed or there is a system alert (e.g. soil moisture is low at one of the 
sensors), a pop up window will appear at the web application, and a short message 
service (sms) will be send to the farmer mobile phone. The automatic alerts and the 
way the GUI is displaying the data (e.g. range colors on gauges) helps the farmer to 




Fig. 2. Graphical User Interface (GUI) of the web Real Time Tool. 
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Field experimental results show that all measured FMIS parameters were closely 
related and showed in similar patterns. Fuel consumption and torque are related to 
engine speed and forward velocity. Fuel consumption was 20% higher at 2200 rpm 
compared to 1800 rpm at all velocities, and 25% higher at 5km/h compared to 9km/h 
at both engine speeds. Soil moisture status was 13-15 kPa which means that the soil is 
adequately wet.  
4 Discussion  
In this work it is demonstrated an application of WSN that allows soil moisture data 
gathering from a mobile base station (agricultural tractor). Our goal was to offer 
irrigation alerting services on agricultural tractor and support a FMIS (windows-based 
and web-based) for spatial analysis of tractor-implement draft forces. This technology 
embedded on agricultural tractors offers new capabilities and computational tools. 
The pilot deployment of this wireless soil moisture monitoring system took place at 
the Technological Educational Institute of Thessaly, Greece. It was carried-out 
through small-scale experiments with three nodes. However, experiments turn out 
with success. In the future, this study will be extended to full deployment with 
increased number of sensor nodes for any other type of data, optimal placement 
strategy for the sensor nodes, and enhanced the computational capabilities of the 
management information system.    
5 Conclusions     
o This soil moisture wireless monitoring system promotes new services on tractor 
including irrigation alerting and support a FMIS (windows-based and web-based) 
for spatial analysis of tractor-implement draft forces. 
o According to the results, soil moisture data from sensor nodes were transferred to 
the tractor server successfully.   
o While the current project has concentrated on soil moisture sensing, it could be 
used for any other field data gathering. In addition, this wireless monitoring 
system could be implemented on other self-propelled machines of the farm.  
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Abstract. Site-specific weed management in a very early phenological stage of 
crop and weed plants requires the ultra-high spatial resolution imagery provided 
by unmanned aerial vehicles (UAV) flying at low altitudes. These UAV images 
cannot cover the whole field, resulting in the need to take a sequence or series of 
multiple overlapped (end-lap and side-lap) images. As consequence, a large 
number of UAV images are acquired for each plot. These multiple overlapped 
images must be oriented by calculating the bundle adjustment and ortho-rectified 
throughout an aerial-triangulation procedure to create an accurately geo-
referenced ortho-mosaicked image of the entire field.  
As the spatial accuracy of ortho-mosaicked image is mainly dependent on 
camera calibration and percentage of overlapping, this paper describes the effect 
of flight parameters and sensor arrangement using an UAV flying at 30 m 
altitude and six-band multispectral camera (miniature camera array composed of 
a master channel and five more channels or bands) on the workflow of the 
mosaicking process. The objective is to develop a procedure to generate an 
accurate ortho-image. This procedure would be then used in multispectral UAV 
imagery taken on crops for weed seedling mapping. The main phases of UAV 
workflow were: sensor calibration, mission planning, UAV flight and processing 
images. Regarding the sensor calibration, six different geometric calibrations 
were calculated, one for each image registered corresponding to every band. 
Referring to mission planning, two end-lap and side-lap settings (60%-30% and 
70%-40%) were considered. Calibration and image overlapping are related to 
the flight duration and accuracy resolving aerial-triangulation. Different aerial-
triangulations were calculated for different scenarios taken into account several 
combinations of calibrations and the overlapping values. The spatial accuracy of 
the different generated ortho-mosaicked images using both overlapping values 
and calibration were evaluated by the ASPRS (American Society for 
Photogrammetry and Remote Sensing) test. The results showed that the best 
setting of flight to keep the spatial accuracy in the bundle adjustment was 40-
70% overlapping and using the master channel for the aero-triangulation and its 
own calibration parameters. Generally, high values of end-lap and side-lap 
improved the accuracy of block photogrammetric adjustment, although they 
increased the flight length and decreased the area overflow. In addition, the 
framework to process and mosaic the images taken by this type of sensor was 
defined. 
Keywords: low flight altitudes, overlapping, sensor calibration, visible and 
near-infrared spectrum, weed seedling monitoring 
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1 Introduction  
Over the last decade, significant changes have occurred in the field of unmanned 
aerial vehicles (UAVs) and the general interest has increased for civil and research 
purposes such as detection and monitoring fires (Merino et al., 2012), civil protection 
(Maza et al., 2011) or precision agriculture for site-specific management (Garcia-Ruiz 
et al., 2013). The result is that UAVs are often being used in photogrammetry since a 
geo-referenced product can be obtained with reasonable accuracy and any geographic 
phenomena can be measured and mapped (Link et al., 2013).  
For precision agriculture objectives, site-specific weed management in a very early 
phenological stage of crop and weed plants requires the ultra-high spatial resolution 
imagery provided by UAV flying at very low altitudes. Due to their intrinsic 
characteristics, these UAV images cannot cover the whole field, resulting in the need 
to take a sequence or series of multiple overlapped (end-lap and side-lap) images. As 
consequence, a large number of UAV images are acquired for each plot. These 
multiple overlapped images must be oriented by calculating the bundle adjustment 
and ortho-rectified throughout an aerial-triangulation procedure to create an 
accurately geo-referenced ortho-mosaicked image of the entire field. However, the 
spatial quality of imagery derived from UAV is usually poorer than that of 
conventional products obtained by satellite or aircraft system (Zongjian, 2008). These 
limitations are related to sensors on-board and flight setting.  
Low cost sensors such as a still point-and-shoot camera have shown to provide 
ultrahigh spatial resolution ortho-mosaics (0.74 cm-pixel at 30 m flight altitude) with 
fine-scale spatial resolution (Gómez-Candón et al., 2013). However, other 
multispectral sensors used on board UAVs can present lack of vertical adjustment or 
unknown interior orientation which affect the consistency of image spatial accuracy. 
Interior orientation of this kind of cameras can be particularly critical when it is an 
array set up sensor. In this situation, an image is taken with different sensors working 
within the camera at the same time and, as an unavoidable consequence, some multi-
unknown interior orientations take part in the process.  
The other factor, the flight setting, is related directly with the quality of the 
photogrammetric processes, that is, high values of end-lap and side-lap could improve 
the accuracy of block photogrammetric adjustment, although they increase the UAV 
flight length and decrease the area overflow. In order to optimize the acquisition of 
imagery from UAV, it is necessary to determine the quality of the image data and to 
balance the flight project to keep steady spatial quality results and flight duration. 
Because an array sensor is going to be used in our group to complement our research 
with an UAV equipped with a low cost camera for detecting early weed plants 
(Torres-Sánchez et al., 2013), the objective of this research was to generate UAV 
accurate ortho-mosaicked images by developing a procedure to define the best flight 
setting (camera calibration and percentage of overlapping) and the way to process 
images taken by this array sensor. This paper describes the effect of flight parameters 
and sensor correction using an UAV flying at 30 m altitude and a six-band 
multispectral camera (TetraCam) on mosaicking process in order to generate an 
accurate ortho-mosaicked image. The proposed corrections would be subsequently 
used in UAV imagery taken for weed seedling mapping. 
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2  Materials and methods 
2.1 Study site  
The work was carried out in an urban parcel situated in the University of Córdoba 
campus (southern Spain, coordinates 37.909ºN, 4.728ºW, datum WGS84). The study 
site had an area of about 0.5 ha, and it included a street and some unbuilt land. This 
location was selected to perform the UAV flights and to develop the procedure 
because of its abundance of elements such as street lamps, zebra crossings, floor sinks 
or sidewalks whose coordinates could be registered to be used in the evaluation of the 
ortho-mosaicked image quality. 
2.2 UAV and sensor characteristics 
A quadrocopter complete carbon design was used (UAV MD4-1000, microdrones 
GmbH, Figure 1.a.  See more UAV details in Torres-Sánchez et al., 2013 a) flying at 
30 m altitude. The images were collected with a 6-channel multispectral camera 
(miniature-camera-array: mini-MCA, Tetracam Inc., Chatsworth, CA, USA; Figure 
1.b) which is a lightweight (700 g). The TetraCam camera is a rolling shutter camera 
with six individual channels each consisting of a sensor with a progressive shutter. 
Each channel has a focal length of 9.6 mm and a 1.3-megapixel (1,280 x 1,024 pixels) 
CMOS sensor that stores images on a compact flash card. The camera has user-
configurable band-pass filters (Andover Corporation, Salem, NH, USA) of 10-nm full 
width at half-maximum and center wavelengths of 450 nm (blue region of the 
electromagnetic spectrum), 530 nm (green region), 670 and 700 nm (red region), 740 
nm (red-edge region) and 780 nm (near-infrared region). The software PixelWrench2 
was supplied with the camera to provide full camera control and image management 
(TetraCam, 2011), including correction of the vignette effect, alignment of RAW 
image sets and building of multi-band TIFs, as explained in Torres et al. (2013 a). 
The camera channels are arranged in a 2×3 array, with one of them called “master” 
and the other 5 called “slaves”. The slave channels are labeled from ‘‘1’’ to ‘‘5’’, 
while the sixth master objective is used as reference channel to define the global 
settings used by the slave ones. That is, the master channel calculates its own 
exposure time and this parameter is used for the slave objectives to ensure the 
simultaneity of image acquisition by all the channels. Each channel was calibrated by 
Brown-Conrady's distortion model by using Agisoft Lens software and a planar 
calibration grid of known geometric properties. Imagery of the calibration grid was 
captured by the camera at multiple angles and an iterative process estimated the 
intrinsic and extrinsic camera parameters taking into account the technical 
characteristics of the Tetracam mini-MCA. As result, each band had its own 
calibration parameters and the focal length, principal point coordinates, and radial and 
tangential distortion coefficients were calculated for every band. 
A GNSS (Global Navigation Satellite System) campaign was carried out  with two 
objectives, the first one was to record a total of 6 reference points to be used in the 
aerial-triangulation, and the second one consisted in measuring the coordinates of 150 
ground control points to assess the spatial accuracy of ortho-mosaicked imagery 
generated. To reach the maximum spatial accuracy, two receivers were used: one of 
them was a reference station from GNSS-RAP network (RAP: Red Andaluza de 
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Posicionamiento) from the Institute for Statistics and Cartography of Andalusia 
(Southern Spain), and the other one, a Leica GS15 GNSS Receiver managed as a 
rover. For the 6 control points, a rapid static technique was used as positioning 
technique, and in order to assess the image spatial quality, the 150 ground control 
points were recorded by using the Stop&Go technique as relative positioning 
technique by means of the NTRIP protocol (The Radio Technical Commission for 
Maritime Services, RTCM, for Networked Transfer via Internet Protocol).  
Two missions planning were considered at altitude ground level of 30 m. The first 
mission planning was designed with an end-lap and a side-lap of 30% and 60% 
respectively; whereas the second mission had an end-lap and a side-lap of 40-70%. 
Then, to study the image spatial accuracy for each ortho-mosaicked image, four 
different scenarios were defined according to the overlapping, and channel used in the 
aerial triangulation and the calibration parameters used in the ortho-rectification and 
mosaicking. Scenario A: only the master channel considering its own calibration 
parameters were used. Scenario B: only the master channel was used and its 
calibration parameters were not considered. Scenario C: took into account bands 1, 2 
and master channel, and calibration parameters of master channel, and finally 
Scenario D: consisted of bands 3, 4 and master channel, and calibration parameters of 
master channel. Images from each scenario were mosaicked using EnsoMosaic UAV 
software. It consists of a core of different programs which calculates the aerial 
triangulation, the digital surface models, and generates the ortho-mosaicked imagery. 
The ortho-mosaic was created using only 6 reference points which were manually 
identified whereas all the tie-points were automatically recognized.  
To assess spatial quality of ortho-mosaicked imagery generated, ASPRS (1990) 
(American Society for Photogrammetry and Remote Sensing) methodology 
developed for accuracy standard for large-scale maps (ASLSM) was used. The 
horizontal accuracy is defined by the root mean squared error (RMSE). This error 
corresponds to all errors including those introduced by the compiled and extraction of 
coordinates from the ortho-mosaicked image. The RMSE is calculated considering the 
differences in coordinate values as derived from the ortho-mosaicked images in every 
scenario and as determined by GNSS measurements. The standard agreement of 
ASPRS defines that the sample size must have at least 20 points. As stated before, a 
Fig. 1. a) The quadrocopter UAV, model md4-1000 b) Detail of the TetraCam 
camera 
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total of 150 ground points were used to reduce the user risk (Ariza-López et al., 
2008). The standard also defines a maximum RMSE related with the scale of the 
geomatic product. The ASLSM test assesses a limiting RMSE of 0.05 m and 0.125 m 
for the scales 1:200 and 1:500, respectively. 
3 Results and discussion 
Spatial resolution of ortho-mosaics was 1.6 cm for any scenario and overlapping. 
Calibration parameters for each channel of the TetraCam camera are showed in Table 
1. Calibration parameters obtained for Bands 1, 2, 3, 4 and 5 were not used in any of 
the four scenarios defined. However, this information will be very useful for our 
subsequent studies in order to generate multispectral ortho-mosaicked images. Radial 
distortion represents the curving effect towards the centre of the lens. Negative 
displacement radially moves points towards the origin point of the lens distortion and 
positive displacements moves points away from the lens distortion (Park et al., 2009). 
Tangential distortion occurs from the non-alignment of the lens. 
 
Table 1. Calibration parameters for the 6-channel multispectral TetraCam camera.   
Parameters Master Channel* Band-1* Band-2* Band-3* Band-4* Band-5* 
Focal Length 
(x) [pixel] 1877.63 1869 1863.85 1858.9 1854.26 1865.33 
Focal Length 
(y) [pixel] 1873.48 1867.05 1859.59 1854.23 1851.05 1864.17 
Principal point 
(x) [pixel] 673.945 675.197 658.949 673.613 681.251 661.797 
Principal point 
(y) [pixel] 449.137 456.364 443.19 449.641 464.176 462.699 
Skew 2.24492 7.6544 3.40017 2.19382 4.46007 5.0959 
Radial K1 -0.147974 -0.156026 -0.156957 -0.156915 -0.190734 -0.198358 
Radial K2 -0.163914 0.0232547 0.110478 0.098838 0.375953 0.426037 
Radial K3 0.70123 0.0327477 -0.154836 -0.0352014 -1.08931 -0.986604 
Tangencial P1 0.000730161 0.00158142 -0.000303408 0.000033536 0.00031332 0.00028807 
Tangencial P2 0.00165047 0.00196331 -7.34136E-05 0.000513933 0.00175363 0.00102959 
*Band wavelengths: Master (red-edge): 740 nm; Band-1 (blue): 450 nm; Band-2 (green): 530 
nm; Band-3 (red): 670 nm; Band-4 (red): 700 nm; Band-5 (NIR): 780 nm. 
 
Table 2 shows the ASLSM test to check the accuracy of every ortho-mosaicked image 
obtained from each flight for all scenarios by comparing coordinates (x,y) from ortho-
mosaicked images and the 150 ground control points. The flights called F1 
corresponded to a setting of 30% end-lap and 60% side-lap, while F2 corresponded to 
40%-70% overlap. Those ortho-mosaicked images produced with only master channel 
and its calibration parameters were titled "A". Those one produced with only master 
channel but without taking into account its calibration parameters were titled "B". 
Those images titled "C" corresponded to the band combination master-1-2, and 
finally, images "D" corresponded to bands master-3-4. It was not possible to work 
with the six bands simultaneously because software limits. These two last scenarios 
also included master calibration parameters. Two types of errors were identified once 
ortho-mosaics were created and analyzed: 1) errors related to spatial accuracy, that is, 
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random errors generated by the workflow, and 2) outliers produced during the bundle 
adjustment and digital surface model generation since they were carried out in an 
automatic mode. The ortho-mosaicked images obtained from scenarios F2-A and F1-
A showed a RMSE of 0.048 and 0.076 m, respectively, which were lower than 0.05 m 
and 0.125 m for 1:200 and 1:500 scales defined for ASLSM test. The RMSE from the 
other ortho-images were higher than 0.137 m suggesting that they were valid for a 
scale of 1:1000. These results indicated that at 1:200 scale, each pixel had an 
uncertainty of 4.8 cm, that is, pixel coordinates were displaced 4.8 cm. At higher 
scales, higher RMSE and higher displacements. Figure 2.a shows the ortho-mosaic 
obtained from scenario F2-A. Using this ortho-mosaic as reference, different outliers 
in ortho-mosaics from other scenarios were identified as example of local high errors 
(Figure 2: 1-4).  
Regarding the pixel size obtained in any imagery (1.6 cm), the RMSE for F2-A (4.8 
cm) was equivalent to 3 pixels. As part of an overall research program to investigate 
the opportunities and limitations of UAV imagery in mapping early weeds in narrow 
crop rows (e.g. wheat, crop rows: 15-17 cm wide) and wide crop rows (e.g. maize or 
sunflower, crop rows: 70-75 cm wide), an RMSE of 4.8 cm would not break the crop 
line continuity of mosaics and further crop-weed discrimination could potentially be 
achieved. This is relevant in weed seedling monitoring for site-specific weed 
management since definition of crop row structure is crucial for further identification 
of weeds which are usually located between crop rows (Peña et al., 2013, Torres-
Sánchez et al., 2013 b). According to Laliberté et al. (2010), an RMSE of 1 pixel or 
less is desirable when working with aerial imagery from a piloted aircraft (pixel size 
usually higher than 50 cm), although such as RMSE is difficult to achieve with UAV 
imagery. They reported that the accuracy achieved with errors of 1.5 to 2 pixels from 
the aerial triangulation of imagery with 8 cm spatial resolution could be acceptable for 
UAV flying at 214 m above ground level equipped with a low-cost camera for 
rangeland monitoring. The main differences between that study and ours were that 
they worked with a low cost-camera (true-color: RGB), lower spatial resolution and 
much higher flight altitude, being all of them the crucial parameters for developments 
using UAV. 
 
Table 2. Errors for aerial triangulation for 30-60% (F1) and 40-70% (F2) overlapping and 
calibration scenarios (A, B, C, D) considered. 
F1-A F1-B F1-C F1-D F2-A F2-B F2-C F2-D 
Minimum 0,000 0,000 0,028 0,000 0,000 0,017 0,000 0,000 
Maximum 0,335 0,828 0,760 0,810 0,276 0,823 0,850 0,800 
Mean 0,145 0,157 0,166 0,160 0,072 0,219 0,139 0,135 
Median 0,124 0,100 0,132 0,106 0,072 0,118 0,096 0,092 






Figure 2. (a) Ortho-mosaic obtained from a flight with 40%-70% overlapping and using only 
master channel. (1),(2),(3) and (4) show outliers in other scenarios taking into account 30-60%  
flight setting and different band combinations. 
 
Comparing the two mission flights, ortho-mosaicked images from F2 flights achieved 
an RMSE lower than those from F1 flights which indicates that increasing end and 
side laps improved spatial accuracy of mosaicked images. However, this was valid 
only if master channel calibration parameters were introduced in the bundle 
adjustment since RMSE for ortho-images generated for F2-B flights were similar than 
those obtained for ortho-images from F1-B flights. 
Figure 3 summarizes the box and whiskers plots of RMSE for both overlapping 
values at any scenario. Ortho-mosaicked images created with master channel without 
calibration parameters (B scenarios) showed similar box-plots at both overlapping.  
Apart from maximum errors (whiskers) around 0.75 m that were achieved for B, C 
and D scenarios, box-plots for F1 flights (Fig 3.a) were higher than for F2 flights (Fig 
3.b) which point out that 30%-60% overlapping produced higher RMSE than 40%-
70% overlapping. According to these results, only ortho-images generated using 40%-
70% overlap, and master channel and calibration parameters showed tolerable errors. 
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Next investigation should address the study and debugging of the maximum errors 
(outliers) obtained during the mosaicking process. 
The progress of UAV-based projects requires a balance between data quality with 
end-and-side overlapping and the duration of the flight. Higher overlapping values 
increased flight length. Thus, the flight with 30-60% overlapping consisted of 4 laps 
with 16 images each one (a total of 64 images) being the time flight 17min and 2s. 
The flight with 40-70% overlapping consisted of 5 laps with 21 images each one (a 
total of 105 images) being the flight time of 24min and 49s. If UAV type is a multi-
rotor, the consequence is that one flight has to be divided into different individual 
flights due to battery limitations. In this case, it would be necessary to change the 
UAV battery quickly. In case of waiting for charging the battery would be necessary, 
conditions illuminations could change in that time interval which could harm the 




Fig. 3. Box and whiskers plots for RMSE values of each scenario: a) 30-60 % overlapping, b) 
40-70% overlapping. 
4 Conclusion 
Since the spatial accuracy of UAV ortho-mosaicked images obtained using a rolling 
shutter camera with six individual objectives is mainly dependent on camera 
calibration and percentage of overlapping, this paper describes a procedure to 
generate fine-scale spatial resolution ortho-mosaics considering flight parameters and 
sensor arrangement using an UAV flying at 30 m altitude. This procedure would be 
subsequently used in multispectral UAV imagery taken on crops for weed seedling 
mapping which requires an ultra-high spatial resolution and a very-high spatial 
accuracy of the ortho-mosaicked image. In this study, increasing end and side laps 
from 30-60% to 40-70% improved the ortho-image spatial accuracy twice as much. 
Higher end and side laps increased the flight time around 7 min and a total of 40 more 
images had to be processed. It is therefore important to assess the necessary balance 
among objective aimed, costs, improvements of accuracy and the duration of the 
flight due to UAV energy limitations.  
306 RHEA-2014
All workflow has to be built considering the sensor's architecture. The primary focus 
of this study was on the preliminary calibrations for sensor correction and a ortho-
mosaicked image was created to illustrate the effects of this sensor correction on the 
ortho-image spatial accuracy. The results presented would recommend to calculate the 
bundle adjustment for aero-triangulation using only master channel and its calibration 
parameters, and later to produce the ortho-mosaicked images of multiple bands with 
external orientation calculated earlier. Next step would be to create a multispectral 
ortho-image including NIR band using this multi-channel sensor and to evaluate its 
spatial accuracy. Our subsequent hypothesis is that errors around 3 pixels (4.8 cm) 
would be sufficient for our final objective of weed seedling monitoring in narrow crop 
rows (rows 15-17 cm apart) and wide crop rows (rows 70-75 cm apart) because of the 
crop row continuity would not break. This should be studied next.  
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EARLY DETECTION AND QUANTIFICATION OF 
VERTICILLIUM WILT IN OLIVE USING UAV AND 
MANNED PLATFORMS TO ACQUIRE 
HYPERSPECTRAL AND THERMAL IMAGERY AT 
LOCAL AND REGIONAL SCALE 
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Institute for Sustainable Agriculture (IAS), Spanish National Research Council (CSIC), 
Córdoba, Spain 
Abstract. Verticillium wilt (VW), caused by the soil-borne fungus Verticillium 
dahliae Kleb, is the most limiting disease in all traditional olive-growing regions 
worldwide and causes severe yield losses and tree mortality. This pathogen 
infects the plant by the roots and colonizes its vascular system, blocking water 
flow and eventually inducing water stress. The present study explored the use of 
high-resolution thermal, multispectral and hyperspectral imagery for the early 
detection of water stress caused by VW infection and severity. Furthermore, this 
study has been conducted in two phases. The first one consisted of a time series 
of airborne thermal, multispectral and hyperspectral imagery conducted with 2-
m and 5-m wingspan electric Unmanned Aerial Vehicles (UAVs) operated by 
the Spanish Laboratory for Research Methods in Quantitative Remote Sensing 
(Quantalab, IAS-CSIC, Spain) in three consecutive years and related to VW 
severity at the time of the flights. Two 7-ha commercial olive orchards naturally 
infected with V. dahliae were flown, to account for differences in weather 
conditions, crop age and tree crown size, olive cultivars with different reactions 
to V. dahliae estimating VW incidence and severity in coincidence with airborne 
campaigns. Concurrently to the airborne campaigns, field measurements were 
conducted at leaf and tree crown levels, showing a significant increase in crown 
temperature (Tc) minus air temperature (Ta) and a decrease in leaf stomatal 
conductance (G) across VW severity. In addition, Tc-Ta identified VW-infected 
trees at early stages of disease development. At leaf level, the reduction in G 
caused by VW infection was associated with a significant increase in the 
Photochemical Reflectance Index (PRI570) and a decrease in chlorophyll 
fluorescence. The airborne flights enabled the early detection of VW by using 
canopy-level image-derived airborne Tc-Ta, Crop Water Stress Index (CWSI) 
calculated from the thermal imagery, blue / green / red ratios (B/BG/BR indices) 
and chlorophyll fluorescence, confirming the results obtained in the field. These 
results showed the potential of the thermal and hyperspectral imagery acquired 
from UAVs to detect olive trees infected with V. dahliae at early stages of 
disease development. Based on these results, a second phase of this study was 
performed to develop a robust and accurate method to detect VW incidence and 
severity in olive growing areas to design located VW control strategies at both 
plot and regional scales. Thus, a flight with a manned aerial vehicle was 
conducted to acquire thermal and hyperspectral imagery of a 3,000-ha 
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commercial olive area. The olive area flown was also assessed „in situ‟ to assess 
actual VW incidence and severity. Results are in progress and will be discussed. 
Keywords: hyperspectral, thermal, fluorescence, UAV, Verticillium dahliae. 
1 Introduction 
VW of olive (Olea europea L.) trees, caused by the soil-borne fungus Verticillium 
dahliae Kleb., is the most serious disease affecting olive orchards worldwide and may 
cause severe yield losses and plant death (Jiménez-Díaz et al 2012). This pathogen 
infects the plant by the root and colonizes its vascular system, blocking water flow 
and eventually inducing water stress (Van Alfen 1989). New remote sensing methods 
based on high-resolution hyperspectral and thermal imagery have demonstrated the 
potential for nutrient and water stress detection. The vegetation temperature was a 
good indicator of transpiration and stomatal conductance (Berni et al 2009a; 2009b; 
Zarco-Tejada et al 2012). Another indicator is the chlorophyll fluorescence emission 
(R760 at 02-band) (Zarco-Tejada et al 2012) due to its strong correlation with 
photosynthesis rate and other physiological processes. The visible part of the 
spectrum has also been useful for early water stress detection based on indices related 
with the xanthophyll cycle pigments (PRI) (Suárez et al 2008; 2009) and the 
estimation of chlorophyll and carotenoid content. The hypothesis is that thermal and 
hyperspectral indices acquired from the airborne imagery are sensitive to 
physiological changes induced by the infection and colonization by V. dahliae. The 
main objective of this research was to detect these physiological changes using high-
resolution thermal imagery and physiological indices calculated from multispectral 
and hyperspectral imagery as indicators of VW infection and severity in olive 
orchards. 
2 Material and methods 
2.1 Study site description 
The first phase of this study was conducted on two experimental areas selected in 
Andalusia, in southern Spain, to account for differences in weather conditions, crop 
age and tree crown size, olive cultivars with different reactions to V. dahliae and VW 
incidence and severity. The first study site was located in Castro del Rio (Cordoba 
province) (37º 42‟ 20” N, 4º 30‟ 45” W) in a 7-ha commercial orchard planted in 
2001 with the olive cultivar (cv.) Picual at a spacing of 6 x 4 m. The second study site 
was located in Utrera (Seville province) (37º 4‟ 42‟‟ N, 5º 50º 58‟‟ W), in a 10-ha 
commercial orchard planted in 2006 with cv. Arbequina. The olive trees were planted 
at a spacing of 6 x 3 m. Both orchards were drip irrigated. The second phase was 
conducted on a 3,000-ha commercial olive area located in Ecija (Sevilla province) 
(37º 40‟ 46‟‟ N, 4º 59º 41‟‟ W). 
2.2 Verticillium wilt assessment 
Incidence and severity of VW symptoms were assessed in coincidence with the 
airborne campaigns. Severity of the disease was assessed by visual observation of 
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foliar symptoms in each individual tree, using a rating scale according to the 
percentage of foliage with disease symptoms, where: asymptomatic = 0%, initial = 
initial symptoms, low = 1 to 33%, moderate = 34 to 66% and severe = 67 to 100%. 
2.3 Field measurements 
At the first phase, leaf and crown measurements were conducted in the olive orchard 
located in Castro del Rio during the summer of 2011 to estimate: i) the diurnal 
variation of crown temperature (Tc-Ta) and stomatal conductance (G) in trees 
covering a gradient in severity levels. Eight trees were selected to record pure crown 
temperature from 7:00 to 17:00 GMT at 5-minute intervals in two dataloggers (model 
CR10X, Campbell Sci., Logan, UT, USA) with infrared temperature (IRT) sensors 
(22º half-angle FOV) (model IRR-P, Apogee, Logan, UT, USA) placed 1 m above 
trees. Air temperature (Ta) and relative humidity (RH) were measured above the 
canopy (approx. 6 m above the ground) with a portable weather station (Model 
WXT510, Vaisala, Finland); and ii) the variation at midday along the VW severity 
levels of Tc-Ta, leaf steady-state chlorophyll fluorescence (Fs), leaf Photochemical 
Reflectance Index (PRI) and leaf G. 25 trees covering a gradient in severity levels 
were selected. Leaf Fs and PRI570 were measured in 25 illuminated leaves per tree 
using the PAM-2100 Pulse-Amplitude Modulated Fluorometer (Heinz Walz GMBH, 
Effeltrich, Germany) and a PlantPen instrument custom designed to measure the R531 
and R570 bands (Photon System Instrument, Brno, Czech Republic), respectively. 
Leaf G was measured in five illuminated leaves per tree with the leaf porometer 
previously used. 
At the second phase, measurements of spectral reflectance were conducted on eight 
trees covering a gradient from asymptomatic to severely affected trees using a 
PoliPen designed to measure from 380 nm to 790 nm (Photon System Instrument, 
Brno, Czech Republic). 
2.4 Airborne campaigns 
The first phase of this study consisted of imagery acquired from both experimental 
sites in three consecutive years using narrow-band multispectral, hyperspectral and 
thermal cameras. The multispectral and thermal cameras were used in airborne 
campaigns conducted twice per crop season in spring and summer of 2009 and 2010 
at 10:30 and 12:00 GMT, respectively. In addition, the thermal camera was flown 
twice in June 2011. Hyperspectral and thermal images were acquired from the Castro 
del Rio site on 23 June 2011 at 9:00 GMT using a micro-hyperspectral imager 
concurrently with the thermal camera operated previously. The flights were conducted 
with two different unmanned aerial vehicles (UAVs) operated by the Spanish 
Laboratory for Research Methods in Quantitative Remote Sensing (Quantalab, IAS-
CSIC, Spain) (Berni et al 2009b; Zarco-Tejada et al 2008; 2012). The UAV used 
for the multispectral and thermal acquisition had a 2-m wingspan for a fixed-wing 
platform at 5.8 kg take-off weight (TOW) (mX-SIGHT, UAV Services and Systems, 
Germany) capable of 1-hour endurance (Figure 1a). Hyperspectral images were 
acquired with a larger UAV with a 5-m wingspan for a fixed-wing platform having 
13.5 kg take-off weight (TOW) (Viewer, ELIMCO, Seville, Spain) capable of 3-hour 
endurance (Figure 1b).  
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Fig. 1. (a) 2-m and (b) 5-m wingspan electric UAVs which acquire thermal and hyperspectral 
images respectively. 
 
The multispectral sensor consisted of a 6-band multispectral camera (MCA-6, 
Tetracam, Inc., California, USA) flying at 250 m above ground level (AGL) yielding 
a spatial resolution of 20 cm (Berni et al 2009b). The bandsets used in each study 
site included centered wavelengths at 450, 490, 530, 570, 670 and 800 nm (Figure 
2a). The micro-hyperspectral imager (Micro-Hyperspec VNIR model, Headwall 
Photonics, MA, USA) was flown in the spectral mode with 260 bands. The 
hyperspectral images were obtained at 53 x 42 cm resolution, resampled to 40 cm for 
a flight conducted at 550 m AGL (Zarco-Tejada et al 2012) (Figure 2b). The 
multispectral and hyperspectral images were radiometrically calibrated and 
atmospheric corrected following the procedure explained in Berni et al (2009b) and 
Zarco-Tejada et al (2012), respectively. The mean radiance and reflectance spectra 
calculated for the six spectral bands obtained by the multispectral camera and the 260 
spectral bands acquired by the micro-hyperspectral imager were used to calculate 
several spectral indices related to: 
i) tree crown structure: the Normalized Difference Vegetation Index (NDVI), 
the Renormalized Difference Vegetation Index (RDVI), and other ratios 
such as the Optimized Soil-Adjusted Vegetation Index (OSAVI), the 
Triangular Vegetation Index (TVI), the Modified Triangular Vegetation 
Index (MTVI1), the Simple Ratio (SR) and the Modified Simple Ratio 
(MSR). 
ii) epoxidation state of the xanthophyll cycle: the Photochemical Reflectance 
Index (PRI) calculated with the 570-nm band as a reference (PRI570) and the 
515-nm band as a reference (PRI515) to minimize structural effects. 
iii) chlorophyll a+b concentration: the red edge ratio index (ZM), the 
Vogelmann index (VOG), the Gitelson and Merzlyak indices (GM1, GM2), 
the Pigment Specific Simple Ratios Chlorophyll a and b (PSSRa, PSSRb), 
the Modified Chlorophyll-Absorptions-Integral index (mCAI), the 
Transformed Chlorophyll Absorption in Reflectance Index (TCARI) and 
this same index normalized by the OSAVI to obtain the TCARI/OSAVI. 
iv) blue/green/red ratio indices: the greenness index R570/R670 (G), the red edge 
index R700/R670 (R), the blue index R490/R450 (B), blue/green indices 
R400/R550 and R450/R550 (BG1,BG2), blue/red indices R400/R690 and R450/R690 














































Fig. 2. (a) Multispectral, (b) hyperspectral and (c) thermal images of Castro del Rio site 






v) carotenoid concentration: the Structure-Intensive Pigment Index (SIPI), the 
Pigment Specific Simple Ratio Carotenoids (PSSRc), and the ratios 
R520/R500, R515/R570, and R515/R670. 
vi) chlorophyll fluorescence: the FLD principle was applied to estimate the 
fluorescence signal using a total of three bands, the “in” (radiance at L763) 
and “out” bands (radiances at L750 and L780). 
vii) spectral disease indices: the healthy index (HI). 
The thermal camera (MIRICLE 307, Thermoteknix Systems Ltd, Cambridge, UK) 
was flown at altitudes ranging between 150 m and 250 m AGL in 2009 and 2010, and 
at 550 m AGL when flown together with the micro-hyperspectral imager in 2011. The 
camera was radiometrically calibrated following the procedure explained in Berni et 
al (2009b). Thermal images were acquired at 20 cm pixel resolution (Figure 2c). 
The second phase consisted on imagery acquired from a manned platform using the 
previous hyperspectral and thermal cameras simultaneously on 12 June 2013. Both 
cameras were flown at 500 m AGL. Hyperspectral and thermal images were acquired 
between 10.30 and 12:00 GMT at 50 cm and 62 cm pixel resolution, respectively. 
3 Results and discussion 
3.1 Field measurements results 
Diurnal crown measurements of temperature revealed midday as the optimum time to 
find maximum temperature differences between VW severity levels. A rise in Tc-Ta 
was showed as VW severity level increased, being able to discriminate asymptomatic 
tress from those affected at initial stages of disease development. The diurnal leaf G 
data showed a decrease in G values as disease severity level increased (Calderón et al 
2013). These results are consistent with that obtained by Berni et al (2009b) in 
water-stressed olive trees. Therefore, data on Tc-Ta, leaf G, leaf PRI570 and leaf Fs 
were obtained at midday in trees with different VW severity levels (Calderón et al 
2013).  Tc-Ta was significantly (P<0.05) higher in VW affected trees due to the fact 
that G decreased as VW severity increased, showing significant (P<0.05) changes 
from asymptomatic trees at those showing moderate and severe symptoms. PRI570 
measured in VW affected trees was significantly higher than that measured in 
asymptomatic trees. This result is in agreement with Suárez et al (2008; 2009), who 
assessed the relationship between PRI570 and water stress levels due to deficit 
irrigation practices in trees. Leaf chlorophyll fluorescence measurements of Fs 
showed a downward trend as VW severity level increased as previously found for 
trees under water stress (Pérez-Priego et al 2005; Zarco-Tejada et al 2012). 
Reflectance of VW affected trees in the visible (VIS) green range (550 nm) and red-
edge region (650-720 nm) was higher than that of asymptomatic trees due to the 
decrease in chlorophyll content caused by VW infection (Figure 3). Therefore, these 
differences in reflectance spectra between asymptomatic and symptomatic leaves may 









Fig. 3. Sample leaf reflectance measured in Verticillium wilt asymptomatic and symptomatic 
olive (Olea europea L.) leaves covering a gradient from asymptomatic to severely affected 
trees infected by Verticillium dahliae. 
3.2 Airborne hyperspectral, multispectral and thermal imagery results 
First phase 
Tc-Ta extracted from the airborne thermal imagery increased with the VW severity 
level, showing sigificant (P<0.05) higher values for symptomatic trees at any disease 
severity level at Castro del Rio, or at low or higher disease severity at Utrera 
(Calderón et al 2013). Furthermore, the CWSI, estimated from the high-resolution 
airborne thermal imagery as described in Berni et al (2009a), showed significantly 
(P<0.05) lower values for asymptomatic trees and decreased linearly and significantly 
as a function of leaf G (R
2
=0.83; P<0.001) (Calderón et al 2013). These results 
indicate the usefulness of the CWSI as a water stress indicator, as previously 
demonstrated Berni et al (2009a). 
Structural indices detected the effects of VW on the canopy structure. Moderate and 
severe VW symptoms revealed significantly (P<0.05) lower values of NDVI, OSAVI, 
SR and MSR indices than those estimated in asymptomatic trees. Moreover, TVI and 
MTVI showed an increase (P<0.05) in trees showing initial symptoms (Calderón et 
al 2013). These results demonstrate the consistency of structural indices as VW 
damage indicators due to the expected effects on crown density at moderate or 
advanced stages of disease development. 
The xanthophyll indices were calculated based on PRI formulations using bands R570 
(PRI570) and R515 (PRI515) as references. The PRI515 index was more sensitive to VW 
than PRI570, as showed significantly (P<0.05) lower values when trees were affected 
by moderate or severe symptoms (Calderón et al 2013). This result confirms those 
obtained by Stagakis et al (2012) in orange and mandarin orchards, which 
demonstrated the robustness of the PRI515 to structural effects. 
The chlorophyll fluorescence signal estimated with the FLD method showed a 
significant (P<0.05) increase at initial and low stages of disease symptom severity, 
Wavelength (nm)





















Severity of disease symptoms
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slightly decreasing to the severe VW severity level (Calderón et al 2013). At early 
stages of VW development, the photosynthetic apparatus of the plant remains 
undamaged being able to dissipate the excess of energy by fluorescence. However, it 
could not be maintained when the reduction in photosynthesis occurred at severely 
stressed plants, causing a decrease in the chlorophyll fluorescence rate. These results 
are in agreement with the studies conducted by Pérez-Priego et al (2005) and Zarco-
Tejada et al (2012) in citrus and olive orchards under water stress conditions. 
The chlorophyll indices detected a decrease in chlorophyll content at advances stages 
of VW development. TCARI and TCARI/OSAVI showed higher values at initial and 
low disease severity levels, however, decreased significantly (P<0.05) at advanced 
stages of disease development due to the sharp leaf area index (LAI) drop associated 
with VW severity (Calderón et al 2013). The chlorophyll red edge index, VOG1, 
GM1, GM2, PSSRa and PSSRb showed significantly (P<0.05) lower values on 
moderately and severely affected trees compared with values estimated on 
asymptomatic trees (Calderón et al 2013). The mCAI reached a significantly 
(P<0.05) higher value at trees showing low symptoms level but steadily decreased in 
trees affected by moderate and severe symptoms, respectively. 
The blue, blue/green BG1 and blue/red BR1 and BR2 ratios discriminated between 
healthy trees and those affected at early stages of disease development that reached 
significantly lower values (P<0.05) (Calderón et al 2013). The Greenness, red index 
and the blue/green ratio BG2 were not able to detect V. dahliae infection, since no 
significant (P≥0.05) changes were detectable when compared with healthy-
asymptomatic trees. 
The carotenoid indices could detect changes in carotenoid content in severely affected 
trees. SIPI and PSSRc were inversely correlated with disease severity, showing 
significantly (P<0.05) lower values at moderate and severe stages of disease 
development (Calderón et al 2013). The R520/R500, R515/R570 and R515/R670 ratios were 
not useful for the detection of VW as no significant differences (P≥0.05) were 
detected between asymptomatic and VW affected trees. 
Finally, the healthy index (HI) showed significantly lower values (P<0.05) at low, 
moderate and severe severity levels in comparison with the asymptomatic one 
(Calderón et al 2013). 
Second phase 
At regional scale, a combination of the indices detected as VW indicators at the first 
phase allowed the detection of VW affected areas (Figure 4). Implementation of a 
detection and quantification VW at regional scale is in progress. 
4 Conclusions 
This study proved the potential of detecting early V. dahliae infection and 
discriminating among VW severity levels in olive crops using high-resolution 
thermal, multispectral and hyperspectral imagery acquired with an unmanned aerial 
vehicle. Crown temperature, CWSI, B, BG1, BR1 and FLD3 were identified as the 

























































Fig. 4. Spatial distribution of Tc-Ta, NDVI, chlorophyll red edge index, B, PRI515 and FLD in 






indices, PRI515, R/G, HI, and chlorophyll and carotenoid indices proved to be good 
indicators to detect the presence of moderate to severe damage. At regional scale, a 
combination of these indices allows the identification of VW affected areas. 
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COMPARING VISIBLE AND COLOR-INFRARED 
UAV IMAGERY FOR EARLY-SEASON WEED 
MAPPING: THE CASE OF MAIZE AS A WIDE ROW 
CROP 
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Abstract. This investigation quantified the efficacy of visible and color-infrared 
images for weed mapping in a maize field by using remote images captured with 
an unmanned aerial vehicle at several flight altitudes (from 40 to 100 m). Results 
on weed discrimination were significantly affected by type of image and by type 
of weed (broad-leaved or grass weeds). With independence on spatial resolution 
(i.e., flight altitude), weed coverage was underestimated in the visible images, 
mostly in the parts of the field infested with grass weeds. On the contrary, 
analysis done with the color-infrared images was highly precise in the images 
captured at 40-m flight altitude, although progressively overestimated weed 
coverage at higher altitude. 
Keywords: Unmanned aerial vehicles, Object-based image analysis, Precision 
agriculture, Broad-leaved and grass weeds, Visible and color-infrared images. 
1 Introduction  
Maize is very sensitive to early season weed competition and uncontrolled weeds may 
provoke a strong reduction of crop production (Andújar et al 2013). Site-specific 
weed management techniques promote the application of herbicides (or other weed 
control operation) only to weed infested areas in the crop-field, which may allow a 
drastic cost reduction for farmers. To take advantage of these techniques, an accurate 
map of the weed distribution in the crop-field is required in order to be utilized by 
site-specific weed treatment machinery. The efficient generation of these maps has 
often relied on the use of remote sensing technology for collecting and processing 
spatial data of the crop-field (López-Granados et al 2011). Recent investigations have 
demonstrated the potential of unmanned aerial vehicles (UAV) to capture remote 
images at the very high spatial resolutions (a few cm) needed to detect weed seedlings 
in early-season crop stages (Torres-Sánchez et al 2013), which is the moment 
recommended in many crops for an optimal weeding treatment. Along with the small 
development of the plants, the difficulties for early-season weed mapping in remote 
images are also associated to the spectral similarity of weed and crop plants in that 
stage. To overcome these limitations, Peña et al (2013) developed a robust object-
based image analysis (OBIA) procedure for weed mapping in color-infrared remote 
images composed of two consecutive steps: 1) classification of the row structure 
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formed by the crop, and 2) discrimination of weeds and crop based on their relative 
position with respect to the crop-rows. The OBIA methodology creates spatially and 
spectrally homogenous units (objects) by applying a procedure known as 
segmentation and, next, it uses multiple features of localization, proximity and 
hierarchical relationships that drastically increase the success of image classification 
compared to pixel-based methods (Blaschke et al., 2014). A similar concept was also 
applied on visible images acquired from cameras installed onboard a mobile 
agricultural vehicle (Burgos-Artizzu et al 2011, Guerrero et al 2013).  
 
Either with remote images or with on-ground images, success on crop-weed 
discrimination depends on a correct selection of the sensor (color-infrared or visible 
cameras) and on two primary factors inherent to the images: 1) the vegetation index 
(VI) that enhances spectral differences among vegetative and non-vegetative classes, 
and 2) the threshold value that sets the breakpoint between both classes. Some 
investigations have demonstrated the potential of certain VIs (e.g., the Excess Green 
(ExG) index in conventional-color images or the Normalized Difference Vegetation 
Index (NDVI) in color-infrared images) and of the Otsu´s automatic thresholding 
method (Otsu 1979) for discriminating vegetative classes (Guijarro et al 2011, Torres-
Sánchez et al 2014), even in uncontrolled lighting conditions (Burgos-Artizzu et al 
2011). However, detailed investigations to the level of distinguishing among broad-
leaved and grass weeds are still lacking, despite its agronomic interest in order to 
apply a selective weeding treatment. In this context, UAV remote images from a 
conventional visible camera and a color-infrared camera captured at several flight 
altitudes over a maize field were analyzed and evaluated in order to determine their 
efficiency for discriminating broad-leaved and grass weed seedlings. Limitation of 
spatial resolution was also quantified and the results were discussed in order to 
optimize the UAV flight design as affected by the type of sensor and UAV battery 
capacity. 
2 Materials and Methods 
2.1 Equipment used for acquiring the remote images 
The remote images were acquired with two different sensors mounted separately in a 
quadrocopter UAV, model md4-1000 (microdrones GmbH, Siegen, Germany). This 
UAV has vertical take-off and landing capabilities and it can carry any sensor 
weighing less than 1.25 kg mounted under its belly. On the one hand, we used a 
conventional visible camera, model Olympus PEN E-PM1 (Olympus Corporation, 
Tokyo, Japan), which acquires 12-megapixel images in true Red-Green-Blue (RGB) 
colour with 8-bit radiometric resolution (Figure 1a). This camera is equipped with a 
14–42 mm zoom lens and a sensor of 4,032×3,024 pixels, and it stores the images in a 
secure digital SD-card. On the other hand, we used a multispectral camera, model 
Tetracam mini-MCA-6 (Tetracam Inc., Chatsworth, CA, USA), composed of six 
individual digital channels arranged in a 2×3 array that can acquire image either with 
8-bit or 10-bit radiometric resolution (Figure 1b). Each channel of this camera has a 
focal length of 9.6 mm and a 1.3 megapixel (1,280×1,024 pixels) CMOS sensor that 
stores the images on a compact flash CF-card. The camera has user configurable band 
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pass filters (Andover Corporation, Salem, NH, USA) of 10-nm full-width at half-
maximum and centre wavelengths at B (450 nm), G (530 nm), R (670 and 700 nm), R 
edge (740 nm) and near-infrared (NIR, 780 nm). The UAV and the image triggering 
work autonomously according to a flight route programmed by the user. At the 
moment of each shoot, the on-board computer system records a timestamp, the GPS 
location, the flight altitude, and vehicle principal axes (pitch, roll and heading), which 
are parameters needed for images management and mosaicking process. 
 
         
Fig. 1. Cameras used to take the remote images: a) Visible camera, model Olympus PEN E-
PM1; and b) multispectral camera, model Tetracam mini-MCA-6. 
2.2 Study site and UAV flights 
The UAV images were taken on May 29th 2013 over a maize field of 0.5 ha located at 
the experimental farm Alameda del Obispo (Córdoba, southern Spain, center 
coordinates 37.856N, 4.806W). The maize crop was sown on April 15th 2013 at 6 kg 
ha-1 in rows 0.70 m apart. During the experiments, the crop-field was naturally 
infested by three broad-leaved weeds, Chenopodium album, Cyperus rotundus and 
Convolvulus arvensis, and the grass weed Phalaris canariensis.  The weed and crop 
plants were in their early growth stages that corresponds to the principal stage 1 (leaf 
development) of the BBCH extended scale (Meier 2001) (Figure 2). 
 
              
Fig. 2. a) On-ground photograph of the maize crop-field during the UAV flight; b) Remote 
image of the crop-field taken by the visible camera at 40 m. flight altitude. 
The remote images were collected at four different flight altitudes: 40, 60, 80 and 100 
m. The flight routes were programmed to make the UAV to stop 5s at every image 
RHEA-2014 321
acquisition point to ensure a good image quality and with a 30% side-lap and a 60% 
forward-lap overlapping. These flight altitudes and route configuration resulted to the 
spatial resolutions, number of images and flight length shown in Table 1. As a 
reference point and in order to calibrate the multispectral images, a barium sulphate 
standard Spectralon® panel (Labsphere Inc., North Sutton, NH, USA) of 0.4×0.4 m 
was also placed the field (Figure 2a). Multispectral bands were spectrally corrected by 
applying an empirical linear relationship, in which equation coefficients were derived 
by fitting digital numbers of the images located in the spectralon panel to the 
spectralon ground values. 
 
Table 1. Image spatial resolution, number of images and flight length as affected by the flight 
altitude and the route configuration. 
 




#Images/ha* Flight Length/ha* 
(min) 
Visible 40 1.5 32 9,0 
 60 2.3 10 5,5 
 80 3.0 9 5,0 
 100 3.8 6 4,5 
Color-infrared 40 2.2 90 22,0 
 60 3.2 38 12,0 
 80 4.3 25 9,0 
 100 5.4 17 6,5 
* With 30% side overlapping and 60% forward overlapping 
 
2.3 Image analysis: Crop-row classification and weed mapping 
The set of UAV images were classified by using an updated version of the OBIA 
procedure developed in Peña et al (2013). The version used in this investigation 
implements an auto-adaptative image analysis module based on apply local 
parameters (spectral information and crop-row orientation) to small field regions that 
significantly reduce errors derived from crop-field heterogeneity. The procedure 
mainly consists of the next consecutive phases: 1) segmentation of the image in 
homogeneous objects, 2) classification of vegetative and no-vegetative objects, 3) 
classification of crop-rows based on accumulation of vegetation objects following the 
estimated crop-row orientation, and 4) discrimination of weeds according to their 
relative position with respect to the crop rows.  
Accurate vegetation discrimination is a key step in weed mapping, which depends on 
the correct selection of the vegetation index and the threshold value. Many 
investigations concluded that the NDVI and ExG indices (eq. 1 and 2, respectively) 
accentuate the green vegetation in the UAV images (Peña et al 2013, Torres-Sánchez 
et al 2014). Therefore, we calculated these indices from the color-infrared and the 
visible images, respectively, and tested their capability for discrimination of broad-
leaved and grass weeds by applying the Otsu´s automatic thresholding method. 
   
 NDVI ൌ 	୒୍ୖିୖ୒୍ୖାୖ (1) 
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 ExG = 2g-r-b, being  r ൌ ୖୖାୋା୆ ; g ൌ
ୋ
ୖାୋା୆ ; b ൌ
୆




Fig. 3. Flowchart of the OBIA procedure for classification of crop, weeds and bare soil. 
2.4 Evaluation based on ground-truth data 
To evaluate the results on crop-weed discrimination, a systematic on-ground sampling 
procedure was conducted during the UAV flight. The sampling consisted of 27 frames 
of 1 m2 located throughout the studied maize field area. The distribution of the frames 
was representative of the distribution of weed coverage levels in the experimental 
field. From the total, 11 frames were only infested of grass weeds, 10 ones only of 
broad-leaved and 6 ones by both types of weeds. In order to record real weed and crop 
coverage, vertical photographs of the sampling frames were taken with an UAV flight 
at 10 m altitude. The images taken at this flight altitude allowed an easy extraction of 
the weed and crop areas in every frame by visual classification. 
The classification outputs at every flight altitude were evaluated by calculating the 
difference among percentage of UAV-estimated weeds and percentage of ground-
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truth weeds. Therefore, values lower to 0 indicated under-classification of weed 
coverage and values higher to 0 indicated over-classification of weed coverage.  
3 Results and Discussion 
3.1 Accuracy on classification of crop-rows 
The OBIA algorithm identified and counted the maize rows with 100% accuracy in all 
the images captured by both cameras at any flight altitude. The algorithm classified 
the crop-rows on the basis of accumulation of vegetation objects following the 
estimated crop-row orientation. Neither over-classification nor under-classification 
was observed in any case, which demonstrated the robustness of the method with 
independence on the results on vegetation discrimination. The accuracy in this step is 
crucial for the subsequent classification of vegetation as crop or weed plants, which is 
based on the relative position of the vegetative objects with respect to the crop rows. 
3.2 Weed discrimination as affected by sensor and flight altitude 
The difference between percentages of estimated and observed weed coverage 
derived from the classification of the images captured by each camera as affected by 
the flight altitude is shown in table 2. Classification based on the NDVI index derived 
from the color-infrared images at 40 m reported the best result, although no 
significant differences were obtained in comparison to 60 m altitude. At higher flight 
altitudes, errors in weed estimations with this sensor progressively increased, 
although no significant differences were observed for 60, 80 and 100 m altitude. On 
the other hand, weed discrimination based on the ExG index derived from the visible 
camera reported similar results with independence on the flight altitude, and similar to 
those ones obtained with the multispectral images at 60 m altitude.  
 
Table 2. Absolute difference among percentages of UAV-estimated and observed weed 
coverage as affected by type of sensor and flight altitude. 
 
Flight altitud (m)





 40 1.4%  a 2.9%  a 
 60 3.2%  ab 3.0%  a 
 80 5.2%  b 2.7%  a 
 100 4.9%  b 2.8%  a 
Within a column, mean values followed by the same letter do 
not differ significantly according to LSD test at P ≤ 0.05 
 
A view on the spatial resolution of each sensor (Table 1) shows that resolution of 
color-infrared images at 60 m is twice than resolution of visible images at 40 m, 
which demonstrated that the color-infrared images are recommended at low flight 
altitudes, even having a worst spatial resolution. However, the visible images worked 
better in altitudes higher than 60 m, which is an important advantage in terms of 
decreasing flight duration and increasing the area covered by each flight.  
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From an agronomic point of view, an important objective in weed discrimination is 
avoiding the errors due to under-estimations of weeds, because the farmers would 
choose to treat weed-free areas rather than assume the risk of allowing weeds to go 
untreated. In this sense, the table 3 shows the nature of misclassification, in which the 
sampling frames were considered as correctly classified if the difference between 
estimated and observed percentage of weeds is minor than 5%. This percentage of 
misclassification was established according to the economic threshold for weed 
control in maize. The differences between both types of cameras was accentuated 
when this criteria was considered. For any flight altitude, the color-infrared images 
did no under-estimate any sampling frame, whereas the visible image under-estimated 
around 25% of the frames. Misclassification of color-infrared images was 
progressively increasing due to an over-estimation of weed coverage, which could be 
considered a minor problem according to the agronomic criteria previously described.  
Table 3. Number of correctly classified and misclassified sampling frames as affected by type 
of sensor and flight altitude. 
 Type of image  
 Color-infrared (NDVI)   Visible (ExG)  
Flight   Over- Under-   Over- Under 
altitud (m)  Correct  estimated  estimated  Correct  estimated  estimated  
40  26  1  0   20  0  7  
60  21  6  0   20  0  7  
80  17  10  0   20  0  7  
100  17  10  0   20  0  7  
 
3.3  Weed discrimination as affected by the type of weed (broad-leaved and 
grass weeds)  
A detailed analysis of the classification results according to the types of weed shown 
that discrimination of grass weeds was more problematic than of broad-leaved weeds 
(Figure 4). Classification with the visible image significantly under-estimated the 
grass weed infestation, but not the broad-leaved weeds, which can explain the results 
presented in the table 3. On the other hand, the color-infrared images successfully 
classified all the type of weeds at 40 m altitudes, although significantly over-
estimated weed infestations at altitudes higher than 60 m, mainly in the case of grass 
weeds. The reason behind these results could be initially attributed to the smaller size 
of the grass weeds, which made difficult the detection of these weeds. However, the 
spectral component was also important as observed from the good discrimination 
obtained by the color-infrared images at the lowest flight altitudes. At 40 and 60 m 
altitudes, grass weeds were worst discriminated by the visible images than by the 
color-infrared images, although spatial resolution of the former ones is higher than the 




Fig. 4. Difference in percentage between UAV-estimated and observed weed coverage as 
affected by types of weed, sensor and flight altitude. 
3.4 Conclusions 
Visible and color-infrared remote images captured with an unmanned aerial vehicle at 
several flight altitudes were compared in order to quantify its efficiency for early-
season weed discrimination in maize. The OBIA algorithm used for weed mapping 
classified the crop-rows with 100% accuracy in all the cases, which demonstrates its 
robustness for crop-row detection. Regarding weed discrimination, the color-infrared 
images at 40 m altitude reported the best results both for broad-leaved and grass 
weeds, although progressively overestimated weed coverage at higher altitude. With 
independence on spatial resolution, weed coverage was underestimated in the visible 
images, mostly in the parts of the field infested with grass weeds. From flight 
altitudes higher than 80 m, percentage of misclassification from the visible images 
was lower than from the color-infrared images, which is an important advantage in 
terms of decreasing flight duration and increasing the area covered by each flight. 
Therefore, an agreement between classification quality and flight requirements (area 
covered, battery duration) is needed for selecting the correct sensor prior to capturing 
the UAV remote images. 
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REGISTRATION OF VISIBLE AND NEAR INFRARED 
AERIAL IMAGES BASED ON FOURIER-MELLIN 
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Abstract. This manuscript presents a comprehensive methodology to register 
images taken from multiple cameras mounted on a UAV and triggered nearly 
simultaneously. Considering the small distance between the cameras relative to 
the flight height, the registration between images from two cameras could be 
reduced to a homography transformation and two standard lens distortion 
corrections. Classical approaches to solve this problem use algorithms to find a 
set of matching points between the two images. However when cameras capture 
non correlated bands (like visible and near infrared on vegetation cover), these 
algorithms fail. We propose a registration approach based on the spatial 
frequency analysis through a Fourier-Mellin transformation. Each image is 
partitioned in a set of small rectangular windows, in which the relationship with 
the other image can be assimilated to a linear transformation. These linear 
transformations are successively identified by means of Fourier-Mellin 
transforms, then the hundreds of window links issued are used for further 
homography and distortion identification for the whole images. The procedure 
described above has been successfully applied on two sets of wheat crop images 
with 1cm or 2 cm spatial resolution. The RMS error was always lower than 0.5 
pixels, and the maximum error was less than 0.9 pixel. Thus this procedure 
brings an efficient solution for multispectral image acquisition with a set of 
cameras. 
Keywords: Image processing, Fourier-Mellin transform, Image registration, 
Aerial image, geometric correction 
1 Introduction  
In the frame of UAV aerial imaging for agricultural monitoring purposes, the 
acquisition of multispectral images including a near infrared channel is particularly 
valuable for vegetation discrimination and NDVI computation. However, imaging 
devices suitable for UAV embedding, i.e. combining low cost, low footprint, low 
weight and high resolution, are not available on the market. In (Rabatel et al 2012), 
the authors propose to get R and NIR bands by modifying a standard commercial still 
camera, but in counterpart the original color image of the scene is no more available. 
An alternative solution consists in coupling two cameras, one being devoted to the 
NIR band using a modified camera according to Lebourgeois et al (2008). Such a 
solution can be envisaged in aerial imaging, as far as the distance between the 
cameras is negligible compared to the scene distance. The main problem is thus to 
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register the couple of images, i.e. to establish the relationship between pixel 
coordinates in both images (Dare 2008). 
Image registration in various applications is currently achieved using SIFT algorithm, 
which is known for its robustness with respect to scale and luminosity changes 
between images (Lowe 1999). However, when registering visible and NIR images of 
vegetation, SIFT detection is no more reliable, due to contrast inversion in the pixel 
digital counts. Though some authors proposed a variant of SIFT descriptor where the 
sign of image gradients is not taken into account (Firmenich et al 2011), the 
corresponding improvement did not appear to be sufficient in a context of agricultural 
scenes including mostly vegetation and bare soil. 
In the present paper, we propose another registration approach based on the spatial 
frequency analysis through Fourier transforms. Before the emergence of SIFT 
algorithm, this kind of approach, which involves the Fourier-Mellin transform, has 
been widely used in robotics for motion estimation (Derrode 1997)( Marcel 1997).  
Because the Fourier-Mellin transform integrates spatial characteristics features on the 
whole image, it is more robust to contrast inversion, and remains efficient to register 
images of very different kinds. Recently, in (Jaud et al 2013), for instance, it has been 
successfully used to match FMCW radar maps with aerial images in the visible 
domain. 
As a counterpart, the main drawback of Fourier-Mellin approach, compared to 
approaches based on feature point matching like SIFT, is that it is only applicable to 
register images linked through a transformation limited to translation, rotation and 
scale change. For this reason, in order to adapt it to large size images and 
homographic transformations, we propose an iterative implementation based on 
image partitioning. Lens distortion aspects are taken into account as well. 
2 Theory of operation 
2.1.   Rotation-translation-scale identification by Fourier-Mellin transform 
Beside theoretical aspects of Fourier-Mellin transformation, a very intuitive 
presentation of its usage to identify the rotation and translation between two images is 
given in ( Marcel et al 1997).  We reproduce here the main aspects. 
 
a) Translation identification 
 
Let us consider two images I1(x,y) and I2(x,y) where I2 is an image obtained from I1 
through a translation (Tx, Ty). Formally, it can be written:  
 
I2(x,y) = I1(x,y) * (Tx-x, Ty-y)   (1) 
 
where * indicates the convolution operator and (Tx-x, Ty-y) is the Dirac distribution 
centered on point (Tx, Ty). 
 
The 2D Fourier transforms can then be expressed as: 
 
F2(u,v) = F1(u,v) . e-2 j π (Tx.u + Ty.v)    (2) 
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Taking the inverse Fourier transform FT-1 of the ratio F2(u,v)/ F1(u,v), it comes : 
 
ImP(x,y) = FT-1(F2(u,v)/F1(u,v)) = FT-1(e-2 j π (Tx.u + Ty.v) ) = (Tx-x, Ty-y)  (3) 
 
The image ImP = (Tx-x, Ty-y) appears as a black image with a unique amplitude 
peak at  (Tx, Ty), which can be retrieved by searching for  the maximum ( Figure 1). 
 
 
Fig 1. Example of translation identification: Images 1 & 2, translation peak (2D & 3D) 
b) Rotation and scale identification 
Translation identification described above is applicable to images with only a 
translation between them. Now, if we consider an image I3 that is obtained from 
image I1 through a rotation of angle , it is important to notice that the modules of 
their Fourier transform will only differ by a rotation of the same angle . Thus, if we 
consider polar representations (r,) of these Fourier transform modules, both polar 
representations will be linked by a single translation of value  along the  axis. 
Therefore, the angle  can be recovered using the translation identification process, 
applied to polar representations. 
Moreover, if we consider a logarithmic polar representation (Log( r), ),  a scale 
factor k between both images  can be recovered as a translation along the Log( r) axis. 
This is the base of the Fourier-Mellin transformation definition, which is built as the 
Fourier transform of the (Log( r), ) representation of an image. 
 
c) General scheme of the Fourier-Mellin method 
According to the previous considerations, the general scheme to identify the rotation, 
translation and scale variation between two images is given in Figure 2. 
2.2.   Homographic registration of large size images 
Homography is a kind of geometrical transformation that is of primary importance in 
computer vision calibration issues, because it is directly related to the perspective 
projection associated with image acquisition. Let us consider two cameras observing 
the same planar scene, and providing respectively images I1(x1,y1) and I2(x2,y2) of this 
scene (Figure 3). It can be shown that the coordinates of a same point in both images 
are related by the following non linear relation called “homography”: 
 
[u.x2     u.y2     u ]T  =   H .  [ x1    y1    1 ]T   (4) 
 
 H is a 3x3 matrix, and (x2, y2) can be recovered from (u.x2,  u.y2, u) by a simple ratio. 
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Because of the factor u, the matrix H can be defined up to a multiplicative factor. Let 









Fig. 2. General scheme for rotation/translation/scale identification using Fourier-Mellin method 
 






































It can be easily seen that if the terms x and y in equation (5) are both null, H is 
reduced to a standard rotation-translation, where the 2D submatrix [Rij] represents the 
rotation (eventually including scale factors). 
In the case of aerial images taken from two cameras close to each other, x and y 
will usually be very small compared to 1. Moreover, the last line of the matrix can be 
interpreted as the definition of an extra scale factor depending of the position in the 
image: 
F(x1,y1) = 1 + x.x1 + y. y1   (6) 
 
Therefore, provided x and y are small enough, we can consider that in the 
neighborhood of a given point (x1,y1) in the image 1, the extra scale factor F(x1,y1) is 
nearly constant, i.e: for any small region taken in the image, the homographic 
transformation can be locally assimilated to a simple standard rotation-translation-
scale transformation, and thus identified through the general scheme define above. 
 
As a consequence, the following scheme can be implemented for complete image 
registration: 
 Image partitioning in a set of p small rectangular regions Ri 
 Rotation-Translation-Scale identification on each region Ri by Fourier-
Mellin method (see section 2.1) 
 Definition of a set of matching points (C1i , C2i), where C1i and C2i are 
respectively the center of region Ri in image 1, and the corresponding point 
in image 2. 
 Identification of the homography H from the set of points (C1i , C2i). 
2.3.   Distortion correction 
Image acquisition by means of a still camera does not match exactly the projective 
projection model mentioned above. The image projection on the plane CCD sensor 
through the camera lens induces a non-linear deformation referred as “lens 
distortion”.  In most cases, lens distortion can be modelized as a radial distortion, 
where the (x*,y*) coordinates on the sensor can be obtained from the theoretical 
perspective projection model coordinates (x,y) as following: 
 
r* = r (1 + a1. r² + a2. r4 + …  an .r2n)   (7) 
where r and r* are respectively the radius of the polar representation of initial and 
corrected  coordinates (x,y) and (x*, y*), centered on the optical axis of the camera. 
Thus, radial distortion can be identified using n+2 parameters: 
 
 cx, cy : optical center coordinates on the CDD sensor (pixels) 
 a1, …, an: distortion coefficients 
 
In order to identify the distortion parameters, a cost function is defined from the all 
matching points (C1i , C2i)  as: 
 
    (8)       pi ii CCEstPCF 1 222)(
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where P = (D1, H, D2)  is a set of parameters including respectively the distortion 
parameters for image 1, the homography matrix components and the distortion 
parameters for image 2, and where CEst2i  is the estimated position in image 2 
computed from C1i using the following scheme: 
 
 
Fig. 4.  Position estimation on image 2 from image 1 
The cost function CF is minimized iteratively using the Gauss-Newton method, 
starting from the initial homography matrix H issued from the previous identification 
step. 
 
3 Material and methods 
3.1.   Image acquisition 
Aerial images of wheat have been acquired using a couple of Sigma DP2 Merril still 
cameras (Sigma, Kawasaki, Japan) embedded on a UAV AR 200 (AirRobot® GmbH, 
Arnsberg, Germany) (see Figure 5). The images were acquired in Arganda, Madrid, 
May 2013. Late wheat was specially prepared to be at early stage at this period, for 
experimentation purposes. One of the cameras was modified for NIR acquisition. 
Image size was 4704x3136 pixels. Two kind of flight have been considered: 60 
meters and 120 meters elevations, leading respectively to spatial resolutions of 1 cm 

















3.2.   Image registration 
All the registration process has been implemented according to the theory of 
operation described above (section 2) with the following specificities: 
 Before each image matching, NIR image was rotated by 180° (to compensate 
the opposite mounting of the cameras as shown in Figure 5). 
 Before every Fourier transform, images edges discontinuities were removed 
using a Hanning window, in order to remove image edge artefacts. 
 Before every inverse Fourier transform for maximum peak search, a gaussian 
filtering envelop was introduced in order to remove remaining artifact peaks, 
characterized by a high amplitude and a very narrow support  
 For every peak search, the peak amplitude was compared to the average 
amplitude of the whole spectrum, and rejected if the ratio was lower than a 
threshold (typically 1000). 
 In order to overcome subregion identification failures due to large initial 
translations in the images (typically more than 100 pixels), the identification 
process was organized in two steps. First, an initial partitioning in about 40 
subregions of 600x600 pixels was made, leading to a first step of about 40 
matching points, from a which a first homography was determined. In a 
second step, this homography was used to define the subregions in image 2, 
starting from a partitioning of the image 1 in about 400 subregions of  
200x200 pixels. 
 In each case, homography was computed from the set of matching points 
using a Ransac algorithm (5000 iterations). Images for which the number of 
inliers was less than 50% of the number of matching points were rejected. 
 The distortion model was limited to one distortion parameter, and a loop of 
10 iterations of the Gauss-Newton minimization was systematically applied. 
 Finally, the spatial repartition of the matching points used for final 
identification (step 2) was assessed using an indicator I for each image 
defined as I = /m, where m is the average of the number of matching points 
per subregion, and  is the standard deviation of this number. This indicator 
was first designed for SIFT image matching purposes, but remains usable for 
this Fourier-Mellin algorithm, where the number of matching points is 0 or 
1. It assesses the regularity of matching point distribution over the whole 
image. The less it is, the better is the distribution, because the number of 
matching points in every subregion is nearly the same. 
3.3.   CUDA implementation 
All computations related to Fourier transform and spatial spectrum analyses have 
been implemented on Nvidia ® GPU using CUDA C++ extension language. 
4 Results and discussion 
The procedure described above has been successfully applied on two sets of wheat 
crop images: 39 images with 1 cm spatial resolution (60 m elevation), 20 images with 
2 cm spatial resolution (120 m elevation). 
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Thanks to the GPU implementation, the processing time has been reduced from 3 mn 
with a conventional CPU implementation to 30 seconds per image, using a NVIDIA 
Quadro 400 graphic card with 500 Mbytes of memory. 
 
No image registration operation has been rejected by the process in this set of images. 
In all cases, the RMS error was comprised between 0.25 and 0.5 pixels, and the 
maximum error was less than 0.9 pixels. The number of inliers was between 230 and 
280, and the repartition indices between 0.6 and 0.8. Only one exception has been 
encountered, for which the following values have been obtained: 
 
- Nb of inliers: 184; Repartition indices: 1.02161 and 0.977392;  
- Average error: 0.234853;    maximum error:   0.574326 
- Translation (after first step):   (117.502, 220.738) 
 
It corresponds to a couple of images at 120 m elevation where the visible image was 
too blurred and, moreover, the initial translation was more than 200 pixels (delay in 
camera triggering). 
 
All the registration results have been checked manually. We present below for 
illustration some detailed results for the first couple of images 
 
Table 1. First couple of images matching results 
Nb Inliers  Mean error  Max error  Tx  Ty 
243  0.126  0.292  133.2  ‐14.3 
 
Figure 7 shows the image repartition of the 243 inliers, as well as the disparity of the 
transformation over the image 1, which can reach more than ten pixels. As indicated 
above, the average error for this set of inliers is 0.12 pixels (max: 0.29). With no 
distortion adjustment, detailed analysis shows that the average error would be 0.48 
pixels (max: 0.946). 
 
Fig 7: Exemple of image repartition and transformation disparity. 
Image has been reduced by a factor 10. Small segments indicate the transformation difference 
vector with respect to the first matching point transformation, at real size (no reduction factor). 
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Below are shown the homography matrix H and distortion parameters obtained. It 
confirms that the x and y values are very low (less than 10-5). However, according 
to the image size, they lead to a scale variation of about 1.7 % from up-left to right-






Distortion parameters (center: cx, cy, radial distortion: 1 + a1.r² + a2.r4 + a3.r6): 
 
Image 1 : cx =2331.56 cy =1593.41 a1=-5.47682e-009 a2=a3=0 
Image 2 : cx =2351.76 cy =1568 a1=-5.69993e-009 a2=a3=0 
  
Finally, figure 8 shows an example of translation identification between visible and 
NIR images, on a 200x200 subregion extracted from the couple under study (after 
transforming the NIR image according to the results of registration). The translation 




Fig 8 : Example of translation identification between visible and nir images 
Top: Left: visible image (blue channel)  Right : NIR image 

















The Visible-NIR registration procedure proposed here has proved to be particularly 
efficient for vegetation scenes, even in case of moderate image blurring. This is due to 
the spatial frequency approach, which is robust to contrast inversion. In that sense, 
this procedure brings an efficient solution for multispectral image acquisition with 
UAV when using multiple cameras.  
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Abstract. This article presents a methodology for crop row structure
characterization developed for phenotyping purpose. It is based on 3D
modeling performed using Structure from Motion. The model provides
an accurate crop row reconstruction and serves as a basis to retrieve plant
height and leaf area. To do so, a robust discrimination method using both
color and height information is proposed to separate vegetation from soil.
The point cloud is scaled and the plant surface is approximated by a
triangular mesh. The efficiency of our method was assessed with two data
sets collected in outdoor conditions. Height estimation was extremely
accurate since both average error and error of reference measurement
had the same order of magnitude. Strong correlations and low errors
were also obtained for leaf area estimation. The proposed method thus
provides an interesting tool for phenotyping.
Keywords: In-field phenotyping, 3D modeling, Structure from motion,
Plant/soil discrimination, Plant height retrieval, Leaf area retrieval.
1 Introduction
In a context of a greener and more competitive agriculture, developing efficient
phenotyping methods has become a topic of major interest for plant breeding.
Numerous parameters have to be retrieved, especially those characterizing the
plant structure, such as height or leaf area.
3D reconstruction performed by stereovision-based methods has proven to be an
interesting way to retrieve these structural parameters. In controlled indoor con-
ditions, many solutions have been proposed (Bellasio et al., 2012; Thiago´ Santos,
2012; He et al., 2002; Che´ne´ et al., 2012), but unfortunately, most of them are
not adapted to phenotyping (low throughput, dedicated to a single variety, in-
effective under natural light). In outdoor conditions, the reconstruction process
and estimation results can be substantially affected by various phenomena such
as wind or heterogeneous background and lighting. As a matter of fact, only few
authors conducted field studies (Kise and Zhang, 2008; Leemans et al., 2012).
To deal with such conditions, Lati et al. (2013) have recently proposed a novel
approach for the estimation of height, leaf cover area and biomass volume. Their
method can even handle occluded areas to some extent (i.e. overlapped leaves).
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Fig. 1: Framework of the proposed method.
Such 3D-based measurements often necessitate to discriminate plant from back-
ground, since only plant-related information is used to retrieve structural pa-
rameters. Most usual discrimination methods involve thresholding a vegetation
index map obtained from RGB bands (Meyer and Neto, 2008). On the other
hand, Lati et al. (2013) used a hue-invariant transformation that is robust under
natural lighting. However, like every other color-based discrimination method,
this approach fails if the contrast between plants and soil is low, which makes
their 3D-based measurement method ineffective in such cases.
This study proposes a 3D modeling based methodology to characterize crop
rows in outdoor conditions (i.e. to retrieve structure, plant height and leaf area).
Special attention is given to the methodology robustness against heterogeneous
lighting and low vegetation/soil contrast. Moreover, other phenotyping-related
needs (non-destructive, automatic, fast) are considered. We use Structure from
Motion (SfM) to obtain the crop row 3D model, whereas most authors usually
used classical stereovision. Structural parameters are then retrieved from this
model.
This paper is organized as follows. Section 2 presents the proposed approach.
The data sets as well as some details about the implementation of the method
are described in Section 3. Section 4 shows the results of 3D reconstruction,
discrimination and growth parameter retrieval. Lastly, Section 5 draws some
conclusions.
2 Proposed approach
The framework of the proposed method is presented in Fig. 1. A first part is
related to the 3D reconstruction performed using SfM. In a second part, various
post-processing steps are applied to the 3D model in order to retrieve the growth
parameters of interest.
2.1 3D reconstruction
Stereovision allows to retrieve object 3D structure from 2D images acquired from
different view angles. Using SfM, these view angles are obtained by moving a
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(a) Keypoint detection
and matching for a pair
of images.
(b) Sparse 3D point cloud
(camera positions and ori-
entations in green).
(c) Dense 3D point cloud.
Fig. 2: 3D reconstruction steps.
single camera round the object of interest. This motion is either unconstrained
or constrained by a translation stage. In this latter case, the camera is translated
at a given speed and acquires an image at every ∆x, where ∆x is the baseline.
Therefore, every point of the scene is seen in several images that correspond to
several view angles. Knowing the position of a given point in several images and
successive camera positions, the point position can be estimated by ray intersec-
tion. An advantage of using SfM compared with classical stereovision is that it
does not need any prior camera calibration. Indeed, the high number of images
and use of a unique camera allow to simultaneously estimate camera properties
and 3D model.
The three usual main steps of SfM are described in the following paragraphs.
The first step consists in retrieving and matching similar feature points that
are seen in two overlapping images using the scale-invariant feature transform
(SIFT) (Lowe, 2004). This method has been designed to provide keypoint de-
scriptors that are invariant to scale, rotation, translation and exposure. Examples
of such extracted keypoints obtained for a couple of images are shown in Fig. 2a.
In the second step, these keypoints are used as inputs of an iterative algorithm
that simultaneously estimates their 3D position and the camera internal cali-
bration, position and orientation for every image. At each iteration, an image is
added and a bundle adjustment is performed in order to limit error accumulation
(Hartley and Zisserman, 2004). The computed sparse point cloud (correspond-
ing to keypoint positions) and the camera successive positions are presented in
Fig. 2b.
Lastly, in the third step, a dense point cloud is produced from estimated orien-
tations and positions of the camera. For this purpose, a matching process using
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cross-correlation is implemented. For a given pair of overlapping images, a pixel
in the first image is associated with the pixel that is located on the epipolar
line in the second image and that maximizes the cross-correlation criterion. This
operation is repeated for every couple of images so that the estimated position of
considered point is less sensitive to noise. An example of crop row reconstruction
is shown in Fig. 2c.
2.2 Post-processing
Once the crop row structure has been modeled, various additional processing
steps have to be implemented in order to retrieve growth parameters from the
3D model.
First, the point cloud has to be given an appropriate scale that allows to retrieve
height and area values in SI units (resp. cm and cm2).
Then, an important step is to discriminate soil-related pixels from plant-related
pixels, since only the latter is used to estimate height and leaf area. In order to
increase the class separability obtained when using only color information, we
propose to take into account spatial information as well, and use together the
height H and Excess Green Index (ExG) (Woebbecke et al., 1995). Indeed, the
higher the point, the more likely it belongs to the vegetation class. To do so,
after having estimated the crop row structure, we perform discrimination using a
clustering algorithm with two classes (vegetation and background). Plant height
is finally retrieved by computing the difference between the plant highest height
and the mean ground height.
Concerning leaf area, an additional post-processing step is needed in order to
reconstruct the plant surface. A triangular mesh is produced from the point
cloud and the leaf area is then approximated by summing every polygon area.
3 Materials ans methods
3.1 Data
We assessed the efficiency of our method with two data sets collected in outdoor
conditions. Different sensors, acquisition means, lighting conditions and crop row
structures were considered.
The first data set comprised images acquired with a digital single-lens reflex
(DSLR) camera (Canon 500D). Four plant species or varieties were imaged in
order to deal with different plant structures: sunflowers (Helianthus annuus),
Savoy cabbages (Brassica oleracea var. sabauda), cauliflowers (Brassica oleracea
var. botrytis) and Brussels sprouts (Brassica oleracea var. gemmifera). The cam-
era was looking towards nadir and images were acquired approximately every
10 cm by manually moving the camera at about 1 m above the ground level
(depending on plant height).
The second data set was collected in sugar beet (Beta Vulgaris) fields in Vimy
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Fig. 3: Becam phenotyping platform.
Table 1: Height (H) and leaf area (LA) ranges for the two data sets (min-max).
Data set 1 Data set 2
Sunflower Savoy cabbage Cauliflower Brussels sprout Sugar beet
H (cm) 15-65 10-17 19.5-22.5 11.5-17.5 ×
LA (cm2) 27-1201 99-331 360-538 80-573 378-622
(northern France) within the framework of AKER project1. Two sugar beet va-
rieties subjected to four different nitrogen applications were imaged. To do so,
a digital CCD camera was mounted on the translation stage of the Becam phe-
notyping platform2 (Benet and Humbert, 2009) (see Fig. 3). The camera was
looking towards nadir at 1.20 m above the ground level and acquired images
every 4 cm along the crop row so that every point in the scene was imaged from
a dozen view angles.
For both data sets, a tape measure was disposed into the scene before acquiring
images. This allows to scale the 3D model and obtain measurements in centime-
ters and square centimeters.
Reference height measurement was performed manually by measuring the dis-
tance between the mean ground level and the plant highest point. To perform
reference leaf area measurement, limbs were harvested, disposed on blank sheets
and flattened with a pane of glass before scanning. Leaf-related pixels were then
extracted by image processing. Finally, leaf area in cm2 was obtained from leaf
area in pixels using pixel size calibration. In the second data set, only one mean
measurement of leaf area (carried out on four to six plants) was available for
each row.
Height and leaf area ranges for the two data sets are reported in Tab. 1.
1 AKER is a project funded by the French National Research Agency and partly
devoted to sugar beet phenotyping
2 The Becam phenotyping platform was developed by Irstea for plant counting and
belongs to the French Sugar Beet Technical Institute (ITB).
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(a) RGB images. (b) Estimated 3D model.
Fig. 4: Savoy cabbage row reconstruction performed with 38 images.
3.2 Implementation
Regarding 3D reconstruction, SfM was implemented with MicMac, a digital sur-
face model freeware developed by IGN (2007). Section 2.1 only describes an
overview of the main steps performed by MicMac. For more information, the
reader can refer to the associated documentation (IGN, 2007).
Regarding post-processing steps, scaling was done thanks to a reference object
disposed in the scene (see the yellow tape measure in Fig. 2). Discrimination
was performed using H and ExG with the k-means (KM) clustering algorithm
(Lloyd, 1982) implemented with two classes. Lastly, plant surface was approxi-
mated using the ball-pivoting algorithm (Bernardini et al., 1999) implemented
in Meshlab.
In order to assess height and leaf area estimation results, we used the coefficient
of determination (R2), root mean square error (RMSE) and mean absolute er-
ror (MAE). In particular, RMSE and MAE have been defined by Willmott and
Matsuura (2005).
4 Results and discussion
4.1 3D reconstruction
An example of reconstruction built from the first data set is presented in Fig. 4
(Savoy cabbages). Sugar beet row reconstruction obtained from the second data
set is shown in Fig. 2c. In every case, SfM gave an accurate crop row 3D model.
Moreover, this method was robust against acquisition means and sensor quality,
which were different within the two data sets. In the first data set, the transla-
tion motion was performed manually, moving the camera horizontally above the
ground level. As a result, the camera altitude, view angle and baseline between
two successive positions differed from an image to another. However, this does
not affect the reconstruction process, which makes the method flexible and easy
to implement (no need for a specific imaging setup).
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(a) Original RGB image. (b) Distribution of ExG and H.
Fig. 5: Example of low-contrasted scene.
In the second data set, good reconstruction results were obtained even though
the sensor quality was lower.
Reconstruction was performed with a 3.60 GHz processor and 4 GB of RAM.
Overall processing time was comprised between 30 seconds and 60 seconds per
image, depending on the crop row structure complexity and the number of im-
ages.
4.2 Discrimination vegetation/soil
The interest of using height for discrimination is illustrated in Fig. 5. In the RGB
image shown in Fig. 5a, both sunflower and background have similar ExG values.
Moreover, the background is heterogeneous so the ExG range is wide (between
0 and 0.8). In this case, color is not a relevant parameter to discriminate both
classes since there is only one mode on the green histogram in Fig. 5b. On the
other hand, at least two distinct modes are seen on the red histogram showing
the height distribution. In fact, there are one main cluster for the background
and one or more clusters for the plant. This scatter plot shows that height
information can remove ambiguity occurring when using color only.
4.3 Plant height estimation
Fig. 6 shows the results of height estimation performed on the first data set.
Estimated values are plotted against actual values for every studied species.
We obtained a strong linear correlation and low average errors between estimated
and actual values (R2 = 0.99, RMSE = 1.1 cm, MAE = 0.85 cm). RMSE and
measurement error (due to rough ground, moving leaves, etc) had the same
order of magnitude, which demonstrates that crop row 3D models give extremely
accurate estimates of plant height. Moreover, Fig. 6 shows that the proposed
method obtained similar R2, RMSE and MAE for every species, thus proving
that the method can handle various crop structures.
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Fig. 6: Height estimation results obtained with the first data set.
Fig. 7: Leaf area estimation results obtained with the first data set.
4.4 Leaf area estimation
For the first data set, in Fig. 7, estimated leaf areas are plotted against actual
leaf areas for every species. We also obtained a strong linear correlation and low
average errors between estimated and actual values (R2 = 0.94, RMSE = 85 cm2,
MAE = 59 cm2). It shows the potential of our method for leaf area estimation
in outdoor conditions. Estimation results were good for every single species.
Relative MAE were 12% for sunflower and Brussels sprout, 16% for cauliflower,
and 21% for Savoy cabbage. These figures prove that performance remained
stable for the considered plant structures.
For the second data set, leaf area estimation results are shown in Fig. 8. For each
row, the actual mean value is compared with the mean value estimated with the
proposed approach. Sample means and standard deviations (shown with error
bars) were computed from four to six plants.
The estimated mean leaf areas were close to the actual mean leaf areas. Indeed,
RMSE and MAE computed with these mean values were 66 cm2 and 45 cm2
respectively (i.e. 13% and 9% resp.). The actual mean leaf areas were in the
intervals specified by sample standard deviations except for row 6. In this latter
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Fig. 8: Leaf area estimation results obtained with the second data set. The errors
bars are the sample standards deviations computed from four to six plants.
case, results were probably less accurate because of many overlapped leaves that
were not handled by the proposed method.
5 Conclusions
This study presents a methodology to retrieve crop row 3D structure, plant
height and leaf area. It has been designed in order to fulfill phenotyping-related
needs to some extent (non-destructive, automatic, robust, fast). The crop row 3D
structure is retrieved by SfM using images acquired by a single moving camera.
Various post-processing methods are then implemented to estimate plant height
and leaf area. In particular, we propose a plant/soil discrimination method that
is robust in outdoor conditions. This method provided good results for various
crop structures, lighting conditions, sensors and image acquisition means.
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Abstract. The autonomous agricultural platform Kongskilde Robotti is a belt 
driven module attachable with different forms of working implements. It can be 
equipped with e.g. Vibro Crop Intelli sections for mechanical weed control. The 
robot can be equipped with implements for precision seeding, ridging discs or 
e.g. mechanical row crop cleaning units.  Robotti is offering a solution for plant 
productions with high product quality standards, high safety and environmental 
concerns. Where labor costs are high, Kongskilde Robotti allows cost savings on 
the farm. The light weight solution is increasing the operational efficiencies and 
avoidance of negative environmental impacts are positive effects of the use of 
automated implements. 
Keywords: Robotic; Frobomind; Sustainable; Automation; Weed control 
1 Introduction  
Today farmers are experiencing an increasingly competitive market of crop 
production, and they are constantly trying to improve their competitiveness by 
increasing the yield, while at the same time, lowering expenses to labour and 
machinery. In the later years they are in addition experiencing new requirements from 
both legislators and consumers towards more sustainable crop production (Charles el 
al. 2010). 
Precision agriculture utilizing autonomous field robotic vehicles to perform plant 
nursing tasks efficient and reliable without human intervention has the potential to 
improve competitiveness and increase sustainability (Chaoui & Sørensen, 2008), 
(Blackmore et al. 2005). This has pushed the development of autonomous tractor 
guidance systems and field robotics tool carriers for many years now. 
A number of field robotic prototypes have been developed as part of research projects 
within univeristy domain, but state of the art of commercial solutions is very limited. 
Moving towards fully autonomous plant nursing robots requires a system architecture 
that can accommodate these many different components and provide a structured 
approach to the required exchange of data between them. True autonomous operation 
additionally requires implementation of a cognitive module within this architecture 
which processes all relevant knowledge in order to assess possible behaviors and 
determine the most suitable one for the robot. The selected field robot software 
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platform (FroboMind) can provide the flexibility and extend ability required for 
further research and development within cognition based navigation of plant nursing 
robots. 
In precision farming, the goal of growing more and having better output with less 
input is reflected in practice by the use of sensor technology in applying a more 
efficient quantity of fertilizers and less chemicals in fields. Sensor-based 
measurements in agriculture are already used efficiently for site-specific treatments in 
crops. 
In current farming systems, tractor-sensor combinations are still state-of-the-art for 
data collection and applying tasks. Due to the unique construction and reliability, 
Kongskilde Robotti is an alternative for specialized crop producers. 
1.1 Robotti 
Kongskilde Robotti - The autonomous agricultural platform Kongskilde Robotti is an 
electrical belt driven module attachable with different forms of working implements. 
It can be equipped with e.g. Vibro Crop Intelli sections for mechanical weed control. 
Currently the robot can be equipped with implements for precision seeding, ridging 
discs and mechanical row crop cleaning units. 
Kongskilde Robotti is a concept for intensive and specialized crop producers. Already 
today the operator is able to have the robot performing fully automated in-field 
treatment. Kongskilde Robotti is offering a solution with high product quality 
standards, high safety and environmental concerns. Where labour costs are high, 
Kongskilde Robotti allows cost savings on the farm. Increased operational 
efficiencies and avoidance of negative environmental impacts are positive effects of 
their use. 
 
Fig. 1. Autonomous plant nursing system based on the Kongskilde Robotti concept.  
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2 The technology 
2.1 Hardware platform 
The total weight without implements is less than 500 kg where each belt module 
weighs approximately 250 kg. The platform is currently being developed as both a 
diesel-electrical module and a pure electrical module. Due to the light and compact 
design Kongskilde Robotti can also be used under difficult soil conditions where both 
traction and soil carrying capacity can be a problem. The light design also reduces soil 
compaction in general and increases flexibility of the system and makes it easy to 
move from operation to operation.  
The effective traction capacity is 10 hp, with a practical top speed of 10 km/h. With 
the available power and possible speed range, it will enable  Kongskilde Robotti  to 
work economically and efficiently in row crop applications such as mechanical weed 
control, where e.g. the weeding tools can be activated and de-activated depending 
upon the presence of weeds between the rows based on sensor inputs, to reduce 
unnecessary energy consumption. Further Kongskilde Robotti can be used for most 
other online sensor applications such as mechanical and chemical weed control in row 
crops and seeding of smaller or larger fields or sections. The in-field navigation 
system is based on RTK-GPS positioning system with a repeatable accuracy of +/-20 
mm paired with vision camera for optimized row guidance positioning. Alternatively 
a solely satellite delivered infield navigation with the RTX technology can be used 
[https://www.trimble.com/agriculture/CorrectionServices/centerPointRTX-
satellite.aspx]. In this case there is no local RTK network infrastructure needed. 
 
 
Fig. 2. The first generation Kongskilde Robotti concept implement carrier equipped with 
weeding tools for inter row weeding.  
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2.2 Field robot software platform (FroboMind)
FroboMind is based on experience from developing several field robotic platforms at 
the University of Southern Denmark and Aarhus University, namely Agrobot 
(Nielsen, 2008), Hortibot (Jørgensen 
& Maagaard, 2008). The current literature lists various articles proposing different 
system architectures for f
of the ideas and concepts have been incorporated into 
 
The robot perceives the surrounding environment through its sensors and feedback 
from the robot and implement systems. It combines 
priori knowledge. Based on this accumulated knowledge, the robot mission 
description and user interaction, the robot selects a behavior that seek to optimize the 
fulfillment of the mission task. The behavioral actions are t
to time and state. A controller taking care of situations not involving the actual control 
variable, is often called an auxiliary controller. E.g. 
 
Fig. 3: FroboMind conceptual architecture
 
Figure 2 shows an expansion of the generic process overview into the 
conceptual architecture. In order not to clutter the overview it is assumed that any 
component has access to data accessible by its predecessor, and therefore multiple 
connections to successors are shown only when relevant to the understanding of the 
architecture. Data available for all components like timing and time synchronization, 
as well as knowledge shared with collaborating entities have not been included in the 
overview.  
 
et al. 2007), Casmobot and Omnirota (Jørgensen 
ield robots. A number of these have been studied, and some 
FroboMind. 
the perception with shared and a 
hen executed with respect 







2.3 Future Work 
For this platform to be widely accepted by the farmers, the economy and robustness 
of the platform have to be verified from tests and farm demonstrations. The diesel 
electric expansion shows promising results, combined with efficient route planning 
and intelligent fuel management, a sustainable and economical future is closer than 
the general farmer expects.  
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Abstract. Shear cutting heads are standard devices in the domain of energy 
wood harvesting, that can be easily implemented on hydraulic excavators. In 
order to increase the operational flexibility of these machines, it could be 
interesting to be able to separate the lower part and the upper part of standing 
trees. Currently, the use of shear cutting heads for this application is limited, 
because it does not exist reliable sensors able to measure the distance between 
the cutting head and the soil. We present in this paper the development of a 
range sensor based on microwave radar. Due to the harsh functioning conditions 
in forest environments, the microwave radar technology is an interesting 
solution for harvesting applications, and it allows to overcome the limitations of 
classical optical sensors. The radar has been positioned on a tree harvesting 
machine, and results obtained in real conditions are presented.  
Keywords: radar; height measurement; tree harvesting 
1 Introduction  
In recent years, wood has been used more and more as an energy resource to replace 
fossil fuel, in France as well as in Europe. This evolution implies the development of 
new agricultural equipment for wood harvesting in order to be able to use forestry 
biomass. Main research activities are related to the development of new harvester 
heads such as shear cutting heads, with the objective of mechanization of the wood 
harvesting task.  
For energy wood heads, the shear cutting heads can be an advantageous solution. 
They can be implemented on standard hydraulic excavators, which are cheaper and 
easier to drive than specialized tree harvesting machines. In a classical energy wood 
harvesting process, a skidder is used for pulling logs or trees out of the forest. The 
chipping process can then be realized at roadside after a drying period of about 3 to 6 
months. For some forest stands, it could be interesting to separate the lower part and 
the upper part of the tree, because the lower part of the tree can be used for industrial 
purposes and not only for energy generation. In that case, it is necessary to cut the tree 
at a specific height: this operation is not possible with shear cutting heads because 
currently no one sensor is available to measure the distance between the cutting head 
and the ground.  
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Classical solutions for distance measurements are based on optical (laser) or 
ultrasound technologies. But the sensors have to deal with functioning conditions 
which are often harsh in a forest environment: light variations, dust, turbulences, fog, 
presence of intermediate branches or vegetation on the ground, etc., can lead to false 
or completely unavailable distance measurements. For that reason we have developed 
a solution based on a microwave radar to measure the distance between the ground 
and the cutting head.  
The developed sensor is based on the Linear Frequency Modulated Continuous Wave 
(LFMCW) principle. This technology is more adapted than the classical pulse radar 
technology to measure short distances. With a high-frequency transmitted signal 
(24GHz frequency, i.e. 1.25cm wavelength), the microwave radar is not affected by 
the harsh conditions of forest environment. And due to the size of the antenna beam 
(typically several degrees), the radar can detect simultaneously different targets 
present in its line of sight (for example the ground and intermediate branches). The 
radar-target distances are computed from spectral analysis of the radar signal. In order 
to deal with nearby targets, this process is based on high resolution frequency analysis 
such as MUSIC algorithm.  
In section 2, we present in more detail the architecture and the functioning of the 
microwave radar, with a focus on the problem of distance resolution. Results obtained 
in real conditions are presented and discussed in section 3.  
2 Distance Measurement with a LFMCW Radar 
2.1 LFMCW Radar Principle 
In classical pulse radars, distance measurements are achieved through time of flight 
(TOF) measurements of short radar pulses. For short range applications, this 
technology is not the best adapted solution because it implies (i) the measurements of 
very short time of flight , and (ii) the generation of very short radar pulses. The 
developed radar is based on the Linear Frequency Modulated Continuous Wave 
technology (Skolnik 1980, Monod 1995, Rouveure 2009). The principle of LFMCW 
radars consists in transmitting a continuous frequency modulated signal, and 
measuring the frequency difference (called beat frequency fb) between the transmitted 
and the received signals. With the carrier frequency f0, two main parameters 
characterize LFMCW radars: the sweep frequency F and the frequency modulation 
Fm (see Figure 1).  
 
The radar antenna beam width cannot be considered punctual, so several targets can 
be detected at the same time. If i targets are located at range Ri in front of the radar, 
the measured beat signal Sb results from the sum of the i reflected signals. Without 
radial velocity, the beat signal Sb can be written as (Monod 2009): 
 
  (1) 
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Fig. 1. Linear modulation principle. Example of received signal with one static target located at 
range R from the radar. f0 is the carrier frequency, F the sweep frequency, and Fm the 
modulation frequency. 
Ve is the amplitude of emitted signal, Vri and i respectively the amplitude of received 
signal and a phase term depending on target i, c the light velocity and k a mixer 
coefficient. One can see that Sb contains a sum fbi of frequency components, each of 
them corresponding to a particular target i:  
   (2) 
The range Ri to each target may be determined by measuring the individual frequency 
components by the mean of a spectral analysis. An example of simulated radar 
spectrum, using the model of signal described in Eq. (1), is presented in Figure 2. 
Two targets A and B are located at ranges 2m and 3m. The FFT spectral analysis 
allows to separate both frequency components used to compute the radar-target 
distances.  
2.2 Distance resolution 
Different elements such as branches, bushes, etc., can be positioned between the radar 
and the soil. So, it may be necessary to detect several objects in front of the radar. 
And as these objects can be close to each other, it is necessary to have an accurate 
distance resolution.  
 
With a classical FFT frequency analysis, the frequency resolution f is determined 
solely by the observation time Tobs:  
 f = 1 / Tobs, with Tobs = 1 / Fm (3) 
Considering a LFMCW radar, the increase of Tobs (while maintaining the same sweep 
frequency F) leads to a more accurate f, but the distance resolution r remains the 
same because at the same time the maximum range is increased. With LFMCW 
radars, the distance resolution r is solely determined by the sweep frequency F 
(Skolnik 1980): 
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 r = c / (2 F) (4) 
It means that two targets separated by distances lower than r cannot be resolved 
when using a FFT spectral analysis. An example is given in Figure 3(a), considering 
three close targets located at range 2.7m, 3m and 3.2m. With F = 250MHz, the 
theoretical resolution r is equal to 0.6m: the FFT analysis is not able to detect the 
three targets.  
 
 
Fig. 2. Simulation of radar spectrum with 2 targets located at ranges 2m and 3m. Radar 
parameters: f0 = 24.125GHz, F = 250MHz, Fm = 100Hz. 
 
From Eq. (4), one can see that it is necessary to increase the sweep frequency F to 
obtain a more accurate distance resolution r. But even if this increase is 
technologically possible, we have to deal with the International Telecommunication 
Union (ITU) which is in charge of the allocation of global resources such as radio-
frequency spectrum. In France, the use of the radio-frequency spectrum is controlled 
by the French Telecomunications Regulatoty Autority (ARCEP). We are using the 
Industrial, Scientific and Medical (ISM) radio band at 24 GHz (K-band) for our 
application. This ISM band defines a free bandwidth of 250MHz (24.000-24.250GHz) 
for industrial, scientific and medical purposes other than telecommunications, 
completed with a limitation in transmitted power (Agence Nationale des Fréquences 
2013). As the current bandwidth of our radar is already 250MHz, a second solution 
must be found to improve the distance resolution. If the FFT is the basic tool for 
spectrum analysis due to its robustness and noise resistance, different methods exist 
for high resolution spectrum estimation which overcome the limitations of FFT 
approach. For example, parametric methods such as MUSIC (Multiple Signal 
Classification) or ESPRIT (Estimation of Signal Parameter via Rotational Invariance 
Technique) take advantage of known parameters of the signal such as the number of 
spectral components (Schmidt 1986; Shahbazpanahi et al 2001). In Figure 3(b), one 







Fig. 3. Simulation of radar spectra with three close targets located at ranges 2.7m, 3m and 
3.2m. Radar parameters: f0 = 24.125GHz, F = 250MHz, Fm = 100Hz. (a) FFT radar spectrum: 
the targets A, B and C are not resolved. (b) The ESPRIT algorithm allows to detect the targets 
A, B and C. 
3 Experiments 
3.1 LFMCW Radar  
The developed microwave radar is based on a Voltage Controlled Oscillator (VCO). 
Lightweight and small sized, it has been integrated in a radome in order to provide 
sufficient protection during the experiments (the radome is constructed of material 
that minimally attenuates the electromagnetic signal transmitted or received by the 
antenna). A general view of the radar is presented in Figure 4.  
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Fig. 4. LFMCW radar integration. Left: the microwave VCO is equipped with a lens horn 
antenna. Right: transparent to radar waves, the radome is a mechanical protection for the radar.  
The radar is equipped with a lens horn antenna. The antenna beam width is about 14° 
(half-power aperture): the surface illuminated by the radar (radar footprint) can be 
represented by a circle with diameter 2.4m considering a distance of 10m. This 
aperture allows to detect simultaneously several obstacles in front of the radar. The 
radar operates by transmitting a signal with a center frequency f0 (24.125GHz, 
K-band) linearly swept over a bandwidth F of 250MHz during a modulation period 
of 10ms. The transmitted power of the radar is about 3mW (5dBm).  
The linear modulation law is an essential point with LFMCW radars. In order to 
obtain a constant beat frequency during the modulation period, the frequency 
variation of the transmitted signal must be as linear as possible. The main problem 
with VCO is that the relationship between the driving voltage and the output 
frequency is always nonlinear. A specific modulation must be applied to the VCO in 
order to take into account this non linearity, and to obtain a linear variation of the 
frequency vs time. This modulation law (which is specific to the used VCO) has been 
integrated in an electronic card. A second electronic card has been developed for 
filtering and amplification of the beat signal.  
The acquisition of the beat signal is achieved with a National Instruments data 
acquisition device (DAQ NI USB-6211). The data acquisition device is connected to a 
laptop for the control of the process and data storage.  
A calibration step has been realized in order to determine the relationship between the 
distance R and the measured beat frequency fb. Canonical targets such as metallic 
trihedral corner or Luneburg lens have been used for this calibration. The 
experimental data points and the computed linear regression are presented in Figure 5.  
 
The experimental data points highlight a linear relationship between the radar-target 
distances R and the measured beat frequency fb. This linear regression is of the form: 




Fig. 5. Radar calibration. The experimental data points (R, fb) highlight a linear relationship 
between the radar-target distances and the measured beat frequency. 
3.2 Results 
A series of test was carried out under field conditions. The radar has been positioned 
on a hydraulic excavator used for wood harvesting purposes (see Figure 6). The 
hydraulic excavator was equipped with a shear cutting head from VIGNEAU Society. 
The radar was placed at the rear of the shear cutting head, in order to avoid collisions 
with trunks or branches. The laptop, equipped with the data acquisition device and a 





Fig. 6. General view of the hydraulic excavator used during the experiments in the forest. The 
excavator is equipped with a shear cutting head from VIGNEAU Society. 
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(a)       (b) 
Fig. 7. Positioning of the equipment. (a) Rear position of the radar, fixed on the shear cutting 
head. (b) A graphical interface on the laptop allows to control the process.  
Figure 8 shows a typical use of the shear cutting head. The objective of the radar fixed 
on the cutting head is to measure the distance to the soil surface, even if obstacles 
such as branches or bushes are present.  
 
 
Fig. 8. General view of the experiment realized in the forest. The radar must be able to detect 
the ground even if obstacles such as branches or bushes are present.  
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Two spectra provided by the radar are presented in figure 9. Figure 9(a) is an example 
of measurement without obstacle between the radar and the ground. The spectrum 
highlights only one spectrum component, which allows to determine the radar-soil 
distance.  
In Figure 9(b), one can observe three components in the radar spectrum. The farthest 
component (reference A) indicates the radar-soil distance. Two other components 
with higher amplitudes are also detected (references B and C). They correspond to 
intermediate branches present between the radar and the soil. The amplitudes of the 
different components of the spectrum are related to the sizes and orientations of the 
obstacles with regard to the radar. It means that the echo from the ground can be 
highly attenuated if a lot of intermediate branches or bushes are present. Specific 
signal processing techniques are studied in order to provide a robust and repeatable 







Fig. 9. Examples of distance measurements with the LFMCW radar. (a) Without obstacle 
between the radar and the ground, the reference A indicates the radar-ground distance. (b) The 
radar spectrum indicates the position of the ground (reference A, the farthest frequency 
component in the spectrum), but also the positions of obstacles between the radar and the 
ground (references B and C, intermediate branches). 
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4 Conclusion 
The cutting height measurement for standing trees has to deal with functioning 
conditions that are often harsh in forest environments. Microwave radar is an 
interesting solution because it is not affected by light changes, rain, fog, etc. 
Moreover, due to the antenna aperture, several obstacles can be detected 
simultaneously in the line of sight of the radar. The objective of the developed radar 
range sensor is to measure the distance between a shear cutting head and the ground. 
The radar is based on LFMCW principles which are well adapted for short-range 
distance measurements. Simulations and measurements in real conditions have been 
achieved to validate the approach. The experiments have pointed out the necessity to 
provide an accurate distance resolution in order to deal with nearby obstacles such as 
branches on the soil.  
The current research activities are related to signal processing, with the aim to provide 
robust and repeatable radar-soil distance measurements. The development of a 10GHz 
radar (X-band) is also considered, in order to increase the robustness of soil detection.  
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Abstract. Introducing semi-automatic teleoperation of an agricultural robotic 
system can enable improved performance, overcoming the complexity that 
current autonomous robots face due to the dynamic and unstructured agriculture 
environment. A teleoperated robot can both leverage the farmers’ knowledge 
and experience while keeping them safe and also help the robot manage the 
unpredictability of the environment in the field. In this paper we describe the 
construction of such a teleoperated agricultural robot sprayer that is controlled 
through a Reality-Based Interaction interface. Two different user interfaces for 
teleoperating a vineyard spraying robot were experimentally evaluated. In the 
first condition, participants were provided with a single view (one camera) for 
teleoperating the robot, whereas in the second condition they had additional 
views (multiple cameras) supporting peripheral vision and targeted spraying. 
Analysis of the collected data showed that users in the additional views 
condition sprayed significantly more grapes and teleoperated the robot with 
significantly less collisions with obstacles, compared to users who did not have 
these aids, but also required significantly more time. Participants’ perceived 
usability assessments were not affected by the availability of these additional 
views. 
Keywords: Agriculture, Robot Teleoperation, Reality-Based Interaction, User 
Interface Design, Usability Evaluation 
1 Introduction  
In agriculture, the experience of the farmer is valuable. By trying to automate tasks 
that are traditionally performed by farmers, replacing them with autonomous robots, 
discards all that experience. In addition, trying to create autonomous robots that work 
in the field is particularly challenging, because the robots are subject to unpredictable 
environmental effects that may impair platform and perceptual capabilities. In fact, 
autonomous robots in agriculture, where platform and perceptual affordances are 
impaired, are often less successful in dealing with dangerous and complex tasks than 
in more structured, industrial settings (Edan, 1995; Thrun, 2004).  
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Introducing semi-automatic teleoperation of an agricultural robotic system can enable 
improved performance, overcoming the complexity that current autonomous robots 
face due to the dynamic and unstructured agriculture environment. Therefore, by 
using a teleoperated robot, we leverage the farmers’ knowledge and experience while 
keeping them safe, away from the adverse conditions of the field, and we also help the 
robot manage the unpredictability of the environment in the field.  
In recent years, interactions styles such as virtual, mixed and augmented reality, 
tangible interaction, ubiquitous and pervasive interaction, context aware computing, 
handheld or mobile interaction are becoming more popular. These Post-WIMP 
(Windows, Icons, Menu, and a Pointing device) interfaces as defined by van Dam 
(1997), are interfaces which contain at least one interaction technique not dependent 
on classical 2D widgets such as menus and icons. Post-WIMP interfaces allow users 
to directly manipulate objects, as if in the real world, thus increasing the realism of 
interface objects and allowing users to directly interact with them. Later, Jacob et al. 
(2008), proposed a unifying concept for these new interaction styles under the 
Reality-Based Interaction (RBI) framework. We believe that these new interaction 
styles may offer new opportunities as to how we interact with a robot to perform 
agricultural tasks. 
In this paper we describe the construction of such a teleoperated agricultural robot 
sprayer that is controlled through a reality-based interaction interface. The robotic 
platform allows farmers to remotely spray the plants in the field, thus leveraging their 
knowledge, and also protecting them from the adverse conditions of working in the 
field. Because the teleoperation is remote, the operator is not collocated with the 
robot; therefore the design of the platform’s user interface is of primary importance. 
The interface should allow for maximum visibility for navigation, detailed views for 
targeted spraying, and sensor information about the robot’s state. 
The remaining of this paper is organized as follows. First, background information 
related to robotics in agriculture, robot teleoperation, human-robot interaction and 
reality-based interaction is presented. Then, our approach towards utilizing RBI to 
develop a user interface for agricultural robot teleoperation is delineated, along with 
the results of a field experiment.  
2 Background 
2.1 Robotics in agriculture 
In the past two decades, extensive research has been carried out aiming at applying 
robots to a variety of agricultural tasks, such as transplanting, spraying, trimming, de-
leafing, hoeing, and selective harvesting (Blackmore et al., 2005; Edan, 1995, 1999; 
Grift et al., 2008; Sarig, 1993; Stentz et al., 2002).  
Agricultural robots are field robots and therefore operate in dynamic, unstructured 
and highly variable complex environments (e.g., changing rough terrains; changing 
illumination), as opposed to industrial robots which operate in fully controlled and set 
environments (Thrun, 2004). The agricultural robot must identify and handle a variety 
of objects (e.g. fruits, weeds, branches), which are often obscured from leaves, 
daylight or shadow, other branches or nearby fruits, or are just hard to reach. The 
shape and color of these objects are highly variable and undefined and vary even 
among the same plant, making it more difficult to identify the right target. 
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2.2 Robot teleoperation 
Humans have recognition capabilities and can easily adapt to changing environmental 
and object conditions (Weisbin et al., 2004). Their acute perception capabilities 
enable humans to deal with flexible, vague, changing, and a wide scope of definitions. 
This set of skills makes the human operator perfect for supervising a machine 
(Sheridan, 1992) at different levels of collaboration. Teleoperation is a mode of 
operation in which an operator directly controls a robot (Sayers, 1998). 
Teleoperation of agricultural robots involves a human farmer ‘behind’ the robot, who 
directs the agricultural work from a safe distance and in comfortable conditions, 
receiving data from robot’s sensors and cameras, while directing it via a human-robot 
user interface. Teleoperated robots have been successfully used is various contexts, 
such as in space (Martinez et al., 2002), for medical applications (Najmaldin & Antao, 
2007), and in agriculture as well (Murakami et al., 2008). 
2.3 Human-Robot Interaction 
Robot teleoperation requires the human to be in the loop. Therefore interaction 
between humans and robots is an integral part of robot teleoperation.  Interaction is 
the process of working together to accomplish a certain goal (Goodrich & Schultz, 
2007).  
Human-Robot Interaction (HRI) is the field of study dedicated to understanding, 
designing and evaluating robotic systems for use by or with humans (Clarkson & 
Arkin, 2006).  Fong et al. (2001) defined HRI as “the study of the humans, robots and 
the ways they influence each other”. It is a multi-disciplinary field in which 
researchers from areas of robotics, human factors, cognitive science, natural language, 
psychology, and human-computer interaction, are working together to understand and 
shape the interactions between humans and robots. Goodrich and Schultz (2007) 
defined two categories of interaction, remote and proximate. Remote interaction 
refers to the situation in which the human and the robot are separated spatially or even 
temporally (i.e., Opportunity Mars rover), whereas in proximate interaction the 
humans and the robots are collocated.  
2.4 Reality-Based Interaction 
Reality-based interaction (RBI) is a unifying concept that ties together a large subset 
of new emerging interaction styles (Jacob et al., 2008). These interaction styles 
include, but are not limited to, virtual, mixed and augmented reality, tangible 
interaction, ubiquitous and pervasive interaction, context aware computing, handheld 
or mobile interaction.  Jacob et al. (2008) defined the following four RBI themes 
which can be used to analyze specific interaction designs: 
 Naïve Physics: the informal human perception of basic physical principles. 
 Body Awareness and Skills: the familiarity and understanding that people 
have of their own bodies, independent from the environment. 
 Environment Awareness and Skills: peoples’ physical presence in their 
spatial environment, surrounded by objects and landscape. 
 Social Awareness and Skills: people are aware of the presence of others and 
develop skills for social interaction. 
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RBI styles are emerging in part by advances in computer technology and by an 
improved understanding of human psychology. This notion draws strength from 
exploiting the users’ built-in abilities and pre-existing knowledge, skills and 
expectations from the real world rather than trained computer skills. There are several 
examples of using RBI styles in HRI, specifically for telerobotics or teleoperation.  
Marin et al.  (2005) presented a multimodal user interface to control a robot arm via 
the web using techniques augmented reality and non-immersive virtual reality 
interaction techniques. Their user interface was designed to allow the operator to 
predict the robot movements before sending the programmed commands to the real 
robot, thus saving both network bandwidth and minimizing cognitive fatigue, 
associated with many teleoperated systems. They concluded that it would not be 
possible to build such a complex and friendly user interface without the help of virtual 
and augmented reality.  
Peters et al. (2003) studied the problem of automatic skill acquisition by a robot. In 
specific, they presented the NASA’s dexterous humanoid robot called Robonaut. 
Robonaut was teleoperated by a person using full immersion virtual reality 
technology that transformed the operator’s arm and hand motions into those of the 
robot. They demonstrated that with a few teleoperated trials (six at that time) of a 
task, were sufficient for extracting a canonical representation of the task.  
More recently, Greena et al. (2008), emphasized that augmented reality has many 
benefits that can help in creating a more ideal environment for human-robot 
collaboration. They concluded that a multimodal approach in developing a human-
robot collaboration system would be the most effective and argued that combining 
speech and gesture through augmented reality would result in a more natural and 
effective collaboration. 
3 Materials and Methods 
We used an agricultural robot sprayer based on the Summit XL mobile platform by 
Robotnik to develop our agricultural robotic sprayer. The Summit XL is a medium-
sized, high mobility all-terrain robot, with skid-steering kinematics based on four high 
Figure 1. The agricultural robot sprayer 
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power motorwheels. Figure 1 shows our agricultural robot sprayer. The description of 
the procedures followed to transform the general-purpose Summit XL robotic 
platform into an agricultural robotic sprayer is beyond the scope of this paper.   
The robot platform can be teleoperated using a PS3 gamepad. The operator, as shown 
in Figure 2, wears video eyewear based on Vuzix Wrap 920AR, which also includes a 
Wrap Tracker 6TC; a motion tracker that plugs into a special port on the Wrap 920 
enabling software to monitor the operator’s direction and angle of view as well as 
movement. The operator is situated remotely from the field and uses images from on-
board cameras to teleoperate the robot in the vineyard in order to spray grape clusters. 






Figure 2. Using PS3 gamepad to control the agricultural robot sprayer and viewing through augmented 




Figure 3. Diagrammatic representation of agricultural robot teleoperation 
 
Two alternative reality-based user interfaces for teleoperating the agricultural robot 
sprayer were developed. The first user interface provided a view from a single camera 
(Figure 4), the main Axis PTZ camera, which was located in the front-end of the 
robot. In the second user interface, participants were provided with three views: one 
from the main Axis PTZ camera (path view) plus two support views, one for 
peripheral vision and one for targeted spraying (Figure 5).  
These two interfaces were experimentally evaluated. It was hypothesized that the 
support views provided in the second interaction mode would increase HRI awareness 
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and in turn results in increased observed and perceived usability, compared to the 
single-view user interface. The field experiment method and results are presented in 
the following.  
 
 




Figure 5. User interface with view from three cameras 
4 Field Experiment 
4.1 Participants 
Thirty participants were involved in the study (7 females, 23 males), aged 28-65 
(M=39.8, SD=9.3). Seventeen participants were farmers, and 13 were agriculturalists. 
All participants were experienced in information and communication technologies. In 
specific, all participants were frequent users of mobile phones, most (27) used 
frequently a personal computer, more than half (17) owned and used a tablet and 13 
were experienced in video game consoles.  
4.2 Method 
Participants were asked to use the two different reality-based user interfaces (single-
views, multiple views) in order to navigate the robot along vineyard rows and spray 
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grape clusters. The study employed a within-subjects design: all participants used 
both interfaces. For each participant, the order of conditions was randomized. 
Participants’ interaction with the system was monitored and the following metrics of 
the human-robot collaboration effectiveness and efficiency were collected: a) total 
number of sprayed vines, b) total number of robot collisions with obstacles and c) 
overall time required. In addition, participants completed the System Usability Scale 
(SUS) (Brooke, 1996) after interacting with each reality-based user interface. SUS is 
a well-researched (Bangor et al., 2009, 2008; Katsanos et al., 2012; Lewis and Sauro, 
2009), 10-item scale that measures perceived usability. 
4.3  Analysis and Results 
Statistical analyses of the collected data were conducted in order to compare the two 
reality-based user interfaces. In all statistical analyses, the assumption of normality 
was investigated using the Shapiro-Wilk test. The Pearson correlation coefficient was 
used as an effect size and was calculated according to the formulas reported in Field 
(2009). The magnitude of the observed effect was interpreted according to Cohen 
(1992): r = .10 is a small effect, r = .30 is a medium effect, and r = .50 is a large 
effect. 
Analysis of the collected data showed that participants in the additional views 
condition sprayed significantly more grapes and teleoperated the robot with 
significantly less collisions with obstacles, compared to users who did not have these 
aids; t(29) = 9.06, p < .001, r = .86, and z = 3.86, p < .001, r = .50 respectively. For 
the collisions dependent variable, a non-parametric test (i.e., Wilcoxon signed rank 
test) was used since the distribution of the differences between the two related 
conditions deviated significantly from a normal distribution; Shapiro-Wilk = .896, p < 
.01. These large observed effect sizes demonstrate the importance of providing 
increased HRI awareness, in our case through additional support views, for both robot 
navigation and target identification. 
However, it was also found that participants in the one camera condition completed 
the task significantly faster compared to the multiple (support) cameras condition; 
t(29) = 2.78, p < .01, r = .46. This might be attributed to the fact that in the multiple 
cameras conditions participants could be more thorough in both robot navigation 
(fewer collisions) and targeted spraying (more grapes sprayed), thus taking more time 
to complete the entire task. Furthermore, it was found that the number of views did 
not have any effect on the participants’ perceived usability of the system, as measured 
by the System Usability Scale, t(29) = .32, p = .751. 
5 Conclusion 
Currently, the mainstream direction for robotics in agriculture is full automation, with 
the best existing algorithms and machinery being about 85-90% effective (Berenstein, 
et al., 2010). However, in actual practice, this level of effectiveness might not be 
acceptable. Robot teleoperation combines human perception and know-how with 
robot accuracy and consistency and thus may provide a viable solution. In this 
context, the design of efficient and effective user interfaces for robot teleoperation is 
of primary importance.  
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Reality-based user interfaces exploit farmers’ pre-existing knowledge, skills and 
expectations from the real world, and thus can be particularly fit for teleoperating a 
robot that performs agricultural tasks. In this paper, we describe the construction of 
such a reality-based teleoperated agricultural robot for vineyard spraying. A field 
experiment was carried out involving farmers and agriculturalists using our reality-
based teleoperated robot sprayer to navigate a vineyard field and spray grapes, which 
demonstrated the feasibility of the main concept.  
Furthermore, in the context of determining suitable reality-based robot teleoperation 
interfaces for a farmer, the experiment allowed us to measure the efficiency, 
effectiveness and perceived usability of two HRI interface versions for our 
agricultural robot. The first user interface provided a single view (one camera) for 
teleoperating the robot, whereas the second one provided additional views (multiple 
cameras) supporting peripheral vision and targeted spraying. It was found that 
additional views for target identification and peripheral vision improved both robot 
navigation (fewer collisions) and target identification (more sprayed grape clusters), 
but at the expense of task efficiency (overall task time). In addition, it was found that 
participants’ perceived usability assessments (SUS score) were not affected by the 
availability of these additional views.  
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Abstract. In this paper we describe an approach used to navigate a field robot 
trough the crop lines such as apple orchard rows. The navigation of the robot is 
autonomous and based on distance readings from a SICK TIM 310 laser range 
scanner, which makes possible to navigate with moderate speed even trough a 
semi-changing conditions in uncontrolled natural environment. The range sensor 
is connected to an on board ARM Cortex A9 based embedded computer 
expanded by a custom developed embedded circuit board. The readings from the 
sensor are collected by the ROS meta operating system with the presented 
algorithm developed in form of a ROS node. Its job is to repeatable read new 
range data, separate it to left and right components and compare it with the old 
readings. An angular displacement is then looked for between each successive 
reading, reaching a 0.25 degree accuracy gained with the help of linear 
interpolation. By analyzing the readings from each side, a map of the 
environment is constructed and a movement vector calculated. The approach 
was tested in an apple orchard and compared to an existing hector slam 
algorithm. The initial tests show promising results. 
Keywords: field robot, embedded electronics, robot operating system, 
interpolation and navigation 
1 Introduction  
1.1 Related work 
Localization and mapping is commonly known SLAM (Simultaneous Localization 
And Mapping) algorithm, which we implemented for our agricultural application. 
Widely used algorithms for localization and mapping are for example Hector mapping 
and Gmapping. Gmapping is a standard method described in (Grasetti et al, 2007), 
and (Graseti et al, 2005), which is based on Rao-Blackwellized particle filter to create 
a map and provide localization information. The method’s purpose is to decrease the 
number of particles with filtering where precise calculation and exact deviation is 
considered. It uses latest information provided by laser scanner, reduces locational 
uncertainty and predicts robot’s pose. Gmapping is optimized for long-range laser 
scanners and environments with large areas. In order to work it needs a laser scan data 
and for best results additional odometry is required. 
In contrast to Gmapping, Hector Mapping (Kohlbrecher et al, 2012), (Kohlbrecher et 
al, 2011) is optimized for narrow corridors and complex environment found in rescue 
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scenarios. Hector Mapping does not need odometry information and this does not 
affect its performance. For localization it uses scan-matching method and Gauss-
Newton filter to define robot current position based on particle distribution. It also 
considers multi-layer map and map server to save all available maps and trajectories. 
Hector Mapping is very efficient and reliable algorithm, which can be used for hand-
held devices to map certain areas.  
In this work we investigate the usefulness of our own solution, which we named crop 
line based navigation (CLBN). We decided to compare it with Hector Mapping 
because it is optimized for navigation in narrow corridors, a situation that is also 
found in agriculture – apple orchard rows. The work is organized in the following 
manner; in the second section we describe an experimental system (the hardware and 
software), then we layout the theoretical part of our solution in the third section and, 
finally, in the fourth section we evaluated it by comparing it with Hector Mapping. 
2 Experimental System  
2.1 The robot 
The robot consists of four major components: mechanics, actuators, embedded 
electronics and sensors. The mechanical part includes a four-wheel drive, two axles 
that can be turned individual by servomotors, automatic gearbox with forward and 
backward two-speed trasmittion and a three-phase motor. The actuator part includes a 
pressured reservoir, two electro-magnetic valves and nozzles that enable the robot to 
spray. The onboard digital camera and a laser range sensor make up the sensoric part 
of the robot. The last but not least is the electronic part of the robot, which includes an 
embedded computer, peripheral circuit and a power supply. The render image of the 
robot is depicted on Fig. 1, showing all crucial components of the robot, while Fig. 2 
depicts the robot in action while spraying roses. 
 
 
Fig. 1. Render of a Constar robot – depicting all its crucial components. 
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Fig. 2. Mobile robot while spraying roses. 
The mechanical part of the robot was built as a four-wheel drive that enables the robot 
to move around on the rough terrain. It is driven by a high-performance brushless 
motor X-power eco A4130-06BL, controlled by x-power professional 70-3P BEC 
controller. The motor and the controlled are powered by a two cell LiPo battery pack 
capable of providing a 75 A constant and 100 A peak current, with 7.4 V voltage and 
a 5000 mAh capacity.  The speed of the motor is 510 rpm / V (without gear) which 
drives the robot with a top speed of 2 m / s (trough gear). We included two axles, that 
can be turned separately, which makes possible to turn the robot in the next crop line 
even if the space is limited at the end of the field.  
Two electromagnetic valves, nozzles and a reservoir, coupled with PVC pipes, offer a 
possibility to spray the plants at selected locations. When plants are not affected by 
disease or they are simply missing from the crop line, the valves are shut and they 
open when the robot identifies and passes a possible area that needs to be sprayed. 
The sensoric part of the robot includes an industrial camera (The imaging source’s 
DBK31BU03) and a laser range scanner (SICK TIM 310). The camera captures Bayer 
encoded images with resolution of 1024×768 pixels at 30 fps. The camera is 
connected to the embedded computer by using an USB connection. The laser range 
sensor captures distances between a sensor and an obstacle in a 270º radius from 0.05  
up to 4 m distance. The sampling frequency of the laser scanner is 15 Hz with 1º 
resolution. It is connected to the embedded computer via USB connection. 
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The electronic part of the robot is made up of an embedded computer (Nitrogen6x) 
and a peripheral expansion board build around a AVR ATmega 128 microcontroller. 
The computer is based on AVR Cortex A9 quad core processor running at 1 GHz, 
with 1 GB of memory and can reach a performance of 2000 BogoMIPS per core. It 
offers a vast number of ports, where USB was used for camera and laser range 
sensors, while the UART port is used to communicate with the expansion board. An 
Ubuntu Linux (Linaro) distribution was selected for the operating system that was 
uploaded to a SD card, where a custom version of the kernel had to be compiled to 
support the USB based camera. 
The camera, the laser range sensor and the embedded circuit are all powered by two 3 
cell LiPo batteries connected in parallel. They can provide a constant 175 A or 350 A 
peak current (each), 11.1V voltage and 3800 mAh capacity (each). In order to power 
the circuit the voltage is lowered to TTL voltage levels using a switching regulator.  
2.2 Robotic operating system 
In order to control low-level hardware the mobile robot uses a Robotic Operating 
System (ROS), which is a meta operating system. ROS provides a number of libraries 
and tools for different robotic applications; it includes hardware drivers, device 
drivers, visualizers, messages passing and package management, all this as open 
source software. ROS supports code reuse in robotics research and development, it is 
a distributed framework of processes where processes can be grouped in packages. 
For the mobile robot we used device drivers for Sick laser scanner and other 
hardware, provided by ROS. In order to connect the embedded computer with the 
mobile base we created own program for command interpretation and communication 
protocol.  
3 Theoretical background 
The laser range scanner captures distance measurements in 270º angle. These are then 
split in to two sets; one for the right and one for the left side of the robot. The sets are 
transformed in to 2D binarised images with the contours of the obstacles depicted as 
white and the rest with black pixels. These images are then compared with the next 
pair where displacement on the X and Y axes are calculated. 
For displacement calculation we have chosen phase correlation approach described in 
(Gonzles et al, 2001) and (Stone, 2001). It works by taking the first image (for each 
side) and the next. The first serves as template and the second as a reference. As the 
measurements are similar one to another, they have almost the same energy 
distribution. This means the correlation reaches a maximum value when both images 
are registered. Because the correlation is computed in frequency domain, where 
translation is presented in phase and rotation in amplitude spectrum, one does not 
affect the other as in spatial space. The correlation can be described as follows: 
, (1) 
where I1(x,y) and I2(x,y) represent a 2D signal (image) of M x N size and I1* a 




where S1* and S2 correspond to frequency transforms of the input signals I1 and I2. The 
correlation in frequency domain can then be simply calculated by multiplying the 
complex conjugate of the frequency transform of the first with a frequency transform 
of the second signal.  
Once the displacements in pixels, which corresponds to angular difference, on the left 
(ßl) and right (ßr) side are calculated with the help of Eq. 2, they are used to calculate 
real displacements on both sides; Δxr for the right, and Δxl for the left side as shown 
by Eq. 3 and 4: 
∆ݔ௥ ൌ ݀௥ כ tan ß௥, (3) 
  
∆ݔ௟ ൌ ݀௟ כ tan ß௟ (4) 
 
where dr and dl correspond to the distance from the sensor to the right and left row 
(measured by the laser range scanner).  
Both displacements Δxr and Δxl are then simply used to compute new vectors with an 
origin starting at (0,0) located at the beginning of the row, approximately half the 
distance from each side of the row. Both vectors are then used in simple vector 
summation that reveals the true movement vector (difference along the X an Y axes) 
along with the new coordinates of the origin for new iteration. 
 
 
Fig. 3. An example of the apple orchard row. 
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4 Results 
In order to save the data needed for this section the robot was tele-operated through an 
apple orchard. The experiment took place in autumn 2013 when the trees still had a 
lot of leafs. An example of the apple orchard row is shown on Fig. 3.  
We performed several measurements and stored data with rosbag format for later, 
offline processing. Measurements were saved for 16 and 32 meters runs at two 
different heights; 40 and 120 cm, where the laser range scanner’s height was adjusted 
accordingly. Different heights were considered due to dynamics of the plant contours. 
The first captured the trunk of the trees and the second their crowns. The traveled 
distance was measured with tape measure, which provided a ground truth for our 
results. 
The stored measurements were used on selected algorithms. Their output is the 
traveling distance and a map that summarizes the obstacles and a traveling path. We 
compared the calculated traveled distance, produced by Hector SLAM and then the 
one produced with CLBN algorithm. The results are presented in Tab. 1, while Figs.  
4, 5, 6 and 7 depict maps that were generated with each test run. 
 
Table 1. The results of Hector SLAM and CLBN algorithm for an input data set taken at 40 and 










16m / 40cm 15,533 2,91 %    16,232 -1,45 %  
16m / 120cm 4,066  74,58 %  10,830 32,31 %  
32m / 40cm 0,284 99,11 %  27,616 13,70 %  
32m / 120cm 3,857 78,94 %  20,157 37,00 %  
Average error: 63,89 %  20,39 % 
Standard deviation: 40,03 %  17,7 % 
 
  




Fig. 5. Results of Hector slam (left) and CLBN (right) at 120 cm height and 16 m traveling 
distance. 
  
Fig. 6. Results of Hector slam (left) and CLBN (right) at 40 cm height and 32 m traveling 
distance. 
  
Fig. 7. Results of Hector slam (left) and CLBN (right) at 120 cm height and 32 m traveling 
distance 
The results show that both algorithms performed well in the first test run with a 
distance of 16 m and with measurements taken 40 cm from the ground. The longer 32 
m run turned out to be a bigger challenge. The Hector SLAM missed, while the 
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CLBN measured a traveling distance of 27,62 m in comparison to the actual 32 m. In 
the next two experiments we used the data captured when looking at the tree crowns 
at 120 cm from the ground. Both algorithms had some problems, where Hector 
SLAM again missed with an error rate from 74,6 % to 79,6 %. CLBN on the other 
hand produced better results, but in error range from 32,3 % to 37 %.  
5 Conclusions 
In this paper we presented our own version of a SLAM algorithm that is based on 
angular displacements calculated with the help of phase correlation. It was compared 
with a widely used Hector SLAM algorithm. For both the same data sets were used, 
where it was proven the presented CLBN algorithm outperformed Hector SLAM. 
Although Hector SLAM produces good results in narrow rows, this was not the case 
for our test sets. They also turned out to be a challenge for our algorithm. Natural 
scenes with changing, dynamic conditions turned out to be quite a challenge, 
especially when navigating using the readings from the tree crowns. By using trunk 
sets, which show up as more uniform surfaces, both algorithms performed better. 
All test cases in our experiments used translation trough the apple orchard rows, 
which CLBN can cope with. In case we would use also rotation, the presented 
algorithm would fail. This is way rotational differences are next to be solved and 
implemented. We know that once again we can turn to frequency domain, where 
rotational differences between images show up in power spectrum and are not 
affected by the translation as in spatial domain. 
Furthermore, as we have seen with crown test cases, some scenes still present a 
challenge due to their dynamic nature. In this cases the measurements are affected by 
the sensor’s resolution and the traveling speed of the robot that can produce contours 
without their pairs on the next measured data set. This is the reason we are working 
on a solution that would separate the data and only use the one that can be seen in 
both sequential data sets. 
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Abstract. Robots for selective harvesting require efficient algorithms for 
planning path that end in high quality grasp-poses about the fruit. This paper 
presents Grasp Regions-Rapid exploring Random Trees (GR-RRT), a path 
planning algorithm that incorporates knowledge regarding grasp-poses quality. 
The algorithm includes offline fitting of a Gaussian mixture model (GMM) to 
high-quality target grasp-pose regions based on a graspability map, and online 
planning that incorporates the GMMs to bias the planning towards high quality 
goal grasp-poses, while maintaining a probabilistic completeness guarantee. The 
performance of the algorithm is evaluated and compared to similar algorithms 
which do not incorporate grasp-pose quality in their planning process, using a 
simulation of an apple-harvesting environment. The GR-RRT is shown to 
drastically outperform other algorithms based on grasp-success rate with only a 
small increase in planning time and path length and without any decrease in path 
finding success.  
Keywords: Path Planning, Fruit Harvesting, Graspability Maps, Rapid 
exploring Random Tree, Gaussian Mixture Model. 
1 Introduction  
Robot deployment in the agricultural environment is relatively new and is expected to 
considerably grow in the current decade. Robotic manipulators for harvesting are a 
sought after automation solution for high-valued crops. A major hurdle for 
development of such systems is that the agricultural environment is inherently 
dynamic, cluttered with obstacles, and challenging for state-of-the-art sensors. In 
addition many high-valued crops require gentle handling to avoid damage to both 
fruit and plant. Following this, motion planning and control for harvesting robots is a 
difficult task. The problem of planning a path for a robotic manipulator can be 
formulated as finding a path that lies completely in the obstacle-free portion of the 
configuration space (𝐶𝑓𝑟𝑒𝑒) that connects the initial and goal configurations of the 
robot. Even a simple form of this a problem is considered to be PSPACE-hard (Reif, 
1979), such that any complete algorithm is also non-applicable for real-time 
applications. Practical planning algorithms, such as the Rapid exploring Random Tree 
(RRT) algorithm, replace the completeness guarantee with a weaker notion of 
probabilistic completeness, which implies that the probability of finding a solution, if 
such exists, approaches one as more time is spent solving the problem.  
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Reach-to-grasp is the first motion stage of object manipulation, e.g., of harvesting. In 
this stage, the manipulator must plan a path towards the object, so that the end 
configuration will facilitate grasping the object with the end-effector. As part of this 
process, different grasp-poses (position and orientation) about the object should be 
taken into consideration, where different poses offer a different grasp quality. The 
grasp quality grades offered by each pose may be stored using a Graspability Map, 
which is an object and gripper-specific representation of grasp quality for wrist poses, 
that is built offline based on models or on demonstrations (Roa, et al., 2011).    
We have developed the Grasp-Regions RRT (GR-RRT) methodology which augments 
RRT with knowledge based on graspability maps, and serves as a planner for reach-
to-grasp paths towards high quality grasp-poses. The following sections are organized 
as follows: section 2 provides a summary of prior art regarding RRT path planning 
algorithm, section 3 outlines the GR-RRT method, section 4 presents a comparative 
study of GR-RRT with related RRT-based path planning algorithms, section 5 
presents the results of the study and final conclusions are presented in section 6.  
2 Prior art 
The RRT algorithm belongs to a family of sampling-based, randomized, planning 
algorithms which are widely used due to their simplicity and efficiency as well as 
their suitability for differential constraints and multiple degrees of freedom (LaValle , 
1998). For robotic motion planning, the arm configuration space is the search space, 
from which samples are drawn. Using Forward Kinematics (FK), pose feasibility is 
tested in the workspace (world coordinate frame), where the algorithm verifies that no 
collisions with obstacles occur. Basic approaches of using RRT for planning include: 
goal-biased single-tree RRT (LaValle , 1998), where new samples are replaced by the 
goal state every pre-set number of iterations and bi-directional RRT (LaValle & 
Kuffner, 2000), in which two trees (starting at the goal and the initial configurations) 
are grown towards each other, to improve efficiency and robustness.  
When the task allows multiple goal configurations, translation of these configurations 
into the configuration space using Inverse Kinematics (IK) can be infeasible for real-
time implementations  (Bertram, et al., 2006). An alternative method was formulated 
based on Workspace Goal Regions (WGRs), which specify a set of continues goal 
regions in the robot's workspace, according to task specifications (Berenson, et al., 
2009). Typically, a WGR is defined as a 6D volume representing desired target 
configurations. We use 𝑇𝑖
𝑗
 to indicate the homogenous transformation of poses in the 
ith coordinate-frame to the jth coordinate-frame, as in Eq. (1). A single WGR, w, is 
specified by its reference transform in world coordinates, 𝑇𝑤
0 and its boundaries, Bw, 
expressed in the local coordinate-frame (Eq. 2), where the Roll, Pitch, and Yaw 
(RPY) angles 𝜓, 𝜃, 𝜙 are extracted from 𝑅𝑤
0  using Euler angle convention,  and the 
end-effector offset transform, 𝑇𝑒
𝑤 in the local coordinate frame. 
 

























IKBiRRT is an extension of the bi-directional RRT. As opposed to the Bi-directional 
algorithm, IKBiRRT does not assume that the goal configuration is known in 
advance, and thus keeps a goal-tree with multiple roots. By sampling from WGRs and 
using IK to translate goal-poses into goal-configurations, the number of goal 
configurations increases during planning, where each additional goal configuration is 
represented by an additional root in the goal-tree. Sampling from 𝑤 is done by using 6 
samples drawn from a uniform distribution and scaling them to the ranges of  𝐵𝑤, to 
get 𝑑𝑠𝑎𝑚𝑝𝑙𝑒
𝑤 . Using Euler convention, this vector is translated into 𝑇𝑠𝑎𝑚𝑝𝑙𝑒
𝑤 , and into 
the world-coordinate-frame, using Eq. (3). Using IK, it is then transformed to the 
configuration space, in compliance with the kinematic model of the arm. In the last 
step, the feasibility of each configuration is checked before it is added as an additional 
root in the goal-tree. 
(3)         𝑇𝑠𝑎𝑚𝑝𝑙𝑒
0 =   𝑇𝑤
0  𝑇𝑠𝑎𝑚𝑝𝑙𝑒
𝑤   𝑇𝑒
𝑤 
IKBiRRT is efficient and robust in high dimensional workspaces since its basic 
planning mechanism resembles that of the bi-directional RRT algorithm (LaValle, 
2006). It supports path planning for complex tasks by allowing the user to specify a 
domain of desired goal poses while maintaining the probabilistic completeness 
guarantee due to a continuous sampling of poses from the WGRs (Berenson, et al., 
2009). Yet the uniform sampling method gives an equal weight to all poses within the 
WGR, where in many tasks different poses offer different a grasp quality. In addition 
determination of the WGR boundaries is not trivial as they are influenced by the 
object, the task, and the manipulator capabilities. We have developed a method for 
addressing these issues termed Grasp-Region RRT (GR-RRT).    
3 Method 
3.1 General  
The GR-RRT includes two phases (Figure 1): The grasp region (GR) determination 
phase, which is done offline, and an online path planning phase. In the GR definition 
phase the characteristics of the object and gripper are used to form a graspability map, 
to which a Gaussian Mixture Model (GMM) is fit. The grasp region is defined based 
on the boundaries of the region which included good grasps. In the planning phase, 
the GR-RRT algorithm exploits both sensory information of the environment and the 
prior knowledge used to formulate the GR. This information allows planning paths 
that are biased towards highly quality grasp-poses. In the next subsections we provide 
a detailed description of this process. 
Offline GR Determination Online Planning















Fig. 1. GR-RRT offline-online workflow for planning reach-to-grasp paths 
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3.2 Offline GR Determination 
The first step of the offline GR determination phase is to produce a graspability map 
for each object-shape. In case of an environment with multiple object-shapes a 
clustering algorithm can be applied to reduce the number of required maps. Apples 
have a relatively similar shape with varying dimensions thus a single graspability map 
is adequate for the apple harvesting task.  A graspability map for apples grasping was 
constructed based on a model learned from human demonstration (Eizicovits, et al., 
2012), where the wrist-poses about the object were coupled with a grasp quality grade 
on the scale of zero to one. To facilitate the definition of the GR, the wrist poses were 
translated to gripper tool center point (TCP) poses. Empirical experiments suggest 
that grasps with a grasp quality above 0.7 provide good grasps for apple harvesting 
(Eizicovits & Berman, 2013) thus grasp quality was transformed to a binary grade 
using 0.7 as the threshold. Figure 2 depicts the spatial distribution of TCP positions of 
good and bad grasps.  
As grasp-poses are defined in a 6D space, grasp TCP orientation should also be taken 
into account. We chose to implement a Gaussian mixture model (GMM) to fit a 6D 
distribution model to the good grasp-poses dataset (Figure 3). GMM is a probabilistic 
model that assumes all observations have been drawn from a mixture of a finite 
number of multivariate Gaussian distributions with the unknown parameters. Inferring 
GMM parameters from the dataset is done using the expectation-maximization (EM) 
algorithm (Dampster, et al., 1977). Although in its basic form, it is essential to 
provide this algorithm with the number of components (Gaussians) in the mixture, in 
cases where the number of components is not known in advance, using penalty 
criterions based on the likelihood function of the fitted mode has been suggested 
(Leroux, 1992; Chen & Gopalakrishnan, 1998). Criteria such as Akaike Information 
Criteria (AIC) (H., 1974) or the Bayesian Information Criteria (BIC) (Schwarz, 1978) 
have been used. We have chosen BIC as the penalty criterion since it tends to penalize 
model complexity more heavily. The parameters of the GMM are passed to the 
planner so it can draw samples according to the model fit. Finally, the 6D GR is 
limited to have the spatial boundaries of the good-grasps dataset, according to the 




Fig. 2. The apple represented by a sphere with TCP positions. Left: good grasps (in green). 




Fig. 3. The 6D model is visualized in two 3D figures. Left: TCP position coordinates. Right: 
TCP orientation angles. Good grasps are marked in green and bad grasps are marked in red. 
The GMM fit includes 5 Gaussian components and their contours, are represented by ellipsoids. 
3.3 Online Planning 
While IKBiRRT assumes all sample drawn from the WGR are good, thus sampling is 
based on a uniform distribution, GR-RRT uses the GMM model to sample new poses 
from the GR. Since, the GMM probabilistically permits an extrapolation of samples 
distant from the expectation values, this may result in samples outside the GR 
boundaries (which would be of low grasp-quality). To tackle this, the algorithm 
allows only interpolation, i.e., whenever an intractable (out of the GR boundaries) 
sample is obtained, it is discarded and sampling is repeated. 
4 Experiment  
The GR-RRT was evaluated and its performance was compared to the IKBiRRT 
algorithm with two different WGR ranges. In both cases the ranges of the orientation 
angles were 0-2: 
 IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔– Based on a WGR whose x,y,z boundaries are defined by 
the box that bounds the apple's hull (point cloud).  
 IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑒𝑑  – based on a WGR whose x,y,z boundaries are defined by 
the box bounded by the apple's hull (point cloud). 
All three algorithms were implemented with MatlabTM (Mathworks Inc., USA), using 
the same collision detection modules. We created an artificial environment where a 
six DOF robotic arm was positioned in a fixed initial position. The environment was 
populated with four instances of trees at fixed positions, and an apple. The apple was 
positioned at six different positions, defined as simple, moderate and difficult to 
reach. In each scenario, 100 paths were planned from the initial position towards the 
apple using each of the three algorithms. The algorithms were run with a maximum 
limit of 50,000 iterations on a computer with an Intel® i7-3770K, 4.1GHz CPU, and 
16GB 1600MHz RAM running on Windows 8.1.  
Algorithm performance was compared in terms of computation time and planning 
quality. Planning quality was quantified based on grasp success, i.e., if the path ended 
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with a grasp-pose for which grasp quality was above 0.7 grasp success was 
determined as one (zero otherwise), path success, i.e. if a path was found before the 
algorithm terminated then path success was determined as one (zero otherwise), and 
path length of the planned path in the configuration space. 
Grasp success was analyzed using a logistic regression model with two predictors: 
reachability (three levels: simple, moderate, difficult to reach), and algorithm (three 
levels: GR-RRT, IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔, and IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑒𝑑). Object location-id was 
added as a random effect. Computation time and path length were analysed using a 
generalized linear mixed model with a gamma link-function and the apple’s location-
id as a random effect. A gamma link function was used as both target variables had a 
long right-tail and non-negative values. The model included two predictors: 
reachability (three levels: simple, moderate, difficult to reach), and algorithm (three 
levels: GR-RRT, IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔, and IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑒𝑑). Object location-id was 
added as a random effect.  
5 Results and Discussion 
All three algorithms had a planning success of 100% with the applied planning 
limitation of maximum 50,000 iterations per execution. For grasp success, the apple’s 
location-id (random effect), reachability, and the interactions between the predictors, 
were found to be non-significant and thus they were removed. The final model 
included only algorithm (Table 1). Using GR-RRT grasp success odds are 90 times 
higher than when using  IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑒𝑑 and 500 times higher than when 
using IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔. 
 
Table 1. Logistic regression model for Grasp Success 
 





Odds Ratio  Upper 
Intercept 2.074 (0.130)*** [6.170] [7.957] [10.256] 
Algorithm= 𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑 -4.539 (0.200)*** 0.7% 1.1% 1.6% 
Algorithm=𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 -6.258 (0.360)*** 0.1% 0.2% 0.4% 
*** p<0.001   ** p<0.01   * p<0.05 
 
For computation time, the apple’s location-id (random effect), and the interactions 
were found to be non-significant and thus they were removed from the model. The 
final model included the reachability level and algorithm. Results (Table 2) indicated 
that there is no significant difference between GR-RRT and I𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑 . Yet 
average computation time of IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 is 18% lower than GR-RRT.  
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Table 2. Results of GLMM for Planning Time [sec]. 







Intercept [sec.] 3.264 (0.239)*** [16.36] [26.154] [41.84] 
Level=1 -2.862 (0.335)*** 2.95% 5.72% 11.02% 
Level=2 -2.093 (0.335)*** 6.38% 12.33% 23.78% 
Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑 -0.082 (0.058) 82.12% 92.13% 103.25% 
Algorithm= 𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 -0.202 (0.058)*** 72.83% 81.71% 91.58% 
*** p<0.001   ** p<0.01   * p<0.05 
 
For path length, the apple’s location-id (random effect) was found to be non-
significant and was thus removed from the model. Algorithm was also found to be 
non-significant but as interactions were significant it was retained in the model.  
Results (Table 3) indicated that that the algorithms significantly differ only for 
difficult-to-reach targets.  For this reachability level, on average  IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑒𝑑  
produces a path that is 20% shorter and IKBiRRT|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 produces a path that is 
16% shorter than GR-RRT. 
Table 3. Results of GLMM for Path Length [∆deg]. 







Intercept 4.943 (0.217)*** [74.19] [140.19] [214.65] 
Level=2 0.737 (0.307)* 114.45% 208.96% 381.90% 
Level=3 1.218 (0.307)*** 184.96% 338.04% 617.16% 
Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑 0.040 (0.048) 97.74% 104.08% 114.23% 
Algorithm= 𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 0.006 (0.048) 91.67% 100.60% 110.52% 
[Level=2] ∙ 
[Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑] 
-0.039 (0.067) 84.28% 96.18% 109.86% 
[Level=2] ∙ 
[Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔] 
-0.014 (0.067) 86.42% 98.61% 112.52% 
[Level=3] ∙ 
[Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑒𝑑] 
-0.223 (0.067)** 70.18% 80.01% 91.39% 
[Level=3] ∙ 
[Algorithm=  𝐼𝐾𝐵𝑖𝑅𝑅𝑇|𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔] 
-0.179 (0.067)** 73.27% 83.61% 95.50% 
*** p<0.001   ** p<0.01   * p<0.05 
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6 Conclusions  
GR-RRT algorithm was developed for automatic planning of grasp-aimed robotic 
path planning. As such, it incorporates using a prior knowledge regarding the quality 
of grasp-poses into the sampling scheme of a randomized local planner based on 
RRT. Compared to the IKBiRRT algorithm that does not incorporate knowledge 
regarding grasp-poses, the GR-RRT algorithm achieves a drastic improvement in 
grasp success without any decrease in path finding success and with only a small 
increase in computation time and path length for difficult-to-reach targets. This 
increase in computation time and path length is due to the induce preference in the 
GR-RRT towards a smaller region of high quality grasps. Yet this is a critical 
limitation for tasks, e.g., apple harvesting, for which grasp quality is of an extremely 
high importance.  
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Abstract. Remote-piloted Aircraft Systems (RPAS) are an up-and-coming 
method in providing farmers with sensing information for precision agriculture 
applications. This work presents a complete solution for RPAS sensing 
including a flexible and customizable hardware/software architecture. Existing 
components will be brought together and the high precision navigation of 
EGNOS will be added in order to improve the accuracy of common GPS, and 
therefore of resulting imagery mosaicking. Finally an agriculture application in 
which the proposed platform and system has been used is presented. Several 
experiments carried out demonstrate the potential of the developed architecture. 
Keywords: RPAS, Precision Agriculture, EGNOS, Payload Management 
System 
1 Introduction 
RPAS are getting very popular in the last years, in both military and civil 
applications. In the civil domain, the lack of a specific regulation is slowing down the 
emergence of new companies for providing services with Remote-Piloted Aircrafts 
(RPAs). However, recently, organizations and governments are making a big effort 
for regularizing the situation. In fact, there are some countries that have just released 
their own specific regulation, such as France, UK and Italy.  
One of the more promising markets involving RPAS is related to precision agriculture 
applications. With low cost sensors and applying algorithms taking into account 
specific domain knowledge, farmers can get more insight of their crops. Making use 
of this information, they can avoid the propagation of crop diseases, monitor the water 
stress, improve the quality of farming, etc. In this paper we present a flexible 
hardware and software architecture for RPAS specifically oriented to agriculture 
applications. We also give details of the EGNOS solution used for improving the 
accuracy of GPS. Finally, an example in which the proposed architecture has been 
applied in the experimentation phase of a FP7 European project is presented. 
1.1 State of art 
In their latest Economic Report the American Association of Unmanned Vehicle 
Systems International (AUVSI) [1] analyzed the economic benefits that RPAS 
integration into in the National Airspace System (NAS) would yield in the United 
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States (U.S.). In their report they conclude that "the commercial agriculture market is 
by far the largest segment, dwarfing all others". They expect that a positive decision 
from the FAA to accept RPAS in the American airspace will boost the use of this new 
technology. The report describes two main applications in agriculture for RPAS: i) 
Remote sensing and ii) Precision Applications. 
In Remote sensing applications a variety of sensors are used to monitor growth rates, 
water needs, measure plant health status, locate disease outbreaks, etc. The most 
popular sensor for agriculture applications are multispectral cameras that are sensitive 
to light reflectance in specific spectral bands. The crop reflectance varies with 
variables such as canopy structure, density and chemical composition. These cameras 
can be mounted on tractors, aerial vehicles and even satellites. In fact, the popularity 
of remote sensing is mainly due to the satellite-mounted sensors that cover large areas 
at once. NASA’s Landsat Multi Spectral Scanner was one of the first satellites that 
showed the potential for agriculture 40 years ago. Since then many applications have 
emerged around the use of remote sensing for agriculture (Alarcón et al 2013, 
González-Dugo et al 2012, 2013). The main drawbacks of remote sensing based on 
satellites are that cloud obstructs satellite’s view of Earth and the average resolution 
achieved is in order or meters/pixels due to the large distances. Miniaturized and 
lightweight cameras mounted in RPAS are now a valid alternative to overcome this 
drawback and can provide near real-time crop status information to farmers. A 
halfway between these two solutions is the usage of light aircrafts with bigger 
cameras, but the maintenance of the platform, operation costs and certification of the 
systems use to be an inconvenient against RPAS solutions.  
Following the above, remote sensing provides farmers with more insight (both in 
terms of the number of sensed variables and in spatial extension) of their crops and 
how cultivation practices can be improved. In the field of crop care – protection 
against weeds, fungus, insects etc. – spraying is a common cultivation practice. This 
practice is expensive and the excessive use of chemical agents in crops is unwanted 
from a food safety and environmental point of view. So, new cultivation practices 
arise where the right agent is used in the right dose on the right part of the field. This 
is often called Variable Rate Application (VRA). In most countries this refers mainly 
to tractors with sprayers and on-board controllers. In Japan this is currently a growing 
domain for RPAS. The Japanese government has already addressed safety and 
airspace regulatory issues allowing the use of unmanned aircraft for aerial spraying of 
pesticides. VRA allows farmers to selectively spray different parts of their fields and 
thus reducing the total amount of chemical agent sprayed saving money and reducing 
environmental impacts. 
The rest of the paper is organized as follows. In Section 2 it will be described the 
application of EGNOS in RPAS for improving the safety and performance of the 
RPAS. Section 3 details the proposed flexible architecture for hardware and software. 
Next, in Section 4 we present some results in which this architecture has been applied. 
Finally, Section 5 is devoted to the conclusions of the presented work. 
2 EGNOS and its Applications to RPAS 
Global Navigation Satellite Systems (GNSS) have been used successfully in many 
applications over the last two decades. However, in the last years some applications 
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with higher accuracy and cost-effective requirements have appeared such as precision 
agriculture ones. EGNOS (European Geostationary Overlay Service) is a 
augmentation system designed to complement GPS improving the service accuracy 
and integrity. The use of EGNOS jointly with GPS can provide a horizontal accuracy 
better than 3 meters and a vertical accuracy better than 4 meters at 95 % of the time 
(User Guide for EGNOS Application Developers). 
In the proposed architecture, an EGNOS-enhanced navigation system has been 
developed for RPAS allowing the estimation of the position and attitude of the RPA 
with higher accuracy than stand-alone GPS. In order to fulfil the requirements of 
accuracy, low cost and reliability, the GNSS data is combined with inertial 
measurements provided by a low cost IMU (based on MEMS technology) using 
probabilistic estimation techniques (see Figure 1). This information is used by the 
autopilot to maintain the stability of the aerial vehicle and to navigate following a 
desired waypoint path. Furthermore, it is also useful for a precise geo-referencing and 
ortho-rectifying of the images taken from the infrared camera. 
EGNOS also provides integrity information that is used to improve the robustness and 
safety of the system in case of GNSS degradation. Integrity data is used to calculate 
the horizontal and vertical protection levels which give a measurement about the 
deviation of the estimated position with respect to the real one. This information is 
integrated in a novel way and is used to establish a configuration profile for the 
estimation filter depending on user limits and protection levels. Moreover, the 
established configuration profile adapts, on real-time, the estimation filter parameters 
to different situations. 
 
Figure 1: Sensor fusion approach 
 
At the moment, commercial navigation systems do not exploit all the functionalities 
that EGNOS offers to the users. Generally these systems only use EGNOS for 
correcting the GPS measurements through the differential corrections broadcast in the 
satellite messages. However, EGNOS provides more functionalities that could be 
exploited in two fields of the navigation system:  Guidance and Estimation 
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2.1 Guidance: Improving the safety of the navigation system 
Autopilots logic is generally designed as state machines where transitions between 
states depend on several system variables. EGNOS-capable receivers can use the 
integrity data to calculate the protection limits which are related to the reliability level 
of the GNSS measurements. The main concept here is to use EGNOS integrity 
information to detect degradation in GPS signal and anticipate to a possible loss of a 
GPS position solution. For this purpose, new states are defined in the autopilot based 
on the values of the protection levels and the stated alarm levels.  In this way for 
example, when the protection levels are higher than a user alarm limit, the GPS 
signals are not considered reliable and the autopilot may decide to try to land the 
aircraft before further GPS signal degradation or even complete GPS signal outage is 
experienced. 
2.2 Navigation/estimation: improving the estimation filter of the navigation 
systems 
The performance of a Kalman filter relies on the values of the sensor and system 
covariance matrices that model the sensor errors (matrix R) and the system noise 
dynamics (matrix Q) respectively.. The innovation of this system is the utilization of 
the protection vertical and horizontal levels for weighting the Q and R parameters that 
were previously calculated by mean of a tuning process (Alarcón et al 2013). These 
parameters could help to perform an adaptation of the matrices in real time changing 
the behaviour of the filter depending on the quality and accuracy information that 
EGNOS provides about the GPS signal. In Figure 2 it is ilustrated the behaviour of 
these matrices. 
 
Figure 2: Behaviour of the EKF matrices 
3 System Architecture 
Previous research works in the field of precision agriculture had led us to the design 
of an experimental platform that allows an easy integration of different types of 
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sensors and to have a common software infrastructure that implements the storage and 
synchronization of the data acquired with the different sensors. The goal is to have an 
experimental platform designed specifically to support continuous changes in its 
configuration, without requiring a high effort to integrate new sensors to the system. 
3.1 On-board Hardware 
Usually, aerial survey applications require the fusion of data coming from different 
sensors such as vision cameras (visual range, IR, multi/hyper-spectral), laser range 
finders, lidars, radars, global navigation systems, synthetic aperture rards, etc. Such a 
high variety of sensors represents a handicap in the goal of having a system that 
allows the integration of all of them. This can be difficult and time consuming 
regarding the variety of manufacturers and the lack of standardization in the 
control/data protocols. One additional risk is that the source code of the device drives 
is sometimes not open, but provided as a binary library, that further limits the 
compatible host platform and OS. 
An initial approach was to use ARM based COTS SBCs, but after a few integrations 
we faced the poor support that most manufacturers offered to this specific 
architecture. Recently, this situation is changing, and some manufacturers are 
providing source code of their device drivers or ARM binaries. Despite of this 
increasing support, we found more convenient to use x86 computers, because in 
general, less effort is required to integrate new sensors.  
Regarding the variety of type and manufacturers of sensors, we faced another 
difficulty; the absence or lack of adopted of standards. Fortunately in the case of IR 
vision some camera manufacturers, mostly related to machine vision, are adopting the 
GenICam standard for GbE cameras. This allows us to use generic device drivers and 
a common API for compliant devices. For other kinds of devices, like lidars and range 
finders, the increasing popularity of ROS (Quigley et al 2009) as metaoperating 
system for robotics applications, is taking the interest of some manufacturers that are 
providing ROS node type drivers for their devices.  
As a consequence of all this experience, we established the following goals for the 
Payload Management System (PMS): 
 The CPU shall be x86 type in order to ease the integration of third party, non 
open source device drivers. It also should have at least two cores in order to 
be able to process several algorithms in parallel. 
 The system shall be able to encode high definition video in real time, in 
order to transmit RTP video streams to ground and/or to store compressed 
video onboard. 
 The system shall have an internal storage unit with high writing rates. 
 The system shall be able to communicate with GbE, RS323 and USB sensors 
and devices. 
 The system shall be light weight and robust, especially to operate properly 
under heavy vibration. 
 The system shall have low power requirements, for using light batteries. 
Then, the proposed solution is to use a compact, light weight ruggedized x86 
computer as the PMS (our final solution is shown in Figure 3). 
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Figure 3 Ruggedized PMS 
 
To build the PMS, a x86 COTS SBC was selected. Also custom IO PCB has been 
designed to route the IO buses to industrial grade M12 type connectors. The 
connectors play one of the most significant roles regarding system reliability, as the 
whole platform is subject to heavy and continuous vibrations. For the same reason, a 
solid state disk (SSD) was selected as means of data storage, and because of its 
greater read and write rate capacity. Figure 4 depicts the overall PMS architecture.  
 
Figure 4 PMS architecture 
 Software architecture 
The software that composes the PMS can be categorized in two sides: on-board 
software components and the Payload Remote Manager (PRM) that will run off-
board. We must note that the operative system employed in our on-board embedded 
system is a tiny Linux distribution generated by ourselves using the Yocto open-
source project. Thanks to this tool, we removed unnecessary parts from generic Linux 
distributions, helping to reduce the number of context switches between processes and 
increasing the average performance and reliability of the system. 
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We use extensively the ROS framework in all the on-board software components 
(Quigley et al 2009). A ROS ecosystem is comprised by several independent nodes, 
each of which communicates with the other nodes using a publication/subscription 
messaging model. The Qt framework has been also widely used in both: on-board and 
off-board software components. It has been selected for its large set of multi-platform 
tools for handling files, threads, processes management, UDP/TCP communications, 
etc. The red boxes shown in the Figure 5 give a quick overview of the proposed 
software system running on-board the embedded pc. 
We define and reuse several data topics (images, IMU data, Node status) and the 
different nodes can publish them or subscribe to them. Thanks to the ability for 
logging all the data published (into a ROS bag file), a post-processing phase requiring 
more computation capabilities can be applied after the experiments. The ROS nodes 
must implement the interfaces of topic publications, subscriptions and services 
defined in Figure 5 in order to be easily interchangeable. Satisfying these software 
requirements, the nodes could be immediately replaced by other nodes with 
implementations for different hardware devices. We only use some public ROS 
packages such as std_msgs and rosbag. The access and management of devices is 
implemented with third party libraries and own implementations (in the case of 
IMU and EGNOSS information) for specific sensors. In the following bullet list is 
presented a brief description of the purposes of each node: 
 
 
Figure 5 Software of PMS. In red, the on-board ROS nodes. In blue, the PRM. 
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 FLIR: Handles the connection with FLIR cameras via a Ethernet connection 
satisfying the GenICam standard. It publishes a raw-image topic with 
temperatures. 
 Webcam: Manages webcam devices compatibles with video4linux driver. 
This node publishes RGB-image topics. This and the previous node provide 
services for changing some parameters of the cameras such as brightness, 
contrast, FPS, focus, etc. 
 Streamer: It subscribes to the image topics in our ROS system (FLIR, 
webcam, etc) in order to compress them into a video and stream it to the 
PRM via an UDP connection. Different video codecs can be used. 
 IMU: Access to the telemetry data provided by the autopilot via a serial 
connection and publishes it as a topic. 
 Logger: This node subscribes to all the topics provided by other nodes and 
logs them in a database file. It has services for starting or stopping the log. 
 Comms: Manages the communications with the PRM. On one hand, it 
implements a TCP server that handles incoming connections from the PRM 
for listening to operational commands. In the other, It is sending periodically 
the status of every node in the system to the PRM via UDP messages. 
 Monitor: All the previous nodes also publish a status-node topic indicating if 
they are working properly or not. The purpose of this node is to launch the 
other ones, monitors their status and if something goes wrong restart them.  
Outside the limits of the embedded PC, we have developed the PRM in order to 
control and monitor the on-board nodes. This software should be operated by a 
specialised payload operator. The PRM implements the following features: 
 Status monitoring: Show different led indicators for checking the current 
status of all the independent nodes running on-board. 
 Video monitoring: Decode the video streams sent by the streamer node via 
UDP and displays them. There are also some controls for configuring the 
dynamic range temperatures of the images automatically or manually. 
 Logging commands: Allow the operator to record different log sequences. 
Since the amount of data handled by the ROS system is huge, it is important 
to be able to start and stop the sequences at appropriate times. 
 Operational commands: Gives the possibility to change the operation mode 
and some parameters of the payload components such as the focus of the 
FLIR camera. 
It is important to note that the operational commands and the led indicators will 
dynamically change in the PRM depending on which nodes are running in the on-
board PMS. 
4 Application domain example 
The proposed approach has been applied in an European project related with precision 
agriculture called FieldCopter (www.fieldcopter.eu).  It has been also used in other 
domain applications such as windmill & railway inspection. We also keep improving 
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and expanding the hardware and software ecosystem in order to cover more domains 
with the same architecture. In the next subsection some of the results obtained in 
FieldCopter are presented. 
4.1 FieldCopter results 
In this project have been applied state-of-the-art multi-spectral and thermo-graphic 
cameras on RPAS for developing a complete solution for sensing. This project has 
demonstrated its operational viability in two distinct scenarios: potato growth and 
vineyard monitoring.  
For this project, we have used the SARAH RPAS (see Figure 5) to integrate the 
developed Payload Management System. SARAH is a full electric RPAS with a 
MTOW of 25Kg. It can fly up to 30 minutes with a 5Kg payload, and is compact 
enough to be carried on a small van or all terrain vehicle. The aircraft is equipped 
with a gyro stabilized gimbal that can be configured to keep a specific pitch and roll 
and is able to compensate the movements of the aircraft.  
 
 
Figure 6 FlyingCam SARAH RPAS 
 
In Figure 7 can be observed the thermal mosaic obtained from a flight experiment 
performed in Codorníu vineyards in Lleida (North of Spain) within the Fieldcopter 
FP7 project. The mosaic shows the identification of single vine crowns, removing the 
effects due to the soil, background vegetation and shadows. The advantage of 
acquiring imagery of spatial resolution with pixel sizes significantly smaller (less than 
half a meter) than the average size of the object of interest poses the disadvantage of 
an abundance of spatial detail. In addition, the main objective is to assess the 
physiological condition and stress detection of objects (i.e. trees, vines) instead of 
deriving maps of the vegetation condition at the pixel level only. For these reasons, 
this object-based image analysis scheme has been applied in order to work at the 
object level (i.e. pure vines), providing the end-user with a product easier to interpret 




Figure 7: (left) Canopy temperature mosaic obtained from flight experiments. (Right) Zoom showing the 
obtained object-segmentation of the individual vines 
5 Conclusions 
In this work a complete system with a flexible architecture has been presented for 
precision agriculture. Also, new navigation schemes using EGNOS have been 
proposed that increase the UAV safety of the system and the navigation solution 
performance. 
Finally, experimental results have been presented with a high level of precision 
(cm/pixel) allowing to perform object-oriented analysis and facilitate the 
interpretation of the images with respect to the soil, background vegetation and 
shadows.  
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Abstract. Development of software for field robotics is a complicated
task. To simplify it, we use the ROS-based FroboMind software frame-
work developed for agricultural robotics. ROS is a distributed middle-
ware that uses a publish/subscribe communication model to connect
software components, and a central parameter server for component pa-
rameterisation. Components distribution provides advantages like decou-
pling and flexibility, but requires cross-references in the form of identical
types and identifiers used over the communication channels. Robot appli-
cations developed using FroboMind contain many such cross references
that are maintained using a manual and therefore error-prone process.
We hypothesise that using a model-driven approach can alleviate the
problems with maintaining these cross references. To this end, we de-
velop a metamodel for ROS and a domain specific language (DSL) based
tool, enabling modeling of the properties of ROS nodes and automatic
verification of the integrity of the ROS system as a whole. We apply
these tools to the software of a semi-autonomous grass cutting robot
developed in the context of the ICT-Agri project, and demonstrate a
significant reduction of manually checked cross references.
Keywords: ROS DSL Software Verification Static Analysis
1 Introduction
The software used by field robots is complicated due to requirements like running
on a distributed hardware platform, processing real-time sensor data, controlling
movements using imprecise actuators, and fulfilling safety requirements. This
complexity can be addressed by using middleware technologies such as Player
(Gerkey et al 2003), Orocos (Bruyninckx 2001), and ROS (Quigley et al 2009):
middleware facilitates reuse of software components and abstracts over issues in
distribution, but does not provide an overall architecture for the robot and the
domain abstractions. A field robot has to operate in an open environment where
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it must perform a wide range of tasks. An architecture explicitly supporting
these tasks can significantly simplify the software development, as demonstrated
by existing field robot software architectures such as Agriture (Nebot et al 2011),
Hortibot/AgroBot (Jørgensen et al 2007), and FroboMind (Jensen et al 2011,
Jensen et al 2012). FroboMind is a ROS-based software architecture for field
robot software. It provides the means of using the same generic architecture and
components across different field robots, thereby increasing efficiency, reliability,
modularity, extensibility and code reuse.
Software development using component-based middleware such as ROS and
Orocos requires parameterisation and interconnection of components. In the spe-
cific case of ROS, manually written launch files are used for node (component)
parameterisation and interconnection, as well as for starting the application.
The launch files therefore contain many cross-references between the individual
nodes, but changes in a node interface or parameters requires a manual update
of all applications using it. In large systems that consist of many interconnected
ROS nodes, the configuration information must be manually maintained, and
inconsistencies between different parts are detected at runtime when the nodes
are instantiated. For these reasons, the inconsistency issue can introduce a sig-
nificant development overhead in the use of ROS for large and complex systems
such as those found in field robotics.
We propose to instrument the ROS nodes with additional information, en-
abling static verification of the correctness of the interconnection and confi-
guration of the nodes via the launch files. This approach allows existing ROS
nodes to be safely reused by several applications, avoiding the need to manu-
ally debug inconsistencies of the interconnections data types or parameters. Our
approach is based on an analysis of a concrete agricultural robot application
developed using ROS / FroboMind. A generic model is constructed and used to
model every component in the application. The models are then used to check
each cross-reference in the application. It is hypothesised that a model-based
verification approach for existing (legacy) components, when used with a dis-
tributed robotics middleware such as ROS, significantly reduces the amount of
cross-references that need to be manually checked.
2 Materials and Methods
2.1 Application: Grass-cutting Field Robots
The ICT-AGRI GrassBots ERANET project aims to develop a novel lightweight
autonomous machine concept for harvest of grass on lowland areas. The au-
tonomous platform is based on an existing commercial mower, adapted for au-
tonomous control. The control software is implemented using both standard
components from FroboMind (FroboMind source 2013) and components speci-
fically developed for the GrassBots. The task of the GrassBots control software
is to navigate a set of waypoints and activate/deactivate the grass cutting im-
plement at certain waypoints.
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2.2 ROS Nodes and Launch Files
ROS(Robotic Operating System) is a robotics middleware offering the deve-
loper a communication infrastructure and a build system. The communication
infrastructure provides methods for message passing and parameterisation. As
an example consider the source Listing in 1.1.
1 ros : : NodeHandle nh ;
2 ros : : NodeHandle n( ”˜” ) ;
3
4 n . param<std : : s t r ing> ( ” dev ice ” , device
, ”/dev/ ttyS0 ” ) ;
5 n . param<std : : s t r ing> ( ” pub l i s h e r t op i c
” , pub l i s h e r t op i c , ” S0 rx msg” ) ;
6 n . param<std : : s t r ing> ( ”
s ub s c r i b e r t o p i c ” ,
s ub s c r i b e r t op i c , ” S0 tx msg” ) ;
7 n . param<int> ( ” t e rm ina t i on cha rac t e r ” ,
term ,10 ) ;
8 n . param<int> ( ”baudrate ” , baudrate ,
115200) ;
9
10 s pub l i s h e r = nh . adver t i s e<msgs : :
s e r i a l> ( pub l i s h e r t op i c . c s t r ( ) ,
20 ,1) ;
Listing 1.1: Source snippet of
serial string node in FroboMind
1 <!−− s e r i a l communication with the
CI ECU box −−>
2 <node pkg=” s e r i a l s t r i n g ” name=”
c i e c u s e r i a l s t r i n g n o d e ” type=”
s e r i a l s t r i n g n o d e ” output=”
sc reen ” respawn=” true ”>
3 <param name=” pub l i s h e r t op i c ” value=
”/fmData/ lynex rx ” />
4 <param name=” sub s c r i b e r t o p i c ” value
=”/fmData/ lynex tx ” />
5 <param name=” dev ice ” value=”/dev/
ttyS1 ” />
6 <param name=”baudrate ” value=”115200
” />
7 <param name=” te rmina t i on cha rac t e r ”
value=”10”/>
8 </node>
Listing 1.2: Example launch file
snippet of the grassbots application
launch file
The developer of a node can read parameters from the parameter server
(lines: 4-8) and create publishers and subscribers (line 10). Only a publisher is
shown in Listing 1.1.
The system developer or application builder uses a collection of nodes to
build a complete application. This is done in an XML-based launch file con-
taining, among others, node instantiation statements and parameter declaration
statements. A launch file example which is instantiating the example node and
configuring its parameters can be seen in Listing 1.2.
As seen from this small example, the source code of the node and the launch
file instantiating it are similar in the sense that both have to use the same
parameter identifier, e.g. “device” which means that an application developer
either has to look up the source code, or consult documentation in order to
know the parameter names and topics.
2.3 Approach: Model-driven Software Development
We use model-driven software development (MDSD) as a means to systematically
and efficiently develop software for robotics. MDSD has recently been shown to
significantly reduce software development time in the domain of service robotics,
and moreover decouple the overall architecture from the specific middleware,
enabling the developer to more easily achieve selected non-functional properties
(Schlegel et al 2010). In addition to service robotics, model-driven approaches
have been shown to provide significant advantages for various domains such
as modular robotics (Schultz et al 2011 & Schultz et al 2011), rescue robotics
(Ingles-Romero et al 2010), and multi-robot systems (Paraschos et al 2012).
RHEA-2014 411
Garcia and Bruyninckx also applied MDSD techniques to the ROS middle-
ware (Garcia and Bruyninckx 2011). The developed toolchain (BRIDE) provides
abstractions not only for communication, type and configuration primitives in
ROS, but also for the instantiation of the components forming the system, as
well as for the application specific logic. The toolchain is developed using a top-
down approach, focusing on providing a complete workflow for developing new
applications. Unlike our approach, there is however no support for integrating
an existing legacy code base, and it is unknown what are the capabilities of the
toolchain to check the consistency of generic launch files.
3 Consistency Checking of Software Components
This section describes the main contribution of this paper, an infrastructure
for enriching existing ROS components with annotations that enables a static
analysis of the integrity of the entire system.
3.1 Overview
Neither ROS nor FroboMind impose a structured way of declaring the parame-
ters and interfaces of a node, leaving a significant degree of freedom to the de-
veloper writing the code. Therefore it is very difficult to perform any automated
analysis or information extraction directly from the source code. To overcome
this issue, and following MDSD principles, a metamodel of the ROS middleware
is constructed, hiding the complexity of the node implementation for the pur-
poses of static analysis. This modelled node description is manually populated
with the information extracted from the source code by programming it using
a domain-specific language (DSL), and is then used to automatically check the
consistency of a launch file with regards to the instantiated ROS nodes. This
approach is illustrated in Figure 1.
Fig. 1: Overview of our approach
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3.2 Metamodel
In MDSD, a metamodel is used to describe the essential features of the problem
domain, allowing software to be automatically generated based on instances of
this model. Figure 2 shows the metamodel for the communication features of the
ROS middleware. The overall container of the model, named NodeDescription,
contains a list of Node and a list of TopicTypes. The TopicType element models
the imported types used for communication via topics. The Node models a single
ROS node. A node can have several parameters, modelled as StaticParameters,
due to the fact that they are usually read from the parameter server once, when
the node is launched. A StaticParameter has a name, a default value and a type.
The type is constrained to a subset of all the basic types available in C++ and
Python. Only boolean, integer, double and string are supported so far. There is
also a need for support of lists, but this has not been included. Furthermore, a
Node can have a list of subscribers and publishers. These are modelled as a Topic,
which has a name, and a reference to the TopicType. The name of the topic is the
identifier used by the publish/subscribe system to set up communication with
the correct nodes. A common pattern found in FroboMind is that the topic name
is set by a parameter. Therefore this is included in the model by associating a
Topic with a StaticParameter.
Fig. 2: Model of the ROS middleware
Some parts of the ROS middleware functionality for nodes have not been
included: Actionlib has not been included as a model construct, since it is based
on topics and therefore can be modelled. Services are not currently modelled as
they are not used in FroboMind.
A simple DSL has been developed using Xtext (Xtext source 2014). The
metamodel is used in Xtext in order to provide a language for modelling ROS
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nodes. The DSL translates the textual description of a ROS node into an XML
representation which can be used for further processing. Listing 1.3 shows an
example of the DSL where the node modelled is the same as in the previous
example.
In order to compare the modelled nodes with a launch file, a model of the
launch file is also needed. ROS already has a launch file parser, which is reused
in this work. The ROS launch file format is based on XML, and only the tags
relevant for the node and parameter declaration are included in our model.
Validating the consistency of the launch file and the ROS nodes started by
it, requires a model for each FroboMind ROS node. To this end, for each node
declared in the Grassbots launch file, the source is inspected and a textual model
is constructed using the DSL.
1 us ing s e r i a l from msgs
2 node s e r i a l s t r i n g n o d e : s e r i a l s t r i n g
3 parameters
4 name dev ice = ”/dev/ ttyS0 ” : s t r i n g
5 name pub l i s h e r t op i c = ”S0 rx msg” : s t r i n g
6 name sub s c r i b e r t o p i c = ”S0 tx msg” : s t r i n g
7 name te rmina t i on cha rac t e r = 10 : i n t
8 name baudrate = 115200 : i n t
9 pub l i she s
10 top i c s e r i a l pub1 : s e r i a l param pub l i s h e r t op i c
11 sub s c r i b e s
12 top i c sub1 : s e r i a l param sub s c r i b e r t o p i c
Listing 1.3: DSL example of serial string node
3.3 Analysis program
The analysis program for comparing a manually written launch file against the
models of the nodes is implemented in Python. See Figure 3 for an overview of
the process. The program is given the launch file to check, from that launch file
Fig. 3: Overview of analysis program flow
all the nodes declared and all the parameters declared are extracted. The model
resolver loads the corresponding node model for each node and will enrich the
model with the launch information (namespace and instance name).
The parameters from the launch files are added to the ParameterServerModel,
which holds a list of parameters declared by the launch file and a list of parame-
ters declared by the enriched node models (models with namespace information).
Each publisher and subscriber is resolved using the namespace information,
and added to a TopicAssociation mapping. The TopicAssociation mapping is a
414 RHEA-2014
map of topic names to a list of publishers and subscribers for that given topic.
If an entry exist with a different topic type an error is given. If the topic is
modelled as a parameterised topic, the ParameterServerModel is queried locating
the parameter containing the topic name to use.
As a final step the ParameterServerModel is queried for a list of parameters
not declared in the launch file, but present in the node models and a list of
parameters declared in the launch file, but not used by any nodes. Lastly the
TopicAssociations are checked for entries with only publishers or only subscribers.
4 Results
The data in Table 1 shows a number of topic-related metrics for the GrassBots
application software, revealing that 54% of the topics are not connected. The
topics created either by ROS itself or by the libraries used for writing the code
for some nodes are excluded from the Table 1. The results presented in Table 2
show a number of parameter-related metrics for the GrassBots application.
Table 1: Topic metrics of the Grass-







Table 2: Parameter metrics of the
GrassBots application launch file
Metric Value
Parameters 124
Parameters in Models 134
Default parameters 14
Dead parameters 4
In total there are 124 parameters declared in the launch file. 4 of them (3%)
cannot be traced to a node, and around 11% of the parameters declared by the
node models are assigned their default value.
The analysis has been extended to the complete FroboMind framework, where
all launch files present have been analysed to extract data. The dataset consists
of 153 launch files. 3 of them, having parsing errors, were not analysed. The
parser has been modified to not include referenced launch files, in order to count
only once parameters and node declarations. A boxplot of the dataset, showing
the quartiles of the dataset is presented in Figure 4. There are 777 nodes in total
and 4237 parameters in total in the dataset.
An analysis of the total Source Lines of Code (SLoC) has been performed on
the Grassbots application. The total SLoC is 3775 with a significant variation
between nodes. The SLoC for the the DSL models was 280, with little variance.
When analysing the node source the number of lines which were direct calls to the
ROS parameter server, the publish/subscribe system or generic ROS boilerplate
code, were counted to a total of 486. Finally, the SLoC for the launch file for the
Grassbots application counted 178 lines. A total of 6639 lines are used in the
153 launch files present in FroboMind.
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Fig. 4: Box plot of Node declarations and Parameter declarations in all launch files, the
wishers are computed as 1.5 times the interquartile.
5 Discussion
The node model developed was capable of modelling the selected application.
Furthermore, the study conducted proved the feasibility of statically checking
a launch file against the developed models, and to validate or show errors in
the parameterisation and topic interconnection. It was not expected to find any
errors in the topic connections, since the software already had been publicly
demonstrated on the Grassbots robot. Nonetheless, a significant number of topics
(54%) were unconnected, meaning they were not in active use by the application.
This indicates that unused code exists from previous versions of the system.
Removal of dead code improves readability and lowers the risk of bugs (Brown
et al 1998).
The results revealed that around 3% of the configuration parameters were
not used by any node, and that 11% of the parameters were initialized with
the default value, which may or may not have been the programmer’s inten-
tion. Similar to dead code, this illustrates the difficulty of keeping track of all
parameters, especially when frequent changes of the nodes are performed.
Regarding the DSL node models, when the number of launch files is small,
the effort required to keep up to date the models is almost the same with the
one needed to maintain the consistency of the launch files. The results however
showed 150 launch files in FroboMind. 50% of them have between 2 and 6 node
declarations and between 10 and 34 parameters. The general analysis of Frobo-
Mind suggests that there is not a one-to-one relationship between nodes and
their instantiations in launch files, so the use of our DSL is likely to provide a
significant advantage.
The developed models have to be kept in synchronisation with the implemen-
tation. In this study this was done manually. Thus, the need for manual work
when checking a launch file was not completely eliminated. Therefore, this study
only shows that the manual checking of cross-references can be automated for
the launch file part, we still require the developer to manually model the nodes
and keep the models up-to-date with the nodes. The analysis of the source code
of the nodes revealed that there would be a small benefit if the DSL is extended
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with code-generation support, however the most significant result is that there
are over 6639 lines of XML which has to be manually maintained.
6 Conclusion
In this paper we have shown that it is possible to model all the nodes used
in the Grassbots application using a model-based approach. Moreover, the ma-
nually programmed models were used together with the launch file to statically
check that parameters and topics were consistent. The analysis results revealed
a significant amount of unconnected topics (54%) in a functional robot, a small
number of parameters not used by any node (around 3%), and parameters ini-
tialized with the default value (around 11%) in the FroboMind framework. This
shows that unused code exists and some node modifications were not properly
reflected in the corresponding launch files. The task of checking the parameters
and topic references, was not completely automated. The proposed model and
analysis program nevertheless reduces the manual checking to the task of keeping
the node model up-to-date with the node source.
6.1 Future work
Future work includes applying the same modeling and analysis approach to other
software, integrating the developed meta-model and model files with BRIDE
such that existing systems can be supported and gradually shifted towards a full
MDSD development process. Furthermore, the models provide a foundation for
developing other types of model-driven tools, such as static checking of nam-
ing conventions, auto-completion support for launch files, and graphical user
interfaces.
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ON THE ACQUISITION OF
HIGH-RESOLUTION MAPS WITH OPEN
SOURCE SOFTWARE AND COMMERCIALS
OFF-THE-SHELF QUAD-ROTORS
Joa˜o VALENTE, Adrian GUILLEN, Oscar MANRIQUE, Mercedes ARENAL
and Antonio BARRIENTOS
CAR UPM-CSIC, Technical University of Madrid, C/ Jose´ Gutie´rez Abascal, 2,
28006 Madrid, Spain
Abstract. Mosaics are high-resolution images obtained aerially and em-
ployed in several scientific research areas, such for example, in the field
of environmental monitoring and precision agriculture. Although many
high resolution maps are obtained by commercial demand, they can also
be acquired with commercial aerial vehicles which provide more exper-
imental autonomy and availability. For what regard to mosaicing-based
aerial mission planners, there are not so many - if any - free of charge
software. Therefore, in this paper is presented a framework designed with
open source tools and libraries as an alternative to commercial tools to
carry out mosaicing tasks.
Keywords: Quad-rotors, Aerial Coverage Path planning, Mosaicing,
ROS, V-REP
1 Introduction
The employment of Mini Unmanned Aerial Vehicles (MUAV) in Agriculture is
growing fast. The accessibility of aerial platform for general public attracted
many research areas attention such as agriculture. There are many successful
studies reporting the employment of MUAV in Precision Agriculture (PA) re-
search Zhang and Kovacs (2012).
They have been used mainly to acquire imagery from agricultural terrains.
Then, those images are processed and stitched together with a dedicated software
in order to made what is denoted by a mosaic. Mosaics are high-resolution images
obtained from merging images from adjacent areas.
Aside from what was said, it is believed that further applications with MUAV
in agricultural practices can come up.
What led many researchers to purchase their own platforms is the fact that
companies exploiting imagery services with MUAV tend to be expensive. On the
other hand, when MUAV are purchased they often do not comes with software
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to plan the flights, neither with mosaicing software. Easily this software can
achieve very high prices when acquired on the market.
Finally, working in field robotics and particularly with MUAV is a very dif-
ficult task. Although commercial quad-rotors come with many off-the-shelf fea-
tures they need lots of work around and maintenance. The experiments are
subject to weather conditions and other logistics issues. The time frame to do
experiments is usually short. Therefore, having a tool to simulate the missions
beforehand is an advantage.
In this paper a framework made up from open source software (OSS) tools
is proposed. The finality of this framework is to address mosaicing-based aerial
missions with market-available quad-rotors, such as those from the German com-
pany ASCTEC. The software architecture was designed based in the Robotic Op-
erating System (ROS). Simulations have been conducted in the Virtual Robot
Experimentation Platform (v-rep).
This works was divide in three modules. Since it follows a ROS-based phi-
losophy, there are three nodes: Aerial Mission Planner (AMP), mosaicing and
dispatcher. Each module addresses an individual task. Moreover, the first two are
stand-alone and easier to integrate in any other aerial system. The later node
is specific for v-rep and ASCTEC quad-rotors. However, it can be configured
rapidly to another aerial system.
The remainder of the paper is organized as follows. Section 2 present the
robotics OSS and discuss witch role they could play in PA. Section 3 intro-
duces the optimization problem tackled in those missions. Section 4 addresses
the architecture design choices and how is made up. Section 5 describes the cur-
rent state of the developments and goals achieved up to now. Finally Section 6
presents the conclusions.
2 Robotic open-source software
In this section some of the OSS used in robotics research are introduced. Finally,
a discussion is held about the way those tools could be used in PA and which
vantages might provide.
2.1 Robot operating system
ROS is a open source framework that provides a set of tools for developing
robot applications. ROS runs in Linux operating systems, although there are
some initiatives to extend it to further operation systems, such as Windows and
Mac Os.
It is a powerful software to control communication between different systems
or robots. It can be seen as a peer-to-peer network of processes, and can work
with many different programming languages, in particular C++ and Python.
Indeed, the programs can be written in those languages thanks to the libraries
roscpp and rospy.
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ROS offers some advantages like: Free software, each user is free to make
copies and share it, even modify the software; multi-lingual, allows users to
program in several languages, this is possible because it use a language-neutral
interface definition language (IDL) to describe messages sent between modules;
thin, it is not heavy software. In each software module a file called manifest is
defined. In this file the libraries and tools needed to develop an application are
set. So ROS will be as heavy as you need.
To understand how ROS works, first we need to explain four important ele-
ments: Nodes, messages, topics and services. Nodes are processes that performs
computation, each system may be composed by many of them. Messages can be
of different types and with a specific structure. Messages are sent by nodes and
published to a given topic. They work as connection link between nodes. The
nodes can publish and subscribe to many topics. There can be a topic with more
than one node publishing and subscribing on it at the same time.
Services are composed by one string name and a pair of defined type messages,
one is the request and the other is the response. Nodes use services when a
request-reply like communications is need. Each time a service is called, a request
is sent and then the service returns a response, Quigley et al (2009).
2.2 Virtual robot experimentation platform
V-rep is a powerful simulator which includes a lot of tools, e.g., robots, sensors.
Environment can be built with obstacles, persons, furniture, etc. V-rep also
enable programming in several different languages. Moreover, v-rep has also a
OSS licensing when used for educational purposed.
Virtual robots have their physical behavior programmed in a file called script
and written in LUA. In v-rep all robot dynamics and control are defined in this
script. All come with a standard script which can be lately edited.
V-rep enable users to manipulate virtual robots in the follow manners: stan-
dard script (or modifying the existing one), plugins, ROS nodes, among other
ways. So the user can choose the one it prefers or choose according the needs it
has in a particular project.
This simulator is very useful to test algorithms and approaches applied to
robots before trying it in the real systems. The simulator play an important
role in the development phase mainly when working with quad-rotors. Because
it can avoid unexpected behaviors, robot crashes (i.e. saving lots of money) or
even people injuries (i.e. avoid having legal issues).
For example, the quad-rotor that comes in v-rep by default has a well defined
dynamic model, likewise an attitude and position control. Those can be edited
and improved as stated before. Therefore, a new prototype can be designed in a
rapid and efficient way, because the quad-rotor script and the graphical interface
are directly linked. V-rep includes several ROS-Services as well, so its easy to
communicate and control the virtual quad-rotor from ROS, Freese et al (2010).
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2.3 Discussion: Precision agriculture meets Robotics
The conventional remote sensing (RS) tools employed in Precision agriculture
(PA) practices have been overcome by novel technologies like the MUAV. Indeed,
the employment of MUAV in agricultural management is becoming each day
more common e.g., Valente et al (2011); Pen˜a et al (2013). MUAV also had
become a popular platform among robotics researchers due to it availability in
the market, vantages when compared with other robotic platforms, as well as
the challenge of working with such a novel and promising platform. Thus, both
scientific research areas meet at this point.
Take into consideration the information mentioned above. Which vantages
will bring some of the tools employed in robotics to the future of agricultural
research? Lets focus on the tools mention in the previous subsection as case
study.
For what ROS is concerning, it is clear that the main vantage is that ROS
became a standard in robotics. There is a large community working on it. Which
mean that there is a lots of support and new tools coming in. There are many
sensor and robots drivers ready to use. Therefore, lot of tedious work with mid-
dleware can be saved, and the effective time for reaching the findings could be
increased. Above all else, ROS it is completely free.
Should be said that ROS was a boom in robotics. Since ROS come up there
was an increased number of communications referencing to it. The robotic re-
search community with time is converging to the adoption of the framework. Up
to now it could be said that ROS became an accepted an officially standard in
robotics. ROS is attracting more researchers because it improves significantly
the time and quality of research. This phenomenon could be as well beneficial
for PA researchers.
There is already available many of the devices and sensors employed today
in PA, e.g., GPS, IMU, cameras, laser scanner. Therefore, half of the effort is
already done.
Beyond that, if industrial manufacturers think ahead, each sensor, device, or
any other type of mechanism produced could have a driver developed under ROS.
If this node would be provided by manufacturers, it would stimulate the market
with a novel standardization. Because each driver-type node will be available
and ready to use in any system, e.g. industrial tractors, hydraulic systems, other
structures and mechanisms. Promoting re-usability and portability in general
purpose agricultural management.
Finally, all the approaches and techniques applied in field robotic, such as
surveillance, inspection, exploration, search and rescue, could be reused in agri-
culture, and vice versa.
3 Optimization problem
The problematic addressed herein, is the problem of surveying a determinate
workspace with MUAV endowed with a digital camera. The MUAV employed
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are a rotorcraft type denoted as quad-rotor. The quad-rotor fleet must coopera-
tively survey the overall workspace in the minimum time. In order to accomplish
this task a trajectory must be computed for each quad-rotor. Such that both tra-
jectories enable the complete coverage of the workspace.
For a better understanding, lets consider the field shown in Figure 1. The
field shown is an agricultural field discretized according with the camera in-
trinsic parameters (focal length and sensor dimension) and imaging requisites
(resolution and overlapping) applying geometric computation approaches.
(a) (b)
Fig. 1: Robots workspace: a) Real picture from the target field, b) Discretized
field.
Two coverage trajectories are computed, such that the sum of both trajecto-
ries map the whole field. The mission should also be carry out in the minimum
time (we can reduce the flight time if we reduce the number of revisited points
by the quad-rotors, i.e., the coverage length) and in a safe way.
A safe trajectory means that the robots cannot occupy the same point si-
multaneously and should maintain a distance of 1 point/cell during the mission.
Therefore, and summing up, there are two main security requirements (manda-
tory): Collision, the MUAV cannot be simultaneous in the same point; safety,
the MUAV should maintain a distance from 1 point/cell of each other during
the mission.
The MUAV starts and finishes the mission in a pre-defined point known as
base station. In order to simplify the problematic, instead of finishing in the
same point, they can finish in two different adjacent points to the base station
position. See the above mentioned figure for a clear example. The green dotted
line are the possible points where the MUAV can start and finish the mission.
Therefore, a complete and optimal coverage trajectory is computed iff,
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Min(number of revisited points in the environment).
Subject to the following constraints:
1. Safe distance between robots = 1 cell
2. Pre-defined initial and final positions
4 Node-based architecture
This section proposes a node-based architecture (defined under the ROS stan-
dards). The modular architecture presented is composed by a set of nodes that
can work individually, and can be easily exported to other systems. Moreover,
are provided tools to carry out the complete coverage mission both in simulation,
as well as in real scenarios. Figure 2 illustrate a schematic from the architecture
addressed herein.
Fig. 2: Main nodes and relationships on the current architecture.
4.1 Navigation
The navigation concept might have slightly different meanings in robotics. How-
ever, in this particular case is understood as the motion of a robot over the
workspace and a set of actions within it.
Thus, the idea is to have a dispatcher node that is able to send commands
(e.g. position and orientation, orientation, shot camera) and receive (e.g. velocity,
acceleration, image) data from the quad-rotor. Another, important feature of
the dispatcher node is the versatility. It must enable switching from the v-rep
simulator to the real platform each time the user desires to use one or another.
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A node to control the v-rep quad-rotor was created. This node will use the
ROS-Services available in v-rep, as well as user defined services. Basically, this
node will be a message interpreter for and from the simulator. Usually a vector
of poses (position and orientation) will be send when this service is called. Then,
the robot will fly from one position to another position with a determinate
orientation. In each position a photo will be taken and saved on the computer.
Like the v-rep quad-rotor, many commercial off-the-shelf quad-rotors come
with an in-built position control which allows the user to send position com-
mands, also known as way-points.
Finally, there are already some quad-rotor nodes available for ROS which
handle data read from the quad-rotors and send data to it. Most of them where
designed to work with the known quad-rotors from Ascending Technologies,
Pelican and Hummingbird, e.g., ROS-wiki (2014).
4.2 Aerial mission planner
The Aerial Mission Planner (AMP) is another node divided in two layers. The
first layer is responsible to compute the best MUAV heading, before any plan-
ning. The heading is computed in a way that the effective area of coverage is
minimized. After that the field is sampled and the MUAV trajectory computed.
The second layer addresses the robot path planning. This node will have a
set of input parameters, e.g. camera specifications, mission requisites, as well as
the workspace borders. The output from this node is a vector of poses. In order
to compute the coverage trajectory three approaches are available. One for free
workspaces, and two for workspaces with forbidden zones.
With the purpose to implement the best algorithmic solution the last two
algorithms have been studied and compared. An heuristic and a metaheuristic
algorithm. Respectively, depth first search with a backtracking procedure, and
Harmony Search (HS). Similar approaches are discussed in Valente et al (2011,
2013).
4.3 Mosaicking
Two simple ROS based mosaicking nodes were developed. An off-line node using
the OpenCV Stitcher class and an on-line node which only use attitude given
by inertial sensors and displacements in meters on the UTM coordinate system.
The UAV is supposed to fly at a fair height so we can take the terrain as an
approximately plain field. Errors caused by terrain elevation are ignored.
The off-line Software node provides a way of building a mosaic from an
input formed by a number of captured images. For this purpose we used the
OpenCV function Stitcher. This function automatically rectifies the images by
feature detection and matching. The biggest drawback of this approach is the
computational power needed in order to achieve its purpose, specially in high
resolution pictures. The mosaicing off-line procedure is shown in Figure 3.
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Fig. 3: Stitcher Flow
On the other hand the goal of the on-line Software is to use the least
amount of computational power and provide a live pano output after each cap-
ture. The MUAV flies from way-point to way-point. On each way-point it takes
a picture and records it positions and attitude lectures from the on-board sen-
sors. This data is published and received by a node called Mosaicingnode. This
node is able to process input images within a Cartesian coordinate system. This
coordinate system is the most suitable to made rectifications.
This node is subscribed to the following topics: Counter, Coordinates, and
Camera/Image. The functions used so far are: Mosaicing, it is called inside the
function; Imagecallback, it processes the new information and updates the pano;
Overlay Image, it overlays the new image over the last pano, creating a new
pano. It is called inside the function Mosaicing ; Imagecallback, here the new
image is received; Coordcallback, here the new image’s parameters are received.
The parameters are treated as variable type Pose. They consist of a position for
the UTM coordinates and a quaternion for the attitude (Yaw, Pitch and Roll).
5 Ongoing work
The quad-rotor will fly over a set of determinate points (computed by the AMP)
and a photo will be taken in each one (addressed by the dispatcher). The im-
ages are saved on the computer for further processing and to build the final
high-resolution map (addressed by the mosaicing off-line). Or the images will
be processed and saved on the computer as they are taken (addressed by the
mosaicing on-line).
V-rep allows us to create the environment we want. For example we can
design an environment with wide row crops, close row crops and forestry woody
perennials, and even mix them. In this way with the purpose of the simulations
some virtual agricultural fields have been arranged (see Figure 4).
Some simulations have been carry out with one quad-rotor in the workspace
shown in Figure 4.a. Just one quad-rotor have been used for the sake of simplicity.
Because, ROS must be configured for multi-robot when using more than one
quad-rotor. For now there are other issues to give priority before settling the
communications between several robots.
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(a) (b) (c)
Fig. 4: Virtual agriculture fields: a) b) wide row crops, and c) forestry woody
perennials
The quad-rotor coverage the workspace in back-and-forth motions. In this
workspace forbidden zones were not set. The resulting image dataset is shown
in Figure 5.
Fig. 5: Image set acquired during the coverage mission.
In this experiment the off-line mosaicing approach was tried without success.
Up to now the OpenCV function Stitcher was use with minor parametrization.
So it is possible that some tuning may be necessary to obtain the desired results.
The next step would be configure this function so that feature detection would
be focused in our areas of interest, like the overlapping zones. Should be said
that this tool is mainly used for fixed cameras, which rotate and make cylindrical
panographies. In spite of that, though it is possible to reduce the consumption
of computational power in the stitching module pipeline, the processing time
for high resolution images is still very high. Consequently, it still being studied
whether this approach is feasible for this task.
That is why the best option could be the on-line method. The purpose of this
approach is to decrease the computational power required in feature detection
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and matching in high resolution images. However, not many tests have been
done until the moment with this approach.
6 Conclusions
This paper first addresses how current robotic tools could be applied to agricul-
tural research and the benefits it could bring to it. After that, a set of OSS tools
are proposed for PA practices with commercial off-the-shelf MUAV. In partic-
ular quad-rotors. A modular software architecture is proposed with the goal to
provide PA researchers a completely set of free tools for aerial mission planning,
image acquisition, mosaic building, and system testing.
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STRUCTURE DESIGN AND STATICS ANALYSIS ON 
A TYPE OF UNDERACTUATED FINGER 
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Abstract. In order to provide a type of anthropopathic finger end-effector for 
fruit-picking robot, a type of linkage-based underactuated finger mechanism was 
designed. The mechanism is set up three knuckle limiting stoppers and different 
stiffness coefficient of two torsional springs located between every two revolute 
pairs in middle transferring force mechanism, which aims to make three 
knuckles of underactuated finger mechanism rotate sequentially in the range of 
constrained degree of limiting stoppers. The configuration of underactuated 
finger mechanism can maintain stability and go back its initial position during 
the return stroke motion of knuckles when the mechanism envelops and grasps 
objects. Virtual work principle is used to build statics mathematical models 
between total driving force and contact forces generated by the knuckles and the 
object, and dynamics solver of Automatic Dynamic Analysis of Mechanical 
Systems (ADAMS) software is used to calculate force performance of the finger 
mechanism. The motion simulation shows that the designed mechanism can 
have determined motion and return its initial position in unfixed order. Three 
contact force errors between calculation result of statics mathematical models 
and simulation result of ADAMS solver are 0.038N, 0.1251N and 0.0041N 
respectively, which validates the correctness of statics mathematical models and 
make statics mathematical models provide a reference for flexible grip control of 
the underactuated finger mechanism. 
Keywords: Fruit-picking robot, Mechanism, Statics Analysis, Simulation 
1 Introduction  
Multifingered picking hand is a type of structure used in end-effector of fruit-picking 
robot, and belongs to research field of multifingered hand in robotics [Birglen L et al 
2006]. Picking fruit may be summarized as the problem of grasping fruit with 
different shape and surface characteristics by using multifingered hand. However, 
most actuated multifingered hands have complex structure, high cost and poor 
universality. They still stay at the stage of laboratory, and are hard to apply in 
agriculture engineering. How to coordinate the conflict among universality, flexibility 
and cost of end-effector must be considered in the middle of developing end-effector 
of fruit-picking robot.  
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Underactuated hands are a special type of end–effectors which are characterized by a 
larger number of degrees of freedom (DOFs) than actuators. Regarding how the 
actuation power is transmitted, two main types of mechanisms are found: either 
tendon-driven or linkage-based mechanisms [Kragten, G. A. et al 2009]. When large 
grasping forces are required, linkage-based mechanisms are usually preferred to 
tendon-driven mechanisms [Li Cheng et al 2009]. Compared with actuated hands, 
underactuated hands have less actuator, low cost, simple control and high reliability, 
and keep the feature of adaptive grasping objects. In addition, mechanical limits and 
springs are usually used in some underactuated hands, and sustain the fingers’ initial 
configuration in the pregrasp period and constrain its motion during the closing 
sequence. The flexibility of underactuated hands may be changed by adjusting springs 
stiffness. Its advantage is easy to realize undamaged fruit-picking. 
So far, most end-effector of fruit-picking robot has two fingers, which is used to pick 
small fruits with regular appearance, e.g., a type of gripper with sucker [Monta, M. et 
al 1998] and another type of gripper with parallel double fingers [Liu Jizhan et al 
2008]. Multifingered picking hand is seldom used to pick fruits, but a type of four-
fingered picking hand was developed to pick tomatoes [Peter Ling et al 2005]. Each 
finger of four-fingered picking hand has the same four-phalanx structure, and was 
driven by tendon. 
Inspired by tendon-driven four-fingered picking hand, this paper presents a type of 
linkage-based underactuated finger mechanisms to pick sphere-like or cylinder-
shaped fruits. The kinematics and statics analysis of the finger mechanism are 
finished. Virtual work principle is used to build statics mathematical models between 
total driving force of base knuckle and contact forces generated by the knuckles and 
the object. The model may provide a reference for flexible grip control of the 
underactuated finger mechanism. 
2 Structure Design and Motion Analysis for the Linkage-based 
Underactuated Finger Mechanism 
The linkage-based underactuated finger mechanism has three-phalanx structure, and 
rotation joints are adopted between every two knuckles, as shown in Fig. 1. As can be 
seen in this figure, the finger is constituted of eight binary links and one slider, one of 
them being the ground. Three consecutive links define the phalanges of the finger and 
the remaining linkages form the transmission device. When the slider is single 
actuator, two torsional springs with different stiffness coefficient need to be installed 
respectively to revolute pairs D and F in middle transferring force mechanism, in 
order to ensure that each knuckle of the finger mechanism can contact objects in turn 
and it can go back its initial position after enveloping and grasping the objects. The 















Fig. 1. Schematic of a 3-DOF underactuated finger mechanism 
Typical closing sequence of the linkage-based underactuated finger mechanism is 
illustrated in Fig. 2.  
 
Fig. 2. The closing motion of the linkage-based underactuated finger mechanism 
When the slider is driven by line step motor, the fingers are pushed to close to fruit 
and base knuckle begins to touch fruit. Here, the base knuckle may be thought that the 
knuckle is fixedly connected with the fruit surface and a part of the framework. 
Likewise, with the motion of line step motor, the middle knuckle and the far knuckle 
will touch fruit surface in regular order. The motion of the mechanism is confirmed 
temporarily. Finally, three knuckles will touch fruit surface so that the finger 
mechanism could envelop and grasp fruits. 
3 Statics Analysis of the Linkage-based Underactuated Finger 
Mechanism 
The grasping action of the underactuated finger mechanism mainly relies on passive 
adaptation to the shape of fruit surface to finish enveloping and grasping the fruit. In 
order to analyze statics of the transmission device of the linkage-based underactuated 
finger mechanism, virtual work principle is used to build statics models between total 
driving force and contact forces generated by the knuckles and the object. 
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According to virtual work principle, the total work of three contact forces should be 
equal to the work of the driving force, and may be expressed as 
1 1 2 2 3 3F F F F                                          (1) 
Where F1, F2 and F3 are the contact forces generated by each knuckle via the contact 
points A, B and C, F is the driving force, δ1, δ2 and δ3 are virtual displacement of F1 , 
F2 and F3 along the contact points, and δ is virtual displacement of F along slider 
direction. 
1 1 3d   
2 2 2 1 3 5 2 6cos( )d a          
3 3 1 2 2 8 6 5 1 3 8 2cos( ) cos( )d a a                   
From formula (1),  could be written as 
1 2 3U V W                                                 (2) 
Where 
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Where i  for i = 1, 2, 3, …, 8 is the attitude angle of each linkage respectively, ia  for 
i = 1, 2, 3 is the length of three knuckles, i  for i = 1, 2, 3 is the virtual rotation angle, 
id  for i = 1, 2, 3 is the distance from joint point to contact point, ψ and θ are the 
interphalangeal angles among three knuckles respectively, and γ is the fixed angle of 
far knuckle. All of the elements are shown in Fig. 3.
 According to the constraint conditions of the virtual displacement, virtual 




     
                                                                                 (3) 
Where 
3 1 2 1 7 8sin sin( )A l d d      
3 2 2 1 5 7sin sin( )B l a d      
3 1 2 1 2 4 7 6sin sin( )sin( )C l a b           
1 2 3 1 7 6 4 3sin( )sin( )sin( )D bb             
Where il  for i = 1, 2, 3 is the length of three linkages, ib  for i = 1, 2 is the length of 
another linkages. 


















                                                                                                             (4c)
 
Then, F1, F2 and F3 may be derived from Eq. (4), and expressed as  
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(5c) 
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Thus, formula (5) gives out the relation between total driving force F and contact 








Fig. 3. Schematic of (a) the driving linkage definition and the contact forces and (b) virtual 
rotation angle 
4 Simulation and Verification of the Contact Forces 
The simulation model will be imported into the environment of ADAMS, and the 
corresponding materials, motion pairs and collisions are added, as shown in Fig. 4. 

















Fig. 4. Simulation diagram of grasping fruit during the closing motion of (a) the initial state, (b) 
proximal knuckle touches the fruit, (c) middle knuckle touches the fruit, and (d) far knuckle 
touches the fruit 
 
From the simulation process of Fig.4 to view, the proximal, middle, far knuckle of the 
finger mechanism are continually close to the fruit surface and touch the fruit surface 
in turn until the fruit is enveloped by three knuckles. The simulation validates the 
feasibility and correctness of this scheme.  
The contact force curves of three knuckles in the process of grasping the fruit are 
shown in Fig.5. The maximum force acing on the proximal knuckle, the middle 










 (c)  
Fig. 5. The contact force curves of (a) proximal knuckle, (b) middle knuckle, and (c) far 
knuckle 
According to the simulation, all intrinsic dimensions and angles of the finger during 
the motion are given. The variation range of the interphalangeal angle ψ and θ are 
from 20.55 degree to 24.37 degree and from 23.15 degree to 43.75 degree. The 
variation range of the proximal knuckle angle is from 13.39 degree to 44.07 degree. 
Their angle differences are 4.18 degree, 20.6 degree and 30.68 degree respectively. 
Substituted above angle values into formulas (5), the values of three contact forces F1, 
F2 and F3 may be calculated as 12.356 Newton, 7.284 Newton and 24.535 Newton. 
Compared ADAMS simulation values with theoretical calculation values of F1, F2 
and F3, the errors between them are 0.038 Newton, 0.125 Newton and 0.0041 Newton 
respectively. The errors are within the acceptable range. So, the simulation can 
validate the correctness of the theoretical calculation model. 
5  Conclusion 
In this paper, a type of linkage-based underactuated finger mechanisms to pick 
sphere-like or cylinder-shaped fruits is introduced. The feasibility and correctness of 
3-DOF underactuated finger is illustrated by developing kinematics and statics 
analysis. Statics models between total driving force of base knuckle and contact 
forces generated by the knuckles and the object are built up and the models are 
validated the correctness by ADAMS technology. The statics model may also provide 
a reference for flexible grip control of the underactuated finger mechanism. 
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Abstract. The detaching effect of different wrist motions for the robotic 
harvesting of tomato fruits was analysed and compared based on strength, 
stiffness and fatigue rupture theories and test results. It was found that the 
displacement required to guarantee the successful pulling off of a tomato fruit 
were more than 68 mm, which might be difficult to achieve especially for an 
articulated manipulator. Despite its wide adoption in laboratorial practice, the 
efficiency of twisting off was, in fact, unacceptable. All aspects, including the 
load capacity of the wrist, operating efficiency, and operability, of detaching fruit 
by bending upward at a rotation angle of 30°−40°were ideal and achieved the 
highest synthesis success rate. 
Keywords: Harvesting robot, detaching, wrist motion, feasibility 
1  Introduction 
Tomato is one of the most widely grown vegetable crops in the world. Currently, 
about 100 million tons of fresh tomato fruits are produced from 3.7 million hectares 
of land all over the world. However, manual harvesting of tomato fruits is a labour- 
and cost-intensive task, so studies on robotic technologies have been conducted 
worldwidely with the aim of harvesting tomato fruits selectively and automatically. 
Fruit detachment is the key function of a harvesting robot, which is performed by 
cutting or with wrist motion of end-effector. As the working space in tomato canopies 
is so narrow that cutter motion is limited, it is often difficult to reach the ideal position 
and posture to cut one peduncle. In addition, transportation of viruses from one plant 
to another and water loss from the fruit is inevitable (Van Henten et al 2002).  
Compared with tool type methods, the structure of end-effectors for non-tool methods 
might be much simpler, has lower costs and energy consumption, and is more 
versatile. Theoretically, a fruit would be easier to detach using some wrist motion 
since there is an abscission layer in the peduncle of a tomato. Different wrist motion 
has been applied in robotic harvesting of tomato, cherry tomato, apple or citrus 
fruits(Ling et al 2004; Monta et al 1998; Bulanon et al 2010; Bulanon et al 1998; 
Bulanon et al 2005; Kondo et al 1998a; Tanigaki et al 2008; Baeten et al 2007; 
Hannan et al 2004). However, wrist motion selection was unexplored so far, which is 
found essential by test to achieve satisfactory robotic harvesting.  
The option of wrist motion to detach tomato fruit may be determined by various 
factors, such as success rate, operating efficiency, interference with adjacent fruits and 
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stems, fruit bruising, payload to the manipulator and so on. In this paper, different 
non-tool detaching tests of tomato fruits are carried out. The detaching effects of 
different wrist motions are also analysed and compared based on strength, stiffness, 
and fatigue rupture theories and test results. Finally, the optimal non-tool detaching 
method and corresponding parameters for robotic harvesting of tomatoes were 
identified. 
2 Materials & Methods 
2.1 Pull-off Test of Tomato Fruits from Plants 
The pull-off force and displacement of fruits from plants were measured using an 
electric horizontal single column test stand (Model AEL, Ali Instrument Co., Ltd., 
Wenzhou, China), as shown in Fig. 1. As shown in Fig. 1, each tomato plant was 
fixed on a metal rod and 20 randomly selected tomato fruits from the mature green to 
the light-red stage, and every fruit were gripped by an elastic gripper, which was 
hooked to an HF-50 digital push/pull force gauge (measuring range: 0−50 N, 
resolution: 0.01 N). The force gauge was then moved backward horizontally at a 
speed of 2.0 mm/s until the fruit was detached. Data of pull-off force and 
displacement were recorded and transmitted to a computer via RS232. 
 
2.2 Twist-off Test of Tomato Fruits from Plants 
The robotic harvesting system applied during the tomato fruit twist-off and bend-off 
tests included a two-finger end-effector developed by the authors and a six-axis 
articulated manipulator (Yaskawa Motoman Sv3x) (Fig. 2). During the twist-off test 
of tomato fruits from plants, a fruit was gripped firmly in the horizontal direction by 
the end-effector and twisted off by a reciprocating swinging motion around T-Axis as 
shown in Fig. 2. Ten samples of tomato fruits from the mature green to the light-red 
stage were randomly selected for every swing angle of 45°, 90°, 180°, and 350°, 
respectively, at identical speed of 300°/s. The entire testing process was recorded 
using a Sony HDR-XR100E digital video camera and the swing cycles employed to 
detach each fruit were measured by video processing. 





Fig. 2. Robotic harvesting system. 
2.3  Bend-off Test of Tomato Fruits from Plants 
During the bend-off test of tomato fruits from plants, the fruit was gripped firmly in 
the horizontal direction by the end-effector and bended off by a rotation motion 
around B-Axis as shown in Fig. 2. Twenty samples of tomato fruit from the mature 
green to the light-red stage were randomly selected for every upward rotation angle of 
20°, 30°, 40°, and 50° and a downward rotation angle of −30° , respectively, at 
identical speed of 200°/s.  
2.4  Theoretical Load-Deformation Relation for Peduncles  
In harvesting operations, end-effector gripped the fruit and detached it through a 
certain wrist motion of manipulator, which is attributed to rupture of abscission layer 
located about halfway through the peduncle (Fig. 3). The presence of the abscission 
layer is an important trait for mechanical harvesting as it makes it easier to detach a 
fruit from the plant whilst retaining both the calyx and the distal end of the pedicel 
(Szymkowiak et al 1999).  
 
 
Fig. 3. Cluster of tomatoes. 
 
When the peduncle is loaded regardless of the load type, deformation occurs in the 
entire peduncle. The relation between any type of load and the corresponding 








                              (1) 
where P is the load applied to the peduncle (N or mNm), ⊿δ is the corresponding 





). According to Eq. (1), the deformation of the entire peduncle and the 
pedicel required to break the abscission layer is as follows:  
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L                           (3) 
where [P] is strength limit of abscission layer (N or mNm), and [⊿δ] and [⊿δa] are 
the deformations of whole peduncle and pedicel, respectively, required to break the 
abscission layer (mm or rad).  
  When the applied load reaches the strength limit of the abscission layer, the 
deformation reaches its stiffness limit and the fruit is detached.  
If the abscission layer is twisted off by a reciprocating swinging motion, the real 
break in the abscission layer occurs due to fatigue rupture. According to Eq. (1), the 






                             (4) 
where θ is the actual torsion angle of the whole peduncle, equal to the swinging angle 
of the wrist (rad), Tf is the corresponding torsion applied to the abscission layer 





According to the fatigue rupture theory, the relation between fatigue limit and 
fatigue cycle follows the equation of the fatigue curve: 
                            CNT mf ][                             (5) 
where [Tf] is the fatigue limit for the torsion of the abscission layer (mNm), m is the 
power exponent (m>1), N is the number of fatigue cycles, and C is a constant.  
3  Results 
3.1  Pull-off Force and Displacement of Tomato Fruits from Plants 
The average pull-off force and displacement of tomato fruits from plants were 10.47 
N and 27.3 mm, with significant variations of 1.2−22.3 N and 3.0−68.1mm, 
respectively (Fig. 4). The pull-off force and displacement of tomato fruits were 
positively correlated (R
2
 = 0.4034).  
3.2  Twist-off Test Result of Tomato Fruits from Plants 
Twisting motion had been more widely adopted to detach fruits in various 
experimental harvesting robot prototypes than either bending or pulling (Bulanon et al 
2010; Bulanon et al 1998; Bulanon et al 2005; Ling et al 2004; Monta et al 1998). 
However, test results indicated that it was very difficult in fact. The average number 




angles (Fig. 5), but even when the swinging angle reached the rotation limit of the 
joint, the mean number of swinging cycles needed to break the peduncle reached 11.6 
and the largest cycles in the test were as high as 36, which meant the twisting motion 
might fail to detach a fruit even for dozens of large-angle reciprocating swing cycles. 




Fig. 4. Relationship between pull-off force and displacement of tomato fruits from plants. 
 
 
Fig. 5. Swing cycles for different swing angles when twisting tomato fruits off from plants. 
3.3  Bend-off Test Result of Tomato Fruits from Plants 
The results of the bend-off test showed that much more abscission layers were broken 
successfully for larger rotation angles than for small ones (Tab 1). It seemed that fruits 
with longer peduncles were more difficult to detach by bending. On the other hand, 
the possibility of unforeseen circumstances was also much higher for larger rotation 
angles than for small ones (Tab 1). For example, the joints between the peduncle and 
the plant might become torn or broken, leading to serious damage to the entire cluster 
and loss of production. Interferences from nearby peduncles and fruits with the 
end-effector and unexpected bruising might also occur. The rate of unforeseen 
circumstances of using the bending downward motion was much higher than that of 
using the upward bending motion. The successful detaching of fruits meant successful 



















Success rate of 
detaching, % 
Success Failure 
-30 20 19 82.5 94.0 7 60.0 
20 20 14 76.7 109.8 0 70.0 
30 20 18 75.2 103.6 2 80.0 
40 20 20 93.2 － 2 90.0 
50 20 20 74.8 － 6 70.0 
Average 20 18.2 80.3 105.1 3.4 72.9 
4  Discussion 
4.1  Feasibility of Twist-off Method to Detach Fruits from Plants 
(1) Feasibility of twist-off with continuous rotations to detach fruits  
To detach the fruit using a twisting motion, when the angle between the axis of the 
twisting motion and the pedicel is small (Fig. 6), the breaking of the abscission layer 
is determined mainly by its torsion strength and stiffness. It was observed that rotation 
angle of the pedicle required to break the abscission layer under the torsion load 
ranged from 360° to 1200°.  
 
 
Fig. 6 Relationship between the axis of twisting motion and the pedicel observed during the 
twisting off of fruit. 
 
Mean peduncle length measured was 6.2 times as much as pedicel. According to Eq. 
(3), deformation of whole peduncle required to break an abscission layer was also 
several times larger than that of the pedicel, which meant several or even dozens of 
continuous full rotations was necessary to detach the abscission layer. Undoubtedly, it 




(2) Feasibility of twist-off with reciprocating swinging motions to detach fruits  
As the swinging angle θ is far less than the torsion angle of the entire peduncle 
required to break the abscission layer, the corresponding torsion Tf applied to it is 
much smaller, according to Eq. (4). It can be concluded that the driving torque needed 
to twist off a fruit is far less than the maximum allowable torsion of the wrist. 
According to Eq. (5), because Tf is much smaller, the number of fatigue cycles will be 
much larger.  
Results of the twist-off tests of the tomato fruits from plants proved that it was 
difficult to ensure the successful detachment of every fruit even after dozens of cycles 
of maximum-angle reciprocating swinging motions. If the wrist swung at the 
maximum speed limit permitted, the mean and maximum times needed to twist off a 
fruit were 19.3 and 60.0 s in theory, respectively. In fact, the required time will be 
even larger in view of acceleration-deceleration time delays in the reciprocating 
swinging motion, which is unacceptable in practical harvesting operations. 
4.2  Feasibility of Pull-off and Bend-off Method to Detach fruits from Plants 
(1) Feasibility of Pull-off Method to Detach Fruits from Plants 
Test results indicated that the displacement needed to detach a fruit by pulling reached 
68.1 mm, which was difficult to achieve especially for an articulated manipulator. 
Meanwhile, to detach a fruit by pulling, a large force, which is applied not only on the 
target fruit but also to the whole plant, was necessary. Lodging of the plant if it is not 
supported by a stake or trellis may occur during practical harvesting, causing 
inevitable loss in production and economy. It was believed that pull-off method might 
be more feasible to harvest fruits, such as apple, citrus, from trees by prismatic joint 
of a manipulator. 
(2) Feasibility of Different Bending Direction to Detach Fruits from Plants 
To bend a tomato fruit off from the plant, only a small-angle rotation of joint B of the 
manipulator is needed, which is much easier to perform than multicycle reciprocating 
swinging motions and large-displacement linear motion.  
When detaching a fruit by bending downward (Fig. 7(a)), the abscission layer is under 
combined loading of bending-tensile in most cases, and the break in the abscission 
layer is determined mainly by its tensile strength and stiffness. By contrast, the 
abscission layer is under combined loading of bending-compress in most cases when 
detaching a fruit by bending upward (Fig. 7(b)), and the break in the abscission layer 
is determined mainly by its bending strength and stiffness. 
Test results show that the success rate of detaching by bending upward was similar to 
that by bending downward for the same rotation angle; the rate of unforeseen 
circumstances of bending downward was much higher. This can be mainly attributed 
to two aspects. First, the force applied to the entire cluster by the downward bending 
of the wrist (Fig. 7(a)) is much larger than that by bending upward (Fig. 6(b)) to 
detach a fruit, attributed to their different combined loading, which could cause 
damage to the cluster when combined with weight of the whole cluster (Fig. 6(a)). 




downward (Fig. 7(b)), which is determined by the postures of the peduncles and the 
distribution of fruits. 
 
       
Fig. 7. Final position of bending motion to detach a tomato fruit. 
(3) Success rate and unforeseen circumstances for different rotation angle 
As shown in Table 1, the success rate of breaking by bending upward was higher for 
large rotation angles than for small ones, and fruits with longer peduncles were more 
difficult to detach because the break in the abscission layer occurred only when the 
bending motion range of the wrist exceeded the required displacement of the peduncle. 
Unforeseen circumstances also increased for larger rotation angles due to larger loads 
and motion ranges. As shown in Fig. 8, the synthesis success rate of detaching 
operations, which refers to the success rate of bending upward without any unforeseen 
circumstances, for rotation angles ranging from 30° to 40° may reach more than 80%. 
Hence, during robotic harvesting, a 30°−40° upward bending motion is advisable for 
detaching fruit. 
 
   
Fig. 8. Unforeseen circumstances in bend-off operations. 
5  Conclusions 
Compared with non-tool fruit-detaching methods, all levels of efficiency, robustness, 
reliability, cost, and energy consumption of tool methods are still unfavorable. Thus, 
the use of non-tool methods is a better choice of fruit-detaching operations in robotic 
harvesting. 
The selection of non-tool detaching methods should be based on the physical and 
mechanical properties of peduncles of fruits and vegetables. We reached the following 






(1) The pull-off force and displacement of tomato fruits from plants varied from 1.2 to 
22.3 N and 3.0 to 68.1 mm. The displacement required is not easy to achieve for the 
articulated manipulator; hence, the pull-off method is not practicable for most fruit 
harvesting operations with similar harvesting system. If pull-off method is practicable 
by applying a prismatic joint instead of rotation joint in the wrist deserves further 
study. 
(2) It was difficult to guarantee the successful detachment of a fruit even after dozens 
of cycles of large-angle reciprocating swings attributed to the large permitted 
deformation of the whole peduncle and fatigue rupture theory. Hence, although it has 
been more widely adopted in laboratorial robotic harvesting of tomatoes, the 
efficiency of twisting off was confirmed to be unacceptable. 
(3) All aspects, including the load capacity of the wrist, operating efficiency, and 
operability of detaching fruit by bending upward were ideal compared with the 
pull-off, twist-off, and bend-off downward methods. The synthesis success rate of 
detaching by bending upward was higher than that of bending downward; also the 
highest synthesis success rate of detaching might be achieved at rotation angles 
between 30° and 40° for bending upward. It is an objective and important conclusion 
based on test and theoretical study, which is not limited with the hardware except load 
capacity and operability of the pulling method. Hence, non-tool fruit detachment of 
fruit by bending upward at 30°−40° was regarded as the optimal robotic harvesting 
method for similar harvesting system.  
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WHAT IS THE OPTIMAL STITCHING
ORIENTATION FROM AN AERIAL SURVEY
PERSPECTIVE?
Joa˜o VALENTE, Jaime DEL CERRO, and Antonio BARRIENTOS
Centre for Automation and Robotics UPM-CSIC, Universidad Polite´cnica de Madrid,
C/ Jose´ Gutie´rez Abascal, 2, 28006 Madrid, Spain
Abstract. Mosaicing is a technique that allows obtaining a large high
resolution image by stitching several images together. These base images
are usually acquired from an elevated point of view.
Until recently, low-altitude image acquisition has been performed typically
by using using airplanes, as well as other manned platforms. However,
mini unmanned aerial vehicles (MUAV) endowed with a camera have
lately made this task more available for small for cicil applications, for
example for small farmers in order to obtain accurate agronomic infor-
mation about their crop fields.
The stitching orientation, or the image acquisition orientation usually
coincides with the aircraft heading assuming a downwards orientation
of the camera. In this paper, the effect of the image orientation in the
efficiency of the aerial coverage path planning is studied. Moreover, an
algorithm to compute an optimal stitching orientation angle is proposed
and results are numerically compared with classical approaches.
Keywords: Mini Unmanned Aerial Vehicles, Image mosaicing, Optimal
heading, Computational geometry
1 Introduction
Nowadays, the mini unmanned aerial vehicles (MUAV) market makes available
to small farmers a high variety of aircraft with an affordable cost. Most of them
allow, among other features, way-point programming, which is ideal for aerial
imaging.
Nevertheless, farmers require tools that support them in order to establish
all the parameters that are essential to fully define a flight. The flight program
typically is made of a series of waypoints (i.e. points where pictures have to be
taken). A correct definition of these waypoints should assure a specific spatial
resolution as well as an important overlapping between consecutive images. This
overlapping is required in order to guarantee an optimal mosaicing despite small
errors in position and orientation during the flight.
The desired spatial resolution (i.e. the pixels/cm required in the resulting
image) determines the flight altitude. The camera resolution (number of pixels),
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the sensor size and shape as well as the optical parameters (i.e., focal length)
have to be also considered.
There are many references (Valente et al, 2013) where farmers or drone oper-
ators can find the equations required for determining the altitude and distance
among waypoints to fulfill these requirements. Moreover, some drones already
rely on software that allows computing the mentioned parameters, or even pro-
gramming a complete flight considering rectangular shape fields.
Unfortunately, many fields do not rely on rectangular shapes or perfectly
north-aligned boundaries. In these cases, farmers are forced to define enormous
limits in order to obtain flight plans that cover the entire field, which turns out
to be non-optimal.
Apart from the optimization in the number of images required for coverage,
if a general case is considered, (i.e., unshaped field boundaries), the decision of
the angle used as main direction acquires special relevance. Moreover, depending
on the type of aircraft used for the flight, this angle can have influence in all the
mission definition. Thus, when a fixed wing aircraft (i.e. a plane) is used, this
angle will determine the flight direction and therefore will affect the entire flight
plan so as to minimize the number of turns. On the other hand, if a rotary wing
(e.g., helicopter or multi-rotor) with hovering capabilities is used, the influence
for the flight is lower considering downwards camera orientation.
This work is therefore focused on determining the best orientation for aerial
pictures in a coverage mission considering a further mosaicing process. The
section 2 is dedicated to formally define the problem considered. The section
3 introduces the smallest area enclosing rectangle (SAER) concept, which is
required by the algorithms. Section 4 illustrates the optimal heading approach.
Section 5 provides with results, including several numerical algorithm validations
and finally, section 6 summarizes the conclusions.
2 Problem definition
The problem addressed in this paper is to compute the minimum number of
rectangular polygons - finite and homogeneous set - that stitched together are
capable of covering a convex or concave polygon.
The problem could also be described in a less computational geometry manner:
given a robot workspace with any polygonal shape and configuration, compute
the minimum number of images needed to map it, subject to a specific spatial
resolution and overlapping.
The overall sampling algorithm proposed is shown in Figure 1. However, in
this paper the problem tackled is the one related with founding the minimum
effective area of coverage. Herein, is proved that the minimum area of effective
coverage is obtained by finding the SAER of the workspace in a pre-sampling
iteration. The SAER orientation is then the MUAV heading in each point during
the coverage task considering a fixed link between the camera and the vehicle
frame, which is usual in order to reduce the weight of the payload to the maxi-
mum.
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Fig. 1. Map-based algorithm abstract procedure.
3 The Smallest-Area enclosing rectangle problem
The SAER (aka minimum bounding box (MBB)) problem refers to find the
smallest rectangle (i.e. minimum area or volume) that encloses a polygon. It
should be notice that MBB is different from the minimum bounding rectan-
gle (MBR). The MBR addresses a rectangle with the minimum and maximum
coordinates of a polygon within its coordinate system.
This problem can be solved in O(n2) running time by calculating for each
edge of the polygon a rectangle with at least one side collinear. After some
time, this approach was improved to O(n) with a method denoted as rotating
calipers (Toussaint, 1983). This algorithm can be applied in different fields, e.g,
pattern recognition, computer vision or robotics. Figure 2 illustrates the problem
addressed.
Fig. 2. SAER candidates (green) of rectangular polygon (black). MBR solution drawn
in blue.
4 Optimal heading Ψ∗ approach
The heading computation plays an important role in aerial missions with both
holonomic (a holonomic robot is one which is able to move instantaneously in
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any direction in the space of its degrees of freedom) and non-holonomic MUAVs.
For instance, in case of non-holonomic MUAV, the heading has to be known in
order to perform turn around maneuvers whilst holonomic MUAV heading could
be oriented to the geodetic north (aka, true north) or any other fixed angle.
Although this clearly simplifies the algorithm and its execution time, it
does not ensure a minimum number of samples over the workspace. When the
workspace is sampled for computing coverage trajectories with non-holonomic
MUAV with fixed sensor frame - such as, for example a digital camera, with
a determinate sensor coverage - might be important to determine the MUAV
orientation over the trajectory if we wish to obtain image data with a concrete
constant orientation and optimize the coverage samples in according to it. Herein
the optimal heading computation is addressed employing the combination of
computation geometry algorithms, as well as deterministic methods.
Lemma 1. The optimal heading angle is equal to the SAER orientation of a
given field.
Proof. The minimum area of effective coverage is proportional to the SAER of a
determinate field. Therefore, a minimum area coverage is obtained if the MUAV
heading angle is the same of the SAER orientation.
Lemma 2. The optimal number of samples (i.e. lower bound) to cover a field
is obtained by finding the number of samples that cover the SAER of that field
Proof. Each sample is a photograph. A photograph is a rectangular projection
of the surface. The set of images stitched together will have the appearance of a
rectangle. It is assumed that the resulting rectangle bounds the workspace. How
much effective is that bounding rectangle is the problem of finding the SAER.
Lemma 3. The number of points to sample the SAER is less than or equal to
the number of points to sample the MBR
Proof. The MBR is the maximum rectangular area enclosing a polygon. Consequently,
any candidate SAER area will be less than or equal to the MBR area of that
polygon.
In this study, two approaches have been analyzed in order to compute the
optimal heading. The first one is derived from 3. An alternative solution based on
typical farmers criteria (i.e. consider the longest side of the field crop boundary)
has been also considered.
In order to apply the second criterion, lets consider the following hypothesis:
Hypothesis 1 The SAER of a polygon can be directly obtained by finding its
longest edge and compute the rectangle colinear to that edge.
In this way, the goal is to find the longest edge of the polygon and compute
the rectangle collinear to it. Although the longest-edge approach computing time
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is also linear (i.e. O(n)), it can be slightly moderated for a smaller n since the
bounding rectangle is just computed once. The rectangle boundaries are just
computed when the longest edge is found. The longest edge is computed in
linear time through basic arithmetic operations. However, the running time has
not really a significant influence in the overall system since it works oﬄine. In
addition to this, one possible point in favor of the later approach is that is a
fairly easy and intuitive from an implementation point of view.
5 Numeric simulations
In this section the algorithm reliability is demonstrated by trial within several
workspaces that have been chosen in order to deal with a wide spectrum of cases.
5.1 Shapes set based in real data
In order to develop and test the methodologies explained in the previous sections
a set of fields (or parcels) from the Community of Madrid (Spain) and Cundi-
namarca Department (Colombia) were carefully selected. The fields data set is
shown in Figure 3.
Fig. 3. Fields data set.
The fields were chosen to meet different characteristics, such as be convex,
concave, and have different geometric shapes. Therefore, several shape indexes
were computed to identify the heterogeneous magnitude of the fields set. Field
shapes analysis have been used before in agricultural studies for several purposes,
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e.g., classification and studying the relationship with field operations (Oksanen,
2013). The shape indexes measured are: Convexity, the convexity is the ratio
between the shape area and its convex hull area. It indicates how convex is the
shape of the field; Rectangularity, the rectagularity is the ratio between the shape
area and it MBR area. It gives the field shape order of rectagularity; Triangu-
larity, it can be obtained by several ways, however for the sake of simplicity the
same idea of rectangularity is followed as stated in (Rosin, 2003). Therefore, the
triangularity is the ratio between the shape area and the Minimum Bounding
Triangle (MBT) area. It indicates how triangular is the shape of the field. Elip-
sity, it gives the field shape order of elipsity. The moment invariant method was
used to compute this magnitude.
Table 1 shows both individual and average shape indexes used in the algo-
rithm deployment.
Shape Area (m2) Convexity Rectangularity Triangularity Compactness Ellipsity
1 41.41K 1 0.32 0 0.25 0.09
2 11.71K 0.82 0.63 0 0.38 0.05
3 53.98K 1 0.70 0 0.47 0.35
4 27.75K 0.85 0.49 0 0.51 0.13
5 82.02K 1 0.51 0 0.37 0.39
6 43.96K 1 0.36 0 0.30 0.12
7 28.68K 1 0.52 0.56 0.57 0.17
8 31.38K 1 0.55 0 0.50 0.17
9 69.52K 0.81 0.33 0 0.31 0.21
10 57.59K 1 0.49 1 0.34 0.14
Table 1. Fields data set characteristics.
The shape data set used as trial are from 10 different workspaces with an
average area of approximately 4ha. Table 1 shows the shape indexes measured
for each workspace. Its clear-cut that the convexity is predominant in the data
set, i.e., less concave fields than convex. Moreover, the round and elliptic shapes
are less present than rectangular and triangular ones.
5.2 Results
The bounding rectangles areas have been computed with three different methods:
MBR (TN), rotating calipers (RC), and longest-edge (LE). The orientation of
each field has been computed relative to the true north and in CCW. Table 2
presents the respective values computed for each field.
The values from table 2 show that the effective area of coverage by the MUAV
significantly improve if an SAER is computed before mapping a field. This can
be stated by using the comparison from the first and second column. The area
magnitudes of the second column are far lower than those of the first column.
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Field TN Area (m2) RC Area (m2) LE Area (m2) Angle (rad)
1 128763 43190 43190 0.52592
2 18608 17396 17396 -0.058933
3 76865 76144 76144 2.7614
4 56633 38314 38314 -5.59136
5 159411 114822 114822 1.013
6 122958 47179 47179 1.0136
7 55093 31851 31851 0.55579
8 56777 45833 45894 -2.6766
9 209378 94032 94032 0.55721
10 116773 115185 115185 2.7304
Table 2. Bounding rectangle areas and angles computed in the field set.
Therefore, employing the SAER algorithm to the contour of the workspace an
effective coverage improvement from 1.4%− 66% is obtained.
On the other hand, by comparing the rotating calipers and longest-edge
results it can be noticed that the SAER computed is the same for all the fields,
less for one.
In Figure 4 is shown the result of the three approaches after being applied
to the contour of field 8.
Fig. 4. Bounding rectangles computed with the different approaches (field 8).
The result of the preliminary study with 10 fields showed that a simple
procedure as the Longest-edge method provides good results. Only one in 10
cases, a more complex method (i.e. rotating calipers) achieved slightly better
results that the traditional approach of considering the longest edge of the parcel
as guide for agricultural tasks.
RHEA-2014 455
Nevertheless, it is worth noting that agricultural fields usually rely on quite
regular shapes. When strange shapes are in use, rotating calipers method is
recommended so as to guarantee better results.
6 Conclusions
This study is focused on solving a common problem that happens in aerial
imaging when mosaicing process is required, which is to determine the optimal
heading angle to align the pictures. This heading angle affects to the flight plans,
specially when non-holonomic aircrafts are used.
A formal analysis based on well-known computational techniques has been
performed and numerical simulations considering several representative field
shapes is provided.
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Abstract. A group of autonomous vehicles are under development for labor-
intensive disease detection operations. In this robotic network, the multi-rotor 
copter will provide far-field aerial imaging, and the ground robot will conduct 
autonomous path planning, near-field imaging, leaf sampling, and spectral data 
collection tasks. This paper briefly discusses the status of the project and focuses 
on the development of the new hardware platform and associated the software 
designs. The subsystems specifically designed for strawberry applications are a 
virtual strawberry farm, an autonomous ground robot, a multi-rotor copter, a 
spectrometer, control algorithms, and software. 
Keywords: Disease detection, autonomous robot, agricultural robots 
1 Introduction  
To stay competitive, fruit and vegetable growers need to reduce their production 
costs, of which the management of various crop diseases and stresses is a major 
factor.  Currently, disease and stress detection for many crops is done through human 
scouting which is costly and time-consuming. In recent years, technologies in 
different areas [Pota, et al 2007] such as navigation sensors [Zhang et al. 2002; Li et 
al. 2011; and Reid et al. 2000], machine vision [Li et al. 2011], and path 
planning/control algorithms have been applied with a goal of automating their 
scouting operations. 
The University of Central Florida and the University of Florida have formed a 
research team to investigate an aerial-ground robot network to automate disease 
detection and analysis process for strawberries.  This paper will briefly discuss the 
progress of the first year of research including the descriptions of several key 
subsystems such as a ground robot, a multi-rotor copter, software, and a virtual 
environment. 
2 Virtual Strawberry Farm 
In order to conveniently test different aspects of cooperative unmanned systems used 
in the project, a small scale virtual strawberry orchard was designed and constructed 
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in the laboratory considering the terrain layout and the dimensions of typical 
strawberry plants.  This virtual strawberry farm is especially useful to test the terrain-
tire interaction of the ground robot, software functionalities, the leaf cutting device, 
communication, and others. 
According to Better Homes and Gardens, a typical strawberry plant grows to an 
approximate height of 15.24-20.32 cm and diameter of 45.72cm [Website 7]. 
Therefore, a box with a 223.52cm width and 325.12cm length was designed to 
incorporate two rows of strawberries. The box is filled with well-draining sandy loam 
soil. The ground robot is designed to go over the top of the strawberry row. An octo-
rotor or a camera can be hung above the test area to test the communication between 
the ground robot and the octo-rotor. 
3 Autonomous Ground Robot 
The designed ground vehicle will drive over the top of strawberry rows, allowing data 
collection and processing to occur inside of the vehicle. Motorized curtains deploy 
and retract to control light conditions.  
3.1 Platform Design 
The ground robot platform will be constructed using 6061 aluminum 1” × 1” square 
tubing that can be disassembled into three sections for transportation (Fig. 1). The 
aluminum frame has the overall dimensions of 91.44cm × 116.84cm × 81.28cm, with 
an allowable 81.28cm for the row to pass between the two legs. The center of gravity 
was lowered in the robot by placing the heavy components, like the wheel chair 
motors and batteries, within the legs of the robot. The frame stress and strain analysis 
was computed in SolidWorksTM. Loads were applied to the upper surface of the frame 
from 4.54kg up to 90.72kg. The maximum deflection for a distributed 90.72kg load is 
0.14cm at the center as seen in Fig. 2.  
 
 
Fig. 1. CAD drawing of the ground robot. 
 
Fig. 2. Load deflection at 90.72kg. 
3.2 Drive and Power Subsystem 
The drive and power subsystem contains the drive train, motors, battery packs, and 
drive controllers as illustrated in Fig. 3.  
The drive train splits into two parts, which are placed in each leg. Each part consists 
of six bearings, three driveshaft, three wheels, three wheel hubs, two chains, and five 
sprockets. The Jazzy 600-11-3 24VDC wheel chair motor [Website 1] is chosen 
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according to its RPMs (4,500 rpm) and torque (16.95 NM) specifications required to 
move the robot. Six knobby tires were selected, which allow for the robot to maintain 




Fig. 3. Drive train 
 
 
Fig. 4. Drive and motor sprocket 
setup 
3.3 Leaf Cutting and Soil Sampling Subsystem 
Several approaches for leaf cutting including scissors, clamp, and parallel grippers 
have been used [Blanes et al. 2011; Hayashi et al. 2010]. In this design, the 
Lynxmotion Little Grip Kit (parallel grippers) [Website 2] is utilized to complete the 
cutting and collecting tasks, which allows for two degrees of freedom to create a wrist 
like motion for the parallel grippers to move around and ultimately grab a leaf sample. 
This linear motion is accomplished by two link arms for each finger and a central 
circular wheel, so when the servo motor runs clockwise, the fingers will open, and 
when the servo motor runs counterclockwise the fingers will close. 
The XYZ chassis (111.76cm × 91.44cm Fig. 5), made of aluminum T slotted framing, 
is used to transport the parallel gripper overtop of the plants to reach detected 
diseased leafs on the plant. The gripper and XYZ table are controlled through an 
algorithm programmed in MATLABTM, and all the motors utilized in this system are 




Fig. 5. XYZ and parallel gripper subsystem. 
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3.4 Lighting Subsystem 
The spectral analysis is performed using spectral imaging that is very sensitive to 
light. To account for this disadvantage in spectral analysis, the external sunlight is 
blocked by ambient sun light shading, which consists of blackout fabric attached to a 
weight bar and a motorized shaft to allow for the shading to easily be lowered once a 
specimen of interest has be reached and then retracted after analysis has concluded. 
Halogen bulbs will be used to establish evenly distributed lighting. 
3.5 Electronics 
The robotic platform will be controlled by two boards, an Arduino Uno 
microcontroller and a single board computer. The Arduino Uno is compatible with 
many different types of sensors and motor controllers as well as ease of programming. 
The single board computer selected was chosen based on RAM, storage, CPU, 
operating system and its ability to run the MatLab software quickly and efficiently. 
The Sabertooth Dual 60A motor controller [Website 3] is needed to control the speed 
of the two wheelchair motors and the Kangaroo x2 motion controller [Website 4] is 
used to provide self-tuning feedback to the Sabertooth motor controller. The 
ultrasonic range detectors will be placed inside the robot legs to ensure the robot does 
not collide with the strawberry plant mounds as well as on the front and back of the 
legs to ensure no collisions within the environment. There will be two sets of 
webcams used for stereo vision located on the front and back of the robot for 
navigation. The robot will also utilize a GPS receiver and a compass for navigation to 
and from the strawberry field. 
4 Octo-rotor 
The multi-rotor copter, designed based on a popular, hobby-grade design [Adîr, 
Stoica and Whidborne 2013], is anticipated to navigate using waypoints and hover for 
about 30 minutes. In addition, it can capture and transmit images through wireless 
communication to a ground station and a ground robot. 
4.1 Structure 
The octo-rotor is required to hold approximately 6.80 kg including a spectral imager, 
a camera, batteries, avionics, and flight control components. The structure consists of 
three main components: the bottom plate, top plate, and weather shield, as shown in 
Fig. 6. The bottom plate is designed to hold all eight booms, landing gear, servo 
motors, propellers, cages reserved for batteries, and a static camera mount for a 
camera. The diameter of the entire assembly is 144.78cm. The inner diameter frame, 
boom length, rotor length and overall octo-rotor height are 25.4cm, 48.26cm, 38.1cm, 
and 50.8cm, respectively. Carbon fiber is the material used for the structure. All 
sensitive equipment such as the flight controllers and CPU are placed above the top 
plate to reduce vibration disturbance. The length of the landing skid, attached to the 
booms by the carbon fiber brackets, is 50.8cm with respect to the body of the skid 




Fig. 6. Octo-rotor structure. 
Static analysis is conducted on the most highly loaded parts of the structure: the 
landing skid and the booms.  For example, when the entire weight of the octo-rotor is 
applied on a single landing skid with a safety factor of 2, the maximum displacement 
is 2.54cm, which corresponds to 8% strain. 
4.2 Rotor and Power Subsystem 
To achieve a 30-minute flight, the engines need to put out at least 0.01kg of thrust per 
watt. Eight brushless motors, each provides 2.72kg of maximum thrust and 0.01kg per 
watt at 50% throttle, are used to power the octo-rotor. Eight electronic speed 
controllers take the flight controller commands and adjust the power going to the 
motors in order to perform the necessary flight maneuvers. The estimated flight time 
is around 47 minutes.  
5 Spectrometer 
There is a large body of literatures that shows spectral characteristics of the plant 
canopy that can be used for detection of biotic and abiotic stress in plants. [Sankaran 
et al. 2010; Sankaran et al. 2011; Sankaran et al. 2012; Wu et al. 2008; Jones et al. 
2010; Liu et al. 2008; Mahlein et al. 2010; Rumpf, et al. 2010; Li et al. 2012; López-
Granados et al. 2008; Gómez-Casero et al. 2010]. 
In this research, a spectra radiometer will be used to collect the spectral reflectance 
value of major diseases in strawberry crops in Florida. A spectral data bank will be 
created and collect data will be analyzed using a band selection technique. The filters 
for the multi-band imaging camera will be selected based on these major disease 
specific bands. 
6 Software Architecture 
6.1 Operating System and Language 
Due to the nature of an octo-rotor, it uses a much lighter weight, lower performance 
system as compared to the ground vehicle which uses a larger and heavier, but much 
higher performance computer for more in depth tasks. 
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The ground vehicle will utilize a PC104 type embedded computer running Windows 
Embedded in charge of image processing and complex navigation and control 
algorithms. The majority of software will be written in MATLAB, while the 
mechanical control software will be written in C++ for Arduino microcontrollers. The 
octo-rotor uses an Arducopter APM 2.6 flight controller [Website 5] in combination 
with a Raspberry Pi [Website 6] as the primary computer.  
6.2 Functionalities and Information Flow 
The disease detection will be conducted in two steps. As shown in Fig. 7, if the octo-
rotor suspects a disease has been detected, it will send a command to the ground 
vehicle to investigate the area further, and  meanwhile it will either move on to the 
next area or return to the ground station. 
 
 
Fig. 7. Octo-rotor UAV software flowchart. 
 
As shown in Fig. 8, when the ground vehicle reaches the suspected diseased area, the 
vehicle will first lower curtains around the plants and use halogen lights to achieve 
consistent and controlled light conditions. The ground vehicle will use its onboard 
spectrometer to analyze the plants. If a diseased plant is confirmed, the robot will use 
its leaf cutting mechanism to remove and collect the diseased sections. Upon 
completion of these steps, the ground vehicle will move on to the next suspected area 
or return to the ground station. 
 
 
Fig. 8. Ground vehicle software architecture.
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6.3 Path Planning Algorithm 
Trajectory/path planning is one crucial component in this octo-rotor and ground robot 
network. This module will be used to generate ground vehicle trajectory among the 
base and suspected areas considering obstacles, terrain constraints, and vehicle 
limitations using the map generated. Also, a trajectory planning method will be used 
to generate manipulator motion guidance information for leaf cutting and loading 
functionalities. For the cooperative robot trajectory planning, the local pursuit based 
trajectory planning algorithm in [Xu, Remeikas and Pham 2013] will be used which 
can guarantee the asymptotically stability, avoid obstacles, and be conflict free among 
ground vehicles. For the single robot trajectory planning and the manipulator 
guidance command generation, the method investigated in [Xu 2007; Xu and Basset 
2012] will be used. The advantages include the low computational cost and the ability 
to satisfy different environmental and vehicle constraints. 
7 Conclusions and Future Work 
In this paper, the progress of a joint research project between the University of 
Central Florida and the University of Florida is discussed.  The following design 
components are briefly discussed: virtual strawberry farm, autonomous ground robot, 
and octo-rotor. Also, the software and hardware designs about the spectrometer are 
briefly discussed. 
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Path Planning and Robust Control for Robotic
Citrus Harvesting
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Abstract. In this paper, the application of a biased, incremental sampling-
based kinodynamic path planning algorithm and a nonlinear robust track-
ing controller is introduced for robotic fruit harvesting. An integrated
estimation/path planning approach is proposed to obtain a dynamically
feasible, obstacle-free trajectory for the robot end-effector to reach the
estimated fruit position. The Euclidean position of the target fruit is
estimated using a particle filter, where the obtained target posterior dis-
tribution can be used to bias the growth of the path planner. The shortest
path to the estimated fruit position can be selected as the desired tra-
jectory for the end-effector to track using a robust nonlinear controller.
Preliminary simulation results validate the proposed estimation, path
planning, and control approach.
Keywords: Particle Filter, Rapidly-exploring Random Tree, Robust
Control, Robotic Fruit Harvesting
1 Introduction
Autonomous robotic harvesting systems are highly desirable in developed nations
to maintain global competitiveness due to high labor prices (Brown 2002). A
comprehensive review of robotic systems in agriculture can be found in Tillett
1993; Sarig 1993; Hannan and Burks 2004; Li et al. 2011. Early research laid
the foundation for robotic harvesting by focusing on the development of robotic
prototypes (Ceres et al. 1998; d’Esnon 1985; d’Esnon et al. 1987; Harrell et al.
1990; Rabatel et al. 1995; Juste and Sevila 1991; Muscato et al. 2005). Although
harvest efficiency and cycle time, which are the most influential factors in robotic
⋆ This research is supported in part by a grant from the United States Department
of Agriculture Small Business Innovation Research (USDA-SBIR) award contract
#2012-00032, the USDA NIFA AFRI National Robotics Initiative #2013-67021-
21074, and the AFRL Mathematical Modeling and Optimization Institute contract
#FA8651-08-D-0108/042. Any opinions, findings and conclusions or recommenda-
tions expressed in this material are those of the author(s) and do not necessarily
reflect the views of the funding agency.
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harvesting economics, depend on the closed-loop system performance, relatively
little attention has been paid to path planning and robust control formulation for
the harvesting systems. Ceres et al. 1998; d’Esnon et al. 1987; Levi et al. 1988
relied on open-loop position control of the manipulator, which may result in
lower harvest efficiency due to fruit motion, mechanical backlash, bearing wear,
etc. The vision-based closed-loop robotic systems in Harrell et al. 1990; Rabatel
et al. 1995; Juste and Sevila 1991 considered the robot motion trajectory along
the straight line between the camera optical center and the fruit, which does not
guarantee obstacle avoidance and may result in longer cycle times.
The optimal path planning and control algorithms attempt to reduce the
cycle time to complete a given set of tasks (Bobrow et al. 1985; Flash and Potts
1988; Lin et al. 1983; Sahar and Hollerbach 1986; Scheinman and Roth 1985; Shin
and McKay 1985, 1986; Edan et al. 1991). In Bobrow et al. 1985, a minimum-
time linear controller is developed for an a priori known path. Algorithms based
on kinematic approach using linear and nonlinear programming are developed by
Flash and Potts 1988; Lin et al. 1983. Several approaches considering dynamics
of motion for trajectory planning required an a priori known path (Scheinman
and Roth 1985). Due to kinematics and nonlinear dynamics, the minimum-time
geometric path of the robot end-effector is not necessarily the shortest path. In
other words, the path of minimum Euclidean distance may not be the shortest
path in the robot joint-space. Shin and McKay 1986 developed a near-minimum-
time geometric path algorithm by solving the global optimization problem while
considering both the kinematics and dynamics of the manipulator. Shin and
McKay showed that the near-minimum-time path corresponds to the geodesic
in the robots inertia space. Edan et al. 1991 extended the results in Shin and
McKay 1986 to determine the near-minimum-time path between N task points
for a cylindrical manipulator, where the problem is solved in the context of
traveling salesman problem (TSP) using the nearest neighbor heuristics. In Edan
et al. 1991, it is assumed that no obstacles exist between the task points along
the geodesic in the inertia space of the robot. This assumption may not hold in
citrus harvesting application, where the geodesic path between the robot and a
fruit may contain obstacles such as branches and tree trunk.
One of the challenges in improving harvest efficiency and reducing cycle time
is to determine a dynamically feasible task-space trajectory, free of obstacles
and with minimum traverse time, to reach the estimated fruit position. In this
paper, a kinodynamic motion planning algorithm and a nonlinear robust con-
troller is introduced for autonomous robotic citrus harvesting. The contribution
of the paper is in the development of an integrated estimation/path planning
approach to obtain a dynamically feasible, obstacle-free trajectory for the robot
end-effector to reach the estimated fruit position. A cooperative multi-layered
vision system is assumed to identify fruits to be harvested using standard im-
age processing methods. Using the line-of-bearing measurements provided by
the vision system, the Euclidean position of the fruits can be identified using a
nonlinear estimator - particle filter. An incremental sampling-based kinodynamic
motion planning algorithm, Rapidly-exploring Random Tree (RRT), proposed
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by LaValle 1998 is used for the robot path planning. The integrated estima-
tion/planning framework allows biased growth of the RRT towards the fruit
using the target posterior distribution obtained in particle filter. The shortest
path among the feasible paths to the fruit can be selected to reduce cycle time.
Smoothing techniques can be applied to the shortest path to obtain the desired
trajectory. The computed torque controller with a robustifying feedback term
developed in Behal et al. 2007 is used to track the desired trajectory for the end-
effector. Preliminary simulation results are presented to validate the proposed
estimation, path planning, and control approach for robotic citrus harvesting.
2 Fruit Position Estimation
Let the unknown, time-varying fruit position with respect to an inertial coor-
dinate frame at time k be denoted as xk = [xk yk zk]
T ∈ R3. A multi-camera
vision system as shown in Figure 1 can be used for fruit detection and localiza-
tion, however, due to depth uncertainty, only image position of the fruit can be
obtained. The line-of-bearing ljk ∈ R
3 to the detected fruit (or target) for the


















j = 1, 2, . . . , n (1)
where Aj ∈ R3×3 represents a known, globally invertible, intrinsic camera cal-
ibration matrix, pjk ∈ R
2 denote the pixel coordinates of the fruit measured in








are the unknown Euclidean
coordinates of the fruit, and n ∈ R are the number of cameras. In practice, the
pixel coordinates pjk are affected by image noise, and hence, the line-of-bearing
measurements ljk ∀j may not intersect to yield the true fruit position. In the
presence of measurement uncertainty, the target position can be estimated using
a particle filter. The key idea of particle filter is to use independent random
samples, also called particles, to represent the posterior distribution of a sys-
tem state given a sequence of sensor measurements (Doucet et al. 2001; Gordon
et al. 1993). As new measurements arrive, the particles are re-allocated to update
the state estimate. The benefit of using a particle filter is that it can estimate
the non-Gaussian posterior distributions resulting due to state-space constraints
(e.g., obstacles) and non-Gaussian noise models. Apart from that, the posterior
state distributions from a particle filter can be fused with the RRT-based path
planning to bias the tree growth to reduce the exploration time.
Consider the pixel coordinates pjk to be corrupted by a zero-mean Gaussian
image noise µjk = N (0, ε
j) of standard deviation εj ∈ R. Therefore, for the given
hidden MarkovModel, the observation process can be expressed in a general form




k, where h : R
3 → R2 is the known measurement function. The
compact space sj ⊂ R3 representing the measurement uncertainty for camera
j can be defined using an infinite oblique circular cone drawn along the line-





































where f j ∈ R is the focal length in pixel of camera j, and the term 3εj accounts
for nearly all (99.7%) noisy measurements. Therefore, the compact space sj(pjk)
for each camera defines a region in space where the fruit with pixel coordinates
pjk may lie, such that the likelihood function Pr(p
j
k | xk) is jointly Gaussian.
Fig. 1. Multi-camera fruit position estimation




be initialized at k = 0 within the cube c as shown in Figure 1 with uniform
distribution, such that x
(i)
0 ∈ c and their associated weights w
(i)
0 = 1/N ∀i =
1, 2, . . . , N . The center of the cube c can be selected at the shortest distance
from any two line-of-bearing measurements while the edge length can be selected
arbitrarily large to accommodate the largest measurement uncertainty. A set of
points x
(i)
k−1 and their associated weights w
(i)
k−1 used to represent the state density













k−1 = 1. (4)
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Based on (4), the updated state density at k − 1 can be approximated as the















where δ(·) denotes the delta measure. The filtering algorithm transforms a set
of points representing the state density Pr(xk−1 | p
j





k }, representing an updated density Pr(xk | p
j
k) in two steps: prediction
and update. The first step transforms the particles at time k − 1 into a set of
points representing the predicted density Pr(xk | p
j
k−1). Each particle x
(i)
k−1 at





0 + νk−1 (6)
where νk ∈ R3 is a known process noise that can be selected to account for the
fruit motion due to exogenous disturbances such as wind gust.
The second step updates the propagated particles x
(i)
k to a new set of particles
with updated weights using the measurements pjk from n cameras at time k, by
an approach called importance sampling (Doucet et al. 2001). In importance
sampling the points from a known importance density function are sampled
and weighted to simulate the samples from an unknown distribution. With the









































can be used to obtain the up-



























) ∀x(i)k ∈ s1 ∩ s2 ∩ · · · ∩ sn (8)
elsewhere w
(i)
k = 0. It is well known that the variance of the importance weights
increases over time leading to the degeneracy phenomenon (Doucet et al. 2000;
Van der Merwe et al. 2000). Resampling (Gordon et al. 1993) eliminates particles
with low importance weights by replicating the samples corresponding to higher
















. Therefore, the estimated fruit position is obtained as a
probability distribution function (pdf) using a swarm of particles.
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3 Optimal Path Planning
A rapidly-exploring random tree (RRT) algorithm is presented for the manipu-
lator path planning, where the growth of the tree is biased by the position and
weight of the particles. The goal of path planning is to determine a continuous,
dynamically feasible trajectory, if one exists, reaching the goal region (i.e., the es-
timated fruit position) through a complex environment cluttered with obstacles
(e.g., tree trunk and branches).
For the task-space position xrk ∈ X of the robot end-effector, let the obstacle-
free space be denoted as Xfree ∈ X and the goal region as Xgoal ∈ X , where X ⊂
R
3 is a bounded connected open subset of the robot task-space. The goal region
Xgoal is defined by the posterior distribution of the estimated fruit position.
The path planning objective can be stated as finding a dynamically feasible,
collision-free (xrk ∈ Xfree ∀k) path for the robot that starts at x
r
0 and ends in the
goal region containing the target fruit. The vertices of the tree are sampled from
Xfree such that each edge of the RRT will lie in Xfree. The fast growth of the
tree towards Xgoal can be achieved using a sampling bias, where the incremental
states or the vertices of the RRT are sampled from a non-uniform distribution
over Xfree. Specifically, the vertices are sampled more often from Xgoal than
Xfree ∩Xgoal, and the points in Xgoal can be sampled from the target posterior
distribution.
The dynamics of a n-link, revolute, direct-drive manipulator given below can
be used to express the dynamic constraints on the growth of the RRT:
M(q)q¨ + Vm(q, q˙)q˙ +G(q) + Fdq˙ = τ (9)
where q(t), q˙(t), q¨(t) ∈ Rn denote the joint position, velocity, and acceleration,
respectively, M(q) ∈ Rn×n is the inertia matrix, Vm(q, q˙) ∈ Rn×n represents
the centripetal-Coriolis matrix, G(q) ∈ Rn is the gravity vector, Fd ∈ Rn×n is
the constant, diagonal, positive definite, dynamic friction coefficient matrix, and
τ ∈ Rn is the joint torque input vector. The robot task-space position is given
by xr = f(q), where f(q) is the known Jacobian. By integrating the dynamics
in (9) over a small time interval ∆t, the new joint position qnew, velocity q˙new,
and acceleration q¨new can be obtained for the given joint position q, velocity q˙,
and control input τ . The corresponding new task-space position will be denoted
by xrnew.
The path planning algorithm based on RRT in LaValle 1998 is described in
brief below. The first vertex of the tree is selected to be the initial position of the
robot manipulator xr0 ∈ Xfree. A random state x
rand is selected using a sampling
bias from Xfree as described above. The goal is to design a dynamically feasible
path from xr0 towards x
rand. The vertex in the tree closest to xrand is identified
as xnear. Using (9), a set of states xrnew(x
near, τ) ∈ Xnew ∀τ ∈ U satisfying the
dynamic constraints can be obtained for each value of τ . If the control set U
is not finite, which typically would be the case, then it can be discretized to
obtain a set of admissible control inputs. The control input τ∗ that minimizes





recorded as the new vertex in the tree, and an edge is formed between xnear
and xrnew(x
near, τ∗). After the tree is grown to a desired number of nodes, the
shortest path from xr0 to Xgoal can be obtained using, for example, Dijkstra’s
algorithm as shown in Figure 2A. Various smoothing algorithms can be applied
to the shortest path to yield the desired trajectory, which in the joint-space will
be denoted by qd(t) with the corresponding velocity q˙d(t) and acceleration q¨d(t).
4 Controller Development
The control objective for the robot is to track the dynamically feasible, obstacle-
free trajectory qd(t) in the presence of unknown bounded disturbances τd(t) ∈
R
n, such as unmodeled dynamics (e.g., friction, bearing wear, etc.). To include
τd(t), the dynamics in (9) can be written as
M(q)q¨ + Vm(q, q˙)q˙ +G(q) + Fdq˙ + τd = τ. (10)
Based on the control objective, the tracking error e(t) ∈ Rn and the filtered
tracking error r(t) ∈ Rn can be defined as
e , q − qd r , e˙+ αe (11)
where α ∈ R>0 is a constant control gain. The computed torque controller can
be developed as (Behal et al. 2007)
τ = kr + ud +N (12)
where k ∈ R is a constant control gain, and N(q, q˙, t) ∈ Rn is an auxiliary
function defined as follows:
N =Mq¨d + Vm(q, q˙)(q˙d + αe) +G(q) + Fd(q˙d + αe) + αMe˙. (13)





where ζd ≥ ‖τd‖, and ǫ ∈ R>0 is an arbitrarily small design constant. The robust
controller in (12) ensures that the tracking error is uniformly ultimately bounded
in the sense that
‖e(t)‖ ≤
√
ζ0 exp(−ζ1t) + ζ2 (15)
where ζ0, ζ1, ζ2 ∈ R>0 are constants. For proof, see Behal et al. 2007.
5 Simulation Results
A numerical simulation is presented to verify the feasibility of the proposed
integrated estimation/planning algorithm. A planar scenario is considered, where
the unknown fruit position xk and the initial robot position x
r











The obstacles in the task-space are shown as rectangles in Figure 2. The unknown
fruit position is estimated using N = 1000 particles as shown in Figure 2A,
where the unknown fruit motion is simulated as a zero-mean Gaussian process
noise of standard deviation 50mm. An RRT is constructed by biased incremental
sampling from the free space. The shortest path from the robot to the fruit
is obtained using Dijkstra’s algorithm as shown in Figure 2A. Non-parametric
regression is used to obtain a smooth desired trajectory as shown in Figure 2B.
A nonlinear controller with k = 30 and ζd = 40 tracks the desired trajectory as
shown in Figure 2C. The tracking error e(t) = [e1(t) e2(t)]
T is shown in Figure
2D. It can be seen that the tracking error e(t) is bounded at all times.
















































































Fig. 2. A. RRT-based path planning showing the shortest path to the fruit position
represented by a swarm of particles; B. Smoothing algorithms yield a desired trajectory;
C. A robust tracking controller tracks the desired trajectory; D. Tracking error e(t) =
[e1(t) e2(t)]
T in the 2D plane.
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REAL-TIME IMAGE PROCESSING FOR 
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CROPS 
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Abstract. Accurate information about a crop is needed to apply a precision 
treatment to it as well as to perform other agricultural tasks. To achieve site-
specific management of weeds, the first and most important step is the location 
and density estimation of weeds. In this context, the development of computer 
vision methods for real-time weed detection can be highly useful in the 
construction of fully automatic devices for weed control. This paper presents a 
visual method that discriminates between crop rows and weeds in wide-row 
crops, working in real time with the images acquired from a conventional 
camera on board a tractor and under uncontrolled lighting and movement 
conditions.  
Keywords: Crop/weed discrimination, real-time image processing, Precision 
Agriculture 
1 Introduction  
Farming practices have traditionally focused on a uniform management of the field, 
ignoring the spatial and temporal variability that appears in crops. This has basically 
two types of effects: a) air and soil pollution, with the consequent pollution of 
groundwater and b) an increase in production costs. 
Furthermore, agricultural production must double in the next 25 years, providing 
increasingly less soil and water, and leading us to a situation where technology will be 
crucial to minimize production costs while performing safe management of the 
environment (Srinivasan, 2006),  (Stafford, 2000). 
In recent years, the development of technologies such as Global Positioning Systems 
(GPS), crop sensors, humidity or soil fertility sensors, multispectral sensors, remote 
sensing, Geographic Information Systems (GIS) and Decision Support Systems (DSS) 
has led to the emergence of the concept of Precision Agriculture (PA), which 
proposes farming management adapted to crop variability. 
Particularly important within the PA are the techniques aimed at selective treatment 
of weeds (site-specific management) that address the application of herbicide only in 
infested crop areas (Senay et al., 1998), even varying the amount of treatment applied 
according to the density and/or type of weeds, in contrast to traditional weed control 
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methods. To achieve site-specific management of weeds, the first and most important 
step is the location and density estimation of weeds. A detection based on visually 
significant features could be a reasonable approach, but it is difficult for several 
reasons, including the changing lighting conditions, the humidity range that affects 
the soil’s texture, vegetation growth and the similarities between weeds and crops that 
sometimes exist. In short, visual discrimination is a complex task and therefore an 
open field of research. In this context, this paper proposes a real-time computer vision 
approach to discriminating between crop rows and weeds in wide-row crops. The 
proposed method works under uncontrolled lighting conditions and successfully 
manages the movements of the camera on board the tractor. 
2 Materials and methods 
2.1 Description of the system 
The camera used to test the method was a digital single-lens reflex camera, Canon 
EOS 7D, placed directly on the roof of a tractor, at a height of 2.15 m above ground, 
with a 18° pitch angle (Figure 1(a)). The camera was connected to an onboard 
computer (a Panasonic Toughbook CF-19 laptop with an Intel Core i5 Processor and 
2 GB DDR3 RAM) via a USB connector. The test images (Figure 1(b)) were acquired 
in a maize field in La Poveda (Arganda) on different days at an approximate speed of 
6 km/h. All the acquired images have a resolution of 1056×704 pixels. The camera 
supplies approximately 1.5 frames per second. 
 
 
(a)                                                                 (b)                  
Fig. 1. (a) System used (b) Image taken by the camera 
2.2 Real-time image processing 
(Burgos-Artizzu et. al, 2010) present several methods for the off-line analysis of 
overhead images for the extraction of agricultural elements. The images were taken 
using a tripod, and the image analysis was focused only on the space between two 
crop rows (both inclusive). The best discriminator of crop rows was selected from the 
methods proposed in that paper and then adapted to work in real-time and addressing 
the perspective that appears in the new images. The most relevant aspects of the new 
approach are described below. 
2.2.1 Image segmentation 
In this case, an analysis of the space covered by four crop rows is required. To ensure 
that all four rows appear in the analyzed image, the frame is split into three strips of 
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the same height. The bottom strip is discarded because there are not four rows in 
some cases. Similarly, the top strip is removed because it is difficult to distinguish the 
information contained between rows due to the perspective in the image that reduces 
the number of pixels (resolution) appearing between the crop rows. Our approach 
therefore only works with the central strip of the frame. 
The objective of this segmentation stage is to isolate the vegetation cover against the 
background. The aim is therefore to convert the input RGB image into a black and 
white image, in which the white pixels are the vegetation cover (weeds and crop), 
while the black pixels are the rest (soil, stones, debris, straws, etc.).  
Segmentation makes use of the fact that the pixels representing vegetation have 
stronger green components than any other color. The RGB image can be transformed 
into a greyscale image by means of a linear combination of the red, green and blue 
planes, as shown in Eq. (1): 
 
׊݅ א ݎ݋ݓݏ_݅݉ܽ݃݁ ר ׊݆ א ܿ݋݈ݑ݉ݏ_݅݉ܽ݃݁: 
ܩݎ݁ݕሺ݅, ݆ሻ ൌ ݎ כ ܴሺ݅, ݆ሻ ൅ ݃ כ ܩሺ݅, ݆ሻ ൅ ܾ כ ܤሺ݅, ݆ሻ (1) 
 
where ܴሺ݅, ݆ሻ, ܩሺ݅, ݆ሻ, ܤሺ݅, ݆ሻ values are the non-normalized red, green, and blue 
intensities (0–255) at pixel (i, j) and ݎ, ݃, ܾ are the set of real coefficients that 
determine how the monochrome image is constructed. These values are crucial in the 
segmentation of vegetation against non-vegetation, and their selection is largely 
discussed in (Woebbecke et al., 1995) and (Ribeiro, A., et. al, 2005). In this study, 
they were set using the coefficients proposed in (Burgos-Artizzu et. al, 2011), r = 
−0.884, g = 1.262, and b = −0.311.  
The next step is to use a threshold to convert the monochrome grey level image into a 
binary image in which the white pixels represent vegetation and the black pixels non-
vegetation. The threshold must be set according to the lighting conditions. For this 
reason, there is no fixed threshold in the approach set out here. It is calculated for 
each analyzed image as the mean value of the gray intensities that are presented in the 






Fig. 2. (a) Original image (b) Segmented image (vegetation cover) 
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2.2.2 Crop detection 
The goal of this stage, which processes the binary images obtained in the previous 
stage, is to discriminate the white pixels belonging to the crop row from those 
belonging to weeds.  
The method first performs a morphological opening operation (erosion followed by 
dilation) of the binary image to eliminate isolated white pixels and highlight areas 
with a high density of white pixels. One of the aims of this operation is to eliminate as 
far as possible the small groups of black pixels that appear inside the crops. The 
structural element used for the dilation and erosion is a 3 x 3 size square. 
The borders of the resulting image are then extracted using the Sobel operator, so that 
all the pixels in the transitions (white to black and vice versa) are marked.  
The image is divided into five horizontal strips to deal with its perspective. Each strip 
is processed independently using the following methods. 
The centers of the crop rows are considered to be the columns of the strip with the 
biggest number of white pixels. To find these, a vector is built with as many 
components as the strip has columns, where each component stores the number of 
white pixels (vegetation) of the associated column. After it has been built, four search 
windows are established - one for each center of the four crop rows that are most 
centrally located in the strip. To find the most centered rows, the method begins in the 
center of the strip, creating two windows to the left and right, in which the centers of 
the central crop rows are searched for. After these have been found, and based on 
their position and the distance between rows (0.75cm) in a maize crop, another two 
windows to find the centers of the crop rows at the edges of the strip are produced. 
The perspective of the original images is also taken into account when defining these 
windows, so that the distance and size of the windows vary according to the closeness 
to the camera of the strip analyzed (Thales’ intercept theorem). Because the camera 
only works at 1.5 fps, there may be abrupt displacements from one frame to the next, 
making it inappropriate to search for the center of a row in the current frame around 
the central position found in the previous frame for the same row.   
After the centers of the rows have been found, the algorithm begins to find the edges 
delimiting crop rows, searching to the right and to the left from each of the centers 
found. In order to ascertain if a crop edge has been reached, the method uses three 
kinds of label for pixels: white, black and border. When a pixel explored is white, it is 
marked as belonging to the crop row and the algorithm continues with the next pixel. 
When a border pixel is found, this may mean that the exploration has reached either a 
crop edge or a group of black pixels inside the crop. The distance to the next white or 
border pixel can be used as discriminate feature to distinguish between these two 
cases. In the former case, the distance to the next crop row or weed between crop 
rows is greater than that which occurs in the latter, inside the crop row. In fact, two 
distance thresholds are established, ߠଵ ൑ ߠଶ, in such a way that if the computed 
distance is above threshold ߠଶ, the exploration has reached a crop edge, whereas if the 
distance is below ߠଵ, a group of black pixels inside the crop has been reached. If the 
distance is between ߠଵ and ߠଶ, the method uses the vector previously generated to find 
the centers of the four row and proceeds as follows. The percentage of white pixels in 
each column is calculated for the range of components of the vector between the 
current position of the pixel and the position of the edge. If this percentage is higher 
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than a threshold called min_proportion, the algorithm considers that it has reached a 
group of black pixels inside the crop, since the column to which this group of black 
pixels belongs has a large number of white pixels due to it being part of a crop row. If 
it is lower than this percentage, the algorithm considers that it has reached the edge of 
the crop row, since the number of black pixels in the columns that separate them from 
the next crop row or weed is large. 
This is all formally set out in Table 1, where p is the pixel currently being explored, n 
is the next (not black) pixel in the processing order at a distance d, and ߠଵ, ߠଶ and 
min_proportion are the three attributes of the method.  
Due to this perspective, the width of the crop rows varies according to their closeness 
to the camera. This is taken into account in the method. The parameter ߠଵ varies 
between 5 and 10, starting at 5 when the farthest strip from the camera is analyzed, 
and reaching 10 when dealing with the closest strip. Likewise, the parameter ߠଶ varies 
between 10 and 30.  
To summarize the proposed method, the crop in the binary image is detected and 
marked. The other white pixels in the binary image that are not marked as crop are 
labeled as weeds. 
The method explained above has been implemented in C++, using OpenCV libraries. 
The processing time is less than 0.1 seconds, which is more than enough to achieve 
real-time processing, since the acquisition frequency is around 1.5 fps, which means 
that we have around 0.66 s to process each frame acquired. 
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3 Results 
Four sequences, a total of 370 frames, were processed using our approach, and the  
results obtained for each frame were registered. In addition to obtaining the ground-
truth set, 46 randomly chosen frames were manually processed using image editing 
software, labeling each pixel as soil, crop or weed. 
Figure 3 shows the result of our approach in some selected frames, while Table 2 
shows the full performance over the four sequences (370 frames). Sequence 1 is the 
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fairest of all, with a very little presence of weeds. Sequence 2 shows a greater 
presence of weeds and sowing errors in the crops. Sequence 3 and Sequence 4 present 
a great density of weeds, which is higher in the latter. All the sequences included 
camera movements due to significant terrain irregularities. The results are analyzed in 
terms of the mean percentage of crop and weed pixels correctly labeled (Hits), false 
positives (FP) and false negatives (FN). For each frame, we need to know the number 
of pixels representing crop and weeds, because the relation between the growth state 
of the crop and the weed density provides a measure of the weed infestation risk 
(Ribeiro et al., 2005) and could therefore be useful in establishing the treatment 
dosage. Additionally, false positives for weed are preferable to false negatives, 











Fig. 3.  Results of the proposed approach. (a) Sequence 1 – example of a scenario with very 
few weeds. (b) Sequence 2 – example of a scenario with weeds and sowing errors. (c) Sequence 
3 – example of a scenario with a heavy presence of weeds. (d) Sequence 4 – example of a 
scenario with a large weed density. Color code: green - crop Hits; black - crop FP; yellow - 
crop FN; red - weed Hits: red; white - weed FP; blue - weed FN. 
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In the results obtained for crops, a similar response can be seen in all sequences, with 
our approach performing well even with high weed density, sowing errors and camera 
movements. The FP mainly occurs along the border of the crop rows, meaning that 
although the FP value appears high in some cases, the error is acceptable. The FN are 
mainly due to the non-detection of some of the endings of the largest leaves. The 
maize crop was highly developed when the sequences were acquired. 
An analysis of the results of the weed occurrences provides the following conclusions. 
In all sequences, most FP are due to a mistake in labeling the edges of maize leaves. 
This leads to a better performance of our approach when the weed density is high 
(high Hits and lower FP), since infestations are detected reasonably well. Moreover, 
the greater the contribution of Hits to the total number of pixels of weeds (Hits + FP + 
FN), the lower the percentage of FP. These percentages of FP make the results worse, 
although false positives are preferable to false negatives in weed labeling. Most FN 
occurs because the algorithm detects some weeds as crop. It should be pointed out 
that even expert users sometimes find crop and weeds difficult to distinguish. 
 
These results make us optimistic about the performance of the method proposed 
herein, since the results obtained are mainly related to the growth level of the crop 
used. Indeed, the results will be much better in less developed crops, which is the 
usual situation at the time of treatment. 
 
 
Table 2. Results of the system (%). 
 
     Crop      Weed  
 Hits   FP FN Hits FP FN 
    Seq.1 74.09 22.81 3.08 16.03 72.65 11.31 
    Seq.2 80.76 12.96 6.27 29.49 51.87 18.62 
    Seq.3 80.65 14.53 4.80 54.76 25.74 19.48 
    Seq.4 70.08 15.24 5.67 56.21 20.83 22.94 
 
4 Conclusions and future work  
In order to achieve site-specific management of weeds, the first and most important 
step is the location and density estimation of weeds. In this paper, a real-time 
approach based on computer vision is proposed for weed detection in wide-row crops.  
The method is only applied in a central strip of the image to ensure that there will 
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always be 4 rows. The method has a first segmentation stage, in which the vegetation 
cover is well distinguished from the rest (soil, stones, debris, straws, etc.) under 
uncontrolled lighting conditions. The method then labels the pixels as weeds and crop 
rows.  
Several experiments have been conducted to test this approach. The results obtained 
are a promising starting point, especially in view of the difficulty presented in this 
kind of image. To improve the proposed approach, work is required to correctly label 
the pixels on the border of the very long leaves, and to distinguish the weeds that are 
very close to the crop row and possibly connected to it. 
Furthermore, bearing in mind the current good results of this approach in the 
identification of the crop rows, the method could be used to include a visual control 
for guiding autonomous vehicles using crop row tracking.  
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Abstract. In the precision agriculture applications with autonomous robotic 
fleets the human operator acts as a decision maker complementing the 
autonomous decisions of the fleet control unit (control base station) and the local 
decisions made by robots. The operator with a direct insight into the operational 
processes and status of all robots can positively influence the effectiveness of the 
mission and facilitate decision-making processes in critical situations. In order to 
support the operator in his role in the overall process, the fleet has to act as an 
information system for the operator and provide him with the appropriate and 
timely delivered information. This paper focuses on data collection function 
within the robotic fleet which is targeted at enriching an operator in-field 
understanding of the mission with specific additional information beyond what 
he can directly perceive by supervising the mission. We describe two 
complementary information components that use different data sources: (1) the 
human-robot interaction (HRI) system enables the operator in a field to obtain 
the current robots’ status, e.g., position, speed, heading, the status of the 
implements; (2) the communication network monitoring system which offers 
information regarding the quality of communication network collected from the 
wireless network routers. In particular the network monitoring interface helps 
the operator to understand and mitigate communication uncertainties which may 
arise during the mission due to the problems in transmission link quality, which 
are characteristic for the outdoor volatile and unstructured environments and are 
hard to detect and can jeopardize a whole mission. Network monitoring system 
for detecting communication network problems consists of distributed client 
applications running on wireless routers which constitute the RHEA 
communication platform and are mounted on the top of each robot. These 
monitoring client applications collect network parameters as related to e.g., the 
network topology, signal strength, bitrate and traffic load, directly from the 
communication drivers of the routers they are running on. Collected data is 
transferred to a central computer that runs the logging function and server-side 
monitoring application. This application provides an interface to the network 
monitoring information for the operator in the field. As a result, the operator can 
continuously monitor network topology and transmission link quality, and use 
this information to make corrective actions when the quality of the network has 
to be improved. Based on the network information the user can predict and 
prevent remote robots of losing a connection with a central station and thus 
being out of service. Combining information from three different sources, i.e., 
data retrieved directly from robots utilizing HRI system, visual perception and 
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network data obtained through the network monitoring system, the user can 
make decisions about whether to increase or decrease robot’s autonomy.  The 
paper describes the details of the realization of these concepts within the 
European Project RHEA-Robot Fleets for Highly Effective Agriculture and 
Forestry Management, and presents selected results of the tests we conducted 
with the developed software. 
Keywords: Human-robot interaction, network monitoring, robotic fleet 
1 Introduction 
The term robotic fleet refers to multiple networked robots operating together, 
coordinating and cooperating, to accomplish a specified task (Kumar, 2008). Due to 
the increasing task complexity and limited robot’s autonomy, the human interaction is 
crucial in achieving high quality goals. Therefore, the requirements on the human-
robot interaction capabilities depend on the challenges of specific applications (Thrun, 
2004). The most challenging future scenario is the one in which humans and 
autonomous robots with self-optimizing and learning capabilities collaborate in joint 
tasks. Currently the main focus is on control with adaptive levels of autonomy. 
Communication between entities is fundamental for achieving a mission goal. 
However, explicit communication is limited in terms of fault tolerance and reliability, 
because it is typically conducted in volatile and unstructured environments which tend 
to partition all members of the robot team (Parker, 2008). As a consequence, robots 
have to deal with dynamic network topology where it is very difficult to predict future 
moves. In most of the existing research, the availability of a communication link 
between two robots is always assumed (Pal, 2013). However, this assumption does 
not hold in unstructured and dynamic environments as the agricultural land is. 
To remedy communication uncertainties and constraints imposed by a volatile 
environment, we propose an approach which harnesses the operator’s ability to have a 
direct insight into the operational processes and information harvested from a 
communication network. We developed two complementary systems that use 
different data sources for leveraging communication reliability: (1) the human-robot 
interaction (HRI) system provides the operator with robot’s status, i.e., position, 
speed, heading, and (2) the network monitoring system which provides information 
on a network topology and a link quality. We expect that the data fusion from those 
two sources will positively influence the effectiveness of the mission and facilitate 
decision-making process in critical situations. The paper is more focused on 
describing the later system, since the former is presented in (Drenjanac, 2012).  
The remainder of the paper is structured as follows: Section 2 introduces the 
motivating use-case, while Section 3 summarizes related work. Section 4 presents 
system architecture. Section 5 evaluates the framework. Finally, Section 6 concludes 
the paper and presents future work. 
2 Precision Agriculture as a Motivating Scenario 
Precise management of agricultural land is aimed at diminishing the use of chemicals 
while improving crop quality, humans’ safety, and reducing costs by utilizing a fleet 
of heterogeneous robots with advanced sensors and actuators. 
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Figure 1 illustrates a precision farming scenario of the RHEA project (RHEA, 2013) 
that provides motivation and requirements for presented work. The core of the RHEA 
concept is a centralized fleet management system that assists the system operator in 
choosing a suitable strategy for field treatment taking into account weed infestation 
map and available robots, their implements and sensors (Fernandez-Quintanilla, 
2011). Additional entity, a field user, remotely interacts with robots through HRI, e.g., 
the user can control robot’s trajectory, speed, and can control an attached implement.  
 
Fig. 1. RHEA scenario 
Communication between entities, i.e., robots, centralized management system, and the 
field user, is implemented with wireless routers which build a backbone for robots’ 
coordination, collaboration, and autonomy capabilities. The initial RHEA concept 
conceives coordination, collaboration, and autonomy as systems dependent on the 
underlying centralized control system and user interactions. We extended this concept 
with the block that represents model of tasks and robotic services (ontology for tasks 
and services description). Introduced semantic description enables robots to 
autonomously select a task within a complex mission which requires a combination of 
different implements, e.g., spraying and flaming implement, and thus becoming aware 
of their local context. We refer to the new concept as the extended RHEA scenario. 
However, all these sub-systems depend on the underlying communication network 
which is an enabler for upper layers and therefore should always be available. Due to 
the dynamic and volatile environment, ensuring reliability and availability of a 
wireless network is a challenging task. Our interest is to increase network quality, and 
therefore mission efficiency, through the development of network monitoring system 
operated by the field user. In this respect we are particularly interested in seamless 
integration of the monitoring system and the field user which should result in 
improved network performances and decreased network outages especially during 
critical mission stages, e.g., when robots are far away from the central station.   
3 Related Work 
In the networked robotic fleets communication is the basic enabler for human robot 
interaction where humans and robots form teams and complement each other’s 
capabilities (Billingsley, 2008). Level of human interaction depends on the level of 
autonomy that robots are embodying. Adaptive autonomy is the term used to refer to 
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autonomy of robotic units designed for flexible change, i.e., the autonomy may 
increase or decrease depending on the state of the system, the environment and the 
requirements of the human operator (Goodrich, 2007). The existing work further 
identifies challenges in designing human robot interaction mechanisms in relation to 
communication constraints, ability to deal with environment uncertainties, coalition 
formation, heterogeneity, and dealing with human variability in response and 
selecting the optimal degree of autonomy (Tews, 2003 and Fazli, 2009).  
In the existing research, the availability of a communication link between two robots 
is almost always assumed. However, this assumption may not hold, e.g., if the 
distance between robots become too large and they lose connectivity (Pal, 2013). In 
(Karaoguz, 2013) authors developed communication module able to update network 
topology in dynamic environment thus increasing operation efficiency. However, 
uncertainties introduced by wireless communication are neglected. Moreover, 
(Arrichiello, 2010) presented a collaborative team of two autonomous surface vessels 
performing a cooperative navigation task while satisfying communication constraint. 
Based on the communication range of each vessel, behaviour-based controller 
activates certain behaviour, i.e., strategy that vessel is going to perform. (Witkowski, 
2008) considered communication effects, e.g., radio signal quality, in designing 
swarming behaviours for robots operating in indoor environment. Developed 
algorithm supports swarming both in connected as well as disconnected mode. 
Furthermore, (Pal, 2013) addressed the exploration problem for a multi-robot system 
subject to constraints imposed by the communication network. Authors utilized some 
ideas from graph theory in modelling robots’ movements while maintaining a 
communication link. (Rooker, 2007) proposed a centralized coordination ensuring 
that no robot will be isolated during a mission. This is achieved by centrally collecting 
positions of all robots and deciding a set of possible future configurations for the fleet. 
Although the majority of robotic systems neglect communication uncertainties, there 
are systems which consider side effects of communication links. Lack of those 
systems is that they usually integrate communication parameters in autonomous 
decision procedures and thus limit their adaptation to changing environments. 
Conversely, our work focuses on involving a human operator in the decision loop 
where the operator is able to manually decide, based on the data collected from a 
communication network and a field, whether and how the communication influences 
robots executing a mission.    
4 System Architecture and Implementation Details 
The idea of the data logging system is to capture all data passing through the wireless 
routers of the Ground Mobile Units (GMUs) and send those data to the Base Station 
(BS) where they are stored in a database and visually presented. During a mission 
provided data facilitate decision-making processes. Figure 2 illustrates the 
architecture of data logging system which consists of three main components: (1) data 
logging client running on each router, (2) data logging server running at BS, and (3) 
the field user who can interact with a fleet. Since the field user is already introduced 
in our previous work (Drenjanac, 2012), the focus is on the data logging system. 
Each wireless router runs a Linux operating system where the tool tcpdump 
(TCPDUMP, 2013) facilitates an access to a wireless network interface. Tcpdump 
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extracts data from packets and routes the data to two different Linux pipes: (1) pipe 
for network monitoring data and (2) for traffic data. The client software continuously 
reads those pipes, processes raw data, stores them into the XML format, and forwards 
to websocket (WebSocket, 2013) client that sends them to the websocket server 
running on BS.  
The server in the data logging system has a twofold purpose: (1) process and store 
data received from clients, and (2) visualize received data through a web application. 
Data extraction process starts when a specific method in websocket server is triggered 
by a message received from one of the clients. Upon the message arrival, its type is 
detected and it is decomposed into a matching Java object. After the objects are 
constructed, methods for storing them in the database are called. By storing data in 
the database, the core part of the data logging is accomplished. After that, data 
visualization component presents collected and stored data in a user friendly way. The 
user is provided with GMU and implement monitoring data, e.g., speed, position, 
heading. Additionally, the interesting part is a network monitoring which provides the 
user with network related data, e.g., network topology, signal strength on a selected 
link, traffic load, error rates. This component helps the operator to understand and 
mitigate communication uncertainties which may arise during a mission. Combining 
those information, the user can influence decision-making processes. 
 
Fig. 2. Data logging system in RHEA 
5 Results and Discussion 
The described implementation has been tested during a mock-up mission to acquire 
data reflecting network performances. The mock-up mission resembled the RHEA 
scenario: BS generated and sent mission to two GMUs which had to execute specific 
trajectory on a test field in CSIC facilities in Arganda del Rey, Spain. During a 
mission execution (14 minutes) logging clients were running on each GMU router and 
server was running at the BS. Although the logging system delivers application data, 
i.e., GMU speed, heading, position, implement information, these are out of the scope 
of this work. We are focused on evaluating performance and quality of the 
communication network spanning between BS and GMUs. Therefore, we analyse 
signal strength and bitrate on links building the communication network. First, we 
analyse the correlation between the signal strength and distance between the 2
nd
 GMU 
and BS. Then inspect the dependency between bitrate and distance on the same link. 
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Figure 3 illustrates how the distance between 2
nd
 GMU and BS attributes the signal 
strength on the link. Here we observe only one GMU and therefore will use GMU 
label instead of 2
nd
 GMU. The graph on Figure 3 has two y axes: the left one is 
distance, and the right one is signal strength. At the beginning of the mission, when 
the GMU was at the starting position, it was around 20 m from BS and the signal 
strength was around -40 dBm. During the mission, distance between the GMU and BS 
was increasing up to 200 m. Maximum distance yielded the signal strength around -70 
dBm which is still acceptable for seamless communication. In the second half of the 
mission distance was decreasing which resulted in better signal quality. 
Figure 4 shows how the bitrate depends on the distance between GMU and BS. Since 
wireless modules on the routers are configured to use two antennas and the 40 MHz 
channel, the maximum theoretical bitrate is 300 Mbit/s. However, the router’s driver 
dynamically chooses whether it will transmit using one or two antennas. The decision 
depends on the amount of transmitted data. Figure 4 denotes that most of the time 
only one antenna was used which resulted with a maximum of 150 Mbit/s bitrate. 
There are two outliers denoting a case when both antennas were utilized. Moreover, 
the bitrate behaves similar as signal strength. On the one hand, it decreases with a 
distance. On the other hand, it is not as stable as the signal strength is. This resulted 
with bitrate oscillations between 5 and 40 Mbit/s when the distance was greater than 
170 m.   
 
 
Fig. 3. Signal strength on the link between 2nd GMU and BS 
Graphs denoting distances on Figure 3 and 4 have a gap at 16:39 which resulted with 
a dispositioning of around 10m. It could be that the GPS receiver on GMU did not get 
correction signal from the BS which resulted in a localization error. 
Since we are dealing with a mesh network, i.e., there are communication links 
between all GMUs and the BS, it is interesting to investigate how the signal strength 
behaves on all links spanning from a router mounted on 2
nd
 GMU to all other network 
entities. Figure 5 illustrates three different links established between 2
nd
 GMU and 1
st
 
GMU (red line), 2
nd
 GMU and 3
rd
 GMU (green line), and 2
nd
 GMU and BS (blue 


















































parked around 30 m from the test field. Therefore, the signal strength on the link 
towards the 3
rd
 GMU is weakest and also decreases by the distance. In addition, signal 
strength on the link to the BS is same as in Figure 3. Moreover, it is worth to notice 
that the signal strength on the link to the 1
st
 GMU does not decrease as much as on the 
other two links. This is because the 1
st
 GMU was executing the same mission as the 
2
nd





Fig. 4. Bitrate on the link between 2nd GMU and BS 
 
 
Fig. 5. Signal strength on all links spanning from 2nd GMU 
Utilizing information from above graphs, the field user can continuously monitor 
network topology and link quality, and use this information to make corrective actions 
when the quality of the network has to be improved. Based on the network 
information, the user can predict and prevent remote robots of losing a connection 
with the BS and thus being out of service. If a robot is moving in a direction opposite 
from BS while executing a mission, the field user can check the link quality between 
the robot and BS and act accordingly. In a case where the link has satisfiable quality 
level, e.g., signal strength is above -70 dBm, the user does not have to interfere with 































































and in that way avoid losing a connection with BS and thus being out of service. Due 
to the visual perception of a field where a mission is taking place, the field user has 
shorter reaction time compared to the user at BS. Therefore, the field user enriched 
with specific additional information beyond what he can perceive, prevents robot’s 
isolation and increases mission efficiency. 
6 Conclusion and Future Work 
Combining data from three different sources (1) data retrieved directly from robots 
utilizing HRI system, (2) visual perception of the in-field situation, and (3) network 
data obtained through the network monitoring system, the user can increase network 
quality by preventing robots for going too far from each other and thus becoming 
isolated. By doing so, the field user can increase the overall mission efficiency by 
reducing the robots outages and increasing their utilization based on the network 
information which helps the user to predict and prevent remote robots of losing a 
connection and thus being out of service. 
Future work will be steered in the direction of modelling a more elaborate robot’s 
service model that we expect to simplify coordination and collaboration issues in 
complex scenarios. Ontology for describing robot’s services will be enriched with the 
network information obtained through the logging system. The focus is to make 
robots aware of communication parameters and integrate those in their decision-
making system. 
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Abstract. With the advance in agricultural machinery and its growing 
utilization, several problems related to the soil compaction has arisen, what 
highly influences the productivity of cultures. The assessment of this 
phenomenon has been carried out in a manual and little efficient way. The aim 
of this work was to automate the Soil Sample Mobile Unit– SSMU,   belonging 
to NEMPA – Machinery and Agroforestry Tires Testing Center - at 
FCA/UNESP in Botucatu-SP, Brazil, in order to reduce operating time and 
effort of its users and accelerate the process. It was designed an Electro-
Hydraulic system that allows the operator to run SSMU equipment and collect 
the information from the soil with a simple command. The automation was 
performed by using a programmable logic controller, responsible for leading 
hydraulic valves with solenoid actuation. These valves replace the handles, 
reducing the effort of the operator and standardizing sampling with always the 
same triggering condition. Actuator and valves were added to the soil sampler, 
eliminating the uncomfortable task of removing discs from the sampler tube, 
decreasing the chances of damaging or contaminating the soil samples. It was 
added a tracking system, for a sample grid measurement with high accuracy as 
well as its georeferencing.  
Keywords: Automation; Penetrometer; Sampler; GNSS; SSMU. 
 
1 Introduction  
The increasing use of machinery has become the soil compaction increasingly 
common in plantations and agricultural crops; it is a serious problem that decreases 
the production and causes high costs and greater time spent for its repair. Soil 
compaction is conditioned on its ability in resisting the efforts required by agricultural 
equipment and this capability is a function of its water content (Dias Junior and 
Pierce, 1996; Silva, 2002). Research indicates that compaction caused by agricultural 
equipment increases soil density and its mechanical resistance (Dias Junior et al., 
1999; Arvidsson, 2001), causing  decrease in porosity and modifications to the 
continuity of pores (Greacen and Sands, 1980; Flowers and Lal, 1998; Dias Junior, 
2000), making it difficult to water infiltration and roots growth, having as a 
consequence a root system that grows on surface layer of the soil, decreasing the root-
soil contact area and the result is less nutrient availability (Lanças et al., 1990; 
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Arvidsson, 2001). Two types of equipment are usually used to perform the evaluation 
of soil compaction: a hydraulic-mechanical sampler, responsible for removing soil 
undeformed samples in rings patterns, with dimensions of 0.025 m of height and 
diameter of 0.069 m, and a hydraulic-electronic penetrometer, used to determinate the 
soil penetration resistance, measured by the cone index (CI). Both are powered by the 
hydraulic system of the tractor. For operation of such equipment, many handles 
commands are needed (see Fig. 3), requiring high operating time and effort of its 
users.  
 
The solution lies in the automation of the processes of this equipment. Automation is 
a key factor in the improvement of productive processes, providing convenience and 
agility to users.  
 
Every system that follows a schedule and can reduce human effort or interference on 
certain process is directly related to automation (Redigolo, 2011) 
This work is intended to automate SSMU equipment so that operation and accuracy of 
their equipment have a significant improvement, with greater safety and comfort for 
the operator, exchanging purely hydraulic equipment by electro-hydraulic equipment 
operated by a Programmable Logic Controller (PLC).  
 
 
Material and methods  
 
At NEMPA – Machinery and Agroforestry Tires Testing Center  - in the  Rural 
Engineer Department -at FCA/UNESP in Botucatu-SP, Brazil, it was assembled an 
equipment that has a penetrometer and soil sampler, known as SSMU - Soil Sample 
Mobile Unit.  
 
SSMU is a semi-trailer that can be transported by any vehicle on the roads, but for its 
use in the field is necessary to be attached to a tractor (see Fig. 1) with a 24V power 
outlet and a hydraulic jack. All SSMU equipment are currently hydraulic, and to 
accomplish this work it was necessary to replace the crank commands by an electro-
hydraulic system.  
 
Two softwares were used to help the development of the project: one to develop 3D 
drawings of SSMU parts and components and another to design and simulate the 
hydraulic and electrical circuits.  
 
These softwares allowed develop an electro-hydraulic system to replace the current 
system, maintaining the same characteristics of sampling, not interfering in the 
readings of soil samples. The data acquisition system developed in LabView 
(graphical programming environment), was not altered, remaining independent of 
circuit actuation. Samples collected in the equipment are packed and hermetically 
seals and then sent them for analysis in soil dynamic laboratory.  
 
The three rings used for soil sampling used to be removed manually (see Fig. 2) with 
the help of several tools and demanded a lot of operator force to be removed, 
damaging the samples from upper and lower discs. With this automated system, 
samples suffer less interference improving quality and making the process more 
effective. 
 
In replacing of the hydraulic motor used to advance the actuator drill by chain 
transmission, it was used a telescopic actuator, which provides a lower hydraulic-fluid 
flow and occupies a reduced space. 
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 Fig. 1. Soil Sample Mobile Unit. (SSMU) 
Fig. 2. Sampling rings being manually removed from the soil sampler. 
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SSMU valves, manually operated, were replaced by electric control valves actuated 
by the PLC. Another valve with electric control was added for the telescopic actuator. 
 
Fig. 3. Drill activation valve of the soil sampler. 
 
The PLC has relay outputs and is powered with 24V from the tractor power outlet or 
from a pack of extra batteries for SSMU.  
 
To perform the measurements at the correct points, following a sampling grid, SSMU 
has a (Global Navigation Satellite System) GNSS system that indicates to the tractor 
pilot if SSMU position is correct – according to the sampling grid - using for this a 
bar led. To ensure greater precision an encoder system is coupled to SSMU wheel, 
which provides a precise displacement measurement from one point to another on the 
sampling grid.  
2 Results and discussion 
The software used for the design and simulation of the both circuit, hydraulic and 
electric, was FluidSim Hidraulic developed by Festo. This software has a large 
repertoire of hydraulic components such as valves, regulators and hydraulic actuators, 
as well as a vast library of electrical components, graphical representations that 
demonstrate constructive ways very close to reality, simulations of movements that 
facilitate the understanding of components functioning, as well as sounds and effects. 
Another advantage is the speed of change of developed projects, and interpretability 
of the hydraulic lines, which has several colors for illustrations (Lisboa and Vieira, 
2012). 
With the help of Fluidsim Hidraulics, a 4/3-way solenoid valve with shutoff position 
and spring-return was chosen to control the actuation of the sampler drill. The 
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telescopic cylinder used a 4/3-way manual valve with shutoff position and spring-
return, which was replaced by a 4/2-way solenoid valve with spring-return by electric 
control. The cylinder responsible for the removal of the sampling rings also has a 4/2-
way solenoid valve with spring-return. A 2-way flow control valve was added to each 
hydraulic equipment, enabling an independent flow adjustment so the hydraulic motor 
can always maintain a continuous rotation, as well as the cylinders have an adjustable 
forward speed. In addition to the flow control valve one pressure relief valve was 
added at the input of the circuit to limit and equalize the hydraulic pressure of tractor 
jacks. The hydraulic circuit of SSMU can be seen in Fig. 4. 
 
 
Fig. 4. Hydraulic Circuit of SSMU 
In principle, this automation could be performed by either a PLC or a microcontroller, 
although it is observed that PLC is a great advantage for robustness, flexibility, 
expansion and no need of a separate project. PLC is prepared to operate in hostile 
environments, gaining in robustness. It is a commercial commodity that does not 
require a separate project for its development, and if expansion of the project is 
necessary, you can count on expansion modules provided by the manufacturers. 
(Souto and Dos Santos, 2012).  
 
For the electric circuit of SSMU (see Fig. 5), it was selected a PLC-CLIC , from 
WEG - CLW-02/20HR-D model, which has 8 digital inputs, 4 analog inputs and 8 
relay outputs, with 24V dc power.  
 
For the 3D drawings of parts SSMU, it was used the Google SketchUp 8 program. 
This SketchUp was undoubtedly a breakthrough in graphical representation, as it is a 
simple program with easy interactivity, much friendlier than AutoCAD, improving 
the legibility of the project because it works directly on the third dimension. Because 
it belongs to a new generation of software it has the free hand feature, with irregular 
traits which resemble the sketches. This software is useful in the conception phase, 
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when you already have an initial idea. However it is not good software to finalizing, 
because of limited resources for texturing. (Fonseca and  Carvalho, 2007). 
The sampler consists of a drill made of a tube having a second inner tube, where the 
rings samples are allocated. To facilitate removal of the rings, the inner tube has a 
side opening and a slit through which the cylinder rod can push the rings. To facilitate 
engagement of the cylinder rod with the slit, it was designed a guide that moves along 
the cylinder rod (see Fig. 6).  
 
With these modifications, it is expected the quality of the samples to have a 
significant improvement. Since the sampling rings no longer require so much effort 




Fig. 5.  Electric Circuit of SSMU. 
Necessary structural changes for the modifications are simple and tend to improve the 
accuracy of operation of MUSS equipment. The most laborious modification is the 
replacement of the sampler drill advancing system, currently using a hydraulic motor 
which moves the drill set by a chain. To place the telescopic cylinder, it will be 
necessary to remove the current system and the hydraulic motor, keeping the side 
guides that hold the drill set. The use of a telescopic cylinder was justified by the 
large space required to accommodate a 1.45 m route hydraulic cylinder, compared to 
the available space in SSMU.  
 
Another very important factor of this project is the added security that the electro-
hydraulic system provides to its operators. To perform the activation of MUSS 
equipment, the operator needs to push two buttons simultaneously spaced 
approximately 1 meter, so he does not activate the equipment while he is not with 
both hands out of reach of the equipment.  The two-hand type actuating devices, aim 
to keep the operator's hands out of the danger zone. (Correa, 2011) If a problem 
occurs during the execution of the operation of the equipment, an emergency button 
can be activated at any time to stop any SSMU process. 
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 Fig. 6. Hydraulic sampler with the cylinder to remove sampling rings  
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2.1 Forecast Improvements 
Adjusting the depth of the Soil Sampler is performed by manual selection of the 
sensors in the telescopic cylinder of the drill. As a suggestion for improvement we 
have forecasted an adjustment by electronic control and sensors. Also, encoders, 
navigation system and sensors, require wires to transmit the information, taking much 
space and requiring many arrangements for fixing. A wireless system can be designed 
in the future. For the power supply of the electric system, in addition to electrical 
outlets 24Vdc tractors, it can be designed a bank of rechargeable batteries and a solar 
energy collecting system. 
3 Conclusion 
We concluded that the SketchUp 3D modeling software is easy to use, very intuitive 
and with several online libraries, which greatly facilitated the design of SSMU new 
parts. Festo FluidSim Hidraulics software is complete, making the design and 
simulation of hydraulic and electrical circuits possible as well as the PLC 
programming in Ladder, also featuring an extensive library of components.  
The new release system of sampling rings is very effective, speeding up the process 
and improving the quality of the samples. The designed system decreased the time of 
sampling, increasing the efficiency on field. Also, it decreased physical efforts, 
improving both operator ergonomics and safety. 
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Abstract. We report on experiences of using the ROS middleware for development 
of agricultural robots. We describe software related design considerations for all main 
components in developed subsystems as well as drawbacks and advantages with the 
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1 Introduction  
Modern robotics emphasizes how physical appearance, or morphology, is tightly 
connected to truly intelligent behaviour (Pfeifer, Scheier 2001). Behaviour is viewed 
as the result of sensors controlling actuators in an inseparable sensory-motor loop 
mediated by the environment, under the control of an appropriate software system 
(Billing et al. 2011). While this view emphasizes the importance of hardware, it also 
indicates that flexibility and goal-directed intelligence  primarily depends on 
the piece of software that connects sensing with acting. Software is indeed what 
“blows life” into otherwise dead robot hardware. Compared to hardware, software has 
the great advantages of being small, lightweight, adaptable, and multipurpose. 
Furthermore, software components often have complexity, degrees of freedom, and 
dimensionality that by far exceed the sensors and actuators they are interfaced to.  
Agricultural robots typically require software in several parts of the robots, and for 
different purposes. Many sensors, such as laser scanners and cameras, often contain 
embedded computers for data acquisition, data processing and communication. 
Further data processing is typically performed in a separate computer running a 
dedicated analysis program. Robot arms and grippers often contain low-level 
controllers for control of joint angles. A dedicated top-level computer typically 
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 contains driver routines for communication with sensors and actuators, and algorithms 
for sensing, motion planning, motion control, gripping, and mission control. Several 
generic tools have been proposed to support the development of robot software. So 
called Robotic Development Environments (RDE), such as ROS (Quigley et al. 
2009), MRDS (Jackson 2008), NAV2000 (Hellström et al. 2008), and Orca 
(Makarenko et al. 2006) aim at simplifying interfacing to hardware and 
communication between software components in a system. The ROS system provides 
support for interfacing with sensors and actuators, communication between software 
components, and also high-level modules for navigation and path planning. ROS has 
become very popular in the last years, not least for academic research and 
development. The main contribution of this paper is an analysis of design 
considerations related to using ROS for development of, in particular agricultural, 
robots. The work is based on experiences from software development within the 
CROPS project (www.crops-robots.eu/), which aims at developing a number of robots 
for agricultural and forestry use. The presented analysis and experiences may serve as 
useful guidelines in similar development projects, both for deciding on appropriate 
software tools, and for the actual software design work. Section 2 gives some 
background to the CROPS project and the ROS system. In Section 3, software related 
design considerations for all main subsystems in the developed CROPS robots are 
described. Drawbacks and advantages with chosen approaches are identified and 
compared to alternative approaches. In Section 4, experiences from the collaborative 
development work are reported and discussed. Section 5 concludes the paper with a 
summary and final discussion. 
2 Background 
2.1 The CROPS robots 
Currently there is a high demand to automate labour in modern greenhouses, 
orchards, plantations and forests. The availability of a skilled workforce that accepts 
repetitive tasks is decreasing rapidly. Furthermore, the climate conditions of the 
working environment in greenhouses are harsh. The resulting increase in labour costs 
and reduced capacity puts pressure on the economic viability of the greenhouse 
sector. A major objective in the CROPS project is to develop scientific know-how for 
a highly configurable, modular and clever carrier platform that includes a modular 
manipulator and intelligent tools (sensors, algorithms, sprayers, grippers) that can be 
easily installed onto the carrier and are capable of adapting to new tasks and 
conditions. Several technological demonstrators are developed for high value crops 
like greenhouse vegetables, fruits in orchards, and grapes for premium wines. The 
robotic platform will be capable of site-specific spraying (targets spray only towards 
foliage and selective targets) and selective harvesting of fruit (detects the fruit, 
determines its ripeness, moves towards the fruit, grasps it and softly detaches it). 
Another objective in CROPS is to develop techniques for reliable detection and 
classification of obstacles and other objects to enable successful autonomous 
navigation and operation in plantations and forests. The agricultural and forestry 
applications share many research areas, primarily regarding sensing and learning 
capabilities. The description in this paper will focus on the development of the sweet-
pepper harvesting robot and the apple-harvesting robot in CROPS. 
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 2.2 ROS  
In the CROPS project, most software development has been done using the ROS 
(Robot Operating System) environment (Quigley et al. 2009), with programming 
done in C++. ROS manages parallel execution of software modules, denoted nodes, 
and administrates Ethernet based communication between nodes (message passing). 
ROS also supports transparent physical relocation of nodes such that computer intense 
program modules easily can be moved to a separate computer. This is particularly 
useful during system development since several research groups can easily connect 
their respective computers to a working system. 
The concept software components (Szyperski 2002) is based on the idea that software 
should be developed by gluing prefabricated components together. Each component 
should be stand-alone with a well-defined interface, and not depend on others to 
work. An example is two components for image analysis that can be interchanged 
without modifying any other code. Our implementation work has been guided by this 
design philosophy, which is also supported by the three major communication 
methods in ROS. The most common method is denoted publish-subscribe or event-
driven communication. Nodes that are interested in data subscribe to the relevant 
topic, and nodes that generate data publish to the relevant topic. With this method, 
nodes are not aware of whom they are communicating with, and data generation and 
usage are synchronized in time. A second communication method, denoted request-
reply communication is supported via so called services, and may be used if 
information is needed before the execution of a node should continue. A node sends a 
request to another node, which replies with the requested data. This method is similar 
to a regular function call. A third method, denoted actions, is used when a node needs 
to wait for or supervise another node to complete a task. A relevant example is 
manipulator motion. By using actions, the calling node gets feedback from the 
manipulator node during motion, and is thereby able to cancel the motion or take 
other actions if necessary.  
3 Technical aspects on and experiences from using ROS 
In CROPS, ROS is used to construct software for a number of subsystems for sensing, 
perception, manipulator control, mission control, and system framework. Design 
considerations, with a specific focus on the use of ROS, are described and discussed 
in separate subsections below for each subsystem.  
3.1 Sensing  
The sensory subsystem is composed of two devices, a high-resolution colour CCD 
camera and a time-of-flight (ToF) camera. Additionally, two virtual sensors and a 
sensory system controller are provided. A virtual sensor is a software unit that acts 
like a sensor and internally retrieves and combines data from other physical, or 
virtual, sensors. One virtual sensor is a multispectral system with data acquisition 
achieved by a combination of a controlled filter wheel and a CCD camera (RGB and 
monochrome format). Another virtual sensor is the RGB-D system, performing data 
registration between a CCD camera (RGB format) and a ToF device (amplitude data, 
confidence map and point cloud data). Use of the virtual sensor concept allows a 
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 multi-sensor framework to be easily adapted to various hardware configurations. The 
control system for the filter wheel and the DAQ card for image acquisition are hosted 
in the real-time framework xPC Target*, which communicates with ROS via TCP 
messages. Low-level control of the system is implemented in the real-time platform 
with ad hoc libraries programmed in C language, and high-level control integrated in 
a ROS node. The TCP messages transmit parameters and commands required for 
controlling and monitoring motion and data acquisition tasks of the sensory 
subsystem. 
Each camera is implemented as a ROS node that provides facilities to dynamically 
reconfigure camera parameters without having to restart the node, as well as services 
for some parameters such as acquisition mode, exposure time, pixel format and 
integration time. Data acquired by each camera, and status of the acquisition, is 
transferred by publishing messages, instead of using request-reply services, as several 
subscribed nodes might require the same information. The sensory system controller 
node is in charge of controlling image acquisition, configuration of parameters, and 
filter wheel motion. The services of the camera nodes allow the sensory system 
controller to set specific hardware configurations required to generate data for the two 
virtual sensors. Synchronous image acquisition is achieved when the controller 
publishes a specific trigger message. This trigger message is sent when the filter 
wheel reaches a requested position. The motion to the next target position is sent as 
soon as the cameras data are successfully acquired. 
3.2 Perception  
Perception is the process of transforming sensor data to a higher level of abstraction. 
The perception architecture is illustrated in Figure 1. Each virtual sensor provides 
feature data. For detection of both apples and peppers several virtual sensors (e.g. 
NDI space, texture, colour normalization) are used.  
 
Figure 1. Perception framework 
                                                          
* QNX (www.qnx.com) 
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 The sensor fusion block includes the following series of blocks that provide one 
output based on several feature data inputs. Split sub images – splits the image 
into several parts depending on variance in lighting conditions and information from 
other sensors. Calculate threshold – calculates the threshold for the sub image, and 
then decides on the existence of an object according to the threshold. Feature 
classifier – decides for each pixel, for each sensor if it belongs to an object (e.g., 
fruit) or not. Object unification – unifies close pixels marked as object into one 
object from different sensors. Classifier – classifies each object to its proper class 
(e.g., if it is a fruit or not). This task is performed with adaptive weighting fusion. 
Each virtual sensor node sends feature data by a published message (2D matrix, with 
several dimensions according to the feature data) so that the sensor fusion node 
continuously receives updated data. The output of the sensor fusion node includes 
data on all detected fruit. Apples are represented by a sphere (X,Y,Z center 
coordinates in image coordinate system and radius in cm). Peppers are represented by 
a truncated cone (X,Y,Z and radius for upper and lower circles of the truncated cone). 
The output data is published continuously as a message since several clients need this 
information. 
This modular framework was chosen to simplify integration of new virtual sensors, if 
and when they become available. Full implementation was conducted in ROS and in 
Matlab. The parallel implementation in Matlab enabled faster development and 
evaluation of algorithms. Since this project was characterized by algorithm 
development in parallel to development of the overall operational system it was 
important to have an independent tool which provides modularity and extensive 
toolboxes for rapid development. Once algorithms were finalized, transfer over to 
ROS was straightforward. 
3.3 CROPS Manipulator 
For robot actuation, low-level motor control and an interface to the joint sensors are 
required. Furthermore, for robot motion, the application of real time systems is very 
common. This allows for synchronized and predictable joint movement and gives the 
possibility to implement high-level control algorithms. Although ROS is not a real-
time framework, there are several standard approaches to combine real time processes 
with ROS. First, one can use a standard PC with Ubuntu and ROS installed. With 
extension cards, low-level communication to the actuators can be provided. With a 
real time extension for Linux, it is possible to control the motors or communicate with 
the motor controllers. The advantage with this approach would be a very good 
integration of the software with ROS. However, even though real-time performance 
of Linux can be improved with the RT-Preempt patch, jitter and latency are still sub-
optimal. A second approach is a real-time operating system with support for ROS. 
One can either implement a custom interface or integrate the ROS communication 
interface as an application, running on the real-time operating system (e.g. with the 
ROS package rosserial). For a more detailed discussion on this topic, refer to 
(Bouchier, 2013). Figure 2 shows the solution chosen for the CROPS manipulator. 
The hardware system consists of a real-time control unit running the commercial 
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 operating system xPC Target†. The xPC is integrated with Matlab/Simulink and 
includes several hardware drivers enabling fast integration and testing. The realtime 
system handles control and low-level communication with manipulator joints and 
end-effectors. The hardware system communicates with ROS using custom 
implemented UDP messages, allowing monitoring and control of the manipulator. 
Since this is the only interface to the rest of the system, all ROS parameters and 
messages required for robot motion must be sent to the real time system by 
transforming them into UDP messages, and status messages from the real time system 
must be transformed back into ROS messages for monitoring. This requires additional 
programming effort. From our experience this is the main drawback of this approach. 
An advantage is the full support and good documentation from the company 
MathWorks, as well as independence from the middleware ROS. Safety features, like 
self-collision checks and inverse kinematic algorithms are implemented on the real 
time control unit. Custom interfaces to ROS high level functionality, like the motion 




Figure 2. Hardware and software architecture of the CROPS manipulator 
3.4 System framework 
A generic software framework for development of agricultural and forestry robots 
was developed as part of the project (Hellström, Ringdahl 2013). The goal was to 
provide generic high-level functionality and to encourage distributed and structured 
programming, thus leading to faster and simplified development of robots. A 
framework developed with similar goals is presented by Jensen et al. (2012). 
Individual ROS nodes are able to respond to input, and can trigger other ROS nodes. 
In theory this allows a chained collection of ROS nodes to perform complex 
sequential tasks. However, building a program in such a way is not always 
appropriate since coordination and core functionality then is mixed. Our solution is to 
                                                          
† MathWorks (http://www.mathworks.com) 
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 use a general state machine to organize and control the order of execution; the 
sequence of functionalities provided by the different ROS nodes. Each state 
represents an algorithmic functionality to be performed by one or several ROS nodes. 
The state machine manages and processes information returned from the ROS nodes, 
and passes it along as input to other nodes when needed. The state can use any of 
three available methods to communicate between nodes; publish-subscribe, request-
reply, or action (see Section 2.3). When certain conditions are met, for example when 
computational results of the ROS nodes are reached, the state machine makes a 
transition to one of the possible next states. Centralizing this transition mechanism to 
a general system component simplifies implementation of user interfaces and error 
handling functionality. A performance monitor constantly checks the status of the 
software system. If an error is detected, an error handler decides on a suitable action, 
such as resetting a node or stopping the system and alerting the user via an error 
message in the graphical user interface (GUI). In addition to showing the status of the 
system, the GUI is also used to start, pause and stop the state machine, and hence the 
entire application. 
3.5 Mission control 
For a specific application, the algorithmic sequence to be executed is defined with a 
flowchart, which can be directly translated into the state machine as described in the 
previous section. In Figure 3, the flowchart for the CROPS sweet pepper robot is 
shown. It contains three main functionalities: initialization, sensing and harvesting. 
Note that there is a sub-state machine included for moving the manipulator. The state 
machine based framework has proven to be useful for coordinating and sequencing of 
operations. It logically arranges the computations to be performed by all ROS nodes 
and thereby separates the coordination task from the actual computations. 
4 Experiences from working with ROS 
In general, ROS has worked to satisfaction, and it has simplified integration of 
components implemented by different partners in the project. ROS provides useful 
tools and libraries that support introspection, debugging, visualizing the state of the 
robot system, and map based localization. ROS also provides seamless integration 
with other popular open-source libraries such as OpenCV, PCL, and MoveIt, which 
may add powerful capabilities to the robot.  
However, as with any framework, it takes considerable time to learn how to use ROS, 
its tools and additional libraries. An experienced problem is that new ROS versions 
often lack full backwards compatibility and a lot of code normally has to be changed. 
This makes ROS particularly problematic to use in commercial applications. 
Therefore, we suggest switching to newer versions only after careful considerations 
and testing. 
Although ROS has its own set of standard message formats that cover most common 
cases, customized message formats are sometimes required. They should follow the 
defined messages description language and should be agreed upon by all partners and 
approved by the responsible software architect.  
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 ROS provides a possibility to maintain a stable publishing frequency of each message. 
Choosing the most efficient frequencies requires careful considerations by all 
involved partners. 
Since ROS is a distributed system using messages to communicate between separated 
nodes, debugging can sometimes be difficult. It is not always obvious why things do 
not work, and in which node the error occurs. On the other hand, the distributed 
approach simplifies development of individual components since they often can be 
tested in isolation by simulating message communication with the rest of the system.  
One initially overlooked decision was whether to use a 32 or 64-bit operating system. 
Whenever possible, the nodes in our system include both 32 and 64-bit libraries such 
that they can be used with both types of operating systems. However, some drivers 
are available only as 32-bit libraries, and can therefore not be compiled on 64-bit 
operating systems. Except for the mentioned problem, it is possible to have both 64 
and 32-bit systems in a project, since ROS is able to communicate over the network 
regardless of operating system type. 
 
 
































































 5 Conclusions and discussion 
ROS is a very popular tool for development of software for robots. This fact alone is 
one of the biggest advantages with the system. Many manufacturers of hardware 
components supply ROS drivers. To avoid problems with missing drivers from third 
parties, it is advisable to use only 32-bit operating systems. The ROS user community 
is highly active. Solutions to many experienced problems can often be found on the 
ROS Wiki or elsewhere online. 
Functionally, ROS normally does its job well. It does not support real-time response, 
which depending on the application can be a disadvantage or not. The modular 
approach makes is possible to develop time-critical components separately, with 
interfaces to the ROS system. The time to learn ROS should not be underestimated. 
To speed up the learning curve, using the tutorials on the ROS Wiki can be 
recommended. Prior knowledge of programming in C++ or Python is a clear 
advantage, if not a prerequisite. 
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Abstract. Many weed species are present in corn fields before herbicide 
application. Each species may have a characteristic spatial pattern resulting from 
its mode of dispersion and growth behavior. The objective of this study was to 
determine the relationship between the spatial process observed in the weed 
infestation and the groups of weeds (broadleaves and grasses) that compose the 
infestation. Ground based imagery was used to map weed presence/absence in 
rainfed corn fields. From the 19 site-years of this study, six demonstrated an 
aggregated spatial pattern. Multi-species spatial patterns of weed infestations are 
not linked to the predominance of a certain group of weed (i.e. grasses vs 
broadleaves). Also, grasses and broadleaved weeds were randomly associated in 
corn fields. It was concluded that the spatial aggregation of weeds was not 
systematic in corn fields and could not be inferred based on the groups of weeds 
that are present in the field. It was also concluded that discrimination of weed 
groups is not mandatory to implement site-specific weed management. 
Keywords: weed, site-specific, spatial, patches 
1 Introduction  
In cultivated fields, weeds can be randomly distributed (Heijting et al. 2007), 
regularly distributed or aggregated (Cardina et al. 1997; Colbach et al. 2000; Backes 
and Jacobi 2006). Within a field, more than one of these spatial patterns can be 
expected. Several mechanisms can lead to random spatial patterns: seed dispersal by 
wind (Heiting et al. 2007), viable weed seeds dispersed by birds or broadcasted with 
organic fertilizers and recruitment from the seed bank for species showing random 
distribution in the bank (Dessaint et al. 1991). Weed species dispersing their seeds by 
projection and gravity tends to display aggregated patterns (Benvenuti 2007). 
Aggregation can result where weed seeds follow water runoff streams (Cavers and 
Harper 1967). Field operations also shape the spatial distribution of weeds: harvesting 
where weed seeds may be rejected behind the combine (Cousens and Woolcock 
1997), plowing and seedbed preparation (Marshall and Brain 1999), soil 
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compaction/disturbance (Longchamps et al. 2012). In crop fields, many observations 
have shown that most weed patches are elongated in the direction of cultivation 
(Johnson et al. 1996).  
 
As single species infestations are rarely encountered in crop fields, it is of interest to 
determine if multi-species weed spatial distributions still present a level of non-
randomness suitable for site-specific weed management (Jurado-Exposito et al. 2003). 
For weed control planning, weeds are usually grouped as either broadleaved 
(dicotyledonous) weeds or grassy (monocotyledonous) unless a nonselective 
herbicide is applied. However, pooling weed species together for the assessment of 
multi-species spatial distribution results into merging several spatial patterns. The 
hypothesis of this study was that multi-species weed spatial distributions can present 
an aggregated pattern suitable for site-specific weed management. The specific 
objectives were to determine: (1) if multi-species spatial distributions are influenced 
by the weed groups present in conventionally tilled corn fields; and (2) if these weed 
groups are spatially segregated. This study was restricted to the spatial distribution of 
both annual and perennial weed species germinating in the current year. 
2 Material and Methods 
2.1 Sites and plot selection 
Data were collected in 2008 and 2009 from June to July in 13 commercial corn (Zea 
mays L.) fields. Among the 13 fields, six were sampled in both years, for a total of 19 
site-years. Corn was planted at 75 cm inter-row spacing, no mechanical weed control 
was implemented, no residual herbicides were applied in spring and conventional 
tilling was applied. Starter fertilizer containing nitrogen and phosphorus was applied 
uniformly in each field. The composition of the weed flora was evaluated at each site-
year. Nine (in 2008) or 16 (in 2009) quadrats (0.5 m × 0.75 m) were systematically 
distributed throughout plots. All weeds present in the quadrats were identified to the 
species level except grasses (noted as Poaceae spp.) and counted. The fields were 
sampled one or two day(s) prior to weed control at the 2 to 4 leaf growth stage of 
corn. The 13 sites were located along the St-Lawrence River, Quebec, Canada. At 
each of the 13 sites, a one hectare plot was selected for image and weed population 
sampling. It was positioned away from field margins and common horsetail 
(Equisetum arvense L.) patches. Common horsetail patches were avoided as they 
form dense patches that are stable from year to year due to poor drainage conditions 
and tolerance to regular herbicide treatments. Sites that were sampled both in 2008 
and in 2009 were monitored at the same locations. Hereinafter, the 19 one hectare 
plots will be referred to as site-years. 
2.2 Imagery, segmentation of vegetation and weed cover information 
All 19 site-years were exhaustively photographed with a camera (Nikon D100 RGB 
digital camera) mounted at 2.5 m above the ground on a mobile platform controlling 
ambient light conditions. The camera was triggered at every three meters and each 
image covered 2 m by 3 m at 1 pixel mm-2 overlapping over four corn rows (Figure 
1a). Images were analyzed with a custom build Matlab™ program to segment 
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vegetation pixels from other pixels using principal component analysis. Further 
details about the mobile platform and the image segmentation method can be found in 
Longchamps et al. (2013). Around 1100 pictures were taken in each plot.  
 
Segmented binary images, where only vegetation remained (Figure 1b), were 
processed by computing a vertical sum of the pixels. Doing so resulted in bell shaped 
curves at the locations of the corn rows. A fixed distance on each side of the row 
center was used to delineate the area of the image where corn blobs were located. 
This process generated three corn-free inter-row areas for each image. Weed cover 
was measured by summing the number of pixels of vegetation in the corn-free inter-
row areas. The inter-row located in the middle of each image was used for 
comparison with the evaluation of the crop advisers (see below) and all three inter-
rows were used independently to create maps of weed presence/absence. More details 
on image processing to extract weed cover information can be found in Longchamps 
et al. (2013). A conservative weed cover threshold of 0.102 was used to convert weed 
cover data to presence/absence of weeds (Longchamps et al. 2014). 
2.3 Crop adviser input for weed groups 
A sample of images was sent to three crop advisers (professional agronomists) for the 
evaluation of weed infestation. A total of 2795 images were systematically sampled, 
one every ten images from the entire data set in the 19 site-years. The sampled images 
were sent to the crop advisers along with a custom program to process the images. For 
each image, advisers had to evaluate if the image was not infested (0), was clearly 
dominated by grasses (1), had equivalent proportions of both grasses and broadleaved 
weeds (2) or was clearly dominated by broadleaved weeds (3). To assign a group of 
weed (grass or broadleaved) to each image, there was a need to establish rules (Table 
1) for compiling the results from each of the three crop advisers. For cases 6 and 9 in 
Table 1, the image was further investigated by the authors to confirm the type of 
infestation (0, 1, 2 or 3) using a magnified image. 
3 Spatial analysis 
Two approaches were used to study the effect of the different weed groups on the 
spatial distribution of the entire weed population: (1) correlating Pielou’s index of 
non-randomness (Pielou 1959) of the population to the proportions of the different 
weed species measured with quadrat sampling; (2) measuring segregation between 
grasses and broadleaved weeds with Pielou’s index of segregation (Pielou 1961).  
3.1 Level of non-randomness and groups of weed 
Non-randomness was measured by the Pielou’s index of non-randomness (Pielou 
1959). This index is estimated for a point process (here presence/absence of weeds) 
within a defined area using control points and is based on point-to-plant nearest 
neighbors. It is defined as: 
 ωπρα   (1) 
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where α  is the index of non-randomness, ρ  is the average density of weed presence 
points per unit area and ω  is the mean squared distance between randomly 
distributed control points and their nearest neighboring weed. The value of α  
increases as the level of aggregation increases and it has an expected value of 1 for a 
random distribution of points over the area (Mountford, 1961). A hundred control 
points were randomly distributed within the boundaries of the weed map to measure 
the mean squared distance. A randomization test was used to define a proper 
confidence interval. One  thousand permutations of both weed and control point 
locations were done by reassigning the same number of weed presence points 
randomly at any location sampled (i.e. all inter-rows) in order for ρ to stay constant. 
This defined a density function for α  for the case of a random distribution from 
which a confidence interval was estimated. The site-years were divided into three 
groups according to their spatial pattern as factor (regular, random or aggregated), and 
the proportion of grass weed individuals on all weed individuals was used as input 
variable for analysis of variance (R Development Core Team 2010) with model: 
 
iii εPg~ Σ  
(2) 
where for sample i , Σi is the spatial pattern (aggregated, regular or random), Pgi is 
the proportions of grasses and εi the residual.   
 
 
Fig. 1. a. Color image; b. Segmented image. The dashed rectangle highlights the region of 
interest of the image 
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Table 1. Criteria used to compile weed group assessment by crop advisers. Adviser order is 
interchangeable. 
 
Case Adviser 1 Adviser 2 Adviser 3 Compiled 
1 0 0 0 0 
2 0 0 1 1 
3 0 0 2 2 
4 0 0 3 3 
5 0 1 1 1 
6 0 1 2 9 
7 0 1 3 2 
8 0 2 2 2 
9 0 2 3 9 
10 0 3 3 3 
11 1 1 1 1 
12 1 1 2 1 
13 1 1 3 2 
14 1 2 2 2 
15 1 2 3 2 
16 1 3 3 2 
17 2 2 2 2 
18 2 2 3 2 
19 2 3 3 3 
20 3 3 3 3 
 
3.2 Segregation 
Pielou’s index of segregation (S) was used to measure the segregation between grass 
weeds and broadleaved weeds (Pielou 1961). The index (S) compares the observed 
frequency of mixed pairs (a grass neighboring a broadleaf) to the expected frequency 







1S  , (3) 
where ABF
~
 is the observed frequency of the mixed pairs and ABF  is the expected 
frequency. Computational details can be found in Pielou (1961). A 1S  indicates a 
perfect spatial segregation and 0S  indicates a complete independence in the 
distribution of the different groups of weeds. A 1S  indicates a perfect spatial 
association of the different groups. As suggested by Meagher and Burdick (1980), a 
Monte Carlo method with 1000 permutations was implemented to test for significance 




 From the quadrats sampled for weed counts, there were on average more grasses 
(41.1 individuals per m2) encountered than broadleaved weeds (22.4 individuals per 
m2) (Table 2). Each weed category was present in every site-year. The counts for each 
weed group were variable from one adviser to the other:  adviser 1 classified a higher 
number of images as showing a weed cover too low to be interpreted; adviser 2 
classified few images as showing higher proportions of broadleaved weeds and a 
higher number of images as showing a mixed infestation. A total of 109 images 
requested an additional evaluation by the authors of this paper (code 9, Table 1). 
 
Table 2 reports the proportions of grasses on all weed that were used for the following 
analysis. From the 18 site-years where data was available, eight had a majority of 
grasses, eight had a majority of broadleaved weeds and two had practically no 
grasses. According to Pielou’s index of non-randomness, there was a significant 
(p < 0.05) aggregated point pattern ( α >1) in 6/19 (31.6 %) site-years, and only one 
showed a significant regular pattern ( α <1). The other site-years demonstrated a 
random spatial distribution. Analysis of variance showed that the proportion of 
grasses (p = 0.846) did not have a significant effect on the spatial pattern occurring in 
the different site-years.  
 
No site-year showed segregation between the two groups of weeds at the field scale (S 
in Table 2). This implies that a grass weed had equal probability of having a grass 
weed point or a broadleaved weed point as a neighbor and vice versa. The confidence 
interval, as estimated from 1000 permutations, was almost symmetrical around zero 
except for site-years that had less than 12 % grasses. In these later cases, the 
confidence interval was sometimes skewed toward the positive values. 
5 Discussion 
In the present study, the spatial pattern of multi-species data as detected by Pielou’s 
index of non-randomness, cannot be explained by the proportion of grasses. Several 
studies concentrating on individual species depicted aggregated pattern of weeds 
(Cardina et al. 1995, Gonzalez-Andujar and Saavedra 2003). Few studies have 
compared single-species and multi-species patterns (Jurado-Expósito et al. 2003). In 
the present study, it was not possible to infer the type of spatial pattern of weed 
distribution by observing the groups of weed that are present and their respective 
proportions.  
 
Although group specific spatial patterns were not detected, this could have been due 
to the fact that grasses and broadleaved weeds have distinct spatial patterns that sum 
up into a multi-species pattern not linkable to the species present in the field. The 
segregation analysis was implemented to find out if weed groups were spatially 
segregated at the field scale only, thus forming distinct spatial patterns. In each of the 
19 site-years of this study, no segregation was observed between broadleaved weeds 
and grasses at the field scale. In other words, at field scale, the spatial distribution of 
grasses and broadleaved weeds overlapped and all weed patches most likely contained 
both groups of weeds. This finding tends to lessen the need for discrimination 
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between weed groups for the creation of weed maps. This, however, does not exclude 
the fact that at the scale of individual weeds, higher segregation between weed groups 
could have been observed.   
 
Table 2. Density (weeds per m² from quadrat sampling) by weed groups; proportion of grasses 







of  Grasses   S 
a08  14.5 4.7 0.25 1.44 ** 0.02 
b08  5.6 4.4 0.44 2.66 ** 0.03 
d08 NA NA NA 0.87 0.01 
e08  44.1 395.6 0.90 0.88 -0.01 
f08  11.3 13.3 0.54 0.79 * 0.01 
g08  48.6 79.4 0.62 0.94 -0.01 
j08  43.0 1.2 0.03 1.17 -0.01 
l08  26.1 0.9 0.03 1.27 * 0.00 
m08  28.7 20.1 0.41 0.83 0.00 
a09  55.8 22.0 0.28 0.99 -0.05 
c09  14.0 20.7 0.60 0.82 0.01 
d09  8.7 19.3 0.69 1.79 ** 0.00 
e09  29.7 123.5 0.81 0.93 0.01 
f09  12.2 13.0 0.52 1.09 -0.06 
h09  10.7 6.7 0.38 2.84** 0.02 
i09  2.5 8.2 0.77 1.21 * 0.03 
j09  11.3 2.0 0.15 0.91 0.00 
k09  9.0 0.8 0.08 1.09 0.00 
l09  28.0 3.8 0.12 0.89 0.00 
Mean 22.4 41.1    
 * p < 0.05; ** p< 0.001 
 
 
A given herbicide targets weeds having physiological affinities but not necessarily 
similitudes in spatial distribution. In this study, weeds were separated into grasses and 
broadleaved to match how herbicides are commonly classified. Most agricultural 
fields have multi-species weed infestations. Moreover, with the advent of genetically 
engineered crops, non-selective herbicides are commonplace. It is thus relevant and 
feasible to address weed spatial distribution characterization in a multi-species 
approach. Using machine vision, isolating crop plants can be done because of their 
greater uniformity in color, shape, seeding patterns and growth stage compared to 
weed populations. This would make real time site-specific weed management more 
accessible with current sensing technology. 
 
Acknowledgments 
Financed by the Pesticide Risk Reduction Program, a joint initiative of Agriculture 
and Agri-Food Canada and Health Canada’s Pest Management Regulatory Agency.  
RHEA-2014 527
References 
Backes, M. and J. Jacobi. 2006. Classification of weed patches in QuickBird images: 
Verification by ground truth data. EARSeL eProceedings. 5(2):173-179. 
Benvenuti, S. 2007. Weed seed movement and dispersal strategies in the agricultural 
environment. Weed Biology and Management. 7(3):141-157. 
Cardina, J., G.A. Johnson, and D.H. Sparrow. 1997. The nature and consequence of 
weed spatial distribution. Weed Science. 45(3):364-373. 
Cardina, J., D.H. Sparrow, and E.L. McCoy. 1995. Analysis of spatial distribution of 
common lambsquarters (Chenopodium album) in no-till soybean (Glycine max). 
Weed Science. 43(2):258-268. 
Cavers, P.B. and J.L. Harper. 1967. The comparative biology of closely related 
species living in the same area: IX. Rumex: The nature of adaptation to a sea-
shore habitat. Journal of Ecology. 55(1):73-82. 
Colbach, N., F. Forcella, and G.A. Johnson. 2000. Spatial and temporal stability of 
weed populations over five years. Weed Science. 48(3):366-377. 
Cousens, R. D. and J. L. Woolcock. 1997. Spatial dynamics of weeds: an 
overview. Pages 613–619 in Proceedings of the Brighton Crop Protection 
Conference—Weeds; Brighton, U.K.: BCPC. 
Dessaint, F., R. Chadoeuf, and G. Barralis. 1991. Spatial pattern analysis of weed 
seeds in the cultivated soil seed bank. Journal of Applied Ecology. 28(2):721-
730. 
Gonzalez-Andujar, J.L. and M. Saavedra. 2003. Spatial distribution of annual grass 
weed populations in winter cereals. Crop Protection. 22(4):629-633. 
Heijting, S., W. Van Der Werf, A. Stein and M.J. Kropff. 2007. Are weed patches 
stable in location? Application of an explicitly two-dimensional methodology. 
Weed Research. 47(5):381-395. 
Johnson, G.A., D.A. Mortensen, and C.A. Goyway. 1996 Spatial and temporal 
analysis of weed seedling populations using geostatistics. Weed Science. 
44(3):704-710. 
Jurado-Expósito, M., F. Lopez-Granados, L. Garcia-Torres, A. Garcia-Ferrer, M. 
Sanchez de la Orden, and S. Atenciano. 2003. Multi-species weed spatial 
variability and site-specific management maps in cultivated sunflower. Weed 
science. 51(3):319-328. 
Longchamps, L., B. Panneton, M.J. Simard, G.D. Leroux. 2012. Could weed sensing 
in corn interrows result in efficient weed control? Weed Technology, 26 (4), pp. 
649-656. 
Longchamps, L., B. Panneton, M.J. Simard and G.D. Leroux. 2013. A technique for 
high-accuracy ground-based continuous weed mapping at field scale. Trans. of 
the ASABE 56(6): 1523-1533. 
Longchamps, L., B. Panneton, M.J. Simard and G.D. Leroux. 2014. An imagery 
based weed cover threshold based on expert knowledge. Weed Science 62:177-
185. 
528 RHEA-2014
Marshall, E.J.P. and P. Brain. 1999. The horizontal movement of seeds in arable soil 
by different soil cultivation methods. Journal of Applied Ecology. 36(3):443-454. 
Meagher, T.R. and D.S. Burdick. 1980. The Use of Nearest Neighbor Frequency 
Analyses in Studies of Association. Ecology. 61(5):1253-1255. 
Mountford, M.D. 1961. On E. C. Pielou's index of non-randomness. Journal of 
ecology. 49(2):271-275. 
Pielou, E.C. 1959. The use of point-to-plant distances in the study of the pattern of 
plant populations. Journal of Ecology. 47(3):607-613. 
Pielou, E.C. 1961. Segregation and symmetry in two-species populations as studied 
by nearest-neighbour relationships. Journal of Ecology. 49(2):255-269. 
R Development Core Team. 2010. R: A language and environment for statistical 
computing. R Foundation for Statistical Computing, Vienna, Austria. ISBN 3-





DETECTION OF TREES BASED ON QUALITY-
GUIDED IMAGE SEGMENTATION 
THOMAS HELLSTRÖM, AHMAD OSTOVAR  
 
Department of Computing Science, University of Umeå, SE-901 87 Umeå, Sweden 
 
Abstract. Detection of objects is crucial for any autonomous field robot or 
vehicle. Typically, object detection is used to avoid collisions when 
navigating, but detection capability is essential also for autonomous or semi-
autonomous object manipulation such as automatic gripping of logs with 
harvester cranes used in forestry. In the EU financed project CROPS, 
special focus is given to detection of trees, bushes, humans, and rocks in 
forest environments. In this paper we address the specific problem of 
identifying trees using color images. A presented method combines 
algorithms for seed point generation and segmentation similar to region 
growing. Both algorithms are tailored by heuristics for the specific task of 
tree detection. Seed points are generated by scanning a vertically 
compressed hue matrix for outliers. Each one of these seed points is then 
used to segment the entire image into segments with pixels similar to a 
small surrounding around the seed point. All generated segments are refined 
by a series of morphological operations, taking into account the 
predominantly vertical nature of trees. The refined segments are evaluated 
by a heuristically designed quality function. For each seed point, the 
segment with the highest quality is selected among all segments that cover 
the seed point. The set of all selected segments constitute the identified tree 
objects in the image. The method was evaluated with images containing in 
total 197 trees, collected in forest environments in northern Sweden. In this 
preliminary evaluation, precision in detection was 81% and recall rate 87%. 
Keywords: Seed point, Image segmentation, Region growing 
Introduction  1.   
Detection of objects in the environment is crucial for any autonomous forest 
machine (Hellström et al. 2009) or forest robot (Vestlund and Hellström 2006). 
In the EU financed project CROPS, special focus is given to detection of trees, 
bushes, humans, and rocks in forest environments. In this paper we address the 
specific problem of identifying trees using color images. Targeted use is object 
detection/avoidance (Hellström et al. 2006) and path planning for autonomous 
forest machines (Hellström and Ringdahl 2009).  
     Byrne and Singh (1998) presented work on tree detection in images taken by 
ground-based camera, but is a rare example of published research focusing on 
this specific task. Ali et al. (2008) constructed classifiers using a large number 
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of image features for detection and also for estimation of distance. Other 
sensors than cameras, such as laser scanners, have been successfully used to 
detect and measure trees (e.g. Ringdahl et al. 2013).  
     The use of color information to distinguish between object types is 
particularly difficult in outdoor conditions. The color of an object depend on 
many factors that are independent of the object, such as ambient light color, the 
reflectance of the object, orientation of object with respect to the light source, 
orientation of the object with respect to the camera, and camera parameters 
(Buluswar and Draper 1998). This means that the color of an object may vary 
depending on time of the day and weather conditions, and of course also season 
(see e.g. Batllea et al. 2000). Sharp shadows and high contrast are two additional 
factors that complicate the task.  To deal with color related problems in image 
analysis, the HSV (Hue, Saturation, Value) is often preferred to the standard 
RGB representation. The hue channel represents the dominant wavelength and 
saturation the lack of whiteness, while value represents the quantity of light 
received by the camera (Murphy 2000, p.223). Figure 1 shows the different 
color representations for an example image, and also illustrates that HSV by no 
means removes all problems with color image analysis. While the tree trunks in 
the image appear to have a clearly identified and homogenous color in the RGB 
image, the hue image reveals that this is not at all the case. In this gray-scale 
representation, the hue of the trunk varies from dark gray to almost white. This 
makes regular segmentation based on hue very problematic. The rightmost 
image appears to be more suited for simple segmentation, but the situation may 
very well be reversed for other images. Region growing methods for 
segmentation (e.g. Gonzalez and Woods 2006, p.785) run into the same kind 
problems with this kind of images of natural objects (Cheng et al. 2001; Ilea and 








Figure 1. RGB, hue, saturation, and value representations (left to right) of the image used 
as example in the paper. 
 
In this paper, an algorithm aiming at robust detection of trees in color images 
from forest environments is presented. The algorithm combines novel methods 
for seed point generation and object specific segmentation. Segmentation is 
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followed with morphological refinement, quality assessment, and fusion of the 
best segments for each detected object. The method has been evaluated using 30 
images collected in forest environment in northern Sweden and show a precision 
of 81% and recall rate of 87%.   
     The paper is organized as follows. In Section 2, the algorithm is described in 
detail. Results from empirical evaluation are presented in Section 3 and 
conclusions and directions for future research are presented in Section 4. 
Algorithm for detection of trees 2.   
The basic modules and flow of information in the algorithm are illustrated in 
Figure 2. Examples of output from each module are shown in the lower part of 
the figure. An overview of the algorithm is given in the next subsection with 




Figure 2. Basic modules and flow of information in the algorithm. 
2.1.   Algorithm overview 
The input RGB image is first converted to HSV color space (Paschos 2001). 
Alternatives such as RGB, grays scale, and Lab were also evaluated but gave 
poorer results in our experiments. Seed points are generated by scanning a 
vertically compressed hue matrix for columns with outliers. Each seed point is 
then used to identify segments in the image. All generated segments are refined 
by a series of morphological operations, taking into account the predominantly 
vertical nature of trees and other desirable features. All generated segments are 
evaluated using a heuristically designed quality function. For each seed point, 
the segment with the highest quality is selected among all segments that cover 
the seed point. The set of selected segments constitute the identified tree objects 
in the image.  
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2.2.   Image acquisition 
The input to the algorithm is an RGB image matrix of dimension  𝐾𝑥𝑀𝑥3 (in our 
experiments 𝐾 = 240,𝑀 = 320). These matrices are first converted to HSV 
matrices h, s, and v, which are then used in the subsequent modules.  
2.3.   Generation of seed points 
The basic idea behind the seed point generation is to find locations in the image 
that stick out out from the horizontal surrounding. h, s, and v are first 
compressed into 𝑁x𝑀 matrices 𝐻, 𝑆, and 𝑉 where each pixel is the average of 𝐿 = 𝐾/𝑁 vertically oriented pixels in the original matrix. For h, the 
computation becomes: 
 𝐻 𝑟, 𝑐 = 1𝐿 ℎ(𝑖, 𝑐)!"!!!"!!!! , 1 ≤ 𝑟 ≤ 𝑁, 1 ≤ 𝑐 ≤ 𝑀. (1) 
 
    S and V are computed in a corresponding way. The 𝑁 rows in 𝐻, 𝑆, and 𝑉 are 
also denoted bands. In our experiments, 12 bands are used, i.e. N = 12. H for 
the image in Figure 1 is shown as a gray scale image in Figure 3, leftmost sub-
figure. The compression is motivated and inspired by the predominantly vertical 
orientation of the trees to be detected, and leads to both substantial speed up and 
increased performance in the generation of seed points. The N bands is then 
analyzed one by one to identify columns c at which the 𝐻(𝑟, 𝑐) takes extreme 
values. This is done by computing normalized differences 𝑘 𝑟, 𝑐  between hue 𝐻(𝑟, 𝑐) and the average hue in band 𝑟: 
 𝑘 𝑟, 𝑐 = 𝐻 𝑟, 𝑐 − 𝜇!𝜎!  (2) 
 
where 𝜇!   and 𝜎! are the mean and standard deviation for hue in band r. k is 
converted to a probability measure 𝑝(𝑟, 𝑐) by applying the cumulative density 
function CDF for a normal distribution:  
 𝑝 𝑟, 𝑐 = 𝐶𝐷𝐹 𝑘 𝑟, 𝑐 . (3) 
 
     𝑝 𝑟, 𝑐  takes values between 0 and 1 and is interpreted as the probability for 
pixel (𝑟, 𝑐) sticking out in hue dimension. Values close to 1 means that hue 𝐻 𝑟, 𝑐  differs significantly from the row average 𝜇. In Figure 3, mid sub-figure, 𝑝 𝑟, 𝑐  is shown in red curves for each band 𝑟, 1 ≤ 𝑟 ≤ 𝑁. To exclude points 
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with extreme hue, saturation, or value, 𝑝 𝑟, 𝑐  is set to 0 for pixels not fulfilling 
the condition   0.01 ≤ 𝐻 𝑟, 𝑐 ≤   0.99   ∧   0.01   ≤   𝑆(𝑟, 𝑐)   ≤   0.95   ∧   0.01 ≤ 𝑉(𝑟, 𝑐)   ≤   0.95. 
 
     𝑃 𝑐  is defined as the maximum of 𝑝 𝑟, 𝑐  over all bands: 
 𝑃 𝑐 = 𝑚𝑎𝑥!!!!! 𝑝 𝑟, 𝑐 , 1 ≤ 𝑐 ≤ 𝑀. (4)            𝑃 𝑐  is smoothed by a symmetrical moving average filter of length 5 and is 
then searched for peaks (the Matlab® function findpeaks is used to locate local 
maxima) larger than 𝜇! + 0.5𝜎! where 𝜇!  and 𝜎!  are mean and standard 
deviation for the vector 𝑃 𝑐 , 1 ≤ 𝑐 ≤ 𝑀. The found columns for maxima are 
denoted 𝑐!,…    , 𝑐!. Corresponding row numbers 𝑟!,… , 𝑟! (1 ≤ 𝑟! ≤ 𝐾) referring 
to the rows in the uncompressed h matrix are set to the mid row for the band r 
for which 𝑃(𝑐!) achieves the maximum value in Equation 4. 𝑃 𝑐  (smoothed) is 
illustrated in Figure 3, rightmost sub-figure, together with found local maxima. 
The set of coordinates (𝑟!, 𝑐!),… , (𝑟!, 𝑐!)   of found maxima are used as seed 
points and are input to the segmentation module described in the next section. 
 
2.4.   Multiple segmentations 
The h, s, and v matrices are segmented once for each one of the J found 
maxima, with upper and lower thresholds determined by the generated seed 
point. Each seed point is first adjusted to increase the probability that it is placed 
on a tree, and not outside the edge. This is done by evaluating 5 patches 𝑄!,… ,𝑄!, each one containing the seed point (see Figure 4).  Each patch is 13 
pixels high and 3 pixels wide. Based on the assumption that the color of tree 
trunks is more uniform than of typical background, patch Q! is selected with k 
determined by 𝑘 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝑚𝑖𝑛  (𝜎!! ,𝜎!! ,𝜎!! )1 ≤ 𝑖 ≤ 5  (5) 
 
where 𝜎!! ,𝜎!! ,   and σ!!  are standard deviations for all pixels in patch i for hue, 
saturation, and value respectively. Thresholds for segmentation are based on the 
mean and standard deviation in selected 𝑄!. For hue, low and high thresholds 
are computed according to 
 𝑣!!"! = 𝜇!! + 𝑛!"#𝜎!!𝑣!"# = 𝜇!! − 𝑛!"#𝜎!!  (6) 
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where 𝜇!!  is mean hue for all pixels in 𝑄! for hue.  For the presented results, 𝑛!"# = 3. Thresholds for saturation and value are computed in a similar fashion. 
The segmentations are performed in all three dimensions at the same time. I.e., 
for a pixel to be selected, it has to be between the low and high thresholds for 
hue, saturation, and value. The examples in Figure 5 (top row) show four 




Figure 3. Hue values downsampled to 12 bands (left). 𝑝 𝑟, 𝑐  for each band (mid). 
Maximum over all bands is interpreted as the probability P for a column sticking out in 
hue space (right). Seed points (red circles) are generated at the peaks of P, with vertical 




Figure 4. For each seed point (red dot), a patch is chosen by evaluating 5 alternatives 𝑄!,… ,𝑄! that all contain the seed point, and choosing the one with lowest standard 
deviation in hue dimension. In the shown example, patch 𝑄! is selected. 
2.5.   Morphological processing 
     Each segmentation is followed by a series of morphological operations 
(Gonzalez and Woods, 2006, p.687) to detect, predominantly vertical, segments 
in the image. First erosion is performed with a vertically oriented 2 pixels high 
structural element. This operation aims at emphasizing vertical segments at the 
expense of horizontal segments. A dilation operation with a vertically oriented 8 
pixels high structural element follows. This aims at filling out (primarily 
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vertical) holes and connecting segments that are close. Finally, an opening 
operation is performed to remove segments smaller than 96 pixels. Examples of 
results after all morphological operations are shown in Figure 5 (bottom row). 
 
 
Figure 5. Multiple segmentations (top row) based on 4 different seed points (red dots), 
and result after erode, dilate, and open morphological operations (bottom row). 
2.6.   Quality-guided fusion 
All segments, from the multiple segmentations, are evaluated by a heuristically 
determined quality function returning a number for an input segment. Quality is 
used for two purposes: 1) To reject segments that probably do not represent a 
tree of the kind that should be detected. 2) To compare different segmentations 
of the same object in the image. Rejection is accomplished by checking 
boundary conditions for the following segment features: Area of the convex hull, 
Area, Orientation, Eccentricity, Solidity, Height (for details on the definition of 
these features, see the Matlab® documentation of the regionsprops function and 
also Gonzalez and Woods (2006)). Quality is set to zero if any of these 
conditions are violated. Segments fulfilling all conditions are assigned a quality 
value equal to the product of Solidity, Length, and Eccentricity. Solidity is 
usually computed as the ratio between Area and Area of the convex hull. To 
avoid the costly computation of the latter feature, it is replaced by the area of an 
approximating ellipse, which can be efficiently computed. 
When the quality function has been applied to all generated segments, all 
segments covering the same seed point are compared, and the segment with 
highest quality value is selected and assigned to the associated seed point. This 
fusion of segmented images results in optimal choices of segmentation for every 
seed point, in the sense that the segment with highest quality will be chosen for 
each seed point. The result corresponding to the example shown in Figure 5 is 
shown in Figure 7. Each detected object is identified by a set of labeled pixels 
displayed in distinct colors for each object. The set of detected objects constitute 





Figure 6. Pseudo code for the quality function, which is used to compare different 
segmentations of the same tree. The returned value depends on features describing area, 





Figure 7. Final result of object detection based on the image shown in Figure 3 
(rightmost). All trees are detected, but the example shows the need for further processing 
to avoid the vehicle tire being confused as part of the nearby tree (yellow segment),  and 
to separate the two trees detected as one tree (light orange segment) 
Experimental evaluation 3.   
The algorithm was evaluated using a set of 30 images containing in total 197 
trees, collected in a forest environment in northern Sweden. In these images, a 
total of 334 seed points were generated. 234 of these seed points were manually 
verified to be located on trees, giving a recall of 93.6% and a precision of 70% 
for seed point generation. The overall algorithm managed to correctly detect 171 
of the 197 trees, giving a recall rate of 86.8%. 18.6% of all segments were 
incorrectly classified as trees, corresponding to a precision of 81.4%. Generation 
of seed points took on average 7.7 ms per image with an Intel(R) Core(TM) i7 
CPU, 2.70GHz, 8GB RAM computer, and the subsequent operations for 
real function quality(segment s) 
sol = s.Area /(π*s.MajorAxisLength/2*s.MinorAxisLength/2) 
if s.Area/sol <MAXCONVEXAREA AND s.Area>MINAREA AND 
|s.Orientation|>MINORIENTATION AND 
s.Eccentricity>MINECCENTRICITY AND sol<MINSOLIDITY AND 
s.MajorAxisLength>MINHEIGHT  then 
  quality = sol * s.MajorAxisLength * s.Eccentricity 
else 






detection of objects took on average 145 ms per image, including 13 ms for 
RGB to HSV conversion. 
Discussion and conclusions 4.   
Generation of good seed points is essential for most methods building on 
segmentation such as region growing algorithm. The presented algorithm 
manages well in finding seed points on trees and other predominantly vertical 
objects. This is achieved by incorporating the verticality requirement in the seed 
point algorithm. The vertical downsampling, horizontal search for outliers, and 
the vertical orientation of the structural elements in the morphological 
operations all contribute to this. 
     The color space conversion to HSV, and segmentation based on all three 
channels give several benefits. For instance, problems related to inhomogeneity 
in hue, saturation and value are reduced. Inhomogeneity may be caused by 
shadows and highlights, especially in images of natural objects such as tree 
trunks.  
     The multiple segmentations shown in Figure 5 illustrate several interesting 
facts. An object is not necessarily best segmented using a seed point placed on 
the object. The thresholds chosen in the rightmost segmentation extracts the 
leftmost tree much better than does the leftmost segmentation. The seed point in 
second leftmost image is not good for segmentation of the tree on which it is 
located, the reason being branches having the same color as lots of the 
background. This illustrates the rationale behind the multiple segmentations in 
the algorithm. 
     The quality function plays an important role in finding optimal segmentation 
for each seed point, and also for rejecting seed points that do not belong to tree 
objects, such as the rightmost seed point in Figure 7. 
     Future work will incorporate a classifier in the quality function, such that 
also texture is taken to account when comparing segments. Generated segments 
that do not belong to any seed point will also be incorporated in the set of 
generated objects if their quality is high enough. These additions are believed to 
improve performance even further. 
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Abstract. Research on Site Specific Weed Management (SSWM) started in the 
late 80`s. Since that moment, considerable research has been conducted on 
different aspects of SSWM, from fundamental studies on the spatial ecology of 
weeds to the applied development and testing of new technologies for weed 
detection and site-specific control. Despite the relatively good knowledge 
available, there has been little practical uptake of these technologies. In this 
work we explore some of the reasons for this limited uptake.  
 




McBratney et al. (2005), in their prospective paper on Precision Agriculture, stated 
“The natural tendency of scientists to assume that what they consider to be a good 
product of research will be enthusiastically embraced by potential users has proved to 
be naive”.  This statement probably explains some of the frustrations of researchers 
involved in Site Specific Weed Management (SSWM). Up to now, adoption of this 
concept in practice has been rather low. Looking for explanations for this fact 
researchers tend to focus on scientific and technological questions: Is our knowledge 
on the spatial ecology of weeds not good enough to support SSWM practices? Do we 
have inadequate tools for a precise and reliable detection and suppression of weeds? 
Certainly, we should consider these questions critically. But we should also consider 
other factors:  economic profitability, sustainability, environmental aspects, social 
values, etc.  In the following sections we have tried to review some of these aspects.   
2 Scientific and technological aspects 
2.1 The concept 
Perhaps we should start by asking ourselves a very basic question: is the concept of 
SSWM scientifically sound? The basic hypothesis beyond the SSWM concept is 
based on three major facts:  a) weed populations are irregularly distributed within 
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crop fields; b) the advent of new sensors and geospatial technologies (GPS, GIS) 
make possible to detect and map weed patches; and c) the development of advanced 
agricultural machinery has opened the possibility of careful tailoring weed 
management to fit the different conditions found in each field. During the last three 
decades numerous studies have described the spatial distribution of weeds in different 
crops and have proved weed heterogeneity (Christensen et al., 2009). Simultaneously, 
various technologies have been developed and field-tested to detect weed patches 
(Christensen et al., 2009). Finally, various chemical and physical tools have been 
devised to control weeds only where, and when, they really represent a serious threat 
(Christensen et al., 2009). Consequently, evidences accumulated during this period 
confirm these three facts and support the soundness of the SSWM concept.  
2.2 Perceived risks 
In spite of the fact that we have an extensive knowledge on the spatial ecology of 
weeds and on the technologies to control them, numerous farmers are reluctant to use 
SSWM systems due to the perceived risks of increasing weed populations. This 
perception is based on the hypothesis that field areas that are not sprayed (due to 
undetected or low-density weed populations) may act as sources of new weed seeds 
that reinfest the field. Although available experimental evidences do not support this 
hypothesis (Ritter & Gerhards, 2008), farmers do not rely too much on punctual 
scientific results. Their personal experience tells them that climatic and cropping 
variation, as well as various unpredictable factors, may cause patches to `wax and 
wane´ in different years. Unless we can reduce this uncertainty, risk-adverse farmers 
will not uptake these practices.  
2.3 Uncertain forecasts 
Up to now, most site specific systems are based on the weed mapping approach. As 
we will describe in the following section, various procedures have been devised to 
map weed patches based on data collected at weed flowering time or at harvest time 
(Peña-Barragan et al, 2007; Andujar et al., 2011). Obviously, this information is of no 
use in the current year. However, if we were able to predict weed infestation in one 
year based on its presence in the previous year, this information could be used to 
predict the location of the major weed patches. Although weed patches of several 
important weed species have proved to be relatively stable (Colbach et al. 2000) our 
knowledge of the spatial dynamics of most weeds is not good enough to make reliable 
predictions.  
According to Pierce & Nowak (1999) prospects for precision management increase 
as the degree of spatial dependence increases, but the degree of difficulty in achieving 
precision management increases with temporal variance. In the specific case of 
SSWM we can hypothesize that weeds with high spatial dependence and low 
temporal variance (e.g., perennials, species with highly persistent seed banks) will be 
more easily managed precisely than those with large temporal variance (e.g. highly 




2.4 Weed detection 
Regarding weed detection technologies, there is a variety of options available, 
ranging from generation of weed maps from satellite images to real-time sensors 
located in the sprayer.  
Remote sensing from satellites or from aircrafts can provide accurate weed maps of 
various weed species when the images are obtained at late weed phenological stages 
(when discrimination between the crop and the weed is easiest) (Lopez-Granados, 
2011). However, as we just mentioned, these late-season maps may have a limited use 
for weed management. In order to be used for in-season weed control decision 
making purposes it is necessary to detect weeds at early growth stages. Unfortunately, 
remote sensing discrimination of weeds at early stages presents much greater 
difficulties than mapping them at late stages. Gray et al. (2008), working with a 
complex of six weed species in a soybean crop, reported that weed detection was not 
obtained until 8 to 10 weeks after emergence, which is unacceptable in production 
agriculture. They concluded that more refined imagery acquisition with higher spatial 
and/or spectral resolution and more sophisticated analyses need to be further explored 
for this technology to be used early-season. Similar conclusions have been reached by 
other researchers (Lamb and Brown, 2001; Lopez-Granados, 2011). Furthermore, the 
use of satellite and airborne methods is strongly dependent on sky cloudiness. This is 
a major limitation due to the relatively short time window available for weed 
detection and subsequent control actions (e.g., herbicide spraying).  
All these limitations might be now overcome using the new generation of small 
unmanned aerial vehicles (UAV).  UAV can operate at low altitudes and capture 
images at very high spatial resolutions. Moreover, UAV can work with great 
flexibility at critical moments, independently of the cloud cover. Various research 
lines are currently active on the use of UAV technology for weed detection, with very 
promising results (Rasmussen et al, 2013; Torres-Sanchez et al., 2013). 
Weed detection from the ground can also be undertaken at various times and from 
different types of vehicles. Probably, the simplest method consists in visual mapping 
from a tractor or a quad-bike vehicle at early stages of growth or from a combine at 
harvest time. Obviously, weed detection at harvest time has the same drawbacks 
mentioned previously for aerial detection. These visual systems have been tested for 
different weed species, proving that this is a reliable and commercially feasible 
method (Andujar et al., 2011).   Although this is a viable option, it has some 
important limitations due to its low precision and its dependence on man labor.  
Automated weed detection has been a subject of considerable research in recent 
years. Probably, the most widely tested systems (and the only ones that have been 
commercialized up to now) are those based on the use of optoelectronic sensors. 
These systems can be used for both, on-line spraying and weed mapping (Felton, 
1992; Biller, 1998; Brown and Noble, 2005; Andujar et al., 2011). The major 
drawback of this technology is its lack of discrimination (between crops and weeds 
and between weed species). In order to solve this problem, various researchers have 
used bi-spectral video cameras combined with image analysis software that 
discriminate between species (Gerhards & Christensen, 2003, Oebel & Gerhards 
2006, Weis and Sokefeld, 2010).  These techniques are able to differentiate between 
cereal and other crops and numerous weed species and have been extensively tested 
RHEA-2014 543
for mapping purposes. However, this system still needs improvements. Recent studies 
show that crop and weed overlapping leaves complicate considerably species 
identification and counts (Keller et al. 2014). Although these techniques have 
potentials to be used in real-time systems, no commercial products are still available. 
The selection of the weed detection procedure to be used in each case will depend 
on the critical densities (“thresholds”) to be detected. Various experimental and 
simulation studies have shown that the proportion of the field area requiring herbicide 
treatment is highly dependent on the threshold used (Longchamps et al., 2014). Since 
threshold levels are generally very low (e.g. <5 weeds/m2 or < 0.10% weed cover) and 
weeds have very small sizes, it is likely that most of the aerial and many of the ground 
detection methods will provide unreliable results.  
The intended resolution of patch spraying and the cost-effectiveness of each 
procedure are also important factors to be considered.  Spraying resolution may range 
from relatively large areas (e.g. applying different herbicides, or not herbicides at all, 
to different sections of the field with standard sprayers) to micro-spraying (e.g. 
applying different products and rates to individual plants with highly accurate 
spraying nozzles) (Christensen et al., 2009). In the first case, a relatively crude weed 
mapping procedure may be adequate whereas in the second case real-time detection 
with sophisticated sensors may be required. Probably, the cost-effectiveness of these 
two detection / spraying options will be much different. If we, as researchers, only 
focus our attention on the development of sophisticated detection technology we may 
miss opportunities to develop less sophisticated but more cost-effective SSWM 
strategies that might be adopted by a wider range of growers (Wiles, 2005).       
2.5 Weed control actuation 
At its simplest, precision weed control implement may consist of an automated 
weed detection system mounted on the front of a tractor or a self propelled sprayer 
identifying the weeds and passing the information to a decision algorithm that 
controls the spraying system. Some sprayers have been developed for treatment of 
weed patches by selective control of small sections of the spray boom. Herbicide 
dosages are mostly regulated by the pressure in the hydraulic system and standard 
nozzles. The patch sprayer developed by Gerhards & Oebel (2006) has a spraying 
system that delivers the treatments based on a GIS that contains three treatment maps.  
Gerhards & Oebel (2006) conducted a series of whole-field experiments in different 
crops and fields with the patch sprayer over four years. The three tanks contained 
different herbicides to control annual grass weeds, annual broad-leaved weeds and 
perennial weeds. The results of the experiments showed an average of 60% herbicide 
savings when spraying annual broad-leaved weeds and up to 90% when spraying 
annual grass weeds.  
Another category of precision sprayers is the direct injection sprayers that can apply 
different herbicides and dosage, e.g. using maps of weed species occurrence to control 
a series of nozzles, a boom section or the whole boom. Some companies have 
developed direct injection systems that inject concentrated pesticide solutions into a 
water stream. Injection pumps have mostly been placed in front of the carrier pump. 
Consequently, a reaction time of several seconds was required until the pesticide 
mixture reached the nozzles.  
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The above mentioned precision sprayers fit to patch spraying. A higher resolution 
requires another spraying system. Lee et al. (1999) and Lund et al. (2010) developed 
weed-sensing system and a highly accurate spraying apparatus to control weeds 
among crop plants.  
In recent years, so-called intelligent intra-row cultivator has been developed for 
intra-row weed control in transplanted row crops. They have camera vision systems 
that identifies crop plants and mechanical devices that cultivate the inter row spaces 
(Tillett et al., 2008). Even if they have been adopted in agriculture, there is hardly any 
scientific documentation on their efficiency (Rasmussen et al., 2012). Practical 
experiences show that crop identification and positioning works out well in 
transplanted crops. Intra-row weed control in direct sown crops (e.g. sugar beet) has 
not yet benefitted from site specific automation. Experiments have been carried out 
with rotation tines guided by RTK-GPS relative to geo-referenced sugar beets, but 
crop damages were too high  due to lack of precision and inappropriate actuators 
(Rasmussen et al., 2012).  
A first attempt has been carried out to optimize the aggressiveness of post-
emergence weed harrowing in cereals by using a harrow equipped with bi-spectral 
cameras, which detect crop leaf cover, weed cover and soil density (Rueda-Ayala et 
al. 2013). It is, however, too early to evaluate the system including decision 
algorithms, which were completely new and not previously tested. 
3  Socioeconomic aspects 
3.1 Adoption 
The adoption of SSWM among farmers has so far been modest. A farm survey from 
2001 found that the adoption of site specific pesticide application among  early 
precision farming adopters (farmers that already use yield mapping systems) was 10 
% among Danish and UK farmers but only 2 % among farmers in Nebraska (US) 
(Pedersen et al. 2001). Another survey shows that variable rate pesticide application 
(mainly herbicides) was used by 3.95 %, 2.72 % and 1.28 % in Germany, Denmark 
and Finland respectively (Lawson et. al 2011).  
Although several studies indicate that SSWM and variable application of herbicides 
can reduce the use of herbicides between 10-90 % depending on the crop and weed 
pressure and distribution (e.g. Timmermann 2003; Gerhards and Oebel 2006) farmers 
are still reluctant to adopt the systems due to relatively high cost of weed mapping 
(Pedersen et. al. 2004). Gathering information manually is a high-cost operation 
(relative to the inexpensive herbicides) and it is time consuming to interpret maps. 
Autonomous weed detection systems are relatively costly to develop, since these 
systems require heavy computer capacity in order to make reliable pictures and to 
process and compare many digital images while the farm vehicle is “on the go”. 
Because of these facts, lack of affordable weed detection procedures is regarded by 
many farmers as a major barrier for SSWM adoption. In spite of that, research on the 
profitability of SSWM has focused too much on the reduced costs of herbicide use, 
but ignored significant information costs for scouting, making treatment maps, and 
patch herbicide application (Swinton 2005). 
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3.2 Potential benefits 
A recent study (Ørum et al. 2012) indicates that the potential savings of herbicides 
from site specific weeding in winter wheat will depend on the weed control timing 
and the weed types and pressure. As an example, about 11 % of the Danish area with 
winter wheat only needs a basic application of herbicides in the autumn. In this area it 
is not likely that variable rate application will enable the farmer to reduce dose or 
costs because this treatment is given at a very early growth stage. The later the 
treatment the better the weed observations; but, at the same time, treatments 
conducted at later growth stages require higher herbicide dosage to control weeds. In 
a Danish context, broad-spectra herbicides applied in winter cereals are often 
preferred. Several weed species like Elymus repens, Cirsium arvense, Artemisia 
vulgaris,  Galium aparine, Polygonum convolvulus, Stellaria media, Viola arvensis, 
Apera spica-venti, Alopecurus myosuroides, Poa annua, Poa trivialis, Polygonum 
convolvulus, and Lolium perenne are often treated late autumn or in spring having a 
potential for variable precision application based on real-time monitoring. Ørum et al 
(2012) showed that supplemental spring treatments of competitive grass weeds like 
Poa annua, Apera spica-venti and Alopecurus myosuroides are relevant for 32%, 32% 
and 5% of the winter cereal fields in Denmark. If, hypothetically, most of the spring 
applications could be saved due to variable precision application, approximately 30 € 
per ha could be saved in the fields actually treated in the spring. In most cases, 
however, the different weed species are not just located in one and the same corner of 
the field. For that reason, the potential savings are likely to be smaller: between 10 
and 30 € per ha for winter cereals treated in the spring, or 5 € per ha on average for 
Danish Agriculture. This saving leaves a potential to cover the cost of mapping and 
investment in precision implements.  
Although the direct benefit from variable rate herbicide application at the farm level 
seems to be modest, the adoption of SSWM may provide a welfare economic benefit 
and a net surplus to the society due to an overall reduction of herbicide contamination 
of the environment and energy use for mechanical weeding. The socioeconomic 
impact of widespread adoption of precision farming in Denmark was assessed by 
Jensen et. al. (2011). In this analysis, it was assumed that site specific herbicide 
application is reduced with 40-60 % and implemented on major crops on the larger 
farms in Denmark (300 ha and above) which is equivalent to 15,5 % of the arable 
land. Under these assumptions it may be possible to reduce the pesticide use between 
2.5 % and 3.8 % at a national level. 
3.3 Decision models 
In order to fully assess the economic and environmental potential of site specific 
weed management it is necessary to integrate site-specific information about weed 
species composition and density, knowledge about crop-weed competition, the effect 
on crop yield and quality and the species-specific efficacies of possible control 
methods. The effect of soil conditions, crop husbandry and machinery are also 
variables that have significant influences in the emergence, competition and 
propagation of different weed species, and are therefore also important for decision 
making. The infinite combination of biological variables with the range of efficacies 
of all possible control methods generates a need for decision models that optimises 
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economic goals and meets environmental constraints (Christensen et al. 2003, Asif et 
al. 2013). 
3.4 Consultants and service providers 
One of the reasons for the low adoption of site specific application is the high 
demand for management time that farmers cannot afford (Smith 2002).  In addition, a 
relatively high education is required for applying new technological advances. 
Incompatibility between various technologies and a lack of common standards 
between companies that develop farm equipment introduce additional barriers for 
large scale adoption of these technologies (Pedersen 2004). Better compatibility of 
hardware and software, and ease of use, should increase the potential for the average 
producer – those not so fascinated by the technology.  
In this regard, agricultural consultants and agricultural services companies may have 
an important role to play in the implementation and adoption of SSWM. The adoption 
of the GPS-systems, including application maps, yield maps and collecting data for 
analysis will presumably move work load from the field and into the office or to the 
local advisor. The use of  these  service providers may also be intensified if a broader 
commercialization of UAV (Unmanned Aerial vehicles) with cameras for remote 
sensing develops in the near future. The ideal solution would be that site-specific 
herbicide application is conducted in combination with other variable rate treatment 
procedures to reduce the cost of implementing GPS systems, mapping and sensor 




Andújar D., Ribeiro Á., Fernández-Quintanilla C. and Dorado J. Reliability and 
economic benefits of a visual system for detection of Johnsongrass (Sorghum 
halepense) in corn. Weed Tech. 25, 645-650, (2011) 
Andújar D., Ribeiro Á., Fernández-Quintanilla C. and Dorado J. Accuracy and 
feasibility of optoelectronic sensors for weed mapping in wide row crops. 
Sensors 11, 2304-2318, (2011) 
Asif A., Andreasen C. and Streibig J.C. A decision algorithm for patch spraying. Crop 
Prot., 53, 125–131, (2013). 
Biller R.H. Reduced input of herbicides by use of optoelectronic sensors. J. of Agric. 
Eng. Res., 71, 357-362, (1998). 
Blackmore S., Greipentrog H.W., Pedersen S.M. and Fountas S. Europe, In: 
Handbook of Precision Agriculture, principles and applications (ed. Ancha 
Srinivasan) (2006). 
Gerhards, R. and Oebel, H. Practical experiences with a system for site-specific weed 
control in arable crops using real-time image analysis and GPS-controlled patch 
spraying. Weed Res., 46, 185–193, (2006). 
Brown, R.B., Noble, S.D. Site specific weed management: sensing requirements - 
what do we need to see? Weed Sci. 53, 252-258, (2005). 
Christensen, S., Sogaard, H.T., Kudsk, P., Norremark, M., Lund, I., Nadimi, E.S. and 
Jorgensen, R. Site-specific weed control technologies. Weed Res. 49, 233-241, 
(2009). 
RHEA-2014 547
Christensen S, Heisel T, Walter A and Graglia E. A decision algorithm for patch 
spraying, Weed Res., 43, 276-284, (2003). 
Colbach N,  Forcella F. and Johnson G.A. Spatial and temporal stability of weed 
populations over five years. Weed Sci., 48, 366-377, (2000). 
Felton W.L. and  McCloy K.R. Spot spraying. Agr. Eng. 11, 26-29, (1992). 
Gerhards R. and Christensen S. Real-time weed detection, decision making and patch 
spraying in maize, sugar beet, winter wheat and winter barley. Weed Res. 43, 
385-392, (2003). 
Gerhards R. and Oebel, H. Practical experiences with a system for site specific weed 
control in arable crops using real-time image analysis and GPS-controlled patch 
spraying. Weed Res. 46, 185-193, (2006). 
Gray C.J., Shaw D.R., Gerard P.D. and Bruce L.M. Utility of Multispectral Imagery 
for Soybean and Weed Species Differentiation. Weed Tech., 22, 713-718, 
(2008).  
Jensen H.G., Jacobsen L.B., Pedersen S.M. and Tavella E. Socioeconomic impact of 
widespread adoption of precision farming and controlled traffic systems in 
Denmark, Precision Agric., 13, 661-677, (2012). 
 Keller M. Gutjahr C., Möhring J., Weis M., Sökefeld M. and Gerhards R. Estimating 
economic thresholds for site-specific weed control using manual weed counts 
and sensor technology: An example based on three winter wheat trials. Pest 
Manag. Sci. 70, 200–211, (2014). 
Lamp D.W. and Brown R.B. PA—Precision Agriculture: Remote-sensing and 
mapping of weeds in crops, Journal of Agricultural Engineering Research, 
78,117–125, (2001). 
Lawson, L.G., Pedersen, S.M., Sørensen, C.G., Pesonen, L., Fountas, S. and Werner, 
A. A four nation survey of farm information management and advanced farming 
systems: A descriptive analysis of survey responses. Comp. and Electr. in 
Agric., 77, 7- 20, (2011).  
Lee W.S., Slaughter D.C. and Giles D.K. Robotic weed control system for tomatoes. 
Precision Agric. 1, 95–113, (1999)  
López-Granados F. Weed detection for site-specific weed management: mapping and 
real-time approaches, Weed Res. 51,  1–11, (2011). 
Lund I., Jensen P.K., Jacobsen N.J. and Rydahl P. The Intelligent Sprayer Boom - a 
new generation of sprayers. J. Aspects of Appl. Biol., 99, 439-442, (2010).  
McBratney A, Whelan B, Ancev T. Future directions of precision agriculture. 
Precision Agriculture 6, 7-23 (2005) 
Peña-Barragan M., López-Granados F., Jurado-Expósito M., García-Torres L. 
Mapping Ridolfia segetum patches in sunflower crop using remote sensing, 
Weed Res., 47, 164–172, (2007) 
 Pedersen, S. M., Precision farming, Technology assessment of site-specific input 
application in cereals. PhD. dissertation, Department of Manufacturing, 
Engineering and Management, Technical University of Denmark. 343, (2003). 
Pedersen, S.M., Ferguson, R.B. and Lark, R.M. A multinational survey of Precision 
Farming early adopters. Farm Manag., 11, 147–162. (2001). 
Pedersen, S.M., Fountas, S., Blackmore, B.S., Gylling, M., and Pedersen, J.L., 
Adoption and Perspectives of Precision Farming in Denmark. Acta Agric. 
Scandin., Section B - Soil & Plant Science, 54,  2-8, (2004).  
548 RHEA-2014
Pierce FJ & Nowak P Aspects of Precision Agriculture- Advances in Agronomy 67, 
1-65, (1999) 
Rasmussen J., Griepentrog H.W., Nielsen J. and Henriksen C.B. Automated 
intelligent rotor tine cultivation and punch planting to improve the selectivity of 
mechanical intra-row weed control. Weed Research 52, 327–337 (2012). 
Rasmussen J., Nielsen J., Garcia-Ruiz F., Christensen S. and Streibig J.C. Potential 
uses of small unmanned aircraft systems (UAS) in weed research. Weed Res., 
53, 242–248, (2013). 
Ritter C. and Gerhards, R. Population dynamics of Galium aparine L. and Alopecurus 
myosuroides (Huds.) under the influence of site-specific weed management. J. of  
Plant. Dis. Prot. XXI 209-214, (2008)  
Rueda-Ayala V, Weis M., Keller M., Andújar D. and Gerhards R. Development and 
Testing of a Decision Making Based Method to Adjust Automatically the 
Harrowing Intensity. Sensors 13, 6254–6271 (2013) 
Smith, R. K. Does off-farm work hinder ‘‘smart’’ farming? Economic Research 
Service/USDA. Agricultural Outlook. September28-30. (2002). 
Swinton SM . Economics of site-specific weed management. Weed Science53, 259-
263. (2005) 
Tillett N.D. Hague T.  and Grundy A.C. Mechanical within-row weed control for 
transplanted crops using computer vision. Biosyst. Engin. 99, 171–178, (2008). 
Timmermann C., Gerhards R., Krohmann P. and Kühbauch,W. The economic impact 
of site – specific weed control. Precision Agric., 4, 249-260, (2003). 
Torres-Sánchez J., López-Granados F., De Castro A.I., Peña-Barragán J.M.  
Configuration and Specifications of an Unmanned Aerial Vehicle (UAV) for 
Early Site Specific Weed Management. PLoS ONE 8(3): e58210, (2013). 
Weis M. and Sökefeld M. Detection and Identification of Weeds. In: Oerke, E.-C., 
Gerhards, R., Menz, G. and Sikora, R.A. (eds.)  Precision crop protection - the 
challenge and use of heterogeneity . pp.119-134, Springer, Heidelberg (2010).  
Wiles LJ. Sampling to make maps for site-specific weed management. Weed Science 
53, 228-235 
Ørum J.E., Jørgensen L.N. and Kudsk P. Potentiel reduktion i pesticidbelastning ved 
substitution af midler og anvendelse af IPM - En analyse af de største afgrøder 
og pesticidanvendelser. Institute of Food and Resource Economics, University 
























 FIELD OPERATIONS PERFORMED BY SOLAR 
POWERED ROBOTS: PIPE DREAM OR REALISM 
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Abstract. The need to significantly improve agriculture input use efficiency 
and to obtain maximal yields requires shifting from the present farming 
practices with predefined and uniform treatments into real time controlled and 
automated crop production systems. In this study we concentrate on the energy 
demand and workability as a function of robot mass, i.e. the physical 
limitations. These limitations define which field operations can be performed by 
using autonomous robots powered by solar energy (e.g. battery, fuel cell or 
methane conversion) and how much the technology would cost. We found no 
principal obstacles for sowing, fertilization, mechanical weed control or 
pesticide spraying. The main practical challenge seems to be the sowing. 
Research on optimal sowing technique is needed. The bottle neck, however, at 
present, is the excessive price on solar panels and batteries. Solar energy must 
be stored in another form than electrical charge. Hydrogen and methane are 
promising storage options. 
Keywords: Field, Robot, Solar power, Physical limitations. 
 
1 Introduction  
Successful precision agriculture management decisions cannot be based on historical 
data alone. Even when spatial variation in soil properties is evident, the same 
variation is not inevitably detected in the yield (Hakojärvi et al., 2013) and may be 
observable only during specific growing conditions, or the pattern may vary from year 
to year (Hakojärvi et al., 2013; Blackmore et al., 2003). There may also be other 
reasons (e.g. extreme temperatures and lodging) that cause yield variation that is not 
related to spatial properties and thereby hide the field’s spatial properties influence 
(Hakojärvi et al., 2013). Besides, there are limited – if any – methods to significantly 
influence soil properties during the growing season. On the contrary, under rain fed 
farming the nutrient and pesticide applications can be spatially specific, and in 
irrigated fields water availability can be spatially adjusted. 
Optimal planning of farming input dosage in advance requires an accurate prediction 
of the forthcoming crop growth in a site-specific manner. However, weather is a 
random factor which makes long term growth potential prediction impossible for any 
rain fed site. This is why e.g. fertilizer application must be split throughout the 
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 season. In addition, each application must be adjusted to spatially specific real-time 
plant needs, instead of predefined and uniform application over the field area.  
Using a combination of real time soil condition monitoring by wireless underground 
Soil Scout TM sensors (Tiusanen, 2013) and our biomass accumulation model, we can 
predict near future growth based on the present biomass and predominant 
environmental conditions (Hautala and Hakojärvi, 2011). The biomass can be easily 
measured by using remote sensing e.g. by autonomous helicopters and a pair of PAR-
sensors, of which one above and one below the crop foliage. The consequent question 
is, whether present technology can or cannot introduce robots capable of performing 
management tasks such as continuous fertilizer application. 
Delivering nutrients is not the only task where robots are needed in improving 
agriculture efficiency. Herbicide resistant weeds have emerged in soybean, cotton and 
corn farms in U.S. (Service, 2013). Robots may provide a transition towards precision 
weed control by providing the possibility to remove weeds mechanically. There is 
also interest towards individual plant treatment, such as removal of infected plant 
parts. In addition, robots provide the opportunity to reduce field machinery weight 
and the risk of subsoil compaction which is a long-term even persistent threat for soil 
productivity. Keeping this in mind, several miniature field robots have been built, 
such as the 4M robot, which was capable of seeding corn (Backman et al., 2008). 
A comprehensive review on agricultural robots is given by Dühring (2012) who 
conducted a practical study on using a 425 kg robot for field work. The demands were 
for power 400 W, for speed 0.3 m s-1, and for workability 7 h ha-1. Depending on the 
chosen battery system the robot requires a solar panel area of 44–49 m2 or if a tracker 
is used, 31–34 m2. Total price for solar energy harvesting (i.e. solar panels, batteries 
and charge control) is 9000–18000 € and the payback time 18.5–38 years. This seems 
technically feasible but economically challenging. 
In addition to robots moving on land, the aerial vehicles may provide convenient 
solution for some tasks. The development of small Unmanned Aerial Vehicles (UAV) 
for hobbyists has been fast in the recent years much thanks to lowered sensor prices 
and open-source hardware and software development societies. The first remote-
controlled UAV’s for agricultural application purposes were developed in the 1980’s. 
In the end of 1990’s UAV’s were equipped with differential satellite positioning and 
height determination by laser (Huang et al., 2013). In agriculture UAV’s have been 
mainly used for sensing and imaging but have also been adapted for distributing 
materials. Unmanned helicopters for low-volume spraying are commercially 
available; however these devices rely most frequently on gasoline engines. 
In this study we concentrate on calculating the energy demand and workability as a 
function of robot mass, i.e. the physical limitations. The location of the study was in 
southern Finland (latitude 60°) and the interest is in cereal crops. The basic 
assumption is crop cultivation with direct drill (zero tillage) and the robot size 
considerably smaller than an average sized tractor today. This way a harmful soil 
compaction and excessive energy use for tillage are avoided. Giving these conditions, 
we outline which field operations could be performed by solar energy powered 
autonomous robots. As a result, we discuss the form in which this energy should be 
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 stored (e.g. battery, fuel cell and methane conversion) and how much such present-
day technology would cost. 
2 Solar energy and solar cells 
The solar constant is 1400 W m-2. This is the solar power intensity at the Earth’s 
distance from the sun, of which 60% (840 W m-2) penetrates the atmosphere. This is 
the peak power at noon, when the sun is at the zenith and the sky is clear. Let us 
assume we observe a 500 W m-2 solar power intensity every day for 10 h. The total 
energy available per day is thus 5 kWh m-2 day-1. For our location this is an 
underestimation and up to 6 kWh m-2 day-1 have been observed on top roof conditions 
(30° angle) during summer. In many cases solar energy must be compared to the 
energy content of biodiesel, which is about 12 kWh kg-1. 
We make the assumption that solar energy is harvested with solar panels. The current 
capabilities of solar panels are given by Green et al. (2012). According to their results 
the multicrystalline silicon solar panel efficiency is about 20 %, while up to 34.1 % 
have been achieved with a solar panel made of GaInP/GaInAs/Ge. However, we will 
apply a conservative value of 10 % which represents the efficiency of reasonably 
priced commercially available panels. 
2.1   Storing the energy 
The essential properties of a battery are the energy and power density. Typical values 
are given in Table 1. 
 
Table 1. Typical characteristics of different batteries (Chau et al. 1999). 
 






Lead-acid 30-50 200-400 400-600 
Ni-Cd 40-50 150-350 800-2000 
Ni-MH 50-70 150-300 800-2000 
Li-Po 155 315 600 
Li-Ion 120-140 240-280 1200 
Ultracapacitor1 5-10 1000-2000 - 
1Burke 2007. 
As we will show, the delivered power is not a limitation. At present, a Li-Po battery is 
the best option (Table 1). In our work we choose to apply 130 Wh kg-1 = 468 kJ kg-1 
for the energy density and 200 W kg-1 for the power density. The battery energy 
density is puny compared to the energy density of oil, which is 43 MJ kg-1. This 
enormous difference is slightly compensated by high electric motor efficiencies. 
Instead of batteries the solar energy may be used to decompose water to hydrogen that 
could be used in fuel cells. However, hydrogen is a challenging gas to store and 
therefore it may be feasible to store the solar energy to methane. 
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 3 Power and energy demand of robots 
3.1   Traffic in air 
Multi rotor copters rely on several electronically controlled upwards pointing 
propellers. A hobbyist’s rule of thumb for multi rotor UAV’s lifting capacity is, that a 
copter is able to lift up a payload (including battery) equal to its own weight, but for a 
stable flight control only half of this should be used, since during flight control 
maneuvers only part of the maximum thrust power can be utilized. Surveying 
commercial multi-rotor UAV manufacturer’s specifications, this approximate rule 
applies adequately. Another interesting observation is, that the price for a 5–15 kg 
lifting capacity heavy-duty multi-rotor UAV can be described as $1000 US dollars 
per payload kilogram. The flight times vary between 10–30 min and the power 
consumption per payload weight can be roughly estimated as 100–150 W kg-1. 
Typical ground speeds for multi rotor copters are 6–10 m s-1 (Aleksandrov and 
Penkov, 2012). 
3.2   Traffic on land 
Power (P) is the work, i.e. energy (W) done in time (t). Energy is the force (F) needed 
to proceed times distance (x). If speed (v) is constant 
 ܲ ൌ ௐ௧ ൌ
ி·௫
௧ ൌ ܨ · ݒ (1) 
F comes from two sources; a slope angle θ and rolling friction μ, which in field 
conditions is typically 0.1. The resistant force due to rolling friction is μN, where N is 
the normal force, of the order of mg, where m is the robot mass and g= 9.81 m s-2 is 
acceleration due to gravity. The resistant force due to slope θ up wards is m·g·sin(θ), 
where sin(θ) is around 0.1 as well. When the work, for example sowing, is denoted by 
W, the total energy requirement of the robot is: 
 ܧ ൌ ൫μ ൅ ݏ݅݊ሺߠሻ൯ · ݉ · ݃ · ݔ ൅ ܹ (2) 
The total mass m includes the masses for the robot, the cargo (seeds, fertilizers etc.) 
and the battery. We denote the grouped cargo and robot mass by mC. Battery mass can 
be estimated by the energy requirement E and energy density EB (kJ kg-1): 
 ݉஻ ൌ ாாಳ (3) 
If we denote the factor (μ+sin())·g·x by letter a, we can then write: 
 ܧ ൌ ܽሺ݉஼ ൅ ݉஻ሻ ൅ ܹ ൌ ܽ ቀ݉஼ ൅ ாாಳቁ ൅ ܹ ൌ
ாಳሺ௔·௠಴ାௐሻ
ாಳି௔  (4) 
The distance x can be calculated by area and working width w: 
 ݔ ൌ ஺௪ (5) 
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 We can now calculate the robot’s energy requirement by the robot and cargo masses, 
the battery energy density, the field area to be treated, the used working width and the 
energy needed for the work task for the given area. 
3.3   Fertilization 
If small grain cereals are assumed to be cultivated, the nutrients for the crop are 
delivered as NPK fertilizer. The necessary amount of fertilizer for the whole growing 
season is about 500 kg ha-1. However, growing conditions for the upcoming growing 
season cannot be known in advance. Therefore the fertilization must be divided into 
several doses during the season, according to the growing conditions and the crop 
demand. Therefore the initial fertilization at the time of sowing could be e.g. 100 kg 
ha-1 and if put into the same hole as the seed or to the surface the energy consumption 
is negligible compared to seeding. 
The need for fertilizer applications during the growing season can be calculated for 
example by the plant biomass accumulation model developed by Hautala and 
Hakojärvi (2011). As the fertilization will be applied on the soil surface or on plant 
leaves, the energy needed for application work becomes negligible and the total 
energy need can be calculated according to the transport of the granular. 
We assume that the additional fertilization is applied on dosages of 100 kg ha-1. The 
robot does not need to carry this whole cargo all the time, since the mass reduces 
constantly during the work, and in the end it is 0. The average cargo on board is hence 
(100+0)/2 = 50 kg. Let us assume that μ+sin(θ)=0.2, the working width is 0.5 m, the 
robot mass is 100 kg and the battery energy density is 468 kJ kg-1. According to Eq. 
(4), the required energy is then 6.4 MJ ha-1, and the mass of batteries needed to store 
this energy is 14 kg. Further, only a fraction of fertilizer is nutrients and assuming 
NPK nutrient contents 23, 3 and 8 % the applied mass of pure nutrients would be (115 
+ 15 + 40) 170 kg ha-1. If the nutrient content of the fertilizer would be higher also the 
transported fertilizer mass would be equally lower. 
3.4   Sowing 
Penetration resistance (Rp) is dependent on soil type and previous cultivation history 
but generally one can assume that it varies between 0.5 to 3 MPa in the cultivated soil 
layer (0–0.15 m). However, in the seeding layer (~0.05 m) the penetration resistance 
will mostly never exceed 1 MPa. For sowing with minimal soil disturbance small seed 
holes are needed. The length of the seed is about 10 mm and thickness 3 mm, so we 
need a round hole with 10 mm diameter. The holes can be made by pushing a rod 
50 mm deep. Let us assume that the weight per hole must be at least twice the 
required penetration force. The mass per hole must be m =2·1·106·79-6/9.81 = 16 
kg per hole. If we drill the hole instead of pushing, this mass is not required for 
making the hole. 
For pushing one hole per one seed the amount of needed energy is 
Epൌܴ௣·A·xൌ1·106·79-6·0.05 J؆4 J. Assuming 500 seeds m-2, the demand for 1 ha is 
4J·500·104=20 MJ. The seed mass needed for one hectare is 250 kg and an additional 
100 kg of fertilizer is applied, so the cargo mass is 350 kg. The average mass on board 
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 is thereby (350+0)/2 = 175 kg. The total sowing energy requirement is hence 34 MJ 
ha-1 according to Eq. (4), and the battery mass needed to store this energy is 72 kg. 
However, making holes either by pushing or drilling seems technically very 
demanding considering the number of holes per time unit needed. What would be the 
energy requirement for traditional coulter types? A 10 mm wide hoe-type coulter with 
50 mm sowing depth would need approximately 50 MJ energy per hectare, when 
assuming a coulter resistance force of 500 N and a row spacing of 10 cm. The total 
energy requirement is then 66 MJ ha-1 and the mass of needed batteries 142 kg. If we 
use disc coulter and assume that the energy requirement for the sowing work W is 30 
MJ ha-1, the total energy requirement is 45 MJ ha-1 and the mass of batteries 95 kg. 
Further improvement may be possible by suitable surface coating and surface 
topography of the disk and speed as well as sowing depth optimization. 
The energy demand can be reduced by reducing the cargo mass. This means that the 
seed and fertilizer mass for a given area is not carried on board all the time, but 
loaded several times in the headland. Furthermore, the amount of batteries on board 
should be only as large as necessary for the work and traffic to avoid excessive mass 
and hence energy consumption. 
3.5   Crop control 
Crop control is a task where robots have a great potential. Robots can be used to 
visually detect weeds from the crop canopy and to destroy them mechanically or 
chemically. Mechanical weeding should be preferred due to increasing problems with 
herbicide resistant weeds and the lower robot load as only the weeding implement 
needs to be transported in the field. If a robot is moving in the canopy during the 
growing season the row spacing must match the robot width or the robot track width. 
Only this way a robot can perform tasks in the field during the growing season. 
Aerial robots could operate on the fields regardless of the crop row spacing but they 
have limited capability to carry loads. It has been shown that the herbicide use can be 
reduced tremendously when it is applied to the actual weed locations instead of 
present broadcast application (Soegaard and Lund, 2007). Thereby the applied 
volumes of herbicides can be estimated low and application with UAV’s becomes 
practicable. With UAV’s the herbicide can be applied only to locations where it is 
needed or UAV’s can be used to mechanically destroy the weeds or their blossom in 
the locations they exist. 
3.6   Harvest 
Harvest means harvesting the ear, not only seeds. The energy required for cutting the 
straw is around 10MJ ha-1. The harvest yield is at highest 10,000 kg ha-1, which is far 
more than the seed or fertilizer mass during sowing. However, it is not necessary to 
transport the whole mass the whole distance. Assuming 0.5 m working width and 100 
m long field, one 200 m travel yields 100 kg harvest. The energy required for harvest 
is then 17 MJ ha-1and the mass of needed batteries 37 kg, according Eq. (4). This is 
lower than the energy requirement of sowing by pushing holes. Transport from the 
field to the threshing machine, dryer or to a silo can be carried out by a truck or 
tractor. In case of limited time for harvest it may be necessary to have more robots for 
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 harvest than for e.g. sowing. Additionally, unlike sowing, the harvest must be done at 
day time due to the moisture condensing to the crop during the night time. However, 
if the energy requirement is about half of that for the sowing, it can still be performed 
with the same solar panel capacity. 
3.7   Power and solar panel requirement 







ெ ؆ൌ 2ݒ (6) 
When Li-Ion batteries can deliver more than 200 W kg-1, the maximum speed is over 
100 m s-1. The power need clearly is not a limitation. 
If we assume that the battery is charged in daytime (and the work is done during 
night) the area A (m2) of the needed solar panel per robot mass unit can be calculated. 
Let us assume conservatively that 500 W m-2 will strike the panel 10 h day-1. The 
energy per m2 with a 10 % solar panel efficiency is then 0.1·5000 Wh m-2=1.8 MJ m-2. 
We found that sowing is the most energy demanding task, requiring at least 34 MJ ha-
1. The solar panel area (m2) needed for sowing of 1 ha is thus 
 ܣ ൌ ଷସଵ.଼ ൌ 19 ݉ଶ (7) 
This is the area if sowing is performed 1 ha per day per robot, and it is done by 
pushing holes. If a disk coulter was to be used with an energy demand of 30 MJ ha-1, 
the required total energy is 45 MJ and solar panel area increases to 25 m2. If the 
sowing work requires 50 MJ ha-1 (hoe-type coulter), the total energy demand is up to 
66 MJ ha-1 and the required solar panel area becomes 37 m2. In comparison, with the 
energy density of 43 MJ kg-1 one needs only 1.3 kg of oil per ha, and with a 20 % 
engine efficiency 6.6 kg ha-1.  
4 Workability 
We have learned that sowing is the task that requires most energy. We have also 
calculated the energy demand for the robot to treat an area of one hectare. Now let us 
examine the sowing methods more closely. 
If one has a 100 ha field it is reasonable to assume that 10 robots could handle the 
operations in ten days. This leads to the limitation 1 ha day-1 robot-1. Let us again 
assume the working width to be 0.5 m and row spacing 10 cm. If five seed row is 
sowed at one time, the robot must weigh 16· 5 ൌ100 kg in agreement with sowing 
requirements. The distance per day is 100/0.5 · 100 m ൌ 20 km and speed about 
20 km/12 h ൌ 2 km hିଵ ൌ 60 cm sିଵ. If the row spacing in sowing is 10 cm and we 
want the plant density to be 500 pcs m-2 the distance between the seeds is 2 cm and 
the robot should be able to plant 30 seeds s-1row-1 (that in total is 150 seeds s-1). This 
clearly is a problem for the proposed sowing approach as the robot mass should be 
rather high. However, if we drill the holes for seeds instead of pushing, the required 
robot mass would be lower but the speed requirement is still challenging. By using 
traditional type of coulters the speed requirement is easily achieved but the energy 
consumption will be slightly increased. This clearly is a non-trivial technical problem. 
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 5 Price  
The solar cell price at the cheapest is currently about 0.5 € Wp-1 (A-E-S Europe 
GmbH, 2014). Wp is the peak power (at 1 kW). Since we assume the sun intensity 
during the 10 hour period to be 500 W in average, which is 0.5 times the peak power 
Wp, the cost becomes 0.5 €/Wp/0.5 = 1 € W-1. We calculated that we need a solar 
panel area of 19–37 m2 for sowing, depending how the work is done. When the sun 
intensity is 500 W m-2 and the panel efficiency is 10 %, the power is thus 50 W m-2, 
which equals to 50 € m-2. The cost is thereby 950 – 1850 € ha-1, and with 100 hectares 
95,000–185,000 €. 
The current battery (Li-Po) price is about 1 € Wh-1. The battery cost would be ca.1–2 
M€. For normal lead batteries the ratio is much better, about 0.1 € Wh-1 and total price 
for 100 ha 100,000–200,000 €. Even this is too much and in addition, the battery mass 
comes high. The battery price is an obvious present-day technology bottle neck. One 
solution could be to use lead batteries to collect solar energy and use them to charge 
Li-batteries several times a day. We must also note that energy requirement of the 
work has almost linear effect on the costs. 
6 Discussion  
Based on our calculations a cereal farm operated by robots that run on solar power 
seems is in principle achievable, but the price is too high. The conclusion of our 
analysis is similar to the one of Dühring (2012). At present the cost of solar panels 
and batteries is too high. However, our analysis reveals a few ways to proceed. 
Energy is consumed in sowing. The evident research challenge is to find a way to 
diminish the force demand in disk movement. Possible ways are decreasing friction 
and minimizing soil movement. Possible ways are modifying disk surface by suitable 
coating and altering topography. Friction should also be a function of speed. In the 
traditional tractor based sowing system the speed is maximized, but in case of robots 
this is not necessary. 
With current solar panels the necessary ~30 m2 ha-1 is quite a large area. However, it is 
very probable that better solar cells will be developed that enable more efficient solar 
panels and the needed solar panel area will be decreased. Very promising are 
perovskite-based solar cells. Their efficiency has grown especially fast reaching now 
16% (Hodes, 2013). With a singlet-exciton-fission–based organic photovoltaic cell an 
external quantum efficiency of even 109% has been achieved by trapping the light 
reflected from the panel (Congreve et al., 2013). Mirrors can be used to divert solar 
energy into a smaller amount of panels. In all, the solar panel cost will diminish in 
future with a high probability. 
With current battery technologies a robot can carry enough energy for moving and 
working on the field, but at a too high price. When it comes to solar energy storing in 
general, alternative options are under intensive research and development. Pumped 
heat electricity storage has been recently suggested as a potential solution to the large-
scale energy storage problem due to the different times of supply and demand for 
energy (Thess, 2013). Outstanding performance of activated graphene based super 
capacitors in ionic liquid electrolyte has been achieved with energy density of 1000 kJ 
560 RHEA-2014
 kg-1 (Tsai et al., 2013). Li-ion battery development is also progressing (Zhang et al., 
2013). 
Although batteries are developing the energy densities are still far away from the 
energy density of oil (43 MJ kg-1). A fuel cell based solution could be one opportunity 
as fuel cell technology is enthusiastically developed in car industry. Two big car 
manufacturers agreed on co-developing a fuel cell system and hydrogen storage 
technologies until the year 2020. A fuel cell based approach could be feasible for field 
robots since battery charging would be replaced with fueling up. Renewable energy 
sources like sun, wind and biomass could generate hydrogen from water and the 
hydrogen could further be stored*. In case of our solar powered robotic farm the 
needed solar panel area could be notably decreased as energy could be collected 
during a longer period before the actual time of work. 
Robots offer notable benefits in terms of working times as the robots can operate 
during the night time and mechanical weeding is possible because human supervision 
is not required and robots can take their time needed for weeding. In addition to these 
benefits, robots also pose challenges. The different tasks on the fields require 
mechanical solutions for the robot. The solutions must be energy efficient as well as 
fault and failure free. The robots need to have reliable positioning systems and the 
ability to work on the same field without a risk of collision with each other or with 
living creatures such as humans. 
It is obvious that an UAV performing agricultural application work cannot be directly 
solar powered. The limited payload capacity enforces the UAV to revisit material 
supply frequently. One approach would be to have the UAV replace a combined 
battery and material module outside the field. A similar autonomous battery 
replacement system approach for a wheeled agriculture robot was introduced in the 
field robot competition 2011 by the Finnish team with students from Helsinki and 
Aalto universities (Ryynänen et al., 2011). 
We have only studied physical energy needed to perform tasks on the field. 
Considerable energy is needed in order to make the robots capable of learning. The 
situation in this respect may be changing due to intensive studies on simulating brains 
with new kinds of programming and chips (Waldrop, 2013). 
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Abstract. Currently, environmental contamination is a widespread problem, 
especially with agricultural vehicles using fossil fuels emitting significant levels 
of atmospheric pollutants. The emission of CO2 and NO contribute to the 
alteration of the greenhouse effect. Therefore, the main objective of this paper is 
to minimize fuel consumption in agricultural tasks, thus leading to reduced 
atmospheric emissions. To achieve this goal, we first analyze the real-time fuel 
consumption for a given task to be optimized; we then implement the 
consumption model of the robotic tractor for the same task. This work considers 
the mechanical energy variations, the performance losses, the energy used to 
overcome friction forces, and the energy required by both the development of 
the task and the control system. For calculating the mechanical energy, the 
model also takes the potential energy of the system into account, which is a 
function of the mass, the elevation and gravity. The terrain elevation is estimated 
from GeoTIFF (Georeferenced Tagged Image File Format) files with a pixel size 
of approximately 1 arc-second (approximately 30-m at the equator) and a 
numerical accuracy of about ±0.5 m. With respect to the system mass, the 
continuous loss of mass when applying the treatment is taken into account. For 
estimating the friction forces, the motion resistance ratio of terrain surface 
conditions is used. 
Keywords: Fuel consumption; Paths planning; Optimization; Atmospheric 
emissions; DEM; 
1 Introduction 
It is widely accepted that the contamination of the environment, especially air 
pollution, is an important concern with drastic climatic consequences. Agricultural 
combustion engine vehicles using fossil fuels emit significant levels of atmospheric 
pollutants, primarily carbon dioxide (CO2) and nitrogen oxide (NO), contributing to 
the alteration of the greenhouse effect. With the notion that the least-polluting energy 
is energy that is not used, the objective of this paper is to reduce fuel consumption in 
agricultural tasks; in addition, we can also obtain some economic benefits. Fuel 
consumption is directly related to the energy requirements of agricultural tasks and 
may be reduced by developing a control system capable of minimizing all energy 
requirements. That is, the control system is tasked to choose the best path to reduce 
the mechanical energy, friction losses, and plowing energy. Additionally, to minimize 
energy it is also necessary to reduce and optimize the usage of the following: 
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1. the Power Take-Off (PTO) by inactivating it when not used,  
2. the hydraulic actuators and 
3. the electric actuators. 
Finally, engine operating conditions have to be adapted to achieve maximum 
performance. 
Until now, the scientific community has dedicated important efforts to the topic of 
energy efficiency in many fields related to agriculture. Mileusnić et al. (2010) 
presented an analysis and comparison of tillage systems according to fuel 
consumption. By leveraging the new technical solutions in tillage mechanization 
systems and the new technological variants in the tillage process, the systems 
consume significantly less energy compared to the older systems. Other research 
efforts focused their activities on the improvement of engine performance. For 
example, Grisso et al. (2001), presented how to select a faster gear to maintain travel 
speed and productivity while reducing the engine revolution per minute (rpm), which 
avoids overloading the engine for reduced fuel consumption. Bochtis and Sørensen 
(2009) developed an algorithm for path planning that improves the field efficiency of 
machines by minimizing the total non-working distance traveled. Moreover, we can 
find articles that consider terrain elevations for path planning optimization, such as 
the one by Hameed et al. (2013), who presented an algorithm to minimize the energy 
required by the task. The algorithm uses three dimension geometrical representations 
of the field characteristics to obtain the optimum driving angle to minimize energy 
consumption. 
The objective of this paper is to develop and implement a system to minimize fuel 
consumption for reducing pollutant emissions. To achieve this goal, we divide the 
main objective into the following sub-objectives: 
1. Implement a fuel consumption model to predict the fuel requirements. 
2. Obtain the field data, in three dimensions, to determine distances and slopes 
of the paths followed by the vehicle. 
3. Develop and implement an algorithm to optimize all of the energy 
requirements using the implemented fuel consumption model and the field crop 
representation. 
4. Conduct a series of field experiments to validate the simulation results. 
2 Materials and methodology 
2.1 The System 
2.1.1 Ground Mobile Unit 
The ground mobile unit (GMU) used in this work inherits features from the original 
tractor, Boomer 3050 CVT. However, the weight and some dimensions have been 
modified due to the adoption of the cabin and the addition of new components, such 
as an alternative energy system, with a substantial mass of approximately 0.19 t, 
creating a final GMU weight of approximately 2.085 t (RHEA, 2014). 
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2.1.2 The implement 
A sprayer implement is used for spraying herbicides in weed-control treatments for 
herbaceous crops, such as wheat or barley, with small row spaces (approximately 12 
cm). This implement has two different tanks for water and herbicide, and it is able to 
regulate the water/herbicide ratio, the main water flow, and open or close each nozzle 
separately. (RHEA, 2014) 
2.1.3 Fuel consumption measurement 
Figure 1 shows the scheme of fuel flow in the GMU where two flow sensors are used 
to measure the fuel flow. Instantaneous fuel consumption is the difference between 
the data from flow meter 1 and the data from flow meter 2. To protect the flow sensor, 
it must be placed after a fuel filter; therefore, the return line flow meter must be 
installed in the pipe between the injectors and the union with the fuel filter return line. 
The other flow meter can be installed between the fuel filter and the lift pump or 
between the latter and the injection pump. The best position is after the lift flow 
because the low pressure may increase the problems generated by small air bubbles in 
the sensor circuit. 
The flow meter selection is important to obtain a good measurement of the fuel flow. 
This device must support the GMU fuel circuit conditions and it must be suitable for 
measuring the liquid (fuel). Looking at Table 1, we can define that the flow meters do 
not need to support high pressures; the nominal flow must be approximately 12.54 
liters per hour, with maximum flow of approximately 30 liters per hour and adequate 
for oil with low kinematic viscosity. Moreover, it must provide an independent 
measure of the temperature of the fluid, and the return line flow sensor must be 
sensitive to low flow.  
An effective flow meter for these applications is a small positive-displacement oval 
gear flow meter. The oval gear design ensures that the pressure loss across the sensor 
Fig 1. Scheme of the fuel flow measurement system 
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is very low (less than 150 mBar at full flow) and that the performance remains almost 
constant over the entire temperature range and viscosity range. For this application, 
the model PD400 from Titan Enterprises Ltd. is chosen. To reduce the measurement 
error we will use the same model in both flow lines. Table 2 presents the main 
features of the PD400 flow meter, which has an oval tooth-wheeled counter with 
small dimensions in addition to an easily replaceable filter that protects the sensor 
from any floating particles. 
 
Table 1. Main characteristics of the fuel and fuel system. Sources: (CNH, 2009), (RD 61/2006) 
 
 
Table 2. Main characteristics of the PD400 flow meter. Source: (Titan flow meter, 2014) 
 
2.2 Consumption model 
To estimate energy it is necessary to know total demanded energy and the relationship 
with fuel consumption. We will use specific fuel consumption volume (SFCv), which 
typically is given in Liters per kilowatt-hour (L/kwh). This value relates the energy, or 
power, demanded with the fuel consumed. It is a function of the engine’s throttle 
speed, whose value varies with time. The total demanded energy can be calculated by 
applying the time integral of the instantaneous power function. The total fuel 
consumption (TFC) is thus: 
 
_
( ) ( )
PTOeqV T
t
TFC SFC t P t    (1) 
 
Feature Value 
Flow rate 1 to 60 L/hr 
Maximum Working Pressure 25 bar 
K Factor 1830 pulses per liter 
Fittings 1/8 BSP Brass 
Flow meter volume 2 cm3 
Temperature range 0 to 60ºC 
Accuracy ±2,5% 
Loss of pressure 0.1 bar 
 
Feature Value 
Lift Pump Rated Flow 12.54 L/h 
Lift Pump Working Pressure 0.2 bar ± 0.05 
Maximum Flow ≈30 L/h 
Fuel Diesel 
Kinematic viscosity at 40 °C 2.0 to 4.5 mm2/s 
Density at 15 °C 820 to 845 kg/m3 
Water (maximum) 200 mg/kg 
Gross Calorific Value 10.40 to 10.72 kwh/L 
Net Calorific Value 9.881 to 10.182 kwh/L 
CO2 emissions 3.19 kg CO2/kg Fuel 
 
568 RHEA-2014











  (2) 
where X is the fraction of equivalent PTO power available with respect to the rated 
power, and PTM is the partial throttle multiplier, whose value is defined by: 










  (3) 
nPT is the partial throttle engine speed in revolutions per minute (rpm), and nFT is the 
full throttle engine speed (rpm). 
The total demanded power of the task (PT_PTOeq) can be obtained as a sum of different 
power contributions, where each power component is converted to the equivalent 
PTO power: 
 
_T PTOeq PTO hyd elm
t
Dv
P ME Rv P P
E
P      (4) 
where v is the system speed in meters/second, Em is the mechanical efficiency of the 
power transmission from the net flywheel to PTO power, Et is traction efficiency, 
defined as the ratio between drawbar and PTO power; its value depends of traction 
condition. D is the implement draft force (kN), MR is the motion resistance (kN), PPTO 
is the power requirement from the PTO shaft, Phyd is hydraulic power (kw); it is the 
fluid power required by the implement from the hydraulic system of the tractor or 
engine. Pel is the electric energy (kw) used to power all electrical systems (sensors, 
actuators, controllers, etc.). 
Draft force (D) is required to pull many seeding implements and minor tillage tools 
that are operated at shallow depth and is primarily a function of the width of the 
implement and the speed at which it is pulled. For tillage tools operated at deeper 
depths, draft also depends upon soil texture, depth, and the geometry of the tool.. 
Typical draft requirements are given by (ASAE, 2011): 






D F A B v C v       (5) 
where: Fi is a dimensionless soil texture adjustment parameter; its value is 1.0, 0.85 or 
0.65 for fine, medium or coarse textured soils, respectively. A, B and C are machine-
specific parameters; each parameter is a function of tillage tool design. The constant 
parameter, A, is a function of soil strength, while the coefficient of speed parameters, 
B or C, are related to soil bulk density.  W is a number of tools and T is the tillage 
depth (cm) (ASAE, 2011). 
Motion resistance (MR) is the difference between gross traction and net traction. 
Gross traction is the input torque divided by the rolling radius, and net traction is the 
force in the direction of travel developed by the traction device and transferred to the 
vehicle. MR values depend on wheel dimensions, tire pressure, soil type, and soil 
moisture. Moreover, soil moisture is assumed to be less than field capacity for 
implement operations (ASAE, 2011). MR is given by: 
 ( cos sin )MR gm       (6) 
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where ρ is the MR ratio (the ratio of MR to dynamic load), which depends on the soil 
surfaces, slip, mass and tires, g is the Earth's gravitational acceleration (9.8 m/s
2
), α is 
the terrain slope, in radians, and m is the mass of the whole system (t) (ANSI, 1995). 
Power requirement from PTO is important to estimate the power consumption for the 
rotary tools. This power is necessary for the sprayer implements, and it is given by: 
 
PTO
P a bw cMFR    (7) 
where w is the number of active nozzles (the sprayer implements are able to open 
each nozzle separately), a represents the no-load power requirement in kw (2,4 kw for 
our sprayer implement), b is the power requirement per nozzle (kw/nozzle; 0.0038 
kw/nozzle for our sprayer implement), c is the power per unit of material feed rate 
(kwh/t; zero for our implement), and MFR is the material feed rate (t/h; value is null 
for our implement) (ASAE, 2003). 
2.3 Field representation 
The field data are represented by three Georeferenced Tagged Image File Format 
(GeoTIFF) images, crops limits, a weed map and the digital elevation model for the 
zone where the field is located. 
2.3.1 Limits and weed map 
These grayscale images are 8 bits by color channel, have a pixel size of 0.5 meters, 
and are georeferenced by the position of the lower left pixel with geodesic coordinates 
that are translated to Universal Transverse Mercator (UTM). The standard Earth 
reference ellipsoid used is the World Geodetic System established in 1984 (WGS 84). 
Figure 2 shows an example of the crop limits representation. If the pixel is not part of 
the crop, then it is white; otherwise the pixel is gray. This type of representation 
facilitates obtaining data from satellite images, and can be found on different web 
sites. The representation can also define areas inside of the fields that do not contain 
crops, such as pools, wells, light poles, etc, which must be considered to realize the 
path planning. 
If the weed data are available before calculating the path planning, a weed map image 
where each pixel value is the weed proportion in a given area should be created. A 
value of 255 indicates an area with 100% weeds; a value of 0 indicates 0% weeds. 
Fig. 2. Example of GeoTIFF image of field limits 
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2.3.2 Terrain elevation data 
To estimate the terrain elevation model, GeoTIFF ASTER (Advanced Spaceborne 
Thermal Emission and Reflection Radiometer) GDEM (Global Digital Elevation 
Model) images are used. These images have been obtained from the web site of 
National Aeronautics and Space Administration (NASA). The data are posted on a 1 
arc-second (approximately 30-m at the equator) grid and are referenced to the 1984 
World Geodetic System (WGS84) (EOSDIS, 2014).  
The terrain slope with the desired resolution is obtained applying bicubic interpolation 
using Matlab. Figure 3 shows this process with the geographic coordinates translated 
to UTM coordinates. Bicubic interpolation is chosen because it provides a high degree 
of smoothness in the places where the flats are connected and represents the plowing 
and tillage work generated on field surfaces. These data can be improved using the 
height data obtained from the GPS device during farm task. 
2.4 Fuel consumption optimization 
To minimize fuel consumption, it is necessary to minimize the SFCv and power 
values. For spraying herbicides, the draft force does not appear; therefore, drawbar 
power cannot be optimized. 
2.4.1 Specific fuel consumption volume optimization 
The SFCv value is inversely proportional to engine performance. If the engine is not 
working at the rated power, we can adjust the throttle position to different values. 
Considering a typical power engine with different engine speeds and equation (2), it is 
Fig 3. Obtaining a 3D representation of the path planning and field using interpolation 
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possible to obtain the graph represented in Fig. 4. It shows the relationship between 
the engine speed and the fuel efficiency (SFCv
-1
) for different power values. In this 
figure, it is possible to observe that the maximum fuel efficiency corresponds to 50% 
of full power and that for a similar demanded power, the fuel efficiency value 
decreases as the engine speed increases. The maximum tractor engine power is near 
its rated capacity; however, the maximum fuel efficiency is near 50% of this power. 
Considering that the field operations analyzed in this paper (light tillage and spraying) 
do not require full tractor power (though they require a specific speed), it is possible 
to reduce the fuel consumption using a faster gear and slowing the engine speed so 
that the specific treatment speed is maintained. 
2.4.2 Motion resistance energy optimization 
MR is the force that the tractor must overcome to achieve the movement. MR 
multiplied by the speed yields the required power. Note that although the power is 
Fig 4. Fuel efficiency (SFCv
-1) respect to engine speed for different power values (percent of 
rated power) 
 
Fig 5. Slippage and MR respect to system weight 
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proportional to the speed, the energy is not because as the speed decreases, the time 
required increases in the same proportion. To optimize the energy lost by modifying 
MR, we can manipulate the following parameters: 
 Weight: MR is directly proportional to this value, hence it must be minimized. To 
calculate this minimum value it is necessary to take into account the draft force, 
which could generate an important slippage increase. Figure 5 (left) shows how 
the slippage value decreases and how the motion reduction force increases as the 
system mass increases on tilled soil surfaces for a constant draft force.  
 Wheels: tire size influences motion reduction as well as slippage. As shown in 
Fig. 5 (right), both slippage and MR values decrease as the tire size increases on 
tilled soil surfaces for a constant draft force. Therefore, the use of large tires, 
within normal limits, increases efficiency. 
 Path planning: To reduce the energy employed in overcoming MR, it is necessary 
to minimize the total distance traveled. If the weed map is known, as in the 
herbicide spraying procedure, we can delete the roads without weeds and 
minimize the non-working distance without jumping roads that must be treated. 
To change to the next road, if the separation is less than two times the vehicle’s 
turn radius and if reverse is used, the distance traveled is always the minimum: a 
semicircle. To minimize the average MR value, it is necessary to simulate the 
possible path planning and calculate the energy taking into account the field’s 
DEM while considering that during the spraying task, the vehicle is losing mass. 
Figure 6 shows the block diagram of the procedure; the first step is to select a 
series of path-planning initial points in broad strokes and later to calculate the 
required energy of each path and then select the best plan 
2.4.3 PTO energy optimization 
The power necessary for the sprayer implement is calculated using equation (7) and 
decreases by closing the unused nozzles. PTO energy can be optimized by stopping 
the PTO when it is not necessary, such as in non-working paths and when all nozzles 
are closed. 
Fig 6. Path Plan Optimization 
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2.4.4 Hydraulic and electric energy optimization 
Hydraulic energy is used to move the implement up and down. This energy can be 
optimized by minimizing the upper-position of the implement during the non-working 
distances (change of road) or by fixing the implement position for all tasks, whenever 
possible, such as in the herbicide spraying tasks. 
The control systems, sensors and electric actuators use electric energy. This energy 
can be reduced by disconnecting unused sub-systems, such as the implement 
controller during the non-working distance, and by reducing actuator use, such as 
keeping the sprayer boom unfolded during the duration of the task rather than 
folding/unfolding the implement bars. 
3 Results and discussion 
In this task, the entire work plan is known before performing the task; therefore, it is 
possible to optimize each power component: SFCV, MR, PPTO, Phyd and Pel. To 
conduct the test, a small wheat crop with coordinates and a known weed map, as 
shown in Fig. 7, was used.  
Figure 8 shows fuel consumption using the traditional mode for spraying herbicides 
for weed-control treatment; path planning without optimization is shown in Fig. 7. 
Fig 7. Field data and path planning for the tests 
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Fig 9. Fuel consumption without optimization 
 
Fig 8. Fuel consumption with optimization 
PTO is activated, to the rated rpm, during all working distances, which greatly 
increases the power consumed; furthermore, the engine speed is much greater than 
necessary. The dashed line represents the power consumed by the GMU in this task, 
and the solid line represents the power consumed, as calculated using the 
consumption model. The zones with low consumption correspond to non-working 
distances where the PTO is deactivated. The crops are situated in an urban zone close 
to an abrupt change in elevation, and the DEM data are not accurate, causing the 
differences between estimated consumption spikes. 
Figure 9 shows fuel consumption using the fuel optimization methods described 
above and path planning with optimization (see Fig. 7). In this case, PTO is 
deactivated when it is not used, resulting in significant energy-use improvement. The 
same problem occurs with DEM data; measured consumption is almost always higher 
because the rpm control in the GMU is not effective, and when it is activated, the 
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engine speed is set to the rated rpm, which is too high for the low power demanded by 
the sprayer implement. 
This test compares a traditional method with an automatic and optimized method, and 
the results indicate that fuel consumption is reduced to 35% in the real system and to 
47% in the system model. The average power demanded is reduced to 65% and 30% 
for real and model systems, respectively. Therefore, the reduction of consumption is 
significantly noticeable.  
4 Conclusions 
Experiments conducted in this work reveal that by automating herbicide- spraying 
tasks using known weed map and DEM data, it is possible to significantly reduce fuel 
consumption and, therefore, pollutant emissions. Weed maps can be provided by the 
same type of weed detection system, and DEM data can be obtained from the Internet. 
In addition, it is also very important to make an efficient use of the engine power by 
adjusting the gear and throttle positions. 
Furthermore a GMU consumption model has been implemented that allows the GMU 
energetic behavior to be simulated following different path plans. The combination of 
this model with a three-dimensional representation of the field, using DEM data 
obtained from the Internet, allows for the determination of the optimum path plan 
with respect to fuel consumption. This is especially interesting for working on terrain 
slopes and for performing agriculture tasks using implements with payload variations, 
such as sprayers, where the motion reduction is minimized. This energy reduction 
significantly decreases fuel consumption and CO2 and NO atmospheric pollutant 
emissions 
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Abstract. This paper describes a supervisor system to monitor automated 
agricultural vehicles. The supervision system consists of a program that gathers 
and analyzes, continuously and in real time, the information provided by 
subsystems on board the vehicles, and notifies the user when it detects a failure, 
such as an inappropriate working speed or the wrong valve state. To develop this 
system, a modular and hierarchical architecture is proposed and used. Simple 
low level supervisors, only able to detect easy failures in small systems, are 
combined to build more complex, higher level supervisors able to detect more 
complex problems. The system was tested with automated tractors during the 
execution of a real agricultural task, spraying herbicide for selective weed 
treatment. The system successfully supervised the task, detecting the failures 
that arose. According to these results, it is concluded that the system proposed is 
a highly useful tool to manage fleets of agricultural vehicles 
Keywords: Supervision; Tractor fleet; Modular and hierarchical architecture. 
1 Introduction  
Using robotic agricultural machinery to automate agricultural tasks is today an ever 
closer reality. The potential of automated machinery to outperform customary human 
labor promises to increase farm productivity. For this reason, many research projects 
have undertaken work on this subject in recent years (Demeter, 2000) (CROPS, 
2010) (RHEA, 2010). For example, in the RHEA project, all the components of a 
fleet of autonomous drones and tractors work together to totally automate selective 
treatments in wheat, maize and olive fields. 
It is important to note that performing agricultural tasks without human staff and 
delegating the responsibility to machines presents a real challenge since much of the 
machinery used in agriculture is heavy and mobile, and is therefore highly dangerous. 
In addition, working in an uncontrolled outside environment (weather, people 
working nearby, uneven ground, animals that can appear suddenly, etc.) makes it even 
harder to maintain safe conditions for equipment, people and the crop itself, and also 
makes the automation and the quality of the tasks more complex. With so many things 
to pay attention to, the human operator in charge of supervising the automated task 
needs some kind of system to help keep everything under control, even more so when 
the task is to keep a fleet of tractors working together. 
In this paper some important aspects of the supervision system developed for the 
tractor fleet of the RHEA project are described. The supervision system has been 
implemented using a combined modular and hierarchical architecture based on 
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multiple supervisors working in parallel and on different supervision levels: basic, 
vehicle and fleet level. The supervisors of the basic level are focused on only one 
property (trajectory, speed, valve, engine, etc.) of the different elements that compose 
the ground robot (mobile platform, implements and perception system). At the vehicle 
level, supervisors detect higher level failures that arise from different properties of the 
same vehicle. Finally, at the fleet level, supervisors detect the anomalies with regard 
to the whole fleet behavior. 
In the following sections the proposed architecture for the supervision system is 
described as well as some initial results of the system performance. 
2 The Supervision Architecture 
Two concepts are essential to understanding how the proposed supervision system 
works: alarms and supervisors. 
An alarm is the notification generated when a failure is detected, such as an 
inappropriate speed, a tractor out of track or the wrong valve state. In addition to 
failures, an alarm can also notify an operator of any important change detected even if 
it is not an incorrect situation, e. g., a completed trajectory or a successfully initialized 
device. Throughout the document, most of the alarms explained are related to failures, 
and those that do not refer to malfunctions are explicitly indicated. 
A supervisor is the module or piece of code that analyzes the information 
periodically received from the entities to be supervised (real entities, such as an 
engine, a tank, a valve, etc., or abstract ones such as trajectories, collisions, etc.) and 
generates an alarm if a failure is detected. A supervisor is mainly composed by a set 
of IF-THEN rules that generate alarms when the information collected meets some 
condition. 
In general, the input of a supervisor can be expressed as a pair (property, value), 
where property indicates the entity to be supervised and value its current state. Note 
that a supervisor is also considered a subsystem and thus its outputs can also be used 
as inputs for other supervisors. 
The supervisor outputs are the alarm notifications. A supervisor can output several 
kinds of alarms, but, in general, the higher level supervisors generate more kinds of 
alarms than the lower ones since they supervise more complex entities and hence they 
find more kinds of failures. 
3 The Proposed Supervision System 
The supervision system implemented is a fleet level supervisor that brings together 
the alarms generated by all the other supervisors. Some of these other supervisors 
belong to the same supervision level whereas others belong to lower levels. Figure 1 
shows the internal structure of the implemented system. In this figure, each of the 
rectangles represents a supervisor and the arrows represent the inputs and outputs of 
the supervisors, all of them alarms except the information provided by the sensors. 
Five different levels are shown in the figure: user, fleet, vehicle, basic and sensor 
level. The developed supervision system covers the fleet, the vehicle and the basic 
levels. The sensor level contains the devices that provide the information required by 
the supervisors to know the status of the equipment. Finally, the user level contains 
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the systems that receive the alarm information generated by the supervision system to 
be shown to the operator through a GUI. 
 
 
Fig. 1. Supervisor system architecture. 
In addition to the information provided by the sensors and the internal systems, the 
supervisors can also access mission data. The mission is the agricultural task that the 
fleet must carry out, and it is mainly composed of a plan with the expected trajectories 
for each of the vehicles, the speeds of each vehicle and the state of the implements for 
each point of the trajectories, that is, if the boom has to be activated or deactivated, if 
the valves have to be opened or closed, etc. This information is static, in other words, 
it does not change during mission execution and it is loaded by the supervisors (if 
required) at the beginning of the supervision. 
The architecture proposed is modular since each supervisor encapsulates some 
logic of the supervision, and they all can be replaced easily. Moreover, the 
architecture is also hierarchic, since the supervisors can be linked to each other to 
build more complex supervisors performing at different supervision levels. By 
combining modularity and hierarchy, any supervision system built with the proposed 
architecture can be easily adapted and updated to provide new super-vision facilities. 
The supervisors that run the overall supervision system are detailed below. 
3.1 Basic Level Supervisors 
The basic level supervisors supervise the following properties: speed, out of track 
trajectory, connection disruption, implement state and trajectory completed. 
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The speed supervisor receives the speed from the speedometer of the vehicle and the 
current position from a RTK GPS installed onboard. Since the supervisor also knows 
the expected trajectory with the expected speeds, it checks periodically if the speed 
received matches the expected speed (within a difference margin) for the current 
position of the vehicle. If they do not match, an alarm is generated. 
The out of track supervisor periodically checks if the current position of the 
vehicle received from the GPS matches with the expected position on the mission 
trajectory. If some point is missed or is visited out of order, an alarm is generated. A 
point is visited if the vehicle position is close enough to the point, considering a set 
threshold. Note that the RTK GPS can report the vehicle’s current position with an 
accuracy of 2 centimeters and with a frequency up to 20 Hz, so, properly adjusted, it 
is impossible for a vehicle to move far without being detected by the supervisor. 
The connection disruption supervisor periodically checks, using a timer, when a 
sensor or an internal system last provided its information. If some critical time is 
exceeded, a connection disruption alarm will be issued. Note that the overall system 
supervises on-moving medium-size tractors, and therefore it is essential to receive 
important information like tractor position with the appropriate frequency. 
The speed supervisor is similar to the implement state supervisor, i.e., it checks if 
the vehicle’s speed matches with the expected speed in the plan. 
Finally, the trajectory completed supervisor checks if all the points on the mission 
trajectory are visited. If this condition is met, an alarm will be generated. Note that 
this alarm does not represent a malfunction in the system, and it is used to notify the 
operator that the vehicle has completed its assigned trajectory. This supervisor is not 
forced to check if the points are visited in the right order, but if the order is wrong, the 
out of track supervisor detects the error. 
Finally, note that the lowest level supervisors are simple, separately detecting 
minimal deviations; however, working together, they are a very powerful tool that 
covers a wide spectrum of situations. 
3.2 Vehicle Level Supervisors 
In the current implementation, this level only contains the supervisors that bring 
together all the alarms related to a given vehicle, so, in general, this level will contain 
as many supervisors as vehicles there are in the fleet. These supervisors are helpful to 
encapsulate all the supervision involved with a vehicle. 
In the more complex version of the supervision system, more supervisors must be 
included. An easy example that illustrates the need for new supervisors is the case of 
a “pilot flame” alarm in a mechanical-thermal tool. The alarm is generated when the 
pilot flame is shut down, for example, due to a gust of wind. In this case, the fault is 
detected and automatically repaired by the actuation system (mechanical-thermal tool) 
re-igniting the pilot flame. However, if the problem persists due to a tool malfunction, 
the situation can only be detected at a higher level. 
3.3 Fleet Level Supervisors 
The fleet level supervisors considered in figure 1 are: the collision, the mission 
completed and the fleet supervisors. 
582 RHEA-2014
The collision supervisor receives the positions of all the vehicles in the fleet and 
checks two by two if they are separated by less than a given distance. If so, an alarm 
is generated. 
The mission completed supervisor receives its inputs directly from the vehicle 
supervisors immediately below its level, i.e., it receives the trajectory completed 
alarms. It only generates an alarm if it receives the trajectory completed alarms for all 
the vehicles in the fleet, in other words, when the mission is finished. This supervisor 
reports to the operator when all the vehicles have completed their trajectories. 
Finally, the fleet supervisor brings together all the alarms related to the fleet. It is 
helpful to encapsulate all the supervision in a single supervisor. 
4 Results 
To test the supervision system developed, a mission within the RHEA project 
scenarios was selected. A tractor carrying an herbicide spraying bar had to cover a 
field and spray the herbicide with precision, just on the weed patches. Figure 2 shows 




Fig. 2. Mission trajectory and weeds patches positions. 
 
The field in the scenario was shortened to maintain a trajectory with only one 
turning maneuver to better show the results without undermining them. A bigger field 
would only show more instances of the same results. 
Figure 3 shows the results obtained for the speed supervisor. The expected speeds 
were 2 km/h on the headers and 3 km/h inside the field, and the maxi-mum speed 
error (threshold) was set to 0.5 km/h. 
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The inputs received over time, the real speed of the tractor (in red color) and the 
expected speed (blue), are displayed at the top of figure 3. At the bottom of the same 
figure, the output alarm generated is displayed in green. The figure shows that the 
alarm is issued mainly on the headlands. On the headlands the auto-mated tractor 
tested did not reach the expected 2 km/h, sometimes due to the small space for 
accelerating, other times due to the limited capabilities of the tractor to follow the 
demanded speed (the RHEA project is an on-going project and some aspects of the 
autonomous navigation are still under development). The speed supervisor 
successfully detected the differences between both signals and generated the alarm 





Fig. 3. Speed supervisor inputs (real and expected speed) and outputs (alarm). 
Figure 4 shows the results for the implement state supervisor. The real and ex-
pecked states of the valves are shown in red and blue, respectively, as well as the 
alarm activations/deactivations, in green, over the mission time. The real and 
expected states were nearly the same values, however, there are some small 
differences during the activations/deactivations of the valves. These differences were 
due to the delay associated with the response time of the valves and were successfully 
detected by the supervisor. 
Figure 5 shows the results for the out of track supervisor. The distance to 
determine if a point was visited or not was set to 50 cm. The real and expected 
trajectories are shown along the mission time, in red and blue, respectively, as well as 
the alarm activations/deactivations, in green. Since the tractor was able to follow the 
expected trajectory very closely, the expected turn trajectory was modified to force 
the supervisor to detect out of track alarms. As shown in the figure, the supervisor 
detected perfectly the out of track positions. 
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Fig. 5. Out of track supervisor inputs (real and expected trajectory) and outputs (alarm). 
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Figure 6 shows the results for the trajectory completed supervisor. As shown in 
figure 5, all the points inside the field are visited and then the alarm reporting that the 
trajectory was completed was generated. Note that the supervisor was defined to 
check only the points inside the field because the trajectories in the headlands did not 




Fig. 6. Trajectory completed supervisor output. 
 
Finally, figure 7 shows the vehicle supervisor that brings together all the alarms 
generated with regard to the tested vehicle. 
 
Fig. 7. Alarms generated by the vehicle supervisor. 
 
5 Conclusions 
The supervision system designed and developed was able to detect different failures, 
dangerous situations such as tractor out of track positions, inappropriate working 
speeds or wrong states on the implements. The supervision system also detects 
important inflection points such as whether the trajectory demanded was completed or 
the mission ended. Furthermore, the modular and hierarchic architecture proved to be 
a very useful framework to incrementally implement complex supervisor systems 
from lower level and simpler supervisors. Consequently, the supervision system could 
easily be extended to detect any kind of failure by just adding new low supervisors. 
From these results it can be concluded that the supervision system as well as the 
architecture are highly useful tools to supervise agricultural vehicle fleets. 
As future work, the supervisor could be easily integrated with an upper layer of 
decision-making software to form an overall farming control system able to detect 
and neutralize failures in real time. Moreover, a test of the supervisor system with a 
fleet, i.e., with several vehicles, is still pending. Finally, some easy constraints could 
be added to some of the supervisors to avoid the emission of the alarms when it is not 
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clear they needed to be issued; for example, the supervisor of the state of the 
implements could take into account the delay in the response of the valves by 
allowing for some response time difference. 
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Abstract. Deployment of a Multi-Robot System (MRS) for accomplishing 
cooperative agricultural tasks can be overwhelming from a control perspective 
and presents a challenge for coordinating the activities of agricultural robots. 
Analysis of the functions of each robot and identifying the role each robot has to 
perform becomes significant for finishing an assigned cooperative task. The 
current paper focuses on developing a framework/control architecture to deploy a 
MRS for accomplishing typical agricultural tasks in a row crop production setting. 
The architecture focuses on the aspects of homogeneity and heterogeneity, level 
of cooperation, type of inter-robot communication and the role assignment of each 
robot during the cooperative task execution. A key component of the MRSCA 
developed in this manuscript is the global information module (GIM) which is 
installed on each robot. The GIM receives information local to each robot and the 
global information from other robots as inputs and yields role assignments and 
messages required for inter-robot coordination. The GIM is assumed as a finite 
state machine (FSM) with three parallel finite states; Role Module (RM), 
Coordination Module (CM) and Wireless Communication Module (WCM).The 
state flow chart tool of MATLAB was used to simulate the GIM under absolute 
cooperation between the robots of the MRS.  Each level of cooperation was 
associated with typical agricultural tasks like planting, baling and harvesting for 
the simulation. The simulation yielded status messages that were fundamental for 
completing cooperative tasks.  
Keywords: automation, agriculture, robot, control, framework, cooperative tasks 
1 Introduction  
 Use of multiple machines for increasing field capacity  and productivity is common 
on most of the large scale farms worldwide.  In an operation where multiple machines 
are used for agricultural production, a one to one ratio of human operators to number 
of machines is necessary.  Typical row crop operations like grain harvesting, require at 
least two machines with one operator for each machine.  The capability to manage and 
monitor both the harvester and the grain cart by one operator (leader-follower system) 
can reduce labor costs and increase field capacity. Algorithms for operating a leader-
follower multi-robot system (MRS) were developed by Noguchi et al (2004).  In this 
system the lead machine is controlled manually and the algorithms enable the 
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autonomous follower machine to either follow or go to a particular location commanded 
by the lead machine. Vougioukas (2009) proposed a method for coordinating team of 
machines where one lead machine specifies the motion characteristics of one or more 
“followers”. The simulation experiments verified the method used for coordinated 
motion of hierarchies of leader-follower robots. Researchers at Carnegie Mellon 
University are working on a project to enable a single, remote user to supervise a fleet 
of semi-autonomous tractors mowing and spraying in an orchard (Moorehead et al., 
2009).  In a similar effort, three autonomous peat harvesting machines performed 100 
field test missions during tests conducted with end users (Johnson et al., 2009).  The 
successful implementation of multi-robot systems by these researchers is a testimony 
to the fact that agicultural robots (ag-robots) can work in real-world applications, and 
the field of agriculture is evolving in to a “high-tech” work environment. A system 
consisting of multiple, simpler robots will most likely be cost-effective and more robust 
than a system employing a single complex robot (Parker, 2002).  If one robot fails, 
remaining robots of the group continue to work to finish the given task thereby 
improving reliability over a single, complex robot. Also, multiple cooperating robots 
can complete a given task faster with greater reliability because of the distributive 
nature of these systems. 
 
Although, a MRS is desirable for increasing the efficiency and field capacity, it is a 
challenge to coordinate the activities of multiple robots. To achieve a functional MRS, 
it is essential to have a robust and functional control architecture and appropriate 
communication strategy. The design of MRS control architectures becomes more 
challenging with the increase in number of robots performing a given task. The current 
paper focuses on developing a generalized control and communication framework for 
operating multiple ag-robots in field production settings.  
 
2 MRSCA Framework Development  
When multiple robots are working together to accomplish a cooperative task, the 
foremost question to be resolved is the type of inter-robot communication required. 
Intuitively, the level of coordination that multiple robots could pursue affects 
communication requirements. Further, the coordination strategy differs for 
homogeneous versus  heterogeneous MRS. Homogeneous MRS is a group of 
functionally equivalent robots that perform similar actions utilizing same levels of 
sensing and control capabilities whereas, heterogeneous MRS is a group of functionally 
different robots that perform unique tasks to accomplish a collective assignment. Thus, 
the homogeneity and heterogeneity of the robots in a MRS affects the coordination 
strategies that in turn determine the type of inter-robot communication required. 
Although a MRS compels us to think that some form of communication between robots 
is necessary, in reality, in some cases, no-communication between homogeneous robots 
is as good as when there is some form of inter-robot communication. A major 
requirement for a homogeneous MRS to be functional with no inter-robot 
communication is that individual robots must be intelligent and should react to their 
local environments.  
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Three types of inter-robot communication were explored by Balch et al. (1994).  
They found that communication can significantly improve performance in some cases 
but for others, inter-agent communication may not be necessary. In cases where 
communication helps, the lowest level of communication is almost as effective as the 
more complex type.  Rude et al. (1997) developed a wireless inter robot communication 
network called IRoN. The two important concepts of the network were implicit and 
explicit communications. These two forms of communication would be used to address 
the communication requirements of homogeneous and heterogeneous agricultural 
robots.  
Homogeneous robots will divide the task and work in their respective unique work 
areas without interfering with one and other’s operations. Thus, cooperation among 
homogeneous MRS is not required and inter-robot communication becomes 
unnecessary. However, a MRS involving heterogeneous robots require some form of 
inter-robot communication as each robot performs a different function that necessitates 
coordinated actions. The extent of cooperation between two heterogeneous robots will 
vary and can be of two types; modest cooperation, and absolute cooperation. For 
modest cooperation, the robots do not interfere with each other’s work. However, short-
term communication is established at the instant when robots work together. For 
absolute cooperation, continuous un-interrupted communication between robots is 
required at all times for accomplishing the coordinated task from start to finish.  
In no-cooperation mode, the MRS uses only implicit communication. Implicit 
communication is the default communication of the robots where, states of the robot 
are broadcasted over the wireless channel to a central monitoring station. A modest 
cooperation between robots is realized using implicit and explicit momentary 
communication. Intentional communication directed at a specific robot constitutes 
explicit communication. Absolute cooperation on the other hand utilizes implicit and 
continuous explicit communication. This type of cooperation among the robots 
necessitates the robots to be communicating at all times for finishing the assigned task. 
Thus, for homogeneous MRSs, the robots utilize implicit communication to transmit 
their states whereas, for heterogeneous robots, explicit momentary and explicit 
continuous communications must be established for moderate and absolute 
cooperation, respectively. 
Homogeneity and heterogeneity of the robots, and the three levels of cooperation 
discussed above can be associated with typical crop production operations like planting 
or spraying, baling and picking and, harvesting. A good example of homogeneous ag-
robots is a group of robots performing crop input material application (E.g., planting, 
spraying and fertlizer application). In Figure 1a three planters are assumed to be 
operating in No Cooperation mode where, they opérate in their own working zones 
(WZI, WZII and WZIII). These three planters do not have to communicate with each 
other but must broadcast their states (location and speed) to a central monitoring station 
(CMS) for allowing the users to monitor the activity of the ag-robots. Baling and bale 
retrieving operation corresponds to a mode where the baler and the bale picker 
communicate momentarily to exchange the status of the bale. This mode of operation 
is considered as a modest cooperation where the two robots communicate for a short 
period of time before resuming their primary tasks. The baler (see Figure 1b) drops the 
bale and sends a message to the bale retriever and once the status of the bale is 
transmitted to the bale retriever, the baler resumes the task of baling. The bale retriever 
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then performs the task of picking the bale and dropping it off at the edge of the field. 
Harvesting operation which involves grain carts and a harvester is a good example 
where absolute cooperation is required to transfer the grain between the machines. The 
grain carts have to follow the combine at an offset distance next to the combine to 
receive the grain (see Fig. 1c). The harvester and the grain carts have to communicate 
at all times to successfully transfer the grain. Grain Cart I (GC1) has to move at the 
same speed as the combine to avoid any loss of grain. Once GC1 is full  it will start 
moving to the field edge, a pre defined location, to drop off the grain. GC2 takes the 
place of GC1 and continues to receive the grain from the combine by following the 
Combine (see Fig. 1c). 
 
(a) (b) (c)  
Fig. 1. Typical field production operations requiring different levels of cooperation (a) No-
Cooperation (b) Modest Cooperation (c) Absolute Cooperation 
Based on these different cooperation levels and the homoegeneity and, heterogenity 
of the of the ag-robots, a classification of the MRS deployed in agricultural production 
is developed (see Fig.2). Thus, homogeneous MRS can work in no-cooperation mode 
and the default form of communication required is of implicit type where the ag-robots 
broadcast their states to a CMS and no inter-robot communication is required. However, 
heterogeneous MRS can either work in modest or absolute cooperation which requires 
implicit or explicit inter-robot communication (see Fig.2.). This classification of MRS 
would guide the process of determining what kind of roles the ag-robots need to 
perform to accomplish a coordinated task. The coordination strategies and the inter-
robot communication types mentioned in this classification provided the basis for 
development of the MRSCA. An important component of the MRSCA is the Global 
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Information Module (GIM) that is discussed in the later section which incorporates the 
coordination strategy, role assignments and the communication types.  
 
 
Fig. 2. Coordination Strategy and Communication types for Homogeneous and Heterogeneous 
Agricultural Robot 
2.1 Global Information Module (GIM) 
The GIM, a crucial component of MRSCA resides on each robot and the 
information contained in this module can be accessible by other robots of the MRS. 
The GIM (see Fig. 3) receives information about other robots in the MRS (global 


























Fig 3.  Multi Robot System Control Architecture (MRSCA) for a MRS deployed for 
Agricultural Production. 
Additionally, GIM receives information local to each robot (E.g., sensor 
information) from Individual Robot Control Architecture (IRCA). IRCA is local to 
each robot of the MRS which provides intelligence to the robot for avoiding obstacles 
and performing goal oriented navigation. IRCA becomes especially important for 
Multi-Robot System
Homogeneous Robots Heterogeneous Robots





















homogeneous MRS as it enables the robot to operate intelligently in unique working 
zones without having to communicate with other robots. GIM and IRCA together 
constitutes MRSCA which is required to opérate  a team of ag-robots. Further 
discussion of IRCA is out of the scope of this paper.  
 
2.1.1 Coordination, Role and Wireless Communication Modules 
 
Three modules; Coordination, Role and Wireless Communication contained within 
the GIM represent the mode of operation, the assigned role and the wireless 
communication state of each robot (see Fig.3). The coordination module (CM) 
determines the mode of operation of the robot and is treated as a finite state machine 
(FSM) with three modes; No-cooperation, Modest Cooperation and Absolute 
Cooperation.  A mode of operation becomes active when the mode variable (m) is set 
to one of the following values; 0, 1, 2.  The robot can be assigned any one of the three 
roles of the RM; Stand Alone, Leader, and Follower, depending on the mode of 
operation.  In No-cooperation mode the robot can take only stand-alone role as the 
robots of the MRS do not communicate with each other. The role module (RM) is 
triggered by role variable (r) that can take on values of 0, 1 or 2 which correspond to 
stand-alone, leader and follower roles.  The wireless communication module (WCM) 
has two finite states, one to transmit (Tx) and the other to receive (Rx) the messages 
the robots. The states Tx and Rx of WCM is triggered by the communication variable 
(c) that depends entirely on the mode of operation and can take values of 0 and 1. Table 
1. shows the control variables using which the robots of the MRS can be initialized to 
work with different levels of cooperation. 
Table 1. Control variables for different levels of cooperation 
Coordination Strategy Control Variables (m, r, c) 
No Cooperation Standalone role (0,0,0) 
Modest Cooperation Leader (1,1,0), Follower (1,2, 1) 
Absolute Cooperation Leader (2,1, 0), Follower (2,2, 1) 
 
As an example when there is no-cooperation (m=0), a stand-alone role (r=0) is 
assigned to each robot and the robots do not communicate (c=0) with each other. For 
modest cooperation (m=1), the robot assumes the role of Leader (r =1) or Follower 
(r=2).  Thus, when operated as a leader it primarily transmits (c=0) messages to the 
CMS and other robots that act as Followers.  When the robot is operated as a Follower 
(r=2) it receives messages (c=1) from the Leader followed by transmission of its states 
to the CMS.  In the case of absolute cooperation (m=2), similar to modest cooperation, 
the robot assumes the role of either Leader (r=1) or Follower (r=2).  The communication 
variable ‘c’ takes a value of 0 or 1 for transmission and reception of messages under 
the leader and follower roles respectively. Thus, based on the values of the control 
variables different finite states of CM, RM and WCM of the GIM are triggered. 
The mode of operation and the role assignment are purely based on the collective 
task the MRS is supposed to accomplish.  Further, when a robot assumes the Leader or 
Follower role various tasks must be performed.  Tasks to be executed through each role 
can be represented by finite states as seen in Fig. 4.  Thus, the Leader can be modeled 
as a FSM with tasks Wait and Unload as the internal finite states. Similarly, the follower 
role consists of tasks Go To, Follow/Load and Unload as it’s internal finite states.  
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Finite state machine (FSM) hierarchy of the GIM is presented in Fig.4. The parallel 
finite states (RM, CM and WCM) are active simultaneously when the GIM is triggered. 
However, the internal finite states are mutually exclusive and only one internal finite 





















Internal Finite States – Level I
Internal Finite States – Level II  
Fig.4. FSM Hierarchy of the GIM 
3 MRSCA Simulation and Discussion 
The GIM was built using the Stateflowchart tool of MATLAB and the inputs to the 
GIM were created using MATLAB’s signal builder. The simulation was carried out in 
the SIMULINK environment of the MATLAB. The SIMULINK model for harvesting 








































































































Fig.5. Simulink model for Heterogeneous MRS with Absolute Cooperation 
The inputs to the GIM were the control variables (m, r, c), specific flags that contained 
the sensor information on the robot, and the wireless input messages from other robots 
of the MRS. In the Simulink model shown in Fig.5, the inputs to the GIM of the leader 
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are the control variables and the proximity sensing (PS) flag. PS flag of the combine is 
raised (logic 1) when the grain is ready to be unloaded. The other important inputs in 
to the GIM of the Combine are the synchronization flags (SYNCL1 and SYNCL2) that 
are used to coordinate the activities of the Combine with GC1 and GC2. SYNCL1 and 
SYNCL2 are raised (logic 1) when GC1 and GC2 want to synchronize with the 
Combine, respectively. Additional flags were used as inputs for the GIM of follower 1 
and follower 2. Flags, offset distance (OD) and field edge (FE) were used as inputs for 
the GIM of followers in addition to the control variables. A raised “OD” flag signifies 
that the follower is at a desired bearing (location and heading) relative to the combine 
whereas, a raised “FE” flag means that the follower (GC1 or GC2) is close to the field 
edge where the grain is supposed to be unloaded. PS flags of the followers are raised 
when the grain carts are full with grain and are ready to be unloaded. Signal inputs for 
follower 1 and follower 2 are provided if Fig 6a and 6b, respecitively. In addition to 
these signal inputs, control variables m, r and c of GC1 and GC2 take values of (2,1,1) 





Fig. 6. (a) Signal inputs to the GIM of Follower 1 (GC1)  and (b) Signal inputs to the GIM of Follower 2 in 
Absolute Cooperation mode 
 
Based on the time series profile of the signal inputs in Fig. 6., the internal parallel and 
mutually exclusive states of the GIM of the Combine, GC1 and GC2 are triggered. The 
triggering of the internal states generates the status messasge (StatMsg) that allows us 
to monitor the working conditions of the MRS. Three status messages, StatMsgL, 
StatMsgF1 and StatMsgF2 were  generated from the simulation that contained the 
statuses  of the internal finite states.  
The GIM of the GC1 during the simulation can be seen in Fig. 7. The dashed boxes 
in blue are the parallel states (RM, CM and WCM) that are active at all times, whereas 
the solid boxes in blue are the mutually exclusive states that are active when trigger 
conditions and transition conditions for the state are met. It can be seen from Fig 7. that 




Fig. 7. Simulated GIM of the Combine in absolute cooperation mode 
 
After the Goto state, the GC1 transitions to “Follow/Load” state and the Combine 
transitions from “Wait” state to “Unload1” state. During the “Unload1” state the 
Combine transfers the grain to GC1. After the GC1 is full, the flag PS is raised which 
transitions the GC1 from “Follow/Load” state to “Unload” state. During the “Unload” 
state, GC1 navigates towards the field edge for dropping of the grain. While GC1 
navigates towards the field edge for dropping the grain, GC2 synchronizes with the   
 
(a) (b)  
Fig. 8. (a) Simulated GIM of the GC1 (b) Simulated GIM of the Combine  
with the Combine for transferring the grain. The “Unload1” state transitions to 
“Unload2” state when SYNCL2 flag is raised. During “Unload2” state the grain is 
transferred to GC2. Thus, simulation of GIM using inputs in Fig. 6., enabled role 
assignments and the cooperation level to carry out the coordinated tasks. The status 
messages of the leader and the two followers were generated which are exchanged 
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between the robots of the MRS for accomplishing the cooperative task. StatMsgL of 
the Combine contained status of flags L1, L2 where, L1 and L2 corresponded to the tasks 
of the Combine and F1, F2 and F3 of StatMsgF1 corresponded to different tasks of the 
GC1. StatMsgF2 contained the statuses of active states of GC2.  
4 Conclusions and Future work  
The key component of the MRSCA, the GIM allowed three levels of cooperation; 
No Cooperation, Modest Cooperation and Absolute Cooperation. Three typical 
agricultural operations (planting, baling and grais harvesting) involving multiple robots 
were identified and associated with each type of cooperation.  The simulation of GIM 
for absolute cooperation was presented which assigned roles to the robots and created 
status messages that determined the active states of the robots involved in the 
cooperative tasks.  These status messages allowed the robots to carry out synchronized 
tasks for accomplishing a cooperative goal. Future work would involve deploying 
different levels of cooperation of MRSCA on autonomous vehicle platforms and 
perform extended analyis and evaluation of the MRSCA. 
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