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1. Introduction
Enumerating matrices satisfying certain properties over finite fields is a problem that has been
treated extensively in the literature. See, for examples, the survey [8] and the references in [6]. The
most basic result states that the number of n × m matrices of rank r over a finite field of order q is
given by
M(n,m, r, q) =
r−1∏
j=0
(qn − qj)(qm − qj)
qr − qj . (1)
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This result was established by Landsberg [5]. Several proofs appear in the literature, see, e.g., [2]. In this
paper, we present a refinement of this result that gives the number of n × m matrices of rank r over
a finite field of order q with a given number of rows of unit weight, i.e., each having a single nonzero
entry, where the weight of a vector is defined, in general, as the number of its nonzero entries. Let
ei = (ei,1, ei,2, . . . , ei,n), for i = 1, 2, . . . , n, be the ith standard basis vector of length n defined by
ei,i = 1 and ei,j = 0 for j = i. Then, a vector has unit weight if and only if it is a nonzero multiple of a
standard basis vector.
A result closely related to (1), probably first reported in [1] and [7] but rediscovered many times
since then, gives an expression for the number of r-dimensional subspaces of an n-dimensional vector
space over a finite field of order q, which we denote by V(n, r, q), as
V(n, r, q) =
r−1∏
j=0
qn − qj
qr − qj . (2)
This result actually follows from (1) since, from (1), there are M(n, r, r, q) sets of r linearly indepen-
dent vectors of length n that form bases for r-dimensional subspaces and each such subspace has
M(r, r, r, q) bases. Hence, V(n, r, q) = M(n, r, r, q)/M(r, r, r, q). In this paper, we consider a refine-
ment of this result. Let the vectors of the n-dimensional vector space be represented by q-ary vectors of
length n. Under this representation, we give an expression for the number of r-dimensional subspaces
of an n-dimensional vector space that contain a given number of vectors of unit weight.
Let Fq denote the finite field of q elements,where q is a primepower. Let n andm be positive integers
not less than a nonnegative integer r and let k be a nonnegative integer not greater than n. We are
interested in n × m matrices of rank r over Fq constrained to have exactly k rows of unit weight. In
this paper, we give an explicit expression for the number of thesematrices.We also give an expression
for the number of r-dimensional subspaces of Fnq constrained to have exactly k standard basis vectors.
Unlike the straightforward derivation of (2) from (1) that gives the number of unconstrained subspaces
from unconstrained matrices, it is quite easy and natural to obtain an expression for the number of
constrained subspaces that does not make use of the number of constrained matrices.
This work is motivated by problems related to the theory of linear codes. Recall that a linear code
of length n is a subspace of an n-dimensional vector space, see, e.g., [4]. The vectors in the code are
called codewords and the minimum distance of a linear code is the minimum weight of a nonzero
codeword. In particular, V(n, r, q) given in (2) gives the total number of linear codes of length n and
dimension r over Fq. Some of these codes haveminimumdistance equal to one. However, only codes of
minimum distance greater than one are useful for detecting and correcting errors [4]. As a special case
of the result obtained in this paper on the number of r-dimensional subspaces of an n-dimensional
vector space that contain a given number of unit weight vectors, we obtain the number of linear codes
of length n and dimension r with minimum distance at least equal to two by setting the number of
unit weight vectors to zero. Furthermore, recall that a linear code of length n and dimensionm over Fq
can encode any arbitrary message vector ofm elements in Fq as a codeword using a one-to-one corre-
spondence. This can be accomplished by post-multiplying the message vector by an n × mmatrix of
rankmwhose columns form a basis for the code. The transpose of such a matrix is called a generator
matrix for the code [4]. The resulting column vector of this product is the encoded codeword corre-
sponding to the message vector. Having rows of unit weight in the transpose of the generator matrix
facilitates the implementation of this product and the retrieval of the elements of the message vector
from its corresponding codeword. Hence, the result obtained in this paper on the number of matrices
with a given number of rows of unit weight may be useful in the study of generator matrices of linear
codes.
2. Results
The main result of this paper is Theorem 4 which will be established after a series of lemmas.
Throughout this paper, we assume the rows and the columns of any n×mmatrix to be indexed as
1, 2, . . . , n and 1, 2, . . . ,m, respectively.
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In the following lemma,we determine the number ofmatrices of a given size over Fq such that each
row has unit weight and no column is all-zeros. For example, one such 5 × 4 matrix is⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 a13 0
a21 0 0 0
0 0 a33 0
0 0 0 a44
0 a52 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where a13, a21, a33, a44, a52 are nonzero elements in Fq. For our purpose, we make use of Stirling
numbers of the second kind. Recall that the Stirling number of the second kind, S(k, l), where k and
l are nonnegative integers, denotes the number of ways a set of k elements can be partitioned into l
nonempty subsets. We have S(0, 0) = 1, S(k, 0) = 0 for k > 0, S(k, l) = 0 for k < l, and
S(k, l) = 1
l!
l∑
t=0
(−1)l−t
(
l
t
)
tk (3)
for k ≥ 1 and k ≥ l, see, e.g., [9].
Lemma 1. The number of k × l matrices such that each row has unit weight and no column is all-zeros
equals l!S(k, l)(q − 1)k.
Proof. Consider a k × l matrix such that each row has unit weight and no column is all-zeros.
Let (1, j1), (2, j2), . . . , (k, jk) be the positions of the nonzero entries in the matrix. Then {ji : i =
1, 2, . . . , k} = {1, 2, . . . , l}. For j = 1, 2, . . . , l, let Sj = {i : ji = j}, i.e., Sj is the set of row indices in
which the nonzero entries reside in the jth column. Clearly, the sets S1, S2, . . . , Sl are nonempty, dis-
joint, and their union is {1, 2, . . . , k}. There is a one-to-one correspondence between the k positions
of the nonnegative entries in the matrices counted in the lemma and the partitions of {1, 2, . . . , k}
into l nonempty ordered sets. The number of these partitions is l! times the number of partitions into
unordered sets, S(k, l). Hence, there are l!S(k, l) choices for the k positions of the nonzero entries such
that each row has exactly one of these positions and each column has at least one of them. Since each
of these positions can be occupied by any of the q − 1 nonzero elements in Fq, it follows that the
number of matrices is as given in the lemma. 
In the following lemma, we count the number of n × m matrices of rank r having k specific rows,
each containing a single nonzero entry in a specific column and these k nonzero entries are confined
to l, but no less than l, columns.
Lemma 2. Let I ⊆ {1, 2, . . . , n} and J = {ji : i = 1, 2, . . . , k} ⊆ {1, 2, . . . ,m} be sets of row and
column indices of sizes k and l, respectively, where 0 ≤ k ≤ n and 0 ≤ l ≤ m, and let ai,ji , for i ∈ I , be
nonzero elements in Fq. Then the number of n × m matrices A = [ai,j] of rank r ≥ l over Fq such that for
each i ∈ I , we have ai,j = 0 for all j = ji, is given by
q(n−k)l
r−l−1∏
j=0
(qn−k − qj)(qm−l − qj)
qr−l − qj .
Proof. Consider a matrix A = [ai,j] counted in the lemma. Each of the k rows indexed by I has a
single nonzero entry and each column of the l columns indexed by J has at least one of these nonzero
entries. Hence, these k rows form a k×m submatrix of rank l. For A to have rank r, its (n− k)× (m− l)
submatrix obtained by deleting the rows indexed by I and the columns indexed by J should have
rank r − l. The number of such matrices isM(n − k,m − l, r − l, q) as given by (1). The factor q(n−k)l
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gives the number of choices of the (n − k)l elements in the columns indexed by J that do not belong
to the rows indexed by I . 
The next lemma gives the number of matrices of a given rank such that each row whose index
belongs to a given set of row indices has unit weight.
Lemma 3. The number of n × m matrices of rank r over Fq such that each row with an index in a given
set I of size k, 0 ≤ k ≤ n, has unit weight, is given by
r∑
l=0
(
m
l
)
l!S(k, l)(q − 1)kq(n−k)l
r−l−1∏
j=0
(qn−k − qj)(qm−l − qj)
qr−l − qj .
Proof. For each n × m matrix A = [ai,j] counted in the lemma, there is a set J = {ji : i =
1, 2, . . . , k} ⊆ {1, 2, . . . ,m} of size l, where 0 ≤ l ≤ m, such that for i ∈ I , we have ai,ji = 0 and
ai,j = 0 for all j = ji. For a given J , it follows, by Lemma 1, that there are exactly l!S(k, l)(q − 1)k
choices for the submatrix [ai,j], i ∈ I, j ∈ J . Each of these submatrices has rank l. There are
(
m
l
)
sets
J ⊆ {1, 2, . . . ,m} of size l. Multiplying the product
(
m
l
)
l!S(k, l)(q − 1)k by the number of matrices
in Lemma 2 and summing over all possible values of l give the stated result. 
Notice that the matrices counted in Lemma 3may contain rows of unit weight in addition to those
k rows indexed by I . The number of matrices with exactly k rows of unit weight can be determined
using the Principle of Inclusion and Exclusion [3] as shown next.
Theorem 4. The number of n × m matrices of rank r over Fq with exactly k rows of unit weight is given
by
n∑
i=k
(−1)i−k
(
i
k
) (
n
i
)
r∑
l=0
(
m
l
)
l!S(i, l)(q − 1)iq(n−i)l
r−l−1∏
j=0
(qn−i − qj)(qm−l − qj)
qr−l − qj .
Proof. For a subset I ⊆ {1, 2, . . . , n} of row indices, let MI denote the number of n × m matrices
of rank r over Fq where each row indexed by I has unit weight. Using the Principle of Inclusion and
Exclusion [3], it follows that the number of matrices with exactly k rows of unit weight is given by
n∑
i=k
(−1)i−k
(
i
k
) ∑
I⊆{1,2,...,n}:|I|=i
MI . (4)
From Lemma 3,
MI =
r∑
l=0
(
m
l
)
l!S(|I|, l)(q − 1)|I|q(n−|I|)l
r−l−1∏
j=0
(qn−|I| − qj)(qm−l − qj)
qr−l − qj .
There are
(
n
i
)
subsets I ⊆ {1, 2, . . . , n} of size i. Hence, from (4), the result follows. 
Substituting for S(i, l) from (3), we can obtain an explicit expression for the formula given in The-
orem 4.
The following is a direct application of Theorem 4.
Corollary 5. The number of nonsingular n× nmatrices over Fq, such that each of its rows has at least two
nonzero entries, is given by
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n∑
i=0
(−1)i
(
n
i
)2
i!(q − 1)i
n−1∏
j=i
(qn − qj).
Proof. We setm = r = n and k = 0 in Theorem 4 and notice that the product vanishes unless l ≥ i
while S(i, l) = 0 for l > i. Hence, all terms in the summation over l vanish except for the term l = i.

In particular, if q = 2, the expression in Corollary 5 reduces to
n∑
i=0
(−1)i
(
n
i
)2
i!
n−1∏
j=i
(2n − 2j),
which equals 0, 18, 4824, and 3864840 for n = 2, 3, 4, and 5, respectively.
Next,we count the number of r-dimensional subspaces of Fnq containing a given number of standard
basis vectors.
Theorem 6. For 0 ≤ k ≤ r ≤ n, the number of r-dimensional subspaces of Fnq that contain exactly k
standard basis vectors is
r∑
l=k
(−1)l−k
(
l
k
)(
n
l
)
r−l−1∏
j=0
qn−l − qj
qr−l − qj .
Proof. A subspace V of dimension r contains the standard basis vectors ei1 , ei2 , . . . , eil if and only
if every vector in the dual space, V⊥, of V , has zeros in the entries indexed by i1, i2, . . . , il . The dual
space V⊥ has dimension n − r and by deleting the zeros in the entries indexed by i1, i2, . . . , il from
its vectors, we obtain a set of vectors of length n − l that form a subspace of dimension n − r in an
(n − l)-dimensional vector space. This establishes a one-to-one correspondence between subspaces
of dimension r containing the vectors ei1 , ei2 , . . . , eil and subspaces of dimension n − r in an (n − l)-
dimensional vector space. The number of these subspaces is V(n − l, n − r, q) = V(n − l, r − l, q).
Combining thiswith thePrincipleof InclusionandExclusion [3], it follows that thenumberof subspaces
of dimension r containing exactly k vectors in {e1, e2, . . . , en} is given by
r∑
l=k
(−1)l−k
(
l
k
)(
n
l
)
V(n − l, r − l, q).
Substituting for V(n − l, r − l, q) from (2) gives the expression stated in the theorem. 
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