


























$\partial_{t}u(t,X)=\nu\partial_{x}^{2}u(t,X)+f(u(t,X))$ , $(0<t\leq T)$
$u(\mathrm{O}, x)=u^{0}(x)$ where $u^{0}(x)$ is such that,
$1-u^{0}\in \mathrm{p}\mathrm{r}\mathrm{o}\mathrm{b}\mathrm{a}\mathrm{b}\mathrm{i}\mathrm{h}\mathrm{t}\mathrm{y}$ distribution function.
(1)
, $f(x)$ :
(f) $0\leq f(x)\leq\exists A$ , $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}f\subset[0,1]$ .










$G(x)$ $G(x)= \sum_{i=1}w_{i}\cdot H(X_{i}N-x)$
$N$ $X_{i}(1\leq i\leq N)$




[2] Operator Splitting : 1 $F_{t}u_{0}(X)$




$\partial_{t^{u=\iota\ovalbox{\tt\small REJECT}}}\partial 2ux’ u(0, x)=v(X)d$
$R_{t}u(x)$ $\overline{dt}^{v=f}(v),$ $v(0, x)=$
$u(x)$
2. $D_{\triangle t},$ $R_{\Delta t}$ $\tilde{D}_{\triangle t},\tilde{R}_{\triangle t}$
$\tilde{D}_{\triangle t}$ $X_{i}^{j}$ $\tilde{R}_{\triangle t}$








$x_{i}^{0-1}=u0(1-i/N)(1\leq i\leq N-1)$ , $X_{N}^{0}=u^{-1}0( \frac{1}{2N}))$
$u^{0}(x)$ $\tilde{u}\mathrm{o}(x):=$ $H(x_{i}^{0}-x)w_{i}^{0}$ ,
$(w_{i}^{0}=1/N)$ ($H(x)$ Heaviside )
2) $j$-step g $\tilde{u}^{j}(x)=\sum_{i}H(X^{jj}i^{-x})w_{i},$ $(0\leq j\leq K)$
$(j+1)$-step $\overline{u}^{j+1}.(X)=\sum_{l},$ .H(X^{j}i^{+}-1X)wij+1$
(r) (d)
(r) $\tilde{v}^{j+1}(_{X)}:=\tilde{R}_{\triangle t}\tilde{u}^{j}(x)=\sum_{i}H(X_{i}^{j}-x)wij+1$ ,
$w_{i}^{j+1j}=w_{i}+\triangle t\{f(\tilde{u}i)j-f(\tilde{u}_{i}^{j})+1\}$ ,
(d) $\tilde{u}^{j+1}(_{X})$. $:= \tilde{D}_{\triangle t}\tilde{v}^{j+1}(X)=\sum_{i}H(x_{i}j+1-X)wij+1$
,
. $\tilde{u}_{i}^{j}=\tilde{u}^{j}(x_{i}^{j})$ , $\{\eta_{i}^{j} : 1 \leq j\leq K, ! \leq i\underline{<}N\}$
$N(\mathrm{O}, 2l\ovalbox{\tt\small REJECT}\cdot\triangle t)$ $i.d$




Theorem 1. 1 $0<\nu\leq 1,0<\triangle t<1$ $\triangle t$
N $\triangle t=O(N^{-1/4})$ ,
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$u^{0}(x)$ : $u^{0}\in C^{1},$ $\partial_{x}u^{0}\in L^{1}\cap L^{\infty}$
$\nu,$
$\triangle tN$ $C_{0},$ $C_{1},$ $C_{2}$
$(p\mathit{1})$ $E||u(\tau, \cdot)-\tilde{u}^{K}(\cdot)||1\leq$
$(1+ \frac{T}{C_{0}})[e^{T}||u^{0_{-}0}\tilde{u}||_{1}+C_{1}\sqrt{\nu}\triangle t+C_{2}\frac{\ln N}{N^{1/4}}]$
$(p\mathit{2})$ $Var(||u(T, \cdot)-\tilde{u}^{K}(\cdot)||_{1})\leq$





) $(0,1)$ – (
$\{\zeta_{i}^{j}\}$ )
–







( 1) $\xi=\sqrt{12\nu\triangle t}\cdot\zeta,$ $\zeta\sim U(-1/2,1/2)$
( 2) $\xi=\sqrt{2\nu\Delta t}\cdot\zeta,$ $\zeta=\pm 1$ with proba. 1/2
2.2
$\Psi$ $\Phi$
$\ovalbox{\tt\small REJECT}$ , \mbox{\boldmath $\delta$}( , $\Phi$ ) $:= \int_{R^{1}}|\Psi^{-1}(x)-\Phi^{-}1(X)|dX$ $\Psi^{-1},$ $\Phi^{-1}$
Theorem 2. 1 (Ogawa $[\mathit{3}J$) $Algor\cdot ithm$




$(ol)$ $E||u( \tau, \cdot)-\tilde{u}^{K}(\cdot)||1\leq(1+\frac{T}{C_{0}})[e^{T}||u-0\tilde{u}^{0}||_{1}$
$+C_{1} \sqrt{\nu}\triangle t+C_{2}\frac{\ln N}{N^{1/4}}+C_{3}\sqrt{2\nu\triangle t}^{-1}\cdot\delta(\Psi, \Phi)]$
(02) $Va \tau\langle||u(\tau, \cdot)-\tilde{u}^{K}(\cdot)||_{1})\leq(1+\frac{T}{C_{0}})[e^{\tau}||u-0\tilde{u}^{0}||_{1}$
$+C_{1} \sqrt{\nu}\triangle t+C_{2}\frac{\ln N}{N^{1/4}}+C_{3}\sqrt{2\nu\triangle t}^{-}1$ . $\delta(\Psi, \Phi)]^{\sim}9$
$C_{3}$ $c_{0},$ $C_{1},$ $C_{2}$ $\nu,$ $\triangle t,$ $N$
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( 3) $\sqrt{\triangle t}^{-1}$






(r3) $\xi_{i}^{j}=\sqrt{2\nu\triangle t}\Psi^{-1}(\zeta_{i}j),$ $\dot{\oint}_{i}=\sqrt{2\nu\triangle t}\Phi^{-1}(\zeta_{i}j)$
$\wp$ , $E(N, \triangle t)$ :
(i) $E(N, \triangle t):=||F_{\triangle t}^{K0}u(\cdot)-(\tilde{D}_{\triangle t}\tilde{R}_{\triangle t})^{K}\tilde{u}^{0}(\cdot)||_{1}$
$\leq||F_{\triangle t}^{K}u^{0}-(D\triangle tR\triangle t)^{K0}u||_{1}$




(\"u.) $E_{1}$ ( $\mathrm{S}_{\mathrm{P}}1\mathrm{i}\mathrm{t}\mathrm{t}\mathrm{i}\mathrm{n}\mathrm{g}$ error), $E_{2}$ ( ) $E_{3}$ (
) $E_{3}$
(iii) :










$\nabla\tilde{R}_{\Delta t}$ : $\tilde{R}_{\triangle t}$ Euler Scheme
$\sup_{x}|R_{\triangle t}\tilde{u}(X)-\tilde{R}\triangle t\tilde{u}(X)|=\exists C_{1}(\triangle t)^{2}$
$\wp$ $||R_{\Delta}t\tilde{u}-\tilde{R}\Delta t\tilde{u}||_{1}$
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Proposition 2. 1 $X_{i}^{0}(1\leq i\leq N)$
$[-B, B]$ $B$ $\forall\gamma>1$
:
2
$(R)$ $P(||R_{\triangle t}\tilde{u}-j\tilde{R}\triangle t\tilde{u}^{j}||_{1}>2C_{1}L_{\gamma}(\triangle t)^{2})\leq\overline{N^{\gamma}}$
’
, $L_{\gamma}=B+\gamma\sqrt{4\nu t(\ln N)}$ .
$\wp$ $d^{j}=$ $||D_{\triangle t\triangle t}\tilde{v}\sim-D\tilde{v}^{\sim}||_{1}$
$\wp$ $d^{j}\leq||(D\triangle t-Ej\tilde{D}\Delta t)\tilde{v}^{j}||1+||(\tilde{D}_{\triangle t} - E_{j}\tilde{D}_{\triangle t})\tilde{v}^{j}||_{1}$
$E_{J}(\cdot)=E(\cdot|x_{i}\iota, 1\leq i\leq N, 1\leq l\leq j)$ .
$\wp$ bias :
Lemma 2. 1 $E||(D_{\triangle t}-Ej\tilde{D}\triangle t)\tilde{v}^{j}||1=\exists C\sqrt{\triangle t}\delta(\Phi, \Psi)$
$\wp$ fluctuation :
Lemma 2. 2
$P(|\tilde{D}_{\triangle t}\tilde{v}^{j}(X)-E_{j}\tilde{D}\triangle t\tilde{v}j(x)|\geq\alpha N\overline{w}^{j})\leq 2e^{-2N\alpha^{2}}$ , $(\alpha>0)$
$\overline{w}^{jj}=\max_{i}w_{i}$ .
2 Lemma2.1, Lemma22 :
Proposition 2. 2
$P(||D_{\triangle t} \tilde{v}^{j}-\tilde{D}\triangle t\tilde{v}^{j}||1>\gamma F_{1}(N, \triangle t))\leq\frac{C^{J/}}{N^{\gamma},}$ $\forall\gamma\geq 1$ ,





$P(|E_{3}| \geq\gamma F(N, \triangle t))\leq\frac{C_{1}}{N^{\gamma}}\forall\gamma\geq 1$,
$F(N, \triangle t)=2C_{4}Te[T\ln N\cdot N^{-1/4}+\sqrt{\triangle t}^{-1}\delta(\Psi, \Phi)$.
Q. $E_{1},$ $E_{2}$ ( ) Proposition23
2.1
( ) Puckette
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