Abstract-The purpose of using Predictive Modeling for presumptive diagnosis of Type 2 Diabetes Mellitus based on symptomatic analysis is the optimization of the diagnosis phase of the disease through the process of evaluating symptomatic characteristics and daily habits, allowing the forecasting of T2DM without the need of medical exams through predictive analysis. The tool used was SAP Predictive Analytics and in order to identify the most suitable algorithm for the prediction, we evaluated them based on precision and false positive/negative relations, having found the Auto Classification algorithm as the most accurate with a 91.7% precision and a better correlation between false positives (8) and false negatives (3).
I. INTRODUCTION
Modern society has a sense of urgency built into our daily activities that cause many aspects of our life to not be taken care of appropriately. Adopting unhealthy routines constitutes the perfect scenario for the development of diseases, being diabetes particularly epidemic since the factors that contribute to its development can be found in our daily habits. Currently, the worldwide prevalence of diabetes is 9% among adults over 18 years of age and the WHO forecasts that this disease will be the seventh cause of mortality by the year 2030. Diabetes is also a disease that has a high impact in developing countries with medium and low income: deaths in these countries represent the 80% of total fatalities of the disease, particularly for the high cost of medicine and treatment, along with general lack of knowledge of how to manage it accordingly in a daily basis [1] . Type 2 Diabetes Mellitus is a chronic disease based on the patients resistance to insulin, which derives in high blood sugar levels. There are approximately 2 million patients with the disease in Peru, of which a 91.1% have this specific kind of diabetes [2] , [3] with a higher prevalence in the biggest, most modern cities of the country such as Lima or Chiclayo [4] . There are a high number of people that are among the main risk groups to develop the disease, but there is rarely any action taken to prevent it and the disease ends up becoming a reality. There is also a large amount of patients that have the disease but are not aware of it, so unhealthy habits aren't changed, strengthening the disease and weakening the response of their body to it. There is also a large breach between technological advancement in predictive modeling aspects and medical science: there are very few predictive models applied to forecast the development of a disease, frequently because there are factors that vary in many circumstances by patient or by the complexity of the disease [5] .
Since type 2 diabetes mellitus is a disease that depends on genetic and ambient factors for its development, along with it being widely spread throughout the world, it is an ideal candidate for the development of a predictive model to forecast its early diagnosis, impacting directly towards the benefit of the individual and contributing to the improvement of public health in Peru. Being a predictive model that enables immediate forecasting through symptomatic analysis, it is necessary to work on the capability of predicting with variables that are of common knowledge by the patient and are relevant for the forecasting of the disease.
The proposal is the development of a predictive model for the presumptive diagnostic of type 2 diabetes mellitus through the analysis of characteristics known by the patient and the use of machine learning techniques, with the purpose of developing a scalable, accurate predictive model that optimizes diagnosis through continuous learning.
II. LITERATURE REVIEW
The literature review shows numerous results related to diabetes prediction using different algorithms and having different results based on parameters and variables used for forecasting. All the sources reviewed agree to identify diabetes as a chronic disease of high impact and with a tendency towards growth, which poses a challenge to global healthcare.
Many sources have been published using machine learning techniques for type 2 diabetes mellitus prediction. These have been classified according to algorithm families: neural networks, trees, closest k-neighbors, Bayesian networks, LEM2, fuzzy hierarchy and distributed algorithms.
We define predictive capability as the ability to build and evaluate models that are meant to predict new observations, using sophisticated statistical tools to identify what will happen in the future [6] , [7] .
To create predicting capability, organizations must rely on a predictive analytics platform that incorporates data storage, predictive algorithms and dashboards that enable the end user to make the most from the forecasting.
A. Variables to predict Diabetes
Many risk factors have been identified that enable the presumptive diagnosis of type 2 diabetes mellitus. These are shown in Table 1 where there are 22 variables related to the disease also found in the literature review, many being dependent on the results of medical exams. 
B. Predicting Techniques
In [8] there's a study of a predictive model for diabetes with different supervised learning artificial neural network algorithms. The Scaled Conjugate Gradient algorithm had the most optimal performance by the correlation between objective and predicted results. In [9] , there was a study made of several predictive models based on neural network algorithms for diabetes prediction, identifying that the pre-processing of information with different algorithms can improve the precision of results. In [10] , the diagnosis of diabetes is approached with fuzzy logic neural network techniques and case-based reasoning, identifying a new approach for diabetes diagnosis based on the identified input parameters.
In [11] , a Chronic Disease Diagnosis (CDD) model is proposed, using several decision making algorithms. In [12] , a predictive model is proposed for diabetes diagnostic using J48 algorithm and improving it, achieving a 99.87% precision. In [13] , the focus is optimizing the diagnosis of the disease by analyzing patterns found in classification analysis, using decision tree and Bayesian network algorithms. Finally, in [14] , a framework is developed to support scalable predictive analysis using visual tools, which allowed the development of a robust process of parameter optimization and the evaluation of several predictive models with the Random Forest algorithm.
In [15] , several algorithms are compared and it is concluded that the K-closest neighbors algorithm is the most accurate, which leads to the development of a predictive model that by being compared to similar ones ended up having a higher error ratio than expected.
In [16] , a Bayesian network model is used to predict diabetes, achieving 99.51% accuracy. In [17] , a diabetes diagnosis model is developed using Bayesian network, multilayer perception and J48 algorithms, achieving different results for each algorithm and identifying Bayesian networks as the most accurate.
In [18] , a hybrid model is proposed (H2RM) using LEM2 algorithm, which solves the problem of handling diabetes for types 1 and 2, achieving an average accuracy of 95.9%.
Finally, in [19] , computing intelligence is proposed using a fuzzy hierarchy model for early diabetes forecasting. The results of the prediction were contrasted with medical prediction achieving an 87.46% of accuracy between both forecasts.
III. PREDICTIVE MODEL

A. Factors that influence Diabetes
Several risk factors have been identified in order to forecast the presence of type 2 diabetes mellitus. These were identified in the previous literature review and are 23, available in Table  1 . Out of these variables, several require a medical exam in order to know their value which could delay the diagnosis of the disease.
The remaining groups of variables (those that are of common knowledge to the patient) are the ones that can be identified through a questionnaire of symptomatic characteristics and daily habits. There are a total of 16 factors that meet these criteria and 8 will be used for the development and testing of the predictive model. The variables were selected based on the location of the application of the predictive model (Peru) and also due to the limitation to access Factor Description Reference Age Patient age [10] , [9] , [11] , [17] , [16] , [13] , [18] [15] , [10] , [9] , [11] , [17] , [16] , [13] , [18] Waist circumference Waist circumference [15] Blood pressure Blood pressure [15] , [8] , [9] , [11] , [17] , [16] , [13] Physical activity indicator Physical activity indicator [10] Waist to Hip ratio Waist to Hip ratio [10] medical information that is considered confidential by law. Based on this premise, 8 variables were discarded: gender was one of them since the gender distribution between patients with and without the disease was not significant. Alcohol and tobacco consumption were also discarded since although they are influencing factors, they are not as relevant for the development of the disease as other variables such as body mass index (calculated with the height and weight of each patient) or cholesterol problems. The variables related to medical measurements that are relevant for the prediction (such as cholesterol level, blood pressure or glucose) were retrieved through the use of simple yes/no questions about the patient having previous related issues or if the patient takes medicine for these which avoids the need for medical exams and a high precision of those measurements which are often not necessary, unifying the measurement of family history of said diseases that derived in the patient having it.
These variables were considered due to the simplicity of retrieving them through easy questionnaires to patients. Medical professionals of both the public and private healthcare industry in Peru validated the type 2 diabetes mellitus predictive model developed. The 8 variables used for the development of the model are shown in Table 2 . 
B. Data classification
With the variables defined, three kinds of classification for the compiled data are defined: simple ranges (yes/no questions), complex ranges (family history and BMI) and numerical ranges (weight, height).
C. Repository and predictive tool setup
The compiled data is stored in a SQL Server 2012 DBMS which is connected to the selected predictive analytics tool, SAP Predictive Analytics, which enables the input and transformation of data for each variable defined. The database connection also stores the results of the prediction for each predicting scenario.
IV. RESULTS
The data was collected through a virtual questionnaire hosted in Google Forms, which was used to conduct both personal and virtual interviews, capturing data for 656 patients, of which 44% are female (288 people) and a 56% are male (368) with an average age of 34 years and an average body mass index of 25.2 (kg/m²), which is slightly over the healthy average defined by the WHO. A 7% of patients interviewed have the disease (47 people).
The compiled data is available at: https://goo.gl/6rlO7D .
The algorithm evaluation was made through two different datasets: one for training and one for validation. The training dataset was based on 525 randomly selected surveys and the validation dataset was 131 surveys, different from the ones in the training dataset (using an 80-20 proportion for training and validation).
The algorithm configuration was made the following way, available in tables 3 and 4.
The Auto Classification algorithm does not take parameters, being an algorithm defined and setup by the selected tool. The algorithm precision was determined according to the correct diagnosis amount (positive or negative), obtaining the results available in Table 5 : With shown results, the most accurate algorithm was considered to be the one with the highest precision in the validation phase, being the Auto Classification algorithm the highest with a 91.7% accuracy rate. The other two algorithms (R-CNR Tree and R-Nnet Neural Network) had 90.8% and 90.1% accuracy respectively.
In the analysis of the prediction results, the Auto Classification algorithm has a total of 8 false/positives, which means that there were 8 circumstances where the patient said he/she didn't have the disease but the prediction tool forecasts he/she does. There were 3 false/negatives which mean the patient indicated he/she did have the disease but the prediction tool indicated they did not. The results for each algorithm are available in Table 6 : 
V. CONCLUSION
The designed model achieves its purpose of diagnosing diabetes through the analysis of symptomatic characteristics of a patient, achieving its highest precision with the Auto Classification algorithm (91.7% accuracy) and having the most accurate false positive/negative results compared to other algorithms tested.
The accuracy of the developed predictive model can be improved through the use of larger datasets gathered in a medical environment or datasets published by other institutions, of which the developed model would only use symptomatic variables.
The predictive model was developed with a scalable mindset and would benefit significantly of the interconnection of technological devices or Smart technology gathering data in real time and optimizing the prediction of the disease, enabling decisions to be taken at the right time on behalf of the patients benefit. The model would also benefit from the implementation of a feedback process for the predictions made, determining the true precision of the medical diagnosis of the disease.
