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which gives directly all identities of the desired type.
It is hoped that the general mathematical structure of these relations will become particularly clear. The origin of the identities can be stated, group theoretically, quite succinctly. Certain of the irreducible representations of the orthogonal group which occur in the direct product of the spinor representation with itself do not occur in the symmetrized product. As a consequence the 2'" matrices, 1 I (zl) ' ', F (zlzz) ' ' ', F " (zl' 'zs") are linearly independent.
Proof (2vp where F(r) is the set of~~quantitiesr:
we can 6nd a new set of matrices I" (i),
which also satisfy (1). These new matrices then give another representation of the group (2). By Schur's (3) The connection between covariant and contravariant spinors is obtained by noting that if the F(i) are a fixed set of matrices giving a representation of (2), the matrices F'(i) also satisfy (1). Hence these matrices
give an equivalent representation and
with some nonsingular matrix C. 
we obtain a group of 2'~' elements. The only irreducible representations of dimension greater than one are two inequivalent 2" dimensional representations. Since U commutes with all the elements, we obtain by Schur's lemma:
which also satisfy (1) and thus give a 2" dimensional representation of (19). Since U'= (dete) U= U=1, (29) r'(i) = s(e) r (i)s-'(e) (3o)
The covariant-contravariant connection is also similar to that for n=2 Cvonsider the matrices F(i) (i=i, 2,~~, 2v+1), given by (25) 
The two inequivalent representations can then be characterized by
Hence if v is even, the matrices F'(i) give an equivalent representation and thus U= 1 or U= -1.
That these representations are inequivalent is readily seen by noting that the character of U is 2" or -2", respectively.
The argument given previously shows that all traces except those of 1, -1, V, -V are zero. Applying the same method as gave (1) . , 2v+1). These also satisfy the relations (1) and give
Hence, the matrices -r(i) give the other, inequiva- Let us suppose first that a=+1. Then C=C'. By repeated use of (16) and (1), we find:
A matrix satisfying this is C= C,r (2v+1). Then (65b) becomes:
From (12) and (13) we then obtain the well-known (35) result that the direct product (SXS) decomposes into the representations
The symmetry properties of C (and Ci'(») follow directly from those for C,. The results are given in Table I .
Alternately, since C is unitary we can expand using the quantities I'&»(f;)C ' as a basis. Thus:
Consider two covariant spinors g, P. The 2'" products @~Ps form a 2"X2" matrix which from the results of II can be expanded in terms of the matrices,
where {1)'}denotes the representation whose basis are the antisymmetric tensors of rank f.
Returning to (65a), we obtain on identifying p with f=0 (69) From (57) and (58) (70) $CI" &~') (f';))~)), and sum over A and 8:
From (9) and (5) we find:
The results of (57) and (58) From Table I (74a)
Proof
We can expand the matrix ptAQB as:
PtAPB -Q ((2f') .(«f')) f l~ ( 82) (2, =0, v=O, 1, 3 (mod 4) =1, v=2 (mod 4).
Hence (74a) can also be written:
As was previously done we determine the coefficients (76) (2(f) by multiplying with («f))AB and summing over A and J3. This gives ( 83) and hence:
The same argument as leads to (68) gives the well known result: gives:
. (96) Now all r(")(X;) and r(~)(f;) either commute or anticommute. Moreover, As a well-known illustration we consider the P-decay interaction. Here we have the four spinors C"~, 4", g"t, p, representing neutron, proton, neutrino, and electron wave functions, respectively. The scalars formed by grouping neutron-electron, neutrino-proton are then expressed in terms of the usual grouping neutron-proton, neutrino-electron as:
Hence Q r(")(X;)r(f)(f;)r(") (X, ) = (constant)r(~)(f ). (92) Since we are summing over all components of I'&"~i t is apparent that the constant is independent of which component of I'&f' is involved. Thus, with a suitable normalization, we have Comparing (93), (91) and (89) we have: 
The inversion of the relation (89) is particularly easy. Since the prime merely denotes the interchange &~4-lf, a double prime brings the expression back to its original form: =Zf (1/2 ) Qt, r "V) (~, c'e'r'"ec-'~t). (1o9) From (109) (111) and (107) gives:
Since x vanishes for reQections:
X", = X. = 2 v+1.
Since it has been seen that (u)2= 1 the inverse of (g) is obviously:
For our independent pseudoscalars we may choose those obtained by inserting a factor The application of (112) to P decay is of some importance. From (113)and (98) To obtain the scalar biquadratic identities we need only combine (112) with (57) Similarly, from (57b), (58b), and (1) it can be shown that (all equations for v and X holding mod 4): X=O, 3 (132c) , if v=3, for X=1, 2. (132d) Hence, for arbitrary pt and tl/t, we obtain for p=[l the identities (131) holding for the X corresponding to the v of (132). 
134)
While (133) Pseudoscalar identities may be obtained in a similar manner. Thus by an argument paralleling that leading from (81) to (112) we obtain T) ('") ([[',qV; y,y) =h»Sf(") (yt, y; yt, y), (125) where i.e. , 2 Q hy/Sf(') =0, X=O, 2. 
Explicitly these are (omitting the superscript 4)
where we also give various properties of the matrices introduced.
The v+1 scalars obtained by first combining the spinors as ft with p, qV with P are expressed in terms of those with the grouping ft with P, qV with p as:
where 5~( 8A; O'4) = (0', I'""'4). (4', I'""'4), (146) S1=S3, Sp= S4.
Inserting (141) in (140a) and (140b) gives nontrivial identities:
As examples we have:
These are Pauli's' Eqs. (344) and (342), respectively. The nature of the "relabeling identities" is shown from the result of Appendix C that So'= -, ' (So+S2), S2' ---', (3S() -S, ) .
For 22=5 (v=2) (X,f=0,2,4) (149a) (149b)
. (2v (Xv,) given by (133), the number of trivial relabeling identities (Ei), and the remaining number of nontrivial identities X".
From (139) and (143) The simple formulas (A13-19) give all coeKcients of the matrices (d), (a), (g), (h) 
