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Abstract
The European Union (EU) intends to reduce the greenhouse gas emissions to 80-95 %
below 1990 levels by 2050. To achieve this goal, the EU focuses on higher energy effi-
ciency mainly within the building sector and a share of renewable energy sources (RES)
of around 30 % in gross final energy consumption by 2030 [1]. In this context, the concept
of nearly zero-energy buildings (nZEB) is both an emerging and relevant research area.
Balancing energy consumption with on-site renewable energy production in a cost-effective
manner requires to develop suitable energy management systems (EMS) using demand-
side management strategies.
This thesis develops an EMS using certainty equivalent (CE) economic model predictive
control (EMPC) to optimally operate the building energy system with respect to vary-
ing electricity prices. The proposed framework is a comprehensive mixed integer linear
programming model that uses suitable linearised grey box models and purely data-driven
model approaches to describe the system dynamics.
For this purpose, a laboratory prototype is available, which is capable of covering most
building-relevant types of energy, namely thermal and electrical energy. Thermal energy
for space heating, space cooling and domestic hot water is buffered in thermal energy
storage systems. A dual source heat pump provides thermal energy for space heating
and domestic hot water, whereas an underground ice storage covers space cooling. The
environmental energy sources of the heat pump are ice storage or wind infrared sensitive
collectors. The collectors are further used to regenerate the ice storage. Photovoltaic
panels produce electrical energy which can be stored in a battery storage system. The
electrical energy system is capable of selling and buying electricity from the public power
grid. The laboratory test bench interacts with a virtual building model which is inte-
grated into the building simulation software TRNSYS Simulation Studio.
The EMS prototype is tested and validated on the basis of various simulations and under
close to real-life laboratory conditions. The different test scenarios are generated using
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1.1 Context and Motivation
On 4 November 2016, the European Union (EU) and its member states officially ratified
the Paris agreement stating as one of the main goals to keep global warming below 2◦C
and to pursue efforts to limit it to 1.5◦C above pre-industrial levels [6]. To attain these
limits, it is mandatory to reduce the GHG emissions by 80-95 % below 1990 levels in
2050 [7]. Residential and commercial buildings make up 36 % of Europe’s CO2 emissions
and therefore represent an essential sector [8]. To decarbonise the building sector, the
European Parliament approved the energy performance of buildings directive (EPBD)
2010/31/EU [9]. This Directive covers a wide range of policies and supporting measures
to help national EU governments improve the energy efficiency of buildings, of which two
are of particular relevance for this project:
1. New buildings must be nearly zero energy buildings (NZEB) beginning late 2020,
which presupposes the on-site renewable energy production and consumption to be
nearly balanced on a yearly basis.
2. Promotion of information and communication technologies (ICT) and smart tech-
nologies to ensure buildings operate efficiently.
The points mentioned above are theoretically and practically addressed in a real con-
struction project of an eco-village in Luxembourg City, which aims to demonstrate the
feasibility of a sustainable settlement. For this purpose, the One Planet Living framework
was adopted, which was created by the non-governmental organisation (NGO) Bioregional
during the development of the BedZED eco-village in South London in 2002 [2]. Illus-
trated on Figure 1.1, this framework provides ten principles that cover all aspects of social,
environmental and economic sustainability. The present work focuses on the zero carbon
energy principle which emphasises increased energy efficiency in buildings and supply
of energy through renewable energy sources (RES). According to the European Energy
Roadmap 2050, photovoltaics (PV) and wind power will play an increasing role in com-
ing decades [1]. These RES offer limited predictability and variability, which is a major
challenge in an electricity grid where demand and supply must match at all times. To
align electricity consumption and electricity production through variable RES, demand
response (DR) will play an important role in the future energy system. The U.S. Federal
Energy Regulatory Commission defines DR as [10]:
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Equity and local economy Creating safe, equitable places to live and work which support local prosperity 
and international fair trade 
Culture and community Nurturing local identity and heritage, empowering communities and 
promoting a culture of sustainable living 
Land and nature Protecting and restoring land for the benefit of people and wildlife 
Sustainable water Using water efficiently, protecting local water resources and reducing 
flooding and drought 
Local and sustainable food Promoting sustainable humane farming and healthy diets high in local, 
seasonal organic food and vegetable protein 
Travel and transport Reducing the need to travel, encouraging walking, cycling and low carbon 
transport 
Materials and products Using materials from sustainable sources and promoting products which help 
people reduce consumption. 
Zero waste Reducing consumption, re-using and recycling to achieve zero waste and zero 
pollution 
Zero carbon energy Making buildings and manufacturing energy efficient and supplying all energy 
with renewobles 
Figure 1.1: Ten One Planet Living Principles [2].
Changes in electric usage by demand-side resources from their normal consumption pat-
terns in response to changes in the price of electricity over time, or to incentive payments
designed to induce lower electricity use at times of high wholesale market prices or when
system reliability is jeopardized.
Concerning NZEB, DR strategies are implemented with appropriate home energy man-
agement systems (HEMS). HEMS enable demand to be shifted or reduced in order to
improve the energy consumption and production profile of a building through optimal op-
erational schedules [11]. Model predictions and the fusion of the building energy system
(BES) with ICT is crucial for assessing overall flexibility.
This work develops a model predictive controller to investigate DR for a NZEB in a
simulative and laboratory setting. The setup encompasses thermal and electrical energy
storing and generating devices such as a heat pump, thermal energy storage systems,
photovoltaic panels and a battery storage system. The optimal scheduling of the energy
system is determined by solving a mixed integer linear programming (MILP) problem
formulation, which uses suitable linearization techniques modelling the behaviour of the
system components. A major outcome of this work is an elaborate MILP-model of an
energy system, whose level of detail is validated under laboratory conditions with a re-
duced scale energy system. This thesis omits both frequency and voltage control. The
investigated control strategies operate in the order of minutes and apply to active power
and energy planning.
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Research Goals and Outline
The following points summarise the aim of this work:
• Design, planning and construction of an energy system capable of covering any
building-relevant types of energy, namely thermal and electrical energy
• Develop suitable models to describe the energy system dynamics in the context of
optimal control
• Design of a model predictive controller
• Testing and validating these models through simulations and test runs in the labo-
ratory
The research goals are addressed in the following chapters.
Chapter 2 , 3 and 4 are introductory chapters.
Chapter 2 outlies the idea of economic model predictive control (MPC) with its extension
to certainty equivalent (CE) economic MPC.
Chapter 3 provides an overview of the state of the art literature on model predictive
control for building energy systems.
Chapter 4 deals with the concept of grey box models and the associated techniques for
parameter estimation and state estimation.
Chapter 5 provides the linear dynamic models of thermal and electrical BES compo-
nents in the framework of a MILP.
Chapter 6 defines the objective function and energy balance of the optimal control prob-
lem.
Chapter 7 illustrates the different profiles used in this thesis and the functionality of
the model predictive controller.
Chapter 8 assesses the performance of the model predictive controller using a reference
scenario. This allows evaluating the potential of DR taking into account variable electric-
ity prices.
Chapter 9 describes the laboratory test bench with its components.
Chapter 10 evaluates the performance of the model predictive controller and the accuracy
of the BES models during a test run in the laboratory.
Chapter 11 summarises the conclusions of the different chapters and provides an out-
look on future research.
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Technologies, CoDIT 2019, 2019. (Accepted) [13]
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Chapter 2
Model Predictive Control
Model Predictive Control (MPC) originated in the late seventies with the publications of
[17] and [18]. Since then, MPC has not only aroused the interest of the academic world,
but has also become the state of the art control approach in process industries [19, 20, 21].
Due to its manifold advantages such as the possibility to formulate constrained problems
intuitively, intrinsic compensation for time delays, possible incorporation of forecasts or
ability to use multiple variables, MPC is increasingly used to optimally operate energy
systems [22, 3, 23, 14, 24, 25].
The essence of MPC is to compute the optimal control action of a process by using a
model to predict the system dynamics over a finite horizon. At regular time intervals, a
real-time optimisation problem is solved. The main objective of the optimisation problem
may be to maximise stakeholders profit, minimise operating costs or minimise the devi-
ation of the process state from a reference trajectory. The solution of the optimisation
is a sequence of control inputs of which only the first input is applied to the physical
system. The models used to predict the system dynamics are abstractions of the real
world process. The variance of the model increases with incremental time steps. For this
reason, the process state is repeatedly estimated and updated when a new measurement
becomes available. These feedback characteristics of a model predictive controller create
a forward shifting horizon. This principle is often referred to as Receding Horizon Control
(RHC) as shown in Figure 2.1.
The chapter starts by outlining the idea of economic MPC with its extension to cer-
tainty equivalent (CE) economic MPC. Last but not least, a brief overview of state of the
art solving methods and solvers is provided.
2.1 Economic Model Predictive Control
In conventional MPC formulations, the objective function φsp penalizes deviations from
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Figure 2.1: A model predictive controller repeatedly applies estimations and forecasts.
where N is the prediction horizon. The matrices Q and R are tuning parameters. Large
values of Q in comparison to R drive the state to ȳk quickly at the expense of large control
actions uk. On the contrary, large values of R relative to Q reduces the speed at which
the system reaches a given reference point. Finding the optimal parameters for Q and R
is one of the main challenges for industrial applications.
Economic MPC on the other hand, executes an economic optimisation of the process
operation. The optimal solution is found by minimising a linear or non-linear economic
cost function φeco. The cost function considered in this thesis is linear, with ck the costs





Certainty Equivalent Economic MPC
A CE assumption is made to handle random variables. This requires that the regulator
uses the conditional expectations of the predicted states, disturbances and costs. The
conditional mean and covariance matrix of the states is computed using a Kalman filter
as illustrated in section 4.4. By using the mean value predictions, the system under in-
vestigation becomes deterministic, which significantly reduces the computational burden
compared to approaches based on Monte Carlo simulations or uncertainty handling via
probability constraints.
2.1. ECONOMIC MODEL PREDICTIVE CONTROL 7
Discrete-valued actuators are found in many energy systems due to the on/off behav-
ior of the installed equipment such as heat pumps (HP) or combined heat and power
(CHP) units. In many industrial applications, discrete control actions are removed from
the MPC control layer. The discrete-valued actuation of the equipment is executed at
a low-level control layer of the automation system using heuristic or rule based control
(RBC), which generally results in a sub-optimal solution to the control problem. Solving
the discrete decisions in the MPC control layer could greatly improve the overall process
performance. This argument is supported by the increased computing power and improv-
ing mixed-integer solvers in the last years. For this reason, the optimal control problem to
be solved in this thesis consists of continuous and discrete control actions. The economic
objective function is linearly constrained. Thereby, the problem to be solved is a a mixed
integer linear program (MILP).
The MPC regulator determines the optimal control action at time k by minimising the
objective function φeco, subject to constraints related to thermal or electrical power pro-
duction units p and thermal or electrical energy storage systems s [27, 28]. For every time
step k a MILP is solved. Only the first input ûk|k of the control sequence is considered.







s.t. x̂k+1+j|k = Adx̂k+j|k +Bdûk+j|k + Edd̂k+j|k, (2.3b)
ẑk+1+j|k = Cd,zx̂k+1+j|k, (2.3c)
r̂mink+1+j|k ≤ ẑk+1+j|k ≤ r̂maxk+1+j|k, (2.3d)
uminp Ŝp,k+j ≤ ûp,k+j|k ≤ umaxp Ŝp,k+j, (2.3e)
∆uminp ≤ ∆ûp,k+j|k ≤ ∆umaxp , (2.3f)
UTp(Ŝp,k+j|k − Ŝp,k−1+j|k) ≤ T̂ onp,k+j|k, (2.3g)
DTp(Ŝp,k−1+j|k − Ŝp,k+j|k) ≤ T̂ offp,k+j|k, (2.3h)
ûs,k+j|k ≤ udch,maxs f̂s,k+j|k − uch,mins ĝs,k+j|k, (2.3i)
udch,mins ĝs,k+j|k − uch,maxs f̂s,k+j|k ≤ ûs,k+j|k, (2.3j)
f̂s,k+j|k + ĝs,k+j|k ≤ 1. (2.3k)
The constraints Eq. (2.3b) and Eq. (2.3c) are the discrete state-space formulation of
the process under investigation. Eq. (2.3d) ensures, that the controlled outputs ẑk+1+j|k
are bound by lower and upper thresholds. Power generation units are subject to mini-
mum and maximum generation capacity limits in Eq. (2.3e), rate-of-movement constraints
∆ûp,k+j|k = ûp,k−1+j|k − ûp,k+j|k in Eq. (2.3f), and minimum up and down time limits in
Eq. (2.3g) and Eq. (2.3h). Ŝp,k+j ∈ {0, 1} is a unit commitment state, which is one when a
unit is committed and zero otherwise. UTp and DTp are parameters quantifying minimum
up time and down time. T̂ onp,k+j|k and T̂
off
p,k+j|k are variables indicating the number of suc-
cessive on and off hours. Eq. (2.3i) and Eq. (2.3j) apply minimum and maximum charging
limits uch,mins and u
ch,max




s to the energy storage
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system. The binary variables f̂s,k+j|k and ĝs,k+j|k indicate whether the system is in charge
or discharge mode. Simultaneous charging and discharging of the energy storage unit is
made impossible by Eq. (2.3k).
In terms of energy systems, Eq. (2.3d) may translate a desired temperature range for
a thermal energy storage system or a room of a building. However, in various situa-





. To guarantee feasibility of the optimisation during online operation,
the hard output constraints in Eq. (2.3d) are softened with a positive slack variable
ŝk+1+j|k [29]:
r̂mink+1+j|k − ŝk+1+j|k ≤ ẑk+1+j|k ≤ r̂maxk+1+j|k + ŝk+1+j|k, (2.4)
ŝk+1+j|k ≥ 0. (2.5)
Non-zero values of ŝk+1+j|k are penalized in the objective function with the penalty cost







The procedure applied within the certainty equivalent model predictive controller is listed
in Algorithm 1. The optimal value for ûk|k is calculated based on the current measurement
yk, the control action ûk−1|k−1, the state estimate x̂k−1|k−1 and state covariance matrix
Rxxk−1|k−1. Further external forecasts are needed to solve the optimal control problem
(OCP). With regard to energy systems, Dk,Rk,Fk can refer to forecasting weather, con-
sumer preferences or electricity market prices. Most of the computing power in Algorithm
1 is consumed by the regulator.
2.2 Solving Mixed Integer Linear Programs
A mixed-integer linear program is a linear program (LP) in which some of the variables are
integers. Problems belonging to the LP class are solvable in polynomial time. Common
solution techniques for LPs are the simplex algorithm and interior point methods [30, 31].
Unless P = NP, polynomial time algorithms are not applicable for MILP problems, which
are NP− complete [32]. Instead, linear-programming based branch and bound (B&B)
or branch and cut (B&C) algorithms are applied.
Branch and Bound Algorithm
The B&B method originated with the publications of [33] and [34]. The most funda-
mental concept of the B&B algorithm is the LP-relaxation. In the area of mathematical
optimisation, the relaxation of a MILP is the problem that arises when the integrality
constraint of the variables is removed. Hence, the resulting relaxation of a MILP becomes
a LP with continuous variables. The minimum and maximum values of the variables are
the same as in the original model.
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Algorithm 1: CE economic MPC
Require:


















































B&B is recursively breaking down the search space of the original problem into sub-
problems by using a divide-and-conquer strategy. It involves the construction of a search
tree. Each tree node contains the LP relaxation of the original MILP along with some
additional constraints for the integer variables. Starting with the root node at the top of
the three, there are three possible outcomes [35].
• The LP relaxation problem of the root node is infeasible, which results in an infea-
sible MILP problem.
• The LP relaxation problem produces an optimal solution where integer constrained
variables have integer values. The solution is considered optimal for the MILP
problem.
• The LP relaxation problem produces fractional values for at least one integer con-
strained variable. In the further course of events, one fractional value is considered
and two subproblems are created. The first subproblem considers the upper bound-
ing integer of the fractional value as an additional lower bound. The second sub-
problem considers the lower bounding integer of the fractional value as an additional
upper bound.
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The size of the search tree grows exponentially. Hence, the explicit enumeration of every
node can become computationally intractable at certain point. The strength of the B&B
algorithm lies in its ability to skip unnecessary sub-problems. This process is called
pruning and is applied as soon as a region of the search space does not contain better
solutions than the incumbent one. In a minimisation problem, fractional solutions to LP
relaxations are lower bounds whereas integral solutions are as upper bounds. The solution
is considered optimal when the difference between the best upper bound and lower bound
equals zero.
Branch and Cut Algorithm
The B&C algorithm extends the B&B algorithm. It strengthens the LP relaxation using
cutting planes [36, 37]. Linear inequality constraints are added to cut off part of the
feasible region of the LP relaxation, without cutting off integer points. As a consequence,
it is possible to obtain first of all an integer-feasible solution for the linear relaxation and
secondly a better upper bound, which improves the performance of the algorithm. Most
of the modern solvers apply the B&C algorithm to solve MILPs optimally.
Solvers
This thesis considers solvers which interface intuitively with Matlab/Simulink and Yalmip
[38]. A variety of commercial and open source MILP solvers are available on the market.
Leading commercial solvers providing an academic license for students and researchers are
Gurobi and Cplex [39, 40]. In this thesis, Gurobi 8.1 is used to solve the MILP problem,
as it has proven to be computationally more efficient for this particular application.
Chapter 3
Model Predictive Control for
Building Energy Systems
With increasing market penetration of decentralized energy generation and storage facili-
ties, the needs in advanced control systems for a continuous high quality of service (QoS)
are growing. Various approaches are being pursued in research in this respect. These
deal with improved system control logic, controllers based on artificial neural networks or
model predictive control (MPC) [41].
Building energy systems are generally equipped with energy storage systems, limited
rated power characterised by time-dependent efficiencies and operating costs [42]. In gen-
eral, a distinction is made between the building level and the system level. The building
level and its related comfort zones provide a thermal capacitance constituted by the build-
ing envelope, underfloor heating or thermally activated building structures. Storage of
thermal energy on the system level is implemented in different ways such as sensible heat
storage, ice storage or the ground. The storage of electrical energy on the system level
in a building is usually realized with electrochemical batteries. Other storage systems
less common for building applications have mechanical or chemical properties such as
flywheels or hydrogen storage [43]. The time dependence of efficiency applies to devices
such as heat pumps or dry coolers, where efficiency depends on operating conditions such
as temperatures on the primary and secondary side. Time-dependent energy costs apply
to electrically operated devices and in some cases to fossil fuel operated devices.
In the following, section 3.1 provides a literature overview of MPC for the building and
system level in real world applications. Section 3.2 summarises the findings and draws
the necessary conclusions.
3.1 Predictive control at building and system level
Flexibility of building energy systems (BES) is one solution to address the challenges
related to market penetration of renewable energies. The flexibility services of BES are
provided in various ways, such as thermal mass of storage systems, adjustable HVAC sys-
tems, charging/discharging of batteries storage systems (BSS) or electric vehicles (EV)
and shiftable loads. Flexibility services with regard to demand response (DR) or demand
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side management (DSM) strategies could minimise the power grid congestions, reduce the
costs for building stakeholders and increase the energy efficiency of the BES [44]. How-
ever, these strategies require more sophisticated predictive control approaches.
A considerable proportion of heating and cooling systems in residential and commercial
buildings are controlled with simple binary or proportional-integral-derivative (PID) con-
trollers [41]. Binary controllers are characterised by two switching points and a deadband,
which makes them susceptible to overshoots [45]. Properly functioning PID controllers
require sensitive tuning of the proportional, integral and derivative terms. However, the
performance of PID controllers deteriorates in conditions differing from the PID con-
troller’s tuning conditions due do HVAC non-linearities [46].
MPC is known to outperform binary control and PID control approaches in buildings
in terms of cost, energy consumption and comfort [3]. Figure 3.1 shows an exemplary
comparison between a PID ontroller and MPC. A significant temperature drop at time
t0 leads to an increased heating energy demand. The behaviour of the PID controller
shows that it increases the heat supply whenever there is a deviation between the actual
value and the setpoint value of the room temperature. Due to the large time constants
of the building, the incremental increase in heating power is not sufficient to guarantee
thermal comfort. MPC uses a building model and ambient temperature predictions to
estimate the time variation of the room temperature. As a consequence, MPC preheats
the building before the temperature drop at t0.
only acts as soon as a control error between set-point and actual
room temperature has occurred (Fig. 1 middle). Due to the large
time-constants of the building dynamics themagnitude of the error
increases further on. Eventually the heat supply is constrained by
some maximum value, and a severe comfort violation (red range in
Fig. 1 bottom) results. PIDc performs better since the compensation
kicks in at the very instant the ambient temperature drops. How-
ever, the large time-delay still leads to a comfort violation (blue
range in Fig. 1 bottom). By exploiting the ambient temperature
prediction and the building model, MPC starts preheating the
building before the temperature drop occurs. The comfort band is
not exceeded and the maximum available heat supply is incorpo-
rated in the optimal input selection.
Currently, MPC for building control is on the cusp of commercial
availability. The theoretical foundation is sound, specific adapta-
tions for building automation have been presented, and many
experimental implementations have proven the high economic and
environmental potential of MPC. Furthermore, MPC is ideally suited
for optimal usage of renewable energy sources and the future
integration in smart grids. This high potential comes at the price of
several risks: Setting up a suitable building model for MPC is the
crucial part, and themodeling effort is difficult to assess in advance.
Typically each model is tailored for one specific building, thus,
expert knowledge on building modeling and MPC design is called
for.
The questions and answers contained in this paper address the
current status of MPC in building control, highlight the most
important issues of a prospectiveMPC implementation, and discuss
fundamental aspects of future developments in building automa-
tion. If some practitioners are considering MPC for building control,
to the authors’ opinion, these are the questions they should be
asking.
2. Ten questions (and answers) concerning model predictive
control for energy efficient buildings
2.1. Are there significant benefits of MPC over conventional building
control?
Answer: The great benefits of MPC are the exploitation of
available predictions of disturbances (ambient temperature, solar
radiation, occupancy), the knowledge of building dynamics
(important for control performance), and guaranteed compliance
with technological and thermal constraints. Additionally, the on-
line optimization secures an optimal user-adjustable trade-off be-
tween user comfort and energy consumption [2].
The main advantage of MPC in building automation is the
optimal consideration of available predictions of future distur-
bances in the optimization algorithm [4]. By including the pre-
dictions of ambient temperature, solar radiation, and occupancy in
the optimization algorithm a significant reduction in energy supply
can be obtained [5]. Occupancy information in building control
creates an additional significant energy savings potential, however,
this information is not available for all buildings. Nevertheless, in
Ref. [6] different occupancy patterns for different buildings are
presented and discussed. Besides occupancy profiles MPC in com-
bination with readily available future solar radiation data and
weather predictions can increase the energy efficiency in buildings
while respecting user comfort [4]. The combination of disturbance
predictions, a dynamic building model, and explicit consideration
of constraints allows for optimal compensation within safe oper-
ating regions. Note that constraint handling in conventional control
poses big challenges since the delayed consequences are difficult to
incorporate in the design. The predictive nature of MPC guarantees
optimal handling of input, output, or internal state constraints,
respectively (see also Fig. 1).
Since a dynamic building model is utilized to represent the large
time constants of the building, energy storage strategies can be
easily integrated into MPC design. Thermal storage presents op-
portunities for peak load shifting and reducing operating costs.
Buildings with large thermal capacity can be utilized as storage by
pre-heating or pre-cooling the building during the off-peak pe-
riods, which is easy to handle for MPC. The additional use of ther-
mal storage tanks leads to even further improvements [7]. With
conventional non-predictive controllers the optimal management
of the stored energy is not possible as the future demand cannot be
incorporated.
For building MPC also a number of specialized formulations
have been developed. The authors of [8] present a distributed MPC
for building temperature regulation. Another distributed MPC is
given in Refs. [9], where a cooperative nonlinear MPC for energy
efficient building temperature control is discussed. A stochastic
MPC approach for buildings is given in Refs. [10] and [11], where the
benefits of MPC over conventional building control is emphasized
onemore time. These structures allow for modular implementation
and extend the application of building MPC.
A further benefit of usingMPC in building automation systems is
the possibility of easy integration in smart grids. Predictive
controller strategies as MPC include all features that are advanta-
geous for smart grid integration: The predictive character is ideal to
benefit from flexible pricing, constraint handling allows to support
load curtailment strategies, and the on-line optimization optimally
resolves conflicting goals. MPC can be used to control both energy
production and consummation. Therefore, the usage of renewable
energy can be easily handled by MPC, thus maximizing the on-site
usage of renewables without increasing the grid load.
Last but not least an important benefit is the typical control
structure of MPC building control presented in Fig. 2. MPC can be
integrated in an existing control structure as supervisory control
retaining the existing local control loops.
Thus, MPC is not in contradiction to conventional building
control but it can be seen as an additional layer in a supervisory
function. This enables retrofitting with minimal intervention in






Fig. 1. Comparison of MPC, PID, and PID with external temperature compensation
(PIDc). Top: ambient temperature, at t0 a steep drop occurs. Middle: heat supply to the
building with maximum constraint; heat supply is coarsely quantized. Bottom: Mean
room temperature and comfort band. Blue and red ranges indicate comfort violations.
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
M. Killian, M. Kozek / Building and Environment 105 (2016) 403e412404
Figure 3.1: Graph illustrating the time series of the ambient temperature, heating power
and room temperature for PID control and MPC [3].
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Although MPC improves the system performance of buildings from an economic and
thermal comfort point of view, practical applications are mainly found in the academic
world. The reason for this is the time-consuming and costly identification of adequate
building models. Common methods for system identification apply white box, grey box
or black box models. A more differentiated distinction between these methods is made in
Chapter 4.
MPC formulations that use white-box models in real world applications are scarcely
found in the literature. However, [47] implemented a cloud-based white box MPC in
a fully occupied office building in Belgium, which is equipped with a thermally activated
building structure (TABS) and a ground source heat pump heat pump (GSHP). The
control-oriented building model is derived from a detailed building model developed using
the Modelica IDEAS library. Non-linearities of the building envelope are are addressed
using fix-point linearization. HVAC dynamics and weather disturbances are decoupled
from the linearized building model to form a Hammerstein-Wiener model structure. The
final linearized state space model has 712 states, 21 inputs and 301 disturbances. MPC
computes the optimal heat flows on a building level. The optimal control inputs are sub-
sequently post-processed on a system level by solving a non-linear optimisation problem.
The predictive controller is tested during the most challenging heating and cooling sea-
sons. The performance is quantified using a reference scenario, which applies a rule-based
control strategy. The final energy savings are 53.5 % and the improvement in thermal
comfort is 36.9 %.
[48] and [49] use a grey box oriented MPC approach for an experimental conference
room in Bordeaux (France). The room has a surface of 200 m2 and is equipped with
a floor heating system (FHS), three fan coil units (FCU) and a dual-flow air handling
unit (AHU). A 5R4C resistive-capacitive (RC) thermal network is used to capture the
dynamics of the building, whereby the FHS is described by a single resistive-capacitive
node. Building parameters are estimated using an interior-point algorithm to minimise
the quadratic sum of the difference between the measured and the simulated indoor tem-
perature. A reduction in the number of parameters to be identified is achieved by using
the Morris method, which is a sensitivity analysis method to determine low-impact pa-
rameters that have the least influence on the room temperature. The experimental study
shows the advantage of predictive control over reference scenarios in terms of comfort
and energy savings. The first reference scenario adjusts the flow temperature of the FHS
according to a heating curve. The FHS operates continuously. The second reference sce-
nario controls the FHS according to a fixed time schedule that is adapted to the room
occupancy. During operation, the flow temperature is also determined using a heating
curve. Over the entire heating period, the predictive control achieves an approximate
energy saving of 40 % with improved or constant thermal comfort.
In a study by [50] the predictive control of a thermo-electric energy system is validated
experimentally. Thermal energy is generated by a heat pump and an auxiliary heating
rod. A heat storage tank filled with phase change slurry (PCS) provides thermal energy
for space heating (SH) and domestic hot water (DHW). The system has a grid connection
point that allows bi-directional power flows. Power electronics emulate a photovoltaic
(PV) system with 6 kWp. Tubular lead gel batteries with a useful capacity of 13.65 kWh
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enable the local storage of electrical energy. The models of the energy system units are
based on first principles laws whose relevant parameters are estimated using a grey box
modelling approach. The main objective is to minimise the energy consumption and set-
point tracking error. The MPC operates in a supervisory control layer. This means that
the calculated energy flows are translated at a lower control level. Finally, the results show
an increased self-consumption of PV production and a promising load shifting potential
due to energy storage possibilities. Real-time requirements are met without violating the
security-relevant functionality.
[51] use a black box oriented data driven model predictive control (DPC) approach for a
bedroom in an appartment in Dübendorf (Switzerland). The bedroom has a living area of
17.6 m2 and a large window area that faces south-east. The entire apartment is equipped
with combined heating and cooling ceiling panels, which are supplied with water. The au-
thors use random forest with affine functions and convex optimisation to control the room
temperature. The random forest has 200 trees and is trained on 10 months of historical
measurement data. The training set contains measurements of the room temperature,
weather data, information regarding the time of day and data that potentially has an in-
fluence on the room temperature. There is an identical second bedroom in the apartment,
which is equipped with a standard hysteresis controller and is used as a reference scenario.
The performance of both controllers is compared over a period of six days. DPC achieves
energy savings of 24.9 % and reduces it the integral of comfort constraint violations by
72.0 %.
Another machine learning (ML) approach is used by [52] to optimally operate the first
floor of a university building in Aquila (Italy). The floor consists of five rooms, four zones
and one lobby, which can be controlled individually. A split heat pump supplies every
room with heating energy. The authors use neural networks to determine piece-wise affine
functions, which can predict energy consumption and temperature. Data collected over
a period of 18 weeks are used for training the neural networks. The final MPC problem
minimises energy consumption or set point tracking error. In both cases a hysteresis
controller is used as reference scenario. The controller reduces energy consumption by
dynamically changing the temperature setpoints. Furthermore, by minimising the track-
ing error, the variance of the rooms temperatures is reduced. In both cases any boundary
conditions for thermal comfort are maintained.
3.2 Summary
This chapter has shown how MPC outperforms classical control strategies in real-world
applications in terms of cost, energy efficiency and comfort. Different approaches are
pursued, all of which having their advantages and disadvantages. White box models
accurately represent the dynamics of the building and system level. However, creating
these models requires a lot of time, money and expert knowledge. These characteristics
make white box models unsuitable for the big-volume market. In contrast, black box
MPC reduces the engineering and time required for modeling. Problematic with this
approach are the dependence on high-quality training data, lack of interpretability and
model deficiencies with longer prediction horizons. Grey box models combine the best
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features of white and black box models: physical interpretability and reduced modeling
time. The concept of grey box modeling is explained in the subsequent chapter.

Chapter 4
Grey Box Approach to Model
System Dynamics
Over the last several decades, a variety of methods have been proposed to model dynamic
systems, with the primary objective to predict future responses. These methods can be
assigned to different model approaches, namely white box, black box and grey box models
[53].
Describing the dynamics of a real-world application in a deterministic manner requires a
fundamental understanding of the system and all relevant subprocesses. This is gener-
ally realised using first principles laws, i.e. conservation of mass, energy and momentum.
Models whose structure and parameters are well known are placed in the category of white
box models.
Black box models or so-called input-output models use statistical methods to capture
the system dynamics. Such models generally do not have a direct relationship to first
principles.
The models proposed in this thesis apply physical information to capture the system dy-
namics. The determination of the parameters through statistical methods makes possible
concrete techno-physical statements about the system. Stochastic terms are added to
cope with uncertainties arising from the model formulation and the measurements. On
the one hand, the basic structure is derived from the white box models using ordinary
differential equations (ODE). The parameters and the uncertainty, on the other hand are
obtained using statistical methods. These models are generally called grey box models.
The concept is further illustrated on Figure 4.1, showing how grey box models bridge the
gap between white box and the black box approaches. The chapter starts by explaining
the importance of stochastic differential equations (SDE) in state-space form, the gov-
erning equation behind the grey box modelling approach. Further sections introduce the
maximum likelihood method for parameter estimation. Subsequently, the concept of state
estimation, using the Kalman filter, is introduced. The theoretical principles illustrated
in this chapter are presented for linear time-invariant (LTI) systems.
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Figure 4.1: Prior knowledge from physics and available data from measured inputs and
outputs are combined in a grey box modelling approach [4].
4.1 Linear Stochastic Differential Equations in State
Space Form
ODEs are a common tool to describe the dynamics of a physical system. In modern
control theory, ODEs are generally formulated using state-space models [21]:
dXt = [A(θ)Xt +B(θ)Ut] dt, (4.1)
Yk = C(θ)Xk + εk, (4.2)
where Eq. (4.1) is the system equation describing the time course of the physical states
in continuous time and Eq. (4.2) the observation equation that maps the observations to
the states in discrete time. Continuous-time is indicated with t and discrete-time with
k, respectively. X ∈ Rn is a vector of states describing the temporal trajectory of the
physics, U ∈ Rm the input vector and Y ∈ Rl the vector of output variables. The dy-
namic behaviour of the system is characterised by the matrix A ∈ Rn×n. B ∈ Rn×m
specifies how the input signal enters the system and C ∈ Rl×n the output matrix that
establishes the relationship between the system state with residuals ε ∈ Rl and the system
output Y . θ ∈ Rq are the unknown parameters of the system, which are subsequently
determined using the maximum likelihood approach.
The system equation Eq. (4.1) describes a deterministic linear state-space model since
it does not account for uncertainty. As a consequence, the residuals ε contain not only
the noise part related to model approximations but also the measurement noise. To
describe the deviation between Eq. (4.1) and the true variation of the states, it is rec-
ommended to make the distinction between process noise, which accounts for model and
input approximation, and measurement noise. There are several arguments for introduc-
ing process noise: (1) model abstractions, (2) unknown and unmodelled inputs, (3) noise
corrupted measurements of the inputs. The measurement noise arises from sensors taking
measures affected by noise and drift. Eq. (4.1) and Eq. (4.2) are extended with process
and measurement noise, which results in the formulation of SDEs [54]:
dXt = [A(θ)Xt +B(θ)Ut] dt+ dωt, (4.3)
Yk = C(θ)Xk + ek, (4.4)
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where ωt ∈ Rn is a standard Wiener process with incremental covariance Rc1,t. The
measurement noise ek ∈ Rl is normally distributed with mean 0 and covariance Rc2. It is
assumed that the process and measurement noise are uncorrelated.
4.2 From Continuous to Discrete State Space Models
Continuous-time SDEs are unsuitable for numerical evaluation using computers. It is
necressary, to transform the continuous-time state-space model into discrete-time. In
many cases, this transformation is realised using the method of finite differences. However,
the finite difference approach is merely an approximation. Under the assumption, that
Ut is constant in a sample interval (zero-order hold), the system evolution between two
discrete time steps t and t+ ts can be determined exactly, with ts the sampling time. The
discrete-time state-space model of Eq. (4.3) and Eq. (4.4) is rewritten as following:
Xt+ts = AdXt +BdUt + vt, (4.5)
Yt = CdXt + et, (4.6)
where
Ad = e






eB(t+ts−s)dω(s), Cd = C. (4.7)
Since ωt is a Wiener process, v(t) becomes normally distributed white noise with zero
mean. The covariance matrix Rd1 of the process noise and covariance of the measurement











Integrals involving the matrix exponential are computed using an algorithm presented by
[55].
4.3 Maximum Likelihood Estimation
Maximum Likelihood Estimation (MLE) is a method used to estimate the unknown pa-
rameters θ including the unknown covariance Rc1 of the system equation and the covari-
ance Rc2 of the measurement equation. Considering a given sequence of observation, YN
is a matrix containing the observations up to time t = N .
YN = [YN , YN−1, . . . , Y1, Y0]T (4.10)
The likelihood function is the joint probability distribution of all observations. Succes-
sively applying the probability rule P (A∩B) = P (A|B)P (B) makes it possible to express
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the likelihood function L as a product of conditional probability densities of one step
ahead predictions. [56]:










The conditional probability densities are normally distributed since vt and et are normal.
The normal distribution is characterised by its mean and variance:
Ŷt|t−1 = E[Yt|Yt−1,θ], (4.12)
Rt|t−1 = V [Yt|Yt−1,θ], (4.13)
where Ŷt|t−1 is also called the one-step prediction. The one-step prediction error εt, also
referred to as innovation, is then defined as following:
εt = Yt − Ŷt|t−1. (4.14)




















 p (Y0|θ) (4.15)
where the conditional mean Ŷt|t−1 and the conditional variance Rt|t−1 are recursively
computed using a Kalman filter. Finally, the MLE of the unkown parameters θ, is the
set of parameters θ̂ that maximises the likelihood function:
θ̂ = arg max
θ∈Θ
{log (L (θ;YN))} . (4.16)
The parameter estimation problem is solved by using the open-source software CTSM-R
[57].
4.4 State Estimation
Knowing the states of a system is vital in many modern control theory problems, such
as predicting the future dynamic behaviour of the system using model predictive control
(MPC). However, for most applications, it is not possible to determine the full process
state Xt by direct measurements. In this context, the concept of observability is intro-
duced.
A system is observable if O has full rank n, with n indicating the number of states
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The state estimate of Xt is denoted with X̂t|t and is defined as followed:
X̂t|t = E[Xt|Yt]. (4.18)
X̂t|t is obtained by using the Kalman filter [58]. The Kalman filter is a recursive algorithm,
which applies a reconstruction step and prediction step. Given the initial conditions of
the state estimate X̂1|0 = X0 and state covariance R
xx
1|0 = V0, the reconstruction step is
composed of equation Eq. (4.19) and Eq. (4.20):
























The prediction step extrapolates the state estimate and state covariance:








The Kalman filter estimates the process state Xt for each time step. To do so, the model
structure and parameters of the state space model must be known in advance. However,
the Kalman filter merely provides the one step prediction. The k-step predictions of
the process state and state covariance are determined based on equation Eq. (4.5) and
Eq. (4.6):










Models for Smart Energy System
Units
The components and system topology of a building energy system (BES) determine to
a large extent its demand side management (DSM) capabilities. The concept of DSM
encompasses all activities aimed at changing the demand profile of the consumer in time
and/or form to match supply, while at the same time aiming at the efficient integration of
renewable energy sources [59]. Control concepts that include DSM strategies are usually
based on optimisation methods [60]. In this chapter, the linear dynamic models of indi-
vidual BES components are introduced in the framework of a MILP. These components
are categorized into thermal & electrical energy generation and storage systems, which
are chosen according to a laboratory setup that is described in detail in Chapter 9:
• Dual Source Heat Pump (DSHP)
• Ice Storage Tank (IST)
• Wind Infrared Solar Collector (WISC)
• Thermal Energy Storage (TES) for Space Heating (SH), Domestic Hot Water (DHW)
and Space Cooling (SC)
• Battery Storage System (BSS)
The thermal and electrical interconnection of the energy system under investigation is
illustrated in Figure 5.1 and 5.2. The demand for space heating and space cooling re-
sults from a nearly zero energy building (NZEB) model which is created with TRNSYS
Simulation Studio [61]. Internal control of the heat pump decides whether the solar col-
lectors or the ice storage tank is the heat source. Furthermore, solar collectors are used
to regenerate the ice storage tank in winter. The dual source heat pump provides thermal
energy to space heating and domestic hot water thermal energy storage. The ice stor-
age tank provides natural cooling to space cooling thermal energy storage. PV panels
produce electricity from solar radiation. The battery storage system is able to bridge
the time delay between electrical energy production and consumption. The energy sys-
tem is capable of buying/selling electricity from/to the public power grid. Model-specific
parameters of prior mentioned components are determined by means of the CTSM-R 1
1Continuous Time Stochastic Modelling for R
23









Figure 5.1: Simplified P&ID for smart energy system units.
software, which applies the maximum likelihood estimation method explained in 4.3. De-
cision variables (binary and continuous) are shown in bold in the remainder of this thesis.
The mathematical models partially originate from the publications [13] and [14].
5.1 Dual Source Heat Pump Model
Heat pumps are a highly efficient technology to generate thermal energy for space heating,
hot water and space cooling [62]. Two main features are used to categorise heat pumps:
(1) thermodynamic cycle and (2) heat source of the evaporator. With regard to the
thermodynamic cycle, a distinction is made between vapor compression and absorption.
The former requires an electrically operated compressor, whereas the latter uses working
fluids with different vapor pressures. Common heat sources for a HP are the ambient
air (ASHP), exhaust air (EASHP), ground water (GWSHP), water (WSHP) and ground
(GSHP). Within the scope of this thesis, merely electrically driven compressors are con-
sidered. The heat sources are an underground IST and WISC. This feature gives to the
HP a dual character, hence the designation DSHP. The heat pump under investigation
is Viessmann Vitocal 300-G BWC301.B06 with a nominal thermal output of 5600 W at
the operating point B0W35 [63]. The Vitocal 300-G BWC301.B06 is a brine-to-water HP
which does not have electrical power modulation capability.
Depending on the heat source and modulation capability, different mathematical for-







Figure 5.2: Three-phase electrical bus topology for smart energy system units.
mulations have to be applied. In this context, [64, 65, 66] study the optimal control
of brine-to-water heat pumps with borehole heat exchangers and solar regeneration. To
determine the thermal power output on the load side and the electrical power consump-
tion, a multivariate linear regression model is applied according to [67]. The explanatory
variables are mass flow rates and inlet temperatures of the source and load side. [68]
uses economic MPC to optimally operate the floor heating system (FHS) of a building.
Assuming constant ground temperatures, the GSHP dynamics are captured using a con-
stant coefficient of performance (COP) approach. Further analytic linear and non-linear
models are applicable to link at time t the electrical power consumption Ṗt, the thermal
power on the source side Q̇S,t and load side Q̇L,t to the inlet temperatures on the source
side TS,in,t and load side TL,in,t.
This thesis proposes a data-driven approach, where the values of Ṗt, Q̇S,t, Q̇L,t, TS,in,t and
TL,in,t are represented as a linear combination of the corresponding sampling points Ṗi,
Q̇S,i, Q̇L,i, TS,in,i and TL,in,i, which are illustrated in the performance map in Figure 5.3.
A positive variable θi ∈ [0, 1] is associated with each sampling point i to enable a linear

























θi,t, 0 ≤ θi,t. (5.6)
The heat pump operates in two discrete on/off modes, which are indicated by the binary
variable SDSHP,t ∈ {0, 1}. Simultaneous heating of the SH and DHW TES is not possible.
Even though the natural cooling process does not require the compressor of the heat
pump to be switched on, simultaneous heating and cooling is technically not possible.
This constraint is mathematically expressed using the following equation:
SSH,t + SDHW,t + SSC,t = SDSHP,t, (5.7)
where the binary variables SSH,t ∈ {0, 1}, SDHW,t ∈ {0, 1} and SSC,t ∈ {0, 1} indicate
whether the DSHP is in SH, DHW or SC mode. The dual source heat pump provides
thermal power to the space heating and domestic hot water TES. This is mathematically
expressed using Eq. (5.8) and (5.9), which couple the temperatures of space heating TES
TSH,t and DHW TES TDHW,t to the heat pump inlet temperature TL,in,t. During the
natural cooling process the space cooling TES temperature TSC,t is equivalent to the
inlet temperature T+IST,in,t of the IST regeneration heat exchanger. These conditions are
mathematically expressed using the following equations:
− (1− SSH,t)MSH ≤ TSH,t − TL,in,t ≤ (1− SSH,t)MSH , (5.8)
− (1− SDHW,t)MDHW ≤ TDHW,t − TL,in,t ≤ (1− SDHW,t)MDHW , (5.9)
− (1− SSC,t)MSC ≤ TSC,t − T+IST,in,t ≤ (1− SSC,t)MSC , (5.10)
where MSH , MDHW and MSC are sufficiently large penalty constants.
The inlet temperature TS,in,t of the heat pump is determined by the temperature level
of the environmental energy source. The binary variables SWISC−>DSHP,t ∈ {0, 1} and
SIST−>DSHP,t ∈ {0, 1} indicate whether solar collectors or ice storage tank is the heat
source:
− (1− SWISC−>DSHP,t)MWISC−>DSHP,t ≤ TS,in,t − TWISC,out,t
≤ (1− SWISC−>DSHP,t)MWISC−>DSHP ,
(5.11)
− (1− SIST−>DSHP,t)MIST−>DSHP ≤ TS,in,t − T−IST,out,t
≤ (1− SIST−>DSHP,t)MIST−>DSHP ,
(5.12)
with TWISC,out,t and T
−
IST,out,t the outlet temperatures of WISC and IST extraction heat
exchanger. MSH , MDHW and MSC are sufficiently large penalty constants.
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Figure 5.3: Vitocal 300-G BWC301.B06 performance map illustrating the dependence of
electrical power and thermal power vs inlet temperatures.
5.2 Ice Storage Model
The ice storage tank is an underground concrete cistern, which has a cylindrical shape.
The IST is in thermal exchange with the surrounding soil. It is equipped with two heat
exchangers, which are used for regeneration and environmental energy source for the
heat pump. Regeneration and heat extraction is achieved with two heat coils made of
polyethylene (PE). The content of the ice storage tank is water with mass mIST , whose
phase changing properties take effect at 0◦C. The IST under investigation is a Viessmann
Vitofriocal type ES-B 10.
MPC formulations of ice storage tanks in connection with dual source heat pumps are
scarcely found in the literature. However, [69, 70, 71] apply predictive control strategies of
electric chillers and ice tanks to provide cooling energy to buildings. The ice storage tank
model used in prior mentioned studies is based on the approach developed by [72]. The
IST is considered as a system of heat exchangers, whose charging and discharging heat
transfer effectiveness depends on the state of charge (SOC). The charging and discharg-
ing effectiveness were curve fit using cubic and quintic polynomial functions respectively,
which results in a non-linear and non-convex optimisation problem. Simultaneous charg-
ing and discharging of the IST is not considered.
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In this thesis, a state space model is applied to describe the thermal dynamics of the















describe the arithmetic mean heat exchanger temperatures. The
underground tank is thermally connected to the surrounding soil at temperature Tgrd,t,
the heat pump and the solar collectors. To determine the enthalpy, an energy balance
approach is used. The temperature TIST,t is homogeneously distributed inside the IST.
Ice formation on the heat exchangers is neglected under the assumption that a decrease
in thermal transmittance is compensated with an increased heat exchanger surface [73].



















where RlossIST is the thermal resistance between the IST and the surrounding soil. kA
+
and kA− designate the heat transfer coefficient of the regeneration and extraction heat
exchanger respectively. ωIST,t is a Wiener process with incremental covariance σ
2
1.
Phase changing properties of the water are described using an enthalpy-temperature cor-
relation. The phase change process is represented with a temperature glide [73]. The
temperature-enthalpy correlation is established using the sampling points in Table 5.1.
Values lying in between these sampling points are determined through linear interpolation
Table 5.1: Temperature enthalpy sampling points
Temperature (◦ C) Enthalpy (J/kg.K)
T1 = −10 H1 = −10 · 2060
T2 = −3 H2 = −3 · 2060
T3 = 0 H3 = 3.35 · 105
T4 = 20 H4 = 20 · 4180 + 3.35 · 105
using positive weights λt,i. The sum of these is equal to one:
λ1,t + λ2,t + λ3,t + λ4,t = 1 (5.14)
The enthalpy-temperature correlation is finally computed with Eq. (5.15) and Eq. (5.16):
TIST,t = λ1,tT1 + λ2,tT2 + λ3,tT3 + λ4,tT4 (5.15)
HIST,t = λ1,tH1 + λ2,tH2 + λ3,tH3 + λ4,tH4 (5.16)
Furthermore, special ordered sets 2 (SOS2) are used for all weights, which implies that
not more than two adjacent weights are non-zero.
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Table 5.2: Parameter estimates of the IST
Parameter Estimate Units
mIST 9989 kg




σ1 7.01 · 10−2 ◦C
σ2 9.10 · 10−3 ◦C
Parameter Estimation Ice Storage Model
Enthalpy is a physical quantity that cannot be measured directly. For this reason,
Eq. (5.17) is rewritten so that the enthalpy state variable is replaced by the tempera-



















The measured state variable is the tank temperature TIST,t. The observation equation is
written as follows:
Yk = TIST,k + ek, (5.18)
with ek the measurement noise of the temperature sensor. It is assumed that ek is normally
distributed white noise with zero mean and variance σ22. Due to the large thermal mass,
the time frame of the project did not allow to cover cover the entire temperature range.




σ1 and σ2 originate from the simulation software Polysun, which provides a validated
Viessmann tank model [74]. The time series used to estimate the parameters is shown in
Figure 5.4. The numerical values of the parameter estimates are presented in Table 5.2.
5.3 Wind Infrared Sensitive Collector Model
The wind infrared sensitive collector is an unglazed solar absorber whose main purpose
is twofold: (1) provide environmental energy to the DSHP and (2) regenerate the IST.
WISC consists of two layers of PE-pipes and is especially sensitive to wind speed ut and
longwave radiation Glw,t. The absorber used in the laboratory setup work is emulated
with the help of an electric flow heater. This allows to run different test series independent
of the weather. The flow heater emulates an absorber from Viessmann type SLK-S.
There are three main categories of solar collectors namely glazed flat plate collectors,
vacuum tube collectors and unglazed collectors [75, 76]. The efficiency of the former two
















Figure 5.4: Time series used to estimate the parameters of the IST model.
is described by a second order polynomial, which relates the efficiency to the mean fluid
temperature, ambient temperature and the incident solar radiation. Studies involving op-
timal control formulations for these collector types assume a constant efficiency [77, 78].
WISC are assigned to the category of unglazed collectors. According to the European















(p1 + p2ut)(TWISC,avg,t − Ta,t)
(5.19)
Collector specific parameters are the aperture area AWISC , the performance coefficients
pi, the efficiency η0 and the thermal capacity CWISC . A number nWISC of WISC provides
the useful thermal output power. The ambient temperature is reflected with Ta,t. The
mean temperature TWISC,avg,t is approximated by the arithmetic average of the in- and
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σ 5.67 · 10−8 W/m2K4
The net radiation G′′t in Eq. (5.21) is composed of the radiation G
′
t in the collector plane,
the long-wave radiation Glw,t, the ratio of hemispheric emissivity ε to solar absorbance α







Glw,t − σT 4a,t
)
(5.21)
The model presented in this chapter is used for the emulation of the solar collector as
well as in the MPC formulation. For this reason, data-driven estimation techniques are
redundant. The relevant parameters are chosen according to a Polysun data base for solar
collectors [74]. The numerical values of the parameters are presented in Table 5.3.
5.4 Thermal Energy Storage Model
TES store heating and cooling energy and overcome the mismatch between thermal en-
ergy production and consumption. thermal energy storage systems are divided into three
different categories [80]: (1) sensible heat storage, (2) latent heat storage and (3) ther-
mochemical heat storage. Sensible storage systems are mainly used in building specific
applications. Mainly cylindrical designs made of steel are deployed. To reduce thermal
losses, thermal energy storage systems are jacketed with a low thermal conductivity insu-
lation. In the case of space cooling TES, the insulation must also be diffusion-resistant.
The test bench provides heat storage systems for space heating, space cooling and hot
water. The space heating TES is a Viessmann Vitocell 100-E with a capacity of 2 m3 of
water. The space cooling TES is a ACF 500 with 0.5 m3, whereas the domestic hot water
TES is a Viessmann Vitocell 100-V with a capacity of 0.39 m3 of water.
Different MPC formulations for thermal storage systems are proposed in the literature.
A common approach is to consider the TES as a system with a single capacitance which
has a homogeneously distributed internal energy [81, 11, 14]. However, these models do
not consider vertical stratification which occurs due to temperature-related density differ-
ences of the water [75]. One-dimensional vertical stratification is investigated in studies
presented by [82], [11] and [13]. Each layer is subject to convective and conductive heat
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transfer mechanisms. Heat generators and space heating circuits are usually two-point
controlled. This results in bilinear terms caused by the multiplication of mass flow and
temperature. Bilinear formulations are usually circumvented with the big M formulation
or a fixed point linearization.
This thesis pursues the single capacitance modeling approach, as it offers a good com-
promise between prediction accuracy and fast computation. Eq. (5.22) presents a generic














with Rlossi the thermal resistance between the TES and the surrounding air at temper-
ature Ts,t. Ci is the thermal capacitance and Ti,t the lumped temperature. Q̇in,i,t and
Q̇out,i,t represent the thermal power injection and withdrawal. ωi,t is a Wiener process
with incremental covariance σ21,i.
The temperatures in the storage systems are subject to further boundary conditions to
guarantee thermal comfort. THC,t and TSC,t are the heating and cooling curve tempera-
tures. TDHW,t indicates the tapping temperatures of the domestic hot water. The hard
constraints are softened using the slack variables si,t to guarantee feasibility beyond the
limit temperatures TSH,max, TDHW,max and TSC,min.
THC,tsht + Ts,t (1− sht)− sSH,t ≤ TSH,t ≤ TSH,max + sSH,t, (5.23)
TDHW,tdhwt + Ts,t (1− dhwt)− sDHW,t ≤ TDHW,t ≤ TDHW,max + sDHW,t, (5.24)
TSC,min − sSC,t ≤ TSC,t ≤ sctTSC + Ts,t (1− sct) + sSC,t, (5.25)
0 ≤ si,t, (5.26)
The binary variables sht ∈ {0, 1}, dhwt ∈ {0, 1} and sct ∈ {0, 1} indicate whether heat
is required at a given time step or not.
Parameter Estimation Thermal Energy Storage Models
The time series for the parameter estimation are generated by means of temperature
measurements of the thermal storage systems. The measurement series for the domestic
hot water and space cooling TES are recorded over a time window of 24 hours. The test
cycle for the space heating TES is 48 hours due to its large volume. The results of the
measurement series are shown in Figure 5.5, 5.6 and 5.7. The measured state variable
is the TES temperature Ti,t. The observation equation is written as follows:
Yk = Ti,k + ei,k, (5.27)
where ei,k is the measurement error with variance σ
2
2,i. The measured variable Yk is
the arithmetic mean of all temperature sensors attached to the corresponding TES. The
parameter estimates are shown in Table 5.4.











Figure 5.5: Time series used to estimate the SC TES parameters.








σ1,SC 2.48 · 10−7 ◦C







σ2,SH 3.20 · 10−12 ◦C












Figure 5.6: Time series used to estimate the DHW TES parameters.












Figure 5.7: Time series used to estimate the SH TES parameters.
5.5 Battery Storage System Model
Batteries provide a possibility to store electricity in an electrochemical way. Usually elec-
trochemical systems consist of electrodes and an electrolyte that conducts ions. Electro-
chemical battery storage systems are divided into two categories [43]: (1) low temperature
batteries (lead, nickel and lithium) and (2) high temperature batteries (sodium-sulfur).
In this work lead-gel batteries are used to store electricity, more precisely 24 Hoppecke
VR L 2-520 connected in series with a nominal capacity of 470 Ah at C10.
Batteries can be illustrated with electrical equivalent circuit diagrams. The charging
and discharging process of the battery is subject to certain losses due to the internal bat-
tery resistance and the inverter. According to Figure 5.8 the charging ηch and discharging
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where Ṗin and Ṗout are the electrical power flows to and from the battery. Pch and Pdch
denote the power transferred to and from the electric grid. The state of charge of a BSS











with CBSS the nominal capacity of the electrical energy storage and ωBSS,t a Wiener
process with incremental covariance σ21,BSS. The state of charge SOCt is constrained to
lower and upper state of charge levels SOCmin and SOCmax. The slack variable sBSS,t
softens the hard constraint to guarantee feasibility during online operation:
SOCmin − sBSS,t ≤ SOCt ≤ SOCmax + sBSS,t, (5.31)
0 ≤ sBSS,t. (5.32)
In addition, the charging and discharging power of the battery storage system should not
exceed the maximum battery charging Ṗch,max and discharging power Ṗdch,max. In the
literature, fixed values are often assumed for Ṗch,max and Ṗdch,max [83, 26, 28, 14, 24, 25].
However, this is a oversimplification of reality, as lead-based batteries are usually charged
using the IUoU method [84]. The IUoU method is a charging procedure which consists of
three phases: (1) I-phase (constant electric current), (2) Uo-phase (constant over-voltage)
and (3) U-phase (constant voltage). During the Uo-phase the battery is charged at con-
stant overvoltage, while the charging current is constantly decreasing. This means that
the maximum charge power decreases as shown in Figure 5.9. The main purpose of the
IUoU charging procedure is to fully charge the battery and simultaneously guarantee an
increased lifespan.
This thesis proposes a data-driven approach where the values of Ṗch,t, Ṗdch,t and SOCt
are represented as a linear combination of the corresponding sampling points Ṗch,i, Ṗdch,i
and SOCi. A positive variable θi ∈ {0, 1} is associated with each sampling point i to
enable a linear combination between points. The BSS charging and discharging dynamics
















θi,t, 0 ≤ θi,t. (5.36)
Simultaneous charging and discharging of the battery is not possible. This condition is
mathematically expressed, using the big M method. To do so, two penalty constants Mch
and Mdch are used:
Ṗch,t −Mchcht ≤ 0, (5.37)
Ṗdch,t −Mdchdcht ≤ 0, (5.38)















Figure 5.8: Battery equivalent circuit for discharging and charging cycle.














Figure 5.9: Charging cycle of Hoppecke VR L 2-520 lead-gel batteries using a Sunny
Island 6.0
.
cht + dcht ≤ 1, (5.39)
with cht ∈ {0, 1} and dcht ∈ {0, 1} binary variables indicating whether the BSS is
charged or discharged.
Parameter Estimation Battery Storage System Model
The time series for the parameter estimation are generated by means of state of charge
measurements of the battery over a time window of seven hours. The results of the
measurement series are shown in Figure 5.10. The measured state variable is the state
of charge SOCk, which is calculated and communicated by the battery inverter. The
observation equation is written as follows:
Yk = SOCk + eBSS,k, (5.40)
where eBSS,k is the measurement error with variance σ
2
2,BSS. The parameter estimates are
shown in Table 5.5.













Figure 5.10: Time series used to estimate the BSS parameters.





σ1,BSS 1.97 · 10−2 −
σ2,BSS 5.67 · 10−6 −
5.6 Building Model
Buildings have a thermal mass that can be used for demand side management strate-
gies. The main challenge is to accurately predict the thermal behaviour of the building
to guarantee comfort of its occupants and technical limitations of HVAC equipment. Dif-
ferent approaches can be used to create an adequate building model for MPC. These can
be categorized into white box, grey box and black box models [3]. In this context, [85]
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investigates demand response strategies for a multi-purpose building using the building
simulation tool Energy Plus. However, comparable approaches require a lot of physical
information about the building structure, which are usually not available, as the plan
data differ from the actually used materials during construction [3]. More black box ori-
ented models are developed by measuring the requisite inputs and outputs of the system.
Linear or non-linear mathematical functions are used to approximate the dynamics of
the building. [86] investigates a predictive control strategy based on neural networks to
optimally operate a boiler. The neural network is used to assess the time it takes to con-
dition the building. This approach does not use a closed-loop optimisation scheme. [87]
apply model-assisted batch reinforcement learning to determine the optimal control policy
of a building subject to dynamic pricing. The disadvantage of the two prior mentioned
studies is that most parameters do not have physical meaning. Therefore, they are not
interpretable for building operators. In this work, grey box models are used, since they are
able to accurately capture the system dynamics on the one hand and allow assessments
of the thermal properties of the building on the other hand [88, 89, 90].
The main challenge of the greybox approach is to find a model that is neither under-
or overfitting. A common approach is to select a suitable model from a set of models
of increasing complexity. The underlying building structure is represented using resis-
tive capacitive (RC) thermal networks. This thesis applies a statistical model selection
procedure, which starts with the simplest model and iteratively extends complexity. The
following steps must be considered [91]:
• Estimate the numerical values of the model parameters using the maximum likeli-
hood estimation method.
• Use a likelihood ratio test to determine whether a larger model performs better
than a sub-model. p values below 5% indicate whether the likelihood of a model
extension is significantly higher than that of the sub model. The model selection
procedure stops if none of the tests has a p value below 5%, otherwise the model
extension with the lowest p-value is selected.
• Evaluate the selected model by checking for white noise characteristics of the resid-
uals using the auto correlation function (ACF). Plotting the inputs, outputs and
residuals provides information about which dynamics are not accurately captured
by the model.
The set of deterministic model variations are illustrated in Figure 5.11 - 5.16. Applying
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The state variables are Ti, Th and Tm. The measured state variable Ti designates the
room temperature. The hidden states Th and Tm represent the temperature of the heat-
ing system and walls or furniture respectively. The heating system injects the thermal
power Φh into the network. Each node has a thermal capacitance, which is indicated by
C. Thermal resistances R connect neighboring nodes or a node with the ambient air at
temperature Ta. The solar radiation Gh permeates through the windows into the building
and is distributed proportionally to the respective nodes according to p. The windows
are characterised by gA, which indicates the solar heat gain coefficient multiplied by the






The room temperature Ti is subject to further boundary conditions to guarantee thermal
comfort. Ti,min and Ti,max indicate the minimum and maximum temperature treshold
of the room. Hard constraints are softened using the slack variables si,t to guarantee
feasibility:
Ti,min − si,t ≤ Ti,t ≤ Ti,max + si,t, (5.44)
0 ≤ si,t. (5.45)
The heating system is subject to minimum and maximum heating capacity limits Φh,min
and Φh,max. ∆Φh,min and ∆Φh,max are used to express rate-of-movement constraints:
Φh,min ≤ Φh ≤ Φh,max, (5.46)
∆Φh,min ≤ ∆Φh ≤ ∆Φh,max. (5.47)
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Interior Medium Heater Solar Envelope Ambient
Figure 5.14: RC-network of the TiTmp model.













Interior Heater Solar Envelope Ambient













Interior Medium Heater Solar Envelope Ambient
Figure 5.16: RC-network of the TiThTmp model.
Parameter Estimation Building Model
The time series used to estimate the parameters is generated using TRNSYS. The build-
ing envelope is designed using TRNBuild and then imported into TRNSYS. The building
has one thermal zone and a heated living area of 175 m2 & volume of 481.25 m3. The
heat transmission coefficients of the building envelope are shown in Table 5.6. The heat
Table 5.6: U-values of the building envelope.
Component U Units
Floor 0.12 W/m2K
External Wall 0.11 W/m2K
Window 0.62 W/m2K
Roof 0.12 W/m2K
load is determined according to the European norm EN 12831 and corresponds to 3.5 kW
at an outdoor temperature of -12◦C [92]. The building has a ventilation system with a
heat recovery efficiency of 85%. The air exchange rate of the room is 0.5 h−1.
The considered time period of the building simulation is 513 hours. The results are
illustrated in Figure 5.17 and show the temporal variation of the room temperature as
a function of various inputs and disturbances. The on/off status of the heating system
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corresponds to a pseudo random binary sequence (PRBS), which is a deterministic sig-
nal with white-noise properties [93]. The heating system is operated during short and
long periods of time in order to be able to record the dynamics of the components with
small and large time constants more precisely. The measured state variable is the room
temperature Ti,t. The observation equation is written as follows:
Yk = Ti,k + ei,k, (5.48)
where ei,k is the measurement error with variance σ
2
2,i. The results of the parameter
estimation are shown in Table 5.7. Further investigations of the auto-correlation in Fig-
ure 5.18 indicates white noise characteristics of the one step prediction error for the
TiThTmp model. The two blue lines mark the 95 % confidence band. An analysis of the
time series in Figure 5.19 indicates smaller deflections of the TiThTmp residuals in com-
parison to the Ti . Superimposing the residuals, inputs and disturbances shows that the














Figure 5.17: Graph illustrating the time series of the room temperature, heating power,
global horizontal radiation and ambient temperature.
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σ1,i 9.54 · 10−7 ◦C
σ1,h 4.17 · 10−5 ◦C
σ1,m 0.25 · 10−5 ◦C
σ2,i 1.05 · 10−4 ◦C
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Figure 5.18: The auto-correlation of the residuals for the Ti, TiTwp, TiThp, TiTmp, TiThTwp,
and TiThTmp model.




















Figure 5.19: The one-step prediction error of the residuals for the Ti, TiTwp, TiThp, TiTmp,
TiThTwp, and TiThTmp model.
Chapter 6
Electrical Power Balance and
Objective Function
This chapter illustrates the mathematical formulation of the electrical power balance and
objective function. The electrical power balance is established to ensure that the sum of
power generated by the distributed energy resources and the main grid matches the load.
The power balance at a given time step is represented with the following equation:
Ṗbuy,t + Ṗdch,t + Ṗpv,t = Ṗsell,t + Ṗch,t + Ṗdshp,t + Ṗslp,t (6.1)
with Ṗbuy,t and Ṗsell,t are respectively the electrical power bought from the main grid or
sold to the main grid. Ṗpv,t represents the electrical power provided by photovoltaic panels
(PV), whereas Ṗslp,t describes the electrical power requested by the consumers. It is not
possible to buy/sell electricity from/to the main grid simultaneously. This condition is
mathematically expressed, using the big M method. To do so, two penalty constants Mbuy
and Msell are used:
Ṗbuy,t −Mbuybuyt ≤ 0 (6.2)
Ṗsell,t −Msellsellt ≤ 0 (6.3)
buyt + sellt ≤ 1 (6.4)
0 ≤ Ṗbuy,t ≤ Ṗbuy,max (6.5)
0 ≤ Ṗsell,t ≤ Ṗsell,max (6.6)
with buyt and sellt binary variables indicating whether electricity is bought or sold to
the main grid. The electrical power constraints are expressed by means of Ṗbuy,max and
Ṗsell,max.
The objective of the MPC problem is to minimise the total cost of the energy system
over a certain scheduling horizon. The costs arise from electricity import/export from
the public power grid and violating hard constraints. The objective function is given in
Eq. (6.7), where celec,t is the price for electricity import/export, ρt the cost penalty and





celec,tṖbuy,t − celec,tṖsell,t + ρSH,tsSH,t + ρDHW,tsDHW,t







Model Predictive Controller Design
This chapter deals with the design aspect of the predictive controller, which is used in
a laboratory setting. In this context, the exogenous inputs are first discussed in more
detail. The chapter concludes with the integration of exogenous inputs into the controller
structure.
7.1 Exogenous Inputs
The control problem in this thesis requires predictions of exogenous variables. It is ap-
parent from Chapter 5 that the prediction of the following data is relevant to the model
predictive controller. This thesis assumes perfect forecasts for the following inputs:
• Weather data containing radiation-, temperature and wind readings
• Electricity production of photovoltaic (PV) panels
• Profiles describing electricity consumption, domestic hot water consumption, and
the presence of residents
• Electricity price data
This thesis assumes perfect forecast scenarios.
Weather Data
Luxembourg’s Agricultural Weather Service operates automated weather stations that are
distributed throughout the country. The weather data can be viewed online from 2010
onwards and provide information on outdoor temperature, global horizontal radiation and
wind speed, among other things with a time resolution of one hour [94]. Missing data are
supplemented with the arithmetic mean of the measured values from the previous and
following day. Time series with a resolution of less than one hour are generated with a
piecewise cubic Hermite interpolating polynomial. Figure 7.1 shows the annual variation
of the outdoor temperature Ta and global radiation Gh. The annual average temperature
is 9.96 ◦C and the annual yield of global radiation is 1135.4 kWh/m2a.
To capture the phase transition process within the ice storage, the scheduling horizon
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should ideally be equal to one year. However, a MILP-Model of such dimension is im-
possible to solve within a reasonable time frame. To reduce the computational effort, the
typical day approach is adopted [95]. For this purpose the year is divided into a winter,
spring, summer and autumn season. The medoid is determined for each season using a
k-medoid clustering approach in Matlab. A medoid day is defined as the day of a season
whose average dissimilarity to all days in the season is minimal. The city block metric is
used to quantify the distance between the medoid and its cluster members. The typical
















Figure 7.1: Annual time series of outdoor temperature and global radiation.
Photovoltaic Electrical Power Production
Forecasting the power production of PV panels is a constantly evolving field of research.
In general, PV forecasting methods can be divided into three major categories [96]:
(1) time-series statistical methods, (2) physical methods and (3) ensemble methods. In
the context of this work the PV panels are emulated with the help of a direct current
power supply. It is assumed that 15 PV modules are distributed on 2 strings each. The
monocrystalline PV panel is a Premium incell L mono black 250 by Solar-Fabrik AG,
whose maximum power point (MPP), open ciruit (OC) and short circuit (SC) character-
istics are summarized in Table 7.1 for standard testing conditions (STC). The U-I curve
of the PV generator is calculated using a physical approach according to [97]. Forecasted
PV power production profiles assume the operating mode at the MPP. The module tem-
perature is calculated according to [75].
Occupancy Behavior
The energy-related profiles are based on a real building construction in Luxembourg,
whose energy consumption is shown on a scale of 1:125 in Table 7.2. The space heating
demand depends mainly on the physical properties of the building. However, the thermal
behaviour of the building is also influenced by its occupants. This is due to internal loads
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Figure 7.2: Red line plot indicating the medoid for the winter, spring, summer and autumn
period from top to bottom.
Q̇L caused by electrical equipment and person-related heat gains. Heat gains caused
by one inhabitant are divided into a convective and radiative part which correspond to
20 W and 60 W respectively [98]. In this thesis, a residential building is considered,
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Table 7.2: Annual energy demands.
Energy Value Units
Space Heating 5900.00 kWh/an
Domestic Hot Water 4255.90 kWh/an
Electricity 6647.20 kWh/an
whose occupation profile is described by a factor changing every hour. The profile is
assumed to be identical for every day and reflects a four-person household. Synthetic
electrical load profiles (SLP) describe the electricity consumption ṖSLP of the building.
Standard load profiles are provided by the grid operators for different consumer groups
and are normalised to an annual electrical energy demand of 1000 kWh/an [99]. This
thesis assumes a SLP for households (H0) which is extrapolated to an annual electrical
energy demand of 6647.20 kWh/an. The diurnal demand of DHW Q̇DHW is described
with tapping profiles according to DIN EN 16147 [100]. Tapping profile L is chosen with
a daily energy demand of 11.66 kWh/d. Figure 7.3 shows the occupancy, internal loads,
DHW and SLP profiles.















Figure 7.3: Profiles related to behavior of occupants.
Electricity Market
The price for electricity import/export celec,t in Eq. (6.7) is based on historical data from
the European power exchange (EPEX) of central Europe’s energy day ahead market
for the year 2017. The average electricity price is 0.034 e/kWh. However, these costs
represent only the direct acquisition costs. Interest margins, grid fees and taxes are not
considered in this work. Figure 7.4 shows the hourly changing electricity prices of the
EPEX Spot for the typical days.
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Figure 7.4: Time series of EPEX Spot day-ahead market for typical days.
7.2 Controller Design
Figure 7.5 illustrates the operating principle of the predictive controller. The different
blocks of the controller are as follows:
• MPC computes the control input every 900 seconds by solving an optimal con-
trol problem based on the filtered state of the system and forecasted weather- ,
occupancy- and electricity profiles. The prediction horizon equals 12 hours with
a time step of 900 seconds. The optimal control problem minimises the objective
function defined in Eq. (6.7) subject to system dynamics of the building energy
system and energy balance described in Chapter 5 and Chapter 6 respectively. The
optimisation problem consists of continuous and binary decision variables, which
results in a mixed integer linear programming problem.
• Building Energy System translates the control input by providing energy setpoints
for convectors, power setpoints for the public power grid and charging signal for
thermal energy storage. The thermal energy dissipated by the convectors is provided
to the virtual building model in TRNSYS.
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• Kalman Filter processes control inputs and measurements to compute the filtered










 Time step=0.25 h











This chapter investigates the simulation results of the mathematical models from Chapter
5 in the context of certainty equivalent economic MPC discussed in section 2.1. The
simulation results partially originate from the publications [13] and [14].
8.1 Simulation Settings
Economic MPC is used to compute the optimal scheduling for a time frame of one day.
The scheduling horizon is discretized into intervals of 900 seconds, which results in 96 time
steps in total. The models are tested using the typical day approach and exogenous inputs
presented in Chapter 7. The performance of the controller is evaluated using a reference
scenario. The reference scenarios do not assume varying electricity prices but a fixed
electricity price which is the arithmetic mean of the spot market price for the particular
typical day. The figures used to compare the scenarios represent power flows, temperature
levels, weather information and market data during the optimal scheduling of the energy
system for the typical winter day and its reference scenario. Reasonable starting conditions
for the hidden states of the building model in Eq. (5.42) and Eq. (5.43) are important as
these determine the heating requirements of the building to a large extent. The initial
states of the building are determined by means of a two-week building simulation so that
the building is in a thermally stable state. This simulation is performed prior to each
typical day scenario, as different weather conditions cause different states. The calculation
is carried out with GUROBI 8.1 and the Matlab/Simulink toolbox Yalmip on a Windows
PC with four cores and 8 GB of RAM. The relative optimality gap is equivalent to one
per cent. The total number of binary and continuous decision variables is indicated in
Table 8.1.
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8.2 Typical Winter Simulation Results
Figure 8.1 and 8.2 represent the simulation results of the typical winter day and its
reference scenario. Relevant building simulation parameters for the typical day scenario
are shown in Table 8.2. The room temperature is always in the thermal comfort zone
between 20◦C and 22◦C. Temperatures in the SH and DHW TES never drop below the
minimum threshold temperatures Thc and Tdhw when heat is required. Temperatures in
the SC TES remain constant as there is no cooling demand. The main environmental
energy source of the DSHP is IST and WISC.
The results show that electricity prices have a considerable influence on system dy-
namics. Varying electricity prices lead to the fact that the DSHP mainly runs at times
when the electricity price is low. This means that the heat pump mainly operates in time
intervals 1-24 and 48-60. The SH TES and DHW TES are overheated to avoid electricity
price peaks. The BSS fully charges during low electricity prices at the time intervals 1-20
and 53-56. Discharge occurs during peak prices by selling its energy to the market to
maximise profit during the time intervals 30-40 and 73-76.
Constant electricity prices cause the heating of domestic hot water to be distributed
evenly throughout the day. Overheating of the SH TES is avoided and the DSHP runs
increasingly in the time intervals 48-66 to benefit from the PV production. The BSS
is merely discharged, which can be traced back to efficiency losses and the associated
increased energy consumption. The initial state of charge is gradually reduced from its
initial SOC of 0.75 to 0.5. The total operational cost for the typical winter day equals
3.01 e and 3.76 e for the corresponding reference scenario.













































































































Figure 8.1: Typical winter day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS (c) Power
flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity consumed





































































































Figure 8.2: Typical winter reference day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS
(c) Power flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity
consumed (g) Power flows and temperature for DHW TES (h) Irradiation and ambient temperature (i) Temperature for IST and
WISC (j) Electricity price
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8.3 Typical Spring Simulation Results
Figure 8.3 and 8.4 represent the simulation results of the typical spring day and its ref-
erence scenario. Relevant building simulation parameters for the typical day scenario are
shown in Table 8.3. The room temperature is always in the thermal comfort zone between
20◦C and 22◦C. Temperatures in the SC TES never exceed the maximum threshold tem-
perature Tsc when cooling is required. The initial temperature of SC TES is low enough
to cover the cooling demand of the building. This means that ice storage is not used
for natural cooling. Temperatures in the DHW TES never drops below the minimum
threshold temperature Tdhw when space heating is required. Temperatures in the SH TES
remain constant as there is no space heating demand. The primary environmental energy
source of the DSHP is IST and WISC. WISC is used to regenerate IST.
The results show that electricity prices have a considerable influence on system dy-
namics. Varying electricity prices lead to the fact that the DSHP mainly runs at times
when the electricity price is low and PV production is high. Most of the space cooling
energy is transferred to the building in the time intervals 28-36. The BSS fully charges
during low electricity prices during the time intervals 9-16 and 53-60. Discharge occurs
during peak prices by selling its energy to the market to maximise profit during the time
intervals 25-32 and 73-80.
Constant electricity prices cause PV power production to be sold to a large extent.
The rest is used to operate the DSHP and to cover the electricity needs of the inhabitants.
The BSS is not subject to any charging process and is discharged from its initial SOC of
0.75 to 0.5. The total operational cost for the typical spring day equals -2.77 e and -2.84
e for the corresponding reference scenario.













































































































Figure 8.3: Typical spring day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS (c) Power
flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity consumed





































































































Figure 8.4: Typical spring reference day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS
(c) Power flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity
consumed (g) Power flows and temperature for DHW TES (h) Irradiation and ambient temperature (i) Temperature for IST and
WISC (j) Electricity price
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8.4 Typical Summer Simulation Results
Figure 8.5 and 8.6 represent the simulation results of the typical summer day and its
reference scenario. Relevant building simulation parameters for the typical day scenario
are shown in Table 8.4.The room temperature is always in the thermal comfort zone be-
tween 20◦C and 22◦C. Temperatures in the SC TES never exceed the maximum threshold
temperature Tsc when cooling is required. The temperature of the SC TES is reduced by
the natural cooling process of the IST. Temperatures in the DHW TES never drop below
the minimum threshold temperature Tdhw during tapping cycles. Temperatures in the
SH TES remain constant as there is no space heating demand. The main environmental
energy source of the DSHP is IST and WISC. WISC is used to regenerate IST.
The results show that electricity prices have a considerable influence on system dy-
namics. Varying electricity prices lead to the fact that the DSHP mainly runs at times
when the electricity price is low, and PV production is high. The BSS fully charges during
low electricity prices and high PV production. Discharge occurs during peak prices by
selling its energy to the market to maximise profit.
Constant electricity prices cause PV power production to be sold to a large extent.
The rest is used to operate the DSHP and to cover the electricity needs of the inhabitants.
The BSS is not subject to any charging process and is discharged from its initial SOC of
0.75 to 0.5. The total operational cost for the typical summer day equals -1.82 e and
-1.77 e for the corresponding reference scenario.














































































































Figure 8.5: Typical summer day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS (c) Power
flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity consumed





































































































Figure 8.6: Typical summer reference day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS
(c) Power flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity
consumed (g) Power flows and temperature for DHW TES (h) Irradiation and ambient temperature (i) Temperature for IST and
WISC (j) Electricity price
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8.5 Typical Autumn Simulation Results
Figure 8.7 and 8.8 represent the simulation results of the typical autumn day and its
reference scenario. Relevant building simulation parameters for the typical day scenario
are shown in Table 8.5. The room temperature is always in the thermal comfort zone
between 20◦C and 22◦C. Temperatures in the SH and DHW TES never drop below the
minimum threshold temperatures Thc and Tdhw when heat is required. Temperatures in
the SC TES remain constant as there is no cooling demand.
The results show that electricity prices have a considerable influence on system dy-
namics. Varying electricity prices lead to the fact that the DSHP mainly runs at times
when the electricity price is low. The heat pump runs increasingly in the time intervals
1-24. The main environmental energy source of the DSHP is IST. Most of the room heat-
ing energy is transferred to the building in the time intervals 1-24. The reasons for this
are twofold: (1) electricity prices are low, which means that heating up the storage tank
by the DSHP is more economical and (2) an earlier withdrawal of heat from the SH TES
reduces the cumulative heat losses of the storage tank. The SH TES and DHW TES are
overheated to avoid electricity price peaks. The BSS fully charges during low electricity
prices during the time intervals 1-12. Discharge occurs during peak prices by selling its
energy to the market to maximise profit during the time intervals 29-36.
Constant electricity prices lead to the DHW TES being heated up shortly before the
first water tap. This avoids unnecessary heat losses. Overheating of the SH TES is avoided
and the DSHP runs increasingly in the time interval 36-66 to use PV production. The
BSS is not subject to any charging process and is discharged from its initial SOC of 0.75
to 0.5. The total operational cost for the typical autumn day equals 1.79 e and 2.40 e
for the corresponding reference scenario.













































































































Figure 8.7: Typical autumn day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS (c) Power
flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity consumed






































































































Figure 8.8: Typical autumn reference day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS
(c) Power flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity
consumed (g) Power flows and temperature for DHW TES (h) Irradiation and ambient temperature (i) Temperature for IST and
WISC (j) Electricity price
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8.6 Summary
The simulation results show that time-varying electricity prices have a decisive influence
on the dynamic behaviour of the energy system. The DSHP, as well as the heating and
cooling circuits of the building, are mainly operated at times when electricity prices are
low. The BSS is charged at times of low electricity prices and discharged at times of high
electricity prices. The BSS is not charged in the reference scenario because efficiency losses
drive up energy consumption and the associated electricity costs. Constant electricity
prices and identical purchase and sales prices make BSS a redundant investment from an
economic point of view. The PV production is mainly fed into the grid in both cases. The
rest is used to charge the BSS, operate the DSHP and cover the electricity consumption
of the residents. A comparison of the scenarios in terms of operating costs reveals an
economic advantage for the scenario subject to varying electricity prices. This is the case
for the typical winter, summer and autumn days. For the typical spring day, the scenario
with constant electricity prices has an economic advantage. This can be explained by the
low variance of the electricity price and an increased PV production. The simulation time
is 85 seconds for the typical spring day and exceeds 900 seconds for the typical winter,
summer and autumn day. It can, therefore, be concluded that a 24-hour calculation
horizon with a time resolution of 900 seconds and a relative optimality gap of one per
cent is not suitable in the present MPC setting. For this reason, the scheduling horizon
is reduced to 12 hours whereas the maximum calculation time is limited to two minutes.
Chapter 9
Experimental Setup
The performance of the model predictive controller and the accuracy of the BES models
are tested and validated in close to real-life conditions in the Laboratory of Energy Mix
at the University of Luxembourg. For this purpose, a laboratory setup has been designed,
planned and constructed based on the energy concept in Chapter 5. The laboratory setup
offers the possibility to emulate a real NZEB energy system including electrical & thermal
energy production, storage and consumption.
The chapter begins by highlighting the electrical components of the laboratory setup,
followed by the hydraulic part. Finally, the topic of interconnectivity in the context of
data exchange between the individual components of the BES is discussed.
Figure 9.1: Electrical side of the BES. Figure 9.2: Hydraulic side of the BES.
9.1 Electrical Installation Side
PV production is volatile and is therefore unsuitable as a sole grid former. This requires
additional energy storage systems to bridge the time shift between energy generation and
production. The energy storage system must be regulated to ensure that the consumers
have enough energy available at low solar radiation. Conversely, there can also be an
overproduction of energy, which can then be used to charge the electrical energy storage
system and for feeding into the public power grid. All these operations must be carefully
coordinated to provide a stable grid.
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This functionality is implemented using the flexible storage system with battery backup
function by SMA. Illustrated in Figure 9.3, this system enables operation on- and off-
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Figure 9.3: SMA Flexible Storage with Battery Backup [5].
safety reasons. As a result, the consumers are cut off from energy supply. The present
system topology has an automatic transfer switch that disconnects the household grid
with the PV system from the public power grid. The battery inverter Sunny Island sub-
sequently generates a battery backup grid and the PV system can supply the consumers.
When the energy demand of the active consumers exceeds the current capacity of the PV
system, the battery provides the energy shortfall.
The main components of the electrical energy system are summarised in Table 9.1
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Table 9.1: Main components of the electrical energy system.
Type Description
SMA Sunny Island SI6.0H-11 Battery inverter
Hoppecke sun power VR L 2-520 Lead-gel batteries
SMA Tripower STP15000TL-10 Three-phase solar inverter
Magna-Power TSD600-24 600V 24A DC power supply
Enwitec switching box Three-phase battery backup distribution
Battery Inverter
The single-phase battery inverter is a Sunny Island 6.0H manufactured by SMA. To create
a three-phase grid, three inverters must be used. One Sunny Island acts as master and
the other two as slaves. These battery inverters play a central role, as they specifically
control the power flows of the PV system, the batteries and the public power grid. In
addition, they act as a grid former in the event of a failure of the utility grid grid. The
Sunny Island can supply a continuous power of 4.6 kW and a continuous AC current of
of 20 A.
Battery
The energy storage consists of lead-gel batteries type sun power VR L 2-520 manufactured
by Hoppecke. A battery module has a nominal voltage of 1.8 V and a capacity of 470 Ah
at C10. To meet the voltage requirements of the battery inverter, 24 battery modules are
connected in series.
PV Inverter
Solar cells generate direct current which has to be converted into alternating current. The
SMA Tripower STP15000TL-10 is a three-phase solar inverter with an AC power output
of 15 kW.
Solar Power Source
The PV modules must be emulated so that different scenarios can be investigated at any
time of the year. For this purpose a programmable DC power supply of Magna-Power
type TSD600-24 is used, which provides an output power of 15 kVA. The characteristic
current-voltage curves are generated in a LabVIEW application as a function of various
module parameters, solar radiation and ambient temperature.
Switching Box
In our system, the switching box is responsible for disconnecting and grounding the con-
nection between the public power grid and the consumer power grid. The master Sunny
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Island automatically controls these via its two multifunctional relays. The switch box is
supplied by the company Enwitec Electronic GmbH & Co. KG.
9.2 Thermal Installation Side
The presented thermo-hydraulic laboratory set up consists of thermal energy storing,
producing and consuming components, which are presented in the following section. A
detailed piping and instrumentation diagram (P&ID) is illustrated in Appendix A.
The main components of the thermal energy system are summarised in Table 9.2
Table 9.2: Main components of the thermal energy system.
Type Description
Viessmann Vitocal 300 G BWC 301.B06 Dual source heat pump
Viessmann ES-B 10 Underground ice storage tank
Askoflow AHR-B-C Flow heater
Viessmann AC-Box Active cooling box
Viessmann Vitocell 100-V-CVW DHW thermal energy storage
Viessmann Vitocell 100-E SH thermal energy storage
ACF 00500 R SC thermal energy storage
Denco Happel Flex Geko GF83.UWC1.FE0A1 Convector
Thermal Energy Production
A dual-source brine/water heat pump is used as a primary thermal energy producer. The
used heat pump model is a Vitocal 300 G BWC 301.B06 from Viessmann with a nominal
heat capacity of 5.69 kWth. Environmental energy sources are WISC type SLK or IST
type ES-B 10 with a volume of 10000 liters. Once the temperatures inside the ice tank
are too high, it cannot be used to cool the building with natural cooling. For this specific
case, the active cooling (AC) box can reverse the process of the DSHP. The evaporation
process inside the heat pump keeps the SC TES within the desired temperature range.
The heat, which is released on the condenser side is stored in the heat buffer for DHW or
SH.
The described approach to generate heat and cold with a dual source heat pump, which
draws environmental energy from WISC or IST, is a concept developed by Viessmann. In
contrast to common air/water heat pumps, this concept offers the possibility to attain a
higher seasonal performance factor. This results in a reduced yearly electrical energy con-
sumption of the heat pump. In order to work independently from the weather throughout
the experiments, the solar air absorbers are replaced with an electrical flow heater type
AHR-B-C by Askoflow. The thermal power output is determined according to Eq. 5.19.
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Thermal Energy Storage
The experimental set-up is equipped with of TES for SH, DHW and SC with respectively
2 m3, 0.39 m3 and 0.5 m3. On the one hand, the TES make it possible to bridge the time
lag between thermal energy generation and energy consumption, and on the other hand
to increase the running time of the heat pump, which cannot be modulated.
Thermal Energy Consumption
The laboratory setup does not provide the possibility to include real thermal consumers.
The time series which reflects the thermal dynamics of a building is created with TRNSYS.
The elimination of thermal energy with respect to the calculated heating and cooling
profiles is realized with two fan coil units type Flex Geko GF83.UWC1.FE0A1 by Denco
Happel, which are connected to SH and SC TES. Hot water consumption is realized with
real tapping cycles according to Section 7.1.
9.3 Communication
To guarantee the interconnectivity of the BES, an adequate fieldbus system is required.
In the present configuration, Modbus TCP and Modbus RTU turn out to be the great-
est common denominator. Central control and monitoring of devices that do not have a
Modbus interface is implemented by special fieldbus-specific gateways. Modbus is an open
serial communication protocol which is based on the server/client principle. The Modbus
protocol is a so-called application layer protocol. This means that it operates on the top
level of the OSI layer model. The data transmission can take place via different channels.
Modbus RTU uses the serial RS-485 interface and Modbus TCP the TCP/IP protocol.
Figure 9.4 illustrates the fieldbus connections of the laboratory setup. In the present con-
stellation, a Compact Rio 9039 from National Instruments represents the master. This
reconfigurable modular embedded acquisition system includes a reconfigurable FPGA
chassis and a controller programmable in NI LabVIEW programming language. Using
the Modbus protocol the Compact Rio 9039 realizes the data acquisition and control of
its slaves. A human machine interface (HMI) allows a convenient selection of different
test scenarios.




































Figure 9.4: Fieldbus communication topology.
Chapter 10
Lab-Based Economic MPC
In this chapter, the specific application of MPC and RHC in a laboratory test cycle is
examined. Also, individual test runs for TES and BSS are discussed in order to examine
their dynamics and possible model deficits in greater detail. The comprehensive MILP
framework applies the mathematical models from Chapter 5 in the context of certainty
equivalent economic MPC discussed in section 2.1.
10.1 Test Run Settings
Economic MPC is used to compute the optimal scheduling for a time frame of 12 hours.
The scheduling horizon is discretized into intervals of 900 seconds, which results in 48
time steps in total. The RHC approach is used to recalculate the optimal planning of the
energy flow every 900 s. The predictive controller specifies which TES is to be heated, the
amount of heat to be dissipated by the convectors and the power exchange with the power
grid. The charging and discharging power of the BSS results indirectly from the setpoint,
which determines the power exchange with the grid. The thermal energy dissipated by
the convectors corresponds to the heating energy supplied to TRNSYS. The states of the
BES components are determined using a Kalman filter.
In the first step, the dynamics of the BES for the typical winter day are investigated.
The figures used to analyse the typical winter day scenario represent power flows, temper-
ature levels, weather information and market data during the optimal scheduling of the
energy system for the typical winter day. Power flows and temperatures correspond to
real measurements. TRNSYS determines the room temperature of the NZEB. The initial
states of the building are determined using a two-week building simulation so that the
building is in a thermally stable state. Starting conditions for TES and BSS are chosen
according to the values in section 8.2. The calculation is carried out with GUROBI 8.1
and the Matlab/Simulink toolbox Yalmip on a Windows PC with four cores and 8 GB
of RAM. Matlab/Simulink exchanges data with TRNSYS and a LabVIEW application
running on a Compact Rio. The relative optimality gap is equivalent to one per cent. The
maximum calculation time is set to 120 s. The total number of binary and continuous
decision variables is indicated in Table 10.1.
In a second step, the dynamics of the mathematical models for BSS and TES will be
compared with laboratory measurements. Starting from identical initial conditions, the
time series of the states are compared.
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10.2 Typical Winter Laboratory Results
Figure 10.1 represents the results of the typical winter day during the laboratory test
run. Relevant building simulation parameters for the typical day scenario are shown in
Table 10.2. The room temperature is always in the thermal comfort zone between 20◦C
and 22◦C. Temperatures in the SH never drop below the minimum threshold temperatures
Thc. On the other hand, the temperature curves Tst,dhw in the DHW TES are conspicuous,
as these fall below the minimum setpoint temperature Tdhw in the time intervals 32-54.
The reason for this is that Tst,dhw represents the average temperature in the DHW TES.
The upper temperature Tst,dhw,top equals approximately 55
◦C, which is higher than the
minimum setpoint temperature Tdhw. The state vector of TES DHW is initialized with
Tst,dhw. Therefore, the heat pump should receive the command to heat up the DHW
TES in the time intervals 32-54. However, this command is not implemented because the
upper temperature in the heat storage tank has reached 55◦C. Section 10.3 deals with
temperature stratification in more detail.
The results show that electricity prices have a considerable influence on system dy-
namics. Varying electricity prices lead to the fact that the DSHP mainly runs at times
when the electricity price is low. This means that the heat pump mainly operates in time
intervals 1-24 and 48-66. The SH TES and DHW TES are overheated to avoid electricity
price peaks. The BSS fully charges during low electricity prices at the time intervals 1-20.
Discharge occurs during peak prices by selling its energy to the market to maximise profit
during the time intervals 30-40 and 73-76. During the time intervals 35-48 there is a
reduced discharge or even charging of the BSS because the predictive controller estimates
a power consumption of the heat pump. Accordingly, the setpoint for power exchange
with the grid is specified. The total operational cost for the typical winter day equals
3.46 e .















































































































Figure 10.1: Typical Winter day: (a) Power flows and temperature for building (b) Power flows and state of charge of BSS (c) Power
flows and temperature for SH TES (d) Electricity produced (e) Power flows and temperature for DHW TES (f) Electricity consumed
(g) Power flows and temperature for DHW TES (h) Irradiation and ambient temperature (i) Temperature for IST and WISC (j)
Electricity price
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10.3 Simulation vs Measurements
Figure 10.2- 10.5 compare simulation results with laboratory measurements. For this
purpose, both BSS and TES (SH, DHW and SC) were operated for 24 hours within their
normal operating range. The simulation time step is 900 s. The results show that the
fundamental system dynamics are captured. The root mean squared error (RMSE) is
used to quantify model performance. In the case of TES, the statement can be made that
the RMSE is higher if the temperature shift over the observation period is increased. This
finding is best explained by the results for the DHW TES. Between hour 5 and 10 there
is a major hot water tapping. During this time cold water is filled into the tank from
below. A temperature stratification occurs, which can be detected by the temperature
difference between Tst,dhw,top and Tst,dhw,bot. The mathematical models for TES are not
able to capture temperature stratification. For this reason, the prediction error increases
as temperature stratification occurs.
Table 10.3: RMSE for BSS and TES.
Component RMSE
BSS 0.09 (-)
SH TES 0.12 ◦C
DHW TES 8.74 ◦C
SC TES 3.76 ◦C

























Figure 10.3: Time series laboratory measurements vs simulation for SH TES.




























This work has explored the optimal operation scheduling of a building energy system in
a deterministic setting using certainty equivalent economic model predictive control. The
energy system consists of thermal and electrical energy storage, production and consump-
tion units. The proposed optimisation model minimises the total costs over a scheduling
horizon of 12 or 24 hours with respect to varying electricity prices. The costs arise from
electricity import/export from/to the public power grid and violating hard constraints.
To do so, the energy system components are modelled within a mixed integer linear pro-
gramming formulation.
As part of this work, a laboratory setup was designed, planned and constructed, which
is capable of covering any building-relevant types of energy, namely thermal (space heat-
ing, space cooling and domestic hot water) and electrical energy. The laboratory setup
interacts with a virtual building model which is integrated into the building simulation
software TRNSYS Simulation Studio.
Suitable linearised models are used to capture the dynamics of the building energy system.
The models proposed in this thesis are grey box models, which apply physical informa-
tion to capture the system dynamics. Model-specific parameters are determined using the
maximum likelihood estimation technique. The time series required for this matter are
generated with measurement series from the laboratory setup.
The level of detail of the MILP framework is determined in two ways: (1) analysis of
the savings potential using various scenarios with different electricity price structures and
(2) application of MPC and RHC during different test cycles in the laboratory.
The simulation results provided the insight that there is enormous cost-saving poten-
tial for demand response concerning building energy systems. However, this requires a
significant variance in electricity prices to shift the operation of the BES towards periods
with low tariffs. Further analysis of the MILP framework performance was done during a
24h laboratory test run using RHC. The results showed that the model reduction of the
DHW TES to a single state variable can lead to complications in certain situations. This
is due to the temperature stratification that occurs in the context of larger DHW tapping
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cycles.
11.2 Outlook
Experts agree that MPC has many advantages over traditional control approaches in
buildings. However, several challenges stand in the way of large-scale market penetration.
These challenges should be addressed in future research projects. The most important of
these are explained in more detail in the following.
One of the greatest challenge is the development of a predictive control system that
is resilient over long periods of time against unforeseeable events such as forecast errors,
sensor failures or model deviations.
Furthermore, the detailed modelling of a building energy system remains a time and cost-
intensive procedure that requires expert knowledge. Learning to transfer the knowledge
gained from modelling one building to another can speed up the modelling procedure
immensely. These types of transfer learning are currently hotly debated in academia.
However, they are still far from being widely applied in practice.
Optimal control of a complex building energy system requires continuous data acqui-
sition, storage, visualisation and manipulation. However, decentralised topologies of en-
ergy systems, locally limited computing power and a lack of expert knowledge make this
endeavour difficult. These challenges can be addressed with cloud-based solutions and
should be part of future research.
Concerning extension proposals for the current laboratory setup, it is recommended to
address the issue of e-mobility and shiftable loads, as these will play an important key
role in the future energy system.
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