This paper addresses the issue of robust and progressive transmission of signals (e.g., images, video) encoded with variable length codes (VLCs) over error-prone channels. This paper first describes bitstream construction methods offering good properties in terms of error resilience and progressivity. In contrast with related algorithms described in the literature, all proposed methods have a linear complexity as the sequence length increases. The applicability of soft-input soft-output (SISO) and turbo decoding principles to resulting bitstream structures is investigated. In addition to error resilience, the amenability of the bitstream construction methods to progressive decoding is considered. The problem of code design for achieving good performance in terms of error resilience and progressive decoding with these transmission strategies is then addressed. The VLC code has to be such that the symbol energy is mainly concentrated on the first bits of the symbol representation (i.e., on the first transitions of the corresponding codetree). Simulation results reveal high performance in terms of symbol error rate (SER) and mean-square reconstruction error (MSE). These error-resilience and progressivity properties are obtained without any penalty in compression efficiency. Codes with such properties are of strong interest for the binarization of M-ary sources in state-of-the-art image, and video coding systems making use of, for example, the EBCOT or CABAC algorithms. A prior statistical analysis of the signal allows the construction of the appropriate binarization code.
INTRODUCTION
Entropy coding, producing VLC, is a core component of any image and video compression scheme. The main drawback of VLCs is their high sensitivity to channel noise: when some bits are altered by the channel, synchronization losses can occur at the receiver, the positions of symbol boundaries are not properly estimated, leading to dramatic symbol error rates (SER). This phenomenon has motivated studies of the synchronization capability of VLCs as well as the design of codes with better synchronization properties [1] [2] [3] . Reversible VLCs [4] [5] [6] have also been designed to fight against desynchronizations. Soft VLC decoding ideas, exploiting residual source redundancy (the so-called "excessrate") as well as the intersymbol dependency, have also been shown to reduce the "de-synchronization" effect [7, 8] .
For a given number of source symbols, the number of bits produced by a VLC coder is a random variable. The decoding problem is then to properly segment the noisy bitstream into measures on symbols and to estimate the symbols from the noisy sequence of bits (or measurements) that is received. This segmentation problem can be addressed by introducing a priori information in the bitstream, taking often the form of synchronization patterns. This a priori information is then exploited to formulate constraints. One can alternatively, by properly structuring the bitstream, reveal and exploit constraints on some bit positions [9] . A structure of fixed length size slots inherently creates hard synchronization points in the bitstream. The resulting bitstream structure is called error-resilient entropy codes (EREC). The principle can however be pushed further in order to optimize the criteria of resilience, computational complexity, and progressivity.
In this paper, given a VLC, we first focus on the design of transmission schemes of the codewords in order to achieve high SER and signal-to-noise ratio (SNR) performance in the presence of transmission errors. The process for constructing the bitstream is regarded as a dynamic bit mapping between an intermediate binary representation of the sequence of symbols and the bitstream to be transmitted on the channel. The intermediate representation is obtained by assigning codewords to the different symbols. The decoder proceeds similarly with a bit mapping which, in the presence of transmission noise, may not be the inverse of the mapping realized on the sender side, leading to potential decoder desynchronization. The mapping can also be regarded as the 2 EURASIP Journal on Applied Signal Processing construction of a new VLC for the entire sequence of symbols. Maximum error resilience is achieved when the highest number of bit mappings (performed by coder and decoder) are deterministic. Constant and stable mappings with different synchronization properties in the presence of transmission errors are introduced. This general framework leads naturally to several versions of the transmission scheme, exploiting the different mapping properties. By contrast with the EREC algorithm, all proposed algorithms have a linear complexity as the sequence length increases. The bitstream construction methods presented lead to significant improvements in terms of SER and SNR with respect to classical transmission schemes, where the variable length codewords are simply concatenated. The proposed approach may be coupled with other complementary approaches of the literature [10] . In particular, granted that the channel properties are known, unequal error protection schemes using rate compatible punctured codes (RCPC) [11] or specific approaches such as [12] may be used to improve the error resilience.
Another design criterion that we consider is the amenability of the VLCs and of transmission schemes for progressive decoding. The notion of progressive decoding is very important for image, video, and audio applications. This is among the features that have been targeted in the embedded stream representation existing in the JPEG2000 standard. For this purpose, an expectation-based decoding procedure is introduced. In order to obtain best progressive SNR performance in the presence of transmission errors, the VLC codetrees have to be designed in such a way that most of the symbols energy are concentrated on transitions on the codetree corresponding to bits that will be mapped in a deterministic way. Given a VLC tree (e.g., a Huffman codetree [13] ), one can build a new codetree by reassigning the codewords to the different symbols in order to satisfy at best the above criterion, while maintaining the same expected description length (edl) for the corresponding source. This leads to codes referred to as pseudolexicographic codes. The lexicographic order can also be enforced by the mean of the Hu-Tucker algorithm [14] . This algorithm returns the lexicographic code having the smallest edl. Among potential applications of these codes, one can cite the error-resilient transmission of images and videos, or the binarization step of coding algorithms such as EBCOT [15] and CABAC [16] used in stateof-the-art image and video coders/decoders. A prior analysis of the statistical distributions of the signals to be encoded (e.g., wavelet coefficients, residue signals) allows the design of binarization codes with appropriate properties of energy compaction on the first transitions of the codetree. This in turn leads to higher mean-square error (MSE) decrease when decoding the first bit-planes (or bins) transmitted.
The rest of the paper is organized as follows. Section 2 introduces the framework of bitstream construction, the notations and definitions used. Several bitstream construction methods offering different trade-offs in terms of error resilience and complexity are described in Section 3. The application of the SISO and the turbo decoding principles to the bitstream resulting from constant mapping is described in Section 4. The code design is discussed in Section 5 and some choices are advocated. Simulation results are provided and discussed in Section 6. The performance of the bitstream construction methods and of the codes are also assessed with a simple image coder. The amenability of VLCs to be used as a binarization tool for modern video coders is discussed.
PROBLEM STATEMENT AND DEFINITIONS
Let S = (S 1 , . . . , S t , . . . , S K ) be a sequence of source symbols taking their values in a finite alphabet A composed of |A| symbols, A = {a 1 , . . . , a i , . . . , a |A| }. These symbols can be wavelet or other transform coefficients which have been quantized. Let C be a binary variable length code designed for this alphabet, according to its stationary proba-
of length L(S t ). The sequence of symbols S is converted into an intermediate representation,
where B t is a column vector defined as
In what follows, the emitted bitstream is denoted E = E 1 · · · E KE and the received sequence of noisy bits is denoted
Similarly, the intermediate representation on the receiver side is referred to as B.
We consider the general framework depicted in Figure 1 , where the coding process is decomposed into two steps: codeword assignment (CA) and bitstream construction (BC). In classical compression systems, the codewords produced are transmitted sequentially, forming a concatenated bitstream. Here, we focus on the problem of designing algorithms for constructing bitstreams that will satisfy various properties of resiliency and progressivity. Note that both the sequence length K and the length K E = K t=1 L(S t ) of the constructed bitstream E are assumed to be known on the decoder side. Note also that we reserve capital letters to represent random variables. Small letters will be used to denote the values or realizations of these variables.
The BC algorithms can be regarded as dynamic bit mappings between the intermediate representation B and the bitstream E. These mappings ϕ are thus defined on the set
where n stands for a bit position of E. Note that the index l can be regarded as the index of a layer (or a bit-plane) in the coded representation of the symbol. Similarly, the decoder proceeds with a bit mapping between the received bitstream E and an intermediate representation B of the received sequence of codewords. This mapping, referred to as ψ, depends on the noisy realization b of B and is defined as and for all l /1 ≤ l < l, (t, l ) is stable.
Let I S denote the set of stable indexes. A stable mapping ϕ S can be defined by restricting the mapping ϕ to the definition set I S . For the set of stable indexes, the error propagation is restricted to the symbol itself.
Let us consider the transmission of a VLC encoded source on a binary symmetric channel (BSC) with a bit error rate (BER) p. Provided that there is no intersymbol dependence, the probability that a symbol S t is correctly decoded is given by L(St) , leading to the following SER bound:
where h C denotes the edl of the code C. This equation provides a lower bound in terms of SER when transmitting sources encoded with the code C on a BSC, assuming that simple hard decoding is used. Note that this bound is lower than the SER that would be achieved with fixed length codes (FLCs).
BITSTREAM CONSTRUCTION ALGORITHMS
In this section, we describe practical bitstream construction algorithms offering different trade-offs in terms of error resilience and complexity.
Constant mapping (CMA)
Given a code C, the first approach maximizes the cardinal of the definition set of the constant mapping ϕ C , that is, such that
. Notice first that a variable length codetree comprises a section of a fixed length equal to the minimum length of a codeword denoted h − C , followed by a variable length section. A constant mapping can thus be defined as the composition of functions ϕ C :
The bits that do not belong to the definition set of ϕ C can be simply concatenated at the end of the bitstream. The constant mapping ϕ C defines a set of "hard" synchronization points. 4 , a 5 } be the alphabet of the source S (1) with the stationary probabilities given by Error propagation will only take place on the tuples (t, l) which do not belong to I C . The above mapping means transmitting the fixed length section of the codewords bit-plane per bit-plane. Hence, for a Huffman tree, the most frequent symbols will not suffer from desynchronization.
Stable mapping (SMA) algorithm
The CMA algorithm maximizes the cardinal of the definition set I C . The error resilience can be further increased by trying to maximize the number of stable positions, that is, by minimizing the number of intersymbol dependencies, according to Definition 2. The stability property can be guaranteed for a set I S of element indexes (t, l) defined as 
On the sender side, the approach is thus straightforward and is illustrated in the example below. The decoder, knowing the values of the parameters l s and K s , can similarly compute the restriction of I F to I( b) instead of I(b).
Example 2.
Considering the source S (1) , the codes, and the sequence of symbols of Example 1, the SMA algorithm leads to the mapping of the stable indexes depicted in Figure 3 . The notation ∅ stands for bitstream positions that have not been mapped during this stage. Remaining elements of the intermediate representation, here, respectively, 1 and 0001 for C 5 and C 7 , are inserted in positions identified by the valuation ∅. This leads to the bitstreams e = 01101100 10001110 10 and e = 01111101 01101100 0111 for C 5 and C 7 , respectively.
At that stage, some analogies with the first step of the EREC algorithm [9] can be shown. The EREC algorithm structures the bitstream in M slots, the goal being to create hard synchronization points at the beginning of each slot. The EREC algorithm thus leads to the creation of a constant mapping on a definition set
Hence, it appears that for a number of slots lower than K (the number of symbols), the number of bits mapped in a constant manner is not maximized. This suggests using a constant mapping on the definition set [ 
and applying EREC on slots for the remaining bits to be mapped. The corresponding algorithm is called CMA-EREC in what follows. Note that if M = K, CMA-EREC is identical to EREC applied on a symbol basis (which satisfies |I C | = Kh − ). If M = 1, CMA-EREC is identical to CMA. The choice of M has a direct impact on the trade-off between resilience and complexity.
Stable mapping construction relying on a stack-based algorithm (SMA-stack)
This section describes an alternative to the above stable mapping algorithms offering the advantage of having a linear H. Jégou and C. Guillemot After the last step, that is, once the slot K has been processed, both stacks are void. The decoder proceeds similarly by storing (resp., retrieving) bits in a stack Stack b depending on the respective values of the codeword lengths L(s t ) and of the slot size m t . By construction of the slot structure, the number of stable elements is the same for both the SMA and the SMA-stack algorithm. The main difference between these algorithms resides in the way the remaining elements are mapped. Using the proposed stack-based procedure increases the error resilience of the corresponding bits.
Example 3. Let us consider again the source S (1) of Example 1 with the code C 7 . Figure 4 illustrates how the SMA-stack algorithm proceeds. In this example, the slot structure has been chosen so that each slot is formed of contiguous bit positions, but this is not mandatory.
Layered bitstream
The previous BC algorithms decrease the impact of the error propagation induced by the channel errors. Another interesting feature is the amenability of the BC framework to progressive decoding. In Section 4.3, we will see that the different bit transitions of a binary codetree convey different amount of energy. In a context of progressive decoding, the bits which will lead to the highest decrease in reconstruction error should be transmitted first. This idea is underlying the principle of bit-plane coding in standard compression solutions. The approach considered here is however more general. The approach consists in transmitting the bits according to a given order . To each bit to be transmitted, one can associate an internal node of the codetree. One can thus relate the transmission order of the bits of the different codewords to a mapping of the internal nodes of the codetree into the bitstream. Thus, if n i n j , all the bits corresponding to the internal node n i are transmitted before any of the bits corresponding to the internal node n j . This order induces a partition of the transitions on the codetree into segments of same "priorities." The bits corresponding to a segment of a given priority in the codetree are mapped sequentially. Note that this order may not be a total order: some transitions corresponding to distinct internal nodes may belong to the same H. Jégou and C. Guillemot 7 segment. The order must satisfy the rule
where L i denotes the leaves attached to the node n i in the binary codetree corresponding to the VLC code. This rule is required because of the causality relationship between nodes n i and n j .
Example 4. Let us consider again code C 5 . There are four internal nodes: the root /, 0, 1, and 10. These nodes are, respectively, referred to as n 0 , n 1 , n 2 , n 3 . A strict bit-plane 1 approach corresponds to the order n 0 n 1 , n 2 n 3 . Here, nodes n 1 and n 2 are mapped in the same segment. This order ensures that all the bits corresponding to a given "bitplane" are transmitted before any of the bits corresponding to a deeper "bit-plane." Using this order, the realization s = a 1 a 4 a 5 a 2 a 3 a 3 a 1 a 2 of Example 1 is coded into the following bitstream:
Another possible order is the order n 0 n 2 n 3 n 1 . In that case, since the order is total, segments are composed of homogeneous bit transitions, that is, bit transitions corresponding to the same internal node in the codetree. Then, the realization s is transmitted as 
Note that the CMA algorithm leads to construct a bitstream with a layered structure defined by the order n 0 n 1 , n 2 , n 3 . Note also that the concatenation of codewords corresponds to the less restrictive order between internal nodes, that is, for all (n i , n j ), n i n j .
The layered construction bitstream is an efficient way of enhancing the performance of unequal error protection (UEP) schemes. Most authors have considered the UEP problem from the channel rates point of view, that is, by finding the set of channel rates leading to the lowest overall distortion. For this purpose, RCPC [11] are generally used. The UEP problem is then regarded as an optimization problem taking as an input the relative source importance for the reconstruction. Here, the UEP problem is seen from the source point of view. It is summarized by the following question: how the bitstream construction impacts the localization of energy so that UEP methods may apply efficiently? Since the bit segments have a different impact on the reconstruction, these segments act as sources of various importance. In the usual framework, no distinction is performed among concatenated bits corresponding to different internal nodes. Using the layered approach, one can differentiate the bits according to their impact on the reconstruction and subsequently applies the appropriate protection. UEP techniques can thus be applied in a straightforward manner. The codetree itself has clearly an impact on the energy repartition, and has to be optimized in terms of the amount of source reconstruction energy conveyed by the different transitions on the codetree. The code design is discussed in Section 5.
DECODING ALGORITHMS

Applying the soft decoding principles (CMA algorithm)
Trellis-based soft decision decoding techniques making use of Bayesian estimators can be used to further improve the decoding SER and SNR performance. Assuming that the sequence § can be modeled as a Markov process, maximum a posteriori (MAP), maximum of posterior marginals 2 (MPM), or minimum of mean-square error (MMSE) estimators, using, for example, the BCJR algorithm [18] , can be run on the trellis representation of the source model [19] . This section describes how the BCJR algorithm can be applied for decoding a bitstream resulting from a constant mapping (CMA algorithm). Let us consider a symbol-clock trellis representation of the product model of the Markov source with the coder model [20] . For a given symbol index (or symbol clock instant) t, the state variable on the trellis is defined by the pair (S t , N t ), where N t denotes the number of bits used to encode the first t symbols. The value n t taken by the random variable N t is thus given by n t = t t =1 l(s t ). Notice that, in the case of classical transmission schemes where the codewords are simply concatenated, n t = n, where n is the current bit position in the bitstream e.
The BCJR algorithm proceeds with the calculation of the probabilities P(S t = a i | e 1 ; . . . ; e KE ), knowing the Markov source transitions probabilities P(S t = a i | S t−1 = a i ), and the channel transition probabilities P( E n = e n | E n = e n ), assumed to follow a discrete memoryless channel (DMC) model. Using similar notations as in [18] , the estimation proceeds with forward and backward recursive computations of the quantities α t a i , n t = P S t = a i ; N t = n t ; e ϕ(t ,l) ,
where ( e ϕ(t ,l) ) denotes the sequence of received bits in bitstream positions n = ϕ(t , l), with 1 ≤ t ≤ t and 1 ≤ l ≤ L(s t ), and
where ( e ϕ(t ,l) ) denotes the sequence of received bits in bitstream positions n = ϕ(t , l), 
In the case of a simple concatenation of codewords, ϕ(t, l) = n t−1 + l. When using a constant mapping, we have
The product λ t (a i , n ) = α t (a i , n )β t (a i , n ) leads naturally to the posterior marginals P(S t , N t | e 1 ; . . . ; e KE ) and in turn to the MPM and MMSE estimates of the symbols S t .
For the CMA algorithm, information on the bit and the symbol clock values is needed to compute the entities γ t (a j , n t−1 , a i , n t ). This condition is satisfied by the bit/symbol trellis [6] . However, this property is not satisfied by the trellis proposed in [21] .
Turbo decoding
The soft decoding approach described above can be used in a joint source-channel turbo structure. For this purpose, extrinsic information must be computed on bits. This means computing the bit marginal probability bit P(e t = 0 ∨ 1 | e 1 ; . . . ; e KE ) instead of the symbol marginal probability. The SISO VLC then acts as the inner code, the outer code being a recursive systematic convolutional code (RSCC). In the last iteration only, the symbol per symbol output distribution P(S t = a i | e 1 ; . . . ; e KE ) is estimated.
MMSE progressive decoding
The above approach reduces the SER. However, it does not take into account MSE performance in a context of progressive decoding. Progressive decoding of VLC can be realized by considering an expectation-based approach as follows. Notice that VLC codewords can be decoded progressively by regarding the bit generated by the transitions at a given level of the codetree as a bit-plane or a layer.
Let us assume that the l first bits of a codeword have been received without error. They correspond to an internal node n j of the codetree. Let L j and μ j = ni∈Lj μ i , respectively, denote the leaves obtained from n j and the probability associated to the node n j . Then the optimal (i.e., with minimum MSE) reconstruction value a j is given by
The corresponding mean-square error (MSE), referred to as Δ j , is given by the variance of the source knowing the first bits, that is, by
Let us consider the codetree modeling the decoding process. The reception of one bit will trigger the transition from a parent node n j to children nodes n j and n j depending on the bit realization. The corresponding reconstruction MSE is then decreased as Δ j −Δ j or Δ j −Δ j depending on the value of the bit received. Given a node n j , the expectation δ j of the MSE decrease for the corresponding transition T j is given by
The term δ j can be seen as an amount of signal energy. If all the bits are used for the reconstruction, the MSE equals 0, which leads to var(S) = Δ root = nj μ j δ j , which can also be deduced from (16) . The total amount δ * l of reconstruction energy corresponding to a given layer l of a VLC codetree can then be calculated as the weighted sum of energies given by transitions corresponding to the given layer:
Remark 1. Note that the MMSE estimation can be further improved by applying a BCJR algorithm on the truncated bitstream, setting the transitions on the trellis that correspond to the nonreceived bits to their posterior marginals or to an approximated value of 1/2.
Note also that, if the quantities K and K E are both known on the receiver side, error propagation can be detected if the termination constraints are not satisfied. Here, by termination constraints, we mean that the K E bits of E must lead to the decoding of K symbols of S. In the case where the termination constraint is not satisfied, it may be better to restrict the expectation-based decoding to the bits that cannot be de-synchronized (i.e., bits mapped with a constant or stable mapping).
CODE DESIGN
Based on our discussion in the previous section, the code should hence be optimized in order to satisfy at best the following criteria.
(1) In order to maximize the SNR performance in the presence of transmission errors, the code C should be such that it concentrates most of the energy on the bits (or codetree transitions) that will not suffer from de-synchronization. In particular, if the bits that concentrate most of the energy correspond to the first bit transition of the binary codetree, the concept of most significant bits can also apply for VLC codewords. (2) Similarly, the progressivity depends on the amount of energy transported by the first transmitted bits. That is why the code design should be such that few bits gather most of the reconstruction energy, and these bits should be transmitted first. For this purpose, we will assume that the layered approach proposed in Section 3.4 will be used. (3) Finally, a better energy concentration enhances the performance of the UEP techniques: since these techniques exploit the fact that different sources (here segments of bits) have various priorities, the code should be designed to enhance the heterogeneity of the bit transitions in terms of reconstruction energy.
In this section, we will regard the code optimization problem as a simplified problem consisting in maximizing the values δ * l for the first codetree transitions. This problem can be addressed by optimizing (17) , either with the binary switching algorithm [22] or with a simulated annealing algorithm (e.g., [23] ). The optimization has to be processed jointly for every layer. Hence, this multicriteria optimization requires that some weights are provided to each layer l of (17) . The weights associated to bit transition depend on the application. In the following, we propose two simplified approaches, led by the consideration that the lexicographic order separating the smaller values from the greater values-in general-concentrates most of the energy in the first layers. Obviously, a lexicographic order is relevant only for a scalar alphabet. The first approach consists in finding an optimal code (in the Huffman sense) that aims at satisfying a lexicographic order. The second approach consists in using HuTucker [14] codes to enforce the lexicographic order.
Pseudolexicographic (p-lex) codes
Let us consider a classical VLC (e.g., using a Huffman code), associating a codeword of length l i to each symbol a i . One can reassign the different symbols a i of the source alphabet to the VLC codewords in order to try to best satisfy the above criteria. In this part, the reassignment is performed under the constraint that the lengths of the codewords associated to the different symbols are not affected, in order to preserve the compression performance of the code. A new codetree, referred to as a pseudolexicographic (p-lex) VLC codetree, can be constructed as follows. Starting with the layer l = h + C , the nodes (including leaves) of depth l in the codetree are sorted according to their expectation value given in (14) . Pairs of nodes are grouped according to the resulting order. The expectation values corresponding to the parent nodes (at depth l − 1) are in turn computed. The procedure continues until the codetree is fully constructed. Grouping together nodes having close expectation values in general contributes to increase the energy or information carried on the first transitions on the codetree.
Example 5. Let us consider a Gaussian source of zeromean and standard deviation 1 uniformly quantized on 8 cells partitioning the interval [−3, +3]. The subsequent discrete source is referred to as S (2) in what follows. Probabilities and reconstruction values associated to source S (2) Table 2 . The p-lex algorithm proceeds as in Table 1 .
The reconstruction values obtained with this code are given in Table 2 . Note that both the Huffman code and the code constructed with the p-lex algorithm have an edl of 2.521, while the source entropy is 2.471. The corresponding bit transition energies δ j are also depicted. The reconstruction of symbols using the first bit only is improved by 1.57 dB (MSE is equal to 0.631 for the p-lex code instead of 0.906 for the Huffman code).
Hu-Tucker codes
For a given source, it may occur that the previous procedure leads to a code that preserves the lexicographic order in the binary domain. For example, it is well known that if the probability distribution function is a monotone function of symbol values, then it is possible to find a lexicographic code with the same compression efficiency as Huffman codes. But in general, it is not possible. In this section, Hu-Tucker [14] codes are used to enforce the lexicographic order to be preserved in the bit domain. The resulting codes may be suboptimal, with the edl falling into the interval [h, h + 2[, where h denotes the entropy of the source. Thus, for the source S (2) , the edl of the corresponding Hu-Tucker code is 2.583, which corresponds to a penalty in terms of edl of 0.112 bit per symbol, against 0.050 for the Huffman code. The counterpart is that these codes have interesting progressivity features: the energy is concentrated on the first bit transitions (see Table 2 ). Thus, for the source S (2) , the reconstruction with the first bit only offers an improvement of 4.76 dB over Huffman codes.
SIMULATION RESULTS
The performance of the different codes and BC algorithms have been assessed in terms of SER, SNR, and Levenshtein distance with Source S (1) and Source S (2) (quantized Gaussian source), introduced in Examples 1 and 5, respectively. Let us recall that the Levenshtein distance [24] between two sequences is the minimum number of operations (e.g., symbol modifications, insertions, and deletions) required to transform one sequence into the other. Unless the number of simulations is explicitly specified, the results shown are averaged over 100 000 channel realizations and over sequences of 100 symbols. Since the source realizations are distinct, the number of emitted bits K E is variable. Most of the algorithms that have been used to produce these simulation results are available on the web site [25].
Error resilience of algorithms CMA, SMA, and SMA-stack for p-lex Huffman and Hu-Tucker codes
Figures 5 and 6, respectively, show for Source S (1) and Source S (2) the SER and the Levenshtein distance obtained with the algorithms CMA, SMA, and SMA-stack in comparison with Table 2 : Definition of Huffman, p-lex Huffman, and Hu-Tucker codes for a quantized Gaussian source. Leaves (e.g., alphabet symbols) are in italics. the concatenated scheme and a solution based on EREC [9] applied on a symbol (or codeword) basis, for channel error rates going from 10 −4 to 10 −1 . In Figure 5 , the results in terms of SER and normalized distance have been obtained with code C 5 (cf. Example 1). Figure 6 depicts the results obtained for a Huffman code optimized using the codetree optimization described in Section 5.1. This code is given in Table 2 .
In both figures, it appears that the concatenated scheme can be advantageously replaced by the different BC algorithms described above. In particular, the SER performance of the SMA-stack algorithm approaches the one obtained with the EREC algorithm applied on a symbol basis (which itself already outperforms EREC applied on blocks of symbols) for a quite lower computational cost. Similarly, it can be noticed in Figure 7 that the best SNR values are obtained with Hu-Tucker codes used jointly with the EREC algorithm.
It can also be noticed that the SMA-stack algorithm leads to very similar error-resilience performance. The results confirm that error propagation affects a smaller amount of reconstruction energy. (2) , Huffman and p-lex Huffman codes lead to the same error-resilience performance: the amount of energy conveyed by the bits mapped during the constant stage is identical for both codes. This can be observed in Table 2 . However, for a large variety of sources, the p-lex Huffman codes lead to better results.
Remark 2. (i) For Source S
(ii) The layered bitstream construction has not been included in this comparison: the layered bitstream construction offers improved error resilience in a context of UEP. Simulation results depicted in Figures 5, 6 , and 7 assume that no channel code has been used. Figure 6 : SER (a) and Levenshtein distance (b) performance of the different BC schemes with a quantized Gaussian source (source S (2) encoded with Huffman codes).
Progressivity performance of CMA and layered algorithms and impact of the code design
The amenability to progressive decoding (using expectationbased decoding) of the CMA and layered solutions with
Huffman, p-lex, and Hu-Tucker codes with respect to a concatenated scheme has also been assessed. These codes are also compared against lexicographic FLCs. For which, the first bit transitions notably gather most of the energy. For the layered approach, nodes have been sorted according to the value of δ j , under the constraint of (7). Let us recall that the values of δ j are provided in Table 2 . The corresponding orders between nodes (identified by the path in the codetree) are given hereafter. The corresponding values of δ j are also given in Table 3 . The choice of the order has a major impact on the progressivity. Figure 8 shows the respective MSE in terms of the number of bits received for different approaches. The performance obtained is better than the one obtained with a bitplane FLC transmission, with, in addition, higher compression efficiency. The following points, identified on Figure 8 with a number, are of interest.
(1) The concatenation, which does not differentiate the bits, leads to the MSE performance that linearly decreases as the number of received bits increases. (2) Several curves converge to this point. This is due to the fact that the number of bits received at this point corresponds to the fixed length portions of Huffman and p-lex Huffman codes, and that these codes have similar energy concentration properties on the next transitions on the codetree (see Table 2 ). (3) For this source distribution, using the p-lex code instead of the usual Huffman code means transferring some energy from layer 2 (bits 101 to 200) to layer 1 (bits 1 to 100). (4) For the Huffman and p-lex Huffman codes, the bit transitions corresponding to nodes with a high depth in the codetree bear a lot of reconstruction energy. As a result, the concatenation of codewords gives better performance than the layered transmission in general.
To conclude, this figure shows the efficiency of Hu-Tucker codes transmitted with a layered BC scheme with respect to classical VLCs and transmission schemes.
Error resilience with CMA
The performance in terms of SER of the CMA algorithm with an MPM decoder has been assessed against the one obtained with hard decoding and MPM decoding of concatenated codewords. The MPM decoder proceeds as described in Section 4.1. For this set of experiment, we have considered a quantized Gauss-Markov source with a correlation factor ρ = 0.5, and sequences of 100 symbols. Figure 9 shows the significant gain (SER divided by a factor close to 2) obtained with the CMA structure with respect to the concatenated bitstream structure for the same decoding complexity (the number of states in the trellis is strictly the same for both approaches).
Turbo decoding performance of CMA
In a last set of experiments, we have compared the amenability to turbo decoding (using expectation-based decoding) of the CMA solution with respect to a concatenated scheme, both using Huffman codes. The decoding algorithm used for this simulation has been described in Sections 4.1 and 4.2. We have considered the first-order Markov source given in [7] . This source takes its value in an alphabet composed of three symbols. The matrix of transition probabilities is defined as 
The channel considered here is an AWGN channel. Results have been averaged over 10000 realizations of sequences of length 100. Figure 10 shows the corresponding SER performance. This figure shows the clear advantage in terms of SER of the CMA algorithm. The improvement, expressed in terms of E b /N 0 , is around 0.4 dB. This gain is maintained as the number of iterations grows, and for the same complexity. For the Levenshtein distance measure, the concatenation leads to slightly better results. However, in multimedia applications, the SER is more critical than the Levenshtein distance.
DISCUSSION AND FUTURE WORK: ERROR-RESILIENT IMAGE CODING AND M-ARY SOURCE BINARIZATION
In this section, a simple wavelet image coder is described and is used to depict the interest of an error-resilient entropy coder for error-resilient encoding of real sources. The benefits and limitations of the method for M-ary source binarization in state-of-the-art coders are also discussed.
Image coder
The bitstream construction algorithms as well as the code design have been experimented with images. We have considered a simple image coding system composed of a 9/7 Table 4 . The obtained Kullback-Leibler distance values confirm that the generalized Gaussian model is a first-order accurate model of the distribution of image subbands. The pdf obtained from the parameter s can be synchronously computed on the encoder and on the decoder, assuming that the parameters are known on the decoder side. The probability laws are then used to design the VLC. For the low pass band, a HuTucker code is chosen for the reasons exposed in Section 5. For this subband, it appears that the Hu-Tucker code has the same edl as the Huffman code. However, choosing this code for the high frequency dramatically increases the rate of the entropy coder, because the 0 symbol is assigned a codeword which is at least of length 2.
Hence, for the high frequencies, a Huffman code has been used. Our simple image coder gives a peak signal-to-noise ratio (PSNR) of 39.91 dB at a rate of 1.598 bit per symbol. These performance are obviously below the rate-distortion performance of state-of-the-art coders, but the comparative results in terms of error resilience are however of interest. Note that, unlike UEP schemes, an error resilient scheme such as the one proposed here does not require the knowledge of the channel characteristics. The gains achieved in terms of PSNR are given in Table 5 . Each simulation point corresponds to the median value over 100 channel realizations for the image Lena. Figure 11 also depicts significant improvements in terms of visual quality for typical realizations of the channel.
M-ary source binarization
The entropy coders used in most state-of-the-art image and video coding systems rely on a first binarization step followed by bit-plane (or bin) encoding using, for example, arithmetic coding. This general principle is currently applied in EBCOT [15] and CABAC [16] . These algorithms will be all the most efficient both from a compression and error-resilience point of view if this binarization step makes use of a code which allows the concentration of most of the signal energy on the first transitions of the codetree of the binarization code. A priori analysis of the statistical distribution of the signal (transform coefficients, residue signals) to be encoded allows the design of a code with such properties. The scanning order of the bits resulting from the binarization step can then be defined as in Section 3 above. This scanning order minimizing the dependencies between bit planes will contribute to improve the error resilience of the entire coding approach.
If this binarization is coupled with an optimum entropy coder, the respective-entropy constrained-energy concentration properties of codes are modified. We noticed that in that particular case, the FLCs and the Hu-Tucker codes lead to similar rate-distortion curves. Moreover, the error sensitivity of the arithmetic coder to bit error suppresses the advantages of taking an error-resilient bitstream construction algorithm. Hence, the advantage of Hu-Tucker codes in this context should only be considered from a complexity point of view. However, coupled with the bitstream construction algorithm, they can be an efficient alternative to the ExpColomb or CAVLC recommended in H.264 for low-power mobile devices [16] . Figure 11 : PSNR performance and visual quality obtained, respectively, with concatenated Huffman codes and two transmission schemes using Hu-Tucker codes for low subband and Huffman codes for high subbands. These schemes use, respectively, the CMA algorithm and the SMA-stack algorithm. The channel bit error rates are 0.0001 (top images), 0.001 (middle images), and 0.01 (bottom images).
CONCLUSION
In this paper, we have introduced a bitstream construction framework for the transmission of VLC encoded sources over noisy channels. Several practical algorithms with different trade-offs in terms of error-resilience, progressivity, and feasibility of soft decoding have been described. The features of these algorithms are summarized in Table 6 . Unlike the EREC algorithm, the complexity of the proposed algorithms increases linearly with the length of the sequence. For the CMA algorithm, the corresponding coding processes can be easily modeled under the form of stochastic automata which are then amenable for running MAP estimation and soft decision decoding techniques. Together with an MPM decoder, the CMA algorithm has been shown to increase the error-resiliency performance in terms of SER in comparison with a similar decoder for a concatenated bitstream, and this at no cost in terms of complexity. The approach has also been shown to offer improved SER performance in a turbo-VLC setup. For the other bitstream construction algorithms, that is, SMA, EREC, and SMA-stack, the design of efficient tractable soft and turbo decoding algorithms is a challenging problem. The code design has been shown to have a very high impact on the error resilience, the progressivity, and the amenability to enhance the UEP schemes. Hu-Tucker codes have been shown to be a good choice for these purposes. This framework can be applied to the problem of optimizing the source binarization step and in defining the appropriate scanning order of the bits resulting from the corresponding binarization step in modern image and video coders.
