Abstract Methods of the theory of nonautonomous di erential equations are used to study the extent to which the properties of local null controllability and local feedback stabilizability are preserved when a control system with time{varying coe cients is digitized, i.e., approximated by piecewise autonomous systems on small time subintervals.
Introduction
In this paper we study the persistence under digitization of the properties of local null controllability and local feedback controllability of a nonautonomous control system. These are signi cant questions if one needs to investigate a numerical approximation of a control system, in particular if one has to compute numerically a stabilizing feedback control. Our methods will actually allow us to prove statements regarding persistence of local null controllability and of local feedback controllability under perturbations which are more general than discretizations. These more general results are also signi cant because they give answers to natural questions concerning the stability of these controllability properties when the control system is perturbed.
The paper is organized as follows. In Section 2 we de ne a general notion of \digitiza-tion". We prove a semicontinuity result for digitizations which gives a precise version of the statement that a digitization of a time{varying vector eld is \close" to that of the original This work was supported by the GNAMPA (Italy) and the DAAD (Germany).
one. Our result may have independent interest, since the question of just how a given digitization scheme \perturbs" a xed vector eld does not seem to have been well{studied until now. In any case, we will use our result in the succeeding sections of the paper.
In Section 3, we consider the stability under perturbation of the coe cient matrices of the local null controllability property for a linear nonautonomous control system x 0 = A(t) x + B(t) u (t 2 R; x 2 R n ; u 2 R m ) ; (1) with bounded measurable matrix valued coe cients A( ), B( ). We will prove results to the e ect that the local null controllability of (1) is preserved when A and B are subjected to bounded perturbations which are su ciently close to zero in the weak topology (and not necessarily in the norm topology). In particular, if (1) is locally null controllable, then it remains so after digitization. We then consider the concept of uniform local null controllability of the control system (1) . In this context, it is natural and useful to introduce the topological hull P of (A; B). We show that the uniform local null controllability of (1) is preserved over the hull b P of a bounded perturbation of (A; B) if b P is close to P in the weak sense.
Finally, in Section 4, we take up the notion of local null controllability for a nonlinear control problem x 0 = f(t; x; u) (t 2 R; x 2 R n ; u 2 R m ) : (2) It is assumed that f is of class C 2 with respect to (x; u), and that the partial derivatives D l x f, D l u f of orders l = 0, 1, 2 are uniformly continuous on R K whenever K R n R m is compact. It is also assumed that f(t; 0; 0) = 0 for all t 2 R. Our discussion revolves around the question of the existence and properties (e.g., regularity with respect to perturbations of f) of a feedback control u(t; x) which stabilizes the origin x = 0. That is, u(t; x) is required to have the property that x = 0 is a uniformly asymptotically stable solution of the equation
x 0 = f(t; x; u(t; x)):
Following 10, 11], we will use the theory of exponential dichotomies to study these issues. Set A(t) = D x f(t; 0; 0), B(t) = D u f(t; 0; 0), and write (2) in the form x 0 = A(t) x + B(t) u + (t; x; u); (2 0 ) where is of class C ) as (x; u) ! (0; 0). One constructs a feedback control u(t; x) by solving an auxiliary linear regulator problem. As we will see, the exponential dichotomy concept can be used to good e ect to derive regularity properties of the stabilizing feedback control with respect to perturbations of f. In particular, we will show that u has good regularity properties with respect to digitization of the vector eld f. We nish this Introduction by indicating some notation and terminology which will be used throughout the paper. If n 1, we let < ; > denote the Euclidean inner product on R n , and let j j denote the corresponding norm. Let M n;m be the set of n m real matrices and let j j denote the usual (operator) norm on M n;m . If Xis a set, (Y;j j) a normed vector space and f : X ! Yis a bounded function, we de ne jfj 1 = sup x2X jf(x)j.
Let U be a convex set of R n and let H U denote its suppport function:
Note that, if 0 2 U then H U is non{negative, and that, if U is compact then H U is continuous. Let X be a topological space. A real ow on X is determined by a continuous map : X R ! X: (x; t) 7 ! t (x) such that: (i) 0 (x) = x for all x 2 X; (ii) t s (x) = t+s (x) for all x 2 X and for all s, t 2 R. We will indicate a real ow by (X; f t g) or just by f t g. A subset M X is said to be invariant with respect to the ow f t g if t (M) M for all t 2 R (which implies that t (M) = M for all t 2 R). A compact invariant subset M X is said to be minimal if, for each x 2 X, the orbit f t (x) : t 2 Rg is dense in M. ( One also refers to the minimal ow (M; f t g)).
Digitization
We rst introduce some particular real ows which will be needed in the sequel.
1. Let n 1 be an integer and set L n = L 1 (R; R n ). Give L n the weak topology de ned as follows: if fa k g is a net (i.e., generalized sequence) in L n , then a k ! a 2 L n if for each 2 L 1 (R;R), there holds Z 1
Each norm{bounded subset X L n is metrizable when endowed with the weak topology. For each t 2 R, let t : L n ! L n be the t{translation de ned by t (a)( ) = a( + t). If X is a subset of L n such that t (X) = X for each t 2 R, then the pair (X; f t g) is a real ow. We can also endow L n;m = L 1 (R;M n;m ) with the weak topology. The translations f t : t 2 Rg de ne a real ow on each norm-bounded, translation{invariant subset X L n;m .
2. Let F denote the set of mappings f : R R n ! R n which are uniformly continuous on R K for each compact subset K of R n . Give F the topology of uniform convergence on compact subsets of R R n . For each t 2 R, let t : F ! F be the t{translation de ned by t (f)( ; ) = f( + t; ). It is easy to see that (F; f t g) is a real ow. If f 2 F, then the hull P f of f, which is de ned by P f = cls f t (f) : t 2 Rg, is compact because of the uniform continuity assumption on f, and (P f ; f t g) is a real ow.
3. If r 1 is an integer, we modify the de nitions of Point 2 in the following way. Let F r denote the set of mappings f : R R n ! R n which are r times continuously di erentiable with respect to x and such that the derivatives D l x f (0 l r) are uniformly continuous on R K for each compact subset K of R n . We topologize F r as follows: a sequence ff k g F r converges to f in F r if D l x f k ! D l x f uniformly on R K for each compact subset K of R n (0 l r). If f 2 F r , set t (f)( ; ) = f( + t; ), then observe that the hull P f = cls f t (f) : t 2 Rg is compact and that (P f ; f t g) is a real ow.
4. Let G be a family of functions g : R R n ! R n which satisfy the following conditions.
(i) g is jointly Lebesgue measurable.
( The spaces G and G r (r 1) will be useful in Section 4 when we digitize nonautonomous nonlinear control systems.
Now we turn to our concept of \digitization". To orient the discussion, let f 2 F, and let be a positive number. Set t j = j (j 2 Z), and de ne f (t; x) = 1 Z (j+1) j f(s; x)ds (j t < (j + 1) ) :
The function f is piecewise continuous with respect to t. Suppose that f is Lipschitz continuous in x uniformly on R K for each compact subset K of R n . Then f has the same property. Clearly, f and f are elements of G, and it is easy to see that f ! f in G. The passage from f to f , for positive values of , is an example of what we call a digitization scheme.
We now formulate our notion of a digitization scheme. We impose the following conditions. If f 2 F r , then Conditions II), III) and IV) are modi ed in a natural way. We remark that an analogue of of Proposition 1 holds for F r and G r .
I)
3 Digitization and local null controllability Consider a xed linear, nonautonomous control system x 0 = A(t) x + B(t) u (x 2 R n ; u 2 R m ) ; (5) where A( ) and B( ) are bounded measurable matrix{valued functions of size n n and n m, respectively. Let U be a compact convex subset R m which contains the origin and assume that the control function u( ) is measurable and constrained to take values in U. Let H U be the support function of U.
De nition 1 The system (5) is said to be locally null controllable if there exists an open neighbourhood V of the origin in R n and a nite time T > 0 such that, to each x 0 2 V , there corresponds a measurable function u : 0; T] ! U such that the solution x(t) of (5) determined by this u = u(t) and x(0) = x 0 satis es x(T) = 0.
It is easy to see that local null controllability in the sense of De nition 1 is implied by the apparently weaker condition obtained by letting T depend on x 0 rather than on the neighbourhood V .
There is a basic criterion for local null controllability of system (5) which is due to Barmish and Schmitendorf 2, 15] . To state it, we introduce the adjoint homogeneous system y 0 = ?A > (t) y (y 2 R n ) (6) where A > is the transpose of the matrix A. The Barmish{Schmitendorf criterion then goes as follows. A proof of Theorem 1 is given in 2, 10]. It is understood here that the control functions u( ) are constrained to take values in U.
We use the Barmish{Schmitendorf criterion to prove the following result. Write L = L n;n L n;m and let B R = Suppose for contradiction that the control system x 0 = A k (t) x + B k (t) u is not locally null controllable (k = 1, 2, : : : ). According to Theorem 1, there are points y k 2 R n with j y k j = 1 such that, if y k (t) is the corresponding solution of the adjoint system y 0 = ?A > (t) y; (k = 1; 2; : : : );
We assume that y k ! y 1 2 R n with j y 1 j = 1. Then y k (t) ! y 1 (t) uniformly on 0; T], where y 1 (t) is the solution of (5) with y 1 (0) = j y 1 j. We claim that Next we consider the local null controllability of a compact translation{invariant family P of control systems (5) , and the persistence of the local null controllability when the family P is perturbed in L = L n;n L n;m . For example, P might be the hull cls f( t (A); t (B)) : t 2 Rg of (A; B) in L. (5 p it is now easy to adapt the reasoning used to prove Proposition 2 to obtain the following result. We can apply Propositions 2 and 3 to the special case of a digitization x 0 = A ( t (p)) x + B (( t (p)) u (9) of a given system (5 p We can also apply analogues of Propositions 2, 3 and 4 for control systems (5) for which the control u is unconstrained, i.e., u can take all values in R m . We brie y recall the facts needed to discuss control systems with unconstrained controls.
De nition 2 The system (5) is said to be globally null controllable if for each x 0 2 R n , there exists a nite time T > 0 and a measurable function u : 0; T] ! R m such that the solution x(t) of (5) with u = u(t) and x(0) = x 0 satis es x(T) = 0. One can speak of global null controllability both when the control u is constrained to be in some subset U R m and when u is unconstrained. In the case of unconstrained controls, it is clear that local null controllability is equivalent to global null controllability.
There is a well{known criterion for the global null controllability of system (5) in the case of unconstrained controls. For this, let (t) be the fundamental matrix of the homogeneous system x 0 = A(t)x. De ne the controllability matrix Z of (5) 
Digitization and feedback control
Our purpose in this section is twofold. First, we review a method for constructing a feedback control u = u(t; x) which stabilizes a nonlinear control system x 0 = f(t; x; u) (x 2 R n ; u 2 R m ) (10) in a neighbourhood of the origin. The method in question is developed in 12] and is based on the theory of exponential dichotomies. Then we discuss the way in which u varies when the vector eld f is perturbed. In particular, we will show that, when the control system (10) is digitized, then it admits a feedback control u = u (t; x) which is close to u.
We will assume that f is of class C 2 with respect to (x; u), and that all partial derivatives of f of order 2 are uniformly continuous on R K whenever K R n R m is compact.
We will also assume that f(t; 0; 0) = 0 for all t 2 R, so that x = 0 is an equilibrium point for (10) when u = 0. >From this point on, our discussion is motivated by the results and comments in Section 10 of 12]. View f as an element of the space F 2 . Let P = cls f t (f) : t 2 Rg F 2 be the hull of f; then P is compact. We introduce a notational device similar to that used in Section 3. If P 2 P, write rstf(p; x; u) = p(0; x; u), then observe thatf( t (p); x; u) = p(t; x; u) for all (t; x; u) 2 R R n R m . We abuse notation and write f(p; x; u) instead of f(p; x; u); in this way the equation x 0 = p(t; x; u) takes the form x 0 = f ( t (p); x; u) : (10 p We study the linear system x 0 = A( t (p)) x + B( t (p)) u (11 p ) with the goal of obtaining a feedback control u = u(p; x) which stabilizes it at x = 0. There is a well{known recipe for constructing a stabilizing feedback control for a linear control system. This recipe is followed in 12]; we outline the necessary arguments. We will see that results from the theory of exponential dichotomies can be used to good e ect to prove existence and regularity properties of the feedback control.
We will assume that all elements of the family of control systems f (11 p ? (t) ?1 > dt (13) satis es Z p 0 I n;n for all p 2 P, where I n;n is the n n identity matrix. where Q 2 M n;n and R 2 M m;m are constant positive de nite matrices. In the more general formulation of 12], Q and R are taken to be time{varying matrices satisfying appropriate conditions, For present purposes we can take Q and R to be as indicated.
Let x 0 2 R n . We consider the problem of minimizing the functional I subject to the following conditions: (i) u( ) 2 L 2 (R;R n ), and (ii) x( ) is the solution of (11 p ) with u = u( ) and x(0) = x 0 . This problem can be solved using the Pontryagin Maximum Principle. (14) where B > = B > ( t (p). Substitute (14) and let p (t) be the fundamental matrix of equation (15 p ) as x ! 0 uniformly in p 2 P, we can nd a number > 0 and constants L 0 > 0, 0 > 0 such that, if p 2 P, jx 0 j < , and x(t) is the solution of (17 0 p ) with x(0) = X 0 , then jx(t)j L 0 e ? 0 t jx 0 j for t 0. This just means, for each p 2 P, the function u(t; x) = K( t (p))x is a feedback control | which is in fact linear in x | which exponentially stabilizes the system (10 p ). Now let G 2 be the space described in Section 2, whose elements g are de ned on R R n R m and have values in R n R m . Let b P G 2 be a compact, translation{invariant set.
There is a corresponding family of equations ; ; e n m n ; Let us now illustrate this result in the case of perturbations b P generated by digitizations of a vector eld f 2 F 2 . Let P be the hull of f (we could also let P be a general compact, translation{invariant subset of F 2 ). We can and will identify P as a subset of G 2 . Introduce a digitization scheme which satis es Conditions I) {IV) of Section 2. If 0 < 0 , p 2 P, let p be the {digitization of p and set P(p ) = cls f t (p ) : t 2 Rg. As in Section 2, set P = cls ( fP(p ) : p 2 P; 0 < 0 g P) G 2 . We can generalize the proof of Proposition 1 so it applies to digitizations of vector elds in F 2 , and then conclude that P is compact.
Let W be a neighbourhood of P in G 2 . Decreasing 0 if necessarily, we can assume that P W. The family of linear equations f (15p) :p 2 P(p )g admits an exponential dichotomy for each p 2 P and each 2 (0; 0 ]. Let M : P(p ) ! M n;n be the m{function; we suppress the dependence of M on p. Let M : P(p) ! M n;n be the family of linear equations f (15 p Due to the de nition of a digitization, the functions A , B , are de ned for allp 2 b P, though they will in general be discontinuous. With this notation, the feedback control which
