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Abstract
This paper considers a multiple stopping time problem for a Markov chain observed in noise, where a decision maker chooses
at most L stopping times to maximize a cumulative objective. We formulate the problem as a Partially Observed Markov
Decision Process (POMDP) and derive structural results for the optimal multiple stopping policy. The main results are as
follows: i) The optimal multiple stopping policy is shown to be characterized by threshold curves Γl, for l = 1, · · · , L, in
the unit simplex of Bayesian Posteriors. ii) The stopping sets Sl (defined by the threshold curves Γl) are shown to exhibit
the following nested structure Sl−1 ⊂ Sl. iii) The optimal cumulative reward is shown to be monotone with respect to the
copositive ordering of the transition matrix. iv) A stochastic gradient algorithm is provided for estimating linear threshold
policies by exploiting the structural results. These linear threshold policies approximate the threshold curves Γl, and share
the monotone structure of the optimal multiple stopping policy. As an illustrative example, we apply the multiple stopping
framework to interactively schedule advertisements in live online social media. It is shown that advertisement scheduling using
multiple stopping performs significantly better than currently used methods.
Key words: partially observed Markov decision process, multiple stopping time problem, structural result, monotone
policies, monotone likelihood ratio dominance, submodularity, live social media, scheduling, interactive advertisement
1 Introduction
Classical optimal stopping time problem is concerned
with choosing a single time to take a stop action by ob-
serving a sequence of random variables in order to maxi-
mize a reward function. It has applications in numerous
fields ranging from hypothesis testing [1,2], parameter
estimation [2], machine replacement [3,4], multi-armed
bandits and quickest change detection [5,6,7]. The opti-
mal multiple stopping time problem generalizes the clas-
sical single stopping problem; the objective is to stop
L-times to maximize the cumulative reward.
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Cornell University, NY
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puter Engineering, University of British Columbia, Vancou-
ver, BC, Canada
3 E-mail addresses: vikramk@cornell.edu (V. Kr-
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results,” 2016 54th Annual Allerton Conference on Commu-
nication, Control, and Computing (Allerton), Monticello, IL,
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In this paper, motivated by the problem of interactive
advertisement (ad) scheduling in personalized live social
media, we consider a multiple stopping time problem in
a partially observed Markov chain. Figure 1 shows the
schematic setup of the ad scheduling problem considered
in this paper. The broadcaster (decision maker) in Fig-
ure 1 wishes to schedule at most L ads to maximize the
cumulative advertisement revenue.
Main results and Organization
The multiple stopping time problem considered in this
paper is a non-trivial generalization of the single stop-
ping time problem, in that applying the single stopping
policy multiple times doesn’t yield the maximum possi-
ble cumulative reward; see Section 5 for a numerical ex-
ample. Section 2 formulates the stochastic control prob-
lem faced by the decision maker (Broadcaster in Fig-
ure 1) as a multiple stopping time partially observed
Markov decision process (POMDP); the POMDP for-
mulation is natural in the context of a partially observed
multi-state Markov chain with multiple actions (L stops,
continue). It is well known that for a POMDP, the com-
putation of the optimal policy is PSPACE-complete [8].
Hence, we provide structural results on the optimal mul-
tiple stopping policy. The structural results are obtained
by imposing sufficient conditions on the model - the main
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Fig. 1. Block diagram showing the stochastic scheduling
problem faced by the decision maker (broadcaster) in adver-
tisement scheduling on live media. The setup is detailed in
Section 5 of the paper. The broadcaster wishes to schedule
at most L-ads during the live session. To maximize adver-
tisement revenue, the ads need to be scheduled when the
interest in the content is high. The interest in the content
cannot be measured directly, but noisy observations of the
interest are obtained from the viewer engagement (viewer
comments and likes) during the live session.
tools used are submodularity and stochastic dominance
on the belief space of posterior distributions.
This paper has the following main results:
1. Optimality of threshold policies: Section 3.3 provides
the main structural result of the paper. Specifically, The-
orem 1 asserts that the optimal policy is characterized
by up to L threshold curves, Γl on the unit simplex of
Bayesian posteriors (belief states). To prove this result
we use the monotone likelihood ratio (MLR) stochas-
tic order since it is preserved under conditional expecta-
tions. However, determining the optimal policy is non-
trivial since the policy can only be characterized on a
partially ordered set (more generally, a lattice) within
the unit simplex. We modify the MLR stochastic order
to operate on line segments within the unit simplex of
posterior distributions. Such line segments form chains
(totally ordered subsets of a partially ordered set) and
permit us to prove that the optimal decision policy has a
threshold structure. In addition, similar to [9], we show
that the stopping sets (set of belief states at which the
decision maker stops) have a nested structure.
2. Monotonicity of cumulative reward with transition ma-
trix: Section 3.4 characterizes how the cumulative re-
ward changes with respect to copositive ordering of the
transition matrix. Specifically, Theorem 2 asserts that
the optimal cumulative reward is monotone with respect
to the copositive ordering of the transition matrix. The
result can be used to implement reduced complexity pos-
terior calculations for Markov chains with large dimen-
sion state space.
3. Optimal Linear Threshold and their Estimation: For
the threshold curves Γl, l = 1, · · · , L, Theorem 3 and
Theorem 4 give necessary and sufficient conditions for
the optimal linear hyperplane approximation (linear
threshold policies) that preserves the structure of the
optimal multiple stopping policy. Section 4 presents a
simulation based stochastic gradient algorithm (Algo-
rithm 1) to compute the optimal linear threshold poli-
cies. The advantage of the simulation based algorithm is
that it is very easy to implement and is computationally
efficient.
4. Application to Interactive Advertising in live social
media: To illustrate the usefulness of the structural re-
sults for the multiple stopping time problem, we consider
the application of interactive advertisement scheduling
in personalized live social media. The problem of opti-
mal scheduling of ads has been studied in the context
of advertising in television; see [10], [11] and the refer-
ences therein. However, scheduling ads on live online so-
cial media is different from scheduling ads on television
in two significant ways [12]: i) real-time measurement of
viewer engagement (comments and likes on the content).
The viewer engagement provides a noisy measurement
of the underlying interest in the content. ii) revenue is
based on viewer engagement with the ads rather than a
pre-negotiated contract.
In Section 5, we use a real dataset from Periscope, a
popular personalized live streaming application owned
by Twitter, to optimally schedule multiple ads (L > 1)
in a sequential manner so as to maximize the advertis-
ing revenue. The numerical results show that the policy
obtained through the multiple stopping framework out-
performs conventional scheduling techniques.
Context and Related Literature
The problem of optimal multiple stopping has been well
studied in the literature. In the classic L-secretary prob-
lem [13], independent and identically (i.i.d) observations
are presented sequentially to the decision maker and the
objective is to select L observations so as to maximize
the sum of reward (a function of observation). The clas-
sical setting with i.i.d observations have been extended
to consider variety of scenarios such as the observation
times arising out of Poisson process [14], observations
with a joint distribution and possibly depending on the
stopping times in [15] and for random horizon in [16].
However, very few works consider optimal multiple stop-
ping over a partially observed Markov chain. The clos-
est work is due to Nakai [9] who considers optimal L-
stopping over a finite horizon of length N in a partially
observed Markov chain. In [9], properties of the value
function and the nested property of the stopping regions
is derived. The major weakness of [9] is the absence of
an algorithm to compute the optimal policy utilizing the
structural results. In addition, for many practical appli-
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cations such as the interactive advertisement schedul-
ing problem considered in this paper, the length of the
horizon is not known apriori. Hence, this paper consid-
ers the multiple stopping problem over an infinite hori-
zon, derives additional structural results compared to [9]
and provides a stochastic gradient algorithm to compute
optimal approximation policies satisfying the structural
results.
The optimal multiple stopping time problem can be con-
trasted to the recent work on sequential sampling with
“causality constraints”. [17] considers the case where a
decision maker is limited to a finite number of observa-
tions (sampling constraints) and must adaptively decide
the observation strategy so as to perform quickest detec-
tion on a data stream. The extension to the case where
the sampling constraints are replenished randomly is
considered in [18]. In the multiple stopping time prob-
lem, considered in this paper, there is no constraint on
the observations and the objective is to stop at most L
times to maximize the cumulative reward.
The optimal multiple stopping time problem, consid-
ered in this paper, is similar to the sequential scheduling
problem with uncertainty [19] and the optimal search
problem considered in the literature. [20] and [21] con-
sider the problem of finding the optimal launch times
for a firm under strategic consumers and competition
from other firms to maximize profit. However, in this
paper, we deal with sequential scheduling in a partially
observed case. [22] consider an optimal search problem
where the searcher receives imperfect information on a
(static) target location and decides optimally to search
or interdict by solving a classical optimal stopping prob-
lem (L = 1). However, the multiple-stopping problem
considered in this paper is equivalent to a search prob-
lem where the underlying process is evolving (Marko-
vian) and the searcher needs to optimally stop L > 1
times to achieve a specific objective.
Apart from interactive advertising, there are several
other applications of the multiple stopping problem
considered in this paper: American options with mul-
tiple exercise times [23], L-commodities problem [14],
investment decision making [24], to name a few.
2 Sequential multiple stopping and Stochastic
dynamic programming
In this section, we formulate the optimal multiple stop-
ping time problem as a POMDP. In Section 2.3, we
present a solution to the POMDP using stochastic dy-
namic programming. This sets the stage for Section 3
where we analyze the structure of the optimal policy.
2.1 Optimal Multiple Stopping: POMDP Formulation
Consider a discrete time Markov chain Xt with state-
space S = {1, 2, · · · , S}. Here, t = 0, 1, · · · denote dis-
crete time. The decision maker receives a noisy observa-
tion Yt of the stateXt at each time t. The decision maker
wishes to stop at most L times over an infinite horizon.
The positive integer L, is chosen a priori 5 . At each time
the decision maker either stops or continues, and ob-
tains a reward that depends on the current state of the
Markov chain. The objective of the decision maker is to
opportunistically select the best time instants to stop
so as to maximize the cumulative reward. This problem
of stopping at most L times sequentially so as to max-
imize the cumulative reward corresponds to a multiple
stopping time problem with L-stops.
The multiple stopping time problem consists of the fol-
lowing components:
1. State Dynamics: The Markov chain has transition ma-
trix P and initial probability vector pi0; so
P (i, j) = P(Xt+1 = j|Xt = i), pi0(i) = P(X0 = i). (1)
2. Observations: At each time instant t, the decision
maker receives noisy observation Yt of the state Xt. De-
note, the conditional probability of receiving observation
j ∈ Y (Yt = j) in state i (Xt = i) by B(i, j). Then,
B(i, j) = P (Yt = j|Xt = i) ∀i ∈ S, j ∈ Y. (2)
3. Actions: At each time instant t, the decision maker
chooses an action ut ∈ A = {1 (Stop) , 2 (Continue) }
to either stop or to continue.
4. Reward: Choosing the stop action at time t, when
there are l additional stops remaining, the decision
maker accrues a reward 6 rl(Xt, a = 1), where Xt is
the state of the Markov chain at time t. Similarly, if
the decision maker chooses to continue, it will accrue
rl(Xt, a = 2).
5. Scheduling Policy: The history available to the deci-
sion maker at time t is
Zt = {pi0, u0, Y1, · · · , ut−1, Yt} .
5 The number of stops is a design parameter available to
the decision maker. In this paper, we do not consider the
problem of choosing the optimal number of stops.
6 In the interactive advertisement scheduling application,
the reward is indexed by the number of stops remaining to
denote the varying ad revenue from the different ads placed
during a session.
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The scheduling policy µ, at each time t, maps Zt to
action ut i.e. the action chosen at time t is ut = µ(Zt).
Let U denote the set of admissible policies. Objective:
For l ∈ {1, 2, · · · , L}, let τl denote the stopping time
when there are l stops remaining, i.e.
τl = inf {t : t > τl+1, ut = 1} ,with τL+1 = 0. (3)
For policy µ and initial belief pi0, the cumulative reward
is:
Jµ(pi0) = Eµ
{
τL−1∑
t=0
ρtrL(Xt, 2) + ρ
τLrL(XτL , 1) (4)
+
τL−1−1∑
t=τL+1
ρtrL−1(Xt, 2) + · · ·+ ρτ1r1(Xτ1 , 1)
∣∣∣ pi0} ,
where the expectation is over the state dynamics and
the observation distribution. In (4), ρ ∈ [0, 1] denotes a
user-defined economic discount factor 7 . Choosing ρ < 1
de-emphasizes the effect of decisions taken at later time
instants on the cumulative reward.
The decision maker aims to compute the optimal strat-
egy µ∗ to maximize (4), i.e.
µ∗ = arg max
µ∈U
Jµ(pi0). (5)
Remark 1 The above formulation is an instance of
a special type of POMDP called the stopping time
POMDP. This is seen as follows: the objective in (4)
can be expressed as an infinite horizon criteria by aug-
menting a fictitious absorbing state–0 that has zero
reward, i.e. r0(0, u) = 0 u ∈ A. When L stop actions
are taken, the system transitions to state 0 and remains
there indefinitely. Then (4) is equivalent to the following
7 In the multiple stopping time problem, considered here,
ρ = 1 is allowed. For undiscounted problem (ρ = 1), the
stopping times may not be finite and the objective in (4)
becomes unbounded. However, the multiple stopping time
problem considered in this paper will terminate in finite time:
Assume R = max
i,l
rl(i, 1) > 0 i.e. the maximum stop reward
is positive andR = min
i,l
rl(i, 2) < 0, i.e. the minimum reward
to continue is negative. Then, it is clear that any optimal
policy will stop in less than T¯ =
LR
|R| time steps. The intuition
is that if T > T¯ then the accumulated reward is negative and
can be strictly improved by taking a stop action before T¯ .
discounted infinite horizon criteria:
Jµ(pi0) = Eµ
{
τL−1∑
t=0
ρtrL(Xt, 2) + ρ
τLrL(XτL , 1)
+ · · ·+ ρτ1r1(Xτ1 , 1) +
∞∑
t=τ1+1
ρtr0(0, 2)
∣∣∣ pi0} ,
where the last summation is zero.
Remark 2 (Finite horizon constraint) This paper
considers the problem of at most L stops with no con-
straints on the stopping times. Our results also hold
straightforwardly for the case where L stops need to be
made within a pre-specified finite time horizon. Then,
the optimal policy will be non-stationary and the struc-
tural results presented in subsequent sections apply at
each time instant.
2.2 Belief State Formulation of the Objective
As is customary for partially observed control problems,
we reformulate the dynamics and cumulative objective
in terms of the belief state. Let Π denote the belief space
of S-dimensional probability vectors. The belief space is
the unit S − 1 dimensional simplex:
Π =
{
pi : 0 ≤ pi(i) ≤ 1,
S∑
i=1
pi(i) = 1
}
. (6)
The belief state at time t, denoted by pit ∈ Π, is the
posterior probability of Xt given the history Zt. The
belief state is a sufficient statistic of Zt [25], and evolves
according to the following Hidden Markov Bayesian filter
update [8]:
pit+1 = T (pit, Yt+1), where
T (pi, y) =
ByP
′
pi
σ(pi, y)
, σ(pi, y) = 1′SByP
′
pi,
By = diag (B(1, y), · · · , B(S, y)) .
(7)
Here 1S represents the S-dimensional vectors of ones.
Using the smoothing property of conditional expecta-
tions, the objective in (4) can be reformulated in terms
of belief state as:
Jµ(pi0) = Eµ
{
τL−1∑
t=0
ρtr′2,Lpit + ρ
τLr′1,LpiτL (8)
+
τL−1−1∑
t=τL+1
ρtr′2,L−1pit + · · ·+ ρτ1r′1,1piτ1 +
∞∑
t=τ1+1
ρtr′2,0pit
∣∣∣ pi0} ,
where ru,l = [rl(1, u), . . . , rl(S, u)]
′
. For the stopping
time problem (8), there exists a stationary optimal pol-
icy [25]. Since the belief state is a sufficient statistic of
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Zt, (5) is equivalent to computing the optimal station-
ary policy µ∗ : Π× [L]→ A, where [L] = {1, 2, · · · , L},
as a function of belief and number of stops remaining to
maximize (8).
2.3 Stochastic Dynamic Programming
Computing the optimal policy µ∗ to maximize (5) or
equivalently (8) involves solving multiple stopping Bell-
man’s dynamic programming equation [25]:
µ∗(pi, l) = arg max
u∈A
Q(pi, l, u),
V (pi, l) = max
u∈A
Q(pi, l, u),
(9)
Q(pi, l, 1) = r′1,lpi + ρ
∑
y∈Y
V (T (pi, y), l − 1)σ(pi, y),
Q(pi, l, 2) = r′2,lpi + ρ
∑
y∈Y
V (T (pi, y), l)σ(pi, y).
Discussion: In (9), V (pi, l) denotes the optimal value
function at belief pi when l stops are remaining, and is the
expected accumulated reward induced by the optimal
policy µ∗. The optimal value function is the fixed point
solution of the set of Bellman equations in (9). The fixed
point solution can be obtained using the value iteration
algorithm (see Appendix B). Q(pi, l, u) is the expected
accumulated reward starting at belief pi when l stops re-
maining, and taking action u and then using the opti-
mal policy µ∗. The Bellman equations can be explained
as follows: When a stop action (u = 1) is taken, the de-
cision maker obtains an instantaneous reward r′1,lpi and
the number of stops remaining reduce by 1. When the
continue action is taken (u = 2), the decision maker ob-
tains an instantaneous reward of r′2,lpi, and the number
of stops remaining is unaffected. The belief evolves ac-
cording to (7). The second term in the summation com-
putes the expected future reward where the expectations
is with respect to the observation distribution.
Since the state-space Π is a continuum, Bellman’s equa-
tion (9) or the value iteration algorithm in Appendix B
does not translate into a practical solution methodology
as V (pi, l) needs to be evaluated at each pi ∈ Π. This,
in turn, renders the computation of the optimal policy
µ∗(pi, l) intractable 8 .
8 It is well known that a finite horizon POMDP with finite
observation space can be solved exactly, indeed the value
function is piecewise linear and convex [8]. However, the
problem is PSPACE complete [26]; the worst case compu-
tational cost increases exponentially with the number of ac-
tions and doubly exponential with the time index.
3 Optimal Multiple Stopping: Structural re-
sults
In this section, we derive structural results for the op-
timal policy (9) of the multiple stopping time problem.
In Section 3.3, we show that under reasonable condi-
tions on the POMDP parameters, the optimal policy is
a monotone policy. In addition, in Section 3.4, we show
the monotone property of the cumulative reward.
3.1 Definitions
Define the stopping set Sl (the set of belief states where
Stop is the optimal action), when l stops are remaining
as:
Sl = {pi : µ∗(pi, l) = 1} . (10)
Correspondingly, the continue set (the set of belief states
where Continue is the optimal action) is defined as
Cl = {pi : µ∗(pi, l) = 2} . (11)
Let W (pi, l) be defined as
W (pi, l) = V (pi, l)− V (pi, l − 1). (12)
The stopping and continue sets in terms of W defined
in (12) is as follows:
Sl = {pi|r′lpi ≥ ρ
∑
y
W (T (pi, y), l)σ(pi, y)},
Cl = {pi|r′lpi < ρ
∑
y
W (T (pi, y), l)σ(pi, y)}.
(13)
where, rl , r1,l − r2,l.
Remark 3 For notational convenience, in this paper,
without loss of generality, assume r1,l = rl and r2,l = 0.
So, the decision maker accrues no reward for the continue
action. Similarly, we consider r1 = r2 = · · · = rL = r,
i.e. the rewards are not dependent on l. It should be
noted however that the structural results continue to
hold for the case where the instantaneous rewards rl are
dependent on l.
In general, the stopping and continue sets can be ar-
bitrary partitions of the simplex Π. However, in Sec-
tion 3.3, we give sufficient conditions on the model so
that these sets can be characterized by threshold curves.
The question of computing the optimal policy, then, re-
duces to estimating the threshold curves.
It is worth pointing out that in the classical stopping
POMDPs in [8] with a single stop action, the stopping
and continue sets are characterized in terms of convex
value function. The key difficulty of the multiple stop-
ping problem, considered in this paper, is that W be-
ing the difference of two convex value functions does not
share the convex properties of the value function.
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3.2 Assumptions
The main result below, namely, Theorem 1, requires the
following assumptions on the reward vector, r, the tran-
sition matrix, P and the observation distribution, B.
(A1) P is totally positive of order 2 (TP2), i.e. all second
order minors are non-negative (see Definition 4 in
Appendix A.1).
(A2) B is TP2.
(A3) The vector, r¯ = (I−ρP )r, has decreasing elements,
i.e. r¯(1) ≥ · · · ≥ r¯(S).
Discussion of Assumptions:
When S = 2, (A1) is valid when P (1, 1) ≥ P (2, 1). When
S > 2, consider the tridiagonal transition matrix 9 with
P (i, j) = 0, i > j + 2 and i < j − 2. (A1) is valid if
P (i, i)P (i+ 1, i+ 1) ≥ P (i+ 1, i)P (i, i+ 1).
(A2) holds for numerous examples. Examples include bi-
nomial, Poisson, geometric, Gaussian, exponential, etc.
Table 1.1 10 and Table 1.210 in [27] contains a detailed
list. In the numerical results in Section 5, we use the Pois-
son distribution where B(i, j) =
gj
i
exp (−gi)
j! , where gi is
the mean of the Poisson distribution. (A2) is satisfied if
gi decreases monotonically with i. For a continuous ob-
servation distribution such as Gaussian whose mean is
dependent on the state of the Markov chain (variance
is fixed), (A2) is satisfied when the mean monotonically
decreases with i.
(A3) is a joint condition on the reward vector and the
transition matrix. Proposition 1, below, shows that (A3)
and (A1) jointly imply that the reward vector r has de-
creasing elements. When S = 2, it can be verified that r
having decreasing elements is sufficient for (I − ρP ) r to
have decreasing elements. For S > 2, (A3) is a stronger
condition than having the elements of r decreasing.
(A3) is easy to interpret when P has additional struc-
ture. For example, consider a slowly varying Markov
chain with P = I + Q, where Q(i, j) > 0, i 6= j,∑
j Q(i, j) = 0, and  > 0. Here
1
 > maxi
∑
j |Q(i, j)| for
P to be a valid transition matrix. Then (A3) is equiva-
lent to r having decreasing elements. Such slowly varying
matrices arise in a lot of applications like manufacturing
systems, internet packet transmission and wireless com-
munication (see Section 1.3 in [28]). Also, the user inter-
est in online social media typically evolves slowly [29].
9 The transition matrices computed on real dataset in Sec-
tion 5 follow a tridiagonal structure; refer to (24).
10 The following continuous distribution satisfy (A2): Expo-
nential, Normal, Gamma, Weibull, Lognormal, Beta. Apart
from numerous discrete probability mass functions, the fol-
lowing discrete distribution satisfy (A2): Poisson, Binomial,
Geometric.
The reward vector r captures the preference of the deci-
sion maker - the highest reward is accrued in State 1.
Proposition 1 If P is TP2 and (I−ρP )r has decreasing
elements, then r has decreasing elements.
The proof of Proposition 1 is in Appendix D.1.
3.3 Main Result 1: Optimality of Threshold policies
The main result below (Theorem 1) states that the op-
timal policy is monotone with respect to the belief state
pi. However, for a monotone policy to be well defined,
we need to first define the ordering between two belief
states. For S = 2, the belief pi =
[
1− pi(2) pi(2)
]
can be
completely ordered with respect to pi(2) ∈ [0, 1]. How-
ever, for S > 2, comparing belief states requires using
stochastic orders which are partial orders. We will use
the monotone likelihood ratio (MLR) (see Def. 1 in Ap-
pendix A.1); it is ideal for partially observed control
problems since it is preserved under conditional expec-
tation (Bayesian update).
Under reasonable conditions, Theorem 1 asserts that the
optimal policy µ∗(pi) is monotonically decreasing in pi
with respect to the MLR order. However, despite this
monotonicity, determining the optimal policy is nontriv-
ial since the policy can only be characterized on a par-
tially ordered set. The main innovation in Theorem 1 is
to modify the MLR stochastic order to operate on lines
L(e1, p¯i) and L(eS , p¯i) (see Appendix A) within the belief
space. Such line segments form chains (totally ordered
subsets of a partially ordered set) and permit us to prove
that the optimal decision policy has a threshold struc-
ture.
e2
e3
p¯i1
H1
p¯i2
p¯i3
L(e1, p¯i1)
e1
C l
Sl
Γl
Sl−1
Γl−1
Fig. 2. Visual illustration of Theorem 1. Each of the stopping
sets Sl is characterized by a threshold curve Γl. Each of the
threshold curve Γl intersects the line L(e1, p¯i) at most once.
Theorem 1 Assume (A1), (A2) and (A3). Then,
A There exists an optimal policy µ∗(pi, l) that is de-
creasing on lines L(e1, p¯i), and L(eS , p¯i) in the belief
space Π for each l 11 .
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B There exists an optimal switching curve Γl, for each
l, that partitions the belief space Π into two individ-
ually connected sets Sl and Cl,such that the optimal
policy is
µ∗(pi, l) =
{
1 if pi ∈ Sl
2 if pi ∈ Cl (14)
C Sl−1 ⊂ Sl, l = 1, 2, · · · , L.
The proof of Theorem 1 is given in Appendix C.4.
Discussion: Theorem 1A asserts that the optimal pol-
icy is monotonically decreasing on the line L(e1, p¯i), as
shown in Figure 2. Hence, on each line L(e1, p¯i) there
exists a threshold above (in MLR sense) which it is opti-
mal to Stop and below which it is optimal to Continue.
Theorem 1B asserts, for each l, the stopping and con-
tinue sets are connected. Hence, there exists a thresh-
old curve, Γl, as shown in Figure 2, obtained by joining
the thresholds, from Theorem 1A, on each of the line
L(e1, p¯i). Theorem 1C proves the nested structure of the
stopping sets: The stopping set when l− 1 stops are re-
maining is a subset of the stopping set when there are l
stops remaining.
In addition, Proposition 2, below, shows that the stop-
ping set enclosed by the threshold curve is a union of
convex sets and hence, the threshold curve is continuous
and differentiable almost everywhere.
Proposition 2 The stopping set Sl is a finite union of
convex sets.
The proof of Proposition 2 is in Appendix D.2.
3.4 Main Result 2: Monotonicity of cumulative reward
with transition matrix
Large transition matrices, common in real world appli-
cations, require large number of numerical computations
to keep track of the belief dynamics in (7). Knowledge of
the belief state is crucial to implement the optimal policy
using a scheduler. One approach to deal with the com-
putational bottleneck is to select a suitable transition
matrix “close” to the true transition matrix such that
the computation of the belief update is cheaper. It was
shown in [30] that convex optimization techniques can be
used to compute reduced rank matrices that bound (in
terms of copositive ordering- Definition 6 in Appendix)
the true transition matrix P from above and below, i.e.
P  P  P¯ . Computing the belief state in (7) requires
O(S2) computations, which could be expensive for large
dimensional state space. The computational cost is re-
duced by using low rank (rank R) transition matrices
11 In general, the optimal policy is not unique. The theorem
asserts that there exists a version of the optimal policy that
is monotone.
(P and P¯ ) which requires only O(RS) numerical opera-
tions. This leads us to the following question: How does
the optimal cumulative reward of a multiple stopping
time problem vary with transition matrix P? The main
result below shows that if the transition matrices are
partially ordered with respect to the copositive ordering
so that P  P¯ then Jµ∗(P ) ≥ Jµ∗(P¯ ).
Theorem 2 Consider two multiple stopping time prob-
lems with transition matrices P and P¯ , respectively,
where P  P¯ with respect to copositive ordering (Def-
inition 6 in Appendix). If (A1) to (A3) hold, then the
optimal cumulative rewards satisfy
Jµ∗(P ) ≥ Jµ∗(P¯ ).
The proof of Theorem 2 is in Appendix C.5.1; see also [8,
Theorem 14.8.1].
Discussion: Theorem 2 asserts that larger transition ma-
trix (with respect to the copositive order) always results
in a larger optimal reward. This is useful in obtaining
bounds on the achievable rewards in applications like
interactive advertisement scheduling, where the inter-
est dynamics change slowly over time. Also, the perfor-
mance loss from using a low rank transition matrix for
interest dynamics - to reduce the complexity of the real
time scheduler - can be characterized.
Summary: This section derived the structural results of
the optimal multiple stopping problem. The main struc-
tural result is in Theorem 1. Theorem 1 generalizes the
results in [9]. In addition to the nested property in [9],
Theorem 1 characterizes the optimal policy by up to L
threshold curves. Additionally, Theorem 2 established
the monotonicity of the optimal cumulative reward with
respect to the copositive ordering of the transition ma-
trix.
4 Stochastic Gradient Algorithm for estimating
optimal linear threshold policies
In light of Theorem 1, computing the optimal policy re-
duces to estimating L-threshold curves in the unit sim-
plex (belief space), one for each of the L-stops. The
threshold curves can be approximated by any of the stan-
dard basis functions. In this paper, we will restrict the
approximation to linear threshold policies, i.e. policies of
the form given in (15). However, any such approximation
needs to capture the essence of Theorem 1, i.e. the op-
timal policy is MLR decreasing on lines, connected and
satisfy the nested property. We call such linear thresh-
old policies (that captures the essence of Theorem 1) as
the optimal linear threshold policies.
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Section 4.1 derives necessary and sufficient conditions to
characterize such linear threshold policies. Algorithm 1
in Section 4.2 is a simulation based algorithm to com-
pute the optimal linear threshold policies. The simu-
lation based algorithm is computationally efficient (see
comments at end of Section 4.2).
4.1 Structure of optimal linear threshold policies for
multiple stopping
We define a linear parametrized policy on the belief space
Π as follows. Let θl ∈ IRS−1 denote the parameters of
linear hyperplane. Then, linear threshold policies as a
function of the belief pi and the number of stops remain-
ing l, are defined as
µθ(pi, l) =
1 if
[
0 1 θl
] [ pi
−1
]
≤ 0
2 otherwise .
(15)
The linear policy µθ(pi, l) is indexed by θ to show the
explicit dependence of the parameters on the policy.
In (15), θ = (θ1, θ2, . . . , θL) ∈ IRL×(S−1) is the concate-
nation of the θl vectors, one for each of the L-stops.
Discussion: We will briefly discuss (15): Given a gen-
eral linear policy of the form α′pi ≤ β, the specific form
in (15) is obtained using i) the sum constraint on the
belief pi, i.e.
∑S
i=1 pi(i) = 1, ii) Scale invariance: For any
positive constant c, α′pi ≤ β ⇒ cα′pi ≤ cβ. Also, notice
that the dimension of both
[
0 1 θl
]
and
[
pi −1
]
is S+1,
since θl ∈ IRS−1 and pi ∈ IRS .
In Theorem 1A, it was established that the optimal mul-
tiple stopping policy is MLR decreasing on specific lines
within the belief space, i.e. for pi1 ≥Li pi2, µ(pi1, l) ≤
µ(pi2, l); i = 1, S. Theorem 3 gives necessary and suf-
ficient conditions on the coefficient vector θl such that
pi1 ≥Li pi2, µθ(pi1, l) ≤ µθ(pi2, l); i = 1, S.
Theorem 3 A necessary and sufficient condition for the
linear threshold policies µθ(pi, l) to be
(1) MLR decreasing on line L(e1), iff θl(S−1) ≥ 0 and
θl(i) ≥ 0, i ≤ S − 2.
(2) MLR decreasing on line L(eS), iff θl(S − 1) ≥ 0,
θl(S − 2) ≥ 1 and θl(i) ≤ θl(S − 2), i < S − 2.
The proof of Theorem 3 is in Appendix C.6. In Theo-
rem 3, θl(i) denotes the i
th element of the S − 1 dimen-
sional vector θl.
Discussion: As a consequence of Theorem 3, the con-
straints on the parameters θ ensure that only MLR de-
creasing linear threshold policies are considered; the ne-
cessity and sufficiency imply that non-monotone policies
are not considered, and monotone policies are not left
out.
In Theorem 1B it was established that the optimal stop-
ping sets are connected, which is satisfied trivially since
we approximate the threshold curve using a linear hy-
perplane. Theorem 4 below provides sufficient conditions
such that the parametrized linear threshold curves sat-
isfy the nested property established in Theorem 1C. A
proof is provided in Appendix C.7.
Theorem 4 A sufficient condition for the linear thresh-
old policies in (15) to satisfy the nested structure in The-
orem 1C is given by
θl−1(S − 1) ≤ θl(S − 1)
θl−1(i) ≥ θl(i) i < S − 1, (16)
for each l.
4.2 Simulation-based stochastic gradient algorithm for
estimating linear threshold policies
We now estimate the optimal linear threshold policies
using a simulation based stochastic gradient algorithm
using Algorithm 1. The algorithm is designed so that the
estimated policies satisfy the conditions in Theorem 3
and Theorem 4.
The optimal policy of a multiple stopping time problem
maximizes the expected cumulative reward Jµ in (4).
In Algorithm 1, we approximate Jµ over a finite time
horizon (N) 12 , as JN which is computed as:
JN (θ) = Eµθ
{
L∑
l=1
ρτlr′piτl
∣∣∣ τl ≤ N ;∀l} . (17)
JN is an asymptotic estimate of Jµ asN tends to infinity.
In (17), we have made explicit the dependence of the
parameter vector on the discounted reward and with an
abuse of notation, have suppressed the dependence on
the policy µ.
Algorithm 1, is a stochastic gradient algorithm that gen-
erates a sequence of estimates θn, that converges to a
local maximum. It requires the computation of the gra-
dient: ∇θJN (·). Evaluating the gradient in closed form
is intractable due to the non-linear dependence of JN (θ)
on θ. We can estimate ∇ˆθJN (·) using a simulation based
12 For the optimal policy µ∗, a horizon of length N and
the discount factor of ρ, |Jµ∗ − JN |2 ≤ ρN1−ρmaxl,x,u |rl(x, u)| [8,
Theorem 7.6.3]. Hence, given an error tolerance ε, the horizon
can be calculated as N >
log
(
(1−ρ)ε
max
l,x,u
|rl(x,u)|
)
log ρ
.
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gradient estimator. There are several such simulation
based gradient estimators available in the literature in-
cluding infinitesimal perturbation analysis, weak deriva-
tives and likelihood ratio (score function) methods [31].
In this paper, for simplicity, we use the SPSA algo-
rithm [32], which estimates the gradient using a finite
difference method.
To make use of the SPSA algorithm, we convert the con-
strained optimization problem in θ (constraints imposed
by Theorem 3 and Theorem 4) into an unconstrained
problem using spherical co-ordinates as follows:
θφl (i) =

φ21(S − 1)
∏L−1
`=l sin
2(φ`(S − 1)) i = S − 1
1 + φ21(S − 2)
∏l
`=2 sin
2(φ`(S − 2)) i = S − 2
θl(S − 2)
∏L
`=1 sin
2(φ`(i)) i < S − 2.
(18)
It can be verified that the parametrization, θφ in (18),
satisfies the conditions in Theorem 3 and Theorem 4.
For example, consider i = S − 1, then the product term
involving sin(·) ensures that θl−1(S−1) ≤ θl(S−1) (the
first part of Theorem 4).
Algorithm 1 Stochastic Gradient Algorithm for Opti-
mal Multiple Stopping
Require: POMDP parameters satisfy (A1), (A2),
(A3).
1: Choose initial parameters φ0 and initial linear
threshold policies µθ0 using (15).
2: for iterations n = 0, 1, 2, . . . : do
3: Evaluate JN (θ
φn+cnωn) and JN (θ
φn−cnωn) us-
ing (17)
4: SPSA: Gradient estimate ∇ˆφJN (θφn) using (19).
5: Update the parameter vector φn to φn+1 us-
ing (20).
6: end for
Following [32], the gradient estimate using SPSA is ob-
tained by picking a random direction ωn, at each itera-
tion n. The estimate of the gradient is then given by
∇ˆφJN (θφn) = JN (θ
φn+cnωn)− JN (θφn−cnωn)
2cn
ωn, (19)
where,
ωn(i) =
{−1 with probability 0.5
+1 with probability 0.5.
The two JN (·) terms in the numerator of (19) is esti-
mated using the finite time horizon approximation (17).
A more detailed description of the finite time horizon
approximation in given in Algorithm 2 in Appendix E.
Using the gradient estimate in (19), the parameter up-
date is as follows [32]:
φn+1 = φn + an∇ˆφJN (θφn). (20)
The parameters an and cn are typically chosen as fol-
lows [32]:
an = ε(n+ 1 + ς)
−κ 0.5 < κ ≤ 1, and ε, ς > 0
cn = µ(n+ 1)
−υ 0.5 < υ ≤ 1 µ > 0 (21)
The decreasing step size stochastic gradient algorithm,
Algorithm 1, converges to a local optimum with prob-
ability one. There are several methods available in the
literature that can be used for stopping criteria in Step 2
of Algorithm 1 [32]. In this paper, we used the following
criteria: (i) Small gradient: ‖∇ˆφJN (θφn)‖2 ≤ ε. (ii) Max
Iteration: Iterations are stopped when a maximum num-
ber is reached. We use 1000 as the maximum number of
iterations in our simulations.
At each iteration of Algorithm 1, evaluating the gradi-
ent estimate in (19) requires two POMDP simulations.
However, this is independent of the number of states,
the number of observations or the number of stops.
Summary: We have used a stochastic gradient algorithm
to estimate the optimal linear threshold policies for the
multiple stopping time problem. Instead of linear thresh-
old policies, one could also use piecewise linear or other
basis function approximations; providing that the result-
ing parameterized policy is still MLR decreasing (i.e. the
characterization similar to Theorem 3 holds).
5 Numerical Examples: Interactive advertising
in Live Social Media
This section has three parts. In Section 5.1, we illustrate
the main result of the paper using numerical examples.
Second, using a Periscope dataset, we study how the
multiple stopping problem can be used to schedule ad-
vertisements in live social media. We show numerically
that the linear threshold scheduling policies (derived in
Sec. 4) outperforms conventional techniques for schedul-
ing ads in live social media. Finally, we illustrate the
performance of the linear threshold policies for a large
size POMDP (25 states) by comparing with the popular
SARSOP algorithm.
5.1 Synthetic Data
This section has four parts. First, we visually illustrate
the optimal multiple stopping policy, using numerical
examples, for S = 3 13 . The objective is to illustrate
how the assumptions in Sec. 3.2 affect the optimal mul-
tiple stopping time policy. The optimal policy can be ob-
tained by solving the dynamic programming equations
13 For S = 3, the unit simplex is an equilateral triangle.
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in (9) and can be computed approximately by discretiz-
ing the belief space. The belief space Π , for all exam-
ples below, was uniformly quantized into 100 states, us-
ing the finite grid approximation method in [33]. Sec-
ond, we illustrate how the optimal accumulated rewards
varies with the number of stops. For Example 1, below,
it is easy to see that the accumulated reward increase
with L. Third, we benchmark the performance of linear
threshold policies (obtained using Algorithm 1) against
optimal multiple stopping policy. Finally, we illustrate
the advantage of structural results for designing approx-
imation algorithm by comparing the performance of the
linear threshold policies in Sec. 4 against the popular
softmax parametrization, which are not constrained to
satisfy the structural results.
Example 1: POMDP parameters: Consider a Markov
chain with 3−states with the transition matrix P and
the reward vector specified in (22). The observation dis-
tribution is given by B(i, j) =
gj
i
exp (−gi)
j! , i.e. the ob-
servation distribution is Poisson with state dependent
mean vector g given in (22). It is easily verified that the
transition matrix, the observation distribution and the
reward vector satisfy the conditions (A1) to (A3).
P =

0.2 0.1 0.7
0.1 0.1 0.8
0 0.1 0.9
 , g = [12 7 2] , r = [9 3 1] (22)
We choose 14 L = 5, i.e. the decision maker wishes to
stop at most 5 times.
Figure 3 shows the stopping sets S5 and S1. It is evident
from Figure 3 that the optimal policy is monotone on
lines, stopping sets are connected and satisfy the nested
property; thereby illustrating Theorem 1.
Example 2: Consider the same parameters as in Exam-
ple 1, except reward r =
[
1 2 1
]
which violates (A3).
Figure 4 shows the optimal multiple stopping policy in
terms of the stopping sets. As can be seen from Figure 4
that the optimal policy does not satisfy the monotone
property (Theorem 1A). However, the nested property
continues to hold.
Example 3: Consider the same parameters as in Exam-
ple 1, except L = 2 and r1 =
[
9 3 1
]
and r2 =
[
3 9 1
]
.
Assumption (A3) is violated for l = 2. Figure 5 shows the
optimal multiple stopping policy in terms of the stop-
ping sets. As can be seen from Figure 5 that the opti-
mal policy does not satisfy the monotone property or
the nested property.
14 This is motivated by the real dataset example in Sec-
tion 5.2.
Thus, the conditions (A1) to (A3) of Theorem 1 are
useful in the sense that when they are violated, there
are examples where the optimal policy does not have the
monotone or nested property.
Optimal accumulated reward against L: Consider Ex-
ample 1 with POMDP parameters in (22). At each stop,
we accumulate a reward. It is easy to see that as the
number of stops increase, the reward accrued will also
increase. Table 1 illustrates that this is indeed the case.
The values in Table 1 were obtained by solving the dy-
namic programming equations in (9) for various values
of L ranging from 1− 5.
Table 1
Optimal accumulated reward as a function of the number
of stops. As the number of stops increase the accumulated
reward increase. The table was generated by solving the
dynamic programming equations in (9). The accumulated
reward is with a starting belief pi0 =
(
1
3
1
3
1
3
)
.
L Cumulative reward
(Normalized w.r.t L = 1)
1 1.0000
2 1.6617
3 2.1154
4 2.4586
5 2.7519
Performance of linear threshold policies: In order to
benchmark the performance of optimal linear threshold
policies (that satisfy the constraints in Theorem 3 and
Theorem 4), we ran Algorithm 1 for Example 1 (pa-
rameters in (22)). The performance was compared based
on the expected cumulative reward between the optimal
policy and the linear threshold policies for 1000 inde-
pendent runs. The following parameters were chosen for
the SPSA algorithm µ = 2, υ = 0.2, ς = 0.5, κ = 0.602
and ε = 0.1667; these values are as suggested in [32]. It
was observed that there is a 12% drop in performance
of the linear threshold policies compared to the optimal
multiple stopping policy.
Advantage of parametrization satisfying structural re-
sults: Here, we illustrate the advantage of parametriza-
tion of the policy to satisfy the structural results in The-
orem 1. The softmax function is a popular parametriza-
tion for decision-making and is widely used in artificial
neural networks [34] and reinforcement learning [35].
Consider the following softmax parametrization of the
policy
Pr(µ(pi, l) = u) =
exp
([
0 θl,u
]′
pi
)
∑2
u=1 exp
([
0 θl,u
]′
pi
) . (23)
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Fig. 3. Example 1: S1 (shown in black)
and S5 (shown in red) obtained by solv-
ing the dynamic programming (9). The
figure illustrates monotone, connected
and the nested structure of the stopping
sets (Sl−1 ⊂ Sl), in Theorem 1.
0 0.2 0.4 0.6 0.8 1
Fig. 4. Example 2: Optimal policy
when (A3) is violated. S1 is shown in
black and S5 is shown in red. The mono-
tone property of Theorem 1A is violated.
0 0.2 0.4 0.6 0.8 1
Fig. 5. Example 3: Optimal policy
when (A3) is violated. S1 is shown in
black and S2 is shown in red. The stop-
ping sets are not nested.
In (23), Pr(µ(pi, l) = u) denotes the probability of tak-
ing action u (either ‘Stop’ or ‘Continue’) as a function
of belief pi and number of stops remaining l. The pa-
rameters in (23) θl,u ∈ IRS−1; l = 1, · · · , L u = 1, 2 are
indexed by number of stops remaining and the actions.
Compared to linear threshold policies in (15), the poli-
cies in (23) are not restricted to satisfy the structural
results in Theorem 1. Algorithm 3 in Appendix E sum-
marizes the computation of the finite time horizon ap-
proximation with the softmax parametrization in (23).
Comparing the expected cumulative reward, we find
that the optimal policy and the linear threshold policies
outperform the softmax parametrization (Algorithm 3
in Appendix E) by 40% and 30%, respectively. Hence,
this illustrates the advantage of taking into account the
structure of the optimal policy while designing algo-
rithms for computing an approximation policy.
5.2 Real dataset: Interactive ad scheduling on Periscope
using viewer engagement
We now formulate the problem of interactive ad schedul-
ing on live online social media as a multiple stopping
problem and illustrate the performance of linear thresh-
old policies using a Periscope dataset 15 . Periscope is
a popular live personalized video streaming application
where a broadcaster interacts with the viewers via live
videos. Each such interaction lasts between 10−20 min-
utes and consists of: (i) A broadcaster who starts a live
video using a handheld device. (ii) Video viewers who
engage with the live video through comments and likes.
A strong motivation to consider the problem of inter-
active ad scheduling in live online videos stems from
15 We use the dataset in [36], which can be downloaded from
http://sandlab.cs.ucsb.edu/periscope/. In [36], the au-
thors deal with the performance of Periscope application in
terms of delay and scalability.
the fact that ads are currently scheduled using passive
techniques: periodic [37], and manual methods; and yet
advertisement revenues are significant for social media
companies 16 . The technique of interactive scheduling,
where viewer engagement is utilized to schedule ads, has
not been addressed in the literature. It will be seen in
this section that interactive scheduling of ads has signif-
icant performance improvements over the existing pas-
sive methods.
Dataset: The dataset in [36] contains details of all pub-
lic broadcasts on the Periscope application from May 15,
2015 to August 20, 2015. The dataset consists of times-
tamped events: time instants at which the live video
started/ended; time instants at which viewers join; and,
time instants at which the viewers engage using likes and
comments. In this paper, we consider viewer engagement
through likes, since comments are restricted to the first
100 viewers in the Periscope application.
Ad scheduling Model
Here we briefly describe how the model in Section 2 can
be adapted to the problem of interactive ad scheduling
in live video streaming; see Figure 1 for the schematic
setup.
1. Interest Dynamics: In live online social media, it is
well known that the viewer engagement is correlated
with the interest of the content being streamed or broad-
cast. Markov models have been used to model interest
in online games [38], web [39] and in online social net-
works [40]. We therefore model the interest in live video
as a Markov chain, Xt, where the different states denote
the level of interest in the live content. The states are
ordered in the decreasing order of interest.
16 The revenue of Twitch which deals with live video gaming,
play through of video games, and e-sport competitions, is
around 3.8 billion for the year 2015, out of which 77% of the
revenue was generated from advertisements.
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Homogeneous Assumption: Periscope utilizes the Twit-
ter network to link broadcasters with the viewers and
hence shares many of the properties of the Twitter so-
cial network. Different sessions of a broadcaster, there-
fore, tend to follow similar statistics due to the effects
of social selection and peer influence [41]. It was shown
in [42] that live sessions on live online gaming platforms
can be viewed as communities and communities in on-
line social media have similar information consumption
patterns [43]. We therefore model the interest dynamics
as a time homogeneous Markov chain having a transi-
tion matrix P .
2. Engagement Dynamics: The interest in the video, Xt,
cannot be measured directly by the broadcaster and has
to be inferred from the viewer engagement, denoted by
Yt. Since the viewer engagement measures the number of
likes in a given time interval, we model it using a Markov
modulated Poisson distribution. Denote the rate of the
Poisson observation process when the interest is in state
i by gi. The observation probability in (2) can be ob-
tained using B(i, j) =
gj
i
exp (−gi)
j! . 3. Broadcaster Rev-
enue: The ad revenue in online social media depends on
the click rate (the probability that the ad will be clicked).
In a recent research, Adobe Research 17 concluded that
video viewers are more likely to engage with an ad if they
are interested in the content of the video that the ad is
inserted into. The reward vector in Section 2.1 should
capture the positive correlation that exists between in-
terest in the videos and the click rate [44]. Since the in-
formation regarding the click rate and actual number of
viewers are not available in the dataset, we choose the
reward vector r to be a vector of decreasing elements,
each being proportional to the reward in that state, such
that (A3) is satisfied.
4. Broadcaster operation: The broadcaster wishes to
schedule at most L ads at instants when the interest is
high. Here, we choose 18 the number of stops L = 5.
At each discrete time, after receiving the observation
Yt, the broadcaster either stops and schedules an ad or
continues with the live stream; see Figure 1. The ad
scheduling model that we consider in this paper assumes
that the interest in the content does not change with
scheduling ads. This is a simplified model when the live
video content is paused to allow for advertisements, as
in Twitch. However, the model captures the in-video
overlay ads that are popular in YouTube Live. In video
overlay ads, the advertisement is shown in a portion of
the screen (typically below). Here, it is safe to assume
that the interest is not affected by ad-scheduling.
17 https://gigaom.com/2012/04/16/adobe-ad-research/
18 Most of the popular Periscope sessions last 15− 30 mins.
Broadcast television usually average 13.5 mins per hour of
advertisement or approximately one ad every 5 mins. Hence,
we choose the number of advertisements L = 5.
5. Broadcaster objective: The objective of the broad-
caster is given by (4). It aims to schedule ads when the
content is interesting, so as to elicit maximum number
of clicks, thereby maximizing the expected revenue. In
personalized live streaming applications like Periscope,
the discount factor in (4) captures the “impatience” of
live broadcaster in scheduling ads.
The above model and formulation correspond to a mul-
tiple stopping problem with L stops, as discussed in Sec-
tion 2. In the next section, we describe how to estimate
the model parameters from the data (viewer engagement
Yt) for computing the linear threshold policies using Al-
gorithm 1 in Section 4.
Estimation of parameters: The live video sessions
in Periscope have a range of 10 − 20 minutes [36]. The
viewer engagement information consists of a time se-
ries of likes obtained by sampling the timestamped likes
at a 2-second interval. Sampling at a 2-second interval,
each session provides 1000 data points. The model pa-
rameters P and B are computed using maximum like-
lihood estimation. Since the interest dynamics are time
homogeneous, we utilize data from multiple sessions to
estimate the parameters P and B. The model was vali-
dated using the QQ-plot (see Figure 6) of normal pseudo-
residuals [45, Section 6.1]. The estimated value of the
transition matrix P and the state dependent mean g of
a popular live session are given as:
P =

0.733 0.266 0.000 0.000
0.081 0.718 0.201 0.000
0.000 0.214 0.670 0.116
0.000 0.000 0.222 0.778
 ,
g =
[
38 21 10 1
]
.
(24)
The model order dimension was estimated using the pe-
nalized likelihood criterion; specifically Table 2 shows
the model order selection using the Bayesian information
criterion (BIC). The likelihood values in Table 2 were
obtained using an Expectation-Maximization (EM) al-
gorithm [45]. In Table 2 that S = 4 has the lowest BIC
value.
The reward vector was chosen as r =
[
4 3 2 1
]
, and
satisfies (A3) for ρ ∈ [0, 1].
5.2.1 Multiple ad scheduling: Performance results
We now compare the linear threshold scheduling policies
(obtained from Algorithm 1) with two existing schemes:
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Table 2
BIC model order selection for the popular live session. The
maximum likelihood estimated parameters are given in (24).
The BIC criteria was run for S varying from 2 − 12 (only
values for 2− 6 are shown below). It can be seen that S = 4
has the lowest BIC value.
S − log(L ) BIC = −2 log(L ) + n log(N)
2 -4707.254 9535.053
3 -4190.652 8601.122
4 -3969.955 8287.364
5 -3951.155 8405.764
6 -3887.453 8462.725
• L denotes the likelihood value.
• n denotes the number of parameters: n = S2 + S − 1.
• N denotes the number of observations. Here, N = 104.
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Fig. 6. The maximum likelihood estimated parameters are
given in (24). The QQ-plot is used for validating the goodness
of fit. The linearity of the points suggest that the estimated
parameters in (24) are a good fit.
(1) Periodic: Here, the broadcaster stops periodically
to advertise. Twitch 19 , for example, uses periodic
ad scheduling [37]. Periodic advertisement schedul-
ing is also widely used for pre-recorded videos on
social media platforms like YouTube.
(2) Heuristic: Here, the broadcaster solves a classical
single stopping problem at each stop. The scheduler
re-initializes and solves for L = 1 in Section 2 at
each stop.
Performance Results: It was seen that the optimal
linear threshold policies outperforms conventional pe-
riodic scheduling by 25% and the heuristic scheduling
by 10%. The periodic scheme performs poorly because
it does not take into account the viewer engagement or
the interest in the content while scheduling ads. The
multiple stopping policy, in comparison to the heuristic
19 Twitch is a video platform that focuses primarily on video
gaming. In 2015, Twitch had more than 1.5 million broad-
casters and 100 million visitors per month
scheme, takes into account the fact that L-ads need to
be scheduled and hence, is optimal.
5.3 Large state space models & Comparison with SAR-
SOP
To illustrate the application on large state space models,
we present a numerical example using synthetic data.
POMDP parameters: We consider a Markov chain with
25 states. The transition matrix and observation distri-
bution are generated as discussed in [30]. In order for the
transition matrix P satisfy the TP2 assumption in (A1),
we use the following approach: First construct a 5-state
transition matrix A = exp(Qt), where Q is a tridiagonal
generator matrix (off-diagonal entries are non-negative
and row sums to 0) and t > 0. Since Kronecker prod-
uct preserves TP2 structure, we let P = A ⊗ A. The
observation distribution B, containing 25 observations
satisfying (A2) is similarly generated. The reward vec-
tor is chosen as follows: r = [25, 24, · · · , 1]. The number
of stops is L = 5.
Because of the large state space dimension, comput-
ing the optimal policy using dynamic programming is
intractable. We compare linear threshold policies (ob-
tained through Algorithm 1), the heuristic policy and
periodic policy (described in the Section 5.2), in terms
of the expected cumulative reward by each of the pol-
icy. Also, we compare the linear threshold policy against
the state-of-the-art solver for POMDP: SARSOP (an
approximate POMDP planning algorithm) [46].
Table 3 shows the normalized cumulative reward by each
of the policies. The expected reward was calculated us-
ing 1000 independent Monte Carlo simulations. From
Table 3 we observe the following:
(1) The linear threshold policy and heuristic policy out-
performs periodic scheduling by a factor of 2.
(2) The linear threshold policy outperforms the heuris-
tic policy by 12%.
(3) The linear threshold policy has a performance
drop of 9% compared to the solution obtained us-
ing SARSOP. This can be attributed to the linear
hyperplane approximation to the threshold curve
compared to the SARSOP solution where the num-
ber of linear segments is exponential in the number
of states and observations.
Although the linear threshold policies have a slight per-
formance drop compared to SARSOP, it has two signif-
icant advantages:
(1) The policy (the linear threshold vectors correspond-
ing to each stop) is easy to implement 20 .
20 The SARSOP policy has approximately 4e4 linear seg-
ments.
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(2) Computing the linear threshold approximation is
computationally cheaper compared to SARSOP al-
gorithm. It can be noted from Table 3 that Algo-
rithm 1 is computationally cheaper by a factor of
10.
Algorithm Cumulative Reward #Computations
SARSOP 1 18e12
Linear Threshold 0.91 1.25e11
Heuristic 0.79 1.25e11
Periodic 0.35 0
Table 3
Comparison of the expected cumulative reward (Normalized
w.r.t SARSOP) and number of computations by various al-
gorithm. The linear threshold policies have a performance
drop of 9% compared to the solution obtained using SAR-
SOP and outperforms the heuristic policy by 12%.
SARSOP solution computed using a 2.5 GHz CPU running
for 2 hours. The calculation assumes a floating point op-
eration every CPU cycle. Algorithm 1, for obtaining linear
threshold policies, was run with finite horizon N = 1000.
For the multiple stopping problem, Table 3 shows that
linear threshold policies that exploit the structure of
the optimal policy perform nearly as well as the opti-
mal policy computed via a general purpose approximate
POMDP solver, with a magnitude lower computational
cost.
6 Conclusion
We presented four main results regarding the multiple
stopping time problem.
(i) The optimal policy was shown to be monotone with
respect to a specialized monotone likelihood ratio or-
der on lines (under reasonable conditions). Therefore the
optimal policy was characterized by multiple threshold
curves on the belief space and the optimal stopping sets
satisfied a nested property (Theorem 1).
(ii) The cumulative reward was shown to be monotone
with respect to the copositive ordering of the transition
matrix (Theorem 2).
(iii) Necessary and sufficient conditions were given for
linear threshold policies to satisfy the MLR increasing
condition for the optimal policy (Theorem 3 and The-
orem 4). We then gave a stochastic gradient algorithm
(Algorithm 1) to estimate the linear threshold policies.
(iv) Finally, the linear scheduling policy was illustrated
on a real data set involving interactive advertising in live
social media videos.
Extension of the current work could involve developing
upper and lower myopic bounds to the optimal policy as
in [47], optimizing the ad length, and constraints on ad
placement in the advertisement scheduling problem.
Appendix A Preliminaries and Definitions
Theorem 1 require concepts in stochastic dominance [48]
and submodularity [49].
A.1 First-order and MLR stochastic dominance
In order to compare belief states, we will use the mono-
tone likelihood ratio (MLR) stochastic ordering and a
specialized version of the MLR order restricted to lines
in the simplex. The MLR stochastic order is useful since
it is preserved under conditional expectations.
Definition 1 (MLR ordering) Let pi1, pi2 ∈ Π be two
belief state vectors. Then, pi1 is greater than pi2 with re-
spect to Monotone Likelihood Ratio (MLR) ordering–
denoted as pi1 ≥r pi2, if
pi1(j)pi2(i) ≤ pi2(j)pi1(i), i < j, i, j ∈ {1, . . . , S} (A.1)
Definition 2 (First order stochastic dominance)
Let pi1, pi2 ∈ Π be two belief state vectors. Then, pi1
is greater than pi2 with respect to first-order stochastic
dominance–denoted as pi1 ≥s pi2, if
S∑
i=j
pi1(i) ≤
S∑
i=j
pi2(i) ∀j ∈ {1, 2, · · · , S} . (A.2)
Result [8]:
i) pi1, pi2 ∈ Π. Then, pi1 ≥r pi2 implies pi1 ≥s pi2.
ii) pi1 ≥s pi2 if and only if for any increasing function
φ(·), Epi1 {φ(x)} ≥ Epi2 {φ(x)}.
For state-space dimension S = 2, MLR is a complete or-
der and coincides with first-order stochastic dominance.
For state-space dimension S > 2 MLR is a partial or-
der i.e. [Π,≥r] is a partially ordered set 21 since it is not
always possible to order any two belief states. However,
on line segments in the simplex defined below, MLR is
a total ordering.
Define the sub simplex Hi; i = 1, S as:
Hi = {p¯i : p¯i ∈ Π and p¯i(i) = 0} . (A.3)
Figure 2 illustrates H1 for S = 3. Consider two types of
lines, L (ei, p¯i) ; i = 1, S, where ei is the unit indicator
vector with 1 in the i position and 0 elsewhere, as follows:
21 A partially ordered set is a set X on which there is
a binary relation 4 that is reflexive, antisymmetric, and
transitive.
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For any p¯i ∈ Hi, construct the line L(ei, p¯i) that connects
p¯i to ei as below:
L (ei, p¯i) = {pi ∈ Π : pi = (1− γ) p¯i + γe1, 0 ≤ γ ≤ 1} , p¯i ∈ H1
(A.4)
With an abuse of notation, we denote L(ei, p¯i) by L(ei).
Figure 2 illustrates the definition of L(e1).
Definition 3 (MLR ordering on lines) pi1 is greater
than pi2 with respect to MLR ordering on the lines L(ei),
denoted as pi1 ≥Li pi2, if pi1, pi2 ∈ L(ei), for some p¯i ∈ Hi
and pi1 ≥r pi2.
Remark 4 ([8]) For i = 1, S, pi1 ≥Li pi2 is equivalent
to pij = εjei + (1− εj)p¯i, for some p¯i ∈ Hi and ε1 ≥ ε2.
Discussion: The MLR ordering on lines is a complete
order, i.e. it forms a chain, i.e. all elements pi1, pi2 ∈ L(ei)
are comparable, i.e. either pi1 ≥Li pi2 or pi2 ≥Li pi1. To
see why this is the case, if pi1 ≥L1 pi2, then from the
definition of MLR dominance, the element wise ratio
pi1
pi2
(i) should be decreasing in i. It is easy to see that
pi1
pi2
(i) =
{
ε1
ε2
i = 1
1−ε1
1−ε2 i 6= 1
. (A.5)
Hence, if ε1 ≥ ε2 then pi1 ≥Li pi2. Hence, the MLR order-
ing of probability vectors pi1 and pi2 reduces to the scalar
ordering of ε1 and ε2, which is fully ordered. Similar ar-
gument holds when pi1, pi2 ∈ L(eS , p¯i). The intuition for
why it only works for L(e1, p¯i) and L(eS , p¯i) is that the
trick only works when ε1ε2 is at either end, i.e. either when
i = 1 or i = S. The complete order on L(ei, p¯i); i = 1, S
allows us to give a threshold characterization of the op-
timal policy on the belief space.
Definition 4 (TP2) A stochastic matrix, A is Totally
Positive of order 2 (TP2), if all the second order minors
are non-negative i.e. the determinants∣∣∣∣∣ai1j1 ai1j2ai2j1 ai2j2
∣∣∣∣∣ ≥ 0,∀i2 ≥ i1, j2 ≥ j1 (A.6)
Equivalently, for any row index i, Ai,j/Ai+1,j is increas-
ing in j. For a continuous distribution, let A(i) denote
the probability density while the Markov chain is in state
i. Then A being TP2 is equivalent to
A(j)(x)
A(i)(x)
being a
non-decreasing function of x.
An important consequence of assumption (A1) and (A2)
is the following theorem, which state that the filter
T (pi, y) in (7) preserves MLR dominance.
Theorem 5 ([8]) If the transition matrix, P , and the
observation matrix, B, satisfies the condition in (A1)
and (A2), then
• For pi1 ≥r pi2, the filter satisfies T (pi1, ·) ≥r T (pi2, ·).
• For pi1 ≥r pi2, σ(pi1, ·) ≥s σ(pi2, ·)
To prove the structural result, we show that theQ(pi, l, u)
in (9) is submodular on the lines L(ei); i = 1, S with
respect to the MLR order ≥Li .
Definition 5 (Submodular function) A function f :
L(ei)× {1, 2} → IR is submodular if :
f(pi, u)−f(pi, u¯) ≤ f(p¯i, u)−f(p¯i, u¯);u ≥ u¯, pi ≥Li p¯i (A.7)
Theorem 6 ([49]) If f(pi, u) is submodular, then there
exists a u∗(pi) = arg max
u∈U
f(pi, u) that is decreasing in pi.
Appendix B Value Iteration
The value iteration algorithm is a successive approxima-
tion approach for solving Bellman’s equation (9). How-
ever, in this paper, we use the value iteration algorithm
in a mathematical induction proof; and not as a numer-
ical algorithm. For iterations k = 0, 1, . . . ,
Vk+1(pi, l) = max
u∈{1,2}
Qk+1(pi, l, u), (B.1)
µk+1(pi, l) = arg max
u∈{1,2}
Qk+1(pi, l, u), (B.2)
where
Qk+1(pi, l, 1) = r
′pi + ρ
∑
y
Vk(T (pi, y), l − 1)σ(pi, y),
(B.3)
Qk+1(pi, l, 2) = ρ
∑
y
Vk(T (pi, y), l)σ(pi, y), (B.4)
with V0(pi, l) initialized arbitrarily. Define Wk(pi, l) as
Wk(pi, l) , Vk(pi, l)− Vk(pi, l − 1). (B.5)
The stopping and continue sets (at each iteration k)
when l stops are remaining is defined as follows:
Slk+1 = {pi|r′pi ≥ ρ
∑
y
Wk(T (pi, y), l)σ(pi, y)},
Clk+1 = {pi|r′pi < ρ
∑
y
Wk(T (pi, y), l)σ(pi, y)}.
(B.6)
The optimal stationary policy µ∗(pi, l) is given by
µ∗(pi, l) = lim
k→∞
µk(pi, l). (B.7)
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Correspondingly, the stationary stopping and continue
sets in (10) and (11) are given by
Sl = lim
k→∞
Slk, C
l = lim
k→∞
Clk. (B.8)
The value function, Vk(pi, l) in (B.1), can be rewritten,
using (B.6), as follows:
Vk(pi, l) =
(
r′pi + ρ
∑
y
Vk−1(T (pi, y), l − 1)σ(pi, y)
)
ISl
k
+
(
ρ
∑
y
Vk−1(T (pi, y), l)σ(pi, y)
)
ICl
k
, (B.9)
where ICl
k
and ISl
k
are indicator functions on the con-
tinue and stopping sets respectively, for each iteration k.
Assume Sl−1k ⊂ Slk (see Theorem 9) and substitut-
ing (B.9) in the definition of Wk(pi, l) in (B.5),
Wk(pi, l) =
(
ρ
∑
y
Wk−1(T (pi, y), l)σ(pi, y)
)
ICl
k
(pi)
+ r′piICl−1
k
∩Sl
k
(pi) (B.10)
+
(
ρ
∑
y
Wk−1(T (pi, y), l − 1)σ(pi, y)
)
ISl−1
k
(pi).
In order to prove the main theorem (Theorem 1), we re-
quire the following results, proofs of which are provided
in Appendix C.
Theorem 7 Vk(pi, l) is increasing in pi.
Theorem 8 Wk(pi, l) is decreasing in l.
Theorem 9 Slk+1 ⊃ Sl−1k+1
Appendix C Proof of Theorems 1 and 2
We prove Theorem 7, Theorem 8 and Theorem 9 using
induction and assume that the theorems hold for all val-
ues less than k.
C.1 Proof of Theorem 7
Recall from (B.1),
Vk(pi, l) = max
u∈{1,2}
Qk(pi, l, u),
To prove Theorem 7, we showQk(pi, l, u) is MLR increas-
ing in pi for u = {1, 2}.
Recall from (B.3),
Qk(pi, l, 1) = r
′pi + ρ
∑
y Vk−1(T (pi, y), l − 1)σ(pi, y),
Using Theorem 5 and the induction hypothesis, the term∑
y Vk−1(T (pi, y), l − 1)σ(pi, y) is MLR increasing in pi.
From Assumption (A3), r′pi is MLR increasing in pi. The
proof for Qk(pi, l, 2) MLR increasing in pi is similar and
is omitted. Hence, Vk(pi, l) is MLR increasing in pi.
C.2 Proof of Theorem 8
The proof follows by induction. Recall from (B.10), we
have
Wk(pi, l − 1) =
∑
y
Wk−1(T (pi, y), l − 1)σ(pi, y)ICl−1
k
(pi)+
r′piICl−2
k
∩Sl−1
k
(pi)+ (C.1)∑
y
Wk−1(T (pi, y), l − 2)σ(pi, y)ISl−2
k
(pi)
Hence, we compare Wk(pi, l) and Wk(pi, l− 1) in the fol-
lowing 4 regions:
a.) Sl−2k : Wk(pi, l)−Wk(pi, l − 1) =∑
y
(Wk−1(T (pi, y), l−1)−Wk−1(T (pi, y), l−2))σ(pi, y),
which is non-negative by the induction assumption.
b.) Cl−2k ∩ Sl−1k : Wk(pi, l)−Wk(pi, l − 1) =∑
y
Wk−1(T (pi, y), l − 1)σ(pi, y)− r′pi,
which is non-negative since pi ∈ Sl−1k .
c.) Cl−1k ∩ Slk : Wk(pi, l)−Wk(pi, l − 1) =
r′pi −
∑
y
Wk−1(T (pi, y), l − 1)σ(pi, y),
which is non-negative since pi ∈ Cl−1k .
d.) Clk : Wk(pi, l)−Wk(pi, l − 1) =∑
y
(Wk−1(T (pi, y), l)−Wk−1(T (pi, y), l−1))σ(pi, y),
which is non-negative by the induction assumption.
C.3 Proof of Theorem 9
If pi ∈ Sl−1k , then r′pi ≥
∑
yWk−1(T (pi, y), l− 1)σ(pi, y).
By Theorem 8, r′pi ≥∑yWk−1(T (pi, y), l)σ(pi, y). Hence
pi ∈ Slk.
16
C.4 Proof of Theorem 1
Existence of optimal policy: In order to show the
existence of a threshold policy of L(e1), we need to show
that Qk+1(pi, l, 2) − Qk+1(pi, l, 1) is submodular in pi ∈
L(e1). Since,
Qk+1(pi, l, 2)−Qk+1(pi, l, 1) = ρ
∑
y
Wk(T (pi, y), l)σ(pi, y)−r′pi.
We need to show that ρ
∑
yWk(T (pi, y), l)σ(pi, y) − r′pi
is MLR decreasing in pi.
ρ
∑
y
Wk(T (pi, y), l)σ(pi, y)− r′pi (C.2)
=
∑
y
(ρWk(T (pi, y), l)− r′pi)σ(pi, y)
=
∑
y
((ρWk(T (pi, y), l)− ρr′T (pi, y))
− (r′pi − ρr′T (pi, y)))σ(pi, y)
= ρ
∑
y
(Wk(T (pi, y), l)− r′T (pi, y))σ(pi, y)
− r′(I − ρP ′)pi (C.3)
The term −r′(I − ρP ′)pi in (C.3) is MLR decreas-
ing in pi due to our assumption. Hence, to show that
ρ
∑
yWk(T (pi, y), l)σ(pi, y) − r′pi is MLR decreasing in
pi it is sufficient to show that Wk(pi, l) − r′pi is MLR
decreasing in pi. Define,
W¯k(pi, l) ,Wk(pi, l)− r′pi (C.4)
Now, W¯k(pi, l) =(∑
y ρ
((
W¯k−1(T (pi, y), l) + r′T (pi, y)
)− r′pi)σ(pi, y)) ICl
k
(pi)+(∑
y ρ
((
W¯k−1(T (pi, y), l − 1) + r′T (pi, y)
)− r′pi)σ(pi, y)) ISl
k
(pi)
=
(∑
y
(
ρW¯k−1(T (pi, y), l)σ(pi, y)
)− r′(I − ρP )′pi) ICl
k
(pi)+(∑
y
(
ρW¯k−1(T (pi, y), l − 1)σ(pi, y)
)− r′(I − ρP )′pi) ISl
k
(pi)
(C.5)
We prove using induction that W¯k(pi, l) is MLR decreas-
ing in pi, using the recursive relation over k in (C.5).
For k = 0,
W¯0(pi, l) = W0(pi, l)− r′pi = V0(pi, l)− V0(pi, l− 1)− r′pi
(C.6)
The initial conditions of the value iteration algorithm
can be chosen such that W¯0(pi, l) in (C.6) is decreasing
in pi. A suitable choice of the initial conditions is given
below:
V0(pi, l) = r
′
 l−1∑
j=0
ρjP j
′ pi. (C.7)
The intuition behind the initial conditions in (C.7) is
that the value function, V0(pi, l) gives the expected total
reward if we stop l times successively starting at belief pi.
Next, we show that W¯k(pi, l) is MLR decreasing in pi,
if W¯k−1(pi, l) is MLR decreasing in pi. For pi1 ≥r pi2,
consider the following cases: (a) pi1, pi2 ∈ Sl−1k , (b) pi1 ∈
Sl−1k , pi2 ∈ Cl−1k ∩ Slk, (c) pi1, pi2 ∈ Cl−1k ∩ Slk, (d) pi1 ∈
Cl−1k ∩ Slk, pi2 ∈ Clk, (e) pi1, pi2 ∈ Clk, (f) pi1 ∈ Sl−1k ,
pi2 ∈ Clk. For cases (a), (c), (e), W¯k(pi1, l) ≤ W¯k(pi2, l)
by the induction assumption. For case (b) W¯k(pi1, l) ≤
W¯k(pi2, l), since pi1 ∈ Sl−1k . Case (d) is similar to case (b).
For case (f),
W¯k(pi1, l)− W¯k(pi2, l)
=
(∑
y
(
ρW¯k−1(T (pi1, y), l − 1)σ(pi1, y)
)− r′(I − ρP )′pi1)
−
(∑
y
(
ρW¯k−1(T (pi2, y), l)σ(pi2, y)
)− r′(I − ρP )′pi2)
≤ ρ
(∑
y
((
W¯k−1(T (pi1, y), l − 1)− W¯k−1(T (pi1, y), l)
)
σ(pi1, y)
))
≤ 0,
where the first inequality is due to induction hypothesis
and the second inequality is due to Theorem 8. Hence,
it is clear that W¯k(pi, l) is decreasing in pi, if W¯k−1(pi, l)
is decreasing in pi, finishing the induction step.
Characterization of the switching curve Γl: For
each p¯i ∈ H construct the line segment L(e1, p¯i). The line
segment can be described as (1− ε)p¯i + εe1. On the line
segment L(e1, p¯i) all the belief states are MLR orderable.
Since µ∗(pi, l) is monotone decreasing in pi, for each l, we
pick the largest ε such that µ∗(pi, l) = 1. The belief state,
piε
∗,p¯i is the threshold belief state, where ε∗ = inf {ε ∈
[0, 1] : µ∗(piε,p¯i) = 1}. Denote by Γ(p¯i) = piε∗,p¯i. The
above construction implies that there is a unique thresh-
old Γ(p¯i) on L(e1, p¯i). The entire simplex can be covered
by considering all pairs of lines L(e1, p¯i), for p¯i ∈ H1, i.e.
Π = ∪p¯i∈HL(e1, p¯i). Combining, all points yield a unique
threshold curve in Π given by Γ = ∪p¯i∈H1Γ(p¯i).
Connectedness of Sl: Since e1 ∈ Sl for all l, call Sla,
the subset of Sl that contains e1. Suppose S
l
b is the subset
that was disconnected from Sla. Since every point on Π
lies on the line segment L(e1, p¯i), for some p¯i, there exists
a line segment starting from e1 ∈ Sla that would leave
the set Sla, pass through the set where action 2 is optimal
and then intersect set Slb, where action 1 is optimal. But,
this violates the requirement that the policy µ∗(pi, l) is
monotone on L(e1, p¯i). Hence, Sla and Slb are connected.
17
Connectedness of Cl: Assume eS ∈ Cl, otherwise Cl
is empty and there is nothing to prove. Call the set that
contains eS as C
l
a. Suppose C
l
b ⊂ Cl is disconnected
from Cla. Since every point in Π lies on the line seg-
ment L(eS , p¯i), for some p¯i, there exists a line starting
from eS ∈ Cla would leave set Cla, pass through the set
where action 1 is optimal and then intersect the set Clb
(where action 2 is optimal). But this violates the mono-
tone property of µ∗(pi, l).
Nested structure: The proof is straightforward from
Theorem 9.
C.5 Copositive ordering and Proof of Theorem 2
Definition 6 (Copositive ordering) Given two S×S
transition matrices P and Q, we say that
P  Q
if the sequence of S×S matrices Γj ; j = 1, · · · , S−1 are:
pi′Γjpi ≥ 0, pi ∈ Π, for each j,
where each element of Γj is given by:
Γjm,n =
1
2
(
γjm,n + γ
j
n,m
)
,
and
γjm,n = Pm,jQn,j+1 − Pm,j+1Qn,j .
A consequence of copositive ordering is the following
theorem
Theorem 10 ([8, Theorem 10.6.1]) Suppose transi-
tion matrices P and P¯ are constructed such that P 
P  P¯ . Then for any observation y and belief pi ∈ Π, the
filtering update T (pi, y;P ) 22 in (7) satisfies
T (pi, y;P ) ≤r T (pi, y;P ) ≤r T (pi, y; P¯ ).
C.5.1 Proof of Theorem 2
We prove that dominance of the transition matrix (in
terms of copositive ordering) P  P¯ results in domi-
nance of the rewards, i.e. V (pi, l;P ) ≥ V (pi, l; P¯ ). The
proof follows by induction. For n = 0, Vn(pi, l;P ) ≥
Vn(pi, l; P¯ ) by suitable initialization of the value itera-
tion algorithm. Next, to prove the inductive step assume
Vn(pi, l;P ) ≥ Vn(pi, l; P¯ ). By the induction hypothesis
and Theorem 10,
Vn(T (pi, y; P¯ ), l;P ) ≥ Vn(T (pi, y; P¯ ), l; P¯ ) (C.8)
22 The notation T (·, ·;P ) makes explicit the transition matrix
used in the filter update.
By Theorem 7 under assumptions (A1) to (A3), Vn(pi;P )
and Vn(pi; P¯ ) are MLR increasing in pi. Hence,
Vn(T (pi, y;P ), l;P ) ≥ Vn(T (pi, y; P¯ ), l;P ) (C.9)
Combining (C.8) and (C.9) gives Vn(T (pi, y;P ), l;P ) ≥
Vn(T (pi, y; P¯ ), l; P¯ ).
Under Assumption (A1) to (A2) and Theorem 5
we have T (pi, y;P ) is MLR increasing in y. Hence,
Vn(T (pi, y;P ), l;P ) is MLR increasing in y. Under As-
sumption (A1) to (A2), since T (pi, y;P ) ≥r T (pi, y; P¯ )
implies σ(pi, y;P ) ≥s σ(pi, y; P¯ ) we have,
r′pi + ρ
∑
y
Vn(T (pi, y;P ), l − 1)σ(pi, y;P ) ≥
r′pi + ρ
∑
y
Vn(T (pi, y; P¯ ), l − 1)σ(pi, y; P¯ )
(C.10)
and
ρ
∑
y
Vn(T (pi, y;P ), l)σ(pi, y;P ) ≥
ρ
∑
y
Vn(T (pi, y; P¯ ), l)σ(pi, y; P¯ )
(C.11)
Maximizing both sides of equation (C.10) and (C.11)
gives Vn+1(T (pi, y;P ), l;P ) ≥ Vn+1(T (pi, y; P¯ ), l; P¯ ), fin-
ishing the induction step. Theorem 2 follows by substi-
tuting l = L in V (pi, l;P ) ≥ V (pi, l; P¯ ).
C.6 Proof of Theorem 3
The proof of Theorem 3 is similar to the proof of Theo-
rem 12.4.1 in [8]. Recall, that the linear threshold poli-
cies is given by:
µθ(pi, l) =
1 if
[
0 1 θl
] [ pi
−1
]
≤ 0
2 else .
For any number of stops remaining, e1 (the belief that
the state is 1) belongs to the stopping set, Sl ,which gives
the first condition θl(S − 1) ≥ 0.
Consider pi1 ≥L1 pi2. Then pi1 = ε1e1 + (1 − ε1)p¯i and
pi2 = ε2e1 + (1 − ε2)p¯i, for some p¯i ∈ H and ε1 ≥ ε2 23 .
For the linear policy to the MLR decreasing on lines,
µθ(pi1, l) ≤ µθ(pi2, l). Hence,
[
0 1 θl
] [pi1
−1
]
≤
[
0 1 θl
] [pi2
−1
]
,
23 Refer to Remark 4
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[
0 1 θl
] [pi1 − pi2
0
]
≤ 0,
[
0 1 θl
] [(ε1 − ε2)e1 − (ε1 − ε2)p¯i
0
]
≤ 0,
−(ε1− ε2) [p¯i(2) + θl(1)p¯i(3) + · · ·+ θl(S − 2)p¯i(S)] ≤ 0,
giving the second set of conditions θl(i) ≥ 0, i ≤ S − 2.
The proof of the second part is similar and hence is omit-
ted.
C.7 Proof of Theorem 4
For l1 > l2, due to the nested structure in Theorem 1
Sl2 ⊂ Sl1 . This implies the following
µθ(l2, pi) ≥ µθ(l1, pi)[
0 1 θl2
] [ pi
−1
]
≥
[
0 1 θl1
] [ pi
−1
]
[
0 0 θl2 − θl1
] [ pi
−1
]
≥ 0 (C.12)
It is straightforward to check that the conditions in (16)
in Theorem 4 satisfy the conditions in (C.12).
Appendix D Proof of Propositions
D.1 Proof of Proposition 1
The proof follows in two steps. Let v = (I − ρP )r.
When ρ < 1, (I − ρP ) is invertible. Hence, r = (I −
ρP )−1v =
∑∞
k=0 ρ
kP kv. Since the product of TP2 ma-
trices is TP2, each P k is TP2. Then, r been decreasing
follows from Theorem 9.2.2 in [8].
For ρ = 1, g = limρ↑1(1− ρ)(I − ρP )−1v is the solution
of (I − P )r = v. This limit exists [50, Cor. 8.2.5] and
hence, r has decreasing elements.
D.2 Proof of Proposition 2
The proof follows from the finite stopping time property
of the multiple stopping time problem; see Footnote 7.
A finite horizon POMDP with a finite state and obser-
vation space has a value function that is piecewise linear
and convex; see Theorem 7.4.1 in [8]. For l = 1,
V (pi, 1) = max
γ∈Γ
γ′pi,
where Γ is a finite set due to the finite stopping time
property. For l = 2, the dynamic programming equation
in (9) can be written as:
V (pi, 2) = max
r′pi + maxγ∈Γ γ′P ′pi, ρ∑
y∈Y
V (T (pi, y), 2)σ(pi, y)
 .
For each γ ∈ Γ, the stopping set is convex; see the proof
of Theorem 12.2.1 in [8]. Hence, the stopping set for l = 2
is a union of convex sets. Similar argument holds for any
value of l.
Appendix E Finite Horizon Approximation Al-
gorithms
Algorithm 2 details the steps to compute the finite time
horizon approximation in (17) for the linear threshold
policies. Algorithm 2 takes as input the POMDP param-
eters, policy (in terms of the parameter θ) and the num-
ber of stops. It computes the accumulated reward using
the input policy by running a POMDP simulation of at
most N time points.
Algorithm 2 Finite Horizon Approximation Algorithm
for linear threshold policies
Require: Finite time approximation parameterN , pol-
icy parameter θ, number of stops L, initial belief pi0,
discount factor ρ, reward vector r.
1: l← L, J ← 0.
2: for iterations n = 1, 2, · · ·N : do
3: while l 6= 0 do
4: Obtain observation Yn and update belief pin
according to (7).
5: Compute an ← µθ(pin, l) according to (15).
6: if an = 1 then
7: J ← J + ρnpi′nr
8: l← l − 1
9: end if
10: end while
11: end for
12: return J
Algorithm 3 summarizes the computation of the fi-
nite time horizon approximation with the softmax
parametrization of the policy in (23). The key differ-
ence of Algorithm 3 with Algorithm 2 is in Steps 5-7.
In Steps 5-7 of Algorithm 3 the softmax policy in (23)
replaces the linear threshold policies in Step 5 of Algo-
rithm 2.
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