conjunction of the type "the stimulus belongs in category A if the bars are thick and the orientation is steep." (Note that the diagonal bound shown in Figure 1 cannot be described as a simple conjunction.) The key requirement for rule-based tasks is that the correct categorization rule can be discovered via an explicit reasoning process. Virtually all category-learning tasks used in neuropsychological assessment are rule based, including the widely known Wisconsin Card Sorting Test (Heaton, 1981) .
Many recent studies suggest that learning in rule-based and II tasks is largely mediated by functionally separate category-learning systems. Evidence supporting this hypothesis comes from behavioral dissociations between the two tasks in healthy young adults Ashby, Maddox, & Bohil, 2002; Ashby, Queller, & Berretty, 1999; Maddox, Ashby, & Bohil, 2003; Maddox, Ashby, Ing, & Pickering, 2004; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006) , studies of various neuropsychological patient groups (Ashby, Noble, Filoteo, Waldron, & Ell, 2003; Filoteo, Maddox, & Davis, 2001; Filoteo, Maddox, Salmon, & Song, 2005; Smith, Tracy, & Murray, 1993) , and neuroimaging studies (Nomura et al., 2006; Seger & Cincotta, 2002; Smith, Patalano, & Jonides, 1998) . For example, evidence suggests that in rule-based tasks, abstract category labels are learned , and such learning requires working memory and executive attention (Waldron & Ashby, 2001; Zeithamova & Maddox, 2006) . In addition, although feedback processing in rule-based tasks requires attention and effort , the nature and timing of the feedback are not critical (Ashby et al., 2002; Maddox et al., 2003) . In contrast, evidence suggests that because response positions are learned in II tasks Maddox, Bohil, & Ing, 2004) , such learning places few demands on working memory or executive attention (Waldron & Ashby, 2001; Zeithamova & Maddox, 2006) , whereas feedback processing, although largely automatic , is quite sensitive to the nature and timing of the feedback (Maddox et al., 2003) .
Feedback Studies
A long history of research has investigated the relative efficacy of positive and negative feedback. For example, early two-choice discrimination-learning studies with rats found that punishment-only training caused faster learning than reward-only training (see, e.g., Hoge & Stocking, 1912; Warden & Aylesworth, 1926) . The first human studies, which used simple two-choice rule-based category learning tasks, also found that negative feedback was more effective than positive feedback (see, e.g., Buss & Buss, 1956; Buss, Weiner, & Buss, 1954; Meyer & Offenbach, 1962) . More recently, however, Frank, Seeberger, and O'Reilly (2004) reported that dopamine replacement medications reversed this effect in Parkinson's disease patients (i.e., positive feedback became more effective than negative feedback). Several researchers hypothesized that the more commonly observed negative feedback advantage occurs because positive feedback is less informative than negative feedback, at least in two-choice tasks (Buchwald, 1962; Jones, 1961; Meyer & Offenbach, 1962) . The idea is that negative feedback informs the participant that his or her hypothesis was incorrect and also signals which response was correct (i.e., the other response), whereas positive feedback signals only that the response was correct (i.e., the hypothesis might have been incorrect, but, by chance, the response was correct). With more than two categories, negative feedback loses some of this advantage. This information asymmetry hypothesis was supported by results from a four-category study that found no difference between negative and positive feedback (Buss & Buss, 1956) .
In all of these studies, however, every error received feedback in the negative feedback conditions, and every correct response received feedback in the positive feedback conditions. Thus, participants might have inferred 
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that the absence of feedback in the negative conditions signaled a correct response and that feedback absence in the positive conditions signaled an error. Waldron (2000) addressed this problem by designing a negative (positive) condition in which feedback was provided on only a random proportion of error (correct) trials, and no feedback was given on correct (error) trials. Thus, for trials on which no feedback was given, no inference about the accuracy of the response was possible (and participants were told this). Waldron used an II task, but, unfortunately, because optimal accuracy was very low (70%), all participants used rule-based strategies-that is, none of them learned the category structures. This was true even for the fullfeedback control group. As a result, Waldron's results tell us little about the relative efficacy of positive versus negative feedback in II category learning.
The COVIS model of category learning (Ashby et al., 1998; Ashby & Waldron, 1999) hypothesizes that category learning is a competition between separate rule-based and procedural-learning systems. The rule-based system is a logical reasoning system that uses explicit strategies and is assumed to control performance in rule-based tasks. The procedural-learning system uses perceptual integration strategies and is assumed to dominate in II tasks. COVIS predicts, and recent evidence suggests, that rulebased strategies dominate in II tasks if optimal accuracy is either very high or very low (Ell & Ashby, 2006) . Consistent II learning requires an intermediate level of category separation that is higher than that used by Waldron (2000) . In the present study, we adjusted the category overlap so that optimal accuracy was 86%. This corresponds to d′  2.16 (i.e., the distance between category means divided by the common standard deviation), which is theoretically important because a plot of accuracy versus d′ is steepest at exactly this value. In other words, small changes in strategy have the greatest effect on performance (i.e., accuracy) when d′  2.16. For this reason, COVIS predicts that II learning is most likely when d′  2.16.
An abstract representation of the categories that we used is shown in Figure 2 . Each plus symbol denotes the bar width and orientation of an exemplar from category A, and each circle symbol denotes these values for the exemplars from category B. Note that the categories overlap, so perfect accuracy is impossible. In fact, as mentioned above, optimal accuracy is 86%.
Each of 19 participants completed 3,000 categorization trials with these categories (over five experimental sessions). Each participant was assigned either to one of two experimental conditions or to one of two control conditions. Following Waldron (2000) , the positive feedback (PFB) participants were given feedback only about some of their correct responses, whereas the negative feedback (NFB) participants were given feedback only about some of their incorrect responses. We included two separate control conditions. In the control (partial) condition, participants received feedback about both correct and incorrect responses, but only on some trials, whereas in the control (full) condition, feedback was given after each trial. In each of the three partial feedback conditions, an adaptive algorithm (described below) was used to ensure that every participant received about the same number of feedback trials each session, regardless of condition.
Method
Participants
Nineteen young adults from the University of California at Santa Barbara community participated in this experiment (15 graduate and 4 undergraduate students): 4 in the control (full) condition, 5 in the control (partial) con- 
Stimuli and Stimulus Generation
Each exemplar was a circular sine-wave grating of the type shown in Figure 1 . The stimuli varied across trials on two dimensions: bar width and bar orientation. Category exemplars were generated using a randomization technique (Ashby & Gott, 1988) in which each category is defined as a bivariate normal distribution along the two stimulus dimensions. On each trial, a random sample (x, y) was drawn from either the category A or the category B distribution (each with probability .5). A stimulus was constructed from each sample by defining the stimulus orientation (in degrees counterclockwise from horizontal) as 0  x 2 30 degrees, and the stimulus spatial frequency (in cycles per degree) as f  (y * .001)  .01. The scaling factors were chosen in an attempt to roughly equate the salience of each dimension. Category A had an orientation mean of 34 and a bar width mean of 56, whereas category B had means on these two dimensions of 56 and 34, respectively. In both categories, the variance on each dimension was 235, and the covariance between dimensions was 19.
Three hundred random samples were drawn from each of these category distributions. For each category, the resulting sample was then linearly transformed so that the sample means, variances, and covariance exactly equaled the population means, variances, and covariance. The transformed samples are shown in Figure 2 . The optimal category bound is denoted by the diagonal line. A participant responding "A" to any exemplar above this bound and "B" to any exemplar below it would achieve 86% accuracy. The overlap also served to guarantee incorrect responses, allowing for the administration of equivalent numbers of feedback trials in each of the restricted feedback conditions.
Procedure
Each participant was randomly assigned to one of four feedback conditions: PFB (feedback for correct responses only), NFB (feedback for incorrect responses only), control (partial) (feedback for both correct and incorrect responses, but only on some trials), and control (full) (feedback on every trial). For the NFB condition, no feedback was given following a correct response. Following each error, feedback was given with probability 0.8. For the PFB condition, no feedback was given following an incorrect response. For correct responses, an adaptive procedure was used that provided about the same number of feedback trials as in the NFB condition. Specifically, if a correct response occurred on trial n, then feedback was given with probability
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where P is probability and Q is proportion. On the first 50 trials, we assumed chance performance; thus, participants in both restricted feedback conditions received feedback on these stimulus presentations at a rate of 80% on relevant trials. For participants in the control (partial) condition, feedback was given for both correct and incorrect responses but at a rate that provided about the same amount of feedback per session as in the NFB and PFB conditions. Specifically, the probability of feedback on each trial was P(feedback)  .8Q(errors on last 50 trials). Participants in the control (full) condition received feedback on every trial.
Each participant completed five experimental sessions on separate days. Each experimental session included 600 categorization trials. Participants were instructed to categorize disk patterns on the basis of the orientation and bar width of the disk presented on each trial. Participants in the control (full) condition were instructed that they would receive feedback after every trial. Participants in the control (partial) condition were instructed that they would receive feedback on a proportion of both correct and incorrect response trials. In the PFB and NFB conditions, participants were instructed that they would receive feedback on only a proportion of the trials for which they made correct and incorrect responses, respectively. Participants in these latter three conditions (i.e., control [partial] , PFB, and NFB) were instructed that on trials in which no feedback was provided, they could be correct or incorrect and that any assumption about their performance on the no-feedback trials would not help them learn the categories.
On each trial, a single stimulus was presented at fixation and the participant was instructed to make a category assignment by pressing one of two response keys (labeled A or B) with the index finger. The fixation point was presented on a gray background at the center of the screen for 500 msec, then the stimulus appeared and remained on the screen until the participant responded. Feedback was immediate (on relevant trials) and took the form of a 500-Hz tone lasting 500 msec for correct responses or a 200-Hz tone lasting 500 msec for incorrect responses. For blank trials in which no feedback was given, nothing was presented during the 500-msec feedback interval. After the feedback interval, a blank screen was presented for 1,000 msec, then the next trial began. Each session consisted of twelve 50-trial blocks, between which a participant-controlled rest period was provided. During each session, the same 600 stimuli were presented in different random orders.
ReSuLTS
Two types of analyses were performed: analyses of the accuracy data using standard statistical techniques and model-based analyses to determine the decision strategies used by participants. The model-based analyses are important because participants may have improved their accuracy in a condition, but not by using a decision strategy that integrated information from the two stimulus dimensions. For example, a one-dimensional rule of the type "respond 'A' if the bars are narrow and 'B' if the bars are wide" can cause accuracy to be well above chance (i.e., 77.8% correct). Such a rule does not require information integration, and there is considerable evidence that the learning of explicit rules of this type is mediated by a dif-ferent system than the one that mediates the learning of strategies that require information integration (see Ashby & Maddox, 2005 , for a review).
Accuracy-Based Analyses
The adaptive feedback procedure used in this study was designed to provide approximately equal amounts of feedback in the various partial feedback conditions, under the null hypothesis that no accuracy differences existed among the groups. Specifically, in all partial feedback conditions, feedback was given at a rate equal to 80% of the current error rate. However, this algorithm guaranteed that participants who performed better received less overall feedback. Therefore, our first analysis was to determine whether participants in different feedback groups received a different number of feedback trials.
We conducted a mixed-design ANOVA to determine whether participants in different conditions received a different number of feedback trials. Not surprisingly, given the performance-based nature of the feedback algorithm, there were significant main effects of session [F(4,48 Figure 3 shows average learning curves for all participants. The learning curves suggest that learning occurred for each group over the course of the five training sessions. Pairwise sign tests conducted on the thirty 100-trial learning blocks showed no difference between the PFB and NFB groups (sign test: S  19 of 30 blocks, p  .05). As expected, the control (full) group performed significantly better than both the PFB (sign test: S  28 of 30 blocks, p  .001) and NFB groups (sign test: S  28 of 30 blocks, p  .001). The control (partial) group also outperformed both the PFB (sign test: S  30 of 30 blocks, p  .001) and NFB groups (sign test: S  28 of 30 blocks, p  .001), and there was no significant difference between the two control groups (sign test: S  14 of 30, p  .10). Despite being outperformed by participants in both control conditions, the PFB and the NFB groups both performed significantly above chance on the final session (PFB: Z  12.25, p  .001; NFB: Z  11.76, p  001), suggesting that learning did occur for these groups over the course of the experiment.
Since the average number of feedback trials for each participant in the partial feedback conditions was 750 (150 feedback trials per session 3 5 sessions), a separate analysis of only the first 750 trials of the control (full) group was conducted. In all of these comparisons, we ignored no-feedback trials. Thus, a comparison of the control (full) and PFB groups asked whether these groups differed in accuracy after each had completed n feedback trials, for values of n from 1 to 750. It is important to keep in mind that for the PFB group, these 750 feedback trials were intermixed with many no-feedback trials over the course of five sessions, whereas for the control (full) group, these were the first 750 trials during Sessions 1 and 2. With this in mind, sign tests showed that the performance of the control (full) group on the first 750 trials was not significantly different from the performance of the PFB (sign test: S  18 of 30 blocks, p  .05) or NFB group (sign test: S  17 of 30 blocks, p  .05). Interestingly, however, the performance of the control (partial) group was significantly better than the control (full) group (sign test: S  20 of 30 blocks, p  .05).
The advantage of the control (partial) group over the PFB and NFB groups suggests that receiving both positive and negative feedback, as opposed to only one feedback type, may have improved performance. The superior performance of the control (partial) group is especially impressive since that group received fewer feedback trials than either the PFB or NFB group. On the other hand, the superior performance of the control (partial) group compared with that of the control (full) group (on their first 750 trials) suggests that participants in the control (partial) condition received some advantage from the no-feedback trials. There are several possibilities. First, the feedback received by the control (partial) group was distributed over 5 different days, whereas the feedback received by the control (full) group on their first 750 trials was distributed over only 2 days. Thus, the control (partial) group had more opportunity for between-session consolidation than did the control (full) group. Second, the control (partial) group may have learned on no-feedback trials. Previous research has found no evidence that II learning is possible in the absence of feedback . Even so, unsupervised rule-based learning is sometimes possible , so one possibility is that the extra no-feedback trials experienced by the control (partial) group allowed them to give up on their search for a satisfactory explicit rule more quickly. Note that the advantage of the control (partial) group over the control (full) group (on the first 750 trials) is unlikely to be the result of a spaced versus massed learning effect, since participants in both groups gave a categorization response on every trial (and they could not predict which responses would receive feedback). Thus, neither group experienced spaced training.
Model-Based Analyses
Our accuracy-based analyses suggest that the two control groups [control (full) and control (partial)] outperformed the PFB and NFB groups, but that the accuracy of the PFB and NFB groups was significantly above chance. Therefore, participants did learn from either positive-only or negative-only feedback. However, it is impossible to tell from these analyses exactly what they learned. In particular, before we can conclude that II learning is possible with positive-only or negative-only feedback, we must be certain that participants in the PFB and NFB conditions used II strategies. To answer this question, a variety of different decision-bound models (see, e.g., Ashby & Gott, 1988; Maddox & Ashby, 1993) were fit to the data from each participant's last session. Decision-bound models assume that each participant partitions the perceptual space into response regions by constructing a decision bound. On each trial, the participant determines which region the percept is in, and then emits the associated response.
Two different types of models were fit to each participant's responses (see the Appendix for details). One type was compatible with the assumption that participants used a rule-based strategy and one type assumed an II strategy. These models make no detailed process assumptions, since a number of different process accounts are compatible with each of the models (see, e.g., Ashby, 1992; Maddox & Ashby, 1993) . For example, if an II model fits significantly better than a rule-based model, then we can be confident that participants did not use a rule-based strategy, but we cannot specify which specific II strategy was used (e.g., a weighted combination of the two dimensions vs. more holistic processing).
Model parameters were estimated using the method of maximum likelihood, and the statistic used for model selection was the Bayesian information criterion (BIC; Schwarz, 1978) , which is defined as BIC  rlnN 2 2 lnL, where r is the number of free parameters, N is the sample size, and L is the likelihood of the model given the data. The BIC statistic penalizes models for extra free parameters. To determine the best-fitting model within a group of competing models, the BIC statistic is computed for each model, and the model with the smallest BIC value is chosen.
Figures 4-7 show the final-session response plots for all participants in the PFB, NFB, control (partial), and control (full, first 750 trials) groups, along with the decision bounds from the best-fitting models. The BIC values across all tested models and for all participants are shown in Table 1 , along with the percentage of responses accounted for by the best-fitting bounds. These model fits illustrate several important results. First, all but one set of control data (i.e., from the three control groups) was best fit by a model that assumed information integration (i.e., the general linear classifier). In fact, in each of these 12 control data sets, the best-fitting model assumed a bound of the same type as the optimal bound shown in Figure 1 . Figures 6 and 7 and Table 1 make it clear that the bestfitting bounds account for the vast majority of each control participant's responses, which suggests a high degree of consistency in response strategy. In summary, when feedback was given about both correct and incorrect responses, participants consistently used II strategies that were nearly optimal, even when this feedback was given only on some trials. Second, the data from 4 of the 5 participants in both the PFB and NFB groups were best fit by a model that assumed explicit rule use-i.e., either participants simply set a criterion on one stimulus dimension and ignored the other, or they used a conjunction rule of the type "respond 'A' if the bar is thin and the orientation is steep; otherwise, respond 'B.' " In the latter case, decisions about each dimension are made separately, and information is not perceptually integrated across these dimensions. Considerable evidence suggests that the use of conjunction rules of this type is mediated by the same explicit, rule-based system responsible for the selection of one-dimensional rules Maddox, Bohil, & Ing, 2004; Maddox, Filoteo, Hejl, & Ing, 2004; Maddox & Ing, 2005) . Table 1 and Figures 4 and 5 reveal another subtle difference between the PFB and NFB groups. Consider the single participant in each group whose data were best fit by a model that assumed information integration. In the PFB group, approximately 93% of Participant 3's responses were accounted for by the decision bound assumed by the best-fitting II model. This suggests consistent application of an II strategy and provides strong evidence of II learning by this participant, which suggests that II learning is possible in the presence of positive feedback only, at least by some participants. In contrast, many of the responses of the NFB participant whose data were best fit by an II model (Participant 4) were not accounted for by the bestfitting II strategy (23.5%). Although some II learning by this participant cannot be ruled out, the poor fit of the best-fitting II model is also consistent with the hypothesis that the participant relied on a mixture of rule-based strategies.
Model fits of the first four sessions support the reliability of the final-session model fits-in general, the percentage of responses accounted for by the best-fitting models increased over sessions for all participants. Data from participants in the partial feedback conditions that were best fit by a rule-based model in the final session either were best fit by rule-based models in the preceding sessions or were poorly accounted for by any model (i.e., they had a low percentage of responses accounted for by the best-fitting model). Importantly, all participants in the control conditions were best fit by II models during at least one of the first four sessions.
diSCuSSion
This study was designed to investigate the relative efficacies of positive and negative feedback in an II categorylearning task in which the amount and type of feedback groups) were more accurate than participants in groups that received feedback only about correct responses (PFB) or only about errors (NFB). Additionally, the model-based analyses revealed significant qualitative differences in the types of decision strategies used by participants in these conditions. In particular, participants in the PFB and NFB groups generally used explicit, rule-based strategies, despite categorizing 3,000 separate stimuli each and despite receiving feedback on 750 trials. In contrast, participants in all control groups used II strategies of the same type as the optimal decision bound. More subtly, one PFB participant showed II learning, but the evidence for any II learning among the NFB participants was weak. One NFB data set was best fit by an II model, but the fit was poor, suggesting that this participant made many responses that were inconsistent with an II strategy. Overall, these results support the hypothesis that consistent II learning requires full feedback and that negative-only feedback offers no advantage over positive-only feedback in II tasks. Of course, more research is needed to determine the generalizability of these conclusions. For example, in the present experiment, the best one-dimensional rule could achieve an accuracy of 77.8%, only 8.2% below the accuracy of the best II strategy of 86%. This was a great enough difference to cause participants receiving feedback about both correct and incorrect responses to favor an II strategy over a rulebased strategy, but our results do not rule out the possibility that had this difference been greater, participants in the PFB and NFB groups might have been more likely to use II strategies.
The conclusions that consistent II learning requires full feedback and that negative-only feedback has no advantage over positive-only feedback in II tasks are in sharp contrast with the results that have been reported for explicit, rulebased learning. Many studies have reported that consistent rule-based learning is possible with either positive-only or negative-only feedback, and that in two-category tasks like the one used here, negative-only feedback is more effective than positive-only feedback (see, e.g., Buchwald, 1962; Jones, 1961; Meyer & Offenbach, 1962) . These differences between the role of positive and negative feedback in rule-based and II category-learning tasks add to the growing list of empirical dissociations that have been reported between these two types of tasks (see, e.g., Ashby et al., , 2002 Maddox et al., 2003; Waldron & Ashby, 2001; Zeithamova & Maddox, 2006) . Together, this evidence suggests that learning in rule-based and II category-learning tasks is mediated by functionally separate systems.
implications for Models of ii Category Learning
Early models of II category learning were all purely cognitive. Most of these were derived from prototype, exemplar, or decision bound theories. None of these models incorporate enough structure to make specific predictions about the present experiment. For example, exemplar models assume that participants compare the stimulus with the memory representation of every previously seen 
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Spatial Frequency Orientation exemplar, but exemplar models do not specify how these memory representations might be differently updated following correct or error feedback. More recently, there has been interest in the cognitive neuroscience of II category learning. Models developed at this level have more structure and are therefore more likely to make specific assumptions about the trial-bytrial effects of positive and negative feedback. Perhaps the most widely tested model of this type is COVIS (Ashby et al., 1998; Ashby & Waldron, 1999) . The key structure in the COVIS procedural-learning system is the striatum-the major input structure within the basal ganglia. There is now much evidence from a wide variety of sources (including animal lesion studies, singleunit recording studies, neuroimaging experiments, studies with special neuropsychological patient groups, and traditional cognitive/behavioral experiments) that this is a critical site of II category learning (for a review, see Ashby & Ennis, 2006) .
The striatum receives convergent projections from all cortical visual association areas, and then projects via the globus pallidus and thalamus to frontal cortex. COVIS assumes that trial-by-trial feedback facilitates the strengthening of cortical-striatal synapses following correct responses and the weakening of these synapses following errors. The neurotransmitter dopamine is assumed to play a critical role in changing these synaptic strengths. Many studies show that dopamine cells increase their firing levels above baseline following unexpected rewards and decrease their firing levels below baseline following the failure to receive an expected reward (Hollerman & Schultz, 1998; Schultz, 1998; Shultz, Apicella, & Ljungberg, 1993; Schultz, Dayan, & Montague, 1997) . Another large body of literature suggests that dopamine has important effects on synaptic plasticity (see, e.g., Calabresi, Pisani, Centonze, Bernardi, 1996; Calabresi et al., 1997; Centonze, Picconi, Gubellini, Bernardi, & Calabresi, 2001; Nairn, Hemmings, Walaas, & Greengard, 1988; Nishi, Snyder, & Greengard, 1997; Wickens, 1993) . COVIS assumes that within the procedural-learning system, synapses are strengthened only if the following three conditions are present: (1) strong presynaptic activation, (2) strong postsynaptic activation (i.e., strong enough to activate NMDA receptors), and (3) an elevation in dopamine above baseline levels (which occurs following feedback that indicates a correct response). For trials on which the feedback indicates a correct response, COVIS therefore assumes that some synapses will be strengthened (i.e., those for which all three conditions are present), some synapses will be weakened (i.e., those at which the NMDA activation threshold is not met), and some will not change their synaptic strength (i.e., those at which there is no activation). In contrast, on error trials, COVIS assumes that synapses either will be weakened or will remain unchanged. Thus, there is an asymmetry in the COVIS procedural-learning system predictions. Learning is more flexible following positive versus negative feedback. As such, COVIS predicts that II learning should be better in the PFB condition than in the NFB condition. 1 It is important to note, however, that the present experiment was not designed to test this prediction. Clearly, a satisfactory test would require running many participants. The present data, however, argue strongly against the hypothesis that positive or negative feedback alone is enough to ensure consistent II learning.
The most significant result of the present experiment was that most participants in both restricted feedback conditions showed no evidence of II learning. Instead, these participants appeared to be using explicit, rulebased strategies. COVIS assumes that rule-based and procedural-learning systems each independently learn throughout training (at least under full feedback conditions). Which system controls the observable response depends on a system weight, θ E . Values of θ E greater than 0.5 favor the rule-based system, and values smaller than 0.5 favor the procedural system (see Ashby et al., 1998, for details) . At the outset of training, θ E is assumed to be large (typically, θ E  0.9), but if feedback favors the procedural system, then θ E gradually decreases until eventually the procedural system begins controlling the response. According to COVIS, then, one possible account of the present results is that the procedural system learned in one or both of the NFB and PFB conditions, but that the incomplete feedback prevented the system weight θ E from decreasing below 0.5. According to this hypothesis, there was some procedural learning, but participants failed to use this knowledge when selecting a response. Further research is needed to test this hypothesis.
Although COVIS is the only current neurobiological model of II category learning, there are other relevant theoretical proposals about learning within the basal ganglia, including, for example, theories concerning the two primary pathways out of the striatum. The direct pathway projects from the striatum to the internal segment of the globus pallidus and from there to the thalamus and then to frontal cortex. The indirect pathway projects from the striatum to the external segment of the globus pallidus, then to the subthalamic nucleus, and then to the internal segment of the globus pallidus (where it rejoins the direct pathway). Current versions of COVIS assign no role to the indirect pathway. Recently, however, Frank (2005) proposed that the indirect pathway mediates NO-GO learning, whereas the direct pathway mediates GO learning. Frank's model of how learning takes place on the direct pathway closely resembles COVIS; however, unlike COVIS, Frank's model predicts that error feedback teaches participants which response not to make by strengthening synapses on the indirect pathway. Frank et al. (2004) presented some striking data collected from Parkinson's disease patients that support this model of learning.
Frank's (2005) model was not developed for category learning, 2 so it makes no specific predictions regarding the present experiment. Frank's (2005) hypothesis about the role of the indirect pathway in learning could be incorporated into the procedural-learning system of COVIS. 3 This would make COVIS predict more successful learning under partial (i.e., negative-only) feedback conditions, and so would appear to make the model less rather than more compatible with the present results.
In summary, there appear to be two possible theoretical interpretations of our results. One possibility is that there was II learning in either or both of the PFB and NFB groups, but this learning was masked by an overreliance on explicit rule use. This hypothesis is compatible with the original version of COVIS if the learning was restricted to the PFB condition; it is compatible with a version of COVIS that incorporates Frank's (2005) hypothesis about the indirect pathway if there was II learning in both the PFB and NFB groups. A second possibility, which is inconsistent with either version of COVIS, is that there was no consistent II learning in either restricted feedback group.
Conclusion
The present results suggest that consistent II category learning requires feedback about both correct and incorrect responses. One of five participants receiving positive-only feedback did show evidence of II learning, suggesting that II learning may be possible for some participants when only positive feedback is provided. In contrast, II models failed to provide a good account of the results of any of the participants who received negative-only feedback.
The present results add to the growing literature showing that II learning is extremely sensitive to the nature and timing of feedback. For example, II learning is impaired if the feedback is delayed by as little as 2.5 sec (Maddox et al., 2003) ; it is also impaired during observational training in which the category label precedes stimulus presentation (Ashby et al., 2002) . Thus, effective II learning seems to require full feedback that is given immediately after the response. In contrast, rule-based category learning is unaffected by feedback delays as long as 10 sec (Maddox et al., 2003) , and observational training is nearly as effective as feedback training with rule-based categories (Ashby et al., 2002) . In addition, several studies have reported that rulebased category learning is possible with either positiveonly or negative-only feedback, although with two categories, negative-only feedback is more efficacious than positive-only feedback (see, e.g., Buchwald, 1962; Jones, 1961; Meyer & Offenbach, 1962) . These results suggest that rule-based learning is less sensitive than II learning to the nature and timing of feedback. On the other hand, II learning does have some advantages over rule-based learning. For example, attention and effort are needed to process the feedback signal in rule-based category learning, whereas feedback processing during II learning requires neither attention nor effort but instead is essentially automatic .
Expertise with many real-world categories appears to require some II learning. The present results suggest, for example, that when training a radiologist to identify tumors in an x-ray (a task that likely requires some II learning), it may be necessary to provide both positive and negative feedback.
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APPendix
Three different rule-based decision bound models were fit to each participant's data (two unidimensional models and the conjunctive model), along with one II model (general linear classifier). For more details, see Ashby (1992) or Maddox and Ashby (1993) . We also fit two models that assumed responses were completely random: an equal-response frequency model that assumed participants were equally likely to respond A or B to every stimulus and a biased-response frequency model that assumed participants responded A with some fixed probability for all stimuli (i.e., unequal to one half). The equal-response frequency model and the biasedresponse frequency model have 0 parameters and 1 parameter, respectively. Since no participant's data were best fit by either random response model, they were not included in discussion of the results.
Rule-Based Models
The one-dimensional classifier (diM). The DIM assumes that participants set a decision criterion on a single stimulus dimension. For example, a participant might base his or her categorization decision on the following rule: "Respond 'A' if the bar width is small, otherwise respond 'B.' " Two versions of the DIM were fit to the data. DIM (width) assumed a decision on the basis of bar width, and DIM (orient) assumed a decision on the basis of orientation. These models have two parameters: a decision criterion along the relevant perceptual dimension and a perceptual noise variance.
The general conjunctive classifier (GCC). The GCC assumes that the rule used by participants is a conjunction of the type: "Respond 'A' if the bar width is small and the orientation is > 45º; otherwise, respond 'B.' " Although several different versions of the GCC could be fit to the present data, only the version that seemed plausible on the basis of a visual inspection of the response data was fit. The GCC has three parameters: one each for the single-decision criterion placed along each stimulus dimension (i.e., orientation and width) and a perceptual noise variance.
information integration Model
The general linear classifier (GLC). The GLC assumes that participants divide the stimulus space using a linear decision bound. Categorization decisions are then based upon which region each stimulus is perceived to fall in. These decision bounds require linear integration of both stimulus dimensions, thereby producing an II decision strategy. The GLC has three parameters: the slope and intercept of the linear decision bound and a perceptual noise variance.
