Brain decoding with multivariate classification and regression has provided a powerful framework 13 for characterizing information encoded in population neural activity. Classification and regression 14 models are respectively used to predict discrete and continuous variables of interest. However, 15
1
Introduction 29 Application of multivariate classification and regression models to functional magnetic resonance 30 imaging (fMRI) signals has allowed the extraction of information encoded in population neural 31 activity. Classification models are used to predict categorical variables, such as discrete stimuli and 32 task conditions (Haynes and Rees, 2006; Norman et al., 2006; Pereira et al., 2009 ), while regression 33 models are used to predict continuous parameters of interest (Cohen et al., 2011) . These two types of 34 prediction model are employed depending on the type of variable we wish to decode. 35
However, variables we attempt to decode are often ordinal-discrete variables whose values (classes) 36 are ordered. For example, behavioral ratings that quantify subjective states such as the emotional 37 feeling, impression, and preference (e.g., Baucom Such variables have been predicted with classification and regression models in previous decoding 45 studies. In studies using classification models, the given discrete levels were treated as nominal 46 classes and classification models were trained to classify input brain activity patterns into one of 47 those classes (e.g., Miyawaki et al., 2008) . In studies using regression models, models were trained 48 by treating a given ordinal variable as a continuous variable, and continuous outputs from the models 49
were then used as the prediction results (e.g., Chang Owing to the nature of ordinal variables, classification and regression models are not considered 52 appropriate for ordinal variable prediction. An ordinal variable is a discrete variable whose classes 53 are ordered. By definition, the distances between different classes are not given, and only the relative 54 ordering between classes is important. In handling rating scores, for example, level 2 is placed 55 between level 1 and level 3, but the magnitudes of the differences between levels are undefined. 56 When a regression model is fitted using class numbers as labels, the distances between consecutive 57 classes are treated as equal. Hence, the resultant fitness of the model depends on those deceptive 58 distances. Meanwhile, classification models assume classes to be nominal categories and ignore 59
given relative similarities between classes that provide helpful information for constructing a model 60 with better prediction performance. 61
We here present an approach using ordinal regression, a type of generalized linear modeling whose 62 output variable is assumed to be ordinal (Winship and Mare, 1984) . In ordinal regression, similar to 63 linear regression, a linear combination of input variables is used to predict the target variable ( Figure  64 1A). Differently from linear regression, however, the value of the linear combination for a given 65 input sample is not directly used as the prediction. In ordinal regression, a set of thresholds is 66
introduced to divide the real number line into disjoint segments. These segments correspond to the 67 discrete classes of the target variable. The class corresponding to the segment where the value of the 68 linear combination lies is then selected as the prediction. This treats the class number as a discrete 69 variable without using the metric in the space of the output variable. By tuning both linear weights 70 and thresholds, ordinal regression models can be better fitted to given ordinal data than linear 71 regression models. 72
Compared with classification models, ordinal regression models are expected to be efficient in 73
learning, leading to better prediction performance. Classification models learn decision boundaries 74 that are used to classify input samples into classes in the feature space ( Figure 1B , left). Their degree 75 of freedom increases as the number of classes increases, which makes parameter estimation sensitive 76 to noise. In contrast, all decision boundaries of an ordinal regression model are restricted to be 77 orthogonal to a single line in the feature space, and the degree of freedom is smaller than that for 78 classification models ( Figure 1B , right). This lower complexity of ordinal regression models reduces 79 the chance of overfitting and lead to better generalization performance than classification models. 80
To introduce a multivariate prediction model into fMRI decoding analysis, it is generally important to 81 choose an appropriate set of input voxels because the presence of many irrelevant voxels can lead to 82 poor generalization performance due to overfitting. In standard decoding analysis, only tens or 83
hundreds of fMRI samples are obtained to train the prediction model, while the input feature vector 84
consists of thousands of voxels. Thus, overfitting readily occurs if all available voxels are used as 85 input features. To solve this problem, our previous study proposed a classification algorithm that 86 simultaneously performs voxel selection and parameter estimation, and demonstrated that the method 87 successfully prevents overfitting in the presence of many irrelevant voxels . 88
In that study, a Bayesian extension of logistic regression was proposed where the automatic relevance 89 determination (ARD; MacKay 1992; Neal 1996) prior was used as the prior distribution of the weight 90
vector. This resulted in selecting a small number of voxels as important by estimating the 91 corresponding weight parameters to be nonzero, and ignoring the other voxels by estimating their 92 weight parameters to be zero. This sparse parameter estimation provided a method of voxel selection 93 by virtually eliminating voxels associated with zero-valued weight parameters. 94
In the present study, we combine ordinal regression with the sparse estimation ( Figure 1C) OLR is one of the generalized linear models whose dependent variable is assumed to be an ordinal 139
variable. In OLR, the dependent variable ∈ 1, ⋯ , is assumed to follow the underlying process 140
given by 141
where = 0 , ⋯ , 9 * ∈ ℝ 9 is the vector of independent variables (input features), = 144 0 , ⋯ , 9 * ∈ ℝ 9 is the linear weight vector, is a random variable representing the noise, is a 145 latent variable in the model, and 0 , = , ⋯ , 640 0 ≤ = ≤ ⋯ ≤ 640 are threshold parameters. In 146 OLR, is assumed to follow the logistic distribution with a mean of zero and a variance of 1. The 147 threshold parameters are collectively denoted by a single vector . 148
In OLR, and are estimated by maximizing the log likelihood function with a gradient method. 149
The log likelihood with respect to and is given by 150
Here, G3 is a binary variable indicating whether the value of the dependent variable for the -th 152 sample is . G3 is set to 1 if the value of the dependent variable for the -th sample is and G3 is set 153 to zero otherwise (1-of-k representation). G is the vector of feature values for the -th sample. 154 samples are used for estimation, and are collectively denoted by the × matrix and the × 155 matrix . The function is the logistic sigmoid function defined by 156
In the above log likelihood function, the first and last threshold parameters T and 6 are respectively 158 set to −∞ and +∞ by convention. 159
We next introduce a Bayesian framework to estimate the above parameters sparsely. We introduce 160
prior distributions for parameters to be estimated in OLR. For the parameter , we assume that 161 In the present study, the values of , , and that maximize the above function-the maximum a 178 posteriori (MAP) solution-were estimated with training data, and the values of and were then 179 used in prediction on test data. Because the MAP solution for the above cannot be derived in a closed 180 form, we used the mean-field variational Bayesian approximation and the Laplace approximation 181 (Attias 1999 , Bishop, 2006 ; see Appendix). Once we obtain the MAP solution, we can calculate the 182 predictive probability of each class for a given new input vector. The class with the highest predictive 183 probability was chosen as the prediction outcome. 184
To examine the effect of voxel selection by ARD, we compared the performance of SOLR with that 185 of OLR having L2-regularization (L2OLR). In L2OLR, we assume that the prior distribution of is 186
the Gaussian distribution with zero mean and isotropic covariance, as expressed by 187 | ~ , 40 . 9 188 is a hyperparameter that controls the degree of regularization. In a similar manner to SOLR, we 189 assume noninformative priors for and . We estimated the MAP solution with the same 190 approximation techniques, and then made a prediction using the estimated parameters. 191
Simulation analysis 192
We compared the prediction performance across SOLR, L2OLR, SLiR, and SMLR using simulation 193
data. For data generation, five -dimensional Gaussian distributions were prepared, and samples for 194 class were generated from the -th Gaussian distribution. The means of the Gaussian distributions 195
were given by 196 0 = 0, ⋯ ,0 * , 10 197 3 = 340 + ℎ 3,0 , ⋯ , ℎ 3,a , ⋯ , ℎ 3,0T , 0, ⋯ ,0 * . 11 198 ℎ 3,a ( = 2, ⋯ 5; = 1, ⋯ ,10) are parameters that specify the intervals between the means, and 199 each was sampled from an exponential distribution with a mean of 1.0. Only the first 10 dimensions 200
have information on classes, and the other dimensions are irrelevant. In each of the first 10 201 dimensions, the mean of the input feature monotonically increases against the class label, which leads 202
to an ordinal structure in the feature space. We also conducted the same simulation analysis in the 203 case that the means of the Gaussian distributions are equally spaced by setting all ℎ 3a to 1.0, and 204 observed qualitatively similar comparison results. The covariance matrices of the Gaussian 205 distributions were set as diagonal matrices regardless of the class label. The standard deviation in 206 each dimension was set to 3.0. was set to 10, 50, 100, 250, 500, 1000, 1500, and 2000 to 207 characterize the prediction performance as a function of the number of input dimensions. 208
To evaluate the prediction performance, a prediction model was trained and tested on independent 209 sets of samples. samples and 1000 samples were respectively generated from the same Gaussian 210
distributions as training and test data. was set to 10, 25, 50, 100, 250, 500, 1000, 1500, and 2000 to 211 characterize the prediction performance as a function of the number of training samples. Equal 212 numbers of samples were generated for the five classes. To quantify the prediction performance, we 213 calculated the Spearman rank correlation between true and predicted labels using test data. The same 214 simulation procedure was repeated 100 times, and the prediction performance measured by the 215
Spearman rank correlation was averaged across those 100 repetitions. 216
fMRI data analysis 217
We compared the prediction performance across the four algorithms using real fMRI data from 218 Miyawaki et al. (2008) . The dataset can be downloaded from public databases 2 (Poldrack et al., 2013; 219 Takemiya et al., 2016). It contains fMRI signals when the subject was viewing visual images 220
consisting of contrast-defined 10 × 10 checkerboard patches. Each patch was either a flickering 221 checkerboard or a homogeneous gray area. The dataset consists of two independent sessions. One is a 222 random image session, in which a spatially random pattern was presented for 6 s and there was a 223 subsequent 6-s rest period. A total of 440 different random patterns were presented to the subject. The 224
other is a figure image session, where a letter of the alphabet or a simple geometric shape was 225 presented for 12 s and there was a subsequent 12-s rest period. Five letters of the alphabet and five 226 geometric shapes were presented eight times. the entire stimulus image area was predefined, the mean contrast in each local region was then 230 predicted by a classifier, and the outputs from the classifiers for those local regions were then 231 optimally combined to produce a single reconstructed image. In the previous study, SMLR was used 232
to construct classifiers. Here, we used SOLR, L2OLR, SLiR, and SMLR for contrast prediction, and 233 compared the prediction performance among them. 234
3
Results 235
simulation analysis 236
In the simulation analysis, samples from the five classes were generated from five multidimensional 237
Gaussian distributions, and a prediction model using each algorithm was trained and tested on 238 independent sets of data samples (see Materials and Methods). We set only the first 10 dimensions to 239 have information on the classes while keeping the other dimensions irrelevant. In each of the first 10 240 dimensions, the centers of the five Gaussian distributions were placed so that the mean of the input 241 feature monotonically increases against the class number to assume an ordinal structure in the feature 242 space. 243
To characterize prediction performance when the number of input dimensions is large, performance 244 was calculated as a function of the number of input dimensions (Figure 2A ). Prediction performance 245 was evaluated using the Spearman rank correlation between true and predicted labels. The number of 246 training samples was fixed to 100, which is a typical size in real fMRI decoding analysis. While all 247 algorithms had similar performance when the number of input dimensions was small, SOLR 248 outperformed the other algorithms as the number increased. 249 Furthermore, the prediction performance was calculated as a function of the number of training 250 samples to characterize the performance when the number of training data is small ( Figure 2B) . Here, 251 the number of input dimensions was fixed to 1000, which is a typical input size in decoding analysis. 252
As a result, SOLR had higher performance than the other algorithms when the number of training 253 data was small. As we increased the number of training samples, all algorithms reached similar 254 accuracies. 
fMRI data analysis 269
We also evaluated the prediction performance using the real fMRI dataset from Miyawaki et al. 270 (2008) . The cited study measured fMRI responses as the subject viewed 10 × 10 binary images and 271 successfully reconstructed arbitrary visual images from the fMRI responses ( Figure 3A,B) . In the 272 reconstruction procedure, it was assumed that an image can be represented by a linear combination of 273 local image bases of multiple scales (1 × 1, 1 × 2, 2 × 1, and 2 × 2; Figure 3A ). There are a few 274 possible stimulus states (contrast patterns) in the region specified by a single image basis, and the 275 stimulus states can be classified according to the mean contrasts ( Figure 3C) . The mean contrast for 276 the 1 × 1 image basis is binary, but the mean contrast for 1 × 2 and 2 × 1 image bases takes one out of 277 three discrete values, and that for the 2 × 2 image basis takes one out of five discrete values. While 278 the intervals between the successive mean contrasts can be regarded as equal in the contrast space, 279 the distributions of voxel patterns for the discrete values are not necessarily equally spaced. In fact, 280
the amplitude of the most responsive voxel for each image basis monotonically increases against but 281
is not proportional to the mean contrast level ( Figure 3D ). Miyawaki et al. (2008) predicted the mean 282 contrasts for the image bases using binary or multiclass classifiers based on sparse logistic regression 283
(sparse [multinomial] logistic regression, SMLR), disregarding the order of contrasts. Here, we used 284 SOLR, L2OLR, SLiR, and SMLR to predict the mean contrasts for 1 × 2, 2 × 1, and 2 × 2 image 285 bases, and compared the prediction performance among them. We evaluated the prediction performance of each algorithm by five-fold cross-validation using the 303 random session data ( Figure 4A ). The prediction performance for each image basis was quantified by 304
the Spearman rank correlation between true and predicted contrasts across test samples. The 305
continuous outputs of SLiR were assigned to the nearest discrete labels. For all basis shapes, SOLR 306
outperformed the other algorithms. The median performances of SOLR were significantly higher 307 than those of L2OLR (p < 0.001, signed-rank test), SLiR (p < 0.001), and SMLR (p < 0.005) for all 308 basis shapes. 309
We finally reconstructed visual images according to the predictions of the models with the same 310 procedure as adopted by Miyawaki et al. (2008) , and compared reconstructed images between the 311 four algorithms ( Figure 4B ). The image bases were multiplied by the predicted mean contrasts and 312 then linearly combined with optimized weights to produce a single image (see Miyawaki et al., 2008 313 for details). Although the differences are not remarkable in visual inspection, the spatial correlations 314 between presented images and images reconstructed with SOLR were higher than those of the other 315 algorithms (p < 0.05, signed-rank test). We developed a new algorithm for ordinal variable decoding by combining OLR with Bayesian 327 sparse weight estimation. The proposed algorithm, SOLR, was compared with three other methods: 328
(1) ordinal logistic regression without a sparse constraint, L2OLR;
(2) a regression model with the 329 same Bayesian sparse constraint, SLiR; and (3) a classification model with the same Bayesian sparse 330 constraint, SMLR. In analyses using simulation and real fMRI data, SOLR had better prediction 331 performance than the other three methods. These results suggest that SOLR is a useful tool in 332 decoding analyses where the target variable can be regarded as ordinal. 333
Ordinal variables naturally emerge in decoding analysis; however, they have been predicted using 334 classification models ( order but the distances between levels are not given. Because regression models use a metric in the 338 label space and their predictions depend on it ( Figure 1A) , regression models are not appropriate for 339
ordinal variable prediction. Meanwhile, classification models do not need the distances between 340 classes. However, the complexity of classification models rapidly grows as the number of classes 341
becomes large, which increases the chance of overfitting ( Figure 1B) . Here, to predict ordinal 342 variables in decoding analysis, we introduced OLR (McCullagh, 1980), one of the known generalized 343 linear models whose output variable is assumed to be an ordinal variable. To prevent overfitting in 344 decoding analysis where a large number of voxels are used as input, we proposed a new method, 345 SOLR, by combining OLR with a Bayesian sparse weight estimation method (MacKay 1992; Neal 346 1996; Yamashita et al., 2008) . 347
In the analysis using simulation data, SOLR outperformed L2OLR, SLiR, and SMLR as the number 348 of input dimensions increased or the number of training data decreased ( Figure 2 ). The comparison 349 between SOLR and L2OLR suggests that the sparseness introduced into SOLR prevents overfitting 350 efficiently and improves the decoding performance, which is consistent with the results of previous 351 studies analyzing the utility of the sparseness using classification models (Ryali et al., 2010; 352 Yamashita et al., 2008) . A comparison among SOLR, SLiR, and SMLR showed that the appropriate 353 treatment of a given relative order by OLR also leads to better decoding performance. 354
In analysis using real fMRI data, the same four methods were compared and SOLR had better 355 prediction performance than L2OLR, SLiR, and SMLR ( Figure 4A ). While the same contrast 356 prediction task was conducted with SMLR in the previous study (Miyawaki et al., 2008) , we found 357 that the prediction can be improved by introducing SOLR. Although the resultant reconstructed 358
images of SOLR and SMLR appear similar ( Figure 4B ), SOLR had a slightly higher spatial 359 correlation than SMLR. These results suggest that SOLR would work well in a practical situation of 360 fMRI decoding analysis. 361
Taken together, SOLR is expected to provide a principled and effective method of decoding ordinal 362 variables. While ordinal variables have been predicted using classification models or regression 363 models in previous decoding studies, we found that SOLR outperformed linear classification and 18 18 regression models with the same type of sparseness. As initial parameters, 0 , ⋯ , 9 were set to 1, and 0 and = were alternately updated 100 times in 424 this study. 425 image bases. For each basis, the mean contrast was predicted by SOLR, L2OLR, SLiR, and SMLR. 535
Figure legends
Performance was evaluated using the Spearman rank correlation between true and predicted mean 536 contrast values across test samples. The mean performance averaged across basis locations is shown. 537
Error bars show the 95% confidence intervals across basis locations. (B) Reconstructed images. 538
Presented images and images reconstructed with the four algorithms are shown. 539
