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DIRECT ELASTIC MODULUS RECONSTRUCTION VIA
SPARSE RELAXATION OF PHYSICAL CONSTRAINTS
OLALEKAN ADEOYE BABANIYI
ABSTRACT
Biomechanical imaging (BMI) is the process of non-invasively measuring the spa-
tial distribution of mechanical properties of biological tissues. The most common
approach uses ultrasound to non-invasively measure soft tissue deformations. The
measured deformations are then used in an inverse problem to infer local tissue me-
chanical properties. Thus quantifying local tissue mechanical properties can enable
better medical diagnosis, treatment, and understanding of various diseases.
A major difficulty with ultrasound biomechanical imaging is getting accurate mea-
surements of all components of the tissue displacement vector field. One component
of the displacement field, that parallel to the direction of sound propagation, is typi-
cally measured accurately and precisely; the others are available at such low precision
that they may be disregarded in the first instance. If all components were available at
high precision, the inverse problem for mechanical properties could be solved directly,
and very efficiently. When only one component is available, the inverse problem so-
lution is necessarily iterative, and relatively speaking, computationally inefficient.
The goal of this thesis, therefore, is to develop a processing method that can be
used to recover the missing displacement data with sufficient precision to allow the
direct reconstruction of the linear elastic modulus distribution in tissue. This goal
was achieved by using a novel spatial regularization to adaptively enforce and locally
relax a special form of momentum conservation on the measured deformation field.
The new processing method was implemented with the Finite Element Method
(FEM). The processing method was tested with simulated data, measured data from
iv
a tissue mimicking phantom, and in-vivo clinical data of breast masses, and in all
cases it was able to recover precise estimates the full 2D displacement and strain fields.
The recovered strains were then used to calculate the material property distribution
directly.
v
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1Chapter 1
Introduction and Background
1.1 Introduction
Biomechanical imaging (BMI) is a method used to quantify the mechanical property
distribution of tissue. Images of mechanical properties can then be used to help with
the diagnosis and treatment of various diseases. BMI requires that the deformation
of tissue be measured first. The measured deformation along with some modelling
assumptions are then used to determine the mechanical properties. The range of
applications of BMI is very broad because the deformation can be measured with
many different imaging modalities, and there are many models that can be used to
infer the mechanical properties. Elasticity imaging (EI) is a subset within BMI in
which all imaged objects are assumed to be elastic solids (Richards, 2007). For this
thesis, we will model all objects as elastic solids, therefore, the work described is part
of the EI field.
The measurement of the deformation of an object is a very important process
in EI that can significantly affect the accuracy and ease with which the material
parameters are estimated. There are many different techniques used to measure
deformations. For example, magnetic resonance elastography (MRE) uses low am-
plitude time-harmonic shear waves to image tissue properties. This method can mea-
sure the full three dimensional (3D) displacement field with high precision (Manduca
et al., 2001). Another imaging technique is ultrasound elastography for which the
2deformations are measured by using sound waves to image a tissue before and after
deformation. The displacement is then measured by registering the before and after
images. This method only measures the displacements precisely in one direction.
Sonoelastography can also be used to measure the deformations of tissue. With this
method, a vibration source is used to create low frequency and low amplitude shear
waves that propagate through an object. The amplitude, phase of vibrations in the
tissue, and shear wave speed can be measured (usually with an ultrasound machine),
and the measurements can be used to determine the material properties of tissue
(Taylor et al., 2000). All these imaging systems produce noisy displacements that
have to be processed before material parameters can be estimated accurately.
Once the deformation is measured, the material properties can be determined.
This is normally done by solving an inverse problem. In general, there are two ways
to solve the inverse problem. There is a direct approach in which the conservation
of momentum equation along with an appropriate constitutive relation is inverted to
get the material parameters. This method takes one step to solve, and it requires
the deformation field to be measured accurately in all directions. The displacements
measured with the MRE technique can be processed with this method to obtain ma-
terial parameters. The noise in the MRE displacements needs to be smoothed out,
however, before accurate material parameters can be recovered. There is also an iter-
ative method in which the material parameters are solved for in multiple steps. This
method does not require all displacement components to be measured accurately, and
it is very robust in dealing with noise. It is computationally expensive, however. The
iterative method can use the displacements from the MRE and ultrasound imaging
techniques to recover reconstructions.
In this thesis, we will be focusing on ultrasound displacement estimation. In par-
ticular, we will focus on the problem of reconstructing high precision estimates of
3lateral displacement components from high precision measurements of axial displace-
ment components and low precision measurements of lateral displacements. Section
(1.2) gives a brief description of the problem, the consequences of the problem, what
has been previously done to solve the problem, and our new approach to solving
the problem along with some model problems to help describe how we arrive at our
approach. Chapter 2 describes our first attempt to solve the problem. It gave unsat-
isfactory results, but yielded insights into why the method did not work. Chapter 3
describes our second attempt to solve the problem, and the simulation experiments
used to test the method. In chapter 4, a brief description of how the second method
is tested with displacement data measured from a tissue mimicking phantom is given
along with some results and evaluations of how well the second method worked. In
chapter 5, a description of how the second method is tested with in-vivo displace-
ment data measured from patients with lumps in their breasts is given along with
some results and discussion of the quality of the results. Finally, a brief summary,
discussion, and conclusion is given in chapter 6.
1.2 Background
Displacement field estimation is a fundamental process in elasticity imaging used to
track the deformation of an object. In order to estimate the displacement field, a
sample domain is imaged before and after deformation. The imaging of the tissue
is done by sending sound waves into it with an ultrasound probe. These waves
are scattered and reflected back from every part of the tissue, and the reflected
sound waves are measured and recorded in multi-dimensional pixel matrices. The
magnitude of the reflected sound waves and the location from which they are reflected
can be determined from these matrices (Richards, 2007). Plots of a zoomed in region
in the pixel matrices are shown in figure (1·1). In the plots, different color scales are
4used to represent different pressure wave levels.
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Figure 1·1: Spatial distribution of image intensities before and after
deformation.
After imaging the tissue before and after deformation, the motion of the tissue is
estimated by finding the displacement field, u(x), that causes the following function
to be satisfied.
I1(x) = I2(x+ u(x)) (1.1)
where I1(x) and I2(x) are the images of the tissue before and after deformation,
respectively. The main assumption behind the equation is that the difference between
I1 and I2 is caused by the motion of the tissue alone. The function that equation (1.1)
models is illustrated in figure (1·2). From the figure, it is evident that the motion
can be estimated by simply shifting the features in each image until they are aligned.
This process of aligning the images is known as image registration (Richards, 2007).
There are many different methods to register images, but one of the most widely
used is the Cross Correlation (CC) method or block matching algorithm. The main
assumption behind this method is that the displacement throughout the domain
changes very slowly, so it can be assumed to be constant in small regions (or blocks) in
the domain. To estimate the displacement in each block, a signature signal (a signal
5u(x)
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Figure 1·2: Spatial location of features before and after deformation
(Richards, 2007).
in a subsection of each block) is selected from a block in the measured intensity
function before deformation. The ending position of the signal is determined by
finding the location where the CC of the signature signal and the signals in the
deformed block is maximum. This is the place where the signals are most correlated.
The displacement is the difference between the starting position and the position
where the signals are most correlated in the after image blocks. The CC method
is very quick, but it sometimes leads to erroneous displacement estimates when the
assumption of constant displacements in each block is violated (Richards, 2007).
In reality, equation (1.1) is never satisfied because of noise in the imaging system,
and the finite width of the point spread function (PSF). There is a huge difference
in the behavior of the point spread function in the axial direction (the direction that
sound propagates), and the lateral direction (the direction perpendicular to the axial
direction) (Richards, 2007). This difference can be seen in figure (1·1), which shows
the image intensities in an approximately square region in the domain. The scale on
the x and y axis show that there are many more measurements in the axial direction
(y) than there are in the lateral direction (x). The difference is further emphasized
6with the line plots shown in figure (1·3). There are more measurements in the axial
direction because it is the main direction where sound propagates. The resolution
of measurements in this direction depends on the frequency of sound waves, and the
location where the sound is focussed (known as focal depth) (Szabo, 2004). In the
lateral direction, however, the resolution of measurements depends on the beamwidth,
the aperture size, and the focal depth. The resolution depends on the PSF, which
varies spatially. The width of the peak of the radio frequency (RF) PSF in the axial
direction is roughly an order of magnitude smaller than that in the lateral direction.
Due to the high resolution of measurements in the axial direction, it is possible to
register the before and after images to relatively high precision in this direction even
in the presence of noise. In the lateral direction, however, high precision is difficult
to get because of the small number of measurements, and the presence of noise in
the imaging system. These are some of the reasons why precise displacements can
be measured in the axial direction, but not in the lateral direction.
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Figure 1·3: Axial line plots through I1(x).
The imprecise displacement estimates gotten from ultrasound measurements com-
plicates the estimation of material properties of tissue. Only one component of the
displacement field can be used in the calculation of the material properties, and this
7often makes the calculation computationally intensive. The material properties are
normally calculated with an iterative optimization algorithm which tries to find a
shear modulus distribution that gives a predicted displacement field that matches
the axial component of the measured displacement field. The predicted displace-
ments are also constrained to satisfy the conservation of momentum equation. This
iterative optimization algorithm takes a long time to converge to a solution because
at each iteration, a large matrix equation has to be solved twice. If all the displace-
ments components were recovered with sufficient precision, however, all components
of the strains can be calculated precisely, and the shear modulus can be calculated
directly from these strains in one step using the direct method implemented in the
AWE algorithm (Albocher et al., 2009). This method will require only one matrix
inversion to calculate the shear modulus from the strains making it potentially faster
than the iterative inversion code.
By recovering the lateral displacements, the material properties of tissue might
be calculated more accurately. This can possibly result in better estimated contrasts
in the elastic modulus images, therefore, leading to improved diagnosis and treat-
ment of disease. The recovered displacements can alternatively be used as boundary
conditions for the iterative optimization algorithm. This should help improve the
quality of the modulus reconstructions produced by the iterative algorithm. The
recovered displacements can be used to calculate all components of the strain field.
The shear strains can be used to differentiate between benign tumors, which tend to
be loosely bound to the surrounding tissue, and malignant tumors, which tend to be
tightly bound to the surrounding tissue (Rao et al., 2008).
Due to the potential benefits of recovering the full displacement field, and the dif-
ficulties caused by the incomplete displacement measurements, lots of research has
been performed to try to recover the lateral displacements. There are three main
8approaches in literature used to overcome the problem. In (Konofagou and Ophir,
1998; Chen et al., 2004; Ebbini, 2006; Rivaz et al., 2010; Jiang and Hall, 2012) the
authors use various forms of interpolation within otherwise standard block-matching
approaches to get subsample lateral displacement estimates. These approaches try
to make the best use of available data as is, but do not overcome the fundamen-
tal difficulty posed by the anisotropic PSF. An alternative approach is to use beam
steering to measure displacements at arbitrary angles, and then use the arbitrary
angled displacement estimates to determine the axial and lateral displacements as
described in (Rao et al., 2007). This method uses additional image data to overcome
the limitations of a single PSF. A third approach, pursued by (Richards, 2007; Lu-
binski et al., 1996), is to constrain the displacements to satisfy the incompressibility
condition. Many different types of soft tissue can be assumed to be incompressible
because they are mostly composed of water.
Most of the methods described in literature improve lateral displacement preci-
sion, but fail to match the precision available in the axial displacements. Some of the
methods described did not make the incompressibility assumption while recovering
the lateral strains, which means that the strains can in principle be used to determine
the Poisson’s ratio distribution of tissue. Among existing methods to improve lat-
eral displacement estimates, that of (Richards, 2007) is arguably the most accurate.
We have used these measured displacement fields in our AWE code; the resulting
reconstructions were unsatisfactory.
In this thesis we evaluate a fundamentally new approach to evaluating lateral
displacements. Our solution is to use a spatial regularization term to sparsely enforce
equilibrium equation on the strains calculated from the input displacements. Special
weighting functions will also be used to place more emphasis on the axial component
of the measured displacement field when calculating the strains.
9We choose to use special weighting function so as to be able to effectively use only
the axial component of the displacement field to calculate all components of strain
in the domain. The way that this will work is that the axial component of strain
will be calculated from the measured displacement, and the other components of
strain will be calculated from the spatial regularization term enforcing the equilibrium
equation. A spatial regularization term will be used because we expect the input data
that we will be processing to have a piecewise constant modulus distribution. The
special form of the equilibrium equation, with constant coefficients, will therefore
not be satisfied at every location in the domain. The calculated strains will also be
constrained to be smooth by the regularization term. The physical and smoothness
constraints should make the recovered strains good enough to be used to reconstruct
the shear modulus distribution with the AWE code.
We will be using the Finite Element Method (FEM) to solve the equations used
to calculate strains. This method allows us to solve problems with arbitrary shaped
domains or non-uniform mesh. Our solution to the displacement estimation problem
will be implemented by creating a new finite element within an in-house FEM code.
We will be using regularization to help us select the solutions that we are inter-
ested in.
1.2.1 Regularization
Regularization is a way to introduce extra information to a problem with many so-
lutions in order to reduce the solution subspace. The extra information is often
implemented by a penalty term that excludes solutions with undesirable characteris-
tics. There are many different types of regularization which can select different types
of characteristics in the solution. Some examples include L2, H
1 semi-norm, and
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total variation diminishing (TVD). Their expressions are given below:
L2 : R(u) =
1
2
∫
Ω
u2 dΩ (1.2)
H1 : R(u) =
1
2
∫
Ω
(∇u)2 dΩ (1.3)
TVD : R(u) =
∫
Ω
|∇u| dΩ (1.4)
where |∇u| means the absolute value of the gradient of u. L2 helps to select solutions
with small values of u, H1 helps to select solutions with small slopes, and TVD helps
to select solutions with a piecewise constant distribution (Richards, 2007). For the
problems we are trying to solve, we seek a piecewise constant modulus distribution,
so we will be using a regularization that is very similar to TVD.
1.2.2 Model Problem
We now discuss some model problems to show the thought process that led to the
derivation of the novel regularization term.
Given u(x) (1D), find xx =
dux
dx
. In discrete terms, this is:
Given u¯j = u(xj) + nj (1.5)
Estimate j =
u¯j+1 − u¯j−1
2∆x
=
uj+1 − uj−1
2∆x︸ ︷︷ ︸
better as ∆x→0
+
nj+1 − nj−1
2∆x︸ ︷︷ ︸
may diverge as ∆x→0
(1.6)
where nj represents noise (Bryan, K., 2011). Equation (1.6) might diverge for ∆x→
0, therefore we add a H1 regularization to constrain large jumps as shown below.
This regularization is also the 1D equilibrium equation for a uniform bar in uniaxial
11
tension. The objective function pi[], with the regularization term, is defined as:
pi =
1
2
∑
j
[(
j − uj+1 − uj−1
2∆x
)2
+
α
2
(
j+1 − j
∆x
)2]
≈ 1
2
∞∫
−∞
(
− du
dx
)2
dx+
α
2
∞∫
−∞
(
d
dx
)2
dx. (1.7)
From equation (1.7), the following Euler-Lagrange equation can derived:
−α d
2
dx2
+  =
du
dx
. (1.8)
Equation (1.8) gives the differential equation that has to be satisfied by the strain
and displacement. This differential equation can be solved by the Green’s function
g(x, y).
Let g(x, y) satisfy:
−αd
2g(x, y)
dx2
+ g(x, y) = δ(x− y) (1.9)
g(x, y) = 0 for |x| =∞ (1.10)
where δ(x− y) = 0 for x 6= y, and ∫∞−∞ δ(x− y)dy = 1.
For x 6= y : −αd
2g
dx2
+ g = 0. (1.11)
The solution of this ordinary differential equation is:
g =

Ae−x/
√
α +Bex/
√
α x > y
Cex/
√
α +De−x/
√
α x < y.
(1.12)
From the condition given in equation (1.10), we realize that B = 0, and D = 0. For
continuity at x=y:
At x = y : g|x=y+0 = g|x=y−0 (1.13)
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therefore, Ae−y/
√
α = Cey/
√
α set= Ao. With this expression, we get:
A = Aoe
y/
√
α (1.14)
C = Aoe
−y/√α. (1.15)
Plugging (1.14), (1.15) into (1.12) yields:
g(x, y) = Aoe
−|x−y|/√α (1.16)
We now integrate equation (1.9) to solve for Ao. The calculation is demonstrated
below:
−α
y+β∫
y−β
d2g
dx2
dx+
y+β∫
y−β
g dx =
y+β∫
y−β
δ(x− y) dx (1.17)
−αdg
dx
∣∣∣∣∣
y+β
y−β
+ 2βg(y, y) = 1. (1.18)
where
∫ y+β
y−β g dy ≈ 2βg(y, y). The reason why this is true is because the g(x, y)
function is continuous when x = y as demonstrated in figure (1·4), and the integral
of the function can be approximated by the rectangular area under the curve.
Plugging (1.16) into (1.18) yields:
−α
[
− Ao√
α
e−β/
√
α − Ao√
α
e−β/
√
α
]
+ 2βg(y, y) = 1 (1.19)
Taking the limit of equation (1.19) as β → 0 yields:
−α
[
− Ao√
α
− Ao√
α
]
= 1 (1.20)
Ao =
1
2
√
α
. (1.21)
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g
yy-β y+β x
Figure 1·4: Geometric representation of integral of g(x, y).
Plugging (1.21) into (1.16) gives:
g(x, y) =
1
2
√
α
e−|x−y|/
√
α. (1.22)
With this g(x, y) function, we get that the solution for equation (1.8) is:
(x) =
∞∫
−∞
g(x, y)u′(y) dy. (1.23)
The g(x, y) function can be interpreted as a filter to help smooth out the strains.
Figure (1·5) shows how this filter works. This figure demonstrates that the width of
the filter is proportional to
√
α, and the height of the filter is proportional to 1
2
√
α
.
The larger the α, the wider the range of values of x over which the Green function
averages resulting in more smoothing of the strains. When α = 0, the filter is a Dirac
delta function with an area of one. Also, when we perform the integration defined
by equation (1.23), and take the limit as α→ 0, we get that (x) ∼ u′(x). Therefore
α acts as a regularization parameter that can be used to regulate how strongly the
equilibrium equation is enforced and how smooth the output strains are.
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g
y x
≈ α½
α-½/2
Figure 1·5: Graph of Green function.
An example is shown to help demonstrate how the Green function processes data.
Special case: u′ =

b x > 0
a x < 0.
(1.24)
Plugging (1.24) into (1.23) gives:
(x) = a
0∫
−∞
g(x, y) dy + b
∞∫
0
g(x, y) dy (1.25)
x < 0 :
∞∫
0
g(x, y) dy =
∞∫
0
1
2
α−1/2e−|y−x|/
√
α dy (1.26)
=
1
2
ex/
√
α (1.27)
0∫
−∞
g(x, y) dy = 1− 1
2
ex/
√
α (1.28)
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u' = a
u' = b
ε(x)
α½
x = 0
x
ε(x) for α = ∞ 
u' 
Figure 1·6: Strain plot for various regularization parameters.
x > 0 :
∞∫
0
g(x, y) dy =
x∫
0
1
2
α−1/2e−|x−y|/
√
α dy
+
∞∫
x
1
2
α−1/2e−|y−x|/
√
α dy (1.29)
= 1− 1
2
e−x/
√
α (1.30)
0∫
−∞
g(x, y) dy =
1
2
e−x/
√
α. (1.31)
Plugging (1.27), (1.28), (1.30), (1.31) into (1.25) yields:
(x) = b

1− 1
2
e−x/
√
α x > 0
1
2
ex/
√
α x < 0
+ a

1
2
e−x/
√
α x > 0
1− 1
2
ex/
√
α x < 0.
(1.32)
For α → ∞, (x) = 1
2
(a + b) ∀ x. A graph of what the strains look like for various
choices of α is shown in figure (1·6).
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Chapter 2
Problem Formulation Without
Compatibility
2.1 Problem Formulation
Given 2D measured displacement um(x, y), for all x ∈ Ω, find the 2D linearized
strain tensor (x, y) such that:
pio[] =
1
2
‖[∇um + (∇um)T − 2]‖2
T
(2.1)
is minimized, and:
∇ ·A = 0 a.e. in Ω (2.2)
where
‖‖2
T
=
∫
Ω
ijTijklkl dΩ (2.3)
A = kkI + . (2.4)
In the above equations um is the measured displacement field, and a.e. means almost
everywhere.
Equation (2.1) may be written explicitly as:
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pio =
1
2
∫
Ω
[(measxx − xx)Txxxx(measxx − xx) + (measxy − xy)2Txyxy(measxy − xy) +
+(measyy − yy)Tyyyy(measyy − yy)] dΩ. (2.5)
In equation (2.5), the weights (Txxxx, Txyxy, Tyyyy) allow us to place more im-
portance on some measured strain components than others. Due to the nature of
ultrasound, only one component of the displacement field can be measured accu-
rately. Hence, measxx (say) is significantly more accurate than 
meas
yy and 
meas
xy . The
weights allow us to use only the accurate component of the displacement field to
calculate the predicted strains. We also use the fact that xy = yx to reduce the
number of unknowns we have in the equation.
To motivate the constraint (2.2), consider a thin sheet made of material that is
isotropic, linearly elastic, and incompressible. We further assume that the deforma-
tion of the material is small and approximately plane stress in character. For this
type of model,  and σ are defined and related as:
ij =
1
2
(∂iuj + ∂jui) (2.6)
σ = −pI + 2µ (2.7)
where ∂i =
∂
∂xi
. For a plane stress deformation:
σzz = −p+ 2µzz = 0. (2.8)
For an incompressible material:
xx + yy + zz = 0. (2.9)
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Plugging (2.9) into (2.8) gives:
p = −2µ(xx + yy). (2.10)
Plugging (2.10) into (2.7) yields:
σ = 2µ(xx + yy)I + 2µ (2.11)
= 2µA (2.12)
where A = kkI +  (k = 1, 2). (2.13)
The equilibrium equation, with no body force, is ∇ · σ = 0, or using (2.12):
∇ · (µA) = 0 in Ω. (2.14)
If µ(x, y) is piecewise constant, then ∇ ·A = 0 a.e. in Ω.
In practice, we shall enforce the constraint (2.2) approximately as a penalty, in
the form of a regularization term. To determine the appropriate form of that term,
consider a continuous µ of the form:
μ
1
Ω
1
μ
2
Ω
2
h
C
Ω
c
Figure 2·1: Sample domain 1.
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µ =

µ1 x ∈ Ω1
µ2 x ∈ Ω2
continuous monotone x ∈ Ωc.
(2.15)
where Ωc = All points within
h
2
from curve C. We assume that |∇µ| ≤ Co
h
for all
x ∈ Ωc. The justification for this assumption is given in Appendix A.
Suppose ∇ · (µA) = 0 everywhere in Ω. Then:
∇ · (µA) =

µ1∇ ·A = 0 x ∈ Ω1
µ2∇ ·A = 0 x ∈ Ω2
µ∇ ·A + A∇µ = 0 x ∈ Ωc
(2.16)
Therefore:
∇ ·A =

0 x ∈ Ω1
0 x ∈ Ω2
O
(
1
h
)
x ∈ Ωc.
(2.17)
In order to form the penalty term, consider:∫
Ω
|∇ ·A|α dΩ =
∫
Ωc
|∇ ·A|α dΩc ≤
∫
Ωc
(
Co
h
)α
dΩc (2.18)
∼ hL(c)
(
Co
h
)α
= L(c)C
α
o h
1−α (as h→ 0) (2.19)
where L(c) is the perimeter of curve C in Figure (2·1).
We see in (2.19) that for piecewise constant µ (i.e. when h → 0),∫
Ω
|∇ ·A|α dΩ = 0 for α < 1. (2.20)
The derivative of the absolute value function is undefined at the origin, so in
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practice we approximate (2.20) as:∫
Ω
|∇ ·A()|α dΩ ≈
∫
Ω
[∇ ·A((k))]2[
[∇ ·A((k−1))]2 + δ
]n dΩ (2.21)
where:
n = 1− α
2
. (2.22)
Note that when δ = 0 and k−1 ≡ k, then 0 < α ≤ 1⇐⇒ 1 > n ≥ 1
2
.
In Equation (2.21), k denotes an iteration counter. As k approaches infinity, 
(k−1)
approaches 
(k)
. In this limit, for δ = 0, the approximation in (2.21) is then exact.
The δ in the denominator is a small numerical constant that prevents the equation
from being undefined when ∇ ·A = 0.
Using (2.21) instead of (2.2), we re-formulate the problem as follows:
Given um(x, y), x ∈ Ω and (k−1) , find (k) that minimizes:
pi[] = pio + piR (2.23)
where:
pi
R
=
αo
2
∫
Ω
[∇ ·A((k))]2[
[∇ ·A((k−1))]2 + δ
]n dΩ. (2.24)
In (2.23), pi
R
acts as a spatially varying regularization term that helps us to
constrain the predicted strains to satisfy the equilibrium equation for plane stress.
It also helps us to smooth out the noise in the predicted strains by penalizing large
jumps in the strain distribution. In Equation (2.24), αo is a constant that helps
regulate how strongly the regularization (penalty) term is enforced. The power n in
the denominator of the regularization term is also a constant that helps us regulate
how strongly the equilibrium equation is enforced.
The way this regularization works can be best explained with figure (2·1). In this
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figure, when µ is constant (i.e. in the background (µ2) and in the inclusion (µ1)),
∇·A((k−1)) will be small meaning that its reciprocal will be large, so the equilibrium
equation will be strongly enforced in these regions. When µ is not constant (i.e. in
Ωc, a thin region along the boundary between the inclusion and the background),
∇·A((k−1)) will be large, meaning that its reciprocal will be small, so the equilibrium
equation will not be strongly enforced. Thus the strains are permitted to change
rapidly there. This spatial regularization thus allows us to enforce the equilibrium
equation everywhere in the domain, except near material interfaces.
2.2 Problem Solution
To solve equation (2.23), we need to minimize it with respect to (w.r.t) k. For this
project, we choose to differentiate the equation first. We then discretize the resulting
partial differential equation with the finite element method (FEM). The order in
which these steps are carried out, differentiation and discretization, is immaterial
here.
To minimize (2.23), we take a directional derivative, defined as:
Dpi : w =
d
dc
∣∣∣∣∣
c=0
pi[+ cw] = 0. (2.25)
where Dpi : w is the gradient of pi with respect to , in the direction of w. The
above equation is set to zero because the gradient of the functional pi is zero at the
minimum.
Equation (2.23) is a big equation that is difficult to write down all at once, so we
solve it in sections. We start by differentiating the regularization term (pi
R
), given in
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equation (2.24). To that end, we write:
pi
R
[] =
1
2
∫
Ω
α(x)(∇ ·A[])2 dΩ (2.26)
where:
α(x) =
αo[
[∇ ·A((k−1))]2 + δ
]n . (2.27)
In index notation, (2.26) becomes:
pi
R
=
1
2
∫
Ω
α(x)Aij,j[]Aik,k[] dΩ (2.28)
where Aij,j =
∂Aij
∂xj
, and:
Aij,j[] = rr,jδij + ij,j (2.29)
= rr,i + ij,j (2.30)
Aik,k[] = pp,i + ik,k (2.31)
(2.30), (2.31) → (2.28):
pi
R
[] =
1
2
∫
Ω
α(x)(rr,i + ij,j)(pp,i + ik,k) dΩ. (2.32)
pi
R
[+cw] =
1
2
∫
Ω
α(x)(rr,i+cwrr,i+ij,j+cwij,j)(pp,i+cwpp,i+ik,k+cwik,k)dΩ (2.33)
∂pi
R
[+ cw]
∂c
=
1
2
∫
Ω
α(x)[(wrr,i + wij,j)(pp,i + cwpp,i + ik,k + cwik,k) +
+ (rr,i + cwrr,i + ij,j + cwij,j)(wpp,i + wik,k)] dΩ (2.34)
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∂pi
R
[+ cw]
∂c
∣∣∣
c=0
=
1
2
∫
Ω
α(x)[(wrr,i+wij,j)(pp,i+ik,k)+(rr,i+ij,j)(wpp,i+wik,k)] dΩ.
(2.35)
since p, j, r, k are repeated in the above expression, they are dummy indices. We
can therefore re-write the expression as:
∂pi
R
∂
[w] =
∫
Ω
α(x)(wpp,i + wik,k)(rr,i + ij,j) dΩ. (2.36)
We choose to discretize the above equation with the finite element method (FEM).
A complete review of this method is given in Appendix B. In order to use this FEM
method, we need to discretize the strains and weights, and we do that with the
following equations:
w ≈
4∑
a=1
waNa(x) and  ≈
4∑
b=1
bNb(x). (2.37)
In the above expression, the strains are the strains for the elements not for the
whole domain. We use quadrilateral elements to discretize the domain, so there are
four nodes in each element. Also, the repeated indices means a sum over all nodes.
Therefore:
4∑
b=1
bNb(x) = 
bNb, (2.38)
so the summation sign is not needed and will often be omitted in the equations that
follow. Also, the shape functions, N(x), have a spatial dependence, x, but the spatial
dependence might be omitted in the equations that follow, and x is a vector with
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components (x, y). Using equation (2.37), equation (2.36) can be re-written as:
∂pi
R
∂
[w] =
∫
Ω
α(x)(wappNa,i + w
a
ikNa,k)(
b
rrNb,i + 
b
ijNb,j) dΩ (2.39)
=
∫
Ω
α(x)wapq[δpqNa,i + δpiδqkNa,k][δrsNb,i + δriδsjNb,j]
b
rs dΩ (2.40)
=
∫
Ω
α(x)wapqB
a
i(pq)B
b
i(rs)
b
rs dΩ. (2.41)
where:
Bi(pq) = δpqNa,i + δpiNa,q (2.42)
Bi(11) = Na,i + δ1iNa,1 (2.43)
Bi(22) = Na,i + δ2iNa,2 (2.44)
Bi(12) +Bi(21) = δ1iNa,2 + δ2iNa,1. (2.45)
from these expressions, we get the following B matrix:
[B] =
 i pq = 11 pq = 22 pq = 12 + 211 2Na,1 Na,1 Na,2
2 Na,2 2Na,2 Na,1
 (2.46)
In index free notation, equation (2.41) becomes:
∂pi
R
∂
[w] =
∫
Ω
α(x)(Ba[wa])T (Bb[b]) dΩ (2.47)
=
∫
Ω
α(x)[wa]T (Ba)T (Bb)[b] dΩ (2.48)
where:
α(x) =
αo[
[ak−1]T (Ba)T (Bb)[
b
k−1] + δ
]n . (2.49)
Equation (2.48) is what we get after we differentiate and discretize pi
R
. Next, we
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need to differentiate and discretize pio:
Dpio : w =
d
dc
∣∣∣∣∣
c=0
pio[+ cw] = F (c) (2.50)
pio[+ cw] =
1
2
∫
Ω
(+ cw − meas) : T(+ cw − meas) dΩ (2.51)
F (c) =
1
2
∫
Ω
[w : T(+cw − meas) + (+cw − meas) : Tw] dΩ(2.52)
since Tijkl = Tklij, we get:
F (c) =
∫
Ω
w : T(− meas) dΩ. (2.53)
Next, we discretize pio using (2.37) and the equation below:
T ≈
4∑
c=1
TcNc(x) and u ≈
4∑
b=1
ubNb(x) (2.54)
Plugging (2.37), (2.54) into (2.53) gives:
∂pio
∂
=
∫
Ω
TcNc
[
bNb − 1
2
(
ubm ⊗∇Nb + (ubm ⊗∇Nb)T
)]
waNa dΩ. (2.55)
In the above equation, um represents the measured displacements.
We are now in a position to minimize and discretize (2.23). We achieve this by
plugging (2.48), (2.55) into (2.23), and we get:
∂pi
∂
=
∫
Ω
TcijklNc(
b
ijNb − 0.5(ub(m)iNb,j + ub(m)jNb,i)waklNa dΩ +
+
∫
Ω
α(x)waklB
a
p(kl)B
b
p(ij)
b
ij dΩ = 0. (2.56)
Re-arranging the equation so that the unknowns are on the left hand side (LHS)
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gives: ∫
Ω
TcijklNc
b
ijNbw
a
klNa dΩ +
∫
Ω
α(x)waklB
a
p(kl)B
b
p(ij)
b
ij dΩ
=
1
2
∫
Ω
TcijklNc
[
ub(m)iNb,j + u
b
(m)jNb,i
]
waklNa dΩ. (2.57)
In the above equation, the “force vector” is everything on the right hand side
(RHS) of the above expression. The stiffness matrix (K
ab
) are the terms that are in
front of the unknown strain vector (). The expression for the unknown strain vector
for each element is:
 =

1
2
3
 = L where
L ij
1 11
2 22
3 12
3 21
. (2.58)
Here 1 and 2 represents the different independent directions in the 2D plane. For
this project, we choose the 1-direction to be the x-direction, and the 2-direction to
be the y-direction.
K
(aij)(bkl)
=
∫
Ω
TcijklNcNbNa dΩ +
∫
Ω
α(x)Bap(kl)B
b
p(ij) dΩ (2.59)
f
akl
=
1
2
∫
Ω
TcijklNc
[
ub(m)iNb,j + u
b
(m)jNb,i
]
Na dΩ. (2.60)
The integrals in the above expressions were evaluated numerically using Gaussian
Quadrature. The formula to implement the Gauss integration rule for a 2D function
is:
1∫
−1
1∫
−1
g(x, y) dxdy ∼=
nint∑
l=i
g(x˜
i
, y˜
i
)W
i
(2.61)
27
where x˜
i
and y˜
i
are the Gauss points where the function is evaluated, and W
i
are
the weights. Also, nint = n
(x)
intn
(y)
int where n
(x)
int and n
(y)
int are the number of integration
points used in each direction. The number of integration points in both directions
are normally equal (Hughes, 2000).
The Gauss integration formula is one of the most efficient. The weights and the
location of the Gauss points have been optimized to give the best accuracy possible
in 1D. With nint integration points, the formula can integrate a polynomial of order
2nint − 1 exactly (Hughes, 2000).
In order to determine the right number of Gauss points to use, you want the accu-
racy offered by the integration formula to be larger than the order of the polynomial
in the stiffness matrix. The order of the stiffness matrix is:
O(NcNbNa) = 3p (2.62)
O([B]T [B]) = 2(p− 1), (2.63)
where p is the highest order of the complete polynomial in the shape functions. Since
3p > 2(p− 1), we will take the order of the stiffness matrix to be 3p. So we want:
2n− 1 ≥ 3p (2.64)
n ≥ 3p+ 1
2
(2.65)
From Appendix equation (B.7), we see that the order of the shape functions is p
= 1. Therefore we need at least 2 Gauss points per direction to get accurate inte-
grations. Choosing more Gauss points will significantly increase the computational
cost without offering a significant improvement to accuracy.
A finite element was implemented within an in-house FEM code to perform the
integrations for equations (2.59) and (2.60). All this element does is calculate the
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element stiffness matrix and the right hand side force vector for each element in the
domain. The element stiffness matrices and the right hand side force vectors are
assembled into a global stiffness matrix and a global right hand side force vector to
get the equation:
K
AB
d
B
= F
A
. (2.66)
Here the capital letters are used to refer to the global degree of freedom (dof)
numbers. This global matrix equation is then solved for the unknown strains (d) in
the domain (Ω).
2.3 Numerical Experiments
To test the new finite element, a simulated example was created. In this simulated
experiment, there is an elastic sheet with a circular inclusion in the middle. The
circular inclusion is perfectly bounded to the sheet. The sheet is subjected to trac-
tions on both sides as demonstrated in the figure (2·2). This example has a piecewise
constant shear modulus distribution. The plane stress equations of elasticity are
perfectly satisfied in every part of the domain.
The formulas used to evaluate the displacements for this simulated example were
derived in (Honein, 1990). According to (Honein, 1990), the solution to the inclusion
problem can be expressed in terms of the complex potentials, φ(z) and ψ(z), for
an infinite sheet with no inclusion subjected to the same loading. The complex
potentials for the sheet with no inclusion are:
φ(z) =
σoz
4
and ψ(z) = −σoz
2
(2.67)
where σo represents the load applied on both sides of the plane. The equations used
to relate the solution of the inclusion problem to the solution of the problem with no
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Figure 2·2: Circular inclusion bounded to elastic plane under uniaxial
tension (Honein, 1990).
inclusion are given below:
φ
I
(z) = (1− α)φ(z) + (α− γ)φ′(0)z (2.68)
ψ
I
(z) = (1− α)ψ(z) + (α− β)f(z) (2.69)
φ
B
(z) = φ(z)− βfˆ(z) (2.70)
ψ
B
(z) = ψ(z)− αφ̂(z)− βa
4
z3
f̂ ′(z) + (α− 2γ)a
2
z
φ′(0) (2.71)
where I represents the inclusion region, and B represents the background (the region
outside the inclusion) as demonstrated in figure (2·2). The quantity a is the radius
of the inclusion, and f(z) is given by the expression below:
f(z) = ψ(z) +
a2
z3
[φ′(z)− φ′(0)]. (2.72)
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f̂(z) can be calculated from Equation (2.72) using:
f̂(z) = f
(
a2
z
)
. (2.73)
α, β, and γ are given by the expressions below:
α =
µ
B
κ
I
− µ
I
κ
B
µ
I
+ µ
B
κ
I
(2.74)
β =
µ
B
− µ
I
µ
B
+ µ
I
κ
B
(2.75)
γ =
µ
B
(κ
I
− 1)− µ
I
(κ
B
− 1)
2µ
I
+ µ
B
(κ
I
− 1) . (2.76)
For this project, we are interested in plane stress deformations. For this type of
deformation, κ is given by:
κ =
3− ν
1 + ν
(plane stress). (2.77)
We calculated the displacement in both the inclusion and the background by
plugging the appropriate φ’s and ψ’s into the following displacement formula:
2µ(u1 + iu2) = κφ(z)− zφ′(z)− ψ(z). (2.78)
For the inclusion, the appropriate φ is obtained by plugging (2.67) into (2.68):
φ
I
(z) =
σoz
4
(1− γ). (2.79)
The appropriate ψ is obtained by plugging (2.67), (2.72) into (2.69):
ψ
I
(z) =
σoz
2
(β − 1). (2.80)
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For the background, we first calculate f̂(z) by plugging (2.67), (2.72) into (2.73):
f̂(z) = −Ta
2
2z
. (2.81)
We then get φ
B
by plugging (2.67), (2.81) into (2.70):
φ
B
=
T
4
(
z +
2βa2
z
)
. (2.82)
Further plugging (2.67), (2.81) into (2.71) yields:
ψ
B
= −T
2
(
z +
γa2
z
− βa
4
z3
)
. (2.83)
A matlab function called displ.m was created to evaluate the displacements.
This function takes the x and y coordinates of the 2D domain where the displace-
ments are to be calculated as its input, and returns the x and y component of the
displacement field. In the function, the traction was σo = 6 × 10−2, and the shear
modulus were defined as: µ
I
= 3, µ
B
= 1. The Poisson ratio was set to ν = 0.5
because we are interested in an incompressible example since we made the incom-
pressiblity assumption while deriving the regularization term pi
R
. The radius of the
inclusion was set to a = 0.25.
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Figure 2·3: Exact displacement field with no noise.
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Another matlab script was written to define the domain where the displacements
are to be evaluated and to call the displ.m function to evaluate the displacements. In
this script, a square domain with size 1× 1 was defined and discretized into 50× 50
elements in the x and y directions. The script calculates the x and y coordinates of
each of the 2601 nodes in the domain, and calls the displ.m function to evaluate the
displacement at each node. The script stores the numerical values of the displace-
ments at each node in a file called displacement.in. A plot of the displacements is
shown in figure (2·3).
The displacement field was processed with the gradient function in matlab. The
output strains from the matlab calculations are shown in figure (2·4). These strains
serve as the reference to which the strains from the FE code are compared.
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Figure 2·4: Exact noiseless strains calculated with MATLAB.
The displacement field was processed with the FE code to test the code. Multiple
tests with different parameters were run. We did five iterations for each test to
make sure that the strains converge. For the first test, we wanted to find out if
the FE code can recover the reference strains using the correct displacement field.
We therefore set all the weights (Txx, Tyy, Txy) to 1 for this test. We also used the
following parameters: δ = 1× 10−8, α = 1× 10−6, n = 0.5. The recovered strains for
the test are displayed in figure (2·5).
From these plots, we see that the FE code was able to accurately calculate the
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Figure 2·5: Strains calculated with FE code: Txx = Tyy = Txy = 1.
strains. The size and location of the inclusion seems correct, and the values of the
actual strains in the background and inclusion looks correct. Also, the range of the
strain values depicted by the colorbar were quite similar.
We also plotted horizontal and vertical lines through the center of the strain
images. The axial line plots are displayed in figure (2·6). From these plots, we see
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Figure 2·6: Axial line plots for strain images: Txx = Tyy = Txy = 1.
that all components of the strains coincide almost perfectly. Only the xy strains
are slightly off. We note that the dominant error in the shear strain occurs at the
inclusion interface. There, the strains change too rapidly to be accurately captured
on the FE mesh. The plot therefore demonstrates that the strains values are accurate
at the center line.
To quantify the global accuracy of the strain values over all the domain, we
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calculated a L2 norm with the following formula:
error =
||tij − ij||
||tij||
. (2.84)
Here tij was taken to be the matlab strains, and ij was the strains produced by the
FE code. Using the formula, we got a norm of about 1.3% for the xx strains, 1.4% for
the yy strains, and 9.8% for the xy strains. These numbers therefore demonstrate
quantitatively that we can accurately recover correct strains from the FE code if we
use correct displacements as an input.
Next, we tried another computational experiment in which we set Txy = Tyy = 0,
and Txx = 1. The other parameters, α, δ, and n, remained the same. These weights
effectively force the FE code to calculate the strains in the domain using only the
ux displacement component. The way the code will perform this calculation is to
use the strain matching term (pio) to calculate the xx component and to use the
regularization term (pi
R
) to calculate the derivatives of all other strain components.
pi
R
will also constrain xx to satisfy the equilibrium equation. This computational
experiment therefore simulates ultrasound measured displacements in which only
one component of the displacement field is measured accurately. The limitations of
the simulation is that the other component of the displacement is assumed to be
completely unknown, and also the accurate component of displacement has no noise
in it. This experiment should, however, give us an idea of how the FE code will
perform with real measured data.
The strain estimates we get from this experiment are displayed in figure (2·7).
From this figure, we see that the yy, xy strain images differ from the reference values
both quantitatively and qualitatively. The shape and the location of the inclusion
in both images seems to be correct, but the strains in the background region seem
wrong. For both strain images, there seem to be pronounced strain artifacts on the
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Figure 2·7: Strains calculated with FE code: Txx = 1, Tyy = Txy = 0.
top and bottom of the inclusion. The colorbar for the yy strain image also shows
that it contains a lot of positive strain values whereas yy is negative in the reference
solution. These strain estimates do not make physical sense because the plane is
being compressed in the y-direction.
We made axial line plots through the strain images for each of the strain compo-
nents. These plots are depicted in figure (2·8). The plots show us the only the xx
strain component gives correct values along the center line. We therefore used equa-
tion (2.84) to quantitatively check the accuracy of the strains all over the domain.
The norm for some of the strain components did not converge so we will report the
norm for the first and last iterations. For the first iteration, we got a norm of about
5.7% for the xx component, 171% for the yy component, and 421% for the xy com-
ponent. For the fifth iteration, we got a norm of about 1.4% for the xx component,
243% for the yy component, and 695% for the xy component. This second compu-
tational experiment therefore demonstrates that this formulation fails to accurately
recover the whole strain field when only one component is known accurately.
So far we have been checking if the recovered strains correspond to the reference
strains calculated with matlab. This method of checking does not tell us why the
strains do not match when we reduce the weights or if the strains we are getting are
correct. In order to find out why the strains start to deviate, we use the compatibility
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Figure 2·8: Axial line plots for strain images: Txx = 1, Tyy = Txy = 0.
equations. The compatibility equation in 2D is given by the expression below (Atkin
and Fox, 2005):
xx,yy + yy,xx = 2xy,xy. (2.85)
If this equation is satisfied, then it guarantees that there exists a displacement field
ux(x, y) and uy(x, y) such that:
ux,x = xx, uy,y = yy, ux,y + uy,x = 2xy (2.86)
This means that if we integrate the strains, we should be able to get the displacements
that we started with. To check if the compatibility equation is satisfied, we did not
use equation (2.85). We used a slightly different equation, and we show the derivation
of that equation below:
2xy = ux,y + uy,x (2.87)
2xy − ux,y = uy,x (2.88)
(2xy − ux,y),y = uy,xy (2.89)
(2xy − ux,y),y − yy,x = η. (2.90)
In (2.90), η is introduced as a measure of incompatibility. Setting η = 0 in (2.90),
and taking its derivative with respect to x, we see that it is the same as equation
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(2.85). Therefore by knowing ux, xy, and yy, we can use equation (2.90) to check
that the strains from the FE code satisfy the compatibility equation.
The compatibility equation was checked for each of the numerical experiments
performed. To that end, we define the incompatibility as η. We evaluate |η| pointwise
within the domain.
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Figure 2·9: Compatibility plot for the two numerical experiments. (a)
Perfect input displacement data: Txx = Tyy = Txy = 1, (b) Incomplete
displacement input: Txx = 1, Tyy = Txy = 0.
Figure 2·9(a) corresponds to the case when perfect displacement data is input
into the FE code. This figure demonstrates that most of the values in the domain
are between 0.01 and 0.02 which, given our mesh size of 0.02, may be neglected as
do to discretization error. This means that the compatibility equation is satisfied
almost everywhere in the domain except at the boundary between the inclusion and
the background. Figure 2·9(b) is a plot for the numerical experiment with incomplete
input displacements. Except for the inclusion and in some parts of the background,
the values in the domain are larger than 0.1. This number is quite large in comparison
to our baseline case, so the compatibility equation is not satisfied in this example.
To get a better understanding of how well the compatibility equation is satis-
fied for each numerical experiment, we calculated a L2 norm. The formula used to
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Txx Tyy Txy ||η||
1 1 1 0.013
1 10−1 10−1 0.011
1 10−2 10−2 0.021
1 10−3 10−3 0.061
1 10−4 10−4 0.133
1 10−5 10−5 0.200
1 10−8 10−8 0.200
1 0 0 0.200
Table 2.1: Compatibility results using various weights.
calculate this norm is derived below:
||η|| =
√√√√∫
Ω
η2 dΩ (2.91)
where η is the compatibility residual which we get by evaluating equation (2.90).
∫
Ω
η2 dΩ =
Nel∑
n=1
∫
Ωel(n)
η2dΩ ≈
Nel∑
n=1
η2(n)Ωe(n) (2.92)
= η
ij
η
ij
Ωe (2.93)
=
η
ij
η
ij
2500
= ||η||2 (2.94)
In the above equation, the area of each element in the domain is
(
1
50
)2
because we
used a 1×1 domain discretized into 50 elements in both the x and y directions. With
equation (2.94), we get ||η|| = 1.29% for the first computational experiment with
perfect input displacements, and ||η|| = 20.0% for the other experiment with incom-
plete input displacements. ||η|| is not expected to be zero because the compatibility
equation is not satisfied in the boundary between the inclusion and the background.
It is expected to be small, however, so the value obtained for the first computational
experiment is reasonable, and this value will be used as a reference to determine how
well the compatibility equation is satisfied.
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We also investigated how well the compatibility equation is satisfied as we change
the weights. The results we get from this investigation are displayed in table (2.1).
From this table, we see that the compatibility equation becomes more and more
violated as Tyy and Txy reduces, and the level of violation is maximum when Tyy =
Txy = 10
−5. These results demonstrate that we cannot use this formulation to
calculate correct strains if we use weights that are too small. When the weights for
some of the strain components are small, the FE code constrains the corresponding
strains with small weights to satisfy the equilibrium equation, but the strains are not
forced to come from a single valued continuous displacement field. This formulation
will therefore not work on real measured data where we would wish to use small
weights to exclude the strain components calculated from the imprecisely measured
displacement component.
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Chapter 3
Problem Formulation With Compatibility
3.1 Problem Formulation
We showed that the previous formulation failed to produce realistic (i.e. compatible)
strain fields. In this section, we re-formulate the problem to ensure that we get
strains that satisfy the compatibility equations. The re-formulated problem is now:
Given 2D measured displacement um(x, y), for all x ∈ Ω, find the 2D displace-
ment vector u(x, y), and the 2D linearized strain tensor (x, y) such that:
pio[u] =
1
2
||(um − u)||2
T
=
1
2
∫
Ω
(um − u) ·T(um − u) dΩ (3.1)
is minimized, and:
 = ∇su (3.2)
and:
∇ ·A = 0 a.e. in Ω. (3.3)
With diagonal T, equation (3.1) may be written explicitly as:
pio[u] =
1
2
∫
Ω
[Txx(u(m)x − ux)2 + Tyy(u(m)y − uy)2] dΩ. (3.4)
In equation (3.4), the weights (Txx, Tyy) allow us to place more importance on
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the accurate component of the measured displacement field (um) while calculating
the predicted displacement (u) and strains in the domain.
From equations (3.1), (3.2), and (3.3), we get the following constrained minimiza-
tion problem:
pi[u, ] = pio + piC + piR (3.5)
where:
pi
C
=
β
2
∫
Ω
(−∇su)2 dΩ (3.6)
and:
pi
R
=
αo
2
∫
Ω
[∇ ·A((k))]2[
[∇ ·A((k−1))]2 + δ
]n dΩ. (3.7)
As mentioned above, the main goal we are trying to achieve is to calculate smooth
strains from the measured displacements that satisfy the equilibrium and compati-
bility equations. To that end, we re-formulated the problem to minimize equation
(3.5). In this equation, there is a displacement matching term (pio), a compatibility
term (pi
C
), and a regularization term (pi
R
). pio calculates a predicted displacement
from the measured displacements by minimizing the difference between the two. pi
C
calculates the strains from the predicted displacements and thus constrains the calcu-
lated strains to satisfy the compatibility equation. The constant β is used to enforce
how strongly the strain-displacement relation is satisfied. Hence, β is taken to be
large. pi
R
constrains the calculated strains to be smooth (less noisy) and to satisfy
the equilibrium equation for plane stress. αo is the constant used to regulate how
strongly the regularization term is enforced.
pi
C
was derived from equation (3.2), and pi
R
was derived from equation (3.3). A
detailed explanation of how pi
R
was derived is also given in section (2.1).
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3.2 Problem Solution
Equation (3.5) was solved by minimizing it w.r.t. the two unknown field variables
(, u) and discretizing it with the finite element method (FEM). Since the equation is
a function of two field variables, we differentiate it w.r.t. to each variable separately.
We start by differentiating it w.r.t. u.
To minimize (3.5) w.r.t. u, we take a directional derivative defined as follows:
Dupi · v =
d
dc
∣∣∣∣∣
c=0
pi[u+ cv, ] = 0. (3.8)
Let pi1 = pio + pic. Then:
pi1 [u+ cv, ] =
1
2
∫
Ω
T(u+ cv − um)2 dΩ + β
2
∫
Ω
[−∇s(u+ cv)]2 dΩ (3.9)
∂pi1 [u+ cv, ]
∂c
=
∫
Ω
T(u+ cv − um)v dΩ + β
∫
Ω
[−∇s(u+ cv)] (−∇sv) dΩ
(3.10)
∂pi1 [u+ cv, ]
∂c
∣∣∣
c=0
=
∫
Ω
T(u− um)v dΩ− β
∫
Ω
[−∇su] (∇sv) dΩ = 0 (3.11)
In index notation, equation (3.11) becomes:∫
Ω
Tij(ui − u(m)i)vj dΩ = β
2
∫
Ω
[
ij − 1
2
(ui,j + uj,i)
]
(vi,j + vj,i) dΩ. (3.12)
Since i and j are repeated in the above expression, and ij = ji, then:∫
Ω
[
ij − 1
2
(ui,j + uj,i)
]
vi,j dΩ =
∫
Ω
[
ij − 1
2
(ui,j + uj,i)
]
vj,i dΩ (3.13)
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therefore:
∂pi1
∂u
[v] =
∂pi
∂u
[v] =
∫
Ω
T(u− um)v dΩ− β
∫
Ω
[−∇su] (∇v) dΩ. (3.14)
The Euler-Lagrange equations for equation (3.14) were derived by integrating it
by parts. These equations give the conditions that have to be satisfied throughout
the domain, and also the natural boundary conditions. The results of the derivation
are:
ijnj =
1
2
(ui,j + uj,i)nj x ∈ Γ (3.15)
and
ui,jj + uj,ij − 2
β
Tijuj = 2ij,j − 2
β
Tiju(m)j (3.16)
where Γ is the boundary of the domain, and Ω is the interior of the domain. From
the above equations, we see that the strain displacement relation has to be satisfied
on the boundary of the domain. The displacement matching term and the divergence
of the strain displacement relation has to be satisfied in the domain.
We solve equation (3.14) with the FEM by discretizing it with the following shape
functions:
v ≈
4∑
a=1
vaNa(x) u ≈
4∑
b=1
ubNb(x)  ≈
4∑
b=1
bNb(x) T =
4∑
c=1
TcNc(x).
(3.17)
Plugging (3.17) into (3.14) yields:
∂pi
∂u
[v] =
∫
Ω
T cijMc(u
b
jNb − ub(m)jNb)vaiNa dΩ− β
∫
Ω
bijNbv
a
iNa,j dΩ +
+
β
2
∫
Ω
(ubiNb,j + u
b
jNb,i)v
a
iNa,j dΩ. (3.18)
Next we minimize (3.5) w.r.t. . The minimization and discretization of the pi
R
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has already been done in section (2.2), so the calculation will not be shown explicitly
in this section.
Dpi : w =
d
dc
∣∣∣∣∣
c=0
pi[u, + cw] = 0. (3.19)
pi[u, + cw] =
1
2
∫
Ω
T(u−um)2 dΩ + β
2
∫
Ω
[+ cw −∇su]2 dΩ +pi
R
[+ cw] (3.20)
∂pi[u, + cw]
∂c
= β
∫
Ω
[+ cw −∇su]w dΩ + ∂piR [+ cw]
∂c
(3.21)
∂pi[u, + cw]
∂c
∣∣∣
c=0
= β
∫
Ω
[−∇su]w dΩ + ∂piR [+ cw]
∂c
∣∣∣
c=0
= 0. (3.22)
The Euler-Lagrange equations for equation (3.22) were also derived. The results
of this derivation are:
α(x)[(rr,s + sk,k)nsδij + (rr,i + ik,k)nj] = 0  ∈ Γ (3.23)
and
βij−[α(x)(rr,s + sk,k)],s δij−[α(x)(rr,i + ik,k)],j =
β
2
(ui,j+uj,i) x ∈ Ω (3.24)
where α(x) 6= 0 is given by equation (2.27). From the above equations, we see
that the equilibrium equation has to be satisfied on the boundary of the domain. It
also has to be satisfied in the domain along with the divergence of the equilibrium
equation, and the gradient of the equilibrium equation.
Equation (3.22) is solved with the FEM by discretizing it with the following shape
functions:
w ≈
4∑
a=1
waNa(x) u ≈
4∑
b=1
ubNb(x)  ≈
4∑
b=1
bNb(x). (3.25)
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Plugging (3.25) into (3.22) yields:
∂pi
∂
[w] = β
∫
Ω
[
bijNb −
1
2
(
ubiNb,j + u
b
jNb,i
)]
waijNa dΩ +
∂pi
R
∂
[w]. (3.26)
The stiffness matrix and right hand side force vector were derived from equations
(3.18), and (3.26). Overall, there are five unknowns to be solved for at each node of
the quadrilateral element used to discretize the domain. Equation (3.18) gives two
different equations for the two components of the displacement field, and (3.26) gives
three equations for the three components of strain field.
A new finite element within an in house FEM code was created to evaluate the
element stiffness matrix (Kab), and the right hand side force vector (db). In this
element, the integrals used to calculate Kab and db were evaluated numerically using
Gauss quadrature. Once Kab and db are calculated, they are assembled into a global
stiffness matrix and global right hand side force vector and used to solve for the
unknown displacements and strains.
3.3 Numerical Experiments
The new finite element was tested with the same displacement field shown in figure
(2·3). Multiple tests were performed to determine the strengths and limitations of
the new element. For each test, the following parameters were used: α = 10−5, β = 1,
δ = 10−8, n = 0.5. Ten iterations were performed for each test to allow the strains
to converge.
The first test was performed to determine if the new element works with perfect
input displacement data. For this test, Txx = 10
4, Tyy = 10
4. The output strains
from the finite element (FE) code were compared to the reference strains calculated
with matlab. Images of the reference strains are shown in figure (2·4). Images of
the strains calculated by the FE code at the tenth iteration are shown in figure (3·1).
46
x
y
Reconstructed ε
xx
 
 
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0.01
0.012
0.014
0.016
0.018
0.02
0.022
0.024
x
y
Reconstructed εyy
 
 
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
−12
−11
−10
−9
−8
−7
−6
−5
x 10−3
x
y
Reconstructed: ε
xy
 
 
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
−4
−3
−2
−1
0
1
2
3
4
x 10−3
Figure 3·1: Strains calculated with FE code: Txx = Tyy = 104.
The FE strains seem to match the reference strains qualitatively. The location
and size of the inclusion seems to be accurate, and the range of strains displayed on
the colorbar also seems to be very similar in both images.
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Figure 3·2: Axial line plots for strain images and reconstructed dis-
placement image: Txx = Tyy = 10
4.
Axial line plots were also made to judge the accuracy of the strain and displace-
ment reconstructions. These plots are shown in figure (3·2), where we plot a center
line through the target strains calculated with matlab (called Target Strain in the
legend), the FE strains (called FE strain in the legend), and the strain image field
obtained by using the output displacements from the FE code to calculate strains in
matlab (called GradFEDisp in legend). From these plots, we see that the xy FE
strains do not match the target strains at the interface between the inclusion and
the background. This error is probably due to discretization. We think so because
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when a finer mesh was used, the error did not show up in the reconstructed strains
(results not shown here). The yy FE strains also do not match the target strains
at the edge of the inclusion. This probably happened because the effective regular-
ization at the boundary between the inclusion and the background was too small
therefore allowing the strains at the edges to overshoot the desired contrast. Apart
from these two anomalies, the strains and displacement obtained from the FE code
seem quantitatively accurate along the center line of the image.
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Figure 3·3: L2 norms for the displacements and strains: Txx = Tyy =
104.
In order to assess the accuracy of the strains and displacements throughout the
domain, we calculated a L2 norm. The norm for the strains was calculated with
equation (2.84). The error for the displacements was calculated with the formula
below:
error =
||ut − u||
||ut|| (3.27)
where ut is the target displacement displayed in figure (2·3), and u is the recon-
structed displacement from the FE code.
The calculated norm for each iteration is displayed in figure (3·3). From this
figure we see that the errors for both the strains and the displacements converged
48
to the target values as more and more iterations were performed. For the tenth
iteration, the norm formulas give an error of about 0.72% for xx, 1.1% for yy, and
8.2% for xy strain. For the displacements, a norm of about 0.07% was obtained for
both the ux and the uy displacement component. The results therefore prove that
the spatial regularization term is able to improve the strains and displacements as
more iterations are performed. The results also demonstrate quantitatively that the
output strains and displacements from the FE code are accurate for the case when
perfect displacements are used as inputs.
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Figure 3·4: Image of the spatial regularization term: Txx = Tyy = 104.
A plot of the denominator of the regularization term (pi
R
) is shown in figure (3·4).
This figure shows the plot of the following expression: log10(
(∇ ·A[k−1])2). This
figure demonstrates that ∇ · A is approximately zero almost everywhere except at
the boundary between the inclusion and the background as expected.
The output strains from the FE code for the tenth iteration were processed with
the direct inversion code (AWE) in order to calculate the shear modulus distribution.
A brief description of how this algorithm works is given in section (4.2.2). The shear
modulus estimates from the AWE code are displayed in figure (3·5). The two shear
modulus plots in this figure are both the the same. The only difference between
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Figure 3·5: Shear modulus reconstructions: Txx = Tyy = 104.
them is the direction of the line plots through the inclusion. From the figure, we can
clearly identify a stiff circular inclusion in an homogeneous background. The shape,
size, and geometry of the inclusion seem to be correct. The shear modulus value in
the background is also correct. The shear modulus in the inclusion is not correct,
however, because the inclusion was not homogeneous in the vertical direction. There
seems to be horizontal stripe artifacts parallel to the direction of the applied load.
This artifact is probably due to the fact that a uniaxial deformation was applied to
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the domain in the lateral direction. If there is an error in the measurements in the
horizontal direction, there is no information propagating in the vertical direction to
fix it. The AWE code does not work well for cases where the deformation is approx-
imately uniaxial as discussed in (Albocher et al., 2009). Even with this artifact, the
minimum value of the shear modulus in the inclusion was about 2.8, which is quite
close to the reference value of 3.
For the next computational experiment, we ran the FE code using Tyy = 10
−9 and
Txx = 10
4. All the other parameters were unchanged from the first experiment. We
did this to determine if the FE code can still calculate accurate strains that satisfy
the compatibility equations if the weights for one of the displacement components is
small. The results of this experiment will help us determine if the code will have a
chance of dealing real measured data.
The strain estimates we get for the second computational experiment are dis-
played in figure (3·6). These strains were gotten after the fifth iteration. The strains
seem to be correct qualitatively. The shape, size, and location of the inclusion seem
correct. Even the range of the strains displayed on the colorbar matches the range
displayed on the colorbar for the target strains which are shown in figure (2·4).
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Figure 3·6: Strains calculated with FE code: Txx = 104, Tyy = 10−9.
An axial line plot was also created to evaluate the accuracy of the strains and
predicted displacements. This plot is depicted in figure (3·7). This plot shows that
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the xx strains are very accurate, but the xy and yy strains are slightly different from
the target strains at the edge of the background and at the interface between the in-
clusion and the background. These errors might be partly due to discretization error.
Similar errors are seen for the differentiated predicted displacements. These errors
do not seem to significantly cause the FE strains and differentiated displacements to
deviate from the target strains, so the FE strains and integrated displacements seem
quite accurate at the center line of the image.
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Figure 3·7: Axial line plots for strain images and reconstructed dis-
placement image: Txx = 10
4, Tyy = 10
−9.
The L2 norm of the strains and displacements were also calculated with equation
(3.27) and equation (2.84). A norm of 0.45% was calculated for xx, 2.94% for yy,
14.9% for xy, 0.071% for ux, and 1.28% for uy. These errors are commensurate with
the previous baseline. Considering the mesh size of h = 0.02, an error of a few percent
is reasonable.
The compatibility equation was checked for the strains calculated in the first and
second computational experiments using equation (2.90). A plot of |η| is depicted
in figure (3·8). The colorbar shows that most of the values in the domain for both
images are less than 0.01. The compatibility equation therefore seems to be satis-
fied almost everywhere in both computational experiments. A L2 norm (||η||) was
calculated using equation (2.94). With this equation we get ||η|| = 0.880% for the
first computational experiment (figure (3·8)a), and ||η|| = 0.791% for the second
52
computational experiment (figure (3·8)b). These numbers are quite small relative to
the mesh size meaning that the compatibility equation is satisfied in the domain.
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Figure 3·8: Compatibility plot for the two numerical experiments.
(a) Perfect input displacement data: Txx = Tyy = 10
4, (b) Incomplete
displacement input: Txx = 10
4, Tyy = 10
−9.
The compatibility equation was also evaluated for various experiments in which
the Tyy weights were varied. The values for all other parameters remained unchanged
from the first two computational experiments. The strains used for the compatibility
calculations were obtained after the fifth iteration. The results of this experiment are
displayed in table (3.1). The norms displayed on this table consistently demonstrate
quantitatively that the compatibility equation is satisfied for whatever weight is used
to evaluate the displacements. The new processing method is therefore capable of
using only one component of a 2D displacement field to calculate strains that satisfy
the equilibrium and compatibility equations.
A final computational experiment was performed with the FE code to evaluate
how well it can deal with noise. For this experiment, noise was added to the uy
component of the displacement field, and the ux component was left unchanged. The
probability density function of the noise added to the displacement field is given by
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Txx Tyy ||η||
104 104 8.80× 10−3
104 102 7.91× 10−3
104 100 7.88× 10−3
104 10−2 7.91× 10−3
104 10−4 7.91× 10−3
104 10−6 7.91× 10−3
104 10−9 7.91× 10−3
104 0 7.91× 10−3
Table 3.1: Compatibility residual for various weights.
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Figure 3·9: Displacement field corrupted with noise.
(The MathWorks, Inc., 1984):
f(x|µ, σ) = 1
σ
√
2pi
e
−(x−µ)2
2σ2 . (3.28)
Here µ is the mean, and σ is the standard deviation. For this experiment, µ = 0,
σ = 0.5. The function was evaluated for each node and every time it was evaluated,
a random value was chosen from the normal distribution and added to the uy dis-
placement at the node. A plot of both the x and y displacement fields used for the
experiment is shown in figure (3·9).
This displacement field was differentiated with matlab to obtain the strains
displayed in figure (3·10). As expected, only the xx strain field depicts strains
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that look accurate qualitatively. For the other strain components, the inclusion was
completely obscured by noise.
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Figure 3·10: Strain field calculated with MATLAB.
The displacement field was also processed with the FE code. For this processing,
the following parameters were used: Txx = 10
4, Tyy = 10
−9. The other parameters
remained the same as the ones used in the other experiments. Five iterations were
performed to allow the strains to converge. The strains from the FE code are dis-
played in figure (3·11). The strain fields seem very accurate in comparison to the
target strains calculated with matlab using the noiseless displacement field. These
perfect strains are displayed in figure (2·4). The inclusion’s size and shape seem to
match well. The range of values displayed on the colorbar of both images also seem
to match closely.
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Figure 3·11: Strains calculated with FE code: Txx = 104, Tyy = 10−9.
Axial line plots shown in figure (3·12) show that the xx FE strain and the strain
calculated from the predicted ux displacement match the target strain closely. The
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yy and xy strains also seem to match well with the target strains everywhere except
at the boundaries of the image, the boundary between the inclusion and the back-
ground, and inside the inclusion. The line plots therefore show that the strains and
displacements are pretty accurate at the centerline of the image.
To check the accuracy of the strains throughout the domain, the L2 norms were
calculated with equation (2.84). The results of the calculation are shown in figure
(3·13). The results demonstrate that the FE strains converged to the target strains
obtained for the noiseless strains. At the fifth iteration, an error of 0.53% was gotten
for xx, 2.13% for yy, and 13.7% for xy.
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Figure 3·12: Axial line plots for strain images and reconstructed
displacement image: Txx = 10
4, Tyy = 10
−9.
The FE code was also able to fix the uy displacement as demonstrated by figure
(3·14), and the grad FE disp line plot shown in figure (3·12). The reconstructed uy
displacements match the target displacements very closely at the center line, and
the noise has been smoothed out of the output displacements. A L2 norm was also
calculated for the displacements using equation (3.27) and the results are displayed
in figure (3·13). The figure shows that norms for the displacements also converged.
For the fifth iteration an error of 0.07% was calculated for ux, and 1.68% for uy. The
errors can therefore be discounted as discretization error.
In figure (3·12), the derivatives of the input displacement, uy, are not plotted
because they are too noisy. Axial line plots that include the noisy input strain
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Figure 3·13: L2 norms for the displacements and strains: Txx = 104,
Tyy = 10
−9.
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Figure 3·14: Axial line plots for uy displacement images: Txx = 104,
Tyy = 10
−9.
components are shown in figure (3·15). These plots demonstrate that the noise input
are basically large frequency jumps that prevent one from seeing the contrast in
strains between the inclusion and the background. The regularization added to the
FE code is able to smooth out these large frequency jumps and only allow the small
frequency jumps to remain. This is one of the reasons why the strains output by the
FE code are smooth. The fact that large weights were used to place more importance
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Figure 3·15: Axial line plots showing noisy matlab strains and FE
strains: Txx = 10
4, Tyy = 10
−9. Input strain curves present the direct
finite difference evaluation of the derivative of input displacements.
on the accurate and precise component of the displacement field is another reason
why smooth strains were output from the FE code.
The output strains from the FE code were used as inputs to the direct inversion
code to calculate the shear modulus distribution in the domain. The estimated shear
modulus is depicted in figure (3·16). From this figure, we see that the location,
size, and shape of the inclusion were reconstructed accurately. The shear modulus
in the background was also reconstructed accurately. The inclusion contained stripe
artifacts parallel to the direction of the applied load. This artifact is probably due to
the uniaxial load applied to the domain. The shear modulus values in the inclusion
also had a slight downward slope in the horizontal (x) direction. This artifact is
probably due to the noise added to the uy component of the displacement field. We
also notice a green strip around the inclusion where the shear modulus is not quite
correct. This probably happened because the finite elements are not fine enough to
capture the rapid change in the modulus values in this region. Even with all the
artifacts, and the noisy inputs, the lowest shear modulus value in the inclusion was
still about 2.7, which is quite close to the reference value of 3. The fact that the strain
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fields were regularized is also responsible for the reduction of the shear modulus value
in the inclusion.
Figure 3·16: Shear modulus reconstructions: Txx = 104, Tyy = 10−9.
3.3.1 Biaxial Tension Test
To verify that the uniaxial deformation is responsible for the striped artifacts and not
our processing method, a new simulation example was created. For this simulation,
a plane with a circular inclusion perfectly bounded to it was subjected to biaxial
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Figure 3·17: Circular inclusion bounded to elastic plane under biaxial
tension.
tension as demonstrated in figure (3·17). The complex potentials describing this
type of loading for a plane with no inclusion are:
φ(z) =
σoz
2
and ψ(z) = 0 (3.29)
where σo is the applied load on all four sides of the plane. These complex potentials
can be used to derive the complex potential for a plane with an inclusion subjected
to the same loading as described in section (2.3). In that section, the procedure to
derive the displacement field from the complex potentials was also outlined, and the
same procedure was followed here. For this derivation, the applied traction on all
four sides was σo = 6×10−2, and the shear modulus in the inclusion and background
were µ
I
= 3, µ
I
= 1, respectively. The Poisson’s ratio was ν = 0.5, and the radius of
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the inclusion was a = 0.25.
The displacement field was calculated on a square domain with a size of 1 × 1.
The domain was discretized to 50 × 50 elements in the x and y directions, and the
displacements were evaluated at every node of each element. Once the displacements
were gotten, they were processed with the new FE code that implements the formula-
tion with compatibility to calculate strains. The parameters used for the processing
were: Txx = 10
4, Tyy = 10
4. The other parameters were the same as the one used for
the previous experiments described in this section. The strains output after the third
iteration were used in the AWE code to calculate the shear modulus distribution in
the domain. The modulus distribution is displayed in figure (3·18). The two modulus
plots shown in this figure are the same. The only difference between them is the di-
rection of the axial line plots passing through the inclusion. The line plots show that
the inclusion is homogeneous. The correct shear modulus value was also recovered in
the inclusion and in the background. This result therefore conclusively demonstrates
that the uniaxial deformation applied to the domain is responsible for the striped
artifacts noticed in the reconstructions. The result also shows that the new process-
ing method is capable of recovering the correct shear modulus values throughout the
domain from perfect deformation data obtained from materials loaded biaxially.
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Figure 3·18: Shear modulus reconstruction for biaxial tension test:
Txx = 10
4, Tyy = 10
4.
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Chapter 4
Phantom Experiments
In this chapter, we test the new formulation with compatibility on measured data.
The main objective of this test is to see if we can get accurate smooth strains that can
be input into a direct inversion code to accurately reconstruct the material parameters
of an object. The input data used to perform this test was the displacement field
measured within a gelatin phantom under uniaxial compression as described in (Dord
et al., 2012). The strain fields from the new formulation will be processed with the
direct inversion AWE code to calculate the shear modulus of the phantom (Albocher
et al., 2009). A more detailed description of how these steps are executed is given
below.
4.1 Experimental Methods
The data used here was collected and processed by our colleagues at the University
of Wisconsin. Here, for completeness of presentation, we describe the data collection
procedure.
4.1.1 Phantom Description
The phantom was manufactured to have the acoustic and mechanical properties of
soft tissue using methods described in (Pavan et al., 2010). The materials used to
make the phantom were agar and gelatin. Gelatin gives the phantom linear elastic
properties, and agar gives the phantom non-linear elastic properties (Hall et al.,
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Figure 4·1: Phantom image. (a) Exploded view of phantom (b) As-
sembled phantom (Dord et al., 2012).
1997). The phantom was a 100mm cube containing four spherical inclusions as shown
in figure (4·1). The inclusion centers are coplanar. Each of the spherical inclusions
has a diameter of 10mm, and they are separated by 30mm center to center distance.
The centers of the inclusions are also 35mm away from the bottom and lateral sides
of the phantom. Each of the inclusions has different material properties. Also the
background region above the inclusion was slightly stiffer than the background region
below the inclusion (the region 35mm away from the bottom) (Dord et al., 2012).
4.1.2 Reference Material Properties
Cylindrical samples, made of the same material as the phantom, were constructed to
help measure the stress strain relationship of the phantom material. This measure-
ment was performed with the EnduraTEC ELF 3200 (Bose-Endura TEC Systems
Corporation, Minnetonka, MA, USA). The samples were loaded with a 1kg load cell
and Teflon R© platens bigger than the surface of the sample. This large platens allowed
the samples to be loaded uniaxially in compression. The platens were lubricated with
oil. Oil was also used as a medium to store the phantoms while they were not being
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tested so as to prevent water loss (Dord et al., 2012). The force-displacement rela-
tionship was measured after the samples were loaded, and the measurements were
fitted to a Veronda-Westmann model to help estimate the material properties of the
sample (Pavan et al., 2010).
4.1.3 Phantom Imaging
The phantom was imaged with a Siemens SONOLINE Antares (Siemens Medical
Solutions USA, Inc, Malvern, PA) clinical ultrasound system. This system has a
linear ultrasound transducer (Siemens VFX9-4) which was pulsed at 8.89MHz (Dord
et al., 2012). This system was used to image a 2D plane passing through each of the
inclusions individually. Four 2D planes (referred to as targets 1 - 4) corresponding
to each inclusion were imaged this way. Each 2D plane had a height of about 46mm
and a width of 28mm. A 15cm × 15cm compression plate, much larger than the
phantom surface, was attached to the ultrasound transducer to help generate uniax-
ial deformation of the phantom (Dord et al., 2012). The phantom was first imaged
before any deformation was applied, and it was imaged after every 0.5% strain de-
formation up until a total strain of 20% with respect to the phantom’s height. This
multi-step compression technique was used to help reduce signal decorrelation, which
becomes significant during large deformations (Varghese and Ophir, 1996). During
the imaging, Radio Frequency (RF) data, representing the spatial distribution of
the backscattered pressure field, was recorded. The spatial location of the RF mea-
surements in the axial direction (y) was determined from the sampling frequency of
the transducer (40MHz), and an assumed sound speed of 1540 m/s. In the lateral
direction (x), the spatial location was determined by the spacing of the transducer
elements (Richards et al., 2009).
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4.2 Analysis Methods
4.2.1 Displacement Estimation
After obtaining RF measurements, displacements were estimated with a modified
block-matching algorithm. The algorithm works by comparing the RF signals before
deformation to the RF signals measured after each of the different applied deforma-
tions. The displacement field that causes the RF signals to match is then determined
by using a method very similar to the standard cross correlation method discussed in
detail in section (1.2). The main difference between the modified block-matching al-
gorithm and the standard cross correlation method is that the algorithm constrains
the calculated displacements to be smooth, and it makes use of predicted search
method to efficiently estimate the displacements. This modified algorithm was cho-
sen because it efficiently deals with signal decorrelation caused by large deformations
(Jiang and Hall, 2011).
4.2.2 Modulus Calculation
Once the displacements were acquired, they were processed with the FE code that
implements the formulation with compatibility to calculate strains. These strains
were then used as inputs to the direct inversion code which calculates the shear
modulus distribution from the strain estimates. The direct inversion code uses the
Adjoint Weighted Equation (AWE) to calculate the shear modulus from the strains
(Albocher et al., 2009). The advantage of using this method is that it is robust enough
to deal with modestly noisy data, and it gives a reconstruction directly without
iterating. A detailed description of how the method is used to solve the plane stress
incompressible elasticity inverse problem is given in (Albocher et al., 2009).
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Figure 4·2: Axial displacement Images.
4.3 Results and Discussion
From the displacement estimation algorithm, measured displacement fields consisting
of 300×231 nodes were constructed. Forty different displacement fields correspond-
ing to each 0.5% deformation increment between 0% and 20% were measured. For
the experiments performed in this section, we choose to use the displacement corre-
sponding 1.5% deformation because we are interested in using the linear theory to
estimate material properties. The displacements were measured relative to the top
of the phantom where the transducer was placed so the displacements at the top are
approximately zero, and they increase with depth in the phantom until they reach
a maximum at the bottom. The axial direction is defined as the direction along
the axis of the ultrasound transducer (the direction that sound propagates), and the
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Figure 4·3: Lateral Displacement Images.
lateral direction is the direction perpendicular to this.
The displacement for each target was down-sampled to a 63 × 48 grid so as
to allow us to solve a smaller problem. Images of the measured axial and lateral
displacements are shown in figures (4·2) and (4·3). These measured displacements
are noisy, and this noise can sometimes obscure features in the images from being
seen. In order to prevent this from happening, the range of values on the colorbar
of measurements were set to be the same as the range of values on the colorbars of
the reconstructed displacements, which are known to be more precise. This should
make it easier to compare the measurements to the reconstructions.
From the figures of the measured displacements, we see that the axial displace-
ments (uy) are smoother than the lateral displacements (ux). The axial line plot
shown in figure (4·4) confirms this observation. The lateral displacement for target
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3 is noisier than the axial displacement at the center line. Also, a change in slope
can be seen when the line cuts through the inclusion in the axial displacement. This
change in slope is not evident in the line plot for the lateral displacement. This same
trend in the line plots are observed for the displacement fields for the other targets,
which are not shown here.
0 5 10 15 20 25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
Horizontal line cut through u
x
x (mm)
u
x
 
(m
m
)
0 10 20 30 40
−0.55
−0.5
−0.45
−0.4
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
Vertical line cut through uy
y (mm)
u
y 
(m
m
)
Figure 4·4: Axial line plots of measured displacements for target 3.
The displacement field for each target was processed with the FE code that im-
plements the formulation with compatibility. To determine the best parameters to
use, many different experiments with various parameters were performed. Details
of how these experiments were performed are given in Appendix C. In this current
section, we report the parameters that give the best reconstructions.
The parameters used to process the displacements are: Txx = 10
−5, Tyy = 1, α =
10−3, β = 10, δ = 10−8, n = 0.5. Twenty iterations were performed for each target
to allow the strains to converge. Twenty iterations were not necessary, however,
because the strains converged after the 10th iteration in all cases and more typically
at the 4th iteration. All the strain, displacement, and line plot images shown in this
section are the plots we get for the 20th iteration. All the modulus images, however,
are the plots we get for the 10th iteration.
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A plot of the reconstructed axial strains (yy) for each target is shown in fig-
ure (4·5). From these plots, we see that there is an inclusion in an approximately
homogeneous and smooth background. The background strain is not expected to
be completely homogeneous, however, because the top section of the phantom was
made to be stiffer than the bottom section. The shape of the inclusion is circular as
expected, and the inclusion is located at the bottom of the image as expected.
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Figure 4·5: Axial strain images.
Reconstructed lateral strains (xx) for each target are plotted in figure (4·6).
From this figure, we see that the inclusion can be clearly distinguished from the
background. The shape of the inclusion and its location seem to be correct. The
background region seems to be a little bit less homogeneous than the background
region in the axial strain images, but it was still quite smooth.
The strains output from the FE code were compared to strains calculated with
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Figure 4·6: Lateral strain images.
matlab to help analyze the quality of the FE strains. The matlab strains were
evaluated using a finite difference approximation on the measured displacement field.
The resulting strains are depicted in figures (4·5) and (4·6). The range of values on
the colorbar of thematlab strains was set to be the same as the range of values on the
colorbar of the FE strains so as to help prevent the noise in the measurements from
obscuring the features in the image making it easier to compare the measurements
to the reconstructions. From the figures, we see that the matlab strains are noisier
than the FE strains. There is no inclusion in the lateral strain images. The axial
matlab strains seem to match the FE strains closely. The location, and shape of
the inclusion seem to agree.
The strains evaluated with matlab and the FE code were also compared quan-
titatively. This comparison was done with the aid of axial line plots passing through
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Target ux uy xx yy
1 0.290 0.008 6.49 0.243
2 0.709 0.006 8.49 0.204
3 0.908 0.006 8.69 0.202
4 0.671 0.008 10.1 0.261
Table 4.1: L2 norms for phantom experiments.
the inclusion. These plots are depicted in figure (4·7). From these plots, we see that
the xx strains calculated with matlab contain large frequency jumps relative to
the strains output from the FE code. The axial line plot for the yy strains show a
better agreement between the strains calculated with both methods. The FE strains
are just a little smoother than the strains from matlab. Therefore, the FE code
was able to smooth out the noise in the calculated strains, recover the axial strains,
and a lateral strain distribution that is large in the background and small in the
inclusion region, which agrees with the phantom’s piecewise homogeneous stiffness
distribution. To check how close the strains were throughout the domain, a L2 norm
was calculated for each strain component using the equation below:
error =
||tij − ij||
||tij||
(4.1)
where tij is taken to be the FE strains. The results of the calculation are displayed in
table (4.1). From this table, we see that the reconstructed axial strains for all targets
were within 27% of the matlab estimates. This means that the new processing
method is able to recover the axial strain distribution and smooth out the noise in
the measurements.
The predicted displacements recovered from the FE code were also compared to
the measured displacements to evaluate the quality of displacements produced by
the code. The FE code displacements are depicted in figures (4·2) and (4·3). From
these figures, we see that the predicted displacements are qualitatively less noisy
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Figure 4·7: Axial line plots through strain images.
than the measured displacements. This observation is most evident for the lateral
displacement (ux) images where the inclusion is clearly seen in the FE displacement
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image, but it cannot be seen in the measured displacement image. The reconstructed
axial displacement also seems to match the measured axial displacement very closely.
The inclusion can be seen in both images, and the range of values depicted on the
colorbar for both images is very close.
The displacements recovered from the FE code were also quantitatively compared
to the measured displacements. This comparison is done with the aid of axial line
plots which are displayed in figure (4·8). From this figure, we see that the axial
displacements from the FE code match the measured axial displacements closely at
the center line. We also see that the FE code was able to smooth out the noise in the
lateral displacement. There should be a change in slope in the lateral displacements
when the line cuts through the inclusion, and this change in slope is recovered in the
reconstructed lateral displacements. The slope change is not evident in the measured
lateral displacements, however. The axial line plots only give us information on one
line of the image. In order to compare the displacements throughout the domain, L2
norms were calculated with the following equation:
error =
||ut − u||
||ut|| (4.2)
where ut is the FE displacement. The results of this calculation are displayed in
table (4.1). From this table, we see that the error between the reconstructed and
measured axial displacements were within 0.8%. These results therefore show that
the new formulation was able to recover the axial displacements, which were measured
accurately, and it was able to smooth out the noise in the lateral displacements, and
clearly depict the change in slope when the line plot cuts through the inclusion.
Next we perform reconstructions with the direct inversion (AWE) code to calcu-
late the shear modulus of each target from the recovered strains. From figures (4·5)
and (4·6), we see that there are some strains at the edges of the images which are
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Figure 4·8: Axial line plots through displacement images.
different from the surrounding background values. We think that these disparate
strains are artifacts that will reduce the accuracy of the reconstructions. We try to
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alleviate the effects of these artifacts by cutting out four lines from all edges of the
recovered strains before performing modulus reconstructions. We also fix the nodes
at the bottom of the phantom to have a shear modulus of one. We did this because
the AWE code requires boundary conditions in order to solve the equilibrium equa-
tion of plane stress for the unknown shear modulus. The problem we are interested
in solving corresponds to a physical situation when an approximately uniaxial defor-
mation is applied to a domain. The AWE code needs boundary conditions along one
of the edges were the stress is being applied to the domain in order to solve this type
of problem.
Figure 4·9: Target 1: Shear modulus reconstruction.
The reconstructions obtained for each target using the strain fields from the tenth
iteration are shown in figures (4·9) to (4·12). In all reconstructions, we can clearly
distinguish the circular inclusion and its sharp boundaries. The inclusion is also
located at the bottom of the images as expected. The background region is not
homogeneous, however. There seems to be vertical stripe artifacts parallel to the
direction of applied stress. These artifacts are also present in the inclusion for targets
1 and 2. These variations may be seen in the line plots of the modulus, which were
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Figure 4·10: Target 2: Shear modulus reconstruction.
Figure 4·11: Target 3: Shear modulus reconstruction.
plotted for various cuts across the the image. One of these line plots is shown at the
side of the modulus image for each target. Other horizontal line plots are shown in
figures (4·13) to (4·16). These line plots show that the reconstructed shear modulus
in the background is not homogeneous in all targets. The in-homogeneity is greatest
in targets 3 and 4 where the reconstructed shear modulus in the background varies by
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Figure 4·12: Target 4: Shear modulus reconstruction.
about 0.6. In target 1, the reconstructed shear modulus in the background varied by
about 0.4, and in target 2, it varied by about 0.2. These same type of striped artifacts
were noticed in the reconstructions obtained from the simulated displacement data
with noise added to one of the components as depicted in figures (3·5) and (3·16).
In the simulated data, however, the stripes were present only in the inclusion. As
explained in section (3.3), the stripes probably show up in the reconstructions because
the inverse problem lacks stability for cases where the deformation is uniaxial.
In figures (4·17) to (4·20), a vertical axial line was plotted through the reconstruc-
tions for all targets. From these plots, we notice that the background region was quite
homogeneous, but the inclusion region in most targets was not homogeneous. In all
the targets, there was a slope in the recovered shear modulus in the inclusion even
though the phantoms were manufactured to have constant modulus in the inclusion.
This same type of error was noticed in the simulation experiments with noisy input
data as demonstrated by figure (3·16). This error is probably caused by the fact that
the AWE method is not good at capturing large variations in contrast. Solving the
problem with a finer mesh might fix the problem.
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Figure 4·13: Target 1: Shear modulus reconstructions with horizontal
line cut through background.
Figure 4·14: Target 2: Shear modulus reconstructions with horizontal
line cut through background.
The shear modulus values at various regions in each target are displayed in ta-
ble (4.2). For all cases, the modulus values in the inclusion and background were
estimated by selecting a median value between the maximum and minimum shear
modulus estimates from the horizontal line plots at each corresponding region. On
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Figure 4·15: Target 3: Shear modulus reconstructions with horizontal
line cut through background.
Figure 4·16: Target 4: Shear modulus reconstruction with horizontal
axial line cut through background.
the table, we report the shear modulus estimates in the inclusion for the second
and tenth iterations, while in the background, we just reported the estimates for the
tenth iteration. We did this to show how the reconstructions varied with iterations.
The line plots shown in figures (4·9) to (4·12) show that the reconstructions for most
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Experiment Target 1 Target 2 Target 3 Target 4
Iteration 2 2.13 1.72 3.70 4.95
Iteration 10 2.13 1.82 3.53 4.42
Background 1.0 0.99 0.98 0.93
Reference 2.83 2.27 3.54 5.26
Table 4.2: Shear modulus values from the reconstructions.
of the targets had the largest contrast at the second iteration. The line plots also
demonstrate that the modulus reconstructions at the tenth and twentieth iterations
were approximately the same, meaning that the reconstructions converged by the
tenth iteration for all targets. The table contains the shear modulus values from the
reference mechanical tests (Dord et al., 2012). From all the results reported on the
table, we see that the reconstructed shear modulus estimates were within 25% of the
reference values.
Figure 4·17: Target 1: Shear modulus reconstructions with vertical
axial line cut through inclusion.
A reconstruction was also performed using the strains calculated with matlab
from the measured displacements for target 3. This reconstruction is depicted in
figure (4·21). From this figure, we see that the inclusion cannot be seen. A horizontal
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Figure 4·18: Target 2: Shear modulus reconstructions with vertical
axial line cut through inclusion.
Figure 4·19: Target 3: Shear modulus reconstructions with vertical
axial line cut through inclusion.
axial line was plotted at the region where the inclusion is supposed to be located,
and there was a change in contrast at this location. It is not clear, however, if the
change in contrast is due to noise or the presence of an inclusion. Every region in
the image appears to be inhomogeneous and noisy. The range of modulus values
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Figure 4·20: Target 4: Shear modulus reconstructions with vertical
axial line cut through inclusion.
displayed on the colorbar also seem to be quite large in comparison to the range
for the modulus reconstructions gotten from the processed strains. This probably
resulted because of the noisy lateral strain input. This image demonstrates that
meaningful reconstructions cannot be recovered with the direct inversion method if
the strains are noisy.
Figure 4·21: Shear modulus reconstruction from strains calculated
with MATLAB.
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Chapter 5
Evaluation Using Clinical Data
In this chapter, we test the new processing method with in-vivo displacement data
measured from patients with lumps in their breast. The main goal of this test is
to determine how well the new processing method will perform in a real clinical
situation. The in-vivo displacement data used for the tests has been processed with
the iterative inversion codes in a different study described in (Goenezen et al., 2012).
We will be benchmarking the results from the new processing method and the AWE
code against the results from the iterative inversion code.
5.1 Experimental Procedure
The in-vivo data was measured and processed by our colleagues at the University
of Wisconsin. The data was obtained from a database containing more than 450
measurements. From this database, 5 fibroadenomas (FA 1 - FA 5) and 5 invasive
ductal carcinomas (IDC 1 - IDC 5) were selected because they are the most common
forms of benign and malignant tumors (Goenezen et al., 2012). Each of the imaged
tumors was diagnosed by performing a biopsy, which is the most widely accepted and
trusted method for diagnosing tumors (Goenezen et al., 2012). A brief description
of how the displacements were obtained will be given in this section.
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5.1.1 Breast Imaging
In order to get the displacement field of the breast tissue, it had to be imaged
first. The imaging of the breast tissue was conducted by clinicians on patients with
abnormal masses in their breast. The breast images were taken with high-frequency
1.5D linear array transducers (either VFX135 or 75L40, Siemens Healthcare USA
Inc., Mountain View, CA) (Goenezen et al., 2012). The breast tissue was imaged
during free hand compressions (Goenezen et al., 2012). A sequence of 2D radio
frequency (RF) data was recorded during deformation.
5.1.2 Displacement Estimation
Once the RF data were obtained, displacements were estimated offline from them.
The RF data obtained from the different deformation levels were registered to deter-
mine the displacement field. A modified block matching algorithm was used to do the
image registration (Goenezen et al., 2012). As mentioned in section (4.2.1), the main
difference between the modified block matching algorithm and the standard cross
correlation technique is the fact that the algorithm constrains the displacements to
be continuous (Jiang and Hall, 2011). From the image registration, 12 displacement
fields corresponding to roughly 1-12% strain deformation were generated.
5.2 Results and Analysis
For this study, displacements corresponding approximately to 1% deformation were
used because the current implementation of the new processing method is only de-
signed to work with linear theory. Three lines were cut from each edge of the dis-
placement field in order to exclude edge artifacts. The displacements were down-
sampled by 4 in each direction so as to allow us to solve a smaller problem, and also
to facilitate comparison between the results we get and the results from the itera-
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Figure 5·1: Measured and predicted displacement images for FA 1
and IDC 5.
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tive inversion code. The displacements were also downsampled by 4 for that study
(Goenezen et al., 2012). Images of some of the measured displacement fields used
for the study are shown in Figure (5·1). The range of values on the colorbar of the
measured images was set to be the same as the range of values on the colorbar of
the reconstructed images to facilitate comparison between the two. From the figure,
it seems that the lateral displacements (ux) are noisier than the axial displacements
(uy) as expected. The noise problem motivated us to try the new processing method
on the measurements. We had to determine what parameters to use, however, before
we could proceed.
The parameters used to process the measured data were determined by a trial and
error method. Many different parameter combinations were tried, and we selected
the one that gave the modulus reconstruction that is closest to the reference modulus
reconstruction estimated by the iterative inversion code. Figure 5·2(a) and (b) shows
the results we get by using various α values to process the displacement data for FA 1.
The other parameters were fixed to: Txx = 10
−5, Tyy = 1, β = 10, δ = 10−8, n = 0.5.
From the line plot graphs shown in the figure, we conclude that α = 5 × 10−4
produces the reconstruction with the best contrast. This observation is validated by
the modulus images depicted in Figures 5·3(a) and (b). The inclusion in the AWE
image is larger than the inclusion in the iterative reconstruction image because only a
subsection of the displacement data was used to obtain the AWE reconstruction, but
all of the displacement data was used to calculate the modulus distribution iteratively.
The reconstruction images have not been adjusted to their actual sizes, however.
Most of the inclusion region in the AWE modulus image had a shear modulus value
of about 10.5, and most of the background region had a shear modulus of about 0.55.
Dividing these two numbers yields a contrast of about 19, which is quite close to the
reference contrast of 22. The tests for the best parameters were performed with FA 1
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(a) Parameter Test
(b) Axial Line Plot through Modulus Reconstructions
Figure 5·2: Modulus reconstructions used to determine best param-
eters for clinical data experiments.
displacement data, we then used the best parameters for this case to process the
displacement data for the other cases.
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(a) AWE Reconstruction
(b) Iterative reconstruction
Figure 5·3: Modulus reconstructions for FA1.
Once the best parameters were determined, they were used to process the mea-
sured displacement data. The predicted displacements are shown in Figure (5·1).
From this figure, we see that the predicted axial displacements are quite similar to
the measurements. The same features can be identified in the images. The predicted
and measured lateral displacements are not similar, however. The general motion of
the tissue can be inferred from the recovered lateral displacements, but this cannot
be done from the measurements which just look like noise.
To get a better sense of how close the predicted displacements were to the mea-
surements, axial line plots through the images were constructed. These plots are
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depicted in Figure (5·4). The plots show that the new processing method is able to
recover precise axial displacements that closely match the measurements, and precise
lateral displacements that follow the general trend of the lateral measurements at the
position where the axial line was plotted. These line plots and displacement images
are only shown here for one of the FA and IDC case to show the wide range of exam-
ples that the new processing method works for. High precision full 2D displacement
fields were recovered from low precision measurements for the other tumor cases.
Strains were also recovered when the measured displacements were processed.
The recovered strains along with the measured strains are shown in Figure (5·5).
The range of values on the colorbar of the measured strain images were set to be the
same as the range of values on the colorbar of the recovered strain images. From the
figure, it is clear that the recovered strains are less noisy than the measured strains.
This observation is most evident for the lateral strain images in which various features
of the tissue can be noticed in the recovered lateral strain images, but the features
are obscured by noise in the measurements.
Axial line plots were plotted through a specific region of the strain images to help
determine how close the measurements were to the predictions. The axial line plots
are shown in Figure (5·6). From these plots, we see that the noise in the lateral strain
measurements are large enough to completely obscure the features in the images
explaining why nothing can be seen in the lateral strain measurements. The new
processing method is able to smooth out the noise in the strain measurements to
recover higher precision strain fields just like it did for the strain fields recovered
in the phantom and simulation experiments. High precision strain fields were also
recovered for all the other tumor cases which are not shown here.
The recovered high precision strain estimates were used to calculate the shear
modulus distribution of the breast organ using the direct inversion (AWE) code.
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Figure 5·4: Axial line plots through displacement images for FA 1
and IDC 5.
Before performing the calculation, four lines were cut off each edge of the strain
images to help prevent the edge artifacts in the strains from corrupting the modulus
reconstructions. The modulus values of the nodes at top edge of the domain were also
set to one so as to provide a boundary condition for the momentum equation that
the AWE code solves for the modulus distribution. This type of boundary condition
is necessary in order to get a good solution from the AWE code when processing
strains obtained from a uniaxial deformation.
The modulus reconstructions obtained from processing the high precision strains
with the AWE code (AWE µ) are displayed in Figures (5·7) to (5·16). The modu-
lus reconstructions recovered from the iterative inversion code (iterative µ) are also
displayed in these figures along with the displacements calculated by both codes.
These iterative µ’s will be used as a reference to which we compare the AWE µ’s.
We will also compare the displacements from the iterative inversion code and the
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Figure 5·5: Measured and predicted strain images for FA 1 and IDC 5.
displacements from the new processing method to see how well they match the mea-
surements. Finally, we will compare the AWE reconstructions to the b-mode images
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Figure 5·6: Axial line plots through strain images for FA 1 and IDC 5.
and the axial strain images recovered from the new processing method.
The displacements calculated by the iterative inversion codes are shown in Fig-
ures (5·7) to (5·16). These displacements come from the displacement matching
term in the functional that the iterative inversion code solves for the shear modulus
distribution. In these figures, the predicted displacements from the new processing
method are also shown along with the smoothed measured displacements. The lat-
eral displacements in these figures were smoothed by performing a least squares fit
to the displacements in a small region of the domain. These small regions are square
blocks, and the least squares fit was performed for all the square blocks that can fit in
the domain (Barbone, P., 2012). The smoothing strategy is applied to the measured
lateral displacements so as to reduce the noise in them and allow us to see the main
features of the images. This will make it possible to compare the displacements cal-
culated by the new processing method and the iterative inversion code to the lateral
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Figure 5·7: Fibroadenoma 1: (a) Measured ux (b) Reconstructed ux
(c) Iterative ux (d) Measured uy (e) Reconstructed uy (f) Iterative uy
(g) Measured yy (h) Reconstructed yy (i) Iterative yy (j) B-mode
Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
measurements.
The lateral displacements from the new processing method agree more with the
smoothed measurements than the lateral displacements from the iterative inversion
code. The iterative displacements seems to indicate an outward motion at the left and
right side of the imaged domain in all the tumor cases. The smoothed measurements
and the predicted displacements from the new processing method do not indicate
this type of motion in all the tumor cases, however. This outward motion predicted
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Figure 5·8: Fibroadenoma 2: (a) Measured ux (b) Reconstructed ux
(c) Iterative ux (d) Measured uy (e) Reconstructed uy (f) Iterative uy
(g) Measured yy (h) Reconstructed yy (i) Iterative yy (j) B-mode
Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012). NOTE:
Dimensions of image domains are not correct
by the iterative inversion code is probably due to the assumed boundary condition of
traction free sides on the left and right sides of the imaged domain. A more detailed
discussion of this assumed boundary condition and its consequences will be given
later on in this section.
Even though the lateral displacements from the new processing method shows
a better agreement with the measurements than the lateral displacements from the
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Figure 5·9: Fibroadenoma 3: (a) Measured ux (b) Reconstructed ux
(c) Iterative ux (d) Measured uy (e) Reconstructed uy (f) Iterative uy
(g) Measured yy (h) Reconstructed yy (i) Iterative yy (j) B-mode
Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012). NOTE:
Dimensions of image domains are not correct
iterative code, the agreement was not always as close as we expected. A possible
reason for the difference might be because we did not use a large enough weight (Txx)
for the lateral displacement component in the objective function used to process the
displacements. Another possible reason is that our modelling assumption for the
motion of the tissue is wrong. A last possible reason is that the smoothing method
we use to process out the noise from the measurements did not do a good enough
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job highlighting the main features of the lateral motion. Even with this mismatch
problem, the general trends in the predicted lateral displacement images were similar
to the general trends in the measurements for some of the tumor cases, which means
that our new processing method was not only able to smooth out the noise in the
lateral measurements, but it also seems to be able to predict the correct lateral
motion for some of the cases.
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Figure 5·10: Fibroadenoma 4: (a) Measured ux (b) Reconstructed
ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy (f) Iterative
uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy (j) B-mode
Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012). NOTE:
Dimensions of image domains are not correct
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The axial displacements from the new processing method (predicted disp.) and
the iterative code were very similar to the measurements. The measurements seems
to be more noisy than the axial displacements predicted by both methods. This is
probably due to the fact that both methods make use of a TVD regularization. The
iterative axial displacements seem to be corrupted by some noisy values at the edges.
This noise shows up more in the axial strains which were calculated using a finite
difference approximation of the derivative of the axial displacements. The measured
axial strains were calculated from the measured axial displacements using the same
method. The noise at the edges is probably due to the assumed boundary conditions
which will be discussed in detail later on in this section. The new processing method
therefore does a better job than the iterative inversion code at smoothing out the
noise in the axial displacements and axial strains.
Overall, it seems that the displacements and strains estimated by the new pro-
cessing method were less noisy than the ones estimated by the iterative method. The
lateral displacements from the new processing method also seem to match the mea-
surements better than the lateral displacements from the iterative methods. These
predicted fields from the new processing method were used to calculate the shear
modulus using the AWE code and the quality of the reconstructions are evaluated in
the following paragraphs.
The b-mode images were sometimes similar to the AWE reconstructions, and
sometimes they were note. In some of the b-mode images, an inclusion can be clearly
seen, and its shape is very similar to the shape of the tumor in the strain image,
the AWE image, and the iterative µ image. The b-mode images do not necessarily
have to be similar to the AWE reconstructions, however, because both these images
are depicting different quantities. The b-mode image is basically a scaled version of
the RF data, and it reflects the spatial distribution of the intensity of the reflected
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Figure 5·11: Fibroadenoma 5: (a) Measured ux (b) Reconstructed
ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy (f) Iterative
uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy (j) B-mode
Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012). NOTE:
Dimensions of image domains are not correct
sound waves. Therefore, when there is an impedance mismatch, for example at the
boundaries between the tumor and the surrounding tissue, then there is a contrast
in the b-mode image if all the tissues in the imaged region are not isoechoic. B-
mode therefore gives information about how the tissue reflects sound, and not the
shear modulus distribution of the tissue which is what we are interested in. Even
with this fundamental difference between both images, the tumor’s shape, and size
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Figure 5·12: Invasive Ductal Carcinoma 1: (a) Measured ux (b) Re-
constructed ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy
(f) Iterative uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy
(j) B-mode Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
NOTE: Dimensions of image domains are not correct
in some of the b-mode images were quite similar to its shape and size in some of the
AWE reconstruction images which reflects positively on the performance of our new
processing method.
The axial strain image is the most commonly used elasticity imaging method
to infer the mechanical properties of tissue. Therefore, it is useful to benchmark
the AWE reconstructions against the strain images. From the images depicted in
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Figure 5·13: Invasive Ductal Carcinoma 2: (a) Measured ux (b) Re-
constructed ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy
(f) Iterative uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy
(j) B-mode Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
NOTE: Dimensions of image domains are not correct
Figures (5·7) to (5·16), we see that there are many similar features in most of the
strain images and the AWE reconstructions. The shape of the tumors in both images
look similar for most of the cases, but the location and size of the tumor in both
images look a little different. The location is not expected to be the same, because
edges were cut off from the strains before reconstructions were performed with the
direct method. The size of the tumor is also not expected to be the same because
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the sizes of the domain of the shear modulus reconstructions has not been fixed to
the correct value for all cases.
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Figure 5·14: Invasive Ductal Carcinoma 3: (a) Measured ux (b) Re-
constructed ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy
(f) Iterative uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy
(j) B-mode Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
NOTE: Dimensions of image domains are not correct
The strain images seem to be less homogeneous than the AWE modulus recon-
structions. There are many areas of low strains in the strain images that do not
correspond to areas of high stiffness in the modulus reconstructions. This is partly
due to the fact that edges were cut out before the AWE reconstructions were per-
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formed. Another reason for this phenomenon is because the relationship between the
shear modulus distribution and the strains is not a simple one for our plane stress,
incompressible, linearly elastic modelling assumption. Interpreting the strain image
as inversely proportional to the AWE reconstruction image is therefore not correct.
Even with the fundamental differences between the strain image and the AWE re-
constructions, they still contain many similarities which reflects well on the quality
of the AWE reconstructions.
The iterative inversion code serves as our reference method to reconstruct the
material property distribution from the ultrasound displacement measurements. We
therefore compare the AWE reconstructions to the reconstructions from the iterative
method to evaluate the performance of the new processing method. From Figures
(5·7) to (5·16), we see that the iterative reconstructions are qualitatively most similar
to the AWE reconstructions for the fibroadenoma (FA) tumors. For most of the cases,
the tumors in the AWE and iterative reconstructions had similar shapes. The size
and location of the tumors were also quite similar, accounting for the different Region
Of Interest (ROI) sizes.
The shear modulus distributions obtained from the iterative inversion method
were more inhomogeneous than the modulus distributions recovered from the AWE
method. There are many areas of large stiffness at the boundaries of the iterative
µ’s, and the background region seems to be qualitatively more inhomogeneous. These
areas of relatively large stiffness at the boundaries are thought to be artifacts intro-
duced into the iterative reconstructions because of the assumed boundary conditions
(Goenezen et al., 2012). The top and bottom surfaces of the imaged domain is as-
sumed to have zero tractions in the lateral direction because the surface in contact
with the ultrasound transducer is lubricated, and the sides of the imaged domain are
assumed to be unconfined (Goenezen et al., 2012). Since the imaged domain is just
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Figure 5·15: Invasive Ductal Carcinoma 4: (a) Measured ux (b) Re-
constructed ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy
(f) Iterative uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy
(j) B-mode Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
NOTE: Dimensions of image domains are not correct
a subsection of the actual breast organ, there might be some confining stresses on
the sides, and also the bottom edge might not be free to expand. The axial displace-
ments on all four sides of the domain were fixed to the measurements (Goenezen
et al., 2012). These measured axial displacements are known to have some noise
because when they are differentiated, the strains that come out of them are not as
precise as the strains that we get when we differentiate the displacements recovered
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Figure 5·16: Invasive Ductal Carcinoma 5: (a) Measured ux (b) Re-
constructed ux (c) Iterative ux (d) Measured uy (e) Reconstructed uy
(f) Iterative uy (g) Measured yy (h) Reconstructed yy (i) Iterative yy
(j) B-mode Image (k) AWE µ (l) Iterative µ (Goenezen et al., 2012).
NOTE: Dimensions of image domains are not correct
from the new processing method as depicted in Figure (5·6).
We fixed the shear modulus on one of the edges of the domain for the AWE
reconstructions. We set the shear modulus values of the nodes on this edge to one.
This boundary condition did not lead to as many artifacts in the AWE reconstructions
for two main reasons. The first is that the boundary condition is not based on noisy
measurements. The second is that the shear modulus values are calculated relatively
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because of the lack of force or traction measurements. This means that the shear
modulus values in other parts of the domain will be scaled with respect to the value
that we fix on the edge.
Another major difference between the AWE reconstructions and the iterative
modulus reconstructions is the fact that the inclusions in the AWE reconstructions
do not seem to be as homogeneous or as piece-wise constant as the inclusions in the
iterative modulus reconstructions. The best example illustrating this phenomenon
is shown in Figure (5·2). The inhomogeneity in the inclusion is probably due to the
fact that the AWE reconstruction method is not too good at dealing with uniaxial
deformation data as discussed in Section (3.3). The difference in the degree of piece-
wise constantness is probably due to the fact that the TVD regularization used
to reduce the magnitude of noise in the reconstructions was enforced directly on
the shear modulus in the iterative reconstructions, but in the direct reconstruction
method, it was enforced on the equilibrium equation to get strains that were then
used to reconstruct the material property distribution.
The range of modulus values depicted on the colorbar of the AWE reconstruc-
tions were quite different from the values depicted on the colorbar of the iterative
reconstructions. This apparent difference is probably due to the fact that the lower
bound of the modulus values for the iterative reconstructions was set to one, and
the spatial distribution of the shear modulus values were scaled with respect to this
lower bound (Goenezen et al., 2012). The shear modulus estimates from the AWE
method do not have a lower bound, however.
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Chapter 6
Discussion and Conclusions
6.1 Summary
This thesis presents a novel approach to solve the lateral displacement estimation
problem in ultrasound elasticity imaging. In chapter 1, the problem was introduced
along with the fundamental physical phenomena that causes the problem. The con-
sequences of the problem on elasticity imaging were also discussed, and approaches
in literature to solve the problem were reviewed. Finally, our proposed method of
solving the problem and how the solution is to be implemented was presented.
Chapter 2 discusses the first method used to process the displacements. The main
goal of this processing was to estimate strains from the measured displacements that
can be used in the direct inversion code to recover the material properties. To achieve
this goal, a new spatial regularization term was added to the functional that is used
to calculate strains from measured displacements. The regularization enforces the
conservation of momentum equation for a plane stress material with a piecewise
constant modulus distribution, and it also reduces the magnitude of the noise in
the strains. The processing method was tested with simulated data, but the output
strains did not satisfy the compatibility equations when the weights for the lateral
and shear strain components were reduced. This prompted the development of a new
method to process the displacements.
The new processing method is described in chapter 3. For this new processing
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method, a new functional was created that calculates both predicted displacements
and strains from the measured displacement field. The functional uses the same
spatial regularization term from the first method to enforce the same physical and
smoothness constraints on the calculated strains. In addition, a term was added to
ensure that the strains were constrained to satisfy the compatibility equations. The
method was tested with incomplete simulated displacement data, and it was able to
recover the full displacement and strain field. The recovered strains also satisfied
the compatibility equations for all examples considered. These positive simulation
results motivated the testing of the new formulation on real measured displacements.
Chapter 4 describes the computational experiments conducted with the FE code
that implements the new formulation with compatibility. This new method was ap-
plied to ultrasound measured displacement fields from a tissue mimicking phantom.
A description of the materials used to make the phantom, its geometry, size, and
shape were given. The process used to measure the phantom’s displacement data,
and its reference material properties were also described. The phantom’s incomplete
displacement data was processed with the FE code that implements the formulation
with compatibility and the strain and displacement field were recovered. The re-
covered strains were used as input to the direct inversion (AWE) code to calculate
the shear modulus distribution of the phantom. The reconstructed shear modulus
estimates were then compared to the reference shear modulus values, and they were
found to be within 25%.
Chapter 5 describes the tests performed with in-vivo displacement data measured
from patients with lumps in their breast. The new processing method was tested with
this displacement data measured by clinicians. A description of how the data was
measured was given. A brief description of how the displacement data was processed
with the iterative inversion code was also given. The measured displacements were
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then processed with the new processing method to calculate predicted displacements
and strains. The predicted strains were used in the AWE code to calculate the shear
modulus distribution of the breast organ. The modulus distribution calculated with
the AWE code was then compared to the b-mode image, axial strain image, and
the modulus distribution calculated with the iterative inversion code to evaluate its
quality.
6.2 Discussion
As described in the previous section, and in chapters 3, 4, and 5, the new processing
method has been successfully tested with simulated 2D displacement data in which
one of the components was corrupted by noise, displacement data measured from
a tissue mimicking phantom, and in-vivo displacement data of breast masses. In
all cases, precise estimates of the 2D displacement vector, and strain tensor fields
were recovered. The predicted axial displacements and strains closely matched the
measurements, and the predicted lateral displacements and strains satisfied the phys-
ical constraints of the problem. The magnitude of noise in the recovered fields was
also significantly reduced, especially for the lateral displacements, and the lateral
and shear strains. The recovered strain fields were processed with the AWE code
to estimate the shear modulus distribution. The modulus reconstruction recovered
for the simulation experiment closely match the reference. The only noticeable error
was the fact that the inclusion region in the reconstructions was inhomogeneous.
The modulus reconstructions recovered for the phantom experiments also contained
inhomogeneity in the inclusion region, and stripe artifacts in the background. De-
spite all these errors, the contrasts of the inclusions were within 25% of the reference
values. The modulus reconstructions recovered for the in-vivo displacement data
experiments were quite similar to the images we benchmarked them against. For
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most of the tumor cases tested, the AWE reconstructions contained features similar
to the b-mode images, strain images, and iterative reconstruction images. This is
the first time that meaningful material properties have been reconstructed from real
measured data with the AWE code. These results therefore seem to indicate that
the new processing method has successfully addressed the lateral displacement esti-
mation problem. It is worth noting that the recovered fields were obtained after the
measured displacements have been downsampled, saving computational time, there-
fore making the method robust. Even with the promising nature of the results, it is
imperative to keep in mind that the accuracy of the lateral displacement is depen-
dent on how well the mathematical model chosen actually represents the physical
problem.
The new processing method is computationally efficient at estimating the material
properties from the measured displacement field. The two main reasons for this is
because the AWE method is used to calculate the shear modulus, and also because
the measured displacement field does not have to be too finely sampled to recover the
predicted displacement and strain fields in the domain. We note that we sometimes
used up to twenty iterations to estimate the predicted displacements and strains
from the displacement measurements. These twenty iterations were not necessary,
however, because in the worst case scenario, the strains converged after ten iterations.
As of right now, the time for performing ten iterations with the new processing
method and one direct modulus reconstruction with the strains recovered at the
tenth iteration is about 49 seconds for a problem with 62x47 quadrilateral elements.
Most of this time is not actually spent doing the computation, however, but setting up
the problem for each iteration, and printing values to the screen. Once the process is
optimized for time, we expect to be able to calculate the modulus distribution in real
time. The results and the efficient processing time taken to get them offer significant
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promise for the use of the processing method in a clinical setting to generate real time
elastic modulus images that can help with the diagnosis and treatment of diseases.
The new processing method is not without flaws, however, especially in the mod-
ulus reconstruction step. Most of the reconstructed modulus distributions contained
stripe artifacts that were parallel to the direction of the applied load (the axial di-
rection). The reason for this is because of the uniaxial deformation applied to the
domain in most of the computational experiments we performed. We think that this
uniaxial deformation is responsible for the slightly low residual of the equilibrium
equation noticed at certain regions of the boundary between the inclusion and the
background in the regularization plots as depicted in Figures (3·4) and (C·1). This
phenomenon may be responsible for lowering the contrast between the inclusion and
the background, thus reducing the accuracy of the reconstructions.
The new processing method can in principle be used to image non-homogeneous
inclusions. The fact that striped artifacts are introduced into the inclusion and the
background when a uniaxial deformation is processed with the AWE method might
lead to inaccurate images, however. Most of the measured data we receive from our
collaborators are uniaxial compression data because this is the easiest way to deform
an object and accurately track the deformation with an ultrasound probe. Finding
a way to make the new processing method and the AWE code cope with uniaxial
deformation is therefore important, and is something that should be addressed in the
future so as to improve the quality of the AWE reconstructions.
Another area that needs improvement is finding a better way of selecting the
regularization parameters. For most of the experiments performed, we had a good
idea of what the reference results should be, so we just performed experiments with
a wide range of parameters and selected the parameters that gave us results that
were closest to the reference. One of these parameter selection tests is described in
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Appendix (C). These parameter selection tests were one of the most time consuming
and difficult aspects of the testing of the new processing method. We will also not
always know what the reference results are a priori, therefore finding an objective
criterion of selecting the best parameters will be extremely useful and this is a future
direction that should be explored.
An idea to automate this parameter selection process is to evaluate u − um
spatially for a wide variety of parameters and then evaluate the image. If the image
looks like white noise then the selected parameters are correct. If some features of
the measured displacements show up in the image then the parameters are too small,
and if the image appears too smooth then the parameters are too large (Barbone,
P., 2012). A method to evaluate the image without actually looking at it will need
to be developed in order to make the process automated.
The results from the new processing method can also be used to help improve
the reconstructions from the iterative inversion code. The iterative inversion requires
boundary conditions as described previously, and it also requires an initial modulus
guess. The recovered displacements can be used as boundary conditions in the iter-
ative inversion codes, and the modulus distribution estimated by the AWE code can
be used as an initial guess. These new boundary conditions and initial guess should
help improve the quality of the reconstructions gotten from the iterative inversion
code.
The new processing method can also be developed for other types of physical
model assumptions like non-linear elasticity models. This will make the method
applicable to a wider range of problems. A description of how it can be extended to
work for other types of linear elasticity models is given in the following paragraphs.
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6.3 Possible Extensions
The new processing method can be developed for plane strain and 3 dimensional
(3D) linearly elastic and incompressible materials. For these models, the equilibrium
equation with zero body force is:
−∇p+ 2∇ · (µ) = 0 (6.1)
−∇p+ 2µ∇ · + 2∇µ = 0 (6.2)
where ∇µ = 0 a.e. for piecewise constant µ. Taking the cross product of equation
(6.2) and using ∇µ = 0 a.e. yields:
−∇×∇p︸ ︷︷ ︸
≡0
+2µ∇×∇ ·  = 0 (6.3)
∇×∇ ·  = 0 a.e. in Ω. (6.4)
Equation (6.4) describes how the physical constraint can be enforced for both the
plane strain and 3D problem. For both problems, there is also the incompressibility
constraint: ∇ · u = 0. For the plane strain case, xz = yz = zz = 0. The equation
involves two derivatives of the strain field. Using linear shape functions to discretize
this equation will lead to discontinuities between the elements, therefore higher order
shape functions need to be used. These second order derivatives will also lead to a
significant amplification of the noise in the measured data, therefore special care has
to be taken. The equation can also be written in terms of a potential function so as
to eliminate the need to perform second order derivatives.
The new processing method can also be developed for time harmonic problems.
The equilibrium equation for this case using a plane stress, incompressible, and lin-
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early elastic model with zero body force is:
∇ · (Aµ) = ρu¨ (6.5)
where u(x, t) = u(x)e−iωt, and A is defined by equation (2.13).
[µ∇ ·A + A∇µ]e−iωt = −ρω2ue−iωt (6.6)
where ∇µ = 0 a.e.
∇ ·A + ρω
2
µ
u = 0 (6.7)
u · ∇ ·A
u · u + ρ
ω2
µ
= 0 (6.8)
∇
[
u · ∇ ·A
u · u
]
= 0 a.e. in Ω (6.9)
where ρω
2
µ
is piecewise constant, so its gradient is zero a.e. Equation (6.9) again
involves two derivatives of the strains.
For the plane strain, and 3D time harmonic, incompressible, and linearly elastic
problems, the equilibrium equation with zero body force is:
−∇p+ 2∇ · (µ) = ρu¨ (6.10)
where u(x, t) = u(x)e−iωt. Taking the cross product of equation (6.10) and assuming
∇µ = 0 a.e. yields:
2µ∇×∇ · e−iωt = −ρω2∇× ue−iωt (6.11)
(∇× u) · (∇×∇ · ) + ρω
2
2µ
(∇× u) · (∇× u) = 0 (6.12)
∇
[
(∇× u) · (∇×∇ · )
||∇ × u||2
]
= 0 a.e. in Ω (6.13)
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6.3.1 Application of New Processing Method in Other Fields
The processing method can also be extended to other fields in which inverse problems
are used to help estimate material parameters. In these fields, some interior data
is measured remotely and used as inputs to some physical model to help estimate
material parameters (Barbone et al., 2007). The inverse problem solved in these
fields are normally ill-posed because of their sensitivity to the imperfect nature of
the measured data. In this section, a description of various fields where the new
processing method can help to solve the inverse problem is given.
The aquifer management field is one that can potentially benefit from the new
processing method. In this field, the measured piezometric head along with other
boundary information is used to calculate the permeability of an aquifer. The cal-
culation is done with the diffusion equation (Acar, 1993). The head measurements
are often noisy, and the fact that they are differentiated during the inversion process
further reduces the accuracy of the recovered properties. The head measurements are
also sparse because they are collected from wells around the aquifer, which are often
not many (Knowles and Wallace, 1996). The new processing method can help alle-
viate these problems because it is capable of reducing the magnitude of noise in the
measured field, and it can also recover a full field of data from sparse measurements.
The new processing method might also help with the coastline management field.
In this field, the depth of the ocean around the coast is measured and used in the
diffusion equation to determine how the coastline will change over time by the addi-
tion and removal of sediments (Reeve and Spivack, 1994). The depth measurements
around the coast are often noisy so they normally corrupt the solution to the inverse
problem. The depth is also measured sparsely at discrete time steps because the
recovered parameter, which represents how the coastline evolves, is assumed to vary
slowly over time (Spivack and Reeve, 1999). The new processing method can help
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to alleviate the noise problem and recover full field depth measurements.
Magnetic resonance electrical impedance tomography (MREIT) is another field
where the new processing method can possibly make an impact. In this field, the
magnetic field of an object is measured with a MR machine. This field is then used
to calculate the current density. The current density is used to help solve for the
conductivity distribution of the object. The problem is normally modelled by the
diffusion equation (Lee, 2004). The measurements are often noisy and sparse. The
magnetic field vector (Bx, By, Bz) can only be measured one component at a time
with the MR machine. In order to measure the other components, the object has to
be rotated, and most commercial MR machines are not manufactured to allow people
to be rotated in them (Khang et al., 2002). The new processing method can possibly
eliminate the need for the design and construction of new MR machines that allow
for subject rotations, and it can also deal with the noise problem.
Another field that can potentially be impacted by the new processing method is
the magnetic resonance elastography (MRE) field. This field was briefly described in
section (1.1). The main problem with this field is the long data acquisition time. It
takes about 15 minutes to measure the displacement field in each direction (Parker
et al., 2011). The new processing method can be used to recover the full displacement
field from only one component of the measurements, reducing the data acquisition
time. It can also be used to reduce the magnitude of noise in the recovered measure-
ments.
In Magnetic Resonance (MR) and Ultrasound Thermometry, a remote device, e.g.
a focussed ultrasound beam, is used to heat up tissue locally, then the temperature
distribution of the tissue is monitored with an MR machine. These temperature
measurements can be used to calculate the tissue’s thermal conductivity, and blood
perfusion (Cheng and Plewes, 2002). The thermal conductivity and perfusion can be
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used to differentiate between normal tissue and tumors. They can also potentially
be used to differentiate between different types of tumors, and they can be used
to monitor thermal therapy for tumor ablation (Cheng and Plewes, 2002). The
measured temperature data is normally noisy, leading to a reduction in the accuracy
of the recovered parameters (Cheng and Plewes, 2002). The new processing method
can help to deal with the noise problem.
Acousto Optic Imaging (AOI) is another field that can potentially benefit from
the new processing method. In this field, both light waves and sound waves are
simultaneously excited within tissue, and the reflected light intensity is measured.
This measurement can be used to quantitatively estimate the spatial distribution
of the absorption and diffusion coefficients at each region in the tissue (Bal and
Schotland, 2010). The absorption coefficient can be used to track disease progression,
determine tissue composition, and diagnose or detect tissue abnormalities (Murray
and Roy, 2007). The measured light intensity will be affected by noise in the imaging
system. The new processing method can help improve the measurements so as to
improve the inverse problem solutions for the absorption and diffusion coefficients
6.4 Conclusion
The new processing method developed in this thesis has successfully been used to
recover precise deformation fields from incomplete ultrasound measurements. The
recovered deformation fields have resulted in vast improvements of the shear modulus
distribution calculated with the direct method. The promising results prompt further
evaluation of the method on clinical data, optimization of the method to run in real
time, and the extension of the method to work for a wider range of physical models.
Appendix A
Maximum Gradient of µ Calculation
In this section, we show how the bound on the maximum value for |∇µ| is calculated
in the limit as h → 0 . This calculation is done with the aid of figure (A·1).
h
X = 0 X = h
x
μ(x)
Figure A·1: Model of modulus variation at boundary between inclu-
sion and background.
To consider the limit as h → 0, we map the µ(x) functions into a domain that
always remains constant as h → 0 using the following equation:
µ(x)|
x=ξh
= µ̂(ξ) for 0 ≤ ξ ≤ 1. (A.1)
We use the new µ̂(ξ) function to calculate the maximum |∇µ| as demonstrated
below:
dµ
dx
=
dµ̂
dξ
dξ
dx
=
1
h
dµ̂
dξ
(A.2)
so
dµ̂
dx
∣∣∣
max
=
1
h
dµ̂
dξ
∣∣∣
max
(A.3)
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where dµ̂
dξ
∣∣∣
max
= Co, is independent of h.
Appendix B
Finite Element Discretization
For completeness, we review finite element discretization in 2D using bilinear quadri-
lateral elements. The presentation here follows that in ((Hughes, 2000) c.f. sec. 3.2).
The main goal of the finite element method (FEM) is to convert a partial differ-
ential equation into a simple algebraic equation, of the form Kd = f , that can be
easily solved. To achieve this goal, we discretize the strains given in equation (2.36),
by dividing the domain (Ω) into smaller elements as demonstrated in figure (B·1).
Figure B·1: Discretized Domain.
Since we are working with a 2D problem, we will be using 2D bilinear quadrilat-
eral elements to discretize the domain. We will then perform the integrations over
the elements. Quadrilaterals do not necessarily have to be square or rectangular.
Performing integrations over them might therefore be difficult, so we first map the
quadrilaterals into biunit squares before integrating, as indicated in figure (B·2).
The mapping from the quadrilateral to the biunit square (parent domain) is done
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Figure B·2: Quadrilateral map. Ωe represents the physical element
domain. The letter e on the Ω symbol means that we are performing
the calculations in the element domain. In FEM, calculations can
either be performed in the element domain or the global domain. Most
of the calculations done in this thesis will be performed in the element
domain unless otherwise stated (Hughes, 2000).
with the following functions:
x(ξ, η) =
4∑
a=1
Na(ξ, η)x
e
a (B.1)
y(ξ, η) =
4∑
a=1
Na(ξ, η)y
e
a (B.2)
where Na(ξ, η) are the shape functions, and ξ and η are the natural coordinates.
These coordinates are written in vector notation as:
x =
{
x
y
}
and ξ =
{
ξ
η
}
. (B.3)
The shape functions Na are obtained from the following bilinear expansions:
x(ξ, η) = b0 + b1ξ + b2η + b3ξη (B.4)
y(ξ, η) = c0 + c1ξ + c2η + c3ξη. (B.5)
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These bilinear expansions were forced to satisfy the following equations:
x(ξa, ηa) = x
e
a and x(ξa, ηa) = y
e
a. (B.6)
The constants (b’s and c’s) that make the above equation satisfied were then solved
for, and plugged back into equations (B.4) and (B.5) to obtain the shape functions,
which are given below:
N1 =
(1− ξ)(1− η)
4
N2 =
(1 + ξ)(1− η)
4
N3 =
(1 + ξ)(1 + η)
4
N4 =
(1− ξ)(1 + η)
4
. (B.7)
These shape functions have the special property that they give a value of one at their
respective nodes, and zero at all other nodes. For example N1 has a value of 1 at node
1, and decreases linearly to zero at all other nodes. This property is demonstrated
in figure (B·3).
Figure B·3: Shape Function Graph (Hughes, 2000).
The shape functions used to map the geometry are used as interpolation functions
to fit the strain measurements. This practice of using the same shape functions for
the mapping of the geometry and the interpolation of the field variables (ex., ) is
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known as the isoparametric formulation. We also use the same shape functions to
interpolate the weighting functions in equation (2.36). This process of using the
same shape functions to interpolate the weights and the field variables is known as
the Galerkin method.
Appendix C
Parameter Selection
The functional that is used to process the displacements has six different parameters
(Txx, Tyy, α, β, δ, n) each of which has a slightly different effect on the output
displacements and strains and the resulting modulus reconstructions. Finding the
combination of parameters that will produce the best reconstructions is therefore
challenging because of the large number permutations to be considered. For example,
if we decide to try 3 different values for each parameters, then we will have to consider
36 = 729 different possibilities to determine the best parameter combination, and
if we instead try 5 different values for each parameter, we will have to consider
56 = 15625 different possibilities.
In order to slightly simplify the process of determining the best parameters, we
decided to fix the value of some of them and scale the rest of the other parameters
accordingly. This will help reduce the number of possibilities that we have to consider.
The parameters that we fixed were Tyy, and δ. Tyy was arbitrarily set to a value of
1, and δ was chosen based on the plot displayed in figure (C·1). In this figure,
we plot the following expression: log10(
(∇ ·A[k−1])2). This figure represents the
denominator of the spatial regularization term. From this figure, we try to select
a delta value that is small with respect to the values at the boundary between the
inclusion and the background, but that is approximately the same as the values
in the inclusion and in the background. We therefore selected δ to be 10−8. The
denominator of the regularization term for the other targets have similar values. As
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Figure C·1: Image of the spatial regularization term for target 1.
mentioned in the previous paragraph, the other parameters were chosen with respect
to the Tyy term. For example, the weights for the lateral displacements was chosen
to be Txx = 10
−5 so as to make the contribution from the lateral displacements to
the results insignificant. The β parameter was chosen using a somewhat systematic
approach. To do this, we performed five different computational experiment using a
different β value for each. For all the experiments, we used the following parameters:
Txx = 10
−5, Tyy = 1, α = 10−3, δ = 10−8, n = 0.5. The modulus reconstructions
for the tenth iteration are displayed in figure (C·2). From this figure, it is evident
that β = 10 produces the reconstruction with the best contrast. For all experiments,
we used the target 4 displacement data, and the reference contrast for this data is
5.26 (Dord et al., 2012).
The best α value was determined using the same procedure used to determine
the best β value. Five computational experiments were performed, and for each
experiment, the following parameters were used: Txx = 10
−5, Tyy = 1, β = 101, δ =
10−8, n = 0.5. The modulus reconstructions for the tenth iteration are displayed in
figure (C·3). From this figure, we see that α = 10−3 produces the reconstruction with
the best contrast. We also used target 4 displacement data for the experiments. The
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Figure C·2: Modulus reconstructions with different β values.
Figure C·3: Modulus reconstructions with different α values.
best n value was also determined using the same procedure used to determine the best
β value. Four computational experiments were performed, and for each experiment,
the following parameters were used: Txx = 10
−5, Tyy = 1, α = 10−3, β = 101, δ =
10−8. The modulus reconstructions for the tenth iteration are displayed in figure
(C·4). From this figure, it is clear that n = 0.5 produces the reconstruction with the
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best contrast. We also used target 4 displacement data for all experiments.
Figure C·4: Modulus reconstructions with different n values.
These experiments to determine the best α, β, and n values were performed for
all targets, and we got the same best n values for all trials. The best α, and β
values were not the same for all targets, however. We got the same best constants
for targets 1, 3, and 4, but for target 2, making the β value slightly larger and the α
value slightly smaller produced reconstructions with better contrasts. Target 2 had
the smallest reference contrast out of all the targets, and we expect the parameters
that produce the best reconstructions for different contrast inclusions to vary so this
result is not unexpected. Since we are interested in identifying the parameters that
work for the widest range of examples, we choose to use the α, and β values that
worked for targets 1, 3, and 4 as the best constants.
So far, we have kept the parameters constant for all iterations in each compu-
tational experiment. We now try to see what happens if we change the parameters
during the iterations. We change the parameters so as to keep the effective regular-
ization uniform and large within the inclusion and background, and relax the value
of the effective regularization in the boundary between the inclusion and the back-
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ground as more iterations are performed. An understanding of how this can be done
is demonstrated by the derivation below. The regularization function R(x) has the
form:
R(x) = α
x2
(x2 + δ)n
= α
eff
x2 (C.1)
where x = ∇ ·A(). The goal is to change the parameters, α, and n with each suc-
cessive iteration so as to keep α
eff
uniform in both the inclusion and the background.
The calculation below demonstrates how the parameters can be selected to achieve
this goal.
For x2  δ
α
eff
≈ α1
δn1
=
αo
δno
(C.2)
α1 =
αo
δno
δn1 (C.3)
where αo, and no are for the first iteration, and α1, and n1 are for the second it-
eration. We now try to prove that with this selection of parameters, the effective
regularization in the boundary between the inclusion and the background reduces
after each iteration.
For x2  δ
α
eff
≈ α1
x2n1
?
<
αo
x2no
(C.4)
α1
?
< αo
x2n1
x2no
(C.5)
where
?
< means that we are not sure if the less than condition is satisfied by the
equation. Plugging (C.3) into (C.5) yields:
αoδ
(n1−no) ?<αox2(n1−no). (C.6)
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Iterations Txx Tyy α β δ n
1-10 10−5 101 10−3 10 10−8 0.5
11-20 10−5 101 10−3 ∗ 10−8∗p 10 10−8 p
Table C.1: Reconstruction gotten by varying parameters with itera-
tions.
Since x  δ, then δ(n1−no) < x2(n1−no), and α1x2n1 < αox2no . So by choosing the
parameters α, δ, and n as described by equation (C.3), we can reduce the effective reg-
ularization (α
eff
) in the boundary between the inclusion and the background without
changing α
eff
in the inclusion and the background as more iterations are performed.
This method should help us recover a larger contrast between the inclusion and the
background than the previous regularization selection method.
The new parameter selection method was used to process the phantom displace-
ment data for target 3. The exact parameters used for each iteration are displayed
in table (C.1). In this table, p represents the different n values that we used for
different experiments. The results from the experiments are shown in figure (C·5).
In this figure, n = 0.5 corresponds to the reconstruction we get when we performed
10 iterations and used the same parameters for all iterations. This reconstruction
clearly has the closest contrast to the reference contrast of 3.54. This means that the
new parameter selection method does not improve the contrast of the reconstructions
as we expected. In fact, it seems to make the contrast worse as n is increased. It also
tends to make the striped artifacts in the background sharper as demonstrated by the
modulus image shown in the figure. This modulus image is for the case when n = 0.9.
The modulus images for the other cases had a more homogeneous background.
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Figure C·5: Modulus reconstructions using varying parameters dur-
ing iterations.
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