Extended by function (Hilbert) spaces, the 5S model of digital libraries (DL) [1] enables a physical interpretation of vectors and functions to keep track of the evolving semantics and usage context of the digital objects by support vector machines (SVM) for text categorization (TC). For this conceptual transition, three steps are necessary: (1) the application of the formal theory of DL to Lebesgue (function, L2) spaces; (2) considering semantic content as vectors in the physical sense (i.e. position and direction vectors) rather than as in linear algebra, thereby modelling word semantics as an evolving field underlying classifications of digital objects; (3) the replacement of vectors by functions in a new compact support basis function (CSBF) semantic kernel utilizing wavelets for TC by SVMs.
Background
Extended by function (Hilbert) spaces, the 5S model of digital libraries (DL) [1] enables a physical interpretation of vectors and functions to keep track of the evolving semantics and usage context of the digital objects by support vector machines (SVM) for text categorization (TC). For this conceptual transition, three steps are necessary: (1) the application of the formal theory of DL to Lebesgue (function, L2) spaces; (2) considering semantic content as vectors in the physical sense (i.e. position and direction vectors) rather than as in linear algebra, thereby modelling word semantics as an evolving field underlying classifications of digital objects; (3) the replacement of vectors by functions in a new compact support basis function (CSBF) semantic kernel utilizing wavelets for TC by SVMs.
Experimental results
We processed 5946 abstracts with LCSH metadata for machine learning (ML) from the Strathprints digital repository, University of Strathclyde [2] . Keywords were obtained by a WordNet-based stemmer using the controlled vocabulary of the lexical database resulting in 11586 keywords in the abstracts, and ranked according to the Jiang-Conrath distance based with the algorithm described in [3] . With altogether 176 classes, the research question was how efficiently SVM kernels can reproduce finegrained text categories based on abstracts only. The corpus was split to 80% training data and 20% test data, without validation. Multilabel, multiclass classification problems were split into one-against-all binary problems and their micro-, macro-averaged precision and recall values plus F 1 score calculated. Only C-SVMs were benchmarked, with the C penalty parameter left at the default value of 1. The implementation used the libsvm library [4] with linear, polynomial and RBF kernels on vectors to study classification performance. Polynomial kernels were benchmarked at second and third degree, RBF kernels by a small value (γ = 1/size of feature set) parameter as well as relatively high ones (γ = 1 and 2). A B-spline kernel with multiple parameters was benchmarked with the length of support ranging between 2 and 10. In terms of the micro-and macroaverage F 1 measures, in three out of four cases the wavelet kernel outperformed the traditional kernels while reconstructing existing classification tags based on abstracts (1) . In all, the wavelet kernel performed best in the task of reconstructing the existing classification on a deeper level from abstracts. 
