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IRENav, Ecole Navale/Arts-Métiers ParisTech, CC 600,29240 Brest Cedex 9, France.
(hadj ahmed.bay ahmed,boudra,dare,yves.preaux)@ecole-navale.fr
Résumé – La notion de mesure de similarité est très importante dans de nombreux domaines tels que l’apprentissage statistique, la fouille de
données ou les sciences cognitives. Dans cet article, nous nous intéressons à la similarité des signaux sur graphes et nous proposons deux nou-
velles mesures de similarité spectrales, compactes et efficaces, basées sur la comparaison des spectres propres des graphes, appelées Covariance
Spectrale (CS) et Similarité Spectrale Conjointe (SSC). Combinées à un noyau de diffusion sur graphe, ces nouvelles mesures ont permis
d’obtenir des performances de classification excellentes sur des données moléculaires réelles, montrant ainsi la pertinence des valeurs propres
pour la classification des signaux sur graphes. Les résultats sont comparés à ceux obtenus par les algorithmes k-NN et SVM appliqués sur des
graphes projetés dans un espace vectoriel.
Abstract – The notion of similarity measure is very important in various domains such as machine learning, data mining or cognitive sciences.
In this work, we are interested in the study of graph signals similarity for classification purpose. Two new spectral similarity measures based
on the matching of eigen spectrums of graph signals, termed as spectral covariance (CS) and joint spectral similarity (SSC) are proposed.
Combined with graph diffusion kernel, these new metrics give excellent classification performances on real molecular data thus, showing the
pertinence of eigenvalues for the classification of signals on the graphs. Results are compared to those obtained with k-NN and SVM algorithms
applied on embedded graphs.
1 Introduction
Le traitement du signal sur graphes est un sujet émergent
qui a suscité ces dernières années beaucoup d’intérêt dans de
multiples domaines [1],[2],[3],[4],[5]. Les graphes constituent
des structures bien appropriées à la représentation des rela-
tions complexes pour les données multi-dimensionnelles. Le
graphe peut être construit à partir des données pour capturer
la géométrie sous jacente. Le traitement du signal sur graphes
vise à généraliser les outils pour l’analyse, le débruitage, la
classification, la détection, la compression des signaux conven-
tionnels à ceux définis sur graphes. L’objectif principal est de
pouvoir traiter les données en prenant en considération les in-
teractions existant entre les différentes entités. La mise sous
forme de graphe des données multi-dimensionnelles a entraı̂né
le développement d’un grand nombre d’algorithmes pour étudier
les propriétés des graphes, particulièrement les algorithmes de
comparaison de graphes pour mesurer leur similarité notam-
ment dans l’étude des réseaux sociaux et les applications web
[6], la détection des cyber attaques et des anomalies dans les
réseaux informatiques [7], l’étude de l’évolution des connec-
tions dans le cerveau humain [8], la classification des molécules
biologiques [9]. La majorité des algorithmes vise à déterminer
la similarité structurelle des graphes, c’est le cas entre autres
des méthodes basées sur le coût de modification de graphe [10],
l’isomorphisme inter-graphes [11], la marche aléatoire [12] ou
bien la distance de Levenshtein [13]. La comparaison spec-
trale des graphes occupe aussi une place importante dans la
littérature, comme les travaux basés sur la cospectralié, l’ex-
centricité spectrale [14], la distance de Dirac et la distance de
Wasserstein [15]. Nous proposons dans ce travail de traiter le
problème de classification des signaux sur graphes en utilisant
des mesures spectrales de similarité. Deux nouvelles mesures
de similarité, appelées la Covariance Spectrale (CS) et la Si-
milarité Spectrale Conjointe (SSC) sont proposées. Elles uti-
lisent conjointement les propriétés énergétiques et structurelles
des graphes à travers leur spectres propres. Pour un meilleur
apprentissage, un noyau approprié qui reflète au mieux la struc-
ture du graphe est nécessaire. L’intérêt de la fonction noyau est
de transformer les algorithmes, développés initialement pour
les données vectorielles, pour les adapter aux données struc-
turées comme les graphes [16]. Un des noyaux les plus utilisés
dans RN est le noyau de diffusion, défini positif et solution de
l’équation de la chaleur [17]. Dans ce travail, les deux mesures
CS et la SSC sont intégrées dans le noyau de diffusion afin
d’améliorer son pouvoir discriminatoire. Des tests sont réalisés
pour classifier des molécules chimiques réelles. Les résultats
obtenus ont confirmé la pertinence de ces nouvelles mesures.
2 Bases des Signaux sur Graphes
Le graphe est construit en utilisant un ensemble V = {v1, v2, . . . , vN}
de N éléments appelés nœuds et un ensemble E = V × V de
m paires d’éléments de V . Chaque paire Ek = {vi, vj} de E
est une arête du graphe. Elle définit une relation d’adjacence
entre les nœuds vi et vj . Un graphe est un ensemble de nœuds
avec une fonction de connectivité entre ses éléments. Il peut
être représenté par une matrice d’adjacence (A = [aij ]) de
taille (N × N). L’élément aij de la matrice est égale à un si
le nœud vi est connecté au nœud vj , sinon, aij vaut zero. De
par la symétrie des relations entre les nœuds d’un graphe non
orienté, la matrice d’adjacence est également symétrique avec
une diagonale à valeurs nulles. Une représentation alternative
des graphes est donnée par la matrice laplacienne L = D−A,
avec D une matrice diagonale où la ieme entrée de la diago-
nale est le nombre de connexions du nœud vi. Si le graphe
est pondéré, le degré di est égal à la somme des poids wij
des arêtes liées à vi, et la matrice laplacienne prend la forme
L = D−W, où W est la matrice des poids. La matrice lapla-
cienne normalisée L est définie par :
L = I−D− 12 WD− 12 (1)
où I ∈ RN×N est la matrice identité de taille (N,N). Dans
la suite, nous notons le graphe par G(V,A,L), où A et L des
matrices qui contiennent l’essentiel de l’information structu-
relle du graphe. Un signal sur graphe est une projection d’un
ensemble d’éléments X complexes ou réels sur une structure
de graphe particulier. Chaque élément Xi est projeté vers un
nœud vi du graphe. Ainsi le signal sur graphe est noté par
G(X,A,L) avec les éléments de X comme nœuds.
3 Covariance Spectrale
Soit G un ensemble de signaux sur graphes non orientés, et
soient deux signaux sur graphes G1(X1,A1,L1) et G2(X2,A2,
L2) ∈ G avec Ai la matrice d’adjacence et Li la matrice lapla-
cienne. En diagonalisant la matrice d’adjacence/laplacienne,
nous obtenons les spectres propres λ(G1), µ(G2) des graphes
avec N1, N2 valeurs propres respectives ordonnées en ordre
croissant. Si nous considérons que les spectres propres sont
des variables aléatoires générées par des lois de probabilité
p(λ),p(µ) ayant chacune une variance finie (σ2λ, σ
2
µ), nous pou-
vons alors évaluer leur similarité par le biais de leur covariance.
Les graphes sont similaires si leurs spectres respectifs sont for-
tement corrélés. La covariance spectrale (CS) entre λ et µ
pour l réalisations est donnée par :





(λi − λ̄)(µi − µ̄)
(2)
CS(G1,G2) est le degré de similarité des graphes G1(X1,A1,
L1) , G2(X2,A2,L2) avec λ̄, µ̄ les moyennes statistiques et
l = min(N1, N2). La version normalisée est donnée par :
CSNorm =| CS(G1,G2) | /CSmax (3)
où CSmax = max
G1,G2∈G
| CS(G1,G2) |, CSNorm ∈ [0,1]
4 Similarité Spectrale Conjointe
Soient deux signaux sur graphes G1(X1,A1,L1) et G2(X2,A2,L2)
∈ G avec λ1i,λ2i les spectres propres de leur matrices lapla-
ciennes et ω1i, ω2i celles de leur matrices d’adjacence. La si-
milarité spectrale conjointe (SSC) vise à exploiter conjointe-
ment les propriétés des spectres propres des matrices d’adja-
cence et laplaciennes afin, de discriminer au mieux les graphes
à comparer. Elle est définie comme suit :
SSC(G1,G2) = αSSCL(G1,G2)+(1−α)SSCA(G1,G2)
(4)








(ω1i − ω2i)2 (6)















Nous gardons les premières {k, l} valeurs propres qui contiennent
les pourcentages {ρL, ρA} des énergies totales des spectres.
Les seuils d’énergie sont choisis selon le nombre de valeurs
propres à prendre en considération. La mesure (4) est norma-
lisée comme suit :
SSCNorm = SSC(G1,G2)/SSCmax (8)
où SSCmax = max
G1,G2∈G
(SSC(G1,G2)), SSCNorm ∈ [0,1]
L’utilisation de la distance maximale pour la normalisation est
valide seulement dans le cas de graphes de tailles proches pour
éviter un grand écart du maximum par rapport à la moyenne.
Dans le cas de la CS, nous prenons en compte les l premières
valeurs propres des spectres des signaux sur graphes, ce qui di-
minue la plage de variation de la distance. Même chose pour la
SSC en utilisant cette fois ci les seuils d’énergie ρA et ρL.
Dans ce travail, les vecteurs de donnéesX1 etX2 n’interviennent
pas directement dans le calcul des distances CS et SSC, mais
ils pourront être pris en compte dans le calcul des poids de la
matrice d’adjacence.
5 Noyau de Diffusion pour Graphes
Dans les approches à noyaux, les patterns sont représentés
par une fonction de similarité mutuelle au lieu des vecteurs
d’attributs individuels. Ils permettent l’entraı̂nement de la ma-
chine d’apprentissage dans un espace de grande dimension pour
améliorer la probabilité de séparation des classes. Les valeurs
du noyau sont obtenues à partir d’une fonction symétrique,
définie positive [18]. Ce noyau valide est appelé noyau de Mer-
cer [19]. Dans la littérature, nous trouvons plusieurs types de
noyaux valides [20],[21]. Parmi eux il y a le noyau de diffu-
sion qui a été étudié pour la première fois par Kondor et Laf-
ferty [22]. Ils ont utilisé la fonction exponentielle pour générer
une famille de noyaux sur graphes, en s’inspirant de la solution
de l’équation de la chaleur. L’idée de base est d’utiliser une
mesure de similarité symétrique (SSCNorm,CSNorm) pour
construire une matrice de noyau K définie positive et valide
[22]. Considérons un ensemble de graphes {g1, g2, . . . , gM} ⊆
G, un facteur de pondération 0 < β < 1 et des mesures de si-
milarité G×G → R. La matrice S = (sij)M×M des similarités
mutuelles entre les graphes de taille (M×M) peut être conver-
tie en une matrice de noyau définie positive K = (κij)M×M en






βpSp = exp(βS) (9)
Nous intégrons ce noyau dans l’algorithme d’apprentissage SVM
pour la classification des graphes.
6 Bases de Données des Signaux
6.1 Graphes de Mutagénicité
Comme décrit dans [19], la mutagénicité est la capacité d’une
molécule chimique à entraı̂ner des mutations dans l’ADN. Une
molécule mutagène interagit avec l’ADN conduisant à sa mo-
dification par l’ajout ou la suppression de sections spécifiques.
Ainsi, les molécules mutagènes présentent un grand risque de
toxicité, spécialement pour les humains. La base de données
Chemical Carcinogenicity Research Information System (CCRIS)
[23] contient 7000 molécules. Dans ce travail, les données uti-
lisées ont été préparées originalement par les auteurs dans [19].
La base de données est composée de deux classes : molécules
mutagènes et non-mutagènes. Afin de les convertir en signaux
sur graphes, nous associons à chaque nœud un scalaire qui cor-
respond à la masse atomique de la composante chimique par
rapport à son isotope le plus proche, les poids Wij des arêtes
sont considérés comme une force d’attraction fictive entre les
atomes individuels et ils sont calculés par la formule suivante :
Wij =
{
(valence× | mi −mj |)2 if mi 6= mj
(valence)2 if mi = mj
(10)
oùWij est le poids de l’arrête entre les nœuds i et j et les quan-
titées mi et mj sont leurs masses atomiques respectives. Plus
la différence des masses atomiques est importante, plus l’inter-
action est forte. Les connexions ayant une liaison double voient
leurs forces d’attraction multipliées par deux. Il est important
de souligner que la stratégie de pondération proposée (Eq. 10)
est conceptuelle et non réelle. Notre ensemble d’entraı̂nement
est composé seulement de 200 graphes (100 mutagènes, 100
non-mutagènes), afin de réduire les problèmes liés à la com-
plexité et de tester la pertinence de nos approches dans le cas
d’un ensemble d’entraı̂nement petit. La taille de l’ensemble de
test est de 2337 graphes.
6.2 Graphes de Protéines
Présentée dans [19], cette base de données contient des Protéines
(enzymes) qui appartiennent à six classes (EC 1, EC 2, EC 3,
EC 4, EC 5 et EC 6). Les protéines sont converties en graphes
par la représentation des éléments de leur structure secondaire
sous forme de nœuds et d’arêtes. Les nœuds sont étiquetés se-
lon leur type (helix, sheet, ou loop) et la séquence de leur acide
aminé (e.g. TFKEVVRLT). Chaque nœud est connecté par des
arêtes à ses trois voisins les plus proches dans l’espace. Les
arêtes sont étiquetées par leur type et leur distance en Ang-
ströms. Pour obtenir les signaux sur graphes, nous associons à
chaque nœud la somme des masses des atomes qui composent
sa séquence. Il y a 600 protéines au total, 100 par classe. Nous
utilisons un ensemble d’entraı̂nement de taille (200) et un en-
semble de test de taille (400). La classification de ces données
consiste à déterminer la classe de l’enzyme.
7 Résultats
Les nouvelles mesures ont été intégrées dans le noyau de dif-
fusion pour graphes et testées pour résoudre les problèmes de
classification décrits ci-dessus. Pour les deux bases de données,
nous avons utilisé des ensembles d’entraı̂nement de plus pe-
tite taille (200 éléments) par rapport à ceux exploités dans [19]
pour réduire le temps et la complexité du calcul. Pour procéder
à la comparaison, la taille des ensembles de test est identique à
celle employée par Riesen et Bunke [24] soit 2337 éléments
pour la mutagénicité et 400 pour les protéines. Nous repor-
tons dans la Table I, les résultats de deux approches proposées
dans [19] [24] (k-NN et SVM sur graphes encastrés) et les
résultats de nos approches correspondant aux paramètres β =
0.1, α = 0.7, ρL = ρA = 0.9. Ces résultats montrent que les
méthodes basées sur les mesures CS et SSC conduisent à des
taux de classification de 100% pour la mutagénicité, quelle que
soit la matrice utilisée. En utilisant que 8% des données d’en-
traı̂nement d’origine, nous avons amélioré le taux de classifica-
tion de 28%. Les résultats obtenus ont été validés en fixant les
valeurs des paramètres β, α, ρL, ρA expérimentalement. Une
stratégie pour l’optimisation du choix de ces paramètres est
nécessaire.
TABLE 1 – Taux de classification relatifs aux Bases de Données
Mutagénicité et Protéines.
Algorithme/Bases de Données Mutagénicité Protéines
k-NN/ Graphes Encastrés 67% 95%
SVM/ Graphes Encastrés 72% 97.3%
SVM-CS Adjacence 100% 98.9%
SVM-CS Laplacienne 100% 98.9%
SVM-CS
Laplacienne Normalisée 100% 98.9%
SVM-SSC
Adjacence et Laplacienne 98.0% 98.49%
SVM-SSC
Adjacence et Laplacienne 100% 98.9%
Normalisée
Dans le cas du problème multi-classes des protéines, nous avons
utilisé l’approche One-vs-Rest dans l’algorithme d’apprentis-
sage SVM. Les résultats sont très bons. Le classificateur a at-
teint 98.9% de bonnes réponses en utilisant les deux métriques
CS et SSC, soit une amélioration de 1.3%. Dans l’ensemble
les résultats obtenus sont très encourageants et montrent l’intérêt
de construire des mesures de similarité, pour la classification
des signaux graphes, basées sur les valeurs propres issues des
matrices d’adjacence et laplacienne.
8 Conclusion
Dans ce travail, deux nouvelles mesures de similarité CS et
SSC des signaux sur graphes ont été proposées. Elles représent-
ent deux descripteurs optimisés, informatifs et efficaces pour la
discrimination des graphes de petite taille. La CS et la SSC
ont été testées dans le cadre d’une classification binaire et multi-
classes à partir d’un jeu de données d’entraı̂nement réduit. Les
méthodes ont été appliquées sur des données moléculaires pour
la prédiction de la mutagénicité et la sélection des protéines.
Les résultats obtenus sont très prometteurs avec un faible taux
d’erreurs de classification. Une projection simple et efficace
des données moléculaires en des signaux sur graphes a été égale
ment proposée. Cette projection a amélioré nettement le pou-
voir discriminatoire du classificateur. Nos résultats montrent
la pertinence des valeurs propres pour la classification des si-
gnaux sur graphes. La non implication actuelle des données
supportées par les nœuds dans le calcul des distances peut être
évitée en proposant une pondération des arêtes dépendant juste-
ment de ces données. Nous comptons aussi étudier l’évolution
des performances de classification en fonction des différents
paramètres intervenant dans les mesures de similarité (CS,SSC)
et dans le noyau de diffusion, et comparer nos approches avec
d’autres distances spectrales définies pour les signaux sur graphes.
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