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ABSTRACT
Wind induced ground vibrations are a source of noise in seismic surveys. In a previous study, a
wind-ground coupling theory was developed to predict the power spectral density (PSD) of ground
motions caused by wind perturbations on the ground surface. The ground was assumed to respond
as an elastic isotropic homogeneous medium deforming quasi-statically due to wind. Model pre-
dictions and field measurements were in agreement for the normal component of the displacement
but under predicted the radial component. There are two possible explanations for the underes-
timation: the wind shear stresses are larger than the predictions or the quasi-static homogeneous
ground model is unrealistic leading to underestimation. In this work, generalized ground models
incorporating non-uniform grounds and dynamic deformations are evaluated in order to improve
the prediction for the radial displacements and also evaluate the possible effect of ground structure
on the wind-ground measurements. The static response of the ground is replaced by the analytic
response of an elastic homogeneous half-space under the influence of a harmonic vertical surface
load in the wind-ground equation. The normal component of dynamic predictions is in a good
agreement with previous field measurements and predictions, whereas, the radial displacements of
the dynamic model show an improvement compared to the static model. However, there is still
a significant discrepancy between the predicted and measured displacements. The response func-
tion for three different types of non-uniform grounds: an inhomogeneous ground with increasing
rigidity with depth, a layered ground with an elastic layer over a half-space and a cross-anisotropic
ground are investigated. The wind-ground displacements predicted for continuously increasing
rigidity indicate that such ground structures change the slope of the PSD of ground deformation.
For layered grounds, the predicted PSD of ground deformation at very high frequencies is represen-
ii
tative of the upper-layer elastic properties whereas the lower layer is responsible for the behavior
at very low frequencies. The transition rate between two limits, or the slope of the PSD lines, is
higher for layered grounds with thinner top layer. The predicted PSD of the ground deformation for
transversely isotropic ground model with stiffer properties in the normal direction is linear like the
isotropic model but with a larger radial to vertical displacement ratio. For the range of anisotropy
investigated, this larger ratio is still not sufficient to explain the field observations. In conclusion,
the more realistic ground models result in larger radial displacements but not enough to explain
the field data. The hypothesis that the wind induced shear on the ground is larger than predicted
from the viscosity of air and modeled wind velocity profile is strengthened and should be investi-
gated. The inhomogeneous ground models show that the slope of the seismic wind noise PSD is a
diagnostic for ground inhomogeneities given the naturally occurring wind noise.
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Wind noise is a source of seismic vibrations that obscure or mask seismic data. Understanding
and predicting this noise source is an important step in reducing its effects. Furthermore, predicting
these effects can help us to recognize or filter the desired data and avoid misunderstandings from
the masked data. Wind noise on seismic sensors can be attributed to the direct interaction of the
wind with the sensor or the ground vibrations generated by the turbulent pressure and shear stress
of the wind on the ground surface. In other words, wind is a distribution of vertical and possibly
horizontal surface loads that shake the ground and obscure the desirable seismic phenomena that
we want to observe. In this study, the main purpose is to understand the wind-ground coupling by
developing a prediction model for the ground motion due to wind.
This chapter provides a summary of previous studies quantifying wind noise on seismic sen-
sors and proposed solutions to reduce the noise. A review of the theory of wind-induced ground
displacements is provided. Finally, motivations of the current study to develop a new prediction
model are explained.
Wind noise prediction and reduction have been reported in many studies. Withers et al. (1996)
studied the effects of wind noise on seismic data as a function of wind speed.The benefit of buried
sensors was well known to them at the time and they wanted to investigate depth dependency
of wind noise. They chose a site near Datil, New Mexico with strong winds and low levels of
cultural noise. A vertical borehole seismometer (GS-28, Geospace Technologies) was deployed at
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different depths (5, 43, and 85 m) within a deep (1500 m) cased borehole. In addition, 3-component
sensors (Teledyne Geotech GS-13) were planted on the ground surface to investigate depth effects
on signal and noise variations. The wind-contaminated seismic background noise appeared after
wind speeds exceeded 3 m/s at the surface, 3.5 m/s at 43 m depth and 4 m/s at 85 m depth. For
frequencies less than 30 Hz the most effective wind noise reduction occurred at or below 40 m
which is consistent with the near-surface attenuation of high frequency noise. Above 4 m/s wind
speed, they improved signal-to-noise ratio (SNR) by as much as 20 to 40 dB between 23 and 55 Hz
and 10 to 20 dB between 10 to 20 Hz by deploying at a 43 m depth rather than at the surface. At
the surface, SNR was nearly zero in the 23 to 55 Hz frequency band at higher wind speeds. On the
other hand, seismometers in the borehole gave sufficient signal above noise to provide information
about the signal source. The study showed a coherent correlation between SNR and wind speed
at the site. They suggested a 40 m depth was adequate for noise reduction and additional benefits
were negligible at deeper depths for frequencies above 20 Hz.
Bland andGallant (2001, 2002) investigated the effect of wind noise on geophones by deploying
3-component geophones (OyoGeospace GS20DM) in holes at 5 cm to 50 cm depths. Based on their
measurements, there was a consistent correlation between recorded noise levels and wind speed.
For winds from 17.5 km/h to 22.5 km/h (4.86 m/s to 6.25 m/s), the SNR decreased with increasing
wind speed by approximately 3 dB for every 3 km/h (0.83 m/s). The SNR for both the vertical
and horizontal components improved by 3 dB for every 10 cm of buried geophone depth. They
concluded that for every 3 m/s increase in wind speed geophones should be buried 10 cm deeper.
The horizontal components were 3 dB more sensitive to wind noise than vertical components.
Young et al. (1996) recorded surface and subsurface high-frequency (>1 Hz) noise data at three
separate sites in the United States (Amarillo, Texas; Datil, New Mexico; and Pinedale, Wyoming)
for a long time under different wind condition. At the Amarillo site, data were collected in two
boreholes (370 and 2000 m deep) about 8 m apart located in the bottom of a broad, shallow valley.
They used a vertical seismometer (TeleDyne Geotech GS21) near the bottom of the shallow bore-
hole and at different depths of the deeper hole. At the Datil site, they deployed a vertical component
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Teledyne Geotech GS28 and a three-component Teledyne Geotech GS13 at the surface and various
depths of a 1623 m borehole. At the Pinedale site, they used a Teledyne Geotech S3 in a 13 m
borehole, a 3-component GS13 in a deep vault (13 m), another GS13 in a shallow vault (3 m), and
a GS28 at various depths in a deep borehole (3000 m total depth). Power density spectra were cal-
culated using 2 minutes noise samples. Although these three sites were geologically distinct, they
showed many common wind noise features. Noise levels were much higher at or near the surface
(5 m or less) and much more variable (power range up to 44 dB) than at depth (the smallest range
was 9 dB at 1951 m) due to wind coupling. All sites showed an excellent correlation of increased
noise levels with increasing wind speed even at significant depths regardless of the surface profile
or local lithology. The data contamination by wind noise was broadband (15 to 60 Hz) and dramat-
ically increased after a threshold in wind speed (3 to 4 m/s within a few meter of the surface and 8
m/s at a depth of a few hundred meters). They proposed deploying sufficiently deep seismometers
(hundred meters) to avoid wind noise. However, they mentioned deploying at a moderate depth
and reducing the wind drag on the ground (choosing or making smooth terrain around the sensors)
may have same improvement for a much smaller cost. They believe that cultural noise is typically
much weaker (10 dB or less) than wind noise but impacts data to great depths.
Naderyan et al. (2016) developed a prediction of the ground displacements spectra from the
measured ground properties and predicted pressure and shear stress at the ground surface. De-
veloping a prediction model for wind-induced ground motion first requires a model to predict the
driving forces over the surface. Yu et al. (2011) developed a theory for the prediction of the pres-
sure fluctuation spectrum at the ground surface using the wind velocity spectrum. The results of
the prediction model were compared to measurements of wind noise on a flush microphone in a
surface beneath a foam covering. The theory provided reliable predictions in the low and middle
wave number range. It was shown that the turbulence-shear interaction pressure is the dominant
source of wind noise at the ground surface. In Naderyan’s study, Yu’s model was used to calculate
the driving pressure perturbations on the ground surface and verified by measurements of the pres-
sure at the ground surface using a flush microphone. The second aspect for predicting the ground
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deformation is a model of the ground. Naderyan et al. (2016) modeled the ground as a linearly
elastic half-space bounded by an infinite plane on one side. The wind excitation over the ground
surface was assumed to be a slowly moving fluctuation of pressure. Under these conditions, the
accelerations were assumed to be small and the ground displacements assumed to be quasi-static.
The deformation of the ground due to the point forces were determined by solving the equation
of equilibrium and applying associated boundary conditions (Landau and Lifshitz, 1986). The net
ground deformations at a measurement point must be due to a distribution of sources for wind
turbulence over the ground surface. Shields (2005) used a three-axis orthogonal pressure sensor
array to study wind correlation; one vertical arm and two horizontal arms on the ground aligned in
downwind and crosswind directions. Naderyan (2015) applied the correlation function by Shields
(2005) to define the spatial distribution of these point forces.The correlation of the pressure and
shear stress was assumed to be the same as the wind correlation because pressure and shear stress
spectra are proportional to the wind velocity spectra. The results for the wind noise correlations
were used as turbulence correlation functions of the wind pressure and shear stresses at the surface.
Naderyan acquired measurements under different wind speeds to compare with theoretical re-
sults. All measurements were conducted in an agricultural field near Locke Station, MS. The terrain
was flat and open around the location of measurements for about 25.0 m to the east and west, 4.0
m to the north, and 10.0 m to the south. Beyond these points, the site consisted of mowed grass
and harvested fields with a fetch of about 180 m to the west, 600 m to the east, and 1.5 km to the
north. 3-component 10 Hz geophones (GS-32CT) and an ultrasonic anemometer (Gill Instrument
R3A-100) were used for measuring the ground vibration and wind velocities, respectively. Four
geophones were used at different positions (ground surface, flush mounted, depth of 20 cm and 40
cm) to investigate the effect of depth on the wind noise. The measurements showed that all three
components of the displacement were about the same magnitude. The predicted and the measured
vertical ground displacements agreed very well. However, the horizontal ground displacements
were significantly underpredicted. The results suggested that the shear stress must be of the same
order of magnitude of the normal pressure on the ground surface. They postulated that the dis-
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crepancy between the results and the predictive model were likely due to roughness effects of the
ground surface. In order to account for the horizontal deformation, they speculated that the wind
must apply a horizontal load (shear stress) with the same order of magnitude as the vertical pres-
sure. The effect of the burial depth and wind velocity on the displacements showed that the wind
noise on the geophone above the ground was dominated by the direct interaction of the wind with
the geophone. The wind noise increased by roughly 8 dB for an increase of 1 m/s in wind velocity.
Mounting the geophone flush to the ground provided roughly 20-25 dB reduction in wind noise.
The noise reduction decreased with burial depth such that the improvement of 40 cm burial was
negligible with respect to the 20 cm.
This thesis extends the previous study by Naderyan et al. (2016) on wind-ground coupling
and investigates some generalizations including elastodynamic deformations of the ground (in lieu
of the quasi-static theory) and non-uniform ground models (in lieu of the homogeneous ground
model). The evaluation of these changes show the possible effect of ground structure on the
wind-ground measurements and also can improve the difference between the measured and pre-
dicted value for the horizontal displacement of the ground due to wind. This study’s outcome
may strengthen or contradict the hypothesis of existence of a shear stress with the same order of
magnitude of the normal pressure on the ground surface.
Chapter 2 provides details of the prediction equations of Naderyan’s wind-ground model and
offers mathematical improvements. Naderyan et al. (2016)’s prediction equation is a combination
of two double integrals of an oscillatory four-variable function. This quadruple integral has infinite
limits of integration (from negative infinity to infinity) for all four variables and the integral ap-
proaches infinity at specific singularity points. These mathematical difficulties make the numerical
computation of the integral time consuming and cause some “kinks” in the predictions especially at
higher frequencies. Two solutions are proposed to solve the problem and generate smooth curves
of PSD as a function of frequency.
Inertial instruments used to measure horizontal motion are sensitive to tilt. In tilt-coupled in-
struments, gravity exerts a force along the sensing axis of the instrument which is a function of
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inclination and must be accounted for in seismic applications (Matichard and Evans, 2015). Tilt
was reported and investigated in many studies as a source of noise on seismology instruments.
Murdoch et al. (2017) modeled pressure fluctuations on Mars and calculate the ground response
due to these fluctuations. They found that the direct horizontal acceleration is typically two orders
of magnitude smaller than the tilt-induced horizontal acceleration as a result of the ground tilt due to
the Large Eddy Simulations (LES) turbulence-induced pressure fluctuations. Kissel (2010) studied
tilt-horizontal coupling as a limiting source of noise on the Laser Interferometer GravitationalWave
Observatory (LIGO) ground based detectors. The structure of a suspended mass inertial sensor was
schematically shown and related equations were solved to show the tilt sensitivity of the sensor.
Tilt sensitivity of seismic sensors are only considered for low-frequency vibrations. In Chapter 2,
the related equations are shown and solved to understand the tilt sensitivity of our measurements
in the interested frequency range.
In the previous study, it was assumed that the load is applied over a sufficiently long period
and so slowly that the displacement of the model can be considered static. Since the interest is in a
frequency range above 4.5Hz, the quasi-static theory may not be appropriate. Therefore, in an at-
tempt to better describe the ground displacement due to interactions with wind, Chapter 3 presents
an expanded wind-ground model based on the elastodynamic theory assuming that wind pressure
fluctuations act as a distribution of harmonic point load on the surface of the ground. The dynamic
deformations of the ground as an elastic half-space under a harmonic vertical surface load were pre-
dicted by Lamb (1904). The elastodynamic ground model shows different deformation responses
compared to the quasi-static model, especially in the horizontal direction. A series of field mea-
surements, using an approximately small source, were designed and conducted to compare with
the predictions for the elastodynamic model. Furthermore, the ground model is extended using
visco-elastic theory instead of the ideal model without losses, to provide more accurate predictions
of the measurements with range. The visco-elastic model is incorporated as the ground model for
predicting wind-induced ground deformations. Although the dynamic model improves the pre-
dicted horizontal displacement compared to the static model, the dynamic model is not sufficient
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to explain the measured differences between the vertical and horizontal deformations measured in
the field.
In the previous study by Naderyan et al. (2016), the ground was modeled as an elastic ho-
mogenous half-space. However, ground is a layered or inhomogeneous medium and will have
a different response due to the surface pressure. Different kinds of theoretical inhomogeneous
and non-uniform grounds and their finite element responses due to a surface load are evaluated in
Chapter 4. The homogeneous half-space model is replaced with theoretical non-uniform models
in order to drive the predictions closer to reality and evaluate the effect of ground non-uniformity
on the wind-ground predictions. The effect of inhomogeneities on the magnitude and ratio of the
displacements is discussed. Comparison between the homogeneous and non-homogeneous pre-
dictions also provides insight into the use of wind induced seismic motion to study near-surface
ground properties.




Naderyan et al. (2016) developed a wind-ground coupling theory predicting ground displace-
ments as a function of wind speed and turbulence spectrum. Developing a theoretical model for
wind induced ground motion combines several theories. Finding the driving force over the ground
surface is the first step. Second, a correlation function must be considered in order to have a real-
istic distribution of sources. Finally, the wind-ground model requires a predicting ground model
converting surface loading to deformations.
Raspet et al. (2008) developed theories relating the wind noise measured by screened and un-
screened microphones to meteorological measurements at the height of the microphone. Yu et al.
(2011) extended Raspet’s research using themirror flowmodel of anisotropic turbulence by Kraich-
nan (1956) to develop a model to predict the turbulence-shear interaction pressure at the ground
surface for different wind velocity profiles. Naderyan et al. (2016) used Yu’s model to predict the
spectrum of the pressure fluctuations at the ground surface.
Shields (2005) proposed a frequency-dependent correlation for wind noise over a range of wind
velocities in the downwind and crosswind directions. Naderyan et al. (2016) assumed that the cor-
relation of the pressure is the same as the wind correlation because pressure spectra are proportional
to the wind velocity spectra and turbulence parameters. Therefore, Naderyan utilized results for the
wind noise correlations as the turbulence correlation function of the wind pressure at the surface.
The simplest model for the ground is a half-space solid bounded by a horizontal surface. The
theoretical deformation of this half space due to surface loading depends on its properties and
the excitation type (static or dynamic). In the most ideal case, the ground is assumed to be a
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linearly elastic homogeneous half space. Naderyan et al. (2016) assumed that wind excitation
over the ground surface is a slowly moving fluctuation which can be regarded as a quasi-static
loading problem. Associated equations for static deformations of a homogeneous elastic half space
subjected to a surface point force by Landau and Lifshitz (1986) were used by Naderyan as a part
of the wind-ground theory.
Combining the above theories leads to the following equations for the power spectra of the
vertical and horizontal components of the wind-induced ground surface displacements due to the
vertical pressure (Naderyan et al., 2016),




















where 𝑈𝑟 and 𝑈𝑧 are horizontal and vertical displacements at the observation point of the pressure.
𝑘 is wind pressure wavenumber. 𝑢𝑟 and 𝑢𝑧 are predicted horizontal and vertical displacements of
the surface of the ground model due to a unit vertical surface point force, (𝑥, 𝑦) and (𝑥′, 𝑦′) are
coordinates of two random points on the ground surface with respect to the observation point of the
pressure, 𝑟 and 𝑟′ are √𝑥2 + 𝑦2 and √𝑥′2 + 𝑦′2 respectively, 𝑝2𝑧(𝑘) is the Power Spectral Density
(PSD) of wind pressure on the ground at wavenumber 𝑘which is obtained from the predictionmodel
by Naderyan et al. (2016). 𝑅(𝑥−𝑥′) and 𝑅(𝑦−𝑦′) are wavenumber-dependent correlation functions of
the wind in the downwind and crosswind directions, respectively. Equation 2.1 is the main equation
of the wind-ground theory which is modified in this study, regarding different loading scenarios and
ground models.Based on the quasi-static assumption, 𝑢𝑟 and 𝑢𝑧 are substituted with equations for
vertical and horizontal surface displacements of a homogeneous elastic half space due to a static
surface point force (Landau and Lifshitz, 1986). The proposed correlation functions by Shields
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(2005) are applied also and the final equation is,
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where 𝜈 and 𝐸 are Poisson’s ratio and Young’s modulus of the ground. Shields’ measurements
suggested that 𝛼 and 𝛽 are approximately 3.2 and 7.0 over a range of wind velocities (from 4
to 8 m/s) and atmospheric and environmental conditions, respectively. Shields determined that
within experimental error and over the limited range of velocities measured, the correlation was
independent of wind velocity and the terrain. Naderyan et al. (2016) assumed that pressure stresses
have the same correlation behavior as measured by Shields.
2.1 Kinks in predictions
In Equation 2.2, 𝑝𝑧 is replaced with its calculated value for each wavenumber, 𝑘, and the equa-
tions are numerically solved for each 𝑘. The built-in numerical integration function of MATH-
EMATICA, a powerful mathematical tool is used for the integral computation. Prediction of the
ground displacements versus frequency is shown in Figure 2.1. A 2𝜋𝑚/𝑠 wind speed assumed for
conveniences so the frequencies equal to the wavenumbers. As shown in Figure 2.1, there are some
kinks in the curves. In this section, reasons and solutions of these kinks are discussed.
The sampling points selected by MATHEMATICA through the numerical process of the inte-
grals for 𝑥 and 𝑥′ between -2 to 2 are shown in Figure 2.2. The sampling points are noticeably
concentrated around the center and the line 𝑥 = 𝑥′ where singularities (𝑟 = 0, 𝑟′ = 0) exist and the
values of the exponential functions are changing rapidly (exp(−𝛼
𝑘
2𝜋 |𝑥 − 𝑥
′|) = 1), respectively.



























Figure 2.1. Kinks in predicted wind-ground displacements from integration in cartesian coordinates.
and the exponential functions specially at high frequencies (large 𝑘) creates the kinks and makes
the computation process time-consuming.
2.1.1 First solution
The problem with singularities at 𝑟 = 0 and 𝑟′ = 0 can be assessed by converting to cylindrical
coordinates. Equation 2.2 in cylindrical coordinates is,
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Figure 2.2. Numerical sampling points for 𝑥 and 𝑥′ selected by MATHEMATICA through computation of
Equation 2.2.
Figure 2.3 displays new prediction results from the cylindrical integration, Equation 2.3. As shown,
these curves are smoother however, there are still some kinks on the curves. The exponential
functions in front of the integral decay faster with increasing 𝑘/2𝜋 (decreasing pressure fluctuation
wavelength). It means that the integral answer is dominated by integration over smaller radius
(𝑟 and 𝑟′) at higher frequencies. Therefore, the integral upper bound limits for 𝑟 and 𝑟′ can be
truncated with an appropriate function of 2𝜋/𝑘 without a significant change in results. It makes the
numerical process easier and smooths the resulting curve.
|Ur| 2
|Uz| 2























Figure 2.3. Smoother predicted wind-ground displacements from integration in cylindrical coordinates.
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Figure 2.4 shows the ratio of the truncated integration to the original integration results as a
function of selected factor of 2𝜋/𝑘 for 𝑘 = 1𝑚−1. For the upper bounds equal to five wavelengths
of the pressure fluctuation (10𝜋/𝑘), there is a 2.7% difference which seems reasonable to be used
instead of infinity for the integral limits, Equation 2.4. Figure 2.5 compares the results of predic-
tions from truncated integrals in cylindrical coordinates, Equation 2.4, and predictions from the
original form of integrals in Cartisian coordinates, Equation 2.2. As shown, it is very smooth with
no kinks.














Figure 2.4. Ratio of results of truncated integration to unbounded integration results in cylindrical coordi-
nates.
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Figure 2.5. Effect of truncation on predicted displacements from integration in cylindrical coordinates.
2.1.2 Second solution
In the second solution, a smoother curve is obtained using the integral symmetry to reduce
integration domain and remove absolute values. The calculation detail of this method is explained
and the results are shown in Appendix.
2.2 Tilt
Inertial sensors such as seismometers, geophones, and accelerometers cannot distinguish hor-
izontal motion from tilt motion (Matichard and Evans, 2015). Many papers have investigated tilt
as a source of noise on seismic sensors and proposed different solutions to detect or subtract its
effect from horizontal measurements. This section describes the physics of the tilt effect on the
horizontal and vertical components of a suspended-mass sensor. Solving associated equations of
motion and finding the tilt-induced response of the sensor helps to understand its importance in our
wind-ground measurements.
Inertial sensors measure the position of a suspended mass in a specific direction. These sensors
are modeled by an damped harmonic oscillator (Kissel, 2010). Figure 2.6 shows a schematic view
of the vertical and horizontal components of the sensor. The rectangles are the sensor’s frame in
which a small mass 𝑚, is suspended from a spring 𝑘, and a damper 𝑐, in the sensitive direction of
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the sensor component. 𝜃0 is the sensor initial orientation with respect to the horizontal line and
𝜃 is a small angular deviation from the initial position. Assuming the sensor is attached to the
ground, the frame displacement is equal to the ground displacement and the relative displacement
between the frame and suspended mass is the measured displacement. The equations of motion for
the horizontal component under the presence of gravity is,
Figure 2.6. Diagram of inertial seismic sensor under influence of small tilt 𝜃 from zero position 𝜃0.
𝑘(𝑥𝑓 − 𝑥𝑚) + 𝑐(?̇?𝑓 − ?̇?𝑚) − 𝑚𝑔 sin(𝜃0 + 𝜃) = 𝑚?̈?𝑚, (2.5)
where 𝑘, 𝑐 and𝑚 are the spring constant, damping coefficient and suspendedmass, respectively. 𝑥𝑓 ,
𝑥𝑚 and 𝑥𝑚𝑓 represent displacements of the frame, the suspendedmass and the relative displacement
of themasswith respect to the frame along the horizontal component of the sensor. ?̇? and ?̈? represent
the first and second derivatives of displacement with respect to time. If 𝑥𝑚−𝑥𝑓 = 𝑥𝑚𝑓 , Equation 2.5
becomes,
−𝑘𝑥𝑚𝑓 − 𝑐?̇?𝑚𝑓 − 𝑚𝑔 sin(𝜃0 + 𝜃) = 𝑚(?̈?𝑚𝑓 + ?̈?𝑓 ). (2.6)
Substituting the natural frequency, 𝜔2𝑛 = 𝑘/𝑚 and damping ratio, 𝜁 = 𝑐/(2√𝑘𝑚), Equation 2.6
becomes,
?̈?𝑚𝑓 + 2𝜔𝑛𝜁?̇?𝑚𝑓 + 𝜔2𝑛𝑥𝑚𝑓 = −?̈?𝑓 − 𝑔 sin(𝜃0 + 𝜃). (2.7)
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For an optimal horizontal orientation 𝜃0 = 0 and 𝜃 is very small. The Taylor series expansion of
sin(𝜃) = 𝜃 + 𝑂(𝜃)2 and the Fourier transform of Equation 2.7 is,
−𝜔2𝑋𝑚𝑓 + 2𝜔𝑛𝜁𝑋𝑚𝑓 𝜔𝑗 + 𝜔2𝑛𝑋𝑚𝑓 = 𝜔2𝑋𝑓 − 𝑔𝜃, (2.8)
where 𝑋 represents the amplitude of Fourier transform of 𝑥 and 𝜔 is angular frequency.Then Equa-
tion 2.9 shows frequency response of the sensor,
𝑋𝑚𝑓 =
𝜔2





where the coefficient is the transfer function of the sensor. In Equation 2.9, 𝑋𝑚𝑓 is the measured
(indicated) value by the sensor as the horizontal displacement of the ground, 𝑋𝑓 is the frame dis-
placement amplitude which is the actual displacement and (𝑔/𝜔2)𝜃 is the difference between the
actual and indicted values caused by tilt. The equation confirms that the measured horizontal
displacement is definitely sensitive to the orientation change of the ground or the sensor frame.
Equation 2.9 indicates that this sensitivity depends on the frequency. When −(𝑔/𝜔2)𝜃 > 𝑋𝑓 , the
horizontal sensor becomes dominated by the tilt 𝜃. However, this tilt sensitivity decreases quickly
with increasing frequency. Solving similar equations for the vertical sensor gives,
̈𝑦𝑚𝑓 + 2𝜔𝑛𝜁 ̇𝑦𝑚𝑓 + 𝜔2𝑛𝑦𝑚𝑓 = − ̈𝑦𝑓 − 𝑔 cos(𝜃0 + 𝜃). (2.10)
For an optimal vertical orientation 𝜃0 = 0 and the Taylor series expansion of cos(𝜃) for a small 𝜃
is, cos(𝜃) = 1 + 𝑂(𝜃)2. This shows the vertical inertial sensor is insensitive to the small deviation
(Equation 2.11).
̈𝑦𝑚𝑓 + 2𝜔𝑛𝜁 ̇𝑦𝑚𝑓 + 𝜔2𝑛𝑦𝑚𝑓 = − ̈𝑦𝑓 − 𝑔. (2.11)
In our measurements with 4.5 Hz geophones, a pure small rotation, 𝜃 = 0.01𝑟𝑎𝑑, is assumed
around a rotation center exactly below the horizontal suspended mass with a distance of 𝑑 ≈ 0.04𝑚
from the center of the mass, as shown in Figure 2.7. In this case, sin 𝜃 ≈ 𝜃 and the transfer function
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Figure 2.8. Actual, measured, and tilt-induced horizontal displacements of 4.5 Hz geophone under influence
of small tilt.
for frequencies greater than natural frequency is very close to 1. Therefore, Equation 2.9 becomes,




Figure 2.8 compares the measured displacement amplitude, 𝑋𝑚𝑓 , with the actual horizontal dis-
placement, 𝑋𝑓 , and the tilt-induced horizontal displacement, 𝑔𝜃/𝜔2 at different frequencies. The
measured value approaches the actual displacement very fast. However, the tilt-induced value is
inversely proportional to 𝑓 2 and decreases quickly with increasing frequency. Thus, tilt effects on
the wind-ground measurements and calculations are negligible in this study.
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2.3 Summary
Mathematical improvements were made to wind-ground equations which makes the numerical
integration process easier, reduces the computation time and renders smoother results. Having
smoother results helps in comparing different ground models. Tilt effects on vertical and horizontal
inertial sensors shows that in our frequency range of interest, tilt-induced motions measured by
seismic sensors are negligible. Therefore, the big difference betweenmeasurements and predictions




DYNAMIC MODEL FOR THE GROUND
In the work of Naderyan et al. (2016), the wind excitation over the ground surface was assumed
to be a slowly moving fluctuation of pressure and shear stress. Assuming small accelerations, the
ground displacements were considered mainly quasi-static. However, at higher frequencies the
motion of the ground may deviate from the quasi-static assumption. This chapter investigates a
new model using the same method for predicting the wind pressure fluctuations and correlation
functions as Naderyan’s study incorporating the dynamic response for the ground. In the dynamic
theory, the ground is modelled as an elastic or visco-elastic homogeneous half space excited by
wind pressure fluctuations as a distribution of harmonic point forces acting on the surface.
3.1 Introduction
Finding an analytical solution for the dynamic ground response subjected to a surface or an
internal source was discussed in many classic studies. The first analytical solution was obtained
mathematically by Lamb (1904) for a semi-infinite isotropic elastic solid subjected to vertical and
horizontal concentrated surface forces. Under these conditions, he showed the disturbance spreads
over the surface in the form of waves. The amplitude of deformation consists of two contributions;
Rayleigh wave and body waves called the ”main shock” and ”minor tremor”, respectively. The
amplitude behavior of the ”minor tremor” diminishes faster than the ”main shock” leading to pure
Rayleigh waves in the far field. Lamb’s theory predicts vertical and horizontal displacements of
the same order of magnitude in the far field. The solution involves a difficult evaluation of Cauchy
principal integrals and of certain infinite integrals with oscillatory integrands. To evaluate the
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integrals, Barkan (1960) and Ewing et al. (1957) used corresponding Taylor series to study the
radial and vertical components of the displacement. Depending on the number of Taylor series
terms included in the calculations, this estimation can be accurate enough for the far field where
the disturbance is dominated by Rayleigh waves. Since body waves play a significant role in the
near field response, a more accurate solution requires a numerical evaluation of Cauchy principal
integrals which is easily accessible with current mathematical software.
The following sections describe the dynamic model for the ground deformations. A ground
model simulation in COMSOL Multiphysics® helps to verify the theoretical results. Building and
executing a model in COMSOL has several substantial steps that are explained in detail. A field
experiment is designed and conducted to illustrate the difference between the theoretical dynamic
model of the ground and reality. The dynamic model is further improved by adding viscoelastic
losses to the model. Finally, the dynamic wind-ground predictions are obtained and improvements
and conclusions are illustrated by making a comparison with the measurements and with the pre-
vious quasi-static model.
3.2 Theory
The ground model is assumed to be an elastic isotropic solid occupying a half space under the
influence of a vertical point force on the surface, as shown in Figure 3.1. Assuming symmetry
about the z axis, the following variables are defined as,
𝑟 = √𝑥2 + 𝑦2, 𝑢𝑟 = √𝑢2𝑥 + 𝑢2𝑦, (3.1)
where 𝑟 is the radial distance from the source. 𝑢𝑥 and 𝑢𝑦 are displacements in the x and y direction,




= (𝜆 + 𝐺)𝜕Δ𝜕𝑥 + 𝐺∇
2𝑢𝑥, (3.2a)
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= (𝜆 + 𝐺)𝜕Δ𝜕𝑧 + 𝐺∇
2𝑢𝑧, (3.2c)
where 𝜌, 𝜆 and 𝐺 are Lamé’s first parameter, shear modulus and density of the ground, ∇2 is the
Laplacian operator and Δ represents,





Assuming a concentrated harmonic force normal to the surface, 𝐹𝑧𝑒𝑖𝜔𝑡, and applying the boundary
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𝐹 (𝜉) 𝐽0(𝜉𝑟)𝑑𝜉, (3.4b)
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where 𝐹𝑧 is the amplitude of the harmonic load, 𝐽0 and 𝐽1 are the first kind of Bessel function of
first and second orders, respectively. The other symbols are defined as follows;
𝐹 (𝜉) = (2𝜉2 − 𝑘2)2 − 4𝜉2𝛼𝛽, (3.5)
𝛼2 = 𝜉2 − ℎ2, 𝛽2 = 𝜉2 − 𝑘2, (3.6)
ℎ = 𝜔𝑉𝑝
, 𝑘 = 𝜔𝑉𝑠
, (3.7)
where 𝑉𝑝 and 𝑉𝑠 are the compressional (P-wave) and shear wave (S-wave) velocities in the ground.
The integrals in Equation 3.4 are improper due to roots of 𝐹 (𝜉) in the denominators. This makes
the integrals approach infinity at some points. 𝐹 (𝜉) has two real roots 𝜉 = ±𝜅 where,
𝜅 = 𝜔𝑉𝑟
, (3.8)
and 𝑉𝑟 is the Rayleigh wave velocity in the ground. Since 𝜅 is greater than ℎ and 𝑘, the Rayleigh
wave velocity is smaller than the P-wave and S-wave velocities. The existence of singularities
at ±𝜅, and branch-points at ±ℎ and ±𝑘 in the integral range causes difficulties in the integration
process. Lamb (1904) used contour integration and the Cauchy principal values method in order
to define and assign values to the improper integrals. Inserting the harmonic time dependency, the


























where Ρ means ”the principal value of” and 𝐷 is defined as,
𝐷𝑛(𝜁) = −𝑌𝑛(𝜁) − 𝑖𝐽𝑛(𝜁), (3.10)
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where 𝑌𝑛 is the Bessel function of second kind nth order. 𝐻 is defined as,
𝐻 = −𝜅(2𝜅
2 − 𝑘2 − 2𝛼𝜅𝛽𝜅)
𝐹 ′(𝜅) , (3.11)
where 𝛼𝜅 and 𝛽𝜅 are 𝛼 and 𝛽 at 𝜉 = 𝜅. In Equation 3.9a, the first term represent the Rayleigh
wave with the wavenumber 𝜅 and the second term represents an aggregation of waves with the
wavenumber range from ℎ, P-wave, to 𝑘, S-wave. The same form of equation can be obtained
for the vertical component through a complex solution breaking the principal integral to simpler
terms. The second term decays faster than the first term with range because the Bessel function
has a factor of 𝑟 in the integral, this means that at great distances from the source the first term
or the Rayleigh wave term dominates the displacement. This phenomenon is consistent with the
geometrical spreading of the waves; Rayleigh waves spread in a two dimension space, while body
waves spread in a three dimension space. Lamb (1904) simplified Equation 3.9 by removing fast-










𝐾 = − 𝑘
2𝛼𝜅
𝐹 ′(𝜅) . (3.13)













𝑖(𝜔𝑡−𝜅𝑟− 𝜋4 ). (3.14b)
From Equation 3.14, for free Rayleigh waves at long distances from the source, the ratio of hori-
zontal to vertical displacement is 𝐻/𝐾 , which is constant. However, this ratio near the source is
different and must be calculated considering the complete solution. For the source and soil proper-
23
ties listed in Table 3.1, The horizontal and vertical surface displacements and the radial to vertical
ratio are displayed in Figure 3.2. The displacement amplitudes do not decay monotonously in
proportion to distance from the source, because of the interference of the waves in the near field,
(Barkan, 1960). As the radial distance increases the amplitudes of the body waves decrease faster in
comparison to the Rayleigh wave. Hence, the displacement amplitudes converge to the amplitude
of the Rayleigh wave at infinity.











































































Figure 3.2. (a) Analytical surface displacements and (b) radial to vertical displacement ratio of elastic half-
space subjected to 50Hz vertical surface load.
Figure 3.3a displays the percent difference of the radial to vertical displacement ratio between
the complete solution and the solution at infinity for 20 Hz, 50 Hz and 80 Hz sources versus range.
At higher frequencies, the difference decreases faster with range and the complete solution con-
verges to the Rayleigh wave values at shorter distances from the source. Normalizing the range
based on the Rayleigh wave wavelength indicates that all sources with different frequencies have
the same behaviors as shown in Figure 3.3b. Defining far field as a distance in which the difference
between the complete solution and the solution at infinity is less than 5 percent, the boundary of







































































Figure 3.3. Percentage difference between radial to vertical displacement ratio of the complete solution and
solution at infinity versus (a) range and (b) normalized range with Rayleigh wave wavelength for an elastic
half-space subjected to 20Hz, 50Hz and 80Hz vertical surface load.
3.3 Finite element modeling
With increasing power of computers and computational software, the Finite Element Method
(FEM) is a reliable and low-cost method for numerical approximation of complex problems in
engineering. In this project, FEM is used to simulate the dynamicmodel of the ground and verify the
numerically calculated values byMATHEMATICA for Lamb’s solution. COMSOLMultiphysics®
is a comprehensive simulation software environment for a wide array of applications. COMSOL
minimize assumptions that should be made by enabling its users to couple related physics interfaces
together to include all the necessary factors for a complete model. In general, COMSOL simulation
procedures involve these steps:
• Selecting space dimension: 1-D, 2-D, 3-D, etc. The 3-D half-spacemodel of the ground has
an axial symmetry around the z-axis as shown in Figure 3.1. Moreover, the acting force on
the surface is in the vertical direction, hence, the model can be solved in a 2-D axisymmetric
space which can save considerable memory and computation time.
• Selecting physics and interfaces: structural mechanics, acoustics, heat transfer, etc.
The solid mechanics interface under the structural mechanic physics is used to describe the
motion and deformation associated with the ideal solid ground.
25
(a) (b)
Figure 3.4. (a) 2-D simulation geometry and (b) actual 3-D model obtained from a rotation around the
symmetry axis.
• Choosing study type: stationary, time dependent, frequency domain, etc. Assuming a
stationary harmonic load on the surface, both time domain and frequency domain analysis
can be applied to study the related responses. The time history of the model is not necessary
for this study and the final results are obtained as stationary responses. Thus, the frequency
domain prevails over the time domain because the finite element computation is repeated
for the number of time steps in the required duration for time domain studies. Therefore,
the computation time of the time domain is significantly longer. However, in this study, the
simulation model is run in both domains.
• Build geometry. Due to axial symmetry one quadrant represents the model geometry, as
shown in Figure 3.4, with the dimensions being functions of the disturbance wavelength. In
order to achieve the analytic half space and suppress the effects of boundaries on the near
field, the chosen dimension of the square is 5𝜆 where 𝜆 is the longest wavelength, which is
that of the P-wave.
• Add material to the geometry. Defining the isotropic linearly elastic properties of the
ground requires two independent elastic parameters. These parameters are shown in Ta-
ble 3.1.
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• Defining boundary conditions: loads, constraints, symmetries, etc. The assumed half-
space domain requires that the generated waves spread and fade out at infinity. In the time
domain, unwanted reflections from the domain boundaries must be damped in order to avoid
overlapping with the desired waves. Hence, the geometry dimensions must be large enough
to allow unaffected solutions inside the region of interest, i.e. near the source, before arrivals
of the reflectedwaves. Another approach is to define all boundaries except the surface bound-
ary as ”Low Reflecting Boundary” which is an option under the solid mechanics module in
COMSOL. Since, the ”Low Reflecting Boundary” does not completely damp the reflections,
the first approach is preferred. In the frequency domain, the model must also behave as if
the domain is of infinite extent. To absorb outgoing waves in a frequency-domain problem,
a layer of virtual domains, so-called Perfectly Matched Layer (PMLs), surrounds the main
domain as shown in Figure 3.5. A PML applies a complex coordinate scaling to the layer
of virtual domains surrounding the physical region of interest and absorbs all outgoing wave
energy in frequency domain problems without any impedance mismatch that would cause
spurious reflections at the boundary.
Figure 3.5. PML layer around the original domain.
• Creating amesh for analysis. Proper selection of meshing parameters such asmesh size and
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order of mesh element is required for a precise Finite element (FE) simulation. Classically,
to avoid numerical dispersion the maximum size of a linear element in the mesh is chosen to
be from one tenth to one twentieth of the shortest wavelength of the wave considered in the
analysis (Semblat and Brioist, 2000). In the elastic half-space model, this is the wavelength
of Rayleigh wave. The number of elements must be increased for simulations involving large
propagation distance as the numerical error increases with the propagation distance. If the
order of the element is increased, the size of the mesh element can be reduced. The order
of the element also performs a role in controlling numerical dispersion. By using high order
elements, dispersions due to boundaries of themesh elements can beminimized. Semblat and
Brioist (2000) recommended high order finite elements for wave propagation simulations. It
is also necessary to select a proper time step so that the wave can be sampled adequately. A
4th order mesh element, 5 elements per shortest wavelength, i.e. the Rayleigh wave, and a
time step of 0.25 times the maximum mesh size divided by the P-wave velocity are chosen.
• Running the model.
• Result analysis.
The FE simulation of the amplitudes of the surface displacements and their ratio for 10 Hz and
100 Hz excitation frequencies are shown in Figure 3.6. The time domain and frequency domain
results agree very well at both frequencies. As the computation time in the frequency domain is
much less than the time domain, the frequency domain is preferred and used for further comparison
with the analytic solution.
The predicted displacements using the FE (COMSOL) model and the analytic solution are com-
pared in Figure 3.7. The results are in a good agreement which validates the numerical integration
of Lamb’s solution using MATHEMATICA. Furthermore, the agreement also confirms the relia-
bility of the assumptions and parameters in COMSOL such as the boundary conditions, geometry




























× × × × ×
× × × × × ×
● 10Hz time domain
× 100Hz time domain
10Hz freq. domain
100Hz freq. domain





















































× × × × × × × × × × × × × × × × × × × × × × × ×
● 10Hz time domain
× 100Hz time domain
10Hz freq. domain
100Hz freq. domain













































































● 10Hz time domain
× 100Hz time domain
10Hz freq. domain
100Hz freq. domain




































Figure 3.6. (a) Radial, (b) vertical, and (c) ratio of surface displacement of FE model subjected to 10 Hz and
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Figure 3.7. (a) Surface displacements and (b) displacements ratio of FE model subjected to 10Hz and 100Hz
harmonic vertical loads.
3.4 Experiment
A set of field measurements were designed and conducted using a mechanical shaker in order
to compare with the analytic model of the ground under the influence of a harmonic surface load.
A vibrating shaker and a radial line of geophones from the shaker were used as a surface load and
observation points, respectively, as shown in Figure 3.8. This experiment was conducted on a flat
surface of an agricultural field near Locke Station, MS. Standard seismic refraction measurements
were performed to provide the ground characterization at the site. These measurements provided
P-wave and S-wave velocities of 220 m/s and 120 m/s, respectively. The density of the ground was
measured in the laboratory on a controlled volume of the soil. The weight of the soil sample was
divided by its volume to calculate the density. The density of the ground was approximately 2180
kg/m3.
The harmonic load was applied by a Vibration Test Systems VG-100-6 shaker placed level on
the ground as shown in Figure 3.9. The dimensions of the shaker are H 30 x W 25 x D 22 cen-
timeters with a mass of 30 kg. A sine wave created by a function generator and an amplifier acted
as the shaker controller. A line of 24 geophones were planted at 25cm spacing on the ground sur-
face in a radial line from the shaker as shown in Figure 3.8. Figure 3.10 shows a diagram of the
relative location of the geophones with respect to the shaker. The geophones were RTC 4.5Hz,
3-component, with 375-ohm windings. Each geophone box contains two perpendicular horizontal
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and one vertical geophone element. Each geophone has three 7-cm steel spikes on the bottom for
coupling to the ground. Outputs from the geophones were connected to four 24-channel Geomet-
rics Geode seismographs. For data acquisition, Geometrics Multiple Geode Operating Software
(MGOS) recorded data from the Geode channels to a computer. After acquisition, MATHEMAT-
ICA was used to analyze the data.
Figure 3.8. Experiment setup with shaker and geophone array.
Figure 3.9. Shaker.
Figure 3.10. Diagram showing relative locations of geophones and shaker.
The measurements were acquired at different frequencies from 10 Hz to 100 Hz. During each
measurement, the geophones recorded 1000 samples per second for 15 seconds with the shaker run-
ning at a constant frequency. As shown in Equation 2.9, the output of a geophone can be converted
to the ground displacements using the geophone transfer function. The derivative of Equation 2.9
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allows the output velocity of the geophone to be converted to the displacement of the ground in the
frequency domain through the following equation,
𝑉𝑔 =
𝑗𝜔3
−𝜔2 + 2𝜔𝑛𝜁𝜔𝑗 + 𝜔2𝑛
𝑋𝐺, (3.15)
where 𝑉𝑔 is the geophone velocity amplitude, 𝑋𝐺 is the ground displacement amplitude in the
frequency domain, 𝜔 is the ground excitation frequency and 𝜔𝑛 and 𝜁 are the geophone’s natural
frequency and its damping ratio, respectively. The geophone technical specifications are presented
in Table 3.2. Figure 3.11 displays the geophone transfer function versus frequency indicating its
response is close to one after its natural frequency. Therefore, the absolute value of the one sided
Fast Fourier Transform (FFT) of the geophone data at a specific excitation frequency divided by
the coefficient in Equation 3.15 gives the amplitude of the ground displacement at each geophone
location.
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Figure 3.11. Transfer function of 4.5 Hz geophone.
In order to compare experimental and the predicted ground deformations, the amplitude of the
force on the surface is needed. The harmonic load amplitude at each frequency is determined by
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matching the measured value at the closest geophone to the source to the theoretical predicted load.
Since the answers are different for the vertical and horizontal components, the mean value is used
for the predictions as presented in Table 3.3.
Table 3.3. Load amplitudes at different frequencies.
Frequency Vertical load (N) Radial load (N) Average (N)
20 21 28 25
30 33 56 44
40 41 34 38
50 48 81 64
70 76 144 110
80 87 212 149
100 147 300 223
A comparison between the measured and predicted amplitude of the displacements versus the
distance from the shaker is shown in Figure 3.12 for three different load frequencies. There are
general similarities in their trends (increasing and decreasing versus range), however, they do not
match. The difference between the measured and predicted values increases with increasing dis-
tance from the source. In addition, the difference and change with range increases with increasing
frequency from 20 Hz to 80 Hz. This means that the measured amplitudes decay faster than the pre-
dicted values as a function of range and the rate of attenuation increases as a function of frequency.
This can be expected since there are other sources of attenuation in addition to the geometrical
attenuation accounted for in the theory.
To account for the additional losses, a linear viscoelastic model is introduced using complex
moduli. In Equation 3.16, the loss factor 𝜂 is defined to be linearly dependent on the frequency for
the elastic modulus of the ground model. Using trial and error, the following elastic parameters are
chosen as a good fit to the experimental data,
𝜂 = 0.003𝑓 𝐺 = 𝐺0(1 + 𝑖𝜂) 𝜆 = 𝜆0(1 + 𝑖𝜂), (3.16)
where 𝐺0 and 𝜆0 are the original shear modulus and Lamé first parameter. The dynamic solution,














































































































Figure 3.12. Predicted and measured surface displacements due to (a) 20 Hz, (b) 50 Hz and (c) 80 Hz
harmonic loads.
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dictions are compared with the elastic model as well as the measured values for the displacement
amplitudes. The difference between elastic, viscoelastic and measured displacements is small at 20
Hz, shown in Figure 3.13. Losses increase with increasing frequency. At 50 Hz, the viscoelastic
displacements deviate from the elastic displacements and show a better agreement with the mea-
surements, especially further away from the source, as shown in Figure 3.14. The better agreement
between the viscoelastic model and measurements is remarkable at 80 Hz, Figure 3.15, specially
for the radial displacements. The viscoelastic ground model is significantly closer to the reality
than the ideal elastic model.
3.5 Static versus dynamic model
The static surface displacement of the elastic homogeneous half-space model of the ground un-
der the influence of a vertical static point force on the surface was defined as (Landau and Lifshitz,
1986),
𝑢𝑟 =









where 𝜈 and 𝐸 are Poisson’s ratio and Young’s modulus of the ground, respectively. As Equa-
tion 3.17 shows, both components of the displacements are decaying functions of 1/𝑟. Figure 3.16,
3.17, 3.18 show the surface displacements and the radial to vertical ratio of the static and dynamic
predictions with losses and the measured values at 20, 50 and 80 Hz. The static displacements
decay monotonously with increasing range whereas, the measurements and dynamic predictions
are similar regarding their non-monotonic decaying behavior. The radial to vertical displacement
ratio of the dynamic and static predictions are close and small very close to the source. The static
deformation ratio is only a function of Poisson’s ratio and remains constant with range whereas,
the dynamic ratio has an oscillatory behavior like the measurements. The difference between the
static and dynamic predictions, especially the increasing displacement ratio of the dynamic predic-













































































Figure 3.13. Measured and predicted (a) radial and (b) vertical displacements with and without losses due












































































Figure 3.14. Measured and predicted (a) radial and (b) vertical displacements with and without losses due












































































Figure 3.15. Measured and predicted (a) radial and (b) vertical displacements with and without losses due
to a 80 Hz harmonic load.






























































































































Figure 3.16. (a) Radial and (b) vertical displacements and (c) radial to vertical displacement ratio due to




























































































































Figure 3.17. (a) Radial and (b) vertical displacements and (c) radial to vertical displacement ratio due to




























































































































Figure 3.18. (a) Radial and (b) vertical displacements and (c) radial to vertical displacement ratio due to
static and 80 Hz vertical surface loads.
3.6 Dynamic wind-ground model
In the study by Naderyan et al. (2016) the closed form expressions for the static ground defor-
mations given by Equation 3.17 were inserted into the wind-ground equation (Equation 2.1). The
numerical integration (over truncated ranges) was used to calculate the PSD. For the dynamic case,
the displacements given by Equation 3.9 are in the form of integrals with no closed-form solution
that can be used in the numerical integration. However, the theoretical solution can be calculated at
a finite number of points on a radial line from the source. An interpolation function connecting the
obtained points can represent the dynamic response function. This function is applied in the wind-
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ground equations and the revised version of the integrals are numerically computed by MATH-
EMATICA. Comparison of the predictions using a viscoelastic ground, the quasi-static model of
Naderyan et al. (2016), and the measured values for the ground displacements are shown in Fig-
ure 3.19. The vertical component of both predictions match very well and are in a good agreement
with the experiment. Although the radial displacements of the dynamic model are larger than the
static predictions, there is still a significant discrepancy between the predicted and measured dis-
placements. The previous study showed the predicted PSD of the vertical displacements due to the
normal pressure to be about 17 times greater than the horizontal, whereas the experimental values
were very close. In this study, applying the dynamic model the ratio reduces to about 11, without
changing the vertical component.
The ground deformations predicted by the static model, Equation 3.17, or dynamic model,
Equation 3.9, are fast-decaying functions of range approaching infinity at the center (𝑟 = 0) .
The wind correlation function is another factor controlling the contributions with range. These
two mathematical facts make the wind-ground integration mostly sensitive to the near field where
the vertical displacements are significantly larger than the horizontal for both static and dynamic
responses. This explains the big difference between the horizontal and vertical components of both
prediction models.
3.7 Summary
Assuming an elastic homogeneous half-space model, the dynamic response of the ground under
the influence of a harmonic vertical surface load was obtained analytically and using finite element
modeling. The approaches match very well and verify each other at different frequencies. A set of
field measurements simulating the harmonic load on the ground were conducted in order to com-
pare with the predictions. Although the predictions and measurements indicate general similarities
in their trends, the measured amplitudes decay faster than the predicted values as a function of
range. Furthermore, the rate of attenuation with range increases as the load frequency increases in

























Figure 3.19. Measured and predicted wind-induced ground displacements using dynamic and static models.
ation. Therefore, a linear viscoelastic model was introduced to account for losses. The remarkable
similarities between the prediction of the viscoelastic model and the measurements indicate the
effect of ground attenuation especially at higher frequencies. In comparison to the static response
of the ground surface, which has a constant and low radial to vertical deformation ratio; the dy-
namic response shows an oscillatory and increasing ratio with distance from the source. The static
response of the ground model in the wind-ground equations was replaced by the dynamic response.
The vertical component of both predictions and the experiment are in a good agreement. Although
the radial displacements of the dynamic model shows an improvement relative to the static model,




A common starting model for many ground mechanics calculations is a homogeneous isotropic
elastic half-space. In the work of Naderyan et al. (2016), the ground was assumed to have a uni-
form structure and the wind-ground prediction model was developed based on this approximation.
This simple model is generalized to an inhomogeneous and anisotropic medium depending on the
type and amount of these non-uniformities. This chapter generalizes the analysis of Naderyan et al.
(2016) to include influences of the inhomogeneity and anisotropy of the ground on the wind-ground
predictions. The goals are two fold; evaluating the sensitivity of wind-ground measurements to
layering in ground properties, and to investigate if the difference between the predicted and mea-
sured horizontal displacement of the ground due to wind can be attributed to such non-uniformites.
The new wind-ground predictions are presented for several different types of inhomogeneities and
anisotropies.
4.1 Introduction
A vast amount of literature exists on the calculation of displacements and stresses in a half-
space with different types of theoretical non-uniformities. In natural grounds, the stiffness usually
increases with depth due to the increasing overburden pressure. Therefore, an elastic half-space
model in which the rigidity increases as some function of depth can be a better approximation for
the ground. Kassir (1970); Booker et al. (1985) and Oner (1990) considered an idealized elastic
half-space in which the shear modulus or Young’s modulus has a power law dependence on depth
but the Poisson’s ratio remains constant. In other cases, it is assumed that the ground consists of a
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limited number of distinct finite elastic layers of infinite lateral extent. The elastic properties (i.e.
Poisson’s ratio and shear modulus) are constant within each elastic layer but are different for any
two connected layers. Yue and Wang (1988); Ernian (1989) and Pan et al. (2007) idealized the
ground as a series of elastic layers over an elastic isotropic half-space. The effects of deposition
and overburden can make the ground both inhomogeneous and anisotropic. From the practical
engineering point of view, anisotropy of the ground is often modeled as a cross-anisotropic (trans-
versely isotropic) half-space. Gerrard (1982) andWang et al. (2006) developed an analytical ground
model, associated with different loading scenarios, involving the stresses and displacements of a
transversely isotropic half-space.
In this study, inhomogeneous models considered are: a half space with linearly increasing
Young’s modulus with depth and a single elastic layer over an elastic homogeneous half-space.
With regards to anisotropy, a half space with different elastic modulus in the vertical and radial
directions (transversely isotropic) is investigated. The surface displacements of these models as
a function of radial distance from the source are required for input in the wind-ground integral
equation. Since there is no closed form response function for these non-uniform models, a finite
element approach is developed in COMSOLMultiphysics® to calculate the surface displacements
due to a vertical surface load. The response functions (at discrete distances from the source) are
interpolated between the computed data points for use in the wind-ground model. A comparison
between the uniform and non-uniform predictions provides insight into the generalizations of the
ground model on the wind induced seismic behavior of the ground surface.
4.2 Simulation
The response function for each non-uniform groundmodel is calculated using COMSOLMulti-
physics®. The solid mechanics interface under the structural mechanics physics is used to describe
deformations. The model is solved in the stationary domain and therefore is subjected to the quasi-




Figure 4.1. (a) 2-D simulation geometry and (b) actual 3-D model obtained from a rotation around the
symmetry axis.
The 3-D half-space models of the ground have an axial symmetry around the z-axis. Moreover,
the acting force on the surface is assumed to be in the vertical direction; hence the model can be
solved in a 2-D axisymmetric space. This use of symmetry can save considerable memory alloca-
tion and computational time. Figure 4.1a displays the the layered ground model in COMSOL and
the generated mesh. A vertical load is defined on a small part (relative to the square dimension) of
the top free edge. A finer mesh near the applied force and the surface is required for the calcula-
tions. The other boundary conditions at two fixed edges and the axial symmetry on the other edge
are shown in Figure 4.1a. The geometry must be large enough to suppress the boundary effect on
surface displacements.The model geometry is a square whose rotation about the axis reproduces
the desired 3-D ground model. Figure 4.1b shows the actual 3-D model associated with the rotation
of the 2-D model around the symmetry axis.
The isotropic model requires two independent elastic moduli whereas the transversely isotropic
model requires five independent elastic moduli. Assuming the deformation is quasi-static and the
problem is solved in the stationary domain, the sensitivity of final results to the mesh parameters
such as mesh size and order of mesh element is reduced.
The parameters for a homogeneous isotropic elastic ground model is presented in Table 4.1.
Figure 4.2 shows the vertical and radial surface displacements calculated from the analytic solution
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and the FE simulation on a radial line from the source. The theoretical displacement is calculated
using expressions from Landau and Lifshitz (1986). Good agreement between the results validates
the reliability of the FE model and associated assumptions for the homogeneous isotropic case.
Table 4.1. Simulation parameters.
Young’s modulus Poisson’s ratio Density

























































































Figure 4.2. Predicted radial and vertical surface displacements for homogeneous ground due to a unit vertical
surface load.
4.3 Continuously increasing rigidity
A common generalization for the ground is an increasing rigidity with depth. The first model
considers a ground with a linearly increasing Young’s modulus,
𝐸 = 𝐸0(1 + 𝑛𝑧), (4.1)
where 𝐸 is Young’s modulus, 𝐸0 is the Young’s modulus at the surface, 𝑧 is the depth and
𝑛 determines the rate increase. The Poisson’s ratio for the ground remains constant. Using the
parameters in Table 4.2, Figure 4.3 shows the P-wave and S-wave velocities increasing as a function
of depth. As the value of 𝑛 increases the wave speeds increase faster with increasing depth solely
due to the stiffness since we assume the density is constant.
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Table 4.2. Simulation parameters for ground model with increasing rigidity.
Initial Young’s modulus E0 Poisson’s ratio Density


































Figure 4.3. (a) P-wave and (b) S-wave velocities for ground models with different rates of continuously
increasing rigidity.
The surface deformations computed for a unit surface load is presented in Figure 4.4. Using
MATHEMATICA, an interpolating function is fitted on the computed data points from COMSOL.
The generated response function is applied in the wind-ground equations and the results are numer-
ically calculated. The homogeneous model has a Young’s modulus of the 𝐸0 and represented by
the 𝑛 = 0 line. The displacements from both inhomogeneous and homogeneous models are close
and convergent near the source. However, the surface displacements are smaller for the inhomo-
geneous model away from the source. The displacements decrease faster with increasing distance
from the source as the rate of Young’s modulus increases (larger n). The predicted wind-driven sur-
face deformations for the homogeneous and inhomogeneous grounds are shown in Figure 4.5. At
high frequency, all models predict similar wind–induced deformations. This suggests that at high
frequency the resultant deformations are associated with disturbances closer to the measurement
point. The differences at low frequencies increases and extends to higher frequencies as the rate
of change of the Young’s modulus (n) increases. Therefore, the influence of a gradually changing
































































Figure 4.4. (a) Radial and (b) vertical surface displacements of ground models with different rates of con-




























































Figure 4.5. Predicted (a) radial and (b) vertical wind-induced displacements for groundmodels with different
rates of continuously increasing rigidity.
4.4 Layered ground
Amodel of an elastic layer over a homogeneous half-space subjected to a vertical static surface
load is created in COMSOL having the soil properties representing a “hard soil” and “soft soil” as
listed in Table 4.3. The surface deformations for the ground having a soft soil layer over a hard soil
half space is shown in Figure 4.6. Three different layer thicknesses are considered to demonstrate
the dependence on layer thickness. The limiting cases of a homogeneous soft soil and a homoge-
neous hard soil are also presented as reference. Both the vertical and horizontal displacements of
the homogeneous half-spaces (hard and soft) decrease with distance from the source. They are par-
allel with a fixed difference in displacement (blue and purple lines in Figure 4.6). For the layered
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models, the displacements converge to the soft homogeneous half space in the near field and grad-
ually merge to the displacements of the hard homogeneous half space in the far field. This change
occurs at closer distances to the source for the models with thinner layer. The layered Grounds be-
have similar to a homogeneous ground made of the top layer material in the near field and similar
to a homogeneous ground made of the bottom layer material in the far field.
The associated wind-driven deformations of the ground models are shown in Figure 4.7. The
displacement PSDs approach the homogeneous model with top layer properties at high frequen-
cies. As the frequency decreases, the layered models deviate from the homogeneous ground model
with top layer properties toward the homogeneous model with the bottom layer properties. The
deviation occurs at higher frequencies with decreasing the top layer thickness. This is consistent
with the deformation versus range from the source. The wind induced deformation of a layered
ground behaves like a homogeneous ground with the upper layer properties at high frequencies.
However, the sensitivity to the deeper layer properties increases with decreasing frequency and
the sensitivity increases faster for thicker upper layers. This observation agrees with the general
behavior of Rayleigh waves where, the longer wavelengths penetrate deeper and are sensitive to
deeper properties of the ground whereas, shorter wavelengths represent shallow properties.
Table 4.3. Layered ground model parameters.
Young’s modulus Poisson’s ratio DensitySoft soil Hard soil
50 MPa 100 MPa 0.34 1995 kg/m3
Another example is presented by switching the order of the hard and soft materials in the ground
model. A layer with the greater Young’s modulus overlying a half space with the smaller Young’s
modulus. Figure 4.8 displays the surface displacements as a function of the distance from the
source and Figure 4.9 shows the associated wind-induced displacements for the models. These
figures indicate that regardless of the order of layers (hard over soft or soft over hard), the near
field as well as the high frequency behaviors are more sensitive to the top layer material properties,
whereas the far field and low frequency behaviors mostly represent the deeper layer properties.




































































Figure 4.6. (a) Radial and (b) vertical surface displacements of a soft top layered ground of different thick-




























































Figure 4.7. Predicted (a) radial and (b) vertical wind-induced displacements of a soft top layered ground of
different thicknesses.
magnitude of the PSDs.
The radial and vertical components of displacements and wind-driven displacements are com-
pared in Figure 4.10. Based on the analytic solution for the homogeneous models, the radial to
vertical displacement ratio is only a function of Poisson’s ratio and is constant versus range and
frequency. For the layered ground, the vertical and radial components change in the same fashion.
Therefore, the current layering method (different Young’s modulus) has no effect on the ratio of




































































Figure 4.8. (a) Radial and (b) vertical surface displacements of a hard topped layered ground of different




























































































































A cross-anisotropic or transversely-isotropic ground model is a half space in which material
properties has the same values in all directions parallel to the surface but different values perpen-
dicular to the surface. This material is defined by five independent elastic constants. Equation 4.2
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where 𝐸𝑟 and 𝐸𝑧 are the Young’s moduli in the plane of isotropy (horizontal) and in the normal
direction, respectively. 𝜈𝑟 and 𝜈𝑧𝑟 are Poisson’s ratios characterizing the lateral strain response in
the plane of isotropy to a stress acting parallel or normal to it, respectively. 𝐺𝑟𝑧 is the shear modulus
in the normal direction to the surface (isotropic plane). Table 4.4 lists the elastic constants for a
transversely isotropic ground model to be calculateds. For this case the Young’s modulus in the
vertical direction is greater than the Young’s modulus in the horizontal directions indicating that
the ground in the normal to the surface is stiffer than the horizontal directions.
In an anisotropic media there are three modes of wave propagation; quasi-longitudinal, quasi-
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Table 4.4. Transversely isotropic model parameters.
𝐸𝑟 𝐸𝑧 𝜈𝑟 𝜈𝑧𝑟 𝐺𝑟𝑧 Density
20 MPa 100 MPa 0.34 0.34 28 MPa 1995 kg/m3
shear and pure shear. The shear wave’s particle displacement vectors are orthogonal to each other.
with mutually orthogonal polarizations. For the transversely isotropic half space, the wave veloc-
ities are rotationally symmetric about the normal axis. The velocities of the three modes in any
plane containing the symmetry axis (normal axis) are given by (Mavko et al., 2009);
𝑉𝑃 = (𝑐11 sin2 𝜃 + 𝑐33 cos2 𝜃 + 𝑐44 + √𝑀)0.5(2𝜌)−0.5, (4.4)
𝑉𝑆𝑉 = (𝑐11 sin2 𝜃 + 𝑐33 cos2 𝜃 + 𝑐44 − √𝑀)0.5(2𝜌)−0.5, (4.5)
𝑉𝑆𝐻 = √
𝑐66 sin2 𝜃 + 𝑐44 cos2 𝜃
𝜌 , (4.6)
where,
𝑀 = ((𝑐11 − 𝑐44) sin2 𝜃 − (𝑐33 − 𝑐44) cos2 𝜃)2 + (𝑐13 + 𝑐44)2 sin2 2𝜃, (4.7)
where 𝑉𝑃 , 𝑉𝑆𝑉 and 𝑉𝑆𝐻 are the velocities of the quasi-longitudinal, quasi-shear and pure shear
mode, respectively. 𝜃 is the angle between the wave vector and the normal axis of symmetry (𝜃 = 0
for propagation along the z-axis). Figure 4.11 displays the velocities of the three modes versus the
angle between the wave vector and the normal axis of symmetry 𝜃. The maximum wave velocities
are along the vertical axis to the surface which is the stiffer direction of the ground. In the normal
direction, the shear wave modes have equal velocities due to the horizontal isotropic plane. As the
wave vector angle increases, anisotropy increases in the plane normal to the wave vector and the
shear wave velocities separate.
The vertical and radial surface displacements computed along a radial line from the unit vertical
source is shown in Figure 4.12. The isotropic model uses a Young’s modulus equal to 𝐸𝑟 and a
Poisson’s ratio equal to 𝜈𝑟. Both displacement components of the anisotropic model are greater than





















Figure 4.11. Quasi-longitudinal, quasi-shear and pure shear modes of velocities in transversely isotropic
ground model.
the wind-induced deformation predictions in Figure 4.13 where the radial component increase is
bigger than the vertical component. Since anisotropy manifests in a magnitude shift of the PSD, it
would not be possible to separate the effect of anisotropy from changes in elasticity.The predicted
horizontal to vertical displacement ratio increases relative to the isotropic model. Although the
ground model in the vertical direction is five times stiffer than the radial direction, the predicted





























































Figure 4.12. (a) Radial and (b) vertical surface displacements of isotropic and anisotropic ground models























































Figure 4.13. Predicted (a) radial and (b) vertical wind-induced displacements of isotropic and anisotropic
ground models.
4.6 Summary
The response function for three different types of non-uniformity in the ground was simulated
in COMSOL. For the inhomogeneous grounds with different rates of increasing Young’s modulus
with depth, the response functions are convergent near the source. However, they deviate based
on the rate of increasing stiffness so that the response function decays faster with range as the rate
increases. The predicted wind induced deformation using the inhomogeneous models showed that
the deformations of the models are similar at high frequencies. At low frequencies, the differences
increases and extends to higher frequencies as the rate of change with depth increases. For layered
grounds, the response function represents the elastic properties of the upper layer very close to the
source and deviates toward representing the lower layer properties with increasing distance. The
deviation occurs faster and closer to the source for the grounds with thinner top layers. The wind-
ground predictions for the layered grounds represent the upper layer elastic properties at higher
frequencies and deviate to represent the lower layer at very low frequencies. The slope of the
PSD lines decreases as the thickness of the top layer increases. A transversely isotropic ground
model with stiffer properties in the normal direction to the surface was simulated in COMSOL. The
surface responses move parallel to the isotropic response but the radial to vertical displacement
ratio increases. The predicted wind driven deformations applying the anisotropic model show a




In the previous wind-ground coupling study, the ground was assumed to respond as an elastic
isotropic homogeneous medium deforming quasi-statically due to the surface pressure caused by
the wind. This thesis generalized the ground model to include: the dynamic response of the ground
and the inhomogeneity and anisotropy of the ground. In addition, some mathematical improve-
ments were made to the previous wind-ground equations.
The existence of singularities and super oscillatory functions in the wind-ground equations
causes kinks in the predictions. The problem was solved by converting to cylindrical coordinates
and truncating the integral limits to a certain number of wavelengths with a negligible change in
the final results. The modification makes the numerical integration process easier, reduces the
computation time and renders smoother results. The theoretical study on the physics of inertia
sensors showed that the tilt induced displacements are negligible in the frequency range of wind-
ground measurements.
The dynamic response of the ground as an elastic homogeneous half space under the influence
of a harmonic vertical surface load was obtained through both analytical solution and FE modeling.
The two approaches are in a good agreement. A set of field measurements were conducted in order
to measure the ground displacement under a harmonic load and to compare with the predictions.
Although the results indicate general similarities in their trends, the measured amplitudes decay
faster than the predicted values as a function of range and the rate of attenuation increases as a
function of frequency. This can be expected there are other sources of attenuation in addition to
the geometrical attenuation accounted for in the theory. Therefore, a linear viscoelastic model was
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introduced to account for losses. The closer prediction of viscoelastic model to the measurements
implies the effect of ground attenuations, especially at higher frequencies. In comparison to the
static response of the ground surface, which has a constant and low radial to vertical deformation
ratio, the dynamic response shows an oscillatory and increasing ratio with distance from the source.
The dynamic prediction for wind induced ground motion was introduced by replacing the static
response with the dynamic response of the ground in the equations. The vertical component of both
the static and dynamic predictions are in a good agreement with the experiment. Although the radial
displacements of the dynamicmodel show an improvement compared to the static predictions, there
is still a significant discrepancy between the predicted and measured displacements.
The response function for three different types of non-uniform grounds due to a vertical surface
load was developed using FE modeling in COMSOL. The non-uniform models include inhomo-
geneous grounds with increasing rigidity with depth, layered grounds with an elastic layer over a
half-space and cross-anisotropic grounds. For the inhomogeneous grounds with different rates of
increasing rigidity, the response functions are convergent near the source. However, they deviate
based on the rigidity rate so that the response function decays faster with range as the rate increases.
The wind-ground displacements predicted using the inhomogeneous models showed that the defor-
mations of models are convergent at high frequencies. At low frequencies, the differences increase
and extend to higher frequencies as the rate of change of rigidity increases. For layered grounds,
the response function represents the elastic properties of the upper layer very close to the source
and deviates toward representing the lower layer properties with increasing the distance. The devi-
ation occurs faster and closer to the source for the grounds with thinner top layers. The associated
wind-ground predictions represent the upper layer elastic properties at higher frequencies and de-
viate to represent the lower layer at very low frequencies. The different thicknesses of the top layer
manifest in the rate of the deviation or the slope of the PSD lines which is higher for thinner top
layers. A transversely isotropic ground model with stiffer properties in the normal direction to the
surface was built in COMSOL and the surface response was applied to the wind-ground predic-
tions. The final results show an improvement of the radial to vertical displacement ratio relative to
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the uniform ground model.
This study showed that it is possible to have amore realistic prediction for the horizontal compo-
nent of wind induced groundmotion, even assuming no direct shear stress from the wind. However,
the improvement is not enough to explain the difference between predictions and measurements.
Therefore, the hypothesis of a wind induced shear stress larger than that predicted from the viscos-
ity of air and modeled wind velocity profiles is strengthen. Further work is necessary to study other
sources of horizontal stress such as, ground terrain, vegetation, surface roughness and other vari-
ables to develop a model for predicting the wind induced shear stress on the ground. In addition,
this investigation also showed that the slope of the PSD of the wind driven vertical deformations is
sensitive to the ground structure and represents ground properties at different depths based on the
frequency range of measurements. As future work, the sensitivity of wind induced deformations to
the ground structure can be investigated as a diagnostic method for ground inhomogeneities given
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As the second solution, a smoother curve is obtained using symmetry to reduce the integration
domain and remove absolute values. In the original form of the integral, in cartesian coordinate
system, there are two absolute values (|𝑥 − 𝑥′| and |𝑦 − 𝑦′|). Therefore, 4 possibilities exist;
1. 𝑥 > 𝑥′ and 𝑦 > 𝑦′,
2. 𝑥 < 𝑥′ and 𝑦 > 𝑦′,
3. 𝑥 > 𝑥′ and 𝑦 < 𝑦′,
4. 𝑥 < 𝑥′ and 𝑦 < 𝑦′,
Based on these four possibilities, the integral is broken into four integrals,
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|𝑈𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (
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√𝑥′2 + 𝑦′2 )
𝑑𝑥′𝑑𝑥𝑑𝑦′𝑑𝑦}.
(1d)
Now, 𝑥 and 𝑥′ in Equation 1b, 𝑦 and 𝑦′ in Equation 1c and, 𝑥 and 𝑥′, and 𝑦 and 𝑦′ in Equation 1d
are exchanged,
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|𝑈𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (
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(2d)
By combining these four integrals,
|𝑈𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (
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In order to reduce the integration region, 𝑥 − 𝑥′ and 𝑦 − 𝑦′ are replaced with 𝜒 and 𝜂,
|𝑈𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (



















√(𝜒 + 𝑥′)2 + (𝜂 + 𝑦′)2√𝑥′2 + 𝑦′2
+ 2
√(𝜒 + 𝑥′)2 + 𝑦′2√𝑥′2 + (𝜂 + 𝑦′)2 )
𝑑𝜒𝑑𝜂𝑑𝑥′𝑑𝑦′.
(4)
In order to avoid the fluctuations due to change of k , variables are changed in Equation 5,
𝑋 = 𝑘𝜒, 𝑌 = 𝑘𝜂, 𝑋′ = 𝑘𝑥′, 𝑌 ′ = 𝑘𝑦′. (5)
Substituting in Equation 4 gives,
|𝑈𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (




















√(𝑋 + 𝑋′)2 + (𝑌 + 𝑌 ′)2√𝑋′2 + 𝑌 ′2
+ 2
√(𝑋 + 𝑋′)2 + 𝑌 ′2√𝑋′2 + (𝑌 + 𝑌 ′)2 )
𝑑𝑋𝑑𝑌 𝑑𝑋′𝑑𝑌 ′.
(6)
In this section, a new idea is introduced to truncate the integration region. Based on the quasi-
static assumption, only one quarter wavelength must be included in the calculation before the phase
cancellation occurs in the ground. Therefore a new cosine function is introduced to represent the
function phase which is truncated by setting the integration limits. The phase is represented by
cos(𝑘𝑔𝑟′), in which 𝑘𝑔 is the wave number in the ground and obtained by multiplying the wind
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𝑘𝑤𝑖𝑛𝑑𝑟′𝑀𝑎𝑥 = 20𝜋. (11)
Equation 12 shows the final form of the integral. In this form, the integration value is negligible
for 𝑥 > 10 and 𝑦 > 10 and, a small 𝑧 value is required in the denominators to avoid singularities.
|𝑢𝑧(𝑘)|2 = 𝑝2𝑧(𝑘) (
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+ 2
√(𝑋 + 𝑋′)2 + 𝑌 ′2 + 𝑧√𝑋′2 + (𝑌 + 𝑌 ′)2 + 𝑧)
𝑑𝑋𝑑𝑌 𝑑𝑋′𝑑𝑌 ′.
(12)
Figure 1 shows the displacements prediction by original form of the integral and the new method
with 𝑧 = 10−12. As shown, there is a good agreement between two methods and there is no
fluctuation in the new method results.
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Figure 1. Predicted displacements by original and modified integration method in cartesian coordinates.
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