We consider regularity for solutions of a class of de Rham's functional equations. Under some smoothness conditions of functions consisting the equation, we improve some results in Hata (Japan J. Appl. Math. 1985). Our results are applicable to some cases that the functions consisting the equation are non-linear functions on an interval, specifically, polynomials and linear fractional transformations. Our results imply singularity of some well-known singular functions, in particular, Minkowski's question-mark function, and, some small perturbed functions of the singular functions.
Introduction and Main results
De Rham [14] 1 considered a certain class of functional equations. Solutions of de Rham's functional equations give parameterizations of some self-similar sets such as the Koch curve and the Pólya curve, etc. Some singular functions 2 such as the Cantor, Lebesgue, etc. functions are solutions of such functional equations. The survey by Kairies [5] and the monograph by Kannappan [6, Chapter 14.4 ] study functional equations including de Rham's ones.
Let X be a metric space and consider the following functional equation for G : [0, 1] → X :
Here f i : X → X, 0 ≤ i ≤ m − 1, are weak contractions such that f i−1 (Fix(f m−1 )) = f i (Fix(f 0 )) for any i, and, Fix(f i ) denotes a fixed point of f i . We mainly follow Hata [3, Sections 6 and 7] for a framework of de
Rham's functional equations 3 . [14] considers the case that X = R 2 and m = 2 mainly. [3, Sections 6 and 7] shows that a unique continuous solution G of (1.1) exists, and, under some conditions for X and f i s, some regularity results such as the Hölder continuity, variation, and differentiability of the solution G are obtained.
In this paper, we improve some regularity results of G obtained in [3, Section 7] , if f i s are Fréchet differentiable and the Fréchet derivative Df i (x) of f i at x is uniformly continuous with respect to x. See (A-i) to (A-iv) in the following subsection for precise assumptions. It seems that these assumptions are natural and not restrictive.
Our main results are applicable to some cases to which the results in [3, Section 7] are not applicable. [3, (7.3) 
We state some examples of the cases that f i s are not linear and our main results are applicable. Previously, in [10] and [11] , the author considered some regularities of G if X = [0, 1], m = 2, and, f i s are certain linear fractional transformations on X. max Df 0 max Df 1 ≥ 1/4 ≥ min Df 0 min Df 1 can occur. By [14] , the inverse function of Minkowski's question-mark function is the solution of (1.1) for the case that X = [0, 1], m = 2, f 0 (x) := x/(x+1) and f 1 (x) := 1/(2−x). Then, max Df 0 max Df 1 = 1 and min Df 0 min Df 1 = 1/4. This case is in the framework of [11] . See Example 2.2 (iii) for details. Our main results are also applicable to some examples which are even outside the framework of [10] and [11] . In Example 2.2 (i) (resp. (ii)), we consider the case that X = [0, 1], m = 2, and, f 0 is a polynomial with degrees 2 (resp. 3). We also consider an example such that X = R 2 in Example 2.5.
If X = [0, 1], then, we can show singularity for some well-known singular functions such as the Cantor, Lebesgue and Minkowski functions etc., by regarding them as solutions of a certain class of de Rham's functional equations and considering regularity of the solutions. Thanks to the approach, we can also show singularity of some slightly perturbed functions of the singular functions.
Framework and main results
We mainly follow [3, Sections 6 and 7] for notation. Let X be a closed subset of a separable 4 Banach space E such that the interior of X is non-empty. Let B(E, E) be the set of linear bounded transformations on E. Let | · | be the norm of E. Let m ≥ 2. Let f i , i = 0, 1, . . . , m − 1, be functions from X to X such that (A-i) f i is a weak contraction on X for each i.
In this paper the following conditions are assumed. (A-iii) (Differentiability) The Fréchet derivative of f i at x ∈ X, which is denoted by Df i (x) ∈ B(E, E), exists for any x ∈ X. (A-iv) (Continuity of the derivative) For each i, Df i (x) is uniformly continuous on X with respect to the operator norm · of B(E, E).
In this paper, a map f : X → X is called linear if there is a D ∈ B(E, E) such that Df (x) = D holds for any x ∈ X; otherwise it is called non-linear. Since f i s are weak contractions, we have that Df i (x) ≤ 1 for any x and i. Thanks to [3, Theorem 6.5] 5 , there exists a unique continuous solution G of (1.1) such that G(0) = Fix(f 0 ) and G(1) = Fix(f m−1 ). Since we assume (A-iii) and (A-iv), our framework is less general than the framework of [3] . However, our framework contains the cases that f i s are linear and the framework of [10] and some parts of [11] .
Let m ≥ 2. log m denotes the logarithm with base m and let log m (0) := −∞ and log m (+∞) = +∞. Let D m := ∪ n≥1 {i/m n : 0 ≤ i ≤ m n − 1}. Let ℓ be the Lebesgue measure on [0, 1). Let Lip(g) be the Lipschitz constant of a function g : X → X.
Let t = n≥1 A n (t)/m n be the m-adic expansion of t ∈ [0, 1). We always assume that the number of n such that A n (t) = m − 1 is infinite.
, and,
(If Df i (x) is not invertible, then, we let (Df i (x)) −1 be +∞.) Since E is separable and |Df i (x)(v)| is continuous with respect to x for any v ∈ E, we have that (Df i (x)) −1 −1 is a continuous function with respect to x. Hence, (Df A 1 (t) (G(Ht))) −1 is measurable as a function of t.
We have that 0 ≤ α ≤ β. α < β can occur (See Remark 2.6 for details.). We remark that if Fix(f 0 ) = Fix(f m−1 ), then, G is constant, and hence, α = β = +∞.
If α > 1 or β < 1, then, singularity for the solution G occurs. Precisely,
Under the assumptions (A-iii) and (A-iv), we can weaken the assumptions of [3, Theorems 7.3 and 7.5]. Specifically, if
If X = [0, 1] and the solution G is an absolutely continuous function, then, α must be equal to 1. However, there is an example such that α = 1 but the solution G is not differentiable almost everywhere. See Example 2.1 (iii) for details.
Calculating α and β is not easy, because the integrals in the definitions of α and β contain the solution G, which can be a fractal function. However, we can give satisfiable estimates for the integrals for some cases including the cases that f i s are linear. See Section 2 for such estimates. Theorem 1.1 implies the following :
This corollary corresponds to [3, Theorem 7.2] . However, there is an example such that [3, (7. 2) in Theorem 7.2] fails but p < 1/β holds. See Example 2.2 (iii) for details.
If the solution G is of bounded (1-)variation, then, β ≥ 1. It depends on settings whether G is of bounded 1/β-variation. There is an example such that G is of bounded 1/β-variation, and, on the other hand, there is also an example such that G is not of bounded 1/β-variation. See Example 2.1 (iii) for details. This paper is organized as follows. In Section 2.1 (resp. 2.2), we consider examples for one-(resp. two-)dimensional cases. In Section 2.3, we discuss perturbations of solutions. In Section 3, we give proofs of Theorems 1.1 and 1.2. In Section 4, we state some remarks. We remark that even if α = 1, G can be a non-smooth curve. Let a 0 ∈ (1/2, 1) be a unique parameter a such that α = 1 for f a 0 ,1−a 0 . Then, by using Kobayashi [7] , f a 0 ,1−a 0 is non-differentiable a.e. and hence f a 0 ,1−a 0 is not absolutely continuous. It is easy to see that G is not of bounded 1-variation.
The following examples are outside the framework of [10] . 
Theorem 1.2 implies that µ G is singular.
holds, that is, the assumption of [3, (7.2) [16] considered singularity of Minkowski's function. In order to show singularity, [1] uses an expression of the function by continued fractions, and, [16] uses a geometric construction of the function. See Paradís, Viader and Bibiloni [12, Section 1] for details. This function is often defined by using continued fractions. [14] states this by using functional equations and our approach is investigating regularity of the solution of the functional equations in [14] .
(ii) Since Lip(f 0 ) = Lip(f 1 ) = 1, this case does not satisfy [10, (A3) in Section 1]. However, we can apply the technique in the proof of the author [11, Lemma 3.5], because 0 is not a fixed point of x → x + 1 or x → −1/(2 + x). The approach in [11, Lemma 3.5] is different from the one in this paper. [10, (A3) in Section 1] assures a stronger result than singularity, specifically, the Hausdorff dimension of µ G , dim H (µ G ) is strictly smaller than 1. 
Two-dimensional cases
In this subsection, we let X = R 2 , which is here identified with C. i denotes the imaginary unit. z denotes the complex conjugate of z ∈ C. We remark that if a function f :
First, we focus the case that both f 0 and f 1 are linear maps. We consider a case that neither f 0 nor f 1 is a linear map. 
Continuity of solutions
In this subsection, we consider perturbations of f i s. Fix X and m. Denote G, α, β by G n , α n , β n , if f i = f n,i for each i.
Proposition 2.7 (Continuity of solutions). We have that
, n → ∞, uniformly with respect to t.
(ii) Assume that the assumption in (i) is satisfied, and, sup i∈{0,...,m−1},x∈X
(iii) Assume that the assumptions in (i) and (ii) are satisfied, and,
then, lim n→∞ α n = α, and, lim
Proof.
By using this and the assumption,
Since each f i is a weak contraction, we have assertion (i). Now we show (ii). By using the assumption, Df n,A 1 (t) (G n (Ht)) − Df A 1 (t) (G(Ht)) → 0, as n → ∞, uniformly with respect to t. Since sup i∈{0,...,m−1},x∈X Df i (x) ≤ 1, and, inf i∈{0,...,m−1},x∈X
we have that for each t and for all but finitely many positive integers n, − log m Df n,A 1 (t) (G n (Ht)) ≥ 0, and, log m Df n,A 1 (t) (G n (Ht)) −1 ≤ 0.
By using them and Fatou's lemma, we have assertion (ii). Now we show (iii). By using the assumption, we have that sup i∈{0,...,m−1},x∈X
Therefore, log m Df n,A 1 (t) (G n (Ht)) → log m Df A 1 (t) (G(Ht)) , and,
as n → ∞, uniformly with respect to t. Thus we have assertion (iii).
We assume many conditions in (iii), but some examples satisfy the conditions. 
Proofs
Lemma 3.1.
as n → ∞. Here the small orders do not depend on t.
Proof. We can rewrite (1.1) as
If H(t n+1 + m −n−1 ) > 0, then, Ht n+1 = (Ht) n and H(t n+1 + m −n−1 ) = (Ht) n + m −n . If H(t n+1 + m −n−1 ) = 0, then, Ht n+1 = (Ht) n and (Ht) n + m −n = 1. By using them and (3.1),
By using (3.2) and the mean value theorem,
Since Df i (x) is uniformly continuous with respect to x (under the operator norm of E),
This convergence is uniform with respect to t. By using this, (3.3) and (3.4), we have the assertion.
Let a ∨ b be the maximum of real numbers a and b.
Proof of Theorem 1.1. Let I(t) := Df A 1 (t) (G(Ht)) . Then, by using Lemma 3.1, for any ǫ > 0, there exists k such that
I(H i t)(1 + ǫ), for any t ∈ [0, 1) and any n > k. 
By using the monotone convergence theorem,
By letting ǫ → 0, we have (1.2). We can show (1.3) in the same manner.
Proof of Theorem 1.2. We first show assertion (ii). Assume β < 1. Then,
Hence,
Thus we have (ii). We second show assertion (i). Assume α > 1. Let
This is a non-negative Borel measurable function since E is separable. We remark that |I ǫ (t)| ≤ 1. By using the assumptions (A-iii) and (A-iv), lim ǫ→0,ǫ>0 I ǫ (t) = I(t). By using this and the monotone convergence theorem,
By using this and α > 1, there exists ǫ 0 > 0 such that − log m I ǫ 0 dℓ, ℓ-a.s.t. (3.6) [0,1) − log m I ǫ 0 dℓ can take +∞, but the above convergence hold in the case. Let t be an m-normal number such that the above convergence holds. Here t is m-normal means that lim n→∞ |{k ∈ {1, . . . , n} : A k (t) = i}|/n = 1/m for each i ∈ {0, . . . , m − 1}. Then, by noting (3.5) and (3.6), there exists M (t) such that n−1 i=0 I ǫ 0 (H i t) ≤ m −n(α+3)/4 for any n ≥ M (t). (3.7)
Let n(t, s) be the minimum number such that A n (t) = A n (s). Since z is m-normal, lim s→t n(t, s) = +∞. Let Df An(t) (uG(H n t) + (1 − u)G(H n s)) .
By using (3.1) and the mean value theorem,
G(H n−1 t) − G(H n−1 s) ≤ I(n, t, s) |G(H n t) − G(H n s)| , n ≥ 1. (3.8) Since |H n t − H n s| ≤ m −n(t,s) 1/2 , ∀n ≤ n(t, s) − n(t, s) 1/2 , |G(H n t) − G(H n s)| ≤ ǫ 0 holds if s is sufficiently close to t (that is, n(t, s) is sufficiently large). Therefore, I(n, t, s) ≤ I ǫ 0 (H n t), ∀n ≤ n(t, s) − n(t, s) 1/2 .
By using this and (3. holds if s is sufficiently close to t. By using this and (3. We give a lower bound for |t − s|. Let N (t, s) > n(t, s) be the minimum number such that A N (t,s) (t) ≥ 1 if t > s and A N (t,s) (t) ≤ m − 2 if t < s. Since z is m-normal, we have that lim s→t N (t, s)/n(t, s) = 1 and |t − s| ≥ m −N (t,s) = m −n(t,s)(1+o(1)) .
By using this, (3.9) and α > 1, lim s→t |G(s) − G(t)| |s − t| = 0, l-a.s. t.
Thus we have assertion (i).
