Abstract-
Introduction
People since the beginning have tried to find more effective and more simple way of doing every activity. During the 20-th century automatization of many processes becomes moving force of industry and economy powerful progress. The development of artificial intelligence has made possible modeling reality using computer algorithms. Generally the problem is to determine performance of some system as a response of input signals. Opposite process is to find the internal mechanism of investigated system when the input signals and system response -the output signals are known. In this case it is necessary to find out information about the structure of investigated system, so there is a possibility to describe it by some model. The process of parameter estimation is useful in approximation of this model's parameters [I] . There are several well-known techniques commonly used for parameter estimation. The most common technique is parameter estimation based on classical least square method [1, 2] , despite the problems encountered when it is applied to noisy or occluded data sets.
The prime application for which the Hough transform (HT) [3] has been originally developed is the problem of curve detection in images, but HT can be used also to process a non-image data. The Hough transform significant features like robustness to impulsive noise and insensitivity of partial occlusion of patterns, are suitable to use in non-image applications, e.g. parameter estimation [3,4,51 .
The problem of system identification and CKHT is briefly presented and the parameter estimation tool is described in this paper. Finally the comparison between Least Square and CKHT parameter estimation method based on experimental results is presented.
Continuous Kernel Hough Transform
The Hough transform (HT) is generally used in image processing to extract geometric primitives from digital images. The Continuous kernel Hough transform (CKHT) [6] is a new modification of HT and improves its several features. CKHT is described by equation
H, ( r . 0 ) is corresponding parameter space and T is a constant determining a sensitivity of CKHT [7] . . the routines to validate resulting model The data set have to represent all aspects of investigated system, thus the input signal had not to be very simple. Sufficient input signal is often random signal (e.g. Gaussian white noise) because it contains all frequencies.
System Identification
The model structure has to be chosen properly. There is needed to choose between linear and nonlinear model, how many parameters the model will contain, etc. The criterion of tit between data and models represents process of adjusting parameters within a given model until its output coincides as well as possible with the measured output. (input-output data). Generally control systems are modelled by difference equation
where n, ... an and b, ... b. are real constant with an,bo # 0, then input and output at the sample interval k is u(k) and y ( k ) .
can be created equation system [9] (written in matrix formulation)
Y =a$ The criterion of fit between data and models represents process of adjusting parameters within a given model until its output coincides as well as possible with the measured output. Process of parameter estimation (Fig. 1 ) includes next steps [9] . After creating equation system (3) it is necessary to select P equations (P is number of estimated parameters). The solution of created system is determined using Gauss elimination method. Selecting other P equations other solution is determined. This procedure must be repeated until solutions of whole input-output pairs are obtained. The result is a set of ( N -( P -I ) The validation of resultant model is usually done using one's eye and numerically. Quality evaluating is done using simulation with verification data and computing square ofthe output deflection
The system identification tool has been designed for estimating parameters of linear models described by differential equation. Obtaining the input and output data is done by simulation of chosen model. Here is necessary to choose number (Fig. 2) and in next step values (Fig. 3) of differential equation parameters.
Also is required to choose input signal type (Heaviside function or Gaussian noise) and choose parameter values of given input signal if needed (Fig. 4) . Moreover is possible to simulate corrupting output data by noise (Gaussian white noise and impulse noise), which could represent errors arose by obtaining real data (Fig. 4) . Afler obtaining the input and output data succeed the estimation of parameters based on Least Square Method and Continuous Kernel Hough transform. The tool allows change some estimation settings, specifically the sensitivity of Hough transform kernel, number of iterations (number of sublimed searching of maximal value in accumulator field), the size of accumulator (distance of searched accumulator field in one direction) and number of searching points in one direction (Fig. 5) . The estimation results with estimation error are shown afler finishing the estimation process. Also the graphical results are shown for comparing these two methods. 
Experiments
Performance of proposed parameter estimation method was tested in experiments on linear models with 4 and 6 parameters ( (8) and (9)). To demonstrate robustness of CKHT to noisy data, the output data was distorted by Gauss white noise with zero mean ( In this experiment was compared parameter estimation based on CKHT with parameter estimation based on Least Square method (LMS) for value 0,2 noise variation and for 500 samples of input-output data and the result is presented in Table 1 and Fia. 7. The 6 parameter linear model used for tests was for 500 samples of input-output data and the result is represented by difference equation: presented in Table I1 and Fig. 8 . 
Conclusion
The paper presents a new approach to parameter estimation using Continuous Kernel Hough transform. This technique has been successfully applied to the problem of parameter estimation of linear systems.
Comparison was made with the most popular method used for parameter estimation -Least Square method. The result is the method using CKHT is more efficient primarily in cases when the data set used for parameter estimation (the input and output data) is few. In those cases parameter estimation using Least Square method is not able to adjust parameters within a given model at such a small data set, especially when the data are occluded by some heavy impulsive noise, unlike to parameter estimation method using Continuous Kernel Hough transform. Preferability of parameter estimation based on CKHT is also visible primarily by using models with more parameters.
