ABSTRACT
INTRODUCTION
Anomaly detection is a data mining technique that is applied to various areas. One problem is especially important to the business world, and that is fraud detection. Fraud in this context is best described by Phua et. al. as "the abuse of a profit organization's system without necessarily leading to direct legal consequences" (Phua, V. Lee, Smith, & Gayler, 2005) . With the dramatic increase in the amount of data gathered in today's business world, manual verification and screening of all the transactions is extremely costly, if at all possible. Hence, it becomes essential to use automated techniques to ensure this verification, especially in the case of companies that deal with millions of external parties. With this automation, only suspicious activities need to be investigated (Phua et al., 2005) . The question is which activities should be treated as suspicious, and what criteria must be considered when making such a decision? Anomaly detection techniques can help answer these questions.
Outlier or anomaly detection is not a new concept. In fact it has been studied and researched since the 19 th century (Edgeworth, 1887) . The difference between the past and the present is that advances in technology made it possible for more efficient applications of this approach.
However, before discussing anomaly detection, it is necessary to describe what is meant by
anomaly. An anomaly is an instance (record, transaction, etc.) that does not conform to a welldefined and general pattern of the expected behavior in a certain dataset (Figure 1 ). Anomalies are sometimes known in different areas as outliers, aberrations, exceptions, or peculiarities (Chandola, Banerjee, & Kumar, 2009 ).
The idea behind anomaly detection is simple: define a pattern of the normal behavior, and consider any instance in the dataset that does not conform to this pattern as anomalous. However, this is easier said than done. Many factors play a role in complicating this seemingly simple issue. First, it is hard to define a pattern that can represent all possible normal behaviors, and very often an anomaly lying close to the boundaries of a normal region can in fact be a normal instance (e.g. Point A3 in Figure 1 and Point A2 in Figure 2 ). The opposite can also be true.
Moreover, this normal behavior is, in most cases, dynamic in nature, and consequently it keeps changing (e.g. antivirus definitions). Today's normal pattern may be anomalous tomorrow, and vice versa. In fact, the mere definition of an anomalous behavior changes from one area to another, which makes the application of a domain-specific technique hard to generalize to other domains. For example, a small deviation of blood cholesterol level from normal can indicate an anomaly, whereas the same deviation in oil prices could be considered normal. Therefore, a technique used in the medical field may not be effective in detecting oil price anomalies 1 .
Moreover, datasets can be contaminated with noise, which is different from anomalies but similar in behavior. When it comes to fraud, anomy detection works for fraudulent transactions or records that look suspicious and deviate from the normal pattern, but fails to identify camouflaged fraud (activities that follow the expected behavior). On top of these issues, data labels are usually unavailable, making the training and testing of anomaly detection models harder to perform (Chandola et al., 2009) . In fact, fraud detection research that uses data mining techniques is criticized for the scarcity of real data available to the public, which would be used to test the detection models.
This paper is driven by the need to find methods that can fill the gap in data analysis caused by increased database sizes, where traditional verification techniques became impractical. The authors apply cluster analysis to identify anomalous refunds in a real business dataset from a telecommunication company, and compare the performance of different algorithms.
The remainder of this paper is organized as follows. Section 2 discusses the different aspects of the anomaly detection problem. Section 3 presents the applications of anomaly detection. Section 4 describes different anomaly detection techniques. Section 5 describes the dataset and methodology used in this study. Section 6 discusses the results. Section 7 concludes the papers.
ASPECTS OF ANOMALY DETECTION
In order to properly address an anomaly detection problem, several factors have to be taken into consideration. In fact, these are the factors that lead to the wide diversity of techniques used in the anomaly detection problems.
1 It may be noteworthy to point out that although at first one might consider anomaly detection techniques ineffective, as they are usually domain-specific and may not be generalizable, we must think of the problem of anomalies in a way similar to medical research: each pathogen and each virus requires a specific treatment. There is no "magic pill" that can treat all diseases. When we think of the problem of anomalies in the same way, anomaly detection techniques seem reasonably effective. The first of these aspects is the nature of input data, which is a collection of records (or instances, objects, events, etc.) described using a set of attributes or variables. An instance could be univariate (with one variable) or multivariate (several variables) (Tan, Steinbach, Kumar, & others, 2005) . The type of these variables (categorical, continuous, and binary) affects the techniques that can be used on that dataset. The relation between records also affects the applicability of a certain technique. For example, in time series datasets, instances are related in time. Spatial datasets consist of records that are related to their neighboring records (e.g. traffic) (Chandola et al., 2009 ).
The second aspect of anomaly detection is the type of anomaly. There are three main types of anomalies: point anomaly, collective anomaly, and contextual anomaly (Figure 2 ).
Point anomalies are instances that are individually considered as anomalies to the normal behavior (Point A1 in Figure 2 ). For example, if an individual's spending pattern using her credit card is in the range of $20 to $100, a payment of $1500 is by itself a point anomaly and therefore worth investigation.
The second type of anomalies is collective anomalies. In this case it is not one instance that behaves anomalously, but a group of related instances that behave differently from the general pattern of the overall data (Points A3, A4, A5, & A6 in Figure 2 ). The instances by themselves are not anomalous, but when they occur together, they form a collective anomaly.
Contextual anomalies, on the other hand, take into consideration the context where the instance occurred. An instance can be considered normal in one situation but anomalous in another (Song, Wu, Jermaine, & Ranka, 2007) . For example, while a temperature of 25 degrees Fahrenheit is treated as normal in January, it is considered anomalous if it occurs in July. The instance is then . This type of anomalies is mostly studied in time-series data and in special data (Salvador, Chan, & Brodie, 2004 ) (Kou, Lu, & Chen, 2006) (Shekhar, Lu, & Zhang, 2002) .
It is worth mentioning that both point anomalies and collective anomalies can be contextual.
Take the credit card spending example mentioned earlier. If the usual pattern is $200 per week, a $1000 during Christmas week is considered normal, as opposed to the same $1000 during a week in May.
The third factor affecting the formulation of the anomaly detection problem is the level of data labeling. The label of an instance can be either normal or anomalous. However, it is often very hard to get a labeled dataset to train a detection model, and even if labels are available, they may not be correct (Brockett, Derrig, Golden, Levine, & Alpert, 2002) . The main reason behind that is the process of labeling: it is usually done manually by a human, hence the high cost and uncertainty of labels. This is especially true for anomalies, as it is very hard to capture all possible types of anomalous behavior, which is dynamic in nature. In fact, the level of data labeling decides on the mode of detection to be used: supervised, semi-supervised, and unsupervised (discussed in section 4).
APPLICATIONS OF ANOMALY DETECTION
Anomaly detection is widely applied in research and in practice. These applications include network intrusion detection, fraud detection, fault detection in safety systems, novelty detection, and enemy activities surveillance (military use) (Chandola et al., 2009) . As the interest of this paper is the application of anomaly detection approach to capture fraudulent activities, the discussion will be limited to the domain of fraud detection.
First the notion of fraud detection needs to be defined. It is the detection of any illegitimate actions taking place in a business/commercial environment, which would end up with an unauthorized use of the organization's resources. Persons or entities who are committing this fraud may be employees, customers, or imposters who would steal the identity of real customers.
That said, it is only normal that organizations try to detect this fraud as soon as possible, as the longer the fraud continues, the greater the possible loss to the organization. Anomaly detection comes in handy in this case, as it allows for detecting customers' behavior patterns and profiling users based on their activity patterns, and can detect fraudulent activities by monitoring users' activities and comparing them to the established profile (Fawcett & Provost, 1999) .
One of the main applications of anomaly detection techniques is the area of credit card fraud, especially in the case of stolen credit cards. Suspicious transactions (high expenditures, new type of payments, etc.) are compared to that customer's profile, and if they don't follow the pattern, they are considered as anomalous, and are further investigated.
Another important area where anomaly detection was found to be effective is fraud in insurance claims (Thiprungsri, 2011) . Fraud in the domain of insurance is very costly to insurance firms, hence their interest in detecting fraudulent claims. Usually insurance companies acquire labeled data from claim adjustors and investigators, who manually check claims and determine the legitimate vs. fraudulent claims. This labeled data is then used to train a model using supervised/semi-supervised fraud detection technique (such as neural networks), and new instances are tested against this model and designated either as normal or anomalous (i.e. fraudulent) (Fawcett & Provost, 1999) (Brockett, Xia, & Derrig, 1998) .
ANOMALY DETECTION TECHNIQUES
Before discussing the different techniques used in anomaly detection, it is important to describe the modes under which those techniques can operate. As mentioned at the end of section 2, the level of data labeling determines which mode can be used.
The supervised mode operates under the assumption that both normal and anomalous instances are labeled. The anomaly detection technique then trains a model using the labeled data to setup a normal class and an anomalous one. New instances are then tested with that predictive model, and are assigned to one of those classes. The main problem with supervised learning is that it is very hard to get data that is correctly labeled (as this is done manually), especially for the anomalous instances (hard to detect). Moreover, the normal class is usually much bigger than the anomalous class, creating some kind of unbalance (Abe, Zadrozny, & Langford, 2006) .
When only normal instances can be labeled, semi-supervised techniques are more efficient. This is more applicable than the supervised as the critical requirement of having labeled anomalous instances, which is hard to satisfy, is not necessary. When neither normal nor anomalous classes can be labeled, the unsupervised mode is the only one to use. Knowing that this is the case of most real-world datasets, it is understandable that unsupervised mode is the most widely used and the most popular among the three modes. It does assume, however, that the normal class is much bigger than the anomalous one. If this assumption fails, this mode ends up with a high rate of false positives. To discuss anomaly detection techniques, it is useful to divide them into 2 broad categories:
Classification-based techniques:
The main idea behind classification is to use a labeled dataset to train a model, and classify those instances (training phase). Any instance that is tested later on will be classified as anomalous if it does not belong to any normal class (testing phase) (Tan et al., 2005 ) (Duda, Hart, & Stork, 2001 Figure 3 and 4 illustrate single-class and multi-class classification techniques, respectively.
Below are some of the popular classification techniques that are used in anomaly detection.
Neural networks
Neural networks are multi-class classification techniques that consist of two phases. The first step is to train a neural network on the labeled data instances and learn the normal classes, and then new instances are introduced. If the instance is rejected by the neural network it is classified as anomaly (De Stefano et al., 2000) . 
Bayesian Networks
The concept behind this technique is estimating the posterior probability of observing a class label using a naïve Bayesian network. The predicted class of the test instance would be the class label with the highest posterior probability. This technique is popular in different applications, such as network intrusion detection, novelty detection in video surveillance, and anomalies in text data (Valdes & Skinner, 2000) (Baker, Hofmann, Mccallum, & Yang, 1999) .
Support Vector Machine (SVM)
SVMs learn a region containing normal instances using a single-class learning method. If the test instance falls within the boundary of that learned space, it is normal. If it does not, it is classified as anomalous. This technique is widely used in audio signal anomaly detection, novelty detection, and system call intrusion detection (S. King et al., 2002) .
Rule-based techniques
This technique defines the normal behavior pattern using rules. It trains a model using a rulebased learning algorithm. Next the test instance is tested by the model to see which rule best captures it. If no such rule could be found, the test instance is considered anomalous. Association rules is a variant of this technique that operates under unsupervised mode, where it generates the rules from the data itself. It is applied to the domains of network intrusion detection, call intrusion detection, and more importantly fraud detection (Brause, Langsdorf, & Hepp, 2002 )(W.
Lee & S. J. Stolfo, 1998).

Computational Complexity, advantages and disadvantages
The computational complexity of classification techniques depends largely on the algorithm that is used. In general, decision trees perform faster than the more complex quadratic SVMs.
Although the training phase may be slow, testing is usually much faster as the classes are already defined. Another advantage of classification based techniques is that they can take advantage of some powerful classifying algorithms. On the other hand, these techniques depend on the accuracy of instances labels, in addition to the fact that it is very hard to get accurately labeled datasets.
Clustering-based techniques:
The concept behind clustering is a simple one. Instances with similar attributes are grouped into clusters (Tan et al., 2005) . The next step would be to test new instances against the model, and see if they fit into any of the defined clusters. There are three types of clustering techniques that operate under different assumptions:
i. Category 1: The first category assumes that all normal instances belong to a cluster, while anomalous instances do not belong to any cluster. In other words, a clustering algorithm is used to train the model and define a cluster of normal instances, and then any instance that does not conform to those criteria is considered an anomaly.
ii. Category 2: The second category assumes that all normal instances are close to the center of their closest cluster, while anomalies are far from the center of their closest cluster. Here the distance is measured, and a score is assigned to the test instance. The advantage of this category is that it can operate under the semi-supervised mode, and the distance-based score is used to determine whether the test instance is anomalous or not, after comparing it to the normal cluster. It is mostly applicable in the areas of fraud detection, intrusion detection, and fault detection (Brockett et al., 1998) .
iii. Category 3: The assumption made under the last category is that anomalous instances by themselves form small clusters. In other words, the dataset will consist of big and thick clusters, considered normal, and small or thin clusters, containing anomalous instances. In other words, all instances would belong to clusters, however the size and density of this cluster determines whether the instance is anomalous or normal. The threshold can be specified by the user or can be generated from the data (Eskin, Arnold, Prerau, Portnoy, & S.
Stolfo, 2002).
Computational Complexity, advantages and disadvantages
Similar to classification, the computational complexity depends on the algorithm used to train the model. If all the instances are to be compared pairwise, the computation will be quadratic, as opposed to linear complexity when heuristic techniques are used. Again, once the clusters are formed, the testing phase becomes much faster.
One of the most important characteristics of clustering-based techniques is that they can operate under unsupervised mode. Moreover, it is enough to plug in to right algorithm to be able to apply this technique to complex datasets.
On the other hand, some algorithms force the allocation of each instance in the training set to a cluster. That may lead to the misclassification of an anomalous test instance, as it would be assigned to a large cluster, and consequently treated as normal. Moreover, clustering techniques are not efficient when the anomalies form large clusters, as it would be hard to distinguish them from normal behavior.
DATASET AND METHODOLOGY
Dataset
The dataset used in this study covers a period of 2 years (July 2008 to June 2010) and consists of 13,199 records representing customer refund transactions from a telecommunication company, and includes 51 variables (prior to data cleaning). A complete list of all the variables (initial and transformed) can be found in Appendix A.
During the data cleansing stage, 30 records contained some errors, and had to be removed. At the end, the number of usable records went down to 13,169 records.
In order to increase the efficiency of the algorithm, redundant and irrelevant variables were omitted from the dataset. Some variables also had to be excluded due to the high percentage of missing values. Moreover, certain filters had to be applied (based on the suggestions of the company personnel).
In addition to that, certain variables had to undergo a transformation to be in a useful format. The variables DIST_CREATED_BY and DISY_UPDATE_BY (indicating the person who created and updated the record, respectively) had to be transformed to be used for clustering. The date on the other hand was first changed from standard format to Julian Date, then the number of days separating the record date from the first day in the dataset was calculated (to measure the period separating the two events). The variables that were eventually used in this study are presented in In the absence of labeled instances, unsupervised techniques are generally preferred. In this study, a clustering technique was applied to the dataset, using open source data mining software called Weka.
K-Means
Simple K-Means is an iterative clustering algorithm that splits the dataset into a pre-specified number of clusters. It owes its popularity to the simplicity and easiness of its application.
The first step in the K-Means procedure is to build an initial partition by choosing the number of clusters K 2 , and selecting K data points to act as the centroids 3 of these initial clusters. The second step is to assign each data point to the cluster of the closest centroid. Next, new centroids are computed for the K clusters, and a new partition is generated. Steps 2 and 3 are then iterated until the clusters stabilize and the centroids stop changing (Jain, 2010) .
K-Means depends mainly on three parameters specified by the user: value of K (number of clusters), initial partition (selection of initial centroids), and metric used to measure the distance between records and centroids. It is important to choose these parameters carefully, as the performance of the algorithm will be determined by this choice.
In order to evaluate the clustering, the authors used the sum of the squared error SSE (or scatter)
for all the clusters as the objective function. The best K-means clustering is the one that minimizes SSE. This measure was used in this experiment to compare the results of choosing different values of K. These values are discussed in the results section.
2 The choice is made by the user 3 A centroid is the center of a cluster.
The popularity of simple K-Means arises from its simplicity and efficiency (low computational cost). However, this comes at an expense: K-Means doesn't perform well on natural (irregularly shaped) clusters. Moreover, it may lead to local optima instead of global ones. On top of that, it highly parameter-dependent (Mumtaz & Duraiswamy, 2010) .
DBSCAN
DBSCAN is a density based clustering algorithm. It identifies high-density regions that are separated by low density areas. But before discussing DBSCAN, density must be defined. Tan radius Epsilon from A, and that includes A itself (Tan et al., 2005) .
What DBSCAN does is simple. It categorizes all points into 3 categories:
 Core points: when the number of points in the neighborhood of a point (within radius Epsilon) is greater than a certain threshold, MinPts (Minimum Points)
 Border points: not a core point, but is within Epsilon of a core point  Noise points: neither core nor border points.
Once all the instances are classified into these three categories, DBSCAN puts any two core points that are within Epsilon of each other into a cluster. A combination of a core point-border point is also treated similarly, and the two points are placed in a cluster. Noise points remain unclustered. To put it differently, the algorithm starts rom an arbitrary point and measures its density (number of points within Epsilon). If the density exceeds the threshold, the point and all its neighbors are grouped in a cluster. This procedure is then repeated to all the neighboring points, and then to all the other points in the dataset (Mumtaz & Duraiswamy, 2010) .
DBSCAN has several advantages. Unlike distance-based algorithms (e.g. K-Means), it can detect irregular shaped clusters. In addition to that, it does not require the user to know the number of clusters a priori. Another major advantage is that it is resistant to noise. On the other hand, DBSCAN is computationally expensive, and it does not perform well in datasets with widely varying densities or high dimensional datasets.
FINDINGS
K-Means
The distance metric used was Euclidean distance, which is typically used in clustering situations.
In order to determine the best number of clusters, the algorithm is run independently for several values of K, and the one that yields the best partition is chosen. As mentioned before, the objective is to minimize the sum of squared errors (SSE). As expected, the higher the value of K, the lower the SSE; however after a certain point the decrease in SSE becomes insignificant, and any increase in the number of clusters (K) would be unnecessary. Error! Reference source not found. shows the results of running the algorithms with K value from two to six. As we can see, the decrease in SSE was mostly pronounced for a value of K equal to 3. This value yielded 3 clusters, split into 3%, 45%, and 51%. It took the algorithm 4 iterations in total to reach these results. Figure 6 is a graph visualizing the results obtained from running simple KMeans with (K=3) using Weka. The instances circled in red are examples of outliers (just a sample). This implies that these records deviate from the general pattern (or normal pattern) of the records in this dataset.
It is noteworthy mentioning that the results obtained when K was set to 4 and 5 yielded similar results as the value 3 (outliers wise). The circled instances in Figure 7 and 8 are the same ones that show in Figure 6 . That being said, it is necessary to further examine these suspicious records by someone from the telecommunication company.
DBSCAN
When we used DBSCAN, we used several values of MinPts and Epsilon. We started with the original DBSCAN MinPts value of 4. We tried it with Epsilon 0.8 and 0.9. We repeated the procedure for MinPts value of 6. We got very similar results, indicating that we can use the simplest (see Figure 9 , 10, and 11). DBSCAN yielded 8 clusters, and left 8 instances un-clustered. The distribution of the clusters can be seen in Table 2 . In order to compare the results from the two algorithms, the results were sent to the company for verification.
CONCLUSION
Anomaly detection techniques can be applied to several domains. The use of such techniques to identify fraudulent activities is particularly important in the business area. The concept of anomaly detection is to define a normal behavior and consider any instance that does not conform to it as anomalous.
There is no one superior technique to detect anomalies. The choice of the optimal technique depends on many factors related to the problem at hand, and therefore can be thought of as domain specific.
Another important factor dictating which technique to choose is the type of data (especially the availability of labeled instances). That would determine whether the mode of operation would be supervised, semi-supervised, or unsupervised.
Some of the major criticisms of data mining techniques in general are the scarcity of real-world datasets, especially labeled ones. Another criticism is the lack of published research proposing well researched methods and techniques. This paper uses an unlabeled real-business dataset. The company feedback will be used to further investigate the suspicious outliers captured by the model.
This study can be extended in several ways. Other clustering algorithms can be used on the dataset, and their results can be compared to simple K-Means and DBSCAN results from this paper. Another way to extend the this experiment is to apply cluster analysis to other types of data, such as insurance claims, and compare the performance of different clustering algorithms on these datasets. It would also be interesting to analyze the dataset for patterns over time.
