As the first step to extend our understanding of higher-derivative theories, within the framework of analytic mechanics of point particles, we construct a ghost-free theory involving third-order time derivatives in Lagrangian. While eliminating linear momentum terms in the Hamiltonian is necessary and sufficient to kill the ghosts associated with higher derivatives for Lagrangian with at most second-order derivatives, we find that this is necessary but not sufficient for the Lagrangian with higher than second-order derivatives. We clarify a set of ghost-free conditions under which we show that the Hamiltonian is bounded, and that equations of motion are reducible into a secondorder system.
Introduction -In the last decade we have undergone a great progress of understanding ghost-free theories involving at most second-order time derivatives in Lagrangian [1] . The construction of higher-derivative theories requires special care to eliminate Ostrogradsky ghosts [2] . While the Ostrogradsky theorem considers only ghost degrees of freedom (DOFs) associated with the highest-order derivatives, one needs to remove all the ghost DOFs associated with higher-order derivatives [3] . All the proposed theories contain at most second-order time derivatives in their Lagrangian, for which all the Ostrogradsky ghosts can be evaded in a systematic way by imposing degeneracy condition of Lagrangian [4, 5] (see also Ref. [6] ). The degeneracy condition applies for construction of various types of models [7] [8] [9] [10] [11] [12] . In the picture of the Hamiltonian formulation, the Ostrogradsky ghosts manifest themselves in the Hamiltonian as terms linear in the canonical momenta. Eliminating linear momentum terms by means of primary/secondary constraints has been thought to be a principle to remove the ghosts associated with the higher derivative terms, which actually works for the Lagrangian containing up to secondorder derivatives.
In this paper, we perform the Dirac analysis for a class of theories beyond the second-order time derivatives, and demonstrate how to obtain ghost-free theory involving third-order time derivatives in Lagrangian. Contrary to the case with at most the second-derivatives in the Lagrangian, we explicitly confirm that elimination of the linear terms in momenta is necessary but not sufficient any more to kill the ghosts for the Lagrangian containing up to third-order derivatives and that ghosts are still hidden in the canonical coordinates corresponding to the higher time-derivatives. Thus, in addition to the constraints used to remove the linear terms in momenta, further constraints are required to obtain the Lagrangian * Present address: Department of Physics, Tokyo Institute of Technology, 2-12-1 Ookayama, Meguro-ku, Tokyo 152-8551, Japan which is completely free from the ghosts associated with higher-order derivatives. We explicitly provide a set of conditions, under which we confirm that the Hamiltonian is bounded, and that equations of motion are reducible into a second-order system.
Quadratic Model -We consider a quadratic Lagrangian involving at most third-order time derivatives. Lagrangian solely consisting of quadratic terms in the dynamical variables, regardless of whether it contains higher derivative terms or not, is always enlightening and gives us a lot of insights [13] .
We consider the quadratic model defined by
where q i = q i (t), ψ n = ψ n (t), and m, n = 1, · · · , N , and i, j = 1, · · · , I. We assume that a nm , b nm , c nm , d nm , A ij , B ij are symmetric and e nm , f nm , C ij are antisymmetric without loss of generality, and all the coefficients are nonzero constant for simplicity [14] . We also assume that there is no degeneracy in the q i -sector, det A ij = 0, and denote its inverse matrix by A ij . One may note that the coupling between ψ n -system and q i -system is governed by α ni term. As is explicitly shown in Refs. [4, 5] , a coupling between systems with different orders of derivatives leads to a nontrivial degeneracy structure of the kinetic matrix, based on which various degenerate higherorder theories have been constructed [7] [8] [9] [10] [11] [12] . Below we shall see α ni play a crucial role.
Linear Momentum Terms -To define conjugate momenta in the standard manner for the Hamiltonian analysis, we rewrite the Lagrangian (1) by introducing auxiliary variables R n , Q n and Lagrange multipliers
(2) The conjugate momenta for (Q n , R n , ψ n , q i , λ n , ξ n ) are then respectively given by
The last four equations yield 4N primary constraints
Let us first assume that
which implies thatQ n andq i can be solved as a function of (P Q n , p i , Q n , q i ). In this case, (4) exhausts all the primary constraints and the Hamiltonian is given by
where H 0 is directly constructed from L and, importantly, contains neither P R n nor π ψ n .
From our understanding of theories involving at most second time derivatives in Lagrangian, ghost DOFs associated with higher derivatives always manifest themselves as terms linear in conjugate momenta in the Hamiltonian, and lead to the Hamiltonian neither bounded from below nor above. In the case of L(φ a ,φ a , φ a ;q i , q i ) considered in Ref. [5] , if we assume nondegeneracy corresponding to (5), the Hamiltonian depends linearly on the momentum conjugate to φ a . Since we allow the third time derivatives in the Lagrangian (1), the Hamiltonian H has two linear momentum terms for P R n and π ψ n conjugate toψ n and ψ n , respectively. This exhibits the fact that the third derivatives introduce additional ghost DOFs, and it is natural to expect that a longer chain of the constraint algorithm should be required to remove all the ghost DOFs. The linear dependences on momenta need to be removed by relating them to other variables by constraints.
If we assume (5), there is no more primary constraint other than (4) . The evolution of the canonical variables is generated by the total Hamiltonian H T = H + µ α Φ α + µ αΦα , where α = 1, · · · , 2N and µ α ,μ α are Lagrange multipliers. It can be easily verified that µ α ,μ α are fixed by consistency conditions of the primary constraints (4) and Dirac algorithm terminates here without any secondary constraints. Since the primary constraints do not relate P R n nor π ψ n with other variables in H 0 , H is neither bounded from below nor above and suffers from the Ostrogradsky ghosts. This is a natural consequence of the Ostrogradsky theorem.
Eliminating Linear Momentum Terms -A way out to evade the Ostrogradsky ghosts is to violate (5).
We require all the eigenvalues of the matrix a nm − α ni A ij α mj are vanishing because otherwise there remain ghost DOFs corresponding to nonvanishing eigenvalues. Thus, we impose
which we call the first degeneracy condition (DC1). When the Lagrangian satisfies DC1, the first two equation of (3) yield additional N primary constraints
wherep i ≡ p i − C ik q k , with which H 0 simplifies as
, and the total Hamiltonian is modified as H T = H + µ α Φ α +μ αΦα + ν n Ψ n . However note that we still need further constraints as (7) constrains neither P R n nor π ψ n . The consistency conditionsΦ α ≈ 0, Φ α ≈ 0 respectively fixμ α , µ α , whereasΨ n ≈ 0 yields
If det{Ψ n , Ψ m } = 0, ν m is uniquely fixed and the Dirac algorithm terminates here, and the Hamiltonian is left with the linear momentum terms. Therefore, the avoidance of the Ostrogradsky theorem by imposing DC1 is not sufficient to eliminate all the ghost DOFs. Such a case was first pointed out in [3] for general Lagrangian involving arbitrary higher-order derivatives. The reason is that the Ostrogradsky theorem only considers the ghost DOFs associated with the highest derivatives. In the present case, the linear terms in P R n and π ψ n in the Hamiltonian are ghosts associated with non-highest but higher-order derivatives.
To eliminate the ghost DOFs, we require that the consistency conditions (8) do not determine ν n . In parallel to the DC1, we impose DC2 as
with which (8) yields the secondary constraints as
whereB ≡ A −1 B andC ≡ A −1 C. These constraints fix P R n in terms of other variables and eliminate the ghosts associated with the linear terms in P R n in H. This is parallel to the case of L(φ a ,φ a , φ a ;q i , q i ) considered in Ref. [5] , where the linear dependencies on the momenta conjugate to φ a are removed by the secondary constraints that arise by DC2. In that case all the linear dependencies are removed and the program of removing the ghosts is achieved with DC1 and DC2.
In the present case, DC1 and DC2 are not sufficient as there still remain the linear terms on π ψ n . In order to eliminate them, consistent time evolution for Υ n ≈ 0,
must yield tertiary constraints otherwise the Dirac algorithm terminates here. We thus impose DC3 as
with which (11) yields the tertiary constraints
which fix π ψ n in terms of other variables. Here, note that {p i ,p j } = −2C ij . Thus, all the terms linear in P R n and π ψ n in H are fixed by imposing DC1 -DC3, and it is natural to expect that we completed the reduction of the theory (2) to a healthy one.
Hidden Ghosts -Now we encounter a highly nontrivial situation that never happens in theories involving at most second-order time derivatives in the Lagrangian: the above expectation is not the case and the Hamiltonian still contains ghost DOFs. To see this explicitly, let us suppose that the consistent time evolution of the tertiary constraints (13)
would just fix the Lagrange multipliers ν n and we would finish the Dirac algorithm. Note that the variables (Q n , R n , ψ n , q i , p i ) remain unconstrained. Even though we fixed all the terms linear in momenta in the Hamiltonian, since Q n =ψ n is not constrained, we expect this system still have ghost DOFs. Indeed, by plugging (10), (12), (13) into H, we can erase P R n , b nm , π ψ n and arrive at
Remarkably, all the quadratic terms in Q n have been absorbed in those ofp i andq i , and Q n appears in (15) only linearly, making H unbounded.
The important lesson here is that, beyond second-order derivatives, ghost DOFs associated with higher derivatives do not precisely correspond to the linear dependencies on momenta in the Hamiltonian. Eliminating the linear momentum terms by the constraints is always necessary condition to kill the Ostrogradsky ghosts, but is not sufficient condition for Lagrangians containing higherthan-second-order derivatives. In the latter case, after the linear momentum terms are eliminated, the ghosts still lurk in the Hamiltonian in a very nontrivial manner. For the present model, we could prove the existence of the hidden ghosts in (15) explicitly.
Eliminating Hidden Ghosts -To tame the terms linear in Q n in (15) , impose DC4 as
where M ≡ (4C 3 +BC +CB)A −1 . We then obtain the quaternary constraints from (14) as
which, assuming det c nm = 0, fix Q n in terms of other variables, and hence the Hamiltonian (15) is bounded. Unconstrained variables are now (R n , ψ n , q i , p i ), and there are no longer unconstrained variables corresponding to higher derivatives.
While in general the consistency evolution of the quaternary constraints (17) could generate further constraints, such constraints inevitably kill the healthy DOFs. Since our purpose is to kill only the ghost DOFs associated with higher derivatives, we require that the Dirac algorithm terminates here by imposing det Z nm = 0, where
Since the matrix c nm has nothing to do with (α ni , A, B, C), the requirement det Z nm = 0 can be met in general. In this case ν n is determined by
Number of DOFs -The Dirac matrix is given by
where the matrix elements marked by * are irrelevant to the determinant of the Dirac matrix, and we have used the identities {Υ n , Υ m } = 0 and {Υ n , Λ m } = Z mn , which can be shown by plugging Υ n ≡ {H, Ψ n }, Jacobi identity, DC3 (12) , and DC4 (16) . Now it is clear that the determinant of the Dirac matrix is given by (det Z) 4 , which is nonvanishing. Thus, all the 8N constraints are second class. The number of DOFs is then given by (10N + 2I − 8N )/2 = N + I, which precisely coincides with the number of variables.
In summary, the above Hamiltonian analysis demonstrates that fixing the linear dependencies on momenta (P R n , π ψ n ) is not sufficient and the Dirac algorithm must continue until (P Q n , Q m ) are fixed. They are fixed by the constraints that arise by imposing DC1 -DC4. Consequently, we obtain the Lagrangian with unconstrained variables (R n , ψ n , q i , p i ), the bounded Hamiltonian, and the healthy number of DOFs. As expected, the nonzero coupling α ni play a crucial role. If α ni = 0 and hence ψ n -system and q i -system are decoupled, DC1 -DC4 are nothing but requiring coefficients for higher-derivative terms are identically vanishing. It is thus precisely the nonzero coupling that leads to a nontrivial degeneracy structure of the theory.
Hamiltonian Equations -From the number of DOFs, we naively expect that the Hamilton equations for the unconstrained variables (R n , ψ n , q i , p i ) can be reduced to a closed set of second-order differential equations for ψ n and q i . Below we show that this is indeed the case. The Hamilton equations are given bẏ
By using (17), (18), the third equation of (20) to the right-hand side of the first equation of (20), we obtain ψ n = (lower derivatives).
Likewise, from (21) we obtain
where
Since A jk is regular by definition, if det J = 0, we can multiply an inverse matrix to expressq i in terms of lower derivatives. Indeed, through proof by contradiction, we can show det J = 0 as follows. If we assume det J = 0, then there exists a nonzero vector V i that is mapped to a null vector by the operation of J i j , i.e. V i J i j = 0, from which we obtain 0 = 
Here we completed the reduction of the original Hamilton equations to a closed set of second-order differential equations (22) and (24) . It is also worthwhile to note that the condition det Z nm = 0 for the termination of the Dirac algorithm precisely terminates the reduction of the equations of motion.
Euler-Lagrange Equations -Now, it is intriguing to investigate Euler-Lagrange (EL) equations when the phase space is reduced as shown in the Hamiltonian analysis. To this end, we go back to the original Lagrangian (1). While the EL equations for ψ n and q i a priori contain up to sixth-order time derivatives, below we show that they can be reduced to the second-order system expressed by (22) and (24) so long as the four DCs, (6), (9) , (12), (16) , as well as the condition det Z nm = 0 are imposed.
First we rewrite the EL equation for q i as
Plugging it into the EL equation for ψ n , we note that the coefficients for ψ n(6) , ψ n(5) , ψ n(4) vanish as they precisely match the DC1 (6), DC2 (9), DC3 (12) . By erasing f nm by plugging DC4 (16), we obtain
While (25) and (26) still contain ψ n(4) and ... ψ n , they can be removed as follows. Taking a time derivative of (26), we can use (25) to the right-hand side and obtain
Since the matrix c nm is assumed to be regular, (27) enables us to express ... ψ n in terms of at most first derivatives. We can then replace ... ψ m in (26) to obtain (22) . Taking a time derivative of (27) , and plugging (22) to eraseψ n , we obtain an equation ψ n(4) = −c nm α mi (N A) i jq j +(lower derivatives). Plugging this equation to (25) , we obtain (23) . As det J = 0 holds by virtue of det c nm = 0 and det Z nm = 0, we obtain (24).
Reduction of Higher-Derivative Degenerate Lagrangian to an Equivalent Lower-Derivative Nondegenerate Lagrangian -Finally, we can show that under DC1 -DC4 the Lagrangian (1) is equivalent to a Lagrangian involving at most first order derivatives. Indeed, using DC1 -DC4 and a redefinition of variable
kiψn , one can immediately see that the Lagrangian (1) is reduced to a Lagrangian written up to the first-order derivative of ψ n and r i . One might think that it is possible to generalize this result to any degenerate Lagrangian that contains higher derivatives but has only healthy DOFs. Below we show that if all the constraints are second class this conjecture is true, namely, there always exist new variables defined by the transformation from the original ones such that the new Lagrangian in terms of the new variables is nondegenerate, contains at most the first-order time derivatives, and still describes the dynamics defined by the original Lagrangian.
Let us consider a degenerate Lagrangian with higher derivatives that contains only healthy DOFs. In the language of the Hamiltonian analysis, this amounts to the presence of the constraints by which the Ostrogradsky modes are eliminated. Let us write the degenerate Lagrangian with higher derivatives as L(q i ,q i ,q i , · · · ), where · · · represents higher-order time derivatives of q i . Without loss of generality, by means of Lagrange multipliers, we can rewrite this Lagrangian into new one that contains at most first-order time derivatives as L(q I ,q I ). In order to move to the Hamiltonian formalism, we introduce the conjugate momentap I by the standard definition. By our assumption that this Hamiltonian is free from the Ostrogradsky ghosts, there are a chain of primary and secondary (and possibly more) constraints Φ A (q I ,p I ) ≈ 0. We assume all the constraints are second class. Then, according to Ref. [15] , it is always possible to perform a canonical transformation such that the new canonical variables are decomposed into two sets (Q a , P a ) and (Q m ,P m ), and the constraints are represented asQ m ≈ 0,P m ≈ 0. Thus, time evolution of the unconstrained variables (Q a , P a ) is governed by the Hamiltonian H(Q a , P a ) that contains only unconstrained variables. In other words, trajectory in the phase space is confined to the subspace spanned by (Q a , P a ) and is governed by the Hamiltonian equationQ a = ∂H ∂Pa , P a = − ∂H ∂Q a as if no constraints were imposed in the system. Now, since (Q a , P a ) are unconstrained variables, it is possible to solve the first equation above for P a as P a = P a (Q b ,Q b ). Then, using this relation, we can construct the corresponding Lagrangian in the standard way as L ′ (Q a ,Q a ) = P aQ a − H(Q a , P a ). This Lagrangian is nondegenerate and contains up to first-order time derivatives of Q a .
Finally, even if a theory contains first-class constraints, the above result applies if by gauge fixing the theory can be transformed to the one with only second-class constraints.
Conclusion and Discussion -It has been shown in the previous works [3] [4] [5] that the condition for the absence of Ostrogradsky ghosts for theories with secondorder derivatives is to eliminate linear dependence of canonical momenta in the Hamiltonian by imposing a certain set of ghost-free conditions. In this paper, we found that eliminating linear dependence of canonical momenta in the Hamiltonian is not sufficient for theories with higher-than-second-order derivatives, and that canonical coordinates corresponding to the higher time-derivatives also need to be removed appropriately. We stress that this feature shows up only in theories with higher-thansecond order time derivatives in the Lagrangian. We have constructed an illuminating example of ghost-free higher-order theories by imposing a certain degenerate conditions, under which we showed that the Hamiltonian equations and EL equations are reducible to a secondorder system. Furthermore, we showed that for general degenerate theory with higher derivatives but possessing only healthy DOFs, if all the constraints are second class, it is always possible to define new variables such that the new Lagrangian in terms of the new variables is nondegenerate, contains at most the first-order time derivatives, and still describes the dynamics defined by the original Lagrangian.
Throughout the present paper, we restricted ourselves to the quadratic model involving at most third-order derivatives as it is the minimal system beyond Lagrangian involving at most second-order derivatives exhibiting the crucial difference. However, we emphasize that the resultant criteria of ghost-free theory are quite reasonable and its physical meaning is very clear. In the forthcoming paper [16] , we will generalize the present analysis to more general system beyond quadratic model including not only a generic action with up to third order derivatives but also that with arbitrary higher derivatives. It would be also interesting to employ the proposed model to construct the corresponding field theory and to investigate its phenomenology.
[1] A lot of theories of modified gravity have been proposed and extensively studied. The development of scalartensor theories involving second-order derivatives stems from the DGP model [17] [18] [19] in the context of extra dimensions, the Horndeski theory [20] has been rediscovered in the context of generalized Galileon [21] [22] [23] , and theories beyond Horndeski [24] [25] [26] as well as the multifield extension of Horndeski [27] [28] [29] [30] [31] [32] [33] [34] [35] have also been considered. The dRGT massive gravity [36, 37] has resolved the long-standing ghost issue in massive gravity. The vector-tensor theory has also been developed as a generalized Proca theory [38] [39] [40] . These theories have provided rich phenomenology and application to gravity as a test of modification of gravity at the strong field regime as well as to cosmology as intriguing models of inflation, dark energy, and dark matter, as derivative couplings provide nontrivial dynamics. 
