Abstract: The coefficient of determination (CoD) has been used to infer Boolean networks (BNs) from steady-state data, in particular, to estimate the constituent BNs for a probabilistic BN. The advantage of the CoD method over design methods that emphasise graph topology or attractor structure is that the CoD produces a network based on strong predictive relationships between target genes and their predictor (parent) genes. The disadvantage is that spurious attractor cycles appear in the inferred network, so that there is poor inference relative to the attractor structure, that is, relative to the steady-state behaviour of the network. Given steady-state data, there should not be a significant amount of steady-state probability mass in the inferred network lying outside the mass of the data distribution; however, the existence of spurious attractor cycles creates a significant amount of steady-state probability mass not accounted for by the data. Using steady-state data hampers design because the lack of temporal data causes CoD design to suffer from a lack of directionality with regard to prediction. This results in spurious bidirectional relationships among genes in which two genes are among the predictors for each other, when actually only one of them should be a predictor of the other, thereby creating a spurious attractor cycle. This paper characterises the manner in which bidirectional relationships affect the attractor structure of a BN. Given this characterisation, the authors propose a constrained CoD inference algorithm that outperforms unconstrained CoD inference in avoiding the creation of spurious non-singleton attractor. Algorithm performances are compared using a melanoma-based network.
Introduction
Various models have been proposed for gene regulatory networks [1] and inference from gene expression data has played a major role. Perhaps the key issue concerning network inference is the large space of networks from which a model must be selected in relation to the amount of data typically available. This dimensionality problem drives inference in two directions: (1) towards coarsegrained models that require less data for inference [2] , and (2) application of biological constraints [3] . This paper concerns Boolean networks (BNs) and several inference methods have been proposed [4 -7] . These methods generally assume time-course data; however, here we are concerned with inference from time-independent data, the kind of data one typically obtains from microarray studies involving human subjects. In this context, it is generally assumed that the data come from the steady state of the network. An example of inference of gene regulatory networks from steady-state data using Bayesian networks can be found in [8] .
The long-run behaviour of a BN is characterised by its attractor cycles: given an initial state, the network will transition into a cycle of states and remain cycling forever. The attractor cycles are associated with functional states on physiological timescales and cell types on developmental timescales [9, 10] . In the absence of time-course data, we assume that we are sampling from the steady state. Furthermore, we assume that the data states represent singleton attractors.
One method proposed for inference of BN from steadystate data involves the coefficient of determination (CoD) [11] . Given a set of predictor variables and a target variable to be predicted, the CoD measures the relative decrease in prediction error when using the predictor variables in comparison to using the best estimate of the target in the absence of knowledge concerning other variables. The CoD was the first method used to infer probabilistic Boolean networks (PBNs), each of which is constructed from a collection of BNs [12] .
A fundamental issue is that, without time-course data, the CoD cannot provide information on the direction of prediction. This problem manifests itself in the situation where, if gene a is a high-CoD predictor of gene b, then gene b is typically a high-CoD predictor of gene a. We refer to this situation as a bidirectional relationship between genes a and b. Not only do bidirectional relationships impact the inference process by producing spurious connections in the regulatory graph of the network, thereby deleteriously affecting the graph topology of the inferred network, they also affect the attractor structure to the extent that the inferred network possesses spurious attractor cycles. The problem is sufficiently troublesome that it has suppressed use of the CoD inference method. The inference methods that have taken its place are primarily based on the attractor structure [13, 14] or graph topology [15, 16] . In the methods that emphasise attractor structure, the key concern is that the inference algorithm produces an attractor structure close to that of the true network, and in the methods that emphasise graph topology, the key concern is the agreement between the graph connections, for instance, as measured by the Hamming distance between the regulatory graphs [16] . While these methods tend to achieve their goals, they pay only secondary concern for the functional relations among genes in the network, that is, the ability to predict the value of a specific target gene based on the values of a set of regulatory genes for that gene.
In this paper, we will accomplish both goals in network design: preservation of attractor structure and connectivity based on strong gene prediction. To accomplish this aim, we investigate the bidirectional effects for BNs with connectivity K ¼ 1 and K ¼ 2, the connectivity of a BN being the maximum number of variables allowed for a Boolean function. It should be noted that when we set the connectivity to a fixed value K, genes in the network will have at most K predictors. In contrary to random BNs, in this work genes are not required to have identical number of predictors. Kauffman predicted low connectivity for gene regulatory networks [10] . We assign the maximum connectivity of K ¼ 3 in this work, although we investigate bidirectional effects for BNs with connectivity K ¼ 1 and K ¼ 2. As a consequence of our analysis, we propose a novel constrained CoD-based inference algorithm that performs significantly better than unconstrained CoD inference relative to the attractor structure.
We should point out that two genes with bidirectional relationship are a special case of relevant nodes. Relevant nodes are those genes that can influence themselves via a loop of connections [17] . Genes with bidirectional relationships are relevant nodes in which the length of the corresponding loop is 2. A significant body of work on random BNs investigates the effect of relevant nodes on the attractor structure of BNs [18 -20] . However, in the random BNs considering relevant nodes the number of inputs is the same for all nodes [19] , whereas the analytical investigations in this work consider the general case where the number of inputs for every node is not the same and study the effect of bidirectional relationships on the attractor structure of BNs.
We will begin by briefly reviewing BNs and defining the bidirectional relationship among two genes of a network. We then investigate the effect of such relationships on the attractor structure of specific classes of BNs. After discovering how the bidirectional relationships influence the attractor structure of a BN, and providing estimates of encountering such relationships and, particular, attractor structures, we discuss CoD-based inference. We propose a novel algorithm that mitigates bidirectional relationships and provides simulation results to confirm our analysis. Finally, we present an application of the proposed algorithm to melanoma gene expression data and compare its performance to unconstrained CoD inference procedures.
Systems and methods

Bidirectional relationships
A BN G(V,F ), [9] , consists of a sequence V ¼ {x i } n i¼1 of n nodes, where x i [ {0, 1}, and a sequence of Boolean functions F ¼ { f 1 , . . . , f n }. In gene regulatory modelling, x i represents the expression level of gene i, which can be either active (1) or inactive (0). As is commonly done, we will mix terminology by referring to the nodes as genes. The set of Boolean functions F represents the regulatory rules among genes. At time step t þ 1, the expression of gene x i , called target gene, is predicted by the expression of a set, W i , of genes at time step t, based on the regulatory function f i . The set of genes
} is called the predictor set of x i . The function f i is called the predictor function of x i . We assume that there are no nonessential genes in a predictor set, meaning that the predictor function requires the full set as input. The cardinality, jW i j, of W i is called the connectivity of x i and the maximum order of the genes is called the connectivity of the network. attractor cycles are mutually disjoint. The set of all states that transition into an attractor cycle is called the basin of that cycle. The family of basins partitions the state space of the BN.
Our particular interest is with how genes that are predictors of each other affect the attractor structure. As noted in the Introduction, when such pairs arise on account of network inference, they can lead to the existence of certain attractor structures. This motivates the following definition.
Definition 1:
The genes x i and x j in a BN are said to have a bidirectional relationship if x i [ W j and x j [ W i . The relationship is said to be of connectivity n if jW i j ¼ jW j j ¼ n.
To say that x i and x j have a bidirectional relationship of connectivity n is to say that they have a bidirectional relationship and each has connectivity n. Alternatively, one might have defined the relationship to be of connectivity n if n is the maximum of jW i j and jW j j, or to be of connectivity (m, n) if jW i j ¼ m and jW j j ¼ n, the rationale behind the first alternative being to bound the complexity of the predictor relations and the second being to specify directly the predictor-set cardinalities. We have defined order n as we have because it characterises the most complex case when one of the predictor sets has cardinality n. It is this maximum complexity that interests us.
We will investigate the effect of bidirectionality on the attractor structure, provide estimates of how often such bidirectional relationships happen, and derive a lower bound estimate for the probability of a BN with such relationships having at least one non-singleton attractor cycle. We first consider connectivity 1 and show that there is at least one non-singleton attractor cycle in the BN. Next we consider connectivity 2. There we will see that even such a minimal increase of the cardinality of the predictor sets complicates the analysis of the attractor structure. Proofs of the propositions can be found in the Appendix of the paper.
Connectivity-1 bidirectionality
Proposition 1: If there are two genes in a BN having a bidirectional relationship of connectivity 1, then the BN has at least one non-singleton attractor cycle.
Connectivity-2 bidirectionality
Proposition 2: If a BN possesses a pair of genes that have a bidirectional relationship of connectivity 2, then at least 1/8 of the states in its state space cannot be singleton attractors of the network.
While the preceding two propositions explain why BNs with bidirectional relationships possess significant numbers of states that cannot be singleton attractors, one should not jump to the conclusion that the presence of bidirectional relationships is equivalent to the absence of singleton attractors in a BN. The next proposition explains why the bidirectional relationship of connectivity 2 is not a sufficient condition for the absence of singleton attractors.
Proposition 3: In the class of BNs possessing a pair of genes with bidirectional relationship of connectivity 2, there exists a BN with at least one singleton attractor cycle.
The above considerations show that while the bidirectional relationship between pairs of genes in a BN is an important condition for the presence of non-singleton attractors, it is not a sufficient one, especially in the case of predictor sets of cardinality greater than 1. In the next two sections, we consider the issue of determining a lower bound for the probability of having a non-singleton attractor in a BN with x 2 ¼ f 2 (x 1 , x 3 ) and x 1 ¼ f 1 (x 2 , x 4 ). To address this we focus our attention on a specific subclass of BNs on n genes. First, we investigate the probability of having bidirectional relationships in an arbitrary BN from that subclass. Then, we calculate a lower bound for the above mentioned probability.
Probability of forming bidirectional relationships
Consider the class B of BNs on n genes such that, for i ¼ 1, 2, . . . , n, jW i j ¼ 2, x i [ W i , and both variables in W i are essential ones for the corresponding predictor function. Since both genes are essential, the predictor function may not be (1) constant, (2) equal to one of the input genes or (3) equal to the complement of one of the input genes. Owing to this assumption, six functions are excluded from the 16 possible functions (in the connectivity-2 case), so that there are ten possible predictor functions for each gene in the BN. Thus jBj ¼ (10C
Then, if one considers the uniform discrete probability measure over B, the probability of selecting a BN [ B that has at least two genes having a bidirectional relationship equals
Many of the terms in the above formula are equal to 0 because the corresponding intersections of the sets B i, j are empty. This happens because for all of the intersections of more than n sets B i, j , at least one of the indices has to appear at least three times, that is, the corresponding gene has more than two predictor genes, which contradicts the condition jW i j ¼ 2. jB i, j j is the same for all of the pairs i,j, and can be computed by noticing that one of the inputs is fixed for 
The computation of the probabilities in the subsequent terms in the above formula is more involved. To compute P(B i, j > B k,l ), one has to consider two different cases depending on how many indices are the same or different. If there are four mutually different indexes, then
2 ) À4 . If there are exactly two identical indices, then the gene corresponding to that index has a fixed pair of predictor genes, and thus
In the supplementary material, we compute P( < i, j B i, j ) for the cases n ¼ 4 and n ¼ 5 genes. For n ¼ 4,
When the number n of genes makes the exact computation of the probability P( < i, j B i, j ) difficult, one can use the estimate
2.5 Lower bound of the probability of forming non-singleton attractor cycles
Again consider the class B of BNs on n genes such that, for
, and both variables in W i are essential ones for the corresponding predictor function. The next proposition derives a lower bound estimate for the probability of a BN with such relationships having at least one non-singleton attractor cycle.
Proposition 4: Consider the class A , B for which (1)
x 1 [ W 2 and x 2 [ W 1 , and (2) N 1 genes are predicted by gene x 1 and N 2 genes are predicted by gene x 2 . Then the probability of forming a BN [ A with non-singleton attractor cycles conditioned on the existence of at least one singleton attractor cycle in that BN is greater than
The above lower bound is very conservative because it considers only one pair of genes that have a bidirectional relationship of connectivity 2. The previous proposition helps explain the phenomenon observed in our simulations: for randomly generated BNs with at least one bidirectional relationship of connectivity 2, singleton attractors are accompanied most of the time by attractor cycles of length 2 or more, and such that at least one of the states in those cycles is 1 Hamming distance away from one of the singleton attractors. Fig. 1 shows simulations on random BNs. In this simulation, 10 6 random BNs from the class A on n genes are generated for each value of n ¼ 5, . . . , 10. All the generated BNs in A have at least one singleton attractor state (compare to Proposition 3). The number of random BNs, which have at least one non-singleton attractor cycle are counted. The simulations confirm the observation that the lower bound estimate is very conservative.
Algorithm
CoD-based inference of BNs
The CoD is a general non-linear statistical method to select a set of predictors for a given gene. It measures the degree to which the transcriptional levels of an observed (predictor) gene set can be used to improve the prediction of the transcriptional level of a target gene relative to the best prediction in the absence of observations. If x i , W i , and f i are the target gene, the predictor set, and the predictor function for the target gene, respectively, then the CoD for the target gene x i is given by
where 1 0 is the error of the best estimate of x i in the absence of any conditional variables and 1(x i , f i (W i )) is the prediction error of the target gene according to the observations of the predictor set W i [11] . For minimum mean-square error estimation, 1 0 is the error of the prediction of x i with its mean.
The previous propositions explain why very often the CoD-inferred BNs possess spurious non-singleton attractors. We propose an algorithm to overcome the aforementioned shortcoming. We make the typical assumption that the data come from the steady state, and we apply the constraint that each data point is a singleton attractor. www.ietdl.org
Since the predictor function of each target gene is estimated from the steady-state data, not time-series data, each gene is a perfect estimator of itself (CoD equal to 1). To eliminate this trivial case, no gene can be a member of its own predictor set. Therefore given a target gene, for each target gene, there are P k i m¼1 C nÀ1 m possible combinations for W i , where k i is the maximum cardinality of W i , where n represents the number of genes in the network.
We employ a method called full-logic to estimate the predictor functions and consequently the CoDs for all possible combinations of predictor sets of each target gene. The CoD estimates a predictor function from the highest occurrence frequency of the target gene based on the values of all of the possible sets of predictor genes in the data set. More details regarding the full-logic method can be found in [21] . Note that there might be more than one highCoD predictor set for a target gene.
Singleton attractor CoD (SA-CoD) inference algorithm
On the basis of our analysis of bidirectional relationships, in particular, their effect on the attractor structure of a BN, we have formulated an algorithm that limits the number of such bidirectional relationships when predictor sets are chosen using the CoD method.
The algorithm's input is the binary gene expression data. The outcome of the algorithm is a BN with no nonsingleton attractors. The following parameters are set in advance: (1) a threshold, T CoD , for the CoD (T CoD ¼ 0:7 in our study); (2) M BR , the maximum number of permitted bidirectional relationships (keep in mind that, as we have shown, there is a substantial probability of there being at least two genes with bidirectional relationships in an arbitrary BN, M BR ¼ 3 in our study); and (3) m A , the minimum number of points in the sample that appear as singleton attractors in the inferred BN (m A ¼ 3 in our study). Any predictor function that exceeds T CoD is called a high-CoD predictor function. We now describe the singleton attractor CoD (SA-CoD) algorithm.
SA-CoD inference algorithm
1. Estimate the CoD and f i for all the combinations of predictor sets W i , for i ¼ 1, 2, . . . , n. The steps of the algorithm accomplish certain goals.
Step
Step 3 selects W i for each target gene randomly among high-CoD predictor sets such that the total number of bidirectional relationships in the generated BN does not exceed M BR .
Step 4 checks to see if any nonsingleton attractor cycles have 'slipped through'. If the generated BN possesses at least one non-singleton attractor, the algorithm goes back to Step 3 and randomly selects another set of W i and f i among high-CoD predictor sets for all genes. The goal of this iteration is to generate a BN with only singleton attractors with at least m A data points as singleton attractors.
Step 5 insures that some minimal number of data points appear as singleton attractors in the inferred BN. The algorithm does not guarantee that the inferred BN will not contain singleton attractors that are not data points, but it does guarantee that there will be no non-singleton attractors. It is spurious non-singleton attractors that are ubiquitous in unconstrained CoD design. The algorithm does not guarantee that all data points will be singleton attractors, although it guarantees a minimum number, m A , of these.
We select the parameters in the SA-CoD algorithm in the following manner. The selection of T CoD depends on the gene expression data. We consider the CoDs of the best predictors of all genes in a network. When the connectivity is K, that is, maximum connectivity of genes, given a target gene, we compute the CoDs for all the combinations of predictors with length 1, . . . , K . We choose T CoD to be the lowest CoD in this set. As a result, for each target gene, the algorithm is allowed to select predictor sets in which their corresponding CoD is greater than selection of these two parameters also depends on the data. Given the gene expression data, by trial and error, one can choose M BR and m A such that the constrained search space is none-empty.
The algorithm can be run a number of times to produce a number of BNs, with each data point appearing in one or more BNs as a singleton attractor. This is somewhat similar to the design of PBNs under the requirement of contextual data consistency [14] , where every data point must appear as a singleton attractor in at least one constituent BN of the PBN. There are, however, two key differences. First the method of [14] does not involve the CoD, but instead involves a constrained optimisation relative to the data distribution in the sample, and second, the number of BNs is determined by the data and it is theoretically certain that each data point will appear in at least one of the BNs as a singleton attractor. Nonetheless, the analogy is useful because the PBN design method first proposed in [12] applied CoD inference without constraint and then took combinations of high-CoD predictor functions to construct the BNs forming the PBN, with the threshold ultimately determining the number of constituent BNs.
Regarding algorithm complexity, the total number of BNs that can be generated from high-CoD predictor functions is N ¼ Q n i¼1 C i , where n is the total number of genes and C i is the number of high-CoD predictor functions. Thus, the search space has N members. In the worst-case scenario, Step 3 will be repeated N times.
Results and discussion
Comparison of SA-CoD algorithm with unconstrained CoD design
We have applied the preceding BN design procedure using gene-expression profiles from a study of 31 malignant melanoma samples in which messenger RNA was isolated directly from melanoma biopsies, and fluorescent cDNA from the message was prepared and hybridised to a microarray containing probes for 8150 cDNAs (representing 6971 unique genes) [22] . The seven genes used for the model are pirin, WNT5A, S100P, RET1, MART1, HADHB and STC2 (this being their order in the state space) were chosen from a set of 587 genes from the data set that have been subjected to an analysis of their ability to cross predict each other's state in a multivariate setting [23] . The gene-expression profiles were binarised to arrive at 31 binary vectors with seven columns corresponding to the selected seven genes.
The binary data have been taken from a previous paper that considered the external control of gene regulatory networks [24] . In that paper, the raw gene-expression data are quantised to ternary values according to the hypothesis testing procedure in [25] . The mapping from ternary to binary data was done gene by gene, depending on the ternary values: RET1, MART1, and HADHB had only two ternary values, so the larger one was set to 1 and the smaller one to 0. Pirin and S100P each had large numbers of þ1 and 0 ternary values with no more than a few 21 ternary values, so þ1 was mapped to 1 and both 0 and 21 were mapped to 0. STC2 had large numbers of 0 and 21 ternary values and only a few þ1 ternary values, so 0 and þ1 were mapped to 1 and 21 was mapped to 0. Finally, WNT5A had twenty-two 21 values and nine values almost even split between 0 and þ1. For this gene, 0 and þ1 were mapped to 1 and 21 was mapped to 0. Table 1 gives the seven-gene profiles for the 18 distinct data points and their corresponding frequencies. The assumption is that the data points correspond to the steady state of the underlying gene regulatory system.
The SA-CoD algorithm is applied 500 times to the gene expression data to generate 500 BNs. On the basis of the specifications of the algorithm, the BNs possess no nonsingleton attractors and there are at least three data points as singleton attractors in each of them. Figures of some of these BNs are shown in the supplementary material. We randomly choose ten BNs from the pool of 500 BNs. Setting the perturbation and switching probabilities equal to 0.01, we generate a PBN from these ten BNs. The BNs are selected randomly with equal probability. The PBN is run sufficiently long so that its steady-state distribution can be estimated. The steady-state probability corresponding to each attractor represents the probability of being in that attractor in the long-run. We consider the distribution of the gene expression data as our benchmark. The proportion of the steady-state probability mass of the generated PBN lying outside the data states is computed. This procedure is repeated 1000 times to generate 1000 PBNs, in each case the proportion of the steady-state probability mass outside the data states being computed. These 1000 proportions are used to form the light histogram in Fig. 2 . The mass of this histogram is concentrated very close to 0.
To compare the performance of the SA-CoD algorithm with the unconstrained CoD method, we repeat the same experiment with the predictor sets and predictor functions with high-CoD chosen without the constraint of the SACoD algorithm. Figs. of some of these BNs are also shown in the supplementary material. Proceeding without constraint, 500 BNs are generated and 1000 PBNs composed of ten BNs randomly chosen from the 500 BNs are generated and run into their steady states. The dark histogram in Fig. 2 is formed from the proportions of mass of the 1000 steady-state distributions lying outside the data states. These are well dispersed between 0 and 0.35. By eliminating spurious attractors, the SA-CoD algorithm puts a much higher concentration of the steady-state probability mass on the data points.
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A key issue for PBN design is to compose a PBN with enough BNs so that each data state appears as an attractor in the PBN (that is, appears as a an attractor in one of the constituent BNs) but not to include so many BNs that there is a large number of spurious attractors. To compare the SA-CoD algorithm with unconstrained design in this regard, in the next experiment we compare the number of data points appearing as attractors with the number of attractors that are not data points in a collection of n BNs generated by either the SA-CoD algorithm or unconstrained CoD design. Let D be the number of distinct points in the data, N be the number of data points appearing as attractors in the generated BNs, and M be the number of non-data-point attractors appearing in the generated BNs. A reasonable measure of performance for the desired comparison is
where 0 a 1, a being chosen depending on what we want to emphasise. Smaller R means better performance.
Since N and M are functions of the number n of BNs, R is a function of n. We compute R(a, n) for n ¼ 1, 2, . . . , 80 and 0 a 1 by taking R(a, n) to be the average of 1000 trials of computation of R, each trial involving randomly choosing n BNs from a pool of 500 designed BNs. Fig. 3a shows the surface graph of R(a, n) when using the SACoD algorithm. The dots on the surface indicate the minimum value of R(a, n) for a given value of a, the value of n for the minimum being the optimal number of BNs relative to the measure R. For small a, the emphasis is on avoiding spurious attractors and hence the optimum n is smaller. For large a, the emphasis is on recovering data points as attractors and hence the optimum n is larger. Fig. 3b shows the surface graph of R(a, n) using unconstrained CoD design. The difference between Fig. 3a and Fig. 3b demonstrate the benefits of the SA-CoD algorithm. First, notice the different scales of the graphs. The values of R for unconstrained CoD design tend to greatly exceed those for the SA-CoD algorithm. Second, in Fig. 3b , the optimal number of BNs is 1 for all but very large values of a, which validates the point that, if we are concerned about spurious attractors, then unconstrained CoD design performs poorly.
Concluding remarks
The creation of bidirectional relationships is an important shortcoming when applying CoD inference procedures to non-temporal microarray data. The usual assumption regarding such data is that it comes from the steady state of the underlying genomic regulatory system. For BN modelling, this translates into the assumption that the data profiles correspond to attractors in the network. Since there is no dynamic information in the sample points, it is prudent to produce a model in which they are singleton attractors. Given the tendency of bidirectional gene relationships produced by CoD inference to result in nonsingleton attractors, we have proposed a novel algorithm to infer BNs from non-temporal data. The algorithm avoids non-singleton attractors and, as demonstrated by simulation studies, yields few attractors that are not data points while at the same time capturing data points as attractors in the designed networks.
5 References Proof: Without loss of generality assume the two genes are x 1 and x 2 . There are four possible transition pairs of predictor functions for these genes: (1) f 1 ; x 2 and f 2 ; x 1 ; (2) f 1 ; x 2 and f 2 ; x 1 ; (3) f 1 ; x 2 and f 2 ; x 1 ; and (4) f 1 ; x 2 and f 2 ; x 1 , where the overbar denotes negation.
Consider the first possible pair: f 1 ; x 2 and f 2 ; x 1 . If the transitions start from the point 01y, then after finitely many transitions, the BN will enter an attractor 01x 0 or 10y 0 , where y, y 0 and x 0 denote vectors of the remaining gene values. Assume that the first visited attractor state is 01x 0 (the other possibility 10y 0 can be considered in the same way). Because x 1 and x 2 depend only on each other and 01x 0 is an attractor state, from this point on the network must follow a transition sequence of the form 01x 0 , 10x 1 , 01x 2 , . . . , 01x k , where x k ¼ x 0 and x r = x 0 for 1 r , k. Thus, the sequence forms an attractor cycle of length k ¼ 2 m . 1, where m is a natural number. It is straightforward to show that similar cycles are formed when f 1 ; x 2 and f 2 ; x 1 .
Next, we consider the predictor functions pair: f 1 ; x 2 and f 2 ; x 1 . If the transitions start from any point of the form x 1 x 2 y, then after finitely many transitions the BN will enter an attractor state that is of one of the following forms: 00x 0 , 01y 0 , 10z 0 or 11u 0 . Here we consider the case when the first visited attractor state is 00x 0 (the other possibilities can be considered similarly). Because from this point on the network must follow a transition sequence of the form, 00x 0 , 01x 1 , 11x 2 , 10x 3 , . . . , 00x k , where x k ¼ x 0 and x r = x 0 for 1 r , k. Thus, the sequence forms an attractor cycle of length k ¼ 4 m . 1. It is straightforward to show that similar cycles are formed when f 1 ; x 2 and f 2 ; x 1 . In short, one of the following four possible cases happens and guarantees the formation of non-singleton attractors 01x 0 10x 1 . . . 01x k 00x 0 11x 1 . . . 00x k 00x 0 01x 1 11x 1 10x 1 . . . 00x k 10x 0 11x 1 01x 1 00x 1 . . . These conditions exclude cases where at least one gene is non-essential. In the first condition, (a 1 ¼ c 1 and b 1 ¼ d 1 ) excludes three cases (1) f 1 being constant (2) f 1 being equal to x 4 (3) f 1 being equal to x 4 . Under (1) both genes are non-essential. Under (2) and (3), x 2 is non-essential. Furthermore, (a 2 ¼ c 2 and b 2 ¼ d 2 ) excludes three cases (1) f 2 being constant (2) f 2 being equal to x 3 (3) f 2 being equal to x 3 . Under (1) both genes are non-essential. Under (2) and (3), x 1 is non-essential. Likewise, condition 2 excludes cases where x 3 , x 4 , or both are non-essential.
Moreover, any combination of f 1 and f 2 belongs to at least one of the following (not mutually exclusive) classes: Table 2 , where a 1 ¼ c 1 ¼ 0 and a 2 ¼ c 2 ¼ 0, together with the assumed constant values of x 3 and x 4 , shows that any state with x 3 x 4 ¼ 00 and x 1 ¼ x 2 cannot be a singleton attractor. A simple counting argument shows that the states where x 3 x 4 ¼ 00 and x 1 ¼ x 2 account for exactly one-eighth of all of the states in state space. Reasoning in the same way, one can check that when ( f 1 , f 2 ) [ F 1 with a 1 ¼ c 1 ¼ 1 and a 2 ¼ c 2 ¼ 1, the states with x 3 x 4 ¼ 00 and x 1 ¼ x 2 cannot be singleton attractors, and that there are exactly one-eighth such states in the state space. To complete the analysis of case (a), consider the situation where ( f 1 , f 2 ) [ F 1 with a 1 ¼ c 1 , a 2 ¼ c 2 , and a 1 ¼ a 2 . In this case, examination of the the truth tables of f 1 and f 2 shows that all of the states where x 3 x 4 ¼ 00 cannot be singleton attractors. It is straightforward to count that there are exactly one-fourth of the states in the state space that are of this type. Proof: Without a loss of generality one can assume that
3 ) and x 2 ¼ f 2 (x 1 , x 4 ). Table 2 shows the truth-tables for f 1 and f 2 . Next, consider a restricted class of BNs with n nodes for which the predictor functions for the genes x i , i ¼ 3, 4, . . . , n, are constants, that is f i ; x i . Suppose x 3 x 4 ¼ 00 (the other possible cases can be considered in a similar fashion). From the truth table for f 1 we have x 1 ¼ a 1 or x 1 ¼ c 1 . It is straightforward to check that when a 1 ¼ c 1 , the state x ¼ a 1 a 2 00y or the state x ¼ a 1 c 2 00y, y ¼ x 5 x 6 . . . x n , is a singleton attractor state for the BN in consideration, depending on the value of a 1 . Next, if one has a pair of predictor functions ( f 1 , f 2 ) with a 1 = c 1 , we show how to find a singleton attractor state x in the BN for the case when a 1 ¼ 0 (the other case, a 1 ¼ 1, can be considered in the same way). If a 1 ¼ 0 and a 2 ¼ 0, then the state 0000y is a singleton attractor for the BN. If a 1 ¼ 0 and a 2 ¼ 1, then the state 1100y is a singleton attractor for the BN, provided that c 2 ¼ 1. If c 2 ¼ 0, we consider truth tables in Table 3 for the predictor Table 4 shows all ten possible functions.
When gene j is equal to 0, there are four canalising functions, f 4 being equal to x s 4 (we found its probability in the previous paragraph), we can find the number of functions of f 1 and f 2 that generate a non-singleton attractor state. 
