Abstract. A nonautonomous nth order Lotka-Volterra system of differential equations is considered. It is shown that if the coefficients satisfy certain inequalities, then any solution with positive components at some point will have all of its last n − 1 components tend to zero, while the first one will stabilize at a certain solution of a logistic equation.
Introduction
Consider the system of differential equations i = 1, . . . , n. Such a system, known as the Lotka-Volterra system, models competition between n species, where u i (t) denotes the population of the ith species at time t. In the case where n = 2 and the coefficients are positive numbers satisfying the inequalities
it is well known that if col(u 1 (t), u 2 (t)) is any solution of (1.1) such that for some t 0 we have u 1 (t 0 ), u 2 (t 0 ) > 0, then u 1 (t) → b 1 /c 11 and u 2 (t) → 0 as t → ∞. This is sometimes referred to as the principle of competitive exclusion. An extension of this principle for nonautonomous systems was given by the author in [1] , where it was shown that similar algebraic inequalities imply that there can be no coexistence of the two species; one of them will be driven to extinction while the other will stabilize at a certain solution of a logistic equation. Extensions of the author's result in [1] and other similar studies have been conducted by Ahmad-Lazer [4, 5] , Ahmad-Oca [3] , Battauz-Zanolin [7] , Ortega-Tineo [11] , Redheffer [12, 13] , and Oca-Zeeman [10] . Earlier, Gopalsamy [8, 9] had studied the existence and stability of periodic solutions for such systems under the assumption that the growth rates are positive and periodic, and the rest of the coefficients are positive constants. Alvarez and Lazer [6] extended this result to the case where all the coefficients were assumed to be positive and periodic.
In [10] , Montes de Oca and Zeeman showed that if the coefficients are continuous and bounded above and below by positive constants, and if for each i = 2, . . . , n, there exists an integer k i < i such that
, where u * (t) is a certain solution of a logistic equation. Here, as in earlier studies, given a function f (t), f M and f L denote sup t f (t) and inf t f (t) respectively. For a fairly nice and detailed geometric interpretation of (1.3), the reader is referred to [10] .
In this paper we consider a somewhat more general system, and give a further extension of the result in [10] by introducing a sufficient condition that is implied by the condition (1.3) stated above.
Consider the system
where c ij (t) is continuous and bounded above and below by positive constants, b i (t) is continuous and T -periodic, p i (t) is continuous (not necessarily periodic) and |p i (t)| ≤ c i e −γit , where c i and γ i are positive constants. We do not assume the growth rate b i (t) is positive; instead we assume that the average b i = 1 T t0+T t0 b i (t) dt is positive. Our condition is that for each i = 2, . . . , n, there exist numbers
for j = 1, . . . , i, and t ≥ t 0 for some t 0 . Then, u i (t) → 0 if i ≥ 2 and u 1 (t) → u * (t), where u * is the unique positive solution of the logistic equation
(see Lemma 2.1 below). It is obvious that the inequalities (1.3) imply (1.4) since one can take λ i1 = 1 and λ ij = 0 for 1 < j < i. It is easy to verify that the coefficients of the autonomous system in the following example satisfy our condition (1.4) but not their condition (1.3).
Example 1.1. Consider the system
where f (t), g(t), and h(t) are continuous and bounded above and below by positive constants in the interval [1, ∞) . It is easy to verify, by letting λ 31 = λ 32 = Remark. We can further extend Example 1.1 by letting the growth rates be b 1 (t) = 
Some preliminary results
Throughout this paper, we assume that the functions b i (t), c ij (t), and p i (t) in ( * ) satisfy the conditions described in the introduction. We recall that
has a unique solution u * (t) which is bounded above and below by positive constants.
Proof. Let P (t) = e B1(t) , and let u(t) = P(t)Y (t), where B 1 (t) = t t0b 1 (s) ds. Substituting u(t) in (2.1) leads to the logistic equation
which has a unique solution that is bounded above and below by positive constants because b 1 > 0 and c 11 P is bounded above and below by positive constants (see [1] ). 1 (t) , . . . , u n (t)) is a solution of ( * ) such that u i (t 0 ) > 0, 1 ≤ i ≤ n, for some number t 0 , then there exist positive numbers δ and ∆ such that
Lemma 2.2. If col(u
Recall that b i (t) = b i +b i (t). Hence letting Q i (t) = e Ri(t) and making the transformation u i (t) = Q i (t)X i (t) in ( * ) leads to the system
where the coefficients are bounded above and below by positive constants. The proof follows from [10] (see also [3] for an independent proof).
Main result

Theorem 3.1. Consider the system
u i (t) = u i (t)   b i (t) + p i (t) − n j=1 c ij (t)u j (t)   , i= 1, . . . , n.
Assume that b i (t) is continuous T -periodic with
−γit (c i and γ i positive constants), and c ij (t) is continuous and bounded above and below by positive constants for 1 ≤ i, j ≤ n and t ≥ t 0 . If condition (1.4) holds, and if col(u 1 (t), . . . , u n (t)) is any solution of ( * ) such that u i (t 0 ) > 0, 1 ≤ i ≤ n, then u i (t) → 0 exponentially for i = 2, . . . , n, and u 1 (t) → u * (t) as t → ∞, where u * (t) is the unique positive solution of (2.1). 
It is well known and easy to verify (see e.g. [1] and [5] ) that the region
, where B i (t) = t t0b i (s) ds is T -periodic. Thus, ( * ) can be written as
Multiplying ( * * ) by λ mi and summing over 1 ≤ i ≤ m − 1, we obtain
We note that if we let w = ln(
ui . Thus multiplying ( * * * * ) by b m and ( * * * ) by b * m , and subtracting, we obtain
where Γ(t) dt ≤ M . In view of (3.1), there exists a number α > 0 such that
so that w = ln v, then for a suitable constant β > 0, one can write
Integrating both sides, we obtain ln u m (t)
Therefore,
Next, we need to show that u i (t) → 0 exponentially for i = 2, . . . , m − 1. We accomplish this by rewriting the system ( * ) as
. It follows that p * i (t) satisfies the hypothesis of our theorem since p i (t) and u m (t) both tend to zero exponentially, and c im (t) is bounded above and below by positive constants. We note that the inequalities in (1.4) are independent of the nth equation in the sense that by dropping the nth case, the coefficients of the smaller system ( * ) still satisfy inequalities (1.4). Hence, applying the induction hypothesis to the smaller system ( * ), it follows that for 2 ≤ i ≤ m − 1, u i (t) → 0 as t → ∞. Now, we need to show that the theorem holds for n = 1. For n = 1, the system ( * ) reduces to the logistic equation u 1 (t) = u 1 (t)[b 1 (t) + p 1 (t) − c 11 u 1 (t)].
Hence, we need to show that u 1 (t) − u * (t) → 0, where u * (t) = u * (t)[b 1 (t) − c 11 u * (t)], as described in Lemma 2.1. Let σ(t) = | ln u1(t) u * (t) |. Then, σ (t) = sgn(u 1 (t) − u * (t))[p 1 (t) − c 11 (t)u 1 (t) + c 11 (t)u * (t)] a.e. =p 1 (t) − c 11 (t)|u 1 (t) − u * (t)| a.e. wherep 1 (t) = sgn(u 1 (t) − u * (t))p 1 (t). Integrating both sides, we obtain σ(t) = σ(t 0 ) + t t0p 1 (s) ds − It follows from Lemmas 2.1 and 2.2 that σ(t) = | ln u1(t) u * (t) | is bounded. Hence, we have t t0 |u 1 (s) − u * (s)| ds < ∞. This, along with the fact that u 1 (t) − u * (t) is bounded, implies that u 1 (t) − u * (t) → 0 as t → ∞. The proof of the theorem is now complete.
