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Abstract. In section §6.4. of his book on current algebras [Mic] Mickelsson notices that the
infinite-dimensional Grassmannian manifold Grres(H,H+) of Segal and Wilson, associated
to a polarized complex separable Hilbert space H = H+ ⊕H−, admits a (restricted) Spinc
structure. By definition, this is a lift of the Ores bundle of restricted orthonormal frames on
Grres to an Ôres bundle, where Ôres is a certain C∗-central extension of the Banach Lie group
Ores. Thus one considers the Banach Lie group Ôres as an infinite-dimensional analogue of
the finite-dimensional Lie group Spinc.
With the Spinc structure at hand, Mickelsson then moves on to consider the problem
how one should define a Dirac type operator on this infinite-dimensional manifold. He gives
a candidate for a Dirac operator, but unfortunately it turns out to be badly diverging and
he states that the construction has to be modified and further developed in order to yield a
well-behaved operator and leaves this as an open problem.
Motivated by the fact that for a compact Lie group G, the space of L2-spinors on a
homogeneous space G/H can be described purely in terms of representation theory by the
classical Peter-Weyl Theorem, and noticing that the restricted Grassmannian manifold is an
infinite-dimensional homogeneous Kähler manifold of the form Ures/(U(H+)×(H−)), we use
the basic representation of the Banach Lie group Ures(H,H+) on the fermionic Fock space
F(H,H+), introduced in [PrSe], to construct a well-defined Dirac type operator acting on
a relevant “space of spinors” of the restricted Grassmannian manifold. As our main result
we show that our Dirac type operator is an unbounded symmetric operator with finite-
dimensional kernel.
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1. Introduction
In this work we give a construction for a Dirac type operator on the infinite-dimensional
restricted Grassmannian manifold Grres(H,H+) of Segal and Wilson (cf. [PrSe, Mic]) using the
(projective) fermionic Fock space representations of the infinite dimensional restricted unitary
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group Ures(H,H+) of a polarized Hilbert space H = H+ ⊕H−,
Ures(H,H+) :=
{
U ∈ U(H) | [ǫ, U ] ∈ L2} , ǫ := prH+ − prH− ,
as well as certain infinite-dimensional spinor-representations of an infinite-dimensional com-
plexified Clifford algebra.
The history of the problem dates back to the book [Mic] written by Mickelsson, where he
argues that the restricted Grassmannian manifold Grres admits a natural (restricted) Spin
c-
structure and an attempt was made there towards a construction of a Dirac operator on Grres.
However the candidate for the Dirac operator turned out to be badly diverging and Mickelsson
wrote that the construction has to be modified by at least introducing some relevant normal
orderings for the operator.
The first step in the construction of the Dirac type operator on the restricted Grassmannian
manifold is to notice that it is actually a (Hermitean symmetric) homogeneous space which is
also a Kähler manifold. Our (purely algebraic) definition of the relevant space of L2 spinors is
then motivated by the famous Peter-Weyl theorem in the theory of finite-dimensional compact
Lie groups, whose application in the finite-dimensional case gives that for a homogeneous space
G/H which is spin, the space of L2-spinors on G/H is given in purely algebraic terms by the
isomorphism
L2(G/H, S) ∼= L2(G×H Sp) ∼=
⊕̂
λ
Vλ ⊗ (V ∗λ ⊗ Sp)H ,
where the Hilbert space direct sum is taken over all irreducible representations Vλ of the compact
Lie group G and Sp is a Clifford module for Cliff(p), where
p ∼= g/h ∼= T[eH](G/H)
is the orthogonally complementary vector subspace of the Lie subalgebra h := Lie(H) in g :=
Lie(G).
Since in the finite-dimensional case a relevant Dirac operator D/ acts separately on each
summand of
⊕̂
λVλ ⊗ (V ∗λ ⊗ Sp)H and acts trivially on Vλ appearing on the left hand side
of each tensor product Vλ ⊗ (V ∗λ ⊗ Sp)H , it is enough to study the behaviour of D/ on each
H-invariant piece (V ∗λ ⊗Sp)H . If the subgroup H of G happens to be connected one knows that
(V ∗λ ⊗ Sp)H ∼= (V ∗λ ⊗ Sp)h = {w ∈ V ∗λ ⊗ Sp | Xw = 0 for all X ∈ h} .
Here the Lie algebra h acts on V ∗λ by restriction of the (differentiated) g-representation on V
∗
λ .
On Sp the action of h is given by the composition of the spin lift a˜d p : h −→ spin(p) ⊂ Cliff(p)
of the isotropy representation adp : h −→ so(p) and the action of the Clifford algebra Cliff(p)
on the spin module Sp. And finally, on the tensor product V ∗λ ⊗ Sp one considers the diagonal
representation of h of the two representations described above.
The Dirac operator with respect to the Levi-Civita connection acting on the h-invariant space
(V ∗λ ⊗ Sp)h can then also be given in purely algebraic terms,
D/ =
dim p∑
i=1
(
r(Xi)⊗X∗i + 1⊗
1
2
X∗i · a˜d pXi
)
,
where the sum is taken over a basis {Xi} of p. Here we have used the identification
∧1(p∗)←→
p ⊂ Cliff(p) that follows from the well-known Chevalley isomorphism and the dot · refers
to Clifford algebra multiplication. If the homogeneous space M = G/H happens to be a
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Riemannian symmetric space this further simplifies to
(1.1) D/ =
dim p∑
i=1
r(Xi)⊗X∗i .
Moreover, in this case the square D/
2
can be written as
(1.2) D/
2
= ∆g +
1
8
rM ,
where ∆g denotes for the Casimir operator of g and rM ∈ R is the scalar curvature of M .
Since the restricted Grassmannian manifold can be written as a homogeneous space G/H ,
where G := Ures(H,H+) and H := U(H+)×U(H−) with U(H+)×U(H−) connected, we make
the simplest non-trivial choice for our Hilbert space of spinors in the infinite-dimensional case
at hand, and set
(1.3) L2(Grres, S) := (F0 ⊗ Scp)h
C
,
where F0 ⊂ F denotes the charge 0-sector of the fermionic Fock space F := F(H,H+) and Scp
is the complexification of Sp (to be precise, we shall actually take the invariant sector of the
tensor product with respect to a certain subalgebra hC∞ of h
C, but at the moment we omit this
detail).
Recall that the fermionic Fock space F (which gives an irreducible projective unitary rep-
resentation of the Lie group Ures) decomposes into charge m-sectors F =
⊕
m∈ZFm, where
each Fm is a representation space for an irreducible projective unitary representation of the Lie
algebra ures := Lie(Ures) as well as for its complexification glres. Notice also that the Clifford
algebra Cliff(p) is really well-defined in this case since the infinite-dimensional vector space
p ∼= T[eH](G/H)
is a Hilbert space for Grres being a Hilbert manifold. Thus there exists a natural inner product
structure on p, which is of course necessary for one to be able to define an (infinite-dimensional)
Clifford algebraCliff(p). Again, there exists a direct sum decomposition g = h⊕p, but the reader
should notice that this is no longer an orthogonal decomposition like in the finite-dimensional
case, since we only have a natural inner product structure on p (given essentially by a real
part of a trace of a product of two Hilbert-Schmidt operators) and not on the whole space g.
Luckily, this is enough for our purposes.
One should also pay attention to the fact that we have complexified everything in (1.3) in
comparison with its finite-dimensional analogue. This is related to a certain tensor product
vacuum structure on (F0⊗Scp)h
C
, which is only applicable in the complexified setting and is the
key element in making the Dirac operator a well-defined (non-divergent) unbounded operator
on (F0 ⊗ Scp)h
C
with a dense domain consisting of certain polynomial elements in this space.
Moreover, the diagonal action of hC on the tensor product F0 ⊗ Scp requires a proper normal
ordering description which we solve.
By the results of Spera and Wurzbacher [SpeWu], one knows that the restricted Grassman-
nian manifold is an (infinite-dimensional) Hermitean symmetric space, which suggests mimick-
ing equation (1.1). Once again, one complexifies and then goes to the limit. Our definition
is
∂/ :=
1
2
∑
i,j∈Z
ij<0
rˆ(Eij)⊗ γ(Eji),
where {Eij | i, j ∈ Z, ij < 0} is a certain natural Hilbert basis for the complexification pC.
Actually, this definition gives a well-defined (unbounded) symmetric operator on the whole
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tensor product F0 ⊗ Scp and not just in the hC-invariant sector. The reason that we restrict to
look at the Dirac operator ∂/ only in the hC-invariant sector is that in general one may hope to
prove the finite-dimensionality of the kernel of a linear operator T by looking at its square and
showing that dimker(T 2) < ∞, and on the other hand the expression for the square ∂/2 gets
a more simple and more tractable form in the hC-equivariant sector since a certain diagonal
Casimir operator of hC appearing in the expression for ∂/2 becomes very easy to understand in
the hC-invariant sector.
In order to show that dimker(∂/2) <∞ we introduce a concrete diagonalization for the square
of the Dirac operator. What this all boils down is that on the hC-invariant part (F0 ⊗ Scp)h
C
of the tensor product, the square of the Dirac operator turns out to be essentially a sum of a
fermion number operator F acting on the spinor part Scp of the tensor product and a certain
normal ordered Casimir operator ∆gC for the central extension of the Lie algebra glres = ures⊗C
acting on the fermionic Fock space F0. As a Casimir operator for the central extension it does
not commute with the representation, but we are able to compute explicitely commutator laws
that imply the wanted diagonalization.
However, to obtain information on the diagonalization of ∂/2 in the hC-invariant sector, there
is still a technical complication preventing one to do this directly: the hC-invariant subspace
is not closed with respect the various commutator operators one needs to apply if for example
one diagonalizes the Casimir operator ∆gC on F0 (see Appendix C). To overcome this technical
difficulty we proceed as follows:
(1) The square ∂/2 has an algebraic expression as an infinite sum of operators in the hC-
invariant sector, which is not the same expression as the algebraic expression for ∂/2 on
the whole tensor product F0 ⊗ Scp since certain terms of ∂/2 become much more simple
in the hC-invariant sector.
(2) The algebraic expression for ∂/2 in the hC-invariant sector makes also sense as an operator
when acting on the whole tensor product F0 ⊗ Scp. This trivial lift is denoted by T∂/2 .
We emphasize that T∂/2 : F0 ⊗ Scp −→ F0 ⊗ Scp is not the same operator anymore as
∂/2 : F0 ⊗ Scp −→ F0 ⊗ Scp by what we just said in (1). However, T∂/ 2 restricts to the hC
invariant sector of the tensor product and inside (F0⊗Scp)h
C
it is trivially true that the
operators T∂/2 and ∂/
2 coincide.
(3) The commutator arguments used in the Appendix C are legal for T∂/2 : F0 ⊗ Scp −→
F0⊗ Scp, and produce a concrete diagonalization for it, i.e. there exists an orthonormal
basis of eigenvectors, whose eigenvalues we know.
(4) Knowing concretely a diagonalization for T∂/2 : F0 ⊗ Scp −→ F0 ⊗ Scp tells something
about the spectral properties of the restriction of T∂/2 to the subspace (F0⊗ Scp)h
C
. But
once again this is
∂/2 : (F0 ⊗ Scp)h
C −→ (F0 ⊗ Scp)h
C
.
This way we are able to prove that in the hC-invariant sector dimker ∂/2 < ∞, which
implies that in the same sector also dimker ∂/ <∞.
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2. Dirac operators on homogeneous spaces
In this section we follow [La].
Let G be a compact, semisimple, connected Lie group, and let H be a closed connected
subgroup of G. We consider the quotient space G/H of left (resp. right) cosets with the
quotient topology. The resulting space is then known to be a smooth (connected orientable)
manifold. If we denote by π : G −→ G/H the projection map sending g ∈ G to the left coset
Hg ∈ G/H (resp. right coset gH ∈ G/H) then
(1) π : G −→ G/H is a smooth map.
(2) π : G −→ G/H admits the structure of a (smooth) principal H-bundle, where H acts
on G via the Lie group multiplication map m : G×G −→ G, when restricted to a map
H ×G −→ G (resp. to a map G×H −→ G).
Suppose G acts smoothly on a C∞ manifold X . If the action is transitive (i.e. for each
x, y ∈ X we have g · x = y for some g ∈ G), then we say that X is a homogeneous space.
Moreover, if we let H be the isotropy or stabilizer subgroup (i.e. the subgroup fixing a point
x ∈ X), then we have an isomorphism X ∼= G/H .
Below we give a list of the most basic properties of homogeneous spaces M := G/H .
2.1. Homogeneous vector bundles.
Definition 2.1. A homogeneous vector bundle over M is a vector bundle E −→ M together
with a lifting of the G-action on the base manifold M to a fibrewise linear G-action on the
fibres.
Example 2.2. Let V be a representation of H . Viewing π : G −→M as a principal H-bundle
we may consider the associated homogeneous vector bundle G×H V −→M given by
G×H V := G× V/
{
(g, v) ∼ (gh, h−1v)} .
The G-action on G×H V is just left multiplication on the G-component and the projection map
takes (g, v) 7→ gH .
On the other hand it is known that all homogeneous vector bundles on M are induced by
representations of H .
2.2. Functions. Functions on the homogeneous spaceM correspond to rightH-invariant func-
tions on G i.e., those functions that satisfy f(gh) = f(g) for all g ∈ G, h ∈ H .
2.3. Sections of homogeneous vector bundles. Let ρ be an action of H on a vector space
V . Sections of the homogeneous vector bundle G ×H V correspond to right H-equivariant
maps s : G −→ V satisfying s(gh) = ρ(h)−1s(g). The associated section is given by s(gH) =
(g, s(g)) ∈ (G×H V )gH .
Now according to the Peter-Weyl theorem, we may decompose the space of L2-maps from G
to V into a sum over the irreducible representations Vλ of G,
(2.1) L2(G)⊗ V ∼=
⊕̂
λ
Vλ ⊗ V ∗λ ⊗ V,
with respect to the action l⊗ r⊗ρ of G×G×H . The H-equivariance condition is equivalent to
requiring that the functions be invariant under the diagonal H-action h 7→ r(h) ⊗ ρ(h). Hence
restricting the Peter-Weyl decomposition above to the H-invariant subspace, we get
L2(G×H V ) ∼=
⊕̂
λ
Vλ ⊗ (V ∗λ ⊗ V )H
∼=
⊕̂
λ
Vλ ⊗HomH(Vλ, V ).(2.2)
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The Lie group G acts on the space of L2-sections of the associated vector bundle G×H V −→
G/H by l(g), making the Hilbert space L2(G ×H V ) an infinite dimensional representation of
G.
2.4. Tangent bundle. Let 〈·, ·〉 be the Killing form on g = Lie(G). Since G is compact
semisimple, this is an Ad-invariant inner product on g. Since h ⊂ g, where h := Lie(H), we may
use the Killing form to produce an orthogonal decomposition g = h⊕ p, where p := h⊥ ∼= g/h.
This makes it possible to identify the tangent space at the identity coset with TMeH ∼= p. The
group H acts on p = h⊥ by the adjoint action (the inner product is Ad-invariant, so AdH fixes
both h and p). This makes it possible to identify the tangent bundle with TM ∼= G×H p. Since
this is a homogeneous vector bundle, vector fields onM (i.e. sections of TM) can be identified by
the above with maps ξ : G −→ p satisfying the H-equivariance condition ξ(gh) = (Ad h−1)ξ(g).
Let π : G −→ M be the projection map. The bi-invariant metric on G makes it possible
to identify π∗TM with a subbundle of TG. Hence for any vector field ξ ∈ X(M) the pullback
π∗ξ gives a lifting of ξ to a vector field on G. Conversely, given a vector field ξ˜ on G, the push
forward π∗ξ˜ is well-defined provided that ξ˜ is right H-equivariant.
2.5. Decomposition of isotropy representations. Let p := h⊥ ∼= g/h be the orthogonal
complement of h in g with respect to the Killing form 〈·, ·〉 of g.
The adjoint action of H on g ∼= h ⊕ p respects this sum decomposition, so that we obtain
two representations Adh and Adp of H on h and p respectively. Differentiating these gives us
the corresponding Lie algebra representations adh and adp of h on h and p.
The Clifford algebra decomposes into the tensor product Cliff(g) ∼= Cliff(h) ⊗ Cliff(p) so
that the spin lift a˜d g : h −→ spin(g) ⊂ Cliff(g) of the adjoint action ad : h −→ so(g) becomes
the sum a˜d g = a˜d h ⊗ 1 + 1 ⊗ a˜d p of two separate spin actions a˜d h : h −→ Cliff(h) and
a˜d p : h −→ Cliff(p). This way the spin representations Sh and Sp of Cliff(h) and Cliff(p)
become representations of the Lie algebra h. Moreover, if h is of maximal rank in g, the
complement p is even dimensional and so the spin representation of h decomposes as the tensor
product Sg ∼= Sh ⊗ Sp of h-representations.
2.6. Spin structures on G/H.
Definition 2.3. A Riemannian manifold (M, g) of dimension n is called a spin manifold if
its principal SO(n) frame bundle P admits a double cover Q −→ P that restricts to the map
Ad : Spin(n) −→ SO(n) on each fibre.
The choice of such a principal Spin(n)-bundle Q on M is called a spin structure. Given a
spin structure on M the tangent bundle is then the bundle TM ∼= Q ×Spin(n) Rn associated to
the double cover Ad : Spin(n) −→ SO(n). Associated to the spin representation S of Spin(n),
one has the spin bundle S ∼= Q×Spin(n) S.
2.6.1. The homogeneous space case. Recall that the tangent bundle to G/H is the vector bundle
G×H p −→ G/H associated to the isotropy representation Ad : H −→ SO(p). The correspond-
ing frame bundle is the principal SO(p)-bundle G×H SO(p).
The homogeneous space G/H is a spin manifold if and only if Ad can be lifted to a spin
representation A˜d : H −→ Spin(p):
Spin(p)
Ad

H
A˜d
<<
x
x
x
x
x Ad // SO(p)
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Given such a lift, the corresponding Spin(p)-bundle Q ∼= G×H Spin(p). Letting then ρ be the
composition of A˜d : H −→ Spin(p) with the spin representation of Spin(p) on the spin module
Sp one obtains the spin bundle S −→ G/H as the associated vector bundle G ×H Sp. Hence
applying equation (2.2) to the spinor bundle S we obtain
(2.3) L2(G/H, S) ∼= L2(G×H Sp) ∼=
⊕̂
λ
Vλ ⊗HomH(Vλ, Sp),
where we sum over all irreducuble representations Vλ of G.
Remark 2.4. Even if the homogeneous space G/H is not a spin manifold, it might still admit
a Spinc structure. In analogy with spin structures this happens if and only if the isotropy
representation Ad : H −→ SO(p) can be lifted to a map
A˜d : H −→ Spinc(p) =
(
Spin(p)× U(1)
)
/ {±(1, 1)} .
2.7. Levi-Civita connection. The homogeneous space M = G/H has a natural metric de-
fined by
〈ξ, η〉M := 〈π∗ξ, π∗η〉G.
Moreover the vector field bracket on M is given by
[ξ, η] = π∗[π∗ξ, π∗η].
The Levi-Civita connection on M is then given by
∇Mξ η = π∗∇Gπ∗ξπ∗η
for all ξ, η ∈ X(M). If we consider the vector fields ξ and η asH-equivariant maps ξ, η : G −→ p,
the Levi-Civita connection then becomes
(∇Mξ η)(g) = (∂ξη)(g) +
1
2
[ξ(g), η(g)]p,
where [·, ·]p denotes the Lie algebra bracket on g projected onto p and ∂ξ is the directional
derivative. This is written in shorthand notation as ∇Mξ = ∂ξ+ 12 adp ξ, where adp : p −→ so(p)
is the projection of the adjoint representation onto p given by adpX : Y 7→ [X,Y ]p. This has
a spin lift a˜d p : p −→ spin(p) given by
a˜d pX =
1
4
dimp∑
i=1
X∗i · [X,Xi]p,
where {Xi} is a basis of p, {X∗i } its dual basis satisfying 〈X∗i , Xj〉 = δij , and the product · is
taken inside Cliff(p) under the Chevalley identification.
From now on we assume that M = G/H is a spin manifold so that it makes sense to talk
about L2-spinors. We may view the Hilbert space of L2-spinors onG/H as L2-maps s : G −→ Sp
satisfying the H-equivariance condition s(gh) = (A˜d h−1)s(g). It follows that the Levi-Civita
connection on spinors then becomes
∇ξ = ∂ξ + 1
2
a˜d pξ,
where ξ : G −→ p is a vector field on G/H .
On a homogeneous space G/H , given a basis {Xi} of p, the left translates (g,Xi) ∈ G×H p ∼=
TM give a frame for the tangent space to G/H at the coset gH . We may again write the
directional derivatives ∂XL = r(X) in terms of the right action of g on functions. The Dirac
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operator with respect to the Levi-Civita connection on the spin manifold M = G/H thus
becomes
(2.4) ∂/ =
dimp∑
i=1
(
r(Xi)⊗X∗i + 1⊗
1
2
X∗i · a˜d pXi
)
,
where the sum is taken over a basis {Xi} of p. Algebraically this Dirac operator can be viewed
as an element of U(g)⊗ Cliff(p).
Choose a basis {Za} of h. Landweber [La] computes the square of the Dirac operator ∂/ on
G/H associated to the Levi-Civita connection to be
∂/2 = −
∑
i
r(Xi)
2 ⊗ 1−
∑
i
r(Xi)⊗ a˜d pXi + 2
∑
a
r(Za)⊗ a˜dZa
− 1⊗
(9
4
∑
i
(a˜d pXi)
2 − 3
16
Trp
∑
i
(adpXi)
2
)
.(2.5)
3. Dirac operators on compact Riemannian symmetric spaces
In this section we don’t assume our (finite-dimensional) Lie groups G and H to be compact,
unless otherwise stated.
Definition 3.1. Let M be a Riemannian manifold. If for each point p ∈ M there exists an
isometry jp :M −→M such that jp(p) = p and (djp)p = − idp, then M is called a Riemannian
symmetric space. The map jp is called a (global) symmetry of M at p.
Theorem 3.2. Every Riemannian symmetric space M is a homogeneous manifold, i.e. M ∼=
G/H with G and H here not necessarily compact.
Proof. See e.g. [He] 
Definition 3.3. The isotropy representation of a homogeneous space M = G/H is the homo-
morphism AdG/H : H −→ GL(T0(G/H)) defined by h 7→ (dτh)0, where 0 = eH and τa (a ∈ G)
is the diffeomorphism G/H −→ G/H, gH 7→ agH .
Definition 3.4. A homogeneous space M ∼= G/H is called reductive if there exists a subspace
p of g such that g = h⊕ p and Ad(h)p ⊂ p for every h ∈ H , i.e. p is Ad(H)-invariant.
Example 3.5. If G is a Lie group and H is a (closed) compact subgroup of G, then G/H is
known to be a reductive homogeneous space.
Remark 3.6. If G/H is a reductive homogeneous space, the isotropy representation of G/H is
equivalent with the adjoint representation of H on p.
Proposition 3.7. Let M = G/H be a Riemannian symmetric space, and let g and h be the
corresponding Lie algebras, respectively. Then there exists an involutive automorphism σ of G
for which h = {X ∈ g | dσ(X) = X}. Moreover,
(1) g = k⊕ p with p = {X ∈ g | dσ(X) = −X};
(2) The subspace p is Ad(K)-invariant (so that taking into account (1), M = G/H is a
reductive homogeneous space).
(3) The following identities hold:
[h, p] ⊂ p, [h, h] ⊂ h [p, p] ⊂ h.
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We now make the assumption for the rest of this section that M = G/H is a Riemannian
symmetric space with G a compact Lie group and K its closed subgroup. Moreover we assume
that M has a homogeneous spin structure and choose an orthonormal basis {Xi} for p. Then it
follows from Proposition 3.7 part (iii), after recalling the definition of a˜d p, that equation (2.4)
may now be written in the much simpler form
(3.1) ∂/ =
dimp∑
i=1
r(Xi)⊗X∗i .
It turns out that the awkward looking square in (2.5) obtains a really nice and conceptual form
when we add the extra condition that M = G/H is symmetric:
(3.2) ∂/2 = ∆g +
1
8
rM ,
where ∆g denotes for the Casimir operator of g = Lie(G) and rM ∈ R is the scalar curvature
of the Riemannian manifold M . For a proof, the reader should consult for instance [Fri] §3.5.
The importance of this formula lies in the fact that it allows one to compute the eigenvalues of
∂/2 purely by means of representation theory.
4. CAR algebra representations
In this section our reference is [Wu].
4.1. Fermionic Fock space. Let first H be a complex Hilbert space with inner product 〈·, ·〉
(which we will always assume to be C-linear in the second argument). The full tensor product
Hilbert space ⊗ˆH is then equipped with the inner product
〈h1 ⊗ · · · ⊗ hn, h′1 ⊗ · · · ⊗ h′m〉 = δn,m ·
n∏
j=1
〈hj , h′j〉.
Setting
h1 ∧ · · · ∧ hn = 1√
n!
∑
σ∈Sn
sign(σ) · hσ(1) ⊗ · · · ⊗ hσ(n)
one finds that
〈h1 ∧ · · · ∧ hn, h′1 ∧ · · · ∧ h′n〉 = det
(
〈hj , h′k〉1≤j,k≤n
)
.
Here and in the sequel we will always complete sums, tensor products and wedge products of
Hilbert spaces without changing the symbols.
Now let H = H+ ⊕H− be a complex separable Hilbert space with a given polarization and
C : H −→ H an anti-unitary map called the charge conjugation. One defines following Hilbert
space called the fermionic Fock space F = F(H,H+) in three steps as follows. First we define
F (0)± = C, F (1)+ = H+ and F (1)− = CH−
and set F (n,m) = ∧n F (1)+ ⊗∧m F (1)− and finally
F :=
⊕
n,m≥0
F (n,m) ∼= F+ ⊗F−,
where F+ :=
⊕
n≥0
∧n F (1)+ and F− :=⊕m≥0∧m F (1)− .
The vector |0〉 := 1 ∈ F (0,0) is the vacuum vector and elements of F (n,m) will be considered
as describing a physical system of n particles and m anti-particles.
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4.2. CAR-algebras A(H+) and A(H−). For each f ∈ H+ there exists operators a∗(f), a(f) ∈
B(F) called the particle creator and the particle annihilator, respectively. The first operator is
C-linear in f in H+ while the second operator is C-antilinear in f . They act on decomposable
elements ψ(n,m) = f1 ∧ . . . ∧ fn ⊗ Cg1 ∧ . . . ∧ Cgm ∈ F (n,m) by
(4.1) a∗(f)ψ(n,m) = f ∧ f1 ∧ . . . ∧ fn ⊗ Cg1 ∧ . . . ∧ Cgm
and
(4.2) a(f)ψ(n,m) =
n∑
j=1
(−1)j+1〈f, fj〉f1 ∧ . . . ∧ fˆj ∧ . . . ∧ fn ⊗ Cg1 ∧ . . . ∧Cgm.
These satisfy
(a(f))∗ = a∗(f) and ‖a∗(f)‖ = ‖a(f)‖ = ‖f‖ .
Moreover they obey the following canonical anticommutation relations (CAR):
{a(f), a∗(f ′)} = a(f)a∗(f ′) + a∗(f ′)a(f) = 〈f, f ′〉H · 1F(4.3)
{a∗(f), a∗(f ′)} = 0 = {a(f), a(f ′)}(4.4)
Definition 4.1. The unital C∗-algebra generated by the operators a∗(f) and a(f ′) in B(F)
(the unital Banach algebra of bounded linear operators in the Fock space F) is called the
CAR-algebra of H+ and is denoted by A(H+).
For each g ∈ H− there exists a second set of operators b∗(g), b(g) ∈ B(F):
(4.5) b∗(g)ψ(n,m) = (−1)nf1 ∧ . . . ∧ fn ⊗ Cg ∧ Cg1 ∧ . . . ∧ Cgm
and
(4.6) b(g)ψ(n,m) = (−1)nf1 ∧ . . . ∧ fn ⊗
( m∑
j=1
(−1)j+1〈Cg,Cgj〉Cg1 ∧ . . . ∧ Ĉgj ∧ . . . ∧ Cgm
)
These operators, called the anti-particle creator and anti-particle annihilator respectively,
satisfy
(b(g))∗ = b∗(g), ‖b∗(g)‖ = ‖b(g)‖ = ‖g‖(4.7)
{b(g), b∗(g′)} = 〈Cg,Cg′〉H · 1F = 〈g′, g〉H · 1F(4.8)
{b∗(g), b∗(g′)} = 0 = {b(g), b(g′)}(4.9)
The operators b∗(g) and b(g) generate the complex conjugate A(H−) of the CAR-algebra of H−
in B(F).
Now the vacuum vector |0〉 is, up to scalar multiples, the only vector in F satisfying
a(f)|0〉 = 0 for all f ∈ H+, and(4.10)
b(g)|0〉 = 0 for all g ∈ H−.(4.11)
4.3. The space Fpol of polynomial elements in F . We want to consider an algebraic
version of the fermionic Fock space living inside F , which we call here the space of polynomial
elements in F and denote by Fpol. The name refers to the defining property that elements of
Fpol consist of all finite linear combinations of elements in a fixed Hilbert basis for F .
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Definition 4.2. Let H = H+ ⊕ H− be a polarized separable complex Hilbert space. Let
{uk} be a countable orthonormal basis of H+ and {vk} be a countable orthonormal basis of
H−. Let B(n,m) be the space of all finite C-linear combinations of the decomposable elements
ψn,m ∈ F (n,m), i.e.
B
(n,m) := span
{
ψ(n,m) = ui1 ∧ . . . ∧ uin ⊗ Cvj1 ∧ . . . ∧ Cvjm
∣∣∣
i1 < i2 < · · · < in and j1 < j2 < · · · < jm
}
.(4.12)
Definition 4.3. The space of polynomial elements in F = F(H,H+) is defined as the algebraic
direct sum
Fpol :=
⊕
alg
n,m≥0
B
(n,m).
Remark 4.4. We want to emphasize the fact that the definition of Fpol depends on a chosen
basis! Notice also that the space Fpol inherits naturally the inner-product structure from
F ⊃ Fpol and that Fpol in dense in F .
Lemma 4.5. Let H = H+ ⊕H− be a polarized separable complex Hilbert space. Let {uk} be a
countable orthonormal basis of H+ and {vk} be a countable orthonormal basis of H−. Choose
a decomposable element ψn,m ∈ F (n,m),
ψ(n,m) = ui1 ∧ . . . ∧ uin ⊗ Cvj1 ∧ . . . ∧Cvjm ,
where i1 < i2 < · · · < in and j1 < j2 < · · · < jm. Then there exists only finitely many indices
k and l such that
a(uk)ψ
(n,m) 6= 0 and b(vl)ψ(n,m) 6= 0.
Proof. Follows directly from the definitions (4.2) and (4.6), and orthogonality of the basis {uk}
and {vk}. One also needs the formula (4.8). 
Since each element of Fpol is by definition a finite linear combination of decomposable ele-
ments, one has the following corollary.
Corollary 4.6. Let H = H+⊕H− be a polarized separable complex Hilbert space. Let {uk} be
a countable orthonormal basis of H+ and {vk} be a countable orthonormal basis of H−. Then
for any fixed ψ ∈ Fpol there exist only finitely many indices k and l such that
a(uk)ψ 6= 0 and b(vl)ψ 6= 0.
4.4. CAR-algebra A(H,H+).
Definition 4.7. For f = f+ + f− in H = H+ ⊕H− set
Ψ∗(f) = a∗(f+) + b(f−) and(4.13)
Ψ(f) = a(f+) + b
∗(f−)(4.14)
The operators Ψ∗(f) depend C-linearly on f ∈ H and one has
{Ψ(f),Ψ∗(f ′)} = 〈f, f ′〉H · 1F and(4.15)
{Ψ∗(f),Ψ∗(f ′)} = 0 = {Ψ(f),Ψ(f ′)}.(4.16)
The vacuum vector |0〉 is characterized by
(4.17) Ψ∗(f−)|0〉 = 0 = Ψ(f+)|0〉
for all f− ∈ H− and f+ ∈ H+.
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4.5. GNS construction.
Definition 4.8. Let A be a complex unital C∗-algebra. A positive linear form on A is a
C-linear functional ω such that ω(a∗a) ≥ 0 for all a ∈ A.
One can show that ω is bounded with ‖ω‖ = ω(1).
Definition 4.9. Suppose that A is a complex unital C∗-algebra. A state on A is a positive
linear form on A of norm 1.
Theorem 4.10 (Gelfand-Naimark-Segal (GNS)). Let ω be a state on a complex unital C∗-
algebra A. Then there exists a Hilbert space HAω , a C∗-algebra representation πAω : A −→ B(HAω )
and a “vacuum vector” ξ of norm 1 in HAω such that
(4.18) ω(a) = 〈ξAω , πAω (a)ξAω 〉HAω
and πAω (A) · ξAω is dense in HAω .
We specialize to the case of CAR-algebra A = A(H,H+) with unit denoted by 1.
Definition 4.11. Let q be a self-adjoint operator on a complex separable polarized Hilbert
space H = H+ ⊕H− satisfying 0 ≤ q ≤ 1. A quasi-free state ωq on A(H,H+) associated to q
is defined by
(4.19) ωq(1) = 1 and
(4.20) ωq(ψ
∗(k1) · · ·ψ∗(kn)ψ(l1) · · ·ψ(lm)) = δn.m det(〈li, q(kj)〉H).
Proposition 4.12. The representation of the CAR-algebra A(H,H+) on the fermionic Fock
space F generated by the field operators Ψ∗ and Ψ is unitarily equivalent to the GNS-repre-
sentation associated to the gauge-invariant quasi-free state ωp− coming from the projection to
p− : H −→ H−.
4.6. The Banach Lie groups Ures and GLres. Mathematically speaking one would like to
lift certain unitary operators U on a polarized “one particle” Hilbert space H = H+ ⊕ H− to
unitary operators U on the “many particle” Hilbert space F(H,H+) compatible with the so
called Bogoliubov transformations (cf. [Wu]). It turns out that this implementation problem is
solvable if and only if we impose some relevant restrictions to our unitaries in B(H). This leads
to the following definition.
Definition 4.13. Define the restricted unitary group of the separable complex polarized Hilbert
space H = H+ ⊕H− to be
Ures = Ures(H,H+) :=
{
U ∈ U(H) | [ǫ, U ] ∈ L2(H)} ,
where ǫ = pr+− pr− is the grading operator corresponding to the polarization H = H+ ⊕H−
and L2(H) ⊂ B(H) is the symmetrically normed two-sided ∗-ideal of the C∗-algebra B(H)
consisting of all Hilbert-Schmidt operators in H.
The topology of Ures is induced by the embedding
Ures(H,H+) →֒ U(H)× L2(H), U 7→ (U, [ǫ, U ]),
where U(H) is endowed with the operator norm topology induced from B(H),
‖U‖U(H) = sup {‖Uv‖ | v ∈ H, ‖v‖ ≤ 1}
and L2(H) with the norm topology coming from the inner product
〈A,B〉L2(H) :=
∑
k∈Z
〈Aek, Bek〉H,
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i.e.
(4.21) ‖A‖2L2(H) = 〈A,A〉L2(H) =
∑
k∈Z
‖Aek‖2
(here {ek}k∈Z is any orthonormal basis of the Hilbert space H). Endowed with this topology
Ures becomes a Banach Lie group.
Let us recall the standard block-matrix description of a linear operator A from a polarized
Hilbert space H = H+ ⊕H− to itself:
A =
(
A+ A+−
A−+ A−
)
,
where A± : H± −→ H± and A+− (respectively A−+) maps H− to H+ (respectively H+ to
H−).
In the block-matrix description the Lie group Ures(H,H+) can be given by{
A ∈ B(H) | A∗ = A−1, A+−, A−+ are Hilbert-Schmidt operators
}
.
Using the fact that A is unitary, an easy computation shows that A+ and A− are invertible
up to compact operators, thus Fredholm. In particular, the index indA+ (resp. indA−) is
well-defined.
Similarly, the Lie algebra ures(H,H+) := Lie(Ures(H,H+)) can be described as
(4.22) {A ∈ B(H) | A∗ = −A, A+−, A−+ are Hilbert-Schmidt operators}
with the topology given by the norm
(4.23) ‖A‖ures := ‖A+‖+ ‖A−‖+ ‖A+−‖2 + ‖A−+‖2 ,
where ‖·‖ denotes the operator norm and ‖·‖2 is the Hilbert-Schmidt norm.
Theorem 4.14 (“Theorem of Powers and Størmer” or “ Shale–Stinespring criterion”). Let H =
H+ ⊕H− be a polarized Hilbert space, U : H −→ H a unitary operator and βU : A(H,H+) −→
A(H,H+) the corresponding “Bogoliubov transformation” induced by
(4.24) βU (a
∗(f)) := a∗(Uf).
Consider the GNS-representation π− of the CAR algebra A(H,H+) on the Fock space F(H,H+)
associated to the gauge-invariant quasi-free state ωp− coming from the projection to H− on H.
Then there exists a unitary transformation U of the fermionic Fock space F(H,H+) such that
(4.25) U ◦ π−(α) ◦ U−1 = π−(βU (α)) for all α ∈ A(H,H−),
if and only if U ∈ Ures(H,H−).
Remark 4.15. The unitary transformationU : F(H,H+) −→ F(H,H+) in the previous theorem
is said to implement the Bogoliubov transformation
βU : A(H,H+) −→ A(H,H+)
associated to the unitary operator U : H −→ H.
Lemma 4.16. The map Ures(H,H+) −→ U(F(H,H+)), U 7→ U given by the theorem of
Powers and Størmer yields a projective representation Θ : Ures(H,H+) −→ PU(F).
The map Θ : Ures(H,H+) −→ PU(F) in the previous lemma is known to be discontinuous
when the infinite dimensional projective unitary group PU(F) is endowed with the topology
coming from the norm topology. However, PU(F) is a metrizable topological group in the
topology induced by the strong operator topology [Wu] and with respect to this topology the
homomorphism Θ is continuous.
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Proposition 4.17. Let H = H+ ⊕H− be a polarized Hilbert space. Then
(1) the exponential map exp : ures −→ Ures, exp(A) =
∑
n≥0
1
n!A
n, gives real-analytic
coordinates on Ures,
(2) the connected components of Ures are the sets
Ukres := {U ∈ Ures | ind(U+) = k} ,
where the index ind(U+) := dim(kerU+)− dim(cokerU+) and k ∈ Z.
The Banach Lie group Ures has a complexification
(4.26) GLres(H,H+) :=
{
g ∈ GL(H) | [ǫ, g] ∈ L2} ,
where GL(H) denotes the invertible bounded linear operators on H. The corresponding Lie
algebra is given by
(4.27) glres(H,H+) :=
{
A ∈ gl(H) | [ǫ, A] ∈ L2} ,
where gl(H) is the space B(H) of bounded linear operators on H.
Pressley and Segal prove in [PrSe] that the Banach Lie group GLres(H,H+) admits a central
extension
(4.28) 1 −→ C∗ −→ ĜLres −→ GLres −→ 1
in the category of Banach Lie groups. This induces the central extension
(4.29) 1 −→ U(1) −→ Ûres −→ Ures −→ 1
of Ures.
At the level of Lie algebras Lie(ĜLres) ∼= glres ⊕ C, with the Lie bracket given by
(4.30)
[
(A,α), (B, β)
]
=
(
[A,B], s(A,B)
)
,
where the Lie algebra two-cocycle s is given by
(4.31) s(A,B) = Tr(A−+ ·B+− −B−+ · A+−)
also known in quantum field theory as the “Schwinger term” in 1+1 dimensions.
4.7. Fermionic second quantization and normal-ordered operators. Next we would like
to work concretely at the level of Lie algebras and lift operators A ∈ ures(H,H+), A : H −→ H
to an explicitly given projective action on the fermionic Fock space F := F(H,H+). After this
is done one naturally hopes to exponentiate the projective Lie algebra action to a projective
action of the Lie group Ures(H,H+).
Let H = H+ ⊕ H− be a complex separable polarized Hilbert space. We fix orthonormal
Hilbert bases {ej | j ≥ 0} of H+ and {ej | j < 0} of H−, respectively. The one-particle matrix
description of A ∈ B(H),
Aej =
∑
k∈Z
〈ek, Aek〉ek,
can be seen as the annihilation of ej then followed by the creation of all possible ek’s weighted
by the matrix elements 〈ek, Aej〉. This motivates trying to use the field operators Ψ∗ and Ψ
acting on the fermionic Fock space F = F(H,H+) to lift A ∈ B(H) to an operator AΨ∗Ψ on
F by defining
AΨ∗Ψ :=
∑
k∈Z
∑
j∈Z
〈ek, Aej〉Ψ∗(ek)Ψ(ej) =
∑
j∈Z
Ψ∗(Aej)Ψ(ej).
Decomposing AΨ∗Ψ with respect to H+ and H− gives
(4.32) AΨ∗Ψ = A+a∗a+A+−a∗b∗ +A−+ba+A−bb∗.
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This shows that our candidate lift AΨ∗Ψ of A is in general diverging since for instance the
“vacuum expectation value” of Abb∗ is given by
〈|0〉, Abb∗|0〉〉 = Tr(A−),
which is meaningless unless the operator A− fulfils a trace class condition, which is undesirable
from the perspective of physics.
The above problem has a brutal answer: Just subtract the possibly infinite trace term in
(4.32) and redefine the operators by the so-called normal-ordering process. Its prescription is
given as follows: “Each time a creator precedes an annihilator, reverse the order of the operators
and factor by −1”. More concretely we set
(4.33) ◦◦Abb∗ ◦◦ = −
∑
k, l<0
〈ek, Ael〉b∗(el)b(ek)
and give the following definition.
Definition 4.18. Let A ∈ B(H) with H a polarized Hilbert space as above. Define the (formal)
normal ordered operator ◦◦AΨ∗Ψ ◦◦ on F as
◦◦AΨ∗Ψ ◦◦ = Aa∗a+Aa∗b∗ +Aba+ ( ◦◦Abb∗ ◦◦ )(4.34)
= A+a
∗a+A+−a∗b∗ +A−+ba−A−b∗b(4.35)
For each L ∈ Z≥0 define projection operators PL on the fermionic Fock space F by
PL
 ∑
n,m≥0
Ψ(n,m)
 = ∑
n+m≤L
Ψ(n,m) (Ψ(n,m) ∈ F (n,m) for all n,m).
Definition 4.19. Define the subspace D ⊂ F of “finite particle vectors” by
D :=
ξ = ∑
n,m≥0
Ψ(n,m) ∈ F
∣∣∣Ψ(n,m) ∈ F (n,m) and ∃L such that PL(ξ) = ξ
 .
Obviously D is dense in F and it consists of physical states described as finite finite super-
positions of states with bounded numer of particles and anti-particles, hence the name. Notice
also that
(4.36) D =
⊕
alg
n,m≥0
F (n,m),
the algebraic direct sum of Hilbert spaces F (n,m).
Theorem 4.20. Let A ∈ ures(H,H+) be arbitrary. Then the normal ordered product ◦◦AΨ∗Ψ ◦◦
is a well-defined operator on the dense domain D ⊂ F(H,H+). In particular this domain
is independent of A. Furthermore, ◦◦AΨ∗Ψ ◦◦ has a unique anti-selfadjoint extension A and
exp(tA) is unitary for all t ∈ R and implements Ut = exp(tA), i.e. exp(tA) is a representative
of [Ut].
Sketch of proof. Let ϕ ∈ D. Then ϕ = PLϕ for large enough L, so that we may write the k-th
power
(4.37) ◦◦AΨ∗Ψ ◦◦ k = ◦◦AΨ∗Ψ ◦◦PL+2k−2 · · · ◦◦AΨ∗Ψ ◦◦PLϕ.
One can show that there exists a bound
(4.38) ‖ ◦◦AΨ∗Ψ ◦◦PL‖ ≤ (L+ 2) |‖A‖| ,
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where
|‖A‖| := 4max {‖A+‖ , ‖A−‖ , ‖A+−‖2 , ‖A−+‖2} .
Thus
(4.39)
∥∥ ◦◦AΨ∗Ψ ◦◦ kϕ∥∥ ≤ |‖A‖|k (L+ 2k) · · · (L+ 2)
so that by the ratio test the power series
∑∞
k=0
◦◦AΨ∗Ψ◦◦ kϕ
k! z
k converges for |z| < δ := (2 |‖A‖|)−1.
This proves that all elements of D are analytic vectors for ◦◦AΨ∗Ψ ◦◦ . Since the ◦◦AΨ∗Ψ ◦◦ are
anti-symmetric on D, Corollary A.11 (a consequence of the Nelson’s analytic vector theorem)
provides us with a unique anti-selfadjoint extension A of ◦◦AΨ∗Ψ ◦◦ . The rest of the claim
follows then from the theorem of Stone–von Neumann and by direct calculations. 
Example 4.21. Let 1 = idH : H −→ H be the identity. Then one finds that
(4.40) ◦◦1Ψ∗Ψ ◦◦ =
∑
j≥0
a∗(ej)a(ej)−
∑
k<0
b∗(ek)b(ek).
Applying this to a vector ψ(n,m) ∈ F (n,m) = ∧nH+ ⊗∧m(CH−) gives
(4.41) ( ◦◦Ψ∗Ψ ◦◦ )(ψ(n,m)) = (n−m) · ψ(n,m).
For this reason ◦◦ 1Ψ∗Ψ ◦◦ is often called the charge operator on F and is denoted by Q.
It follows that we can write F = ⊕k∈ZFk, where the charge-k sector is given as
(4.42) Fk := {ψ ∈ F | Qψ = k · ψ} =
⊕
n,m≥0
n−m=k
F (n,m).
Example 4.22. Let pr± : H −→ H± be the two projection operators associated to the polar-
ization H = H+ ⊕H−. Then one computes that
(4.43) ( ◦◦ (pr+− pr−)Ψ∗Ψ ◦◦ )(ψ(n,m)) = (n+m) · ψ(n,m),
i.e. ◦◦ (pr+− pr−)Ψ∗Ψ ◦◦ is the number operator N on the fermionic Fock space F .
Proposition 4.23. On the common dense domain D in F , one has for elements A,B ∈
ures(H,H+) with commutator C = [A,B] the following identity
(4.44) [A,B] = [ ◦◦AΨ∗Ψ ◦◦ , ◦◦BΨ∗Ψ ◦◦ ] = ( ◦◦CΨ∗Ψ ◦◦ ) + s(A,B) · 1F ,
where s(A,B) = Tr(A−+B+− −B−+A+−).
Hence Proposition 4.44 gives us a representation of the central extension ûres on the fermionic
Fock space F . It can also be obtained by differentiating the Lie group representation of the
central extension Ûres acting on F constructed in [PrSe] and called the basic representation or
the fundamental representation. It has the following basic properties.
Proposition 4.24. (1) All implementers U of a given U ∈ Ures(H,H+) map the charge-
k-sector Fk to Fk+q(U), where q(U) = ind(U+) ∈ Z.
(2) The connected component of the identity element of Ûres(H,H+) acts irreducibly on
each Fk, k ∈ Z.
(3) The representation of Ûres(H,H+) on F is irreducible.
We are also interested in how the closed Lie subgroup H := U(H+)×U(H−) ⊂ Ûres(H,H+)
acts on F via the basic representation. For this we first observe that if H is a separable
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complex Hilbert space and k ∈ N, then the big unitary group U(H) acts irreducibly on ∧kH
by
∧k : U(H) −→ Aut(∧kH),
(4.45)
k∧
(U)(v1 ∧ . . . ∧ vk) = (Uv1) ∧ . . . ∧ (Uvk)
for all U ∈ U(H). We also know that if πα : Gα −→ U(Hα) are irreducible unitary rep-
resentations of topological groups on Hilbert spaces Hα (α = 1, 2) then the tensor product
representation
(4.46) π1 ⊗ π2 : G1 ×G2 −→ U(H1 ⊗H2)
is irreducible as well (See for example [Ga], Theorem IV.3.15). We have thus arrived at:
Lemma 4.25. If Hα (α = 1, 2) are separable complex Hilbert spaces and n,m ≥ 0 are integers,
then the (non-projective) representation of U(H1)×U(H2) on the tensor product
∧nH1⊗∧mH2
given by equations (4.45) and (4.46) is irreducible.
Next, let h := LieH = u(H+)× u(H−) be the corresponding Lie subalgebra of ûres(H,H+).
Corollary 4.26. The restriction of the basic representation to a representation of the Lie
subalgebra h ⊂ ûres(H,H+) on F (n,m) =
∧nH+ ⊗ ∧m(CH−) is the derivative of the non-
projective action of H on F (n,m) described in Lemma 4.25.
5. Basic differential geometry of the restricted Grassmannian manifold
We follow in subsections 5.1 – 5.5 again closely [Wu].
5.1. Banach homogeneous spaces. Let G be a Banach Lie group acting smoothly from the
left on a Banach manifold M . Then we can associate to each X ∈ g := Lie(G) = TeG (with
the commutator given by identifying TeG with the space of left-invariant vector fields on G) a
fundamental vector field of the G-action τ(X) by
(5.1) τ(X)p :=
d
dt
∣∣∣
t=0
(etX · p) for all p ∈M.
The map τ : g −→ X(M), where X(M) denotes the space of vector fields on M , is an anti-
homomorphism of Lie algebras.
If the action of G onM is transitive the projection map π : G −→ G/H ∼=M , g 7→ gH , where
H := Stab(p0) is a stabilizer of a chosen point p0 ∈M , induces a projection dπe : g = TeG −→
TeH(G/H) which we sometimes also denote by π and which satisfies π(X) = τ(X)p0 for all
X ∈ g. Moreover, given a direct sum decomposition g = h ⊕ p, the restriction π|p : p −→ g/h
is an isomorphism.
Definition 5.1. A Banach manifold M is called a Banach homogeneous space if it is of the
form M = G/H , where G is a Banach-Lie group and H is a closed and connected Lie subgroup
of G.
5.2. The restricted Grassmannian as a homogeneous complex manifold.
Definition 5.2. The restricted Grassmannian Grres(H,H+) is the set of all closed subspaces
of H such that
(1) the orthogonal projection pr+ : W −→ H+ is a Fredholm operator and
(2) the orthogonal projection pr− :W −→ H− is a Hilbert-Schmidt operator.
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Proposition 5.3. (1) The restricted Grassmannian Grres(H,H+) is a Banach homoge-
neous space under GLres(H,H+) and Ures(H,H+). The corresponding isotropy groups
of the subspace H+ ⊂ H are
P =
{(
a b
c d
)
∈ GLres(H,H+) | c = 0
}
and
H =
{(
a b
c d
)
∈ Ures(H,H+) | b = 0 and c = 0
}
∼= U(H+)× U(H−),
respectively.
(2) The restricted Grassmannian Grres(H,H+) is a complex analytic manifold modelled on
the separable Hilbert space L2(H+,H−).
(3) The actions of GLres(H,H+) and Ures(H,H+) on Grres(H,H+) are complex analytic
and real analytic, respectively.
(4) The connected components of the restricted Grassmannian manifold Grres are given by
the sets of subspaces in H having virtual dimension k (k ∈ Z):
Grkres :=
{
W ∈ Grres | ind(pr+ :W −→ H+) = k
}
.
5.3. The isotropy representation of U(H+)× U(H−).
5.3.1. Isotropy representation. We now take a closer look at the homogeneous spaceGrres(H,H+) ∼=
G/H , where G = Ures(H,H+) and H = U(H+) × U(H−). The latter group H is known to be
connected and contractible.
Let AdH : H −→ Aut(ures) be the usual adjoint representation of the Lie subgroup H ⊂
Ures(H,H+) on the Lie algebra ures(H,H+). Set
(5.2) h = Lie(H) =
{(
α 0
0 β
)
∈ B(H)
∣∣∣α∗ = −α, β∗ = −β} ⊂ ures,
(5.3) p =
{(
0 −γ∗
γ 0
)
∈ B(H)
∣∣∣ γ is Hilbert–Schmidt} ⊂ ures.
Then p is known to be an AdH-invariant complement of h in ures, i.e. ures = h ⊕ p and this
decomposition respects the adjoint action AdH of H .
Explicitly the isotropy representation AdH : H −→ Aut(p) is given by
Ad
(
a 0
0 b
)
·
(
0 −γ∗
γ 0
)
=
(
a 0
0 b
)(
0 −γ∗
γ 0
)(
a 0
0 b
)−1
=
(
0 −a ◦ γ∗ ◦ b−1
b ◦ γ ◦ a−1 0
)
.(5.4)
Corollary 5.4. The induced Lie algebra representation adh : h −→ End(p) of the isotropy
representation Ad : H −→ Aut(p) is given by
(5.5) h 7→ [h, ·] for all h ∈ h.
Remark 5.5. Recall that if G is a Banach-Lie group with Lie algebra g and
φ : G −→ Aut(V )
is a continuous representation of G on a Banach space V , then the induced Lie algebra repre-
sentation is given by
(5.6) g× V∞ −→ V∞, (X, v) 7→ dφ(X) · v,
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where V∞ ⊂ V is the subspace of smooth vectors, i.e. the vector space V∞ consists of those
vectors v ∈ V such that the orbit mapping G −→ V, g 7→ φ(g) · v is smooth.
If one chooses for the representation φ : G −→ Aut(V ) the adjoint representation Ad : G −→
Aut(g) then it is known that that Ad is a representation of G on g with a smooth action map
[Neeb2] p. 167. It follows from this that the subspace of smooth vectors g∞ = g.
5.4. AdH-invariant metric on p. Recall that by mapping γ −→
(
0 −γ∗
γ 0
)
with γ ∈
L2(H+,H−), the vector space p was canonically identified with the Hilbert space L2(H+,H−)
of complex linear Hilbert-Schmidt operators from H+ to H−. The isotropy representation of
H on p is given under this isomorphism by
(5.7) Ad
(
a 0
0 b
)
· γ = b ◦ γ ◦ a−1 for all γ ∈ L2(H+,H−)
from which we see that
(5.8) gp(γ, σ) := 2ℜTrH+(γ∗σ) for all γ, σ ∈ L2(H+,H−)
determines an Ad(H)-invariant metric on p. Here γ∗ denotes the adjoint of γ as a complex
linear operator from H+ to H−. It follows then that the product γ∗σ, as a product of two
Hilbert-Schmidt operators, is in L1(H+) so that the trace Tr(γ∗σ) is indeed well-defined.
5.5. Kähler structure on Grres. Recall that at the level of Lie algebras we had Lie(ĜLres) ∼=
glres ⊕ C with the Lie bracket given by
(5.9)
[
(A,α), (B, β)
]
=
(
[A,B], s(A,B)
)
,
where the Lie algebra two-cocycle s was given by the Schwinger term.
Next define the following “new Schwinger term” s˜ by
(5.10) s˜(A,B) = −s(A,B) = Tr(A+−B−+ −B+−A−+),
for A,B ∈ ures(H,H+).
Definition 5.6. Let ΩˆH+ be the real-valued antisymmetric bilinear form on ures defined by
(5.11) ΩˆH+(A,B) := (− i)s˜(A,B).
Lemma 5.7. The bilinear form ΩˆH+ on ures(H,H+) vanishes on the isotropy subalgebra
u(H+)× u(H−) and is invariant under the linear isotropy representation of U(H+)× U(H−).
Corollary 5.8. The bilinear form ΩˆH+ on ures(H,H+) descends to a form ΩH+ on
ures(H,H+)/(u(H+)× u(H−)) ∼= L2(H+,H−) ∼= TH+ Grres
that is invariant under the action of U(H+)× U(H−):
(5.12) ΩH+(γ, δ) = 2ℑTr(γ∗δ) for all γ, δ ∈ L2(H+,H−).
Definition 5.9. Let JH+ be the U(H+)×U(H−)-invariant complex structure on TH+ Grres ∼=
L2(H+,H−) defined by
(5.13) JH+γ = i γ for all γ ∈ L2(H+,H−).
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We supply L2(H+,H−) with a strongly non-degenerate bilinear form
(5.14) gH+(γ, δ) := ΩH+(γ, JH+δ) = 2ℜTr(γ∗δ)
and with a strongly non-degenerate sesquilinear form
(5.15) hH+(γ, δ) := gH+(γ, δ) + iΩH+(γ, δ) = 2Tr(γ
∗δ)
inducing a Riemannian and a Hermitean metric on Grres(H,H+), respectively.
Proposition 5.10. The real-valued antisymmetric bilinear form ΩH+ is a strongly non-degene-
rate symplectic form on Grres and moreover the quadruple (Ω, J, h, g) gives Grres the structure
of a Kähler manifold which is homogeneous under its Kähler isometries.
5.6. The determinant line bundle on Grres. Let H = H+ ⊕ H− be a complex separable
polarized Hilbert space and Grres the associated restricted Grassmannian manifold. It is proved
in [PrSe] that there exists a so-called determinant line bundle DET −→ Grres, which is a certain
holomorphic complex line bundle with a holomorphic fibrewise linear action of Ûres covering
the transitive action of Ures on the base manifold Grres.
Proposition 5.11. The line bundle DET −→ Grres has a natural Ûres-invariant hermitean
structure and its first Chern class is represented by
(−1
2π
)
times the Kähler form on Grres:
[c1(DET)] = −
( 1
2π
)
[Ω] ∈ H2(Grres,Z).
5.7. Holomorphic sections of DET∗. First recall that (continuous, smooth, holomorphic,. . . )
sections of the dual E∗ of a finite dimensional complex vector bundle E π−→M can be identified
with functions on the total space E that restrict to linear functionals on each fibre Ex = π
−1(x).
We are going to consider the infinite dimensional setting in which M is a Fréchet manifold
and the typical fibre of E is a Banach space. The fibres of E∗ are then always given by the
strong duals of the fibres of E. We denote by ΓO(M,E∗) the vector space of holomorphic
sections of the dual vector bundle E∗ and by O(E) the vector space of holomorphic functions
E −→ C and set
Olin(E) := {f ∈ O(E) | f
∣∣
Ex
: Ex −→ C is C-linear for all x ∈M}.
The spaces ΓO(M,E∗) and Olin(E) have natural structures of locally convex topological vector
spaces given by the uniform convergence of all derivatives on compact subsets of M and E,
respectively.
Define a map
(5.16) ΓO(M,E∗) −→ Olin(E), σ 7→ fσ
by fσ(ℓ) = σ(π(ℓ))(ℓ) for all ℓ ∈ E. Then we have the following analogue with the finite
dimensional case.
Lemma 5.12. Let E
π−→ M be a holomorphic Banach space bundle over a Fréchet manifold
M . Then the map σ 7→ fσ defined above is a continuous linear isomorphism.
Proposition 5.13. Let M be the restricted Grassmannian Grres and E = DET
π−→ Grres.
Then there exists a continuous linear ĜLres-equivariant injection F∗ r−→ ΓO(Grres,DET∗),
where F is the fermionic Fock space.
Remark 5.14. Pressley and Segal show in [PrSe] that the space F∗ is actually dense inside
the space ΓO(Grres,DET∗) and gives an irreducible representation of Ûres, the so called basic
representation. Moreover, Pickrell [Pi1, Pi2] constructed a natural Gaussian measure on Grres
and showed that an element s ∈ ΓO(Grres,DET∗) is in the image r(F∗) if and only if s is
square-integrable with respect to this measure.
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5.8. The Pfaffian line bundle. Let HR be a real Hilbert space with inner product B(·, ·).
We denote by J (HR) the set of complex structures of HR, i.e.
J (HR) :=
{
J ∈ L(HR,HR) | B(Ju, Jv) = B(u, v) for all u, v ∈ HR, J2 = −1
}
.
Any complex structure J ∈ J (HR) turns the complexification HC = HR ⊗R C of HR into a
complex polarized Hilbert space, which we denote by HJ . The polarization HJ = W ⊕W is
given by the ± i eigenspaces W and W of JC : HC −→ HC, respectively.
Definition 5.15. Fix a complex structure J ∈ J (HR). The associated restricted isotropic
Grassmannian is the set
Jres(HR, J) :=
{
J ′ ∈ J (HR) | J − J ′ ∈ L2(HR)
}
.
The group O(HR) of real orthogonal operators on HR consists of all invertible R-linear maps
HR −→ HR that preserve the bilinear form B. It has the following subgroup.
Definition 5.16. Let J ∈ J (HR) be a (fixed) complex structure and set
Ores(HR, J) :=
{
O ∈ O(HR) | [O, J ] ∈ L2(HR)
}
,
which is topologized by the norm topology combined with the Hilbert-Schmidt norm (as we did
with the group GLres), so that it becomes a Banach Lie group.
There is a transitive action of Ores(HR, J) on Jres(HR, J) given by J ′ 7→ OJ ′O−1. Its
stabilizer at the base point J ∈ Jres(HR, J) is Ures(HJ ), realizing Jres(HR, J) as a Banach
manifold with
Jres(HR, J) ∼= Ores(HR, J)/Ures(HJ ,Eig(JC,+ i)).
There is a second description of the isotropic Grassmannian that can be obtained by com-
plexifying HR to a complex Hilbert space HC with hermitean inner product 〈·, ·〉, which we now
describe. Extend the inner product B on HR to a complex bilinear form BC on the complexi-
fication HC; then BC(v1, v2) = 2〈v¯1, v2〉 for all v1, v2 ∈ HC. Here the bar denotes the canonical
conjucation on HC = HR ⊗R C given by
v ⊗ λ = v ⊗ λ¯ for all v ∈ HR, λ ∈ C.
Any complex structure on HR induces a decomposition HC = W ⊕W , where W ⊂ HC is a
maximal isotropic subspace ofHC with respect to BC. Here isotropic means thatBC(w1, w2) = 0
for all w1, w2 ∈W . It follows from this that
Jres(HR, J) =
{
W ∈ Grres(HC,Eig(JC,+ i)) |W isotropic and W ⊕W = HC
}
and that we have an Ores(HR, J)-equivariant embedding
(5.17) i : Jres(HR, J) →֒ Grres(HC,Eig(JC,+ i)).
There is a holomorphic hermitean line bundle Pf −→ Jres(HR, J) called the Pfaffian which
is a holomorphic square root of the determinant line bundle when restricted to Jres(HR) ⊂
Grres(HC), i.e.
(5.18) i∗DET ∼= Pf⊗2 .
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5.9. Infinite dimensional spinor representation. The group O(HC) of complex orthogonal
operators onHC with respect to BC consists of all bounded invertible C-linear maps HC −→ HC
preserving the bilinear form BC, i.e.
(5.19) O(HC) := {O ∈ GL(HC) | BC(Ou,Ov) = BC(u, v) for all u, v ∈ HC} .
Definition 5.17. Let J ∈ J (HR) be a (fixed) complex structure and set
Ores(HC, J) :=
{
O ∈ O(HC) | [O, J ] ∈ L2(HC)
}
.
In other words Ores(HC, J) = O(HC) ∩ GLres(HC). We give Ores(HC, J) the topology in-
duced from GLres(HC). This makes Ores(HC, J) into a complex Banach Lie group. Moreover
Ores(HC, J) ∩O(HR) = Ores(HR, J), where
Ores(HR, J) :=
{
O ∈ O(HR) | [O, J ] ∈ L2(HR)
}
.
Theorem 5.18 ([B, PrSe]). Let J ∈ J (HR), HJ = W ⊕W be the corresponding polarization
of the complexified Hilbert space, and let S be the GNS representation space
S := HA(W )J ∼= F+(HJ ,W ) =
⊕
n≥0
n∧
W
of the CAR algebra A(W ). Then in the category of complex Banach Lie groups, there exists a
central extension
1 −→ C∗ −→ Ôres(HC, J) −→ Ores(HC, J) −→ 1
such that Ôres(HC, J) acts linearly on the Hilbert space S implementing the Bogoliubov trans-
formations αO(a(f)) ∈ Aut(A(W )),
αO(a(f)) := a(O · f) (f ∈ W )
for all O ∈ Ores(HC, J).
Remark 5.19. You should compare the above exact sequence to the finite dimensional analogue
1 −→ U(1) −→ Spinc(n) −→ SO(n,R) −→ 1.
Definition 5.20. The above linear action of Ôres(HC, J) on S is called the Spinc-representation
of Ores(HC, J).
The Hilbert space S gives an (irreducible) projective unitary representation of Ores(HC, J).
5.9.1. Realizing the infinite-dimensioanal spin representation via the Pfaffian line bundle. In
the same vein that we realized in section §5.7 the fermionic Fock space representation of Ûres
inside the holomorphic sections ΓO(Grres,DET∗) of the (dual) determinant line bundle, it is
possible to realize the infinite-dimensional spin representation of Ôres(HC, J) via the Pfaffian
line bundle:
Theorem 5.21. (1) The group Ôres(HC, J) acts equivariantly on the Pfaffian line bundle
Pf −→ Jres(HR, J),
(2) The dual Hilbert space S∗ is canonically realized inside the holomorphic section module
of Pf∗, i.e. S∗ ⊂ ΓO(Jres(HR),Pf∗), where the latter space is equipped with the natural
structure of a locally convex topological vector space the same way as in the case of the
(dual) determinant line bundle. Moreover, this inclusion is Ôres(HC, J)-equivariant.
Thus, the above theorem shows that we have a Borel-Weil type description of the infinite
dimensional spinor module.
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5.10. Spinor representation of the Lie algebra ores. We follow here closely [Mic].
Let J ∈ J (HR) be a chosen complex structure on a real Hilbert space, HJ =W ⊕W be the
corresponding polarization of the complexified Hilbert space, and let S ∼= F+(HJ ,W ) = F(W )
be the GNS representation space of the CAR-algebra A(W ).
Let {e1, e2, . . .} be a fixed orthonormal basis of W and set
(5.20) a∗i := a
∗(ei), ai := a(ei).
The element 1 ∈ F(W ) is the vacuum vector |0〉S characterized by ai|0〉S = 0 for all i. Moreover,
the only nonzero anticommutation relations are
(5.21) aia
∗
j + a
∗
jai = δij .
5.10.1. The Lie algebra ores. The Lie algebra
ores(HC, J) := Lie(Ores(HC, J))
consists of all C-linear operators that with respect to the polarization HJ = W ⊕W can be
written in the block-matrix form
(5.22) x =
(
a b
c d
)
such that b, c ∈ L2 and the transposes of the blocks satisfy
(5.23) ct = −c, bt = −b, d = −at.
Again, using methods of second quantization we obtain a representation T of the central
extension ôres(HC, J) of ores(HC, J) on the Fock space F(W ) by defining
(5.24) T (x) =
∑
i,j∈Z
i,j>0
dija
∗
i aj +
1
2
bijaiaj +
1
2
cija
∗
i a
∗
j for all x ∈ ores(HC, J).
The Lie algebra 2-cocycle of ores(HC, J) defining ôres(HC, J) can be read from the commu-
tators
(5.25) [T (x), T (x′)] = T ([x, x′]) +
1
2
Tr(cb′ − c′b).
Hence, except for the factor 1/2 we obtain the same cocycle as the Lie algebra cocycle of glres
determining the central extension ĝlres.
Moreover, the representation T can be exponentiated to give a projective representation of
the connected component of the identity SOres(HC, J) ⊂ Ores(HC, J).
5.11. Infinite dimensional real Clifford algebra. The infinite dimensional spinor mod-
ule S is related to the representation theory of the infinite dimensional real Clifford algebra
Cliff(HR, B), which is the universal real unital Banach algebra generated by all R-linear maps
f 7→ γ(f), f ∈ HR, subject to
(5.26) γ(f)γ(g) + γ(g)γ(f) = 2B(f, g) · 1
Any complex structure J of HR induces a polarization HJ = W ⊕W on the complexification
HC = HR ⊗ C and determines a representation of Cliff(HR) on the GNS representation space
S = HA(W )J by first mapping γ(f) 7→ a(f) + a(f)∗ ∈ A(W ), and then using the natural action
of the CAR algebra A(W ) on HA(W )J .
Let
χ : Ôres(HR, J) −→ Aut(S)
DIRAC OPERATOR ON THE RESTRICTED GRASSMANNIAN MANIFOLD 25
denote for the spin representation and let
γ : HR −→ End(S)
be the Clifford multiplication introduced above. Then these two maps are compatible in the
following sense: for every O ∈ Ores(HR, J) there exists O˜ ∈ Ôres(HR, J) such that
(5.27) γ(O · f) = χ(O˜)γ(f)χ(O˜)−1
for all f ∈ HR.
5.12. Infinite dimensional complexified Clifford algebra. Let (HR, B) be a real Hilbert
space and HC = HR ⊗R C its complexification, endowed with the C-linear extension BC of the
real inner product B and the canonical hermitean structure 〈·, ·〉. The complex Clifford algebra
Cliff(HC, BC) is then by definition
Cliff(HC, BC) := Cliff(HR, B)⊗R C.
It turns out to be a unital C∗-algebra isomorphic to a CAR-algebra A(W ), where W is any
BC-isotropic subspace of HC such that W¯ =W⊥.
5.13. Spin representation of Cliff(p). Let Grres(H,H+) be the restricted Grassmannian
manifold associated to a given polarization H = H+⊕H− of a separable complex Hilbert space
H. We write Grres as a Banach homogeneous space Grres ∼= G/H , where G = Ures(H,H+) and
H = U(H+) × U(H−). We also set g := Lie(G) and h := Lie(H) so that g/h ∼= p, where p is
the Ad-invariant complement of
h =
{(
α 0
0 β
)
∈ B(H)
∣∣∣α∗ = −α, β∗ = −β}
given by
p =
{(
0 −γ∗
γ 0
) ∣∣∣ γ is Hilbert-Schmidt} .
We start by considering the real Hilbert space (i.e. our coefficients are in R)
HR,p := L2(H+,H−) ∼= TH+ Grres ∼= g/h ∼= p
equipped with the real inner product
B(γ, σ) := gH+(γ, σ) = 2ℜTr(γ∗σ).
The real Hilbert space HR,p has a complex structure J = JH+ defined by equation (5.13).
This induces a polarizationHC,p =W ⊕W on the complexified Hilbert space HC,p := HR,p⊗RC
equipped with the complexified bilinear (non-Hermitean) form
(5.28) BC(γ, σ) = 〈γ, σ〉p,C,
where
(5.29) 〈γ, σ〉p,C = hH+(γ, σ) = 2Tr(γ∗σ)
for all γ, σ ∈ HC,p (Hermitean form corresponding to the real inner product 〈·, ·〉p). Here the
bar notation refers to conjugation.
Hence by the general theory of the last section we obtain a representation of the infinite
dimensional real Clifford algebra Cliff(p) on the corresponding spinor module Sp := HA(W )C,p .
Notice that Sp is also the representation space for the infinite dimensional (projective) Spinc-
representation of Ores(HC,p, JH+).
5.14. Lifting the infinite-dimensional isotropy representation.
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5.14.1. Lifting AdH. Recall that in the finite dimensional case M = G/H , with G a compact
Lie group and M a spin manifold, the Hilbert space of L2-spinors could be interpreted as
L2-maps s : G −→ Sp satisfying the H-equivariance condition s(gh) = (A˜dh−1)s(g) for all
g ∈ G and h ∈ H , where A˜d : H −→ Spin(p) is the spin lift of the isotropy representation
Ad : H −→ SO(p).
Another way to see spinors on G/H was to use the Peter-Weyl theorem to decompose
(5.30) L2(G/H, S) ∼= L2(G×H Sp) ∼=
⊕̂
λ
Vλ ⊗ (V ∗λ ⊗ Sp)H ,
where S −→ G/H is the spinor bundle with fibre Sp, H acts on Sp via the spin lift A˜d : H −→
Spin(p) and where we sum over all irreducible representations Vλ of G.
In order to generalize this to the infinite dimensional case of
Grres(H,H+) ∼= Ures(H,H+)/(U(H+)× U(H−))
we first need to define a relevant lift
(5.31) A˜d : H −→ Ôres(HC,p, JH+)
for the isotropy representation Ad in (5.7).
Lemma 5.22. Let M = Grres(H,H+) ∼= G/H, where G = Ures(H,H+) and H = U(H+) ×
U(H−). Denote by p ∼= g/h the Ad(H)-invariant complement of h in g given by equation
(5.3). Then the isotropy representation Ad of H in p given by equation (5.7) takes values in
Ores(HR,p, JH+) ⊂ Ores(HC,p, JH+).
Proof. First recall that the inner product of the real Hilbert space
HR,p := L2(H+,H−) ∼= p
was given by B(γ, σ) = gH+(γ, σ) = 2ℜTr(γ∗σ). Moreover HR,p had a natural complex struc-
ture JH+ , defined so that JH+γ = i γ for all γ ∈ L2(H+,H−), that definines a polarization
HR,p ⊗R C =W ⊕W on the complexified Hilbert space.
We will now show that for each h ∈ H = U(H+) × U(H−) the linear mapping Adh on
p ∼= L2(H+,H−) given by
Ad
(
a 0
0 b
)
· γ = b ◦ γ ◦ a−1,
where h =
(
a 0
0 b
)
∈ H = U(H+)× U(H−) ⊂ Ures(H,H+), γ ∈ L2(H+,H−) and where we
have used the standard block-matrix description of the linear operator h ∈ Ures(H,H+), is in
Ores(HC,p).
Step 1. Ad h ∈ GL(HR,p): The inner product 〈·, ·〉p := B(· , ·) induces a norm ‖·‖R,p on
HR,p,
(5.32) ‖γ‖
R,p :=
√
〈γ, γ〉p =
√
B(γ, γ) =
√
2ℜTr(γ∗γ)
for all γ ∈ L2(H+,H−). Hence by definition an operator T : HR,p −→ HR,p is bounded if
(5.33) sup
{
‖Tγ‖
R,p | γ ∈ L2(H+,H−), ‖γ‖R,p ≤ 1
}
<∞
that is if and only if
(5.34) sup
{
B(Tγ, Tγ) | γ ∈ L2(H+,H−), B(γ, γ) ≤ 1
}
.
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On the other hand we know that B(γ, σ) = gp(γ, σ) defines an Ad(H)-invariant metric on p,
i.e.
(5.35) B
((
Adh
)
(γ),
(
Adh
)
(σ)
)
= B(γ, σ)
for all γ, σ ∈ L2(H+,H−) ∼= p and for all linear mappings Ad h of p where h ∈ H . Thus
choosing T = Adh in (5.34), we see from equation (5.35) that Adh is trivially in B(HR,p) for
every h ∈ H . Obviously Ad h has a bounded inverse Th given by Th : γ 7→ b−1 ◦ γ ◦ a, where
h =
(
a 0
0 b
)
∈ H , showing that Adh ∈ GL(HR,p) for all h ∈ H .
Step 2. Adh ∈ O(HR,p): Knowing that Adh ∈ GL(HR,p) we may once again use equation
(5.35) to conclude that each Adh is in the real orthogonal group O(HR,p) := O(HR,p, B(· , ·)).
Step 3. Adh ∈ Ores(HR,p, JH+) ⊂ O(HR,p) ⊂ GL(HR,p): We need to show that for all h ∈ H
the commutator
[Adh, JH+ ] = Ad h ◦ JH+ − JH+ ◦Ad h ∈ L2(HR,p).
Now since for every h ∈ H the image Ad h is a C-linear map
Ad h : HR,p = L2(H+,H−) −→ L2(H+,H−) = HR,p
and on the other hand JH+γ = i γ, it is clear that the commutator is in L2(HR,p) (in fact, it is
equal to zero). Hence Ad h ∈ Ores(HR,p, JH+) for every h ∈ H and since Ores(HC, J)∩O(HR) =
Ores(HR, J), it follows that the map Adh ∈ Ores(HC,p, JH+) for all h ∈ H . 
Next, notice the following. If {ek}k∈N is an orthonormal basis for a complex Hilbert space H
with inner product 〈·, ·〉 and let uk and vk denote ek and i ek, respectively, then {uk, vk}k∈N form
an orthonormal system with respect to τ(· , ·) = ℜ〈·, ·〉. We call the real span of {uk, vk}k∈N for
the real Hilbert space, HR, of H, with inner product τ(· , ·). Notice that HR and H represent
the same set.
The following result appears in [PrSe], §12.4.
Lemma 5.23. Let H be a complex Hilbert space regarded as a real Hilbert space HR. Then the
complexification (HR)C = HR ⊗R C is canonically isomorphic to H ⊕H. Here H denotes the
abstract complex conjugate to H. It is a copy of H with the scalars acting in a conjugate way:
λ · ξ¯ := (λ¯ · ξ)− for all λ ∈ C and ξ ∈ H.
Proof. The isomorphism is given by the map
λ⊗ ξ 7→ λξ ⊕ λ¯ξ
for all λ ∈ C and ξ ∈ HR. 
Proposition 5.24. The isotropy representationAd : H = U(H+)×U(H−) −→ Ores(HC,p, JH+)
admits a spin lift A˜d : H −→ Ôres(HC,p, JH+), i.e. there is a commuting diagram of Lie group
homomorphisms
Ôres
p

H
Ad //
A˜d
>>
|
|
|
|
Ores
where p is the projection map in the exact sequence
1 −→ U(1) −→ Ôres p−→ Ores −→ 1.
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Proof. The proof is a modification of the idea of lifting an embedding of the Lie group H =
U(H+)×U(H−) in Ores to Ôres presented in §6.4., [Mic]. The essential idea there was that the
U(1) central extension Ôres −→ Ores becomes trivial when restricted to the subgroup H so that
there exists a local section s : H −→ Ôres which we can then use to construct the lift.
Recall that the real Hilbert space HR,p ∼= p ∼= g/h consisted of all (R-linear combinations
of all) C-linear operators H+ −→ H− that are Hilbert-Schmidt and where the inner product
was given by B(γ, σ) = gH+(γ, σ) = 2ℜTr(γ∗σ) for all γ, σ ∈ HR. Using Lemma 5.23 we
may identify the complexification HC,p = HR,p ⊗R C with the direct sum of complex Hilbert
spaces (HR,p, 〈·, ·〉p,C) and its conjugate (HR,p, 〈·, ·〉p,C). Here the Hermitean inner product is
given by 〈γ, σ〉p,C = hH+(γ, σ) = 2Tr(γ∗σ). On the other hand, recalling that for an operator
T ∈ L2(H+,H−) its adjoint T ∗ satisfies
(αT )∗ = α¯T ∗ for all α ∈ C,
one sees that the conjugate space L2(H+,H−) satisfies
L2(H+,H−) ∼= L2(H−,H+)
so that under these isomorphism the conjugation in
HC,p ∼= L2(H+,H−)⊕ L2(H−,H+)
is given explicitly by taking the adjoint.
The corresponding complex bilinear (non-Hermitean) form in HC,p is then given by
BC(γ, σ) = 〈γ, σ〉p,C for all γ, σ ∈ HC,p.
The Hilbert space HR,p had a natural complex structure JH+ : HC −→ HC defined by
JH+γ = i ·γ. This complex structure gives us a decomposition HC,p =W⊕W , whereW = HR,p
and W = i ·HR,p. Using this decomposition we can write operators A ∈ Ores(HC,p, JH+) in the
block matrix form
A =
(
a b
c d
)
,
where a ∈ Fred(W ), d ∈ Fred(W ), b ∈ L2(W,W ) and c ∈ L2(W,W ). Since in the block matrix
description H is a diagonal subgroup of Ures it follows that the image Ad(H) consists of all
block matrices of the form
(5.36) C =
(
AdW h 0
0 AdW h
)
,
where h =
(
u 0
0 v
)
∈ H = U(H+)× U(H−).
Now let S (W ) be the Hilbert space of all skew Hilbert-Schmidt operators S : W −→ W ,
i.e. those L2 operators S :W −→W satisfying
BC(Sγ, σ) = −BC(Sσ, γ).
The fibre p−1(g) ⊂ Ôres(HC,p) over a point g =
(
a b
c d
)
∈ Ores(HC,p) consists of all holo-
morphic functions f : S (W ) −→ C that are proportional to
S 7→ Pf((a+ bS0)−1(a+ bS)),
where S0 ∈ S (W ) is any element such that a+bS0 is invertible [Mic]. The product in Ôres(HC,p)
is given by
(5.37) (g, f)(g′, f ′) := (g′′, f ′′),
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where g′′ = gg′ and f ′′ is the function defined by
(5.38) f ′′(S) := f(g′ · S)f ′(S), g′ · S := (c′ + d′S)(a′ + b′S)−1.
Choose g =
(
AdW h 0
0 AdW h
)
∈ Ores(HC,p), g′ =
(
AdW h
′ 0
0 AdW h
′
)
∈ Ores(HC,p) and
f = f ′ ≡ 1, the constant function with value 1 ∈ C, in equation (5.37). Now since g′ ·S ∈ S (W )
is just a shift of the argument S ∈ S (W ) and on the other hand f was chosen to be a constant
function with value 1 it follows from (5.38) that the product (g, f)(g′, f) defined by equation
(5.37) is again of the same form as its factors, i.e. (g, 1)(g′, 1) = (gg′, 1). Hence the map
Ores(HC,p) −→ Ôres(HC,p) defined by g 7→ (g, 1) is a group homomorphism, which is clearly
smooth and therefore a Lie group homomorphism.
Since the projection map of the principal U(1)-bundle
p : Ôres(HC,p) −→ Ores(HC,p)
sends the pair (g, f) to g ∈ Ores(HC,p) it follows from the above that the composition of Ad (a
Lie group homomorphism) with the Lie group homomorphism g 7→ (g, 1) defines the required
lift A˜d of Ad. 
5.15. The induced lift of ad. Set Ôres(p
C,W ) := Ôres(HC,p, JH+). Then according to the
proof of the Proposition 5.24 the lift A˜d : H −→ Ôres(pC,W ) of the isotropy representation
Ad : H −→ Ores(pC,W ) is given by the composition
(5.39) A˜d = s ◦Ad,
where s is the Lie group homomorphism mapping g −→ (g, 1). It follows from Lemma 5.4 that
the induced Lie algebra map a˜d : h −→ ôres(pC,W ),
a˜d = d(A˜d ) = ds ◦ d(Ad),
is given by
(5.40) X 7→ ([X, ·], 0) for all X ∈ h.
Considering this result, then by abuse of notation, we shall often write ad instead of a˜d when
we talk about the spin lift.
6. The algebraic tensor product U(ĝlres)⊗ Cliff(pC) of algebras
6.1. Natural set of generators for pC. Let {ek | k ∈ Z \ {0}} be a Hilbert basis of H such
that H+ respectively H− is generated by {ek | k > 0} respectively {ek | k < 0} (notice that we
neglect the index k = 0; this is done in order to be able to write our Dirac operator in a
convenient form). Define the complex linear rank one operators Ep,q on H for p, q ∈ Z as in
[SpeWu] by setting
(6.1) Ep,q(v) := 〈eq, v〉H · ep.
As a matrix each Ep,q corresponds to the basic matrix, whose matrix element at position (p, q)
is equal to one and all the other matrix coefficients are set to zero. It follows that the adjoints
satisfy (Ep,q)
∗ = Eq,p and
B(E−k, l, E−r, s) = B(iE−k, l, iE−r, s) = 2 · δk,r · δl,s,(6.2)
B(E−k, l, iE−r, s) = 0.(6.3)
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Recall that the complexification of ures was given by the Lie algebra glres so that the com-
plexified Hilbert space of
p =
{(
0 −γ∗
γ 0
)
∈ u(H)
∣∣∣ γ is Hilbert-Schmidt}
can be given explicitly by
pC =
{(
0 σ
γ 0
)
∈ B(H)
∣∣∣γ, σ are Hilbert-Schmidt}
so that if we set Xp,q :=
1√
2
Ep,q, the union of the sets
(6.4) B1 :=
{
X−p, q,
∣∣∣ p > 0, q > 0}
and
(6.5) B2 :=
{
Xp,−q
∣∣∣ p > 0, q > 0}
form an orthonormalC -Hilbert bases of pC satisfyingX∗p,q = Xq,p with respect to the Hermitean
form (5.29). Note that introducing such a basis for pC is made possible by the fact that finite
rank operators are dense in the Hilbert-Schmidt operators with respect to the norm induced by
the Hilbert-Schmidt inner product 〈·, ·〉HS .
The above two sets generate the Hilbert subspaces
〈B1〉 =W, 〈B2〉 =W
with
W ∼= p, W ∼= p W ⊕W = pC,
i.e. we obtain the polarization of pC introduced in the previous section.
Similarly the complexification of the Banach space
h =
{(
α 0
0 β
)
∈ u(H)
∣∣∣α = −α∗, β = −β∗}
can be given by
hC =
{(
α 0
0 β
)
∈ B(H)
}
.
But the situation is now different from the case of pC: Here α and β can be any bounded
operators. Since the closure of the set of finite rank operators FR(hC) in the space of bounded
linear operators (with respect to the norm topology) B(hC) is exactly the space of compact
operators C(hC) $ B(hC), the space generated by the vectors Xp,q ∈ hC (pq > 0) can not be
any bigger than the space of compact operators, even if one considers converging infinite linear
combinations of those Xp,q! This observation suggests that if we want to use arguments relying
only on a generating set, we should replace hC with a smaller Lie algebra.
Definition 6.1. Let hC∞ ⊂ hC be the Lie subalgebra consisting of all finite C-linear combinations
of the vectors the vectors Xp,q ∈ hC (pq > 0), i.e.
hC∞ := span {Xp,q | p, q ∈ Z, pq > 0} .
6.2. The algebraic tensor product U(ĝlres)⊗ Cliff(pC).
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6.2.1. Explicit description of the operators rˆ(Eij) for the basic representation of ĝlres. Let H =
H+ ⊕ H− be a complex separated polarized Hilbert space, {uk}k∈N an orthonormal basis for
H+ and {vk}k∈−N an orthonormal basis for H−, where we always assume that 0 /∈ N.
We consider the CAR-algebra A(H,H+) and introduce the operators acting on the fermionic
Fock space F = F(H,H+),
(6.6) Ak := a(uk) = Ψ(uk), A
∗
k := a
∗(uk) = Ψ∗(uk)
and
(6.7) Bk := b(vk) = Ψ
∗(vk), B∗k := b
∗(vk) = Ψ(vk).
These satisfy the anticommutation relations
{A∗k, Ak′} = σkk′ = {B∗k, Bk′},(6.8)
{Ak, Ak′} = {Bk, Bk′} = {Ak, Bk′} etc. = 0.(6.9)
Moreover
(6.10) Ak|0〉F = Ψ(uk)|0〉F = 0, Bk|0〉F = Ψ∗(vk)|0〉F = 0.
and it is known that the vectors
(6.11) A∗k1 · · ·A∗kαB∗l1 · · ·B∗lβ |0〉F
give an orthonormal Hilbert basis of F .
To simplify notation one may define
(6.12) ψk =
{
Ψ(uk), k > 0
Ψ(vk), k < 0
ψ∗k =
{
Ψ∗(uk), k > 0
Ψ∗(vk), k < 0.
These satisfy
(6.13) ψiψ
∗
j + ψ
∗
jψi = δij , ψiψj + ψjψi = 0, ψ
∗
i ψ
∗
j + ψ
∗
jψ
∗
i = 0,
ψk|0〉 = 0 for positive k, ψ∗k|0〉 = 0 for negative k
and the vectors
ψ∗k1 · · ·ψ∗kαψl1 · · ·ψlb |0〉F (ki > 0 ∀i = 1, . . . , α, lj < 0 ∀j = 1, . . . , β)
give an orthonormal basis of F .
Recall that for A ∈ glres(H,H+) we defined the normally ordered operator ◦◦AΨΨ∗ ◦◦ acting
on the fermionic Fock space F(H,H+) so that
◦◦AΨΨ∗ ◦◦ = A+a∗a+A+−a∗b∗ +A−+ba−A−b∗b.
Hence for the basic matrices Ep,q ∈ glres (p, q ∈ Z \ {0})
(6.14) rˆ(Ep,q) =

ψ∗pψq = A
∗
pAq, if p > 0, q > 0
ψ∗pψq = BpAq, if p < 0, q > 0
ψ∗pψq = A
∗
pB
∗
q , if p > 0, q < 0
−ψqψ∗p = −B∗qBp if p < 0, q < 0.
Taking into account (6.13) this becomes
(6.15) rˆ(Ep,q) =
{
ψ∗pψq − 1 when p = q < 0
ψ∗pψq otherwise.
From this explicit form of the basic representation one deduces the following.
Proposition 6.2. For the basic representation rˆ : ĝlres −→ End(F) the images rˆ(Ep,q) of the
basic matrices Ep,q ∈ glres (p, q 6= 0) annihilate the vacuum |0〉F ∈ F except for the case when
p > 0 and q < 0.
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6.2.2. Complexified infinite dimensional Clifford algebra. We shall consider the complex spi-
nor module Scp := F(pC, BC,W ) as a module for the infinite-dimensional complexified Clifford
algebra
Cliff(pC) = Cliff(W ⊕W )
defined by the complexified symmetric bilinear form BC(γ, σ) = 〈γ, σ〉p,C on pC. Here the
conjugation in the Clifford algebra is given on the orthonormal basis elements of the Hilbert
space pC by
(6.16) Xp,q := X
∗
p,q = Xq,p,
and as mentioned
(6.17) 〈Xij , Xnm〉 = Tr(E∗ijEnm) = Tr(EjiEnm) = Tr(δinEjm) = δinδjm.
The complexified Clifford algebra Cliff(pC) is generated by elements of W and W subject to
the anticommutation relation
(6.18) γ(w1)γ(w2) + γ(w2)γ(w1) = BC(w1, w2)
for w1 ∈ W and w2 ∈ W . In concrete terms the Clifford algebra Cliff(pC) is described by the
anti-commutators
(6.19) {γ(Xij), γ(Xmn)} = BC(Xij , Xmn) = 〈Xij , Xmn〉 = 〈Xij , Xnm〉 = δinδjm,
where ij < 0 and mn < 0.
Since Scp = F(pC,W ) is a fermionic Fock space associated to a polarized Hilbert space
pC =W ⊕W we would like to represent Cliff(pC, BC) on it via the representation of the CAR-
algebra A(pC, BC,W ).
Lemma 6.3. For ij < 0 the map
(6.20) γ(Xpq) 7→
{
Ψ(Xpq) if p < 0, q > 0 ⇐⇒ Xpq ∈W
Ψ∗(Xpq) if p > 0, q < 0 ⇐⇒ Xpq ∈W
gives a representation of Cliff(pC) on F(pC,W ).
Proof. For Xij ∈W and Xmn ∈W the anticommutator
{γ(Xij), γ(Xmn)} 7→ {Ψ(Xij),Ψ∗(Xmn)} = BC(Xij , Xmn) = 〈Xij , Xnm〉 = δinδjm.
For the other possible choices of Xij and Xmn (e.g. Xij , Xmn ∈W ) the anticommutator
{γ(Xij), γ(Xmn)} 7→ 0
because of the CAR-algebra relations. 
Corollary 6.4. The vacuum vector |0〉S ∈ Scp ∼= F(pC,W ) associated to the CAR algebra
representation of A(pC,W ) is annihilated by γ(Xpq) ∈ Cliff(pC) when Xpq ∈ W , i.e. when
p < 0, q > 0.
Next we want to have a look at the tensor product F ⊗ Scp considered as a module for the
algebraic tensor product U(ĝlres)⊗Cliff(pC) where ĝlres acts on F via the basic representation
rˆ and the complexified Clifford algebra Cliff(pC) acts on the complexifed spinor module Scp via
the CAR algebra representation of A(pC,W ) so that in particular[
rˆ(Epq)⊗ γ(Ers)
]
(ψ ⊗ s) = rˆ(Epq)ψ ⊗ γ(Ers)s (ψ ∈ F , s ∈ Scp).
Combining Proposition 6.2 with Corollary 6.4 yields the following.
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Proposition 6.5. Let |0〉 := |0〉F ⊗|0〉S ∈ F ⊗Scp be the vacuum vector for the tensor product.
Then |0〉 is annihilated by Epq ⊗ 1 unless p > 0 and q < 0 and it is annihilated by 1 ⊗ γ(Epq)
when p < 0 and q > 0.
7. Realizing the isotropy representation via CAR algebra
7.1. The finite-dimensional analogue. Here we follow [HuaPan] section §2.1.8.
7.1.1. Chevalley map. Let V be an n-dimensional real vector space with an inner product 〈·, ·〉.
Let T (V ) be the tensor algebra over V and consider the ideal I in T (V ) generated by all
v ⊗ v + 〈v, v〉 for v ∈ V . Then the quotient algebra
Cliff(V ) = T (V )/I
is the Clifford algebra of V . We can choose an orthonormal basis Zi of V with respect to 〈·, ·〉
as a set of generators for Cliff(V ). The relations then become
ZiZj = −ZjZi, i 6= j; Z2i = −1.
It is then clear that the set
{Zi1Zi2 · · ·Zik | 1 ≤ i1 < i2 < · · · < ik ≤ n = dimV }
(together with the element 1 regarded as an “empty product”) spans Cliff(V ).
The canonical projection T (V ) −→ ∧(V ) is known to have a linear right inverse given by
linearly embedding
∧
(V ) into the tensor algebra T (V ) as the skew-symmetric tensors:
v1 ∧ · · · ∧ vk 7→ 1
k!
∑
σ∈Sk
sign(σ)vσ(1) ⊗ · · · ⊗ vσ(k),
where Sk denotes the permutation group of k letters. The Chevalley map j is obtained
by composing this skew symmetrization map
∧
(V ) −→ T (V ) with the canonical projection
T (V ) −→ T (V )/I = Cliff(V ). Using an orthonormal basis Zi of V , this map is determined on
the corresponding basis of
∧
(V ) simply by
Zi1 ∧ · · · ∧ Zik 7→ Zi1 · · ·Zik := γ(Zi1) · · · γ(Zik) ( and 1 7→ 1),
where 1 ≤ i1 < i2 < · · · < ik ≤ n. The Chevalley map is known to be an isomorphism and it
is often referred to as the Chevalley identification. We will say that the elements of Cliff(V )
which are in the image of
∧k(V ) under j are of pure degree k.
7.1.2. Embedding so(V ) into Cliff(V ). We will consider the image j(
∧2(V )) ⊂ Cliff(V ) under
the Chevalley map. This space is a Lie subalgebra of Cliff(V ), if we consider Cliff(V ) to be a
Lie algebra in the usual way, by setting [a, b] = ab − ba for all a, b ∈ Cliff(V ). On the other
hand,
∧2
(V ) is linearly isomorphic to the Lie algebra so(V ), with ZiZj corresponding to the
operator with matrix Eij − Eji in basis Zi. Hence the correspondece
Eij − Eji ←→ −1
2
ZiZj = −1
2
γ(Zi)γ(Zj)
is an isomorphism of the Lie algebras so(V ) and j(
∧2
(V )) ⊂ Cliff(V ).
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7.1.3. Realizing the isotropy representation via Clifford algebra. We start with a definition.
Definition 7.1. A quadratic Lie algebra is a Lie algebra g with a nondegenerate invariant
symmetric bilinear form B. A quadratic subalgebra of g is a Lie subalgebra h ⊂ g such that the
restriction of B to h× h is nondegenerate.
In this section we will be interested in cases where both g and h are both reductive and
complex.
Example 7.2. Every complex semisimple Lie algebra is quadratic; one can choose for B the
Killing form.
Example 7.3. If g is (complex) reductive, then it is always quadratic. This is because g is a
direct sum g = Zg ⊕ [g, g] where Zg is the center of g and where the commutator ideal [g, g] is
semisimple. Now in the semisimple part [g, g] one can choose the Killing form and then extend
this over the center by any nongenerate symmetric bilinear form.
Example 7.4. Not all reductive subalgebras need to be quadratic subalgebras. For example
CX with X nilpotent is not a quadratic subalgebra of g, but it is abelian and hence reductive.
If h is a quadratic subalgebra of g then
g = h⊕ p
where p = h⊥ is the orthogonal complement of h with respect to B. Moreover the restriction
of B to p× p and the invariance of B implies that
[h, p] ⊂ p.
By the invariance of B, the adjoint action of h on p defines a Lie algebra homomorphism
ad : h→ so(p). Now composing ad with the embedding so(p) →֒ Cliff(p) constructed in §7.1.2,
one obtains a Lie algebra map
(7.1) α : h −→ Cliff(p).
Remark 7.5. Kostant denotes this map by v∗ in his papers.
If we choose an orthonormal basis Xi for p, then the embedding so(p) →֒ Cliff(p) is given
explicitly by
Eij − Eji 7→ −1
2
γ(Xi)γ(Xj).
Since the matrix entries of adZ, Z ∈ h in the basis Xi are
(adZ)ij = B(adZ(Xj), Xi) = B([Z,Xj ], Xi) = −B(Z, [Xi, Xj ])
Kostant [Ko] obtains an explicit formula for α in this basis:
(7.2) α(Z) =
1
2
∑
i<j
B(Z, [Xi, Xj ])γ(Xi)γ(Xj), Z ∈ h.
Remark 7.6. Notice that in view of the map α : h −→ Cliff(p) defined above, any Cliff(p)-
module can be viewed as an h-module.
In particular, one could consider spin modules for Cliff(p). In this case all the weights of the
h-representation can be given in a completely explicit form. For this the reader should consult
for instance [HuaPan] §2.3.4.
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7.2. The case with h symmetric. In this section, that follows very closely [HuaPan], we shall
make the extra assumption that h is a symmetric subalgebra of g, that is to say, there exists an
involution σ of g such that h is the fixed point set of σ. We further impose the condition that
σ is orthogonal with respect to B.
The picture to keep in mind is the situation where B is essentially the Killing form, which is
known to be invariant under all automorphisms of g and hence σ is automatically orthogonal. It
follows that p := h⊥ (orthogonal complement with respect to B) is exactly the (−1)-eigenspace
of σ and that the commutator [p, p] ⊂ h.
Example 7.7. Let G be a real reductive Lie group with Cartan involution Θ such that the
fixed points of Θ form a maximal compact subgroup H of G. If g is the complexified Lie algebra
of G and θ is the complexified differential of Θ, then the complexified Lie algebra h of H is a
symmetric subalgebra of g.
In fact, one can show that every symmetric subalgebra is of this form for a suitably chosen
G.
Now with the assumptions as above the following is known to hold.
Proposition 7.8. Let g = h ⊕ p be a Cartan decomposition and let α : U(h) −→ Cliff(p) be
the map defined in the previous section. Then the image of the Casimir element ∆h ∈ U(h)
under α is the scalar ‖ρg‖2 − ‖ρh‖2.
7.3. Our infinite-dimensional case. Our plan in this section is to generalize the map α :
h −→ Cliff p given in (7.1) to our infinite-dimensional case at hand and realize the image as
operators acting on the infinite-dimensional spinor-module Scp.
Definition 7.9. For each N ∈ N and i, j ∈ Z with |i| , |j| ≤ N and ij > 0 (i.e. i and j have the
same sign) define a linear operator K
(N)
ij acting on S
c
p via the Clifford algebra representation of
Cliff(pC),
(7.3) K
(N)
ij :=
1
2
∑
k∈Z
|k|≤N
ik<0
γikγkj .
Remark 7.10. Notice that since i and j have the same sign, the requirement ik < 0 is equivalent
to kj < 0, and hence the Clifford algebra elements γik and γkj are indeed well-defined in the
sum (7.3).
Lemma 7.11. For each m, l ∈ Z with |m| , |l| ≤ N and ml < 0
(7.4) [K
(N)
ij , γml] = σjmγil − δilγmj =
[
adEij
](
γ(Eml)
)
.
Proof. Using the identity [AB,C] = A{B,C} − {A,C}B one obtains for ik, kj,ml < 0 that
[γikγkj , γml] = 2γikδklδjm − 2γkjδilδkm
so that
(7.5) [K
(N)
ij , γml] =
∑
|k|≤N
ik<0
[γikγkj , γml] = δjmγil − δilγmj .
The claim on the right hand side of (7.4) follows directly from the definition of the Lie algebra
action of hC on Cliff(pC),[
adEij
](
γ(Eml)
)
:= γ
([
adEij
]
(Eml)
)
= γ([Eij , Eml]) = γ(δjmEil − δilEmj)
= δjmγ(Eil)− δilγ(Emj).
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
Next we notice that the operators K
(N)
ij defined above satisfy the commutator relations of
those standard generators Eij ∈ hC∞, where ij > 0 and |i| , |j| ≤ N .
Lemma 7.12. For each N ∈ N and i, j,m, n ∈ Z with ij > 0 and mn > 0
(7.6) [K
(N)
ij ,K
(N)
mn ] = δjmK
(N)
in − δinK(N)mj .
Proof. Using the well-known formula relating commutators with anti-commutators
[AB,CD] = A{B,C}D − {A,C}BD + CA{B,D} − C{A,D}B
one first computes that for ij > 0 and mn > 0 and ik, kj,ml, ln < 0
[γikγkj , γmlγln] = γik{γkj , γml}γln − {γik, γml}γkjγln(7.7)
+ γmlγik{γkj , γln} − γml{γik, γln}γkj
= 2δklδjmγikγln − 2δilδkmγkjγln
+ 2δknδjlγmlγik − 2δklδinγmlγkj .
Hence
[K
(N)
ij ,K
(N)
mn ] = [
1
2
∑
|k|≤N
ki<0
γikγkj ,
1
2
∑
|l|≤N
lm<0
γmlγln] =
1
4
∑
|k|,|l|≤N
ki,lm<0
[γikγkj , γmlγln]
= δjmK
(N)
in − δinK(N)mj .(7.8)

Next we shall introduce an auxiliary set of Lie algebra generators that will prove out to be
useful in what follows.
Definition 7.13. For each i, j ∈ Z with ij > 0 and |i| , |j| ≤ N set
(7.9) H
(N)
ij :=
1
4
∑
k∈Z
ik<0
|k|≤N
[γik, γkj ].
Immediately one sees that since
[γik, γkj ] = 2γikγkj − {γik, γkj} = 2γikγkj − 2δij · I
we have
(7.10) [H
(N)
ij , γml] = [K
(N)
ij , γml] = δjmγil − δilγmj ,
where m, j ∈ Z with ij < 0.
Lemma 7.14. For each i, j,m, n ∈ Z with absolute value ≤ N and such that ij,mn > 0, we
have
(7.11) [H
(N)
ij , H
(N)
mn ] = δjmH
(N)
in − δinH(N)mj
Proof. Follows from the general commutator formula
[A,BC] = [A,B]C +B[A,C]
and equation (7.10). 
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We would like to let N →∞ in K(N)ij and obtain this way a representation of the Lie algebra
hC∞ ⊂ glres in Scp (notice that for hC the Schwinger term vanishes). Unfortunately, as usual, the
operators K
(N)
ij diverge in the limit. To circumvent this difficulty one has to introduce suitable
normal orderings for our operators by using the fact that γij |0〉S = 0 when i < 0, j > 0 which
in our situation is seen as equivalent to the condition i < j. That is we want to replace the
operatorsK
(N)
ij with operators K˜
(N)
ij satisfying the commutation relations (7.6) and annihilating
the vacuum, K˜
(N)
ij |0〉S = 0.
Using the anticommutation relations determining Cliff(pC) we can write for i ∈ Z with
|i| ≤ N
K
(N)
ii =
1
2
( ∑
k<i
ik<0
|k|≤N
γikγki +
∑
k>i
ik<0
|k|≤N
(2− γkiγik)
)
=
1
2
( ∑
k<i
ik<0
|k|≤N
γikγki −
∑
k>i
ik<0
|k|≤N
γkiγik
)
+
∑
k>i
ik<0
|k|≤N
1(7.12)
and similarly for i 6= j, ij > 0 with |i| , |j| ≤ N we have
K
(N)
ij =
1
2
( ∑
k<j
ik<0,jk<0
|k|≤N
γikγkj +
∑
k>j
ik<0,jk<0
|k|≤N
γikγkj
)
=
1
2
( ∑
k<j
ik<0,jk<0
|k|≤N
γikγkj −
∑
k>j
ik<0,jk<0
|k|≤N
γkjγik
)
.(7.13)
Notice that ∑
k>i
ik<0
|k|≤N
1 =
{
N if i < 0
0 if i > 0.
Thus if we define the normal ordering
(7.14) ◦◦ γikγkj ◦◦ :=

γikγkj if i 6= j
γikγki if i = j and k < i
−γkiγik = γikγki − 2 if i = j and k > i,
where ij > 0 and ik < 0, and set
(7.15) K˜
(N)
ij :=
1
2
∑
k∈Z
|k|≤N
ik<0
◦◦ γikγkj ◦◦ =
{
K
(N)
ij if i 6= j or i = j > 0
K
(N)
ij −N · 1 if i = j < 0.
then since the constant term −1 in (7.15) commutes with everything it follows that
[K˜
(N)
ij , K˜
(N)
mn ] = [K
(N)
ij ,K
(N)
mn ] = δjmK
(N)
in − δinK(N)jm
= δjmK˜
(N)
in − δinK˜(N)jm + c(K(N)ij ,K(N)mn ).(7.16)
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Lemma 7.15. For all ij,mn > 0, the term c(K
(N)
ij ,K
(N)
mn ) = 0, or equivalently
(7.17) [K˜
(N)
ij , K˜
(N)
mn ] = δjmK˜
(N)
in − δinK˜(N)jm .
Proof. Let χ≤0 : R −→ R be the characteristic function of the non-positive real numbers,
χ≤0 : R −→ R, χ≤0(x) =
{
1 if x ≤ 0
0 if x > 0.
Notice that if i, j ∈ Z with ij > 0 (i.e. i and j have the same sign) then
χ≤0(j)− χ≤0(i) = 0
Now write K˜
(N)
ij = K
(N)
ij − δijχ≤0(i)N · 1 so that
δjmK˜
(N)
in − δinK˜(N)kj = δjm(K(N)in − δinχ≤0(i)N)− δin(K(N)jm − δjmχ≤0(j)N)
= δjmK
(N)
in − δinK(N)jm + δinδjmN
(
χ≤0(j)− χ≤0(i)
)
= δjmK
(N)
in − δinK(N)jm .(7.18)

Lemma 7.16. For each m, l ∈ Z with |m| , |l| ≤ N and ml < 0
[K˜
(N)
ij , γml] = [K
(N)
ij , γml] = σjmγil − δilγmj =
[
adEij
](
γ(Eml)
)
,
[K˜
(N)
ii , γml] =

δil · sign(i) sign(m)γmi = −δilγmi if i > 0 and m < 0
δim · sign(i) sign(m)γil = δimγil if i > 0 and m > 0
δim · sign(i) sign(m)γil = δimγil if i < 0 and m < 0
δil · sign(i) sign(m)γmi = −δilγml if i < 0 and m > 0,
K˜
(N)
ij |0〉S = 0.
Proof. The first claim. Again, the constant terms in (7.12) commute with everything so that
the commutator rules for the normally ordered operators remain the same as the original ones.
The second claim. First note that since i and k have different signs we have that k < i ⇐⇒
k < 0, i > 0 and k > i ⇐⇒ k > 0, i < 0. Write
K˜
(N)
ii =
1
2
∑
|k|≤N
ik<0
◦◦ γikγki ◦◦ = 1
2
6=0⇐⇒ i>0︷ ︸︸ ︷∑
|k|≤N
ik<0,k<i
γikγki−1
2
6=0⇐⇒ i<0︷ ︸︸ ︷∑
|k|≤N
ik<0,k>i
γkiγik
and recall that
[γikγkj , γml] = 2γikδklδjm − 2γkjδilδkm.
This gives us
[K˜
(N)
ii , γml] =
1
2
∑
|k|≤N
ik<0, k<i
[γikγki, γml]− 1
2
∑
|k|≤N
ik<0, k>i
[γkiγik, γml]
=
∑
|k|≤N
ik<0, k<i
(γikδklδim − γkiδilδkm)−
∑
|k|≤N
ik<0, k>i
(γkiδilδkm − γikδklδim)
(7.19)
After this, the claim follows after a careful case-by-case analysis.
The third claim. This follows directly from the definitions. 
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Remark 7.17. Let m, l ∈ Z. Notice that if |m| , |l| ≤ N with ml < 0, and if we have any integer
M ≥ N , the statement of Lemma 7.16 still holds trivially if one replaces K˜(N)ij with K˜(M)ij , e.g.
[K˜
(M)
ij , γml] = [adEij ](γ(Eml)) for all M ≥ N etc. That is to say, with the chosen parameters,
the result holds starting from N . To make things clearer, we give the following definition.
Definition 7.18. For every N ∈ Z≥0 define the subspace Spol,(N) ⊂ Spol to consist of all finite
C-linear combinations of the vacuum vector |0〉S and the basis vectors
(7.20) s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol (mili < 0 for all i),
such that |mi| , |li| ≤ N for all i = 1, . . . k ≥ 0.
It is then clear that Spol,(M) ⊂ Spol,(N) if M ≤ N and that ⋃∞N=1 Spol,(N) = Spol, which is
dense in Scp. Thus, if one sets Fp = FpS
pol := Spol,(p) for p ∈ Z≥0, then
F• = {Fp}p≥0
yields an increasing filtration of the C-vector space Spol by C-vector subspaces. Note also that
by Corollary 6.4 and anti-commutation rules of the Clifford algebra we may assume the above
basis vectors s in (7.20) to be of the form
(7.21) s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol (mi > 0, li < 0 for all i),
Proposition 7.19. Fix M ∈ Z≥0 and consider all N ∈ Z≥0 such that N ≥ M . Then for all
pairs i, j ∈ Z with ij > 0, the action of the operators K˜(N)ij on the subspace Spol,(M) ⊂ Scp
coincides with the commutator action, i.e. K˜
(N)
ij |0〉S = 0 and if
s = γm1l1γm2l2 · · · γmklk |0〉S = γ(Em1l1)γ(Em2l2) · · · γ(Emklk)|0〉S ∈ Spol,(M)
is a basis vector for Spol,(M) then
K˜
(N)
ij · s = [K˜(N)ij , s] :=
k∑
h=1
γm1l1 · · · [K˜(N)ij , γmhlh ] · · · γmklk |0〉S.
Proof. By induction on the ’length’ k. Let first k = 1 so that s = γml|0〉S, where ml < 0. By
Lemma 7.16 and Remark 7.17 we may write
K˜
(N)
ij · s = K˜(N)ij · γml|0〉S = [K˜(N)ij , γml]|0〉S.
We make the induction hypothesis that the claim holds for k = n, i.e. that for
s = γm1l1γm2l2 · · · γmnln |0〉S
K˜
(N)
ij · s =
k∑
h=1
γm1l1 · · · [K˜ij , γmhlh ] · · · γmnln |0〉S.
Now let
s′ = γmlγm1l1γm2l2 · · · γmnln |0〉S = γml · s
and write
K˜ijs
′ = K˜ijγmls = [K˜ij , γml]s+ γmlK˜ijs
and use the induction hypothesis to the term γmlK˜ijs. 
Definition 7.20. For each N ∈ Z>0 let hC(N) ⊂ hC∞ be the Lie subalgebra/C spanned by all
the elements Eij ∈ hC (ij > 0) with |i| , |j| ≤ N , so that hC(N) ∼= gln(C)× gln(C).
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Corollary 7.21. Fix M ∈ Z≥0 and consider all integers N ∈ Z>0 such that N ≥M . For each
such N the map Eij 7→ K˜(N)ij , when extended C-linearly, yields a Lie algebra representation
π(N) : h
C
(N) −→ End(Spol),
where Spol = Fpol(pC,W ). When acting on the elements of the subspace Spol,(M), the action
given by π(N) coincides with the action given by the isotropy / representation ad, when ad is
extended to act on the infinite-dimensional wedge product Spol.
Proof. The commutation relation (7.17) guarantees that π(N) is indeed a Lie algebra repre-
sentation of hC(N). According to Lemma 7.16, for proper values of m, l, one has [K˜
(N)
ij , γml] =
[adEij ](γ(Eml)) so that by Proposition 7.19 it holds that for every element
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol,(M)
the action of K˜
(N)
ij is given by
(7.22) K˜
(N)
ij · s =
k∑
h=1
γm1l1 · · ·
(
[adEij ](γmhlh)
)
· · · γmklk |0〉S (for all N ≥M).

Definition 7.22. Let
K˜ij :=
1
2
∑
k∈Z
ik<0
◦◦ γikγkj ◦◦ .
Corollary 7.23. For each i, j ∈ Z with ij > 0 the normal ordered infinite sum K˜ij defines a
well-defined unbounded operator K˜ij : Scp −→ Scp with dense domain D(K˜ij) = Spol ⊂ Scp. The
image of the common domain Spol for all K˜ij maps into itself, K˜ij(Spol) ⊂ Spol. Moreover,
the map Eij 7→ K˜ij, when extended C-linearly, realizes the isotropy representation ad of the
Lie algebra hC∞ ⊂ ĝlres(H,H+) on Spol = Fpol(pC,W ) as an infinite sum of quadratic terms of
CAR algebra generators.
Proof. It is easy to see, that the computations made in the proof of Lemma 7.16 are still valid
when N = ∞ in which case we have no restrictions on the absolute values of the indices m, l
appearing in the Clifford algebra generators γml (ml < 0). It follows from this that also the
result of Proposition 7.19 holds when we replace K˜
(N)
ij with K˜ij and S
pol,(M) with Spol, i.e. the
action of K˜ij on Spol coincides with adEij , where ad denotes the isotropy representation of hC∞
on Spol, which is of course well-defined unbounded operator and maps the dense domain Spol
into itself. 
Proposition 7.24. For all i, j ∈ Z with ij > 0, the strong limit
s−lim
N→∞
K˜
(N)
ij = K˜ij ,
where we consider each of the operators K˜
(N)
ij , K˜ij as an unbounded operator S
c
p −→ Scp with
dense domain Spol. Moreover, the above limit is uniform in the pair (i, j) ∈ Z× Z in the sense
that, if s ∈ Spol there exists an integer M =M(s) ∈ Z≥0 such that
K˜
(N)
ij (s) = K˜ij(s) for all i, j ∈ Z, ij > 0,
whenever N ≥M .
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Proof. Let s ∈ Spol = D(K˜(N)ij ) = D(K˜ij) be arbitrary. Then obviously there exists an integer
M ∈ Z≥0 such that s ∈ Spol,(M) ⊂ Spol. Using Corollary 7.21 and Corollary 7.23 we obtain
that
K˜
(N)
ij · s = [adEij ](s) = K˜ij · s for all N ≥M,
so that in particular
lim
N→∞
∥∥∥K˜(N)ij · s− K˜ij · s∥∥∥ = 0,
from which the claim follows. 
8. The Dirac operator
8.1. The space of “L2-spinors” on Grres. Recall that in the case of a compact Lie group G
the Hilbert space of square integrable spinors on a homogeneous space G/H satisfies
L2(G/H, S) ∼= L2(G×H Sp) ∼=
⊕̂
λ
Vλ ⊗ (V ∗λ ⊗ Sp)H ,
where the Hilbert space direct sum is taken over all irreducible representations Vλ of G. More-
over the Dirac ∂/ operator on G/H kept fixed all individual summands in this decomposition
and acted trivially on each Vλ on the left hand side of the tensor product Vλ ⊗ (V ∗λ ⊗ Sp).
The Lie subgroup H ⊂ G acts on each V ∗λ by restricting the action of G on V ∗λ and on the
spinor module Sp via the composition of the lift of the isotropy representation A˜d : H −→
Spin(p) and the spin representation Spin(p) −→ End(Sp). Hence H acts on each V ∗λ ⊗ Sp via
tensor product of the above representations. Then the subspace (V ∗λ ⊗ Sp)H ⊂ V ∗λ ⊗ Sp of
H-invariant vectors in V ∗λ ⊗ Sp consist of all vectors in V ∗λ ⊗ Sp staying invariant under the
above action of H . Concretely, if we denote by πλ∗ : G −→ Aut(V ∗λ ) and A˜d : H −→ Aut(Sp)
the above representations, then
(V ∗λ ⊗ Sp)H =
{∑
vi ⊗ sj ∈ V ∗λ ⊗ Sp |
∑
πλ∗(h)vi ⊗ A˜d (h)sj =
∑
vi ⊗ sj
for all h ∈ H}.(8.1)
Differentiating the above representations we obtain the corresponding Lie algebra represen-
tations rλ∗ : g −→ End(V ∗λ ) and a˜d : h −→ End(Sp) and we may consider the subspace
(V ∗λ ⊗ Sp)h ⊂ V ∗λ ⊗ Sp of h-invariant (or h-equivariant) vectors in V ∗λ ⊗ Sp consisting of all ele-
ments in V ∗λ ⊗Sp that are annihilated by the (diagonal) tensor product representation rλ∗ ⊗ a˜d
of h, i.e.
(V ∗λ ⊗ Sp)h =
{∑
vi ⊗ sj ∈ V ∗λ ⊗ Sp |
∑
rλ∗(h)vi ⊗ sj +
∑
vi ⊗ a˜d (h)sj = 0
for all h ∈ h}
=
{∑
vi ⊗ sj ∈ V ∗λ ⊗ Sp |
∑
rλ∗(h)vi ⊗ sj = −
∑
vi ⊗ a˜d (h)sj
for all h ∈ h}
=
{
w ∈ V ∗λ ⊗ Sp
∣∣∣ [rλ∗(h)⊗ 1](w) = [− 1⊗ a˜d (h)](w) for all
h ∈ h
}
.(8.2)
Thus, if E1, . . . , Em is a basis for h, we may write the h-invariant sector as
(V ∗λ ⊗ Sp)h =
{
w ∈ V ∗λ ⊗ Sp
∣∣∣ [rλ∗(Ei)⊗ 1](w) = [− 1⊗ a˜d (Ei)](w) for all
i = 1, . . . ,m
}
.(8.3)
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Now we want to consider a proper analog of the above definition for the infinite-dimensional
restricted Grassmannian manifold M = Grres(H,H+) ∼= G/H , where we have G = Ures(H,H+)
and H = U(H+)×U(H−). Now instead of considering all the possible irreducible (projective)
representations of Ures we decide to work with a kind of “minimal” Hilbert space in which we
only consider one irreducible representation of Ûres, namely the basic representation of Ûres on
the fermionic Fock space F := F(H,H+). Differentiating we obtain the basic representation rˆ
of ûres on F which we complexify to a representation of ĝlres on F .
We will also want to consider the complexifed Clifford algebra Cliff(pC) = Cliff(W ⊕W )
presented in section §6.2.2. Recall that Cliff(pC) had an action on the space Scp = F(pC,W ) ∼=
F+(pC)⊗F−(pC) which we consider as the complexified spinor module for Cliff(pC).
In section §5.15 we noticed that the spin lift a˜d of the isotropy representation was trivial
with the central element acting by zero. Hence the complexification hC acts nonprojectively on
Scp via a˜d and for this reason we will denote ad and its spin lift a˜d by the same symbol from
now on. Now let’s see what this means concretely. Recall that if V is a (finite-dimensional)
representation of a Lie algebra g of a Lie subgroup of GL(n,C) then g acts on
∧k V by
X
∑
vi1 ∧ · · · ∧ vik =
∑
(Xvi1) ∧ · · · ∧ vik + · · ·+
∑
vi1 ∧ · · · ∧ (Xvik).
Now since the complexified spinor module Scp = F(pC,W ) is by definition an infinite direct sum
of wedge products of Hilbert spaces and since [hC, pC] ⊂ pC we have the following situation: If
s = γm1l1γm2l2 · · · γmklk |0〉S = γ(Em1l1)γ(Em2l2) · · · γ(Emklk)|0〉S,
where each mj lj > 0 (j = 1, . . . k), is a basis vector for Scp = F(pC,W ) then for the basis
elements Epq ∈ hC∞ (p, q ∈ Z, pq > 0)
(8.4) ad(Epq)(s) =
k∑
i=1
γ(Em1l1) · · · γ([Epq, Emili ]) · · · γ(Emklk)|0〉S.
We are ready to consider the tensor product representation
(8.5) ̺ : hC∞ −→ End(F ⊗ Scp), ̺ = rˆ ⊗ 1 + 1⊗ ad,
where rˆ denotes the restriction of the basic representation of ĝlres on F to the Lie subalgebra
hC∞ ⊂ ĝlres. Hence, by linearity, the space of hC∞-invariants is given by
(F ⊗ Scp)h
C
∞,̺ =
{
w ∈ F ⊗ Scp
∣∣∣ [rˆ(Epq)⊗ 1](w) = [− 1⊗ ad(Epq)](w) for all
p, q ∈ Z such that pq > 0
}
=
{
w ∈ F ⊗ Scp
∣∣∣ [rˆ(Epq)⊗ 1](w) = [− 1⊗ K˜pq](w) for all
p, q ∈ Z such that pq > 0
}
.(8.6)
From now on, in order to save notation we set, by abuse of notation,
(8.7) (F ⊗ Scp)h := (F ⊗ Scp)h
C
∞,̺.
Motivated by these facts we give the following definition.
Definition 8.1 (Hilbert space of spinors). Consider the restricted Grassmannian manifold
M = Grres(H,H+) ∼= G/H , where we have G = Ures(H,H+) and H = U(H+)× U(H−). Set
(8.8) L2(Grres(H,H+), SC) :=
(
F0(H,H+)⊗ Scp
)hC∞,̺
.
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Remark 8.2. Of course we need to know that the space (F0 ⊗ Scp)h is nonempty! This follows
from the fact that for p, q ∈ Z with pq > 0 we have rˆ(Epq)|0〉F = 0 = K˜pq|0〉S so that at least
the vacuum vector |0〉 = |0〉F ⊗ |0〉S belongs to (F0 ⊗ Scp)h.
Remark 8.3. In order us to be able to prove the finite-dimensionality of the kernel ker ∂/ we shall
need to consider the smaller Hilbert space (F0 ⊗ Scp)h instead of the larger space (F ⊗ Scp)h.
However, if some properties, e.g. being well-defined, can be proved also over the bigger space
F ⊗ Scp or (F ⊗ Scp)h we will do so in this generality.
8.2. The diagonal Casimir operator. Recall that we had the diagonal representation ̺ :
hC∞ :−→ End(F ⊗ Scp) with
(8.9) Eij 7→ Eij,̺ := rˆ(Eij)⊗ 1 + 1⊗ ad(Eij) for all ij > 0,
where rˆ denotes the restriction of the basic representation of ĝlres on F to its Lie subalgebra
hC∞. Let
E
(N)
ij,̺ := rˆ(Eij)⊗ 1 + 1⊗ K˜(N)ij for all ij > 0,
so that in the ‘limit’ N →∞ the operator E(N)ij,̺ N→∞→ Eij,̺.
We define the N th cut-off diagonal Casimir operator of hC∞ to be
∆(N)̺ :=
∑
i,j∈Z
ij>0
|i|,|j|≤N
E
(N)
ij,̺E
(N)
ji,̺
=
∑
i,j∈Z
ij>0
|i|,|j|≤N
(
rˆ(Eij)⊗ 1 + 1⊗ K˜(N)ij
)(
rˆ(Eji)⊗ 1 + 1⊗ K˜(N)ji
)
=
∑
i,j∈Z
ij>0
|i|,|j|≤N
rˆ(Eij)rˆ(Eji)⊗ 1 + 2
∑
i,j∈Z
ij>0
|i|,|j|≤N
rˆ(Eij)⊗ K˜(N)ji
+
∑
i,j∈Z
ij>0
|i|,|j|≤N
1⊗ K˜(N)ij K˜(N)ji(8.10)
so that ∆
(N)
̺ ∈ End(F ⊗ Scp).
8.3. Working the intuition. Since the restricted Grassmannian manifold is a homogeneous
space, in giving a reasonable definition for a Dirac operator in our infinite-dimensional set-
ting, at first step we would like to mimic the expression of the (true) Dirac operator (2.4) on
homogeneous spaces G/H where G is a compact Lie group,
∂/ =
dim p∑
i=1
r(Xi)⊗X∗i + 1⊗
1
2
X∗i · a˜d pXi ∈ U(g)⊗ Cliff(p),
where {Xi} is a basis of p ∼= g/h and {X∗i } its dual basis. Here r restricts from g to a
representation of p ⊂ g. Unfortunately, as we noted the square of the above expression turned
out to be quite a mess and one would expect that the analogous situation would be even harder
to control in infinite dimensions.
However, the restricted Grassmannian manifoldGrres ∼= G/H , where we haveG = Ures(H,H+)
and H = U(H+)× U(H−), is not just a (Banach) homogeneous space, but has more structure
being an infinite-dimensional symmetric space:
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Theorem 8.4 (Spera, Wurzbacher, [SpeWu]). The restricted Grassmannian manifold is a
Hermitean symmetric space. In particular
[h, p] ⊂ p, [p, p] ⊂ h.
Grres is geodesically complete and its Riemann curvature tensor is completely fixed by its value
in the point H+. Furthermore the trace corresponding to Ricci curvature of Grres is “linearly
divergent”.
Thus according to §3 a better analogue would be the operator
(8.11) ∂/ =
dimp∑
i=1
r(Xi)⊗X∗i ,
for which the Dirac operator on a homogeneous space reduces when the homogeneous space
happens to be symmetric. Notice that in this kind of special case this coincides with the
Kostant’s cubic Dirac operator [Ko] for a pair (g, h) (g compact semisimple, h reductive maximal
rank subalgebra of g), namely if we are in a situation g = h ⊕ p with h and p complementary
and [p, p] ⊂ h, the cubic term in Kostant’s Dirac operator vanishes indetically.
In general, both operators, the Dirac operator on a compact Riemannian symmetric space
and Kostant’s (algebraic) cubic Dirac operator have the special property that their squares can
be expressed in terms of various Casimir operators for g and h. This has the impact that the
squares of these Dirac operators can be analyzed completely in terms of representation theory.
Keeping this in mind equation (8.11) would then seem like a good candidate expression to be
extended to our infinite dimensional case (essentially by letting dim p → ∞ in this expression
and showing that this makes sense as an infinite sum of operators). One would then expect
that defined this way, the square of the Dirac operator could be written as a sum of various
normal ordered Casimir operators for gˆ and h plus possibly some extra (normal ordered) terms
originating from the central extension. The Casimir operators would then be analyzed in terms
of (the highest weight) representation theory of gˆ and h and hopefully the extra terms originating
from the central extension would be simple enough to be analyzed straightforwardly by hand.
The final ingredient to add is to do everyting in a complexified setting. In particular, we
replace our Lie algebras gˆ = ûres and h with their complexifications gˆC = ĝlres and h
C. Since
Gr(H,H+) is an infinite-dimensional Kähler manifold, we next recall from [LaMich] that for
a 2n-dimensional Kähler manifold (X, J, 〈·, ·〉) with canonical Riemannian connection ∇, the
Dirac operator
D : Γ(Cℓ(X)) −→ Γ(Cℓ(X))
associated to the complexified Clifford bundle Cℓ(X) := Cℓ(TX)⊗ C has a decomposition
(8.12) D = D + D
such that D and D are first order differential operators which are formal adjoints of one another
(D∗ = D). These operators are defined by
(8.13) Dφ =
∑
j
c(εj)∇εjφ, Dφ =
∑
j
c(εj)∇εjφ,
where
(8.14) εj =
1
2
(ej − i Jej) and εj = 1
2
(ej + iJej)
for any local orthonormal frame field of the form e1, Je1, . . . , en, Jen.
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8.4. The Definition. We first introduce our Dirac operator as a formal sum of operators and
then prove that it actually defines an unbounded operator with a dense domain.
Definition 8.5 (Dirac operator). As a formal element of End(F ⊗ Scp), the Dirac operator ∂/
on the restricted Grassmannian manifold Grres is defined as
∂/ :=
∑
k>0,
l>0
rˆ(Xl,−k)⊗ γ(X−k, l) +
∑
p>0,
q>0
rˆ(X−p, q)⊗ γ(Xq,−p)(8.15)
=
1
2
∑
i,j∈Z
ij<0
Eij ⊗ γji,
where we have used the shorthand notation Eij = rˆ(Eij), γji = γ(Eji). We shall also denote
by Ψji = Ψ(Eji) the images of γji inside the CAR algebra A(p
C,W ).
Here the the first sum in the rˆ(·) component is over the basis of W ∼= p and the second one
is a sum over the basis of the complex conjugate W ∼= p.
Proposition 8.6. For the basic representation rˆ of ĝlres(H,H+) on the fermionic Fock space
F = F(H,H+), the formal Dirac operator ∂/ defines a well-defined unbounded symmetric linear
operator ∂/ : F⊗Scp −→ F⊗Scp between two Hilbert spaces with dense domain D(∂/) = Fpol⊗Spol
whose image under ∂/ is again in D(∂/).
Proof. Written in terms of the field operators the Dirac operator ∂/ becomes
∂/ =
1
2
∑
k>0
l>0
A∗lB
∗
−k ⊗Ψ−k,l +
1
2
∑
p>0
q>0
B−pAq ⊗Ψ∗q,−p
=
1
2
∑
k>0
l>0
A∗lB
∗
−k ⊗ a(E−k,l) +
1
2
∑
p>0
q>0
B−pAq ⊗ b∗(Eq,−p).(8.16)
Notice first that each of the operators B−p, Aq and a(E−k,l) are annihilation operators as-
sociated to an orthogonal basis vector of H−,H+ and pC, respectively.
Fix ψ ∈ Fpol. Then according to Corollary 4.6 there exists only finitely many indices q ∈ Z
such that ψ(q) := Aq · ψ 6= 0. Notice that in any case ψ(q) ∈ Fpol for all l ∈ Z. For simplicity
we may assume that ψ(q) is a monomial. Now for each ψ(q) 6= 0 there exists again only finitely
many indices p for which B−p ·ψ(q) 6= 0. Hence there are only finitely many pairs (p, q) ∈ Z×Z
for which (B−pAq) ·ψ 6= 0 and we conclude that the sum
∑
p,q B−pAq ⊗ b∗(Eq,−p) on the right
hand side of (8.16) is a well-defined operator on Fpol ⊗ Spol.
On the other hand, again according to the Corollary 4.6, for a fixed s ∈ Spol there exists
only finitely many pairs of indices (k, l) ∈ Z × Z for which a(E−k,l) · s 6= 0 showing that the
sum
∑
k,l A
∗
lB
∗
−k ⊗ a(E−k,l) on the left hand side of equation (8.16) is a well-defined operator
on Fpol ⊗ Spol.
The statement concerning the denseness property is evident since by its very definition a
Fock space is a completion of its purely algebraic counterpart.
The symmetricity part follows from the explicit description (8.16) and the adjoint properties
of the various field operators, e.g. the operator Ψ∗−k,l is an adjoint operator of Ψ−k,l etc. 
Corollary 8.7. The square ∂/2 = ∂/ ◦ ∂/ : F ⊗ Scp −→ F ⊗ Scp is well-defined as an unbounded
linear operator with dense domain D(∂/2) = D(∂/) = Fpol ⊗ Spol.
Corollary 8.8. The kernel of the Dirac operator satisfies C|0〉 ⊂ ker(∂/), where |0〉 = |0〉F⊗|0〉S.
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Proof. It follows directly from Proposition 6.5 that |0〉 = |0〉F ⊗ |0〉S ∈ ker(∂/). Since for a
well-defined operator, the kernel is always a subspace the claim follows. 
Lemma 8.9. The Dirac operator ∂/ on Grres ∼= Ures/(U(H+)×U(H−)) = G/H commutes with
the right action
(8.17) ̺(Z) := rˆ(Z)⊗ 1 + 1⊗ a˜dZ = rˆ(Z)⊗ 1 + 1⊗ adZ ∈ End(F ⊗ Scp)
for all Z ∈ hC∞.
Proof. By linearity, we may assume that Z = Ekl with kl > 0, a basis vector of h
C
∞. We want
to show that [̺(Z), ∂/]ϕ = [̺(Ekl),
∑
i,j∈Z
ij<0
Eij ⊗ γji]ϕ = 0 for all ϕ ∈ D(∂/). Using Corollary 7.23
and the fact that the representation of ĝlres on the fermionic Fock space F was given in terms
of CAR algebra generators, one sees that ̺(Z) ∈ End(Fpol⊗ Spol) = End(D(∂/)) for all Z ∈ hC∞
so that it makes sense to take the commutator and the image satisfies
[̺(Z), ∂/]ϕ = ̺(Z)(∂/ϕ)− ∂/(̺(Z)ϕ) ∈ D(∂/).
Moreover, according to the proof of Proposition 8.6, for each element ϕ ∈ D(∂/) the sum
(
∑
ij<0 Eij ⊗ γji)ϕ is actually finite:
(
∑
i,j∈Z
ij<0
Eij ⊗ γji)ϕ = (
∑
i,j∈Z
ij<0,|i|,|j|≤N
Eij ⊗ γji)ϕ
for some N ∈ N depending on ϕ. This implies that pointwise we are free to change the
summation order any way we want. This allows us to prove the claim by the following formal
computation:
[̺(Z),
∑
i,j∈Z
ij<0
Eij ⊗ γji] =
∑
i,j∈Z
ij<0
[Z,Eij ]⊗ γji + Eij ⊗ [a˜dZ, γji]
Corol. 7.23
=
∑
i,j∈Z
ij<0
[Ekl, Eij ]⊗ γji + Eij ⊗ [K˜kl, γji]
Lemma 7.16
=
∑
i,j∈Z
ij<0
[Ekl, Eij ]⊗ γ(Eji) + Eij ⊗ γ
(
[adEkl](Eji)
)
=
∑
i,j∈Z
ij<0
[Ekl, Eij ]⊗ γ(Eji) + Eij ⊗ γ
(
[Ekl, Eji]
)
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This simplifies to ∑
i,j∈Z
ij<0
[Ekl, Eij ]⊗ γ(Eji) +
∑
i,j∈Z
ij<0
Eij ⊗ γ
(
[Ekl, Eji]
)
=
∑
i,j∈Z
ij<0
(
δilEkj − δjkEil
)
⊗ γ(Eji) +
∑
i,j∈Z
ij<0
Eij ⊗ γ
(
δjlEki − δikEjl
)
=
∑
i,j∈Z
ij<0
δilEkj ⊗ γ(Eji)−
∑
i,j∈Z
ij<0
δjkEil ⊗ γ(Eji)
+
∑
i,j∈Z
ij<0
Eij ⊗ δjlγ(Eki)−
∑
i,j∈Z
ij<0
Eij ⊗ δikγ(Ejl).
Now write the first infinite sum appearing above as
(8.18) S1 :=
∑
i,j∈Z
ij<0
δilEkj ⊗ γ(Eji) =
∑
i>0
j<0
δilEkj ⊗ γ(Eji) +
∑
i<0
j>0
δilEkj ⊗ γ(Eji)
and the fourth sum term the same way:
(8.19) S4 :=
∑
i,j∈Z
ij<0
Eij ⊗ δikγ(Ejl) =
∑
i>0
j<0
δikEij ⊗ γ(Ejl) +
∑
i<0
j>0
δikEij ⊗ γ(Ejl).
Notice that trivially δab = 0 if a ∈ Z and b ∈ Z have different signs and that a necessary
condition to allow δab the possibility to be equal to 1 is that a and b must have the same sign.
Recalling that k and l have the same sign it follows from (8.18) and (8.19) that S1 − S4 = 0:
For example if k, l > 0
S1 − S4 =
∑
j<0
Ekj ⊗ γ(Ejl)−
∑
j<0
Ekj ⊗ γ(Ejl) = 0.
Similarly one sees that
S3 − S2 =
∑
i,j∈Z
ij<0
Eij ⊗ δjlγ(Eki)−
∑
i,j∈Z
ij<0
δjkEil ⊗ γ(Eji) = 0
so that
[̺(Z),
∑
i,j∈Z
ij<0
Eij ⊗ γji] = S1 − S4 + S3 − S2 = 0
from which the claim follows. 
Corollary 8.10. For the basic representation rˆ : ĝlres −→ End(F) the Dirac operator descends
to
(8.20) ∂/ :
(
F ⊗ Scp
)h
−→
(
F ⊗ Scp
)h
where it is a well-defined unbounded symmetric linear operator with dense domain D(∂/) =
(Fpol ⊗ Spol)h.
Proof. This follows from Lemma 8.9 and Proposition 8.6. 
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Just as it holds in the finite-dimensional case, we would like to show that ∂/ is besides a
symmetric operator, it also has a finite-dimensional kernel. To deal with this question, it turns
out to be a good idea to study the square ∂/2 of the Dirac operator instead of trying to look
directly at ∂/ which is much harder.
8.5. The square ∂/2.
8.5.1. Introducing cut-offs. Since clearly ker∂/ ⊂ ker ∂/2 , in order to show that dimker ∂/ < ∞
it is sufficient to show that dim ker∂/2 <∞. Our strategy to approach the kernel of the square
∂/2 will be to give a concrete diagonalization for ∂/2 from which we can easily deduce explicitly
what the kernel ker ∂/2 is.
The diagonalization is made possible by introducing and analyzing a cut-off operator ∂/2(N) for
each N ∈ N, and then showing that the limit of these cut-offs as N → ∞, in the strong sense,
is the original square ∂/2. The cut-off is a finite sum of operators, allowing us a better control in
handling the various diverging polynomial terms in the variable N appearing in the algebraic
expression for ∂/2(N), that ultimately are ought to annihilate each other, since we already know
from the previous section that ∂/2 is a well-defined operator.
We use the shorthand notation
∂/ =
∑
i,j∈Z
ij<0
rˆ(Xij)⊗ γ(Xji) = 1
2
∑
ij<0
rˆ(Eij)⊗ γ(Eji) = 1
2
∑
ij<0
Eij ⊗ γji
in the calculations that will follow.
Definition 8.11. For each N ∈ N, introduce the cut-off ∂/(N) : F ⊗ Scp −→ F ⊗ Scp,
∂/(N) :=
1
2
∑
ij<0
|i|,|j|≤N
Eij ⊗ γji, D(∂/(N)) = (Fpol ⊗ Spol)h
which is a finite sum of operators.
The following Proposition tells us in which sense ∂/(N) is an approximation of ∂/.
Proposition 8.12. The strong limit s- limN→∞ ∂/(N) = ∂/, i.e.
lim
N→∞
∥∥∂/(N)ϕ− ∂/ϕ∥∥F⊗Scp = 0
for all ϕ ∈ D(∂/) = ⋂N∈ND(∂/(N)). Here the norm ‖·‖ is induced by the Hilbert space inner
product on the tensor product Hilbert space F ⊗ Scp.
Proof. Let ϕ ∈ ⋂N D(∂/(N)) = Fpol ⊗ Spol be arbitrary. Then according to the proof of Propo-
sition 8.6 there exists Nϕ ∈ N such that
∂/(N)ϕ = ∂/ϕ
for all N ≥ Nϕ, from which the claim follows. 
8.5.2. Invariant sectors. Looking at the proof of Lemma 8.9 one sees that ∂/(N) descends to an
operator
∂/(N) : (F ⊗ Scp)h,N −→ (F ⊗ Scp)h,N ,
where
(F ⊗ Scp)h,N :=
{
w ∈ F ⊗ Scp
∣∣∣ [rˆ(Epq)⊗ 1](w) = [− 1⊗ K˜(N)pq ](w) for all
p, q ∈ Z such that pq > 0 and |p| , |q| ≤ N
}
.(8.21)
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For each N ∈ N the operator ∂/(N) has a dense domain (Fpol ⊗ Spol)h,N which is defined in the
same manner as its previous analogues.
It is then clear that the square ∂/2(N) is an operator
∂/2(N) : (F ⊗ Scp)h,N −→ (F ⊗ Scp)h,N .
Proposition 8.13. Consider the Dirac operator ∂/ as an unbounded operator, ∂/ : (F⊗Scp)h −→
(F ⊗ Scp)h. Then for each ϕ ∈ D(∂/) there exists Nϕ ∈ N such that for all N ≥ Nϕ
(1) ϕ ∈ D(∂/(N));
(2) ∂/(N)ϕ = ∂/ϕ;
(3) The image ∂/(N)ϕ ∈ D(∂/) ∩ D(∂/(N)), so that the compositions ∂/2ϕ and ∂/2(N)ϕ are both
defined and their values coincide.
Proof. (1) Let ϕ ∈ D(∂/) = (F ⊗ Scp)h, so that by definition ϕ satisfies
(8.22)
[
rˆ(Epq)⊗ 1
]
(w) =
[
− 1⊗ K˜pq
]
(w)
for all p, q ∈ Z with pq > 0. Next recall that according to Proposition 7.24 for all
p, q ∈ Z with pq > 0
s−lim
N→∞
K˜(N)pq = K˜pq,
uniformly in the pair (p, q) ∈ Z× Z. Thus there exists an integer Nϕ ∈ Z≥0 such that
[1⊗ K˜(N)pq ]w = [1 ⊗ K˜pq]w for all p, q ∈ Z, pq > 0
whenever N ≥ Nϕ. It follows then from equation (8.22) that[
rˆ(Epq)⊗ 1
]
(w) =
[
− 1⊗ K˜(N)pq
]
(w) for all p, q ∈ Z, pq > 0
whenever N ≥ Nϕ. In particular ϕ ∈ D(∂/(N)) for all N ≥ Nϕ.
(2) This follows directly from Proposition 8.12.
(3) Clear from the part (2) above since the images im(∂/) ⊂ D(∂/) and im(∂/(N)) ⊂ D(∂/(N)).

8.5.3. A rough computation. We start by giving a very brutal looking expression for the square
of the cut-off Dirac operator ∂/(N) and then proceed to analyze and normal order the various
terms in it step by step in order to end up having as simple expression as possible for the square,
i.e. an operator which we can actually understand.
Proposition 8.14. The square of the N th cut-off Dirac operator ∂/(N) : F ⊗ Scp −→ F ⊗ Scp is
given explicitly by
∂/ 2(N) =
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj
)
⊗ [γji, γnm]
+
1
8
∑
ij<0
|i|,|j|≤N
1⊗ sign(i)γijγji + 1
4
∑
ij<0
|i|,|j|≤N
EijEji ⊗ 1
Proof. First note that in general one may write the product ST of two operators in terms of a
commutator and an anti-commutator as
(8.23) ST =
1
2
([S, T ] + {S, T }) .
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Applied to the cut-off square ∂/2(N) this gives
∂/2(N) =
1
4
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
EijEmn ⊗ γjiγnm
=
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
[Eij , Emn]⊗ [γji, γnm]
+
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
{Eij , Emn} ⊗ {γji, γnm}
=
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj + s(Eij , Emn)
)
⊗ [γji, γnm]
+
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
{Eij , Emn} ⊗ 2δjmδin
Next recall that
s(Eij , Eji) = −s(Eji, Eij) = 1, if i < 0, j > 0,
s(Eij , Emn) = 0 in all other cases.(8.24)
so that
∂/2(N) =
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj − sign(i)δinδjm · 1
)
⊗ [γji, γnm]
+
1
8
∑
ij<0
|i|,|j|≤N
{Eij , Eji} ⊗ 1
=
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj
)
⊗ [γji, γnm]
− 1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
1⊗ sign(i)δinδjm · [γji, γnm] + 1
4
∑
ij<0
|i|,|j|≤N
EijEji ⊗ 1
=
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj
)
⊗ [γji, γnm]
− 1
16
∑
ij<0
|i|,|j|≤N
1⊗ sign(i) · [γji, γij ] + 1
4
∑
ij<0
|i|,|j|≤N
EijEji ⊗ 1

Lemma 8.15. As an operator F ⊗ Scp −→ F ⊗ Scp
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(
δjmEin − δniEmj
)
⊗ [γji, γnm] = −1
8
∑
ij, in<0
(jn>0)
Enj ⊗ [γji, γin].
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Proof. During the proof we shall always assume that all the indices satisfy |i| , |j| , |m|, |n| ≤ N
and in order to simplify notation we shall drop this condition off from the sum terms. Now let
S :=
1
16
∑
ij,mn<0
|i|,|j|,|m|,|n|≤N
(δjmEin − δinEmj)⊗ [γji, γnm]
=
1
16
∑
ij<0
jn<0
Ein ⊗ [γji, γnj ]− 1
16
∑
ij<0
im<0
Emj ⊗ [γji, γim]
= − 1
16
∑
ij<0
jn<0
Ein ⊗ [γnj , γji]− 1
16
∑
ij<0
in<0
Enj ⊗ [γji, γin].(8.25)
Notice that the conditions ji < 0, jn < 0 imply that in > 0 and similarly one sees that
necessarily mj > 0 so that Ein, Emj ∈ hC.
Now the first and second term in (8.25) look very similar and they are indeed equal. This
can be seen by permuting indices: In the sum above − 116
∑
ij<0
jn<0
Ein⊗ [γnj , γji], first switch the
indices i↔ j and after that switch the indices n↔ j, from which the claim follows. 
8.5.4. Link between ∂/2(N) and various Casimir operators. Next introduce the naive N
th cut-off
Casimir operator of ĝlres,
∆
(N)
g :=
∑
i,j∈Z
i,j 6=0
|i|,|j|≤N
EijEji
and the naive diagonal Casimir operator of hC∞ by
(8.26) ∆
(N)
h,diag =
∑
ij>0
|i|,|j|≤N
EijEji ⊗ 1 + 2
∑
ij>0
|i|,|j|≤N
Eij ⊗H(N)ji +
∑
ij>0
|i|,|j|≤N
1⊗H(N)ij H(N)ji .
Then the following holds
Proposition 8.16. The square ∂/2(N) : F ⊗ Scp −→ F ⊗ Scp of the N th cut-off Dirac operator is
given by
4∂/2(N) =
(
∆
(N)
g ⊗ 1−∆(N)h,diag +
∑
ij>0
|i|,|j|≤N
1⊗H(N)ij H(N)ji
)
+ 1⊗
∑
|i|≤N
i6=0
sign(i)H
(N)
ii .
Proof. To simplify notations we shall assume during the proof that the indices i, j,m, n ∈ Z
appearing in various sums always satisfy |i| , |j| , |m| , |n| ≤ N .
By Lemma 8.15 we may write
4∂/2(N) = −
1
2
∑
ij,in<0
(jn>0)
Enj ⊗ [γji, γin] +
∑
ij<0
EijEji − 1
4
∑
ij,mn<0
1⊗ sign(i)[γji, γij ].
Now write
− 1
2
∑
ij,in<0
(jn>0)
Enj ⊗ [γji, γin] = −2
∑
j,n
jn>0
(
Enj ⊗ 1
4
∑
i
ij,in<0
[γji, γin]
)
= −2
∑
jn>0
Enj ⊗H(N)jn
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and similarly, noticing that for a pair ij < 0, we have sign(i) = − sign(j), hence
− 1
4
∑
ij,mn<0
1⊗ sign(i)[γji, γij ] = 1⊗
∑
j 6=0
(
sign(j)
1
4
∑
i
ij<0
[γji, γij ]
)
= 1⊗
∑
j 6=0
sign(j)H
(N)
jj
so that
4∂/2(N) = −2
∑
jn>0
Enj ⊗H(N)jn +
∑
ij<0
EijEji + 1⊗
∑
j 6=0
sign(j)H
(N)
jj
from which the result follows since
−2
∑
jn>0
Enj ⊗H(N)jn +
∑
ij<0
EijEji = ∆
(N)
g ⊗ 1−∆(N)̺ +
∑
ij>0
|i|,|j|≤N
1⊗H(N)ij H(N)ji .

Remark 8.17. The reader should compare the expression inside the parenthesis in Proposition
8.16 with Proposition 3.1.6 in [HuaPan], where the square of a ‘finite-dimensional’ algebraic
Dirac operator introduced by Parthasarathy is computed.
8.5.5. Introducing normal ordering for ∆
(N)
g . Next set
(8.27) ∆
(N)
g,ren := ∆
(N)
g −N2.
Then we have the following result.
Proposition 8.18. One may write
(8.28) ∆
(N)
g,ren = 2
∑
j<i
i,j 6=0
|i|,|j|≤N
EijEji +
∑
|i|≤N
i6=0
Eii
(
Eii − 2i+ sign(i) · 1
)
.
Proof. The claim follows easily from the results proved in the beginning of Appendix C. 
By the same reasoning as with the operator ∆(N) in Appendix C, the operator ∆
(N)
g,ren is
well-defined in the ‘limit’ N → ∞ and this limit behaves similarly to ∆ when realized on the
highest weight representation spaces Fk ⊂ F of the fundamental representations of a∞ ⊂ ĝlres.
More precisely, we have the following Proposition, whose proof is identical to the proofs of
corresponding statements in Appendix C.
Proposition 8.19. Denote by ∆g the ‘limit’ of ∆
(N)
g,ren as N → ∞, which we consider as an
unbounded operator F0 −→ F0 with dense domain D(∆g) = Fpol0 , i.e. we set
∆g := 2
∑
i,j∈Z
j<i
i,j 6=0
EijEji +
∑
i∈Z
i6=0
Eii
(
Eii − 2i+ sign(i) · 1
)
.
Then the following holds.
(1) The unbounded operators ∆g,∆
(N)
g,ren : F0 −→ F0 with common dense domain Fpol0
satisfy the strong limit condition
s−lim
N→∞
∆
(N)
g,ren = ∆g.
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(2) The restriction
∆g
∣∣∣
Fpol,M0
= 2M idFpol,M0 ,
where we have used the decomposition
Fpol0 =
∞⊕
M=0
Fpol,M0 (algebraic direct sum, orthogonal decomposition)
occuring in Appendix C right below Corollary C.9.
(3) It follows from the above that ∆g is diagonalizable with spectrum equal to
spec(∆g) = 2Z≥0.
(4) The kernel of ∆g satisfies
ker(∆g) = Fpol,00 = C|0〉F
so that in particular dimker(∆g) = 1 <∞.
Hence we may now write
4∂/2(N) =
(
∆
(N)
g,ren ⊗ 1−∆(N)h,diag +
∑
ij>0
|i|,|j|≤N
1⊗H(N)ij H(N)ji
)
+ 1⊗
∑
|i|≤N
i6=0
sign(i)H
(N)
ii
+ N2.
where ∆
(N)
g,ren is now well-defined as N → ∞, but the other terms in this expression still need
to be properly normal ordered.
8.5.6. Normal ordering for the diagonal hC∞-Casimir operator. To introduce a valid normal
ordering for all the relevant summands of ∂/2(N) one has to know how the different operators
K
(N)
ij , K˜
(N)
ij and H
(N)
ij are linked to each other. Writing [γik, γkj ] = 2γikγkj − 2δij · I one sees
immediately that
H
(N)
ij = K
(N)
ij −
1
2
δijN = K˜
(N)
ij −
1
2
sign(i)δijN(8.29)
K
(N)
ij =
{
K˜
(N)
ij if i 6= j or i = j > 0
K˜
(N)
ij +N · 1 if i = j < 0.
(8.30)
Lemma 8.20. On the N th level hC∞-invariant sector, i.e. as an operator
(F ⊗ Scp)h,N −→ F ⊗ Scp
the naive diagonal Casimir operator of hC∞ becomes the constant operator
∆
(N)
h,diag =
1
2
N3.
Proof. We want to use the fact that the diagonal Casimir operator ∆
(N)
̺ introduced in §8.2 is
identically zero in the N th level hC∞-invariant sector. For this reason we want to switch the
operators H
(N)
ij appearing in the definition of ∆
(N)
h,diag to the operators K˜
(N)
ij one sees in the
expression for ∆
(N)
̺ .
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To begin with, equation (8.29) yields
2
∑
ij>0
|i|,|j|≤N
Eij ⊗H(N)ji = 2
∑
ij>0
|i|,|j|≤N
Eij ⊗ (K˜(N)ij −
1
2
sign(i)δijN)
= 2
∑
ij>0
|i|,|j|≤N
Eij ⊗ K˜(N)ij −N
∑
|i|≤N
i6=0
sign(i)Eii ⊗ 1.
and similarly noting that here sign(i) = sign(j) one computes using again equation (8.29)∑
ij>0
|i|,|j|≤N
H
(N)
ij H
(N)
ji =
∑
ij>0
|i|,|j|≤N
K˜
(N)
ij K˜
(N)
ji −N
∑
|i|≤N
i6=0
sign(i)K˜
(N)
ii +
1
2
N3.
Thus, we may now relate the naive diagonal Casimir operator ∆
(N)
h,diag given by (8.26) with
the diagonal Casimir operator ∆
(N)
̺ appearing in equation (8.10):
∆
(N)
h,diag = ∆
(N)
̺ −N
∑
|i|≤N
i6=0
sign(i)Eii ⊗ 1−N
∑
|i|≤N
i6=0
1⊗ sign(i)K˜(N)ii +
1
2
N3.
Since in the N th level hC∞-invariant sector ∆
(N)
̺ ≡ 0 and Eij ⊗ 1 = −1 ⊗ K˜(N)ij the claim
follows. 
It follows from the above that at this point we may write in the N th level hC∞-invariant sector
the square of the Dirac operator as
4∂/2(N) =
(
∆
(N)
g,ren ⊗ 1 +
∑
ij>0
|i|,|j|≤N
1⊗H(N)ij H(N)ji
)
+ 1⊗
∑
|i|≤N
i6=0
sign(i)H
(N)
ii
+ N2 − 1
2
N3,(8.31)
where inside the parenthesis we think we have a normal ordered Casimir operator for g acting
on the left hand side of the tensor product, and a non-normal ordered Casimir operator for the
Lie subalgebra hC∞ acting on the right hand side of the tensor product.
8.5.7. Getting rid of the diverging polynomial terms P (N). We begin by trying to write the
naive spinorial Casimir operator
∑
ij>0 1⊗H(N)ij H(N)ji appearing in (8.31) in a form that could
be normal ordered.
Using equation (8.29) one may as a first step write
(8.32)
∑
ij>0
|i|,|j|≤N
H
(N)
ij H
(N)
ji =
∑
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji −N
∑
|i|≤N
i6=0
K
(N)
ii +
1
2
N3,
which now also includes a term 12N
3 annihilating the diverging term − 12N3 appearing in (8.31).
Moreover, in order to annihilate the diverging polynomial term N2 in (8.31), we want to
write the term in equation (8.31) containing sign operators in terms of the operators K˜
(N)
ij .
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This yields
1⊗
∑
|i|≤N
i6=0
sign(i)H
(N)
ii = 1⊗
∑
|i|≤N
i6=0
sign(i)
(
K˜
(N)
ii −
1
2
sign(i)δijN
)
= 1⊗
∑
|i|≤N
i6=0
sign(i)K˜
(N)
ii −N2.(8.33)
Inserting equations (8.32) and (8.33) into equation (8.31) gives us now
4∂/2(N) = ∆
(N)
g,ren + 1⊗
∑
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji − 1⊗N
∑
|i|≤N
i6=0
K
(N)
ii
+ 1⊗
∑
|i|≤N
i6=0
sign(i)K˜
(N)
ii .
Writing the sum
N
∑
|i|≤N
i6=0
K
(N)
ii = N
∑
|i|≤N
i6=0
K˜
(N)
ii +N
∑
i<0
|i|≤N
N · 1 = N
∑
|i|≤N
i6=0
K˜
(N)
ii +N
3 · 1
this becomes
4∂/2(N) =
=:I︷ ︸︸ ︷
∆
(N)
g,ren⊗1 + 1⊗
( =:II︷ ︸︸ ︷∑
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji −N3
)
+ 1⊗
∑
|i|≤N
i6=0
sign(i)K˜
(N)
ii
︸ ︷︷ ︸
=:III
−1⊗N
∑
|i|≤N
i6=0
K˜
(N)
ii
︸ ︷︷ ︸
=:IV
.(8.34)
We proceed from here by giving a detailed analysis of the operators 1 ⊗∑i sign(i)K˜(N)ii
and N
∑
i K˜
(N)
ii appearing in (8.34). It turns out that when interpreted properly the former
is essentially a fermion number operator and the latter is actually a zero operator in disguise.
Also, the operator
∑
ij>0K
(N)
ij K
(N)
ji −N3 appearing in (8.34) turns out to be identically zero.
8.6. Operator III – The fermion number operator. Consider a basis vector
(8.35) s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol (mi > 0 for all i),
where k ∈ Z≥0. Here we understand that the value k = 0 corresponds to the case s ∈ C|0〉S.
We set for a basis vector like above
(8.36) Length(s) := k.
Definition 8.21. We define the subspace Spol,k ⊂ Spol consisting of all finite C-linear combi-
nations of the basis vectors (8.35) such that Length(s) = k and equip it with the inner product
inherited from Spol.
Obviously then the algebraic direct sum satisfies
⊕∞
k=1 S
pol,k = Spol.
Recall that for every N ∈ Z≥0 we defined the subspace Spol,(N) ⊂ Spol to consist of all finite
C-linear combinations of the vacuum |0〉S and the basis vectors (8.35) such that |mi| , |li| ≤ N for
all i = 1, . . . k. We also noticed that Spol,(M) ⊂ Spol,(N) ifM ≤ N and that⋃∞N=1 Spol,(N) = Spol.
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Lemma 8.22. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . Based on
these assumptions define
F(N) :=
∑
i∈Z\{0}
|i|≤N
sign(i)K˜
(N)
ii .
Then for k, l ∈ Z with kl < 0 and |k| , |l| ≤M
(8.37) [F(N), γkl] =
{
+2γkl if k > 0
−2γkl if k < 0.
Proof. The claim follows directly from Proposition 7.19 and Lemma 7.16. 
Corollary 8.23. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . The
operator F(N) acts on the basis vectors
(8.38) s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol,(M) (mi > 0 for all i)
so that
F(N)(s) = 2k · s ∈ Spol,(M),
where also the value k = 0 is accepted by which we mean that in the equation (8.38) s ∈ C|0〉S.
Proof. Since for each integer N ≥ M , K˜(N)ii operates on Spol,(M) ⊂ Scp via the commutator
action by Proposition 7.19, we have that
F(N)(s) =
k∑
h=1
γm1l1 · · · [F(N), γmhlh ] · · · |0〉S
and the result follows from Lemma 8.22. 
Proposition 8.24. The infinite sum of operators,
F :=
∑
i∈Z\{0}
sign(i)K˜ii.
is a well-defined unbounded operator F : Scp −→ Scp with (dense) domain D(F ) = Spol ⊂ Scp.
Moreover for a basis vector
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol (mi > 0 for all i)
we have
F (s) = 2k · s ∈ Spol.
Thus the restriction
(8.39) F
∣∣∣
Spol,k
: Spol,k −→ Spol,k, F
∣∣∣
Spol,k
= 2k · I,
for all k ∈ Z≥0.
Proof. First note that according to Corollary 7.23 F (s) ∈ Spol for each
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol (mi > 0 for all i),
since the action of each K˜ii is the isotropy action, and that on the other hand actually only a
finite number of actions of various K˜ii in this sum are nonzero, because [K˜ii, γmj lj ] 6= 0 ⇐⇒
i = mj or i = lj . For these values of i the commutator [K˜ii, γmj lj ] = sign(i)γmj lj , since we
assumed that each mj > 0. We conclude from this the claimed eigenvalues of F and that F is
indeed a well-defined operator on the dense subspace Spol ⊂ Scp, thus an unbounded operator
on Scp. 
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Corollary 8.25. The operator F : Scp −→ Scp is diagonalizable and non-negative with spectrum
spec(F ) = 2Z≥0 and kernel
(8.40) ker(F ) = C|0〉S.
In particular dimker(F ) = 1 <∞.
Proof. This follows from equation (8.39) after we have proved that the eigenspace decomposition
of F
Spol =
∞⊕
k=0
Spol,k
is an orthogonal decomposition, i.e. that
Spol,k ⊥ Spol,l
when k 6= l.
For this look at the generators
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol,k (mh > 0, lh < 0 for all h = 1, . . . k),
with |mh| , |lh| ≤ N for every h, and notice that because of the sign conventions the anti-
commutator
{γmhlh , γmklk} = 2δmhlkδlhmk = 0 (mh,mk > 0, lh, lk < 0),
i.e. the various Clifford algebra elements in the above expression for s always anti-commute.
In particular 2γ2ml = {γml, γml} = 0. Hence we may permute the Clifford algebra generators in
the above expression for s anyway we want as long as we keep track how the sign changes under
these permutations. It follows that for a nonzero s as above, all pairs of indices (mh, lh) are
pairwise distinct. Since we are interested in generating Spol,k we may assume that our elements
s are always of this form. But then by the definition of our Clifford action on Scp the generator
s =
( 1√
2
)k
Ψ∗(Em1l1) · · ·Ψ∗(Emkll)|0〉S,
i.e. scalar multiple of an element of the standard orthogonal basis for Scp = F(pC,W ). It follows
that
Spol,k ⊥ Spol,l
when k 6= l. 
Proposition 8.26. Consider the unbounded operators F(N) : Scp −→ Scp (N ∈ N) and F :
Scp −→ Scp with common dense domain Spol ⊂ Scp. Then it holds that
(8.41) s−lim
N→∞
F(N) = F.
Proof. Follows directly from Corollary 8.23 and Proposition 8.24. 
8.7. Operator IV – The zero operator in disguise. Once again, fix M ∈ Z≥0. For each
N ∈ Z≥0 with N ≥M we are interested in the unbounded operator T (N) : Scp −→ Scp,
T (N) := N
∑
|i|≤N
i6=0
K˜
(N)
ii , D(T (N)) = Spol,
and its behaviour as N →∞.
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Lemma 8.27. Fix M ∈ Z≥0. Then as an unbounded operator S(N) : Scp −→ Scp,
S(N) :=
∑
|i|≤N
i6=0
K˜
(N)
ii , D(T (N)) = Spol
acts as zero on the subspace Spol,(M) ⊂ Scp for each N ∈ Z>0 satisfying N ≥M .
Proof. Let
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol,(M) (mi > 0 for all i)
be a basis vector for Spol,(N) (hence |mi| , |li| ≤ M ≤ N for all i). Again, we want to apply
the results of Proposition 7.19 and Lemma 7.16. Proposition 7.19 tells us that the action
of each K˜
(N)
ii is the isotropy / adjoint action and according to Lemma 7.16 the commutator
[K˜ii, γmj lj ] 6= 0 ⇐⇒ i = mj or i = lj , and for these values of i the commutator [K˜ii, γmj lj ] =
±γmj lj , i.e. the opposite values. Using this result the claim follows when one changes the
summation order and writes
S(N) · s =
k∑
h=1
γm1l1 · · · [S(N), γmhlh ] · · · |0〉S.

Corollary 8.28. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . Then the
unbounded operator T (N) : Scp −→ Scp acts as zero when restricted to the subspace Spol,(M) ⊂
Spol,
(8.42) T (N)
∣∣∣
Spol,(M)
= NS(N)
∣∣∣
Spol,(M)
= N · 0 ≡ 0.
We immediately conclude from this the following Proposition.
Proposition 8.29. The unbounded operators T (N) : Scp −→ Scp with common dense domain
D(T (N)) = Spol satisfy the strong limit condition
(8.43) s−lim
N→∞
T (N) = 0.
8.7.1. Filtrations for the invariant sectors. Recall that in §7.3 we defined for the C-vector space
Spol a natural increasing filtration F• = {Fp}p≥0 by C-vector subspaces, where Fp = FpSpol =
Spol,(p). This induces an increasing filtration G• = {Gp}p≥0 on the tensor product Fpol ⊗ Spol
by
Gp := Fpol ⊗ FpSpol = Fpol ⊗ Spol,(p).
Taking intersections defines then an increasing filtrationHN• =
{
HNp
}
p≥0 by C-vector subspaces
of each invariant sector (Fpol ⊗ Spol)h,N ,
HNp := (Fpol ⊗ Spol)h,N ∩Gp,
which in concrete terms is given by
HNp (Fpol ⊗ Spol)h,N =
{
w ∈ Fpol ⊗ Spol,(p)
∣∣∣ [rˆ(Epq)⊗ 1](w) = [− 1⊗ K˜(N)pq ](w)
for all p, q ∈ Z such that pq > 0 and |p| , |q| ≤ N
}
.
We collect the results obtained so far in the form of the following Lemma.
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Lemma 8.30. Consider the Dirac operator ∂/ as an unbounded operator ∂/ : (F ⊗ Scp)h −→
(F ⊗ Scp)h, and similarly we consider the cut-offs ∂/(N) as unbounded operators ∂/(N) : (F ⊗
Scp)
h,N −→ (F⊗Scp)h,N . Then for each ϕ ∈ D(∂/) there exists Nϕ ∈ N such that for all N ≥ Nϕ,
ϕ ∈ D(∂/(N)) and
4∂/2ϕ = 4∂/2(N)ϕ =
(
∆
(N)
g,ren ⊗ 1 + 1⊗
∑
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji −N3 + 1⊗ F(N)
)
ϕ.(8.44)
Proof. First notice that since ϕ ∈ (Fpol ⊗ Spol)h ⊂ Fpol ⊗ Spol and since G• = {Gp}p≥0
is an increasing filtration of the tensor product Fpol ⊗ Spol there exists an integer q ∈ Z≥0
such that ϕ ∈ Gq. On the other hand, by Proposition 8.13 there exists N ′ϕ ∈ Z≥0 such that
ϕ ∈ (Fpol ⊗ Spol)h,N for all N ≥ N ′ϕ. Hence
ϕ ∈ (Fpol ⊗ Spol)h,N ∩Gq = D(∂/(N)) ∩Gq = HNq
for all N ≥ N ′ϕ. Moreover, Proposition 8.13 tells us that for these values of N ,
∂/ϕ = ∂/(N)ϕ,
and that also ∂/2ϕ = ∂/2(N)ϕ whenever N ≥ N ′ϕ.
Next notice that by Corollary 8.28 [1 ⊗ T (N)](HNq ) = 0 for all N ≥ q so that in particular
[1 ⊗ T (N)]ϕ = 0 for these values of N . Thus, we may choose Nϕ = max
{
q,N ′ϕ
}
and apply
equation (8.34). 
8.8. Operator II – The spinor Casimir operator of hC∞. The final thing to do in our task
of introducing a proper normal ordering for the square of the Dirac operator is to make sense
of and analyze the behaviour of the (unbounded) operator∑
i,j∈Z
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji −N3
acting on Scp in the ‘limit’ N →∞. We call this hypothetical limit ∆hSp,ren the spinor Casimir
operator of hC∞. Of course since the definition contains the diverging term N
3 we would like to
show that for every N ∈ N the cut-off
∆
(N)
Sp,ren
:=
∑
i,j∈Z
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji −N3
satisfies
(8.45) s−lim
N→∞
∆
(N)
Sp,ren
= 0.
Equivalently, we can define the operator
∆
(N)
Sp
:=
∑
i,j∈Z
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji
for each N ∈ N, and show that for a fixed element s ∈ Spol, each operator ∆(N)
Sp
acts as the
constant operator
∆
(N)
Sp
· s = N3 · s.
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for sufficiently large N depending on the element s chosen. The reader should compare the
above claim with Proposition 7.8.
Lemma 8.31. Consider K
(N)
ij , K˜
(N)
ij : S
c
p −→ Scp as unbounded operators with dense domain
Spol. Then the following identity holds for all pairs i, j ∈ Z with ij > 0:
K
(N)
ij K
(N)
ji = K˜
(N)
ij K˜
(N)
ji + δijχ≤0(i)
(
2NK˜
(N)
ii +N
2 · 1
)
,(8.46)
where χ≤0 is the characteristic function of the interval (−∞, 0]. In particular,
(8.47) K
(N)
ij K
(N)
ji |0〉S = δijχ≤0(i)N2 · |0〉S.
Proof. By equation (8.30) we may express the operators K
(N)
ij in terms of the operators K˜
(N)
ij
so that
K
(N)
ij K
(N)
ji =
{
K˜
(N)
ij K˜
(N)
ji if i 6= j or i = j > 0
(K˜
(N)
ii )
2 + 2NK˜
(N)
ii +N
2 · 1 if i = j < 0,(8.48)
from which the first claim follows.
The second claim follows from equation (8.46) and Lemma 7.16 which says that K˜ij |0〉S = 0
for all i, j ∈ Z with ij > 0. 
Proposition 8.32. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . Then
for each i, j ∈ Z with ij > 0 the operator K(N)ij K(N)ji acts on Spol,(M) ⊂ Scp so that if
s = γm1l1γm2l2 · · · γmklk |0〉S (mh > 0, lh < 0 ; |mh| , |lh| ≤M for all h = 1, . . . k)
is a basis vector for Spol,(M), then
K
(N)
ij K
(N)
ji · s =
k∑
h=1
γm1l1 · · · [K(N)ij K(N)ji , γmhlh ] · · · γmklk |0〉S
+ δijχ≤0(i)N2 · s.(8.49)
Proof. By induction on the ‘length’ k. The case k = 0 follows from equation (8.47).
Let k = 1 so that s = γml|0〉S where m > 0 and l < 0. Using equation (8.47) again, one may
write [
K
(N)
ij K
(N)
ji , γml
]
|0〉S = K(N)ij K(N)ji γml|0〉S − γmlK(N)ij K(N)ji |0〉S
= K
(N)
ij K
(N)
ji γml|0〉S − δijχ≤0(i)N2 · γml|0〉S
= K
(N)
ij K
(N)
ji · s− δijχ≤0(i)N2 · s.
We can now make the induction hypothesis for k = n and proceed exactly as in the proof of
Proposition 7.19, i.e. one looks at basis elements of the form
s′ = γmlγm1l1γm2l2 · · · γmklk |0〉S = γml · s (m > 0, l < 0, |m| , |l| ≤M).
Then one may write
K
(N)
ij K
(N)
ji · s′ =
(
K
(N)
ij K
(N)
ji
)
(γml · s) = [K(N)ij K(N)ji , γml]s+ γml ·
(
K
(N)
ij K
(N)
ji · s
)
and apply the induction hypothesis to the term K
(N)
ij K
(N)
ji · s. 
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Corollary 8.33. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . Then the
operator ∆
(N)
Sp
acts on Spol,(M) so that if
s = γm1l1γm2l2 · · · γmklk |0〉S (mh > 0, lh < 0 ; |mh| , |lh| ≤M for all h = 1, . . . k)
is a basis vector for Spol,(M), then
∆
(N)
Sp
· s =
∑
i,j∈Z
ij>0
|i|,|j|≤N
k∑
h=1
γm1l1 · · · [K(N)ij K(N)ji , γmhlh ] · · · γmklk |0〉S
+ N3 · s(8.50)
=
k∑
h=1
γm1l1 · · · [∆(N)Sp , γmhlh ] · · · γmklk |0〉S
+ N3 · s.(8.51)
Proof. The first equality follows from Proposition 8.32 by noticing that
∑
ij>0
|i|,|j|≤N
δijχ≤0(i)N2 · 1 = N2
−1∑
i=−N
1 = N3 · 1.
The second equation follows from the first one by changing the order of summation and using
the (bi)linearity of the Lie bracket [ , ]. 
Lemma 8.34. Fix M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M . For m, l ∈ Z
with m > 0, l < 0 and |m| , |l| ≤M one can write the commutator [∆(N)
Sp
, γml] as
(8.52) [∆
(N)
Sp
, γml] = 2
N∑
i=1
γilK˜
(N)
mi − 2
−1∑
i=−N
γmiK˜
(N)
il .
Proof. Using the general commutator formula
[AB,C] = A[B,C] + [A,C]B
and the identity
[K
(N)
ij , γml] = δjmγil − δilγmj
proved earlier, one computes for ij > 0
[K
(N)
ij K
(N)
ji , γml] = K
(N)
ij [K
(N)
ji , γml] + [K
(N)
ij , γml]K
(N)
ji
= K
(N)
ij (δimγjl − δjlγmi) + (δjmγil − δilγmj)K(N)ji
= δimK
(N)
ij γjl − δjlK(N)ij γmi + δjmγilK(N)ji − δilγmjK(N)ji
Now recall that m > 0, l < 0 and notice that since ij > 0 (i.e. i and j have the same sign)
we have two cases:
(1) i, j > 0. In this case since jl < 0 and il < 0 necessarily δjl, δil ≡ 0 while δim and δjm
can be equal to 1.
(2) i, j < 0. Now δim, δjm ≡ 0 while δjl and δil can be equal to 1.
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Hence using the calculations above one has
[∆
(N)
Sp
, γml] =
[ ∑
ij>0
|i|,|j|≤N
K
(N)
ij K
(N)
ji , γml
]
=
∑
ij>0
|i|,|j|≤N
[K
(N)
ij K
(N)
ji , γml]
=
∑
i,j>0
|i|,|j|≤N
[K
(N)
ij K
(N)
ji , γml] +
∑
i,j<0
|i|,|j|≤N
[K
(N)
ij K
(N)
ji , γml]
=
∑
i,j>0
|i|,|j|≤N
(δimK
(N)
ij γjl + δjmγilK
(N)
ji )
−
∑
i,j<0
|i|,|j|≤N
(δjlK
(N)
ij γmi + δilγmjK
(N)
ji )
=
N∑
i=1
{K(N)mi , γil} −
−1∑
i=−N
{K(N)il , γmi}.(8.53)
To compute the anti-commutators appearing in (8.53) we use the formula relating anti-
commutators with commutators
{A,B} = [A,B]− 2BA.
Keeping in mind that m > 0 and l < 0 one computes
{K(N)mi , γil} = [K(N)mi , γil] + 2γilK(N)mi
= δiiγml − δmlγii︸ ︷︷ ︸
≡0
+2γilK
(N)
mi
= γml + 2γilK
(N)
mi(8.54)
and similarly one obtains
(8.55) {K(N)il , γmi} = −γml + 2γmiK(N)il .
Inserting these into (8.53) yields
[∆
(N)
Sp
, γml] =
N∑
i=1
(γml + 2γilK
(N)
mi )−
−1∑
i=−N
(−γml + 2γmiK(N)il )
= 2Nγml + 2
N∑
i=1
γilK
(N)
mi − 2
−1∑
i=−N
γmiK
(N)
il(8.56)
Finally use equation (8.30) to obtain
[∆
(N)
Sp
, γml] = 2Nγml + 2
N∑
i=1
γilK˜
(N)
mi − 2
−1∑
i=−N
i6=l
γmiK˜
(N)
il − 2(γmlK˜(N)ll +Nγml)
= 2
N∑
i=1
γilK˜
(N)
mi − 2
−1∑
i=−N
γmiK˜
(N)
il .(8.57)

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The following Lemma provides us with a recursive tool that we shall use in order to prove
that ∆
(N)
Sp
is a constant operator on Spol,(M) whenever N ≥M .
Lemma 8.35. Let M ∈ Z≥0 and consider all integers N ∈ Z>0 such that N ≥ M . Then the
following identities hold.
(1) ∆
(N)
Sp
|0〉S = N3|0〉S.
(2)
[
∆
(N)
Sp
, γml
]
|0〉S = 0 so that
∆
(N)
Sp
γml|0〉S =
[
∆
(N)
Sp
, γml
]
|0〉S +N3γml|0〉S = N3γml|0〉S,
where m, l ∈ Z with m > 0, l < 0 and |m| , |l| ≤M
(3) The anti-commutator {[
∆
(N)
Sp
, γkl
]
, γmn
}
= 0,
where k, l,m, n ∈ Z with k,m > 0; l, n < 0 and |k| , |l| , |m| , |n| ≤M .
Proof. (1) Is a special case of Corollary 8.33.
(2) Since according to Lemma 7.16 K˜
(N)
ij |0〉S = 0 for all i, j ∈ Z with ij > 0 it follows from
Lemma 8.34 that [
∆
(N)
Sp
, γml
]
|0〉S = 0.
(3) According to Lemma 8.34 in order to compute this anti-commutator we need to compute
the anti-commutators {γilK˜(N)ki , γmn} and {γkiK˜(N)il , γmn}. To do this we are going to
use the general anti-commutator identity
{AB,C} = {C,A}B −A[C,B]
and carefully keep track of the signs of the various indices so that the various Kronecker
deltas will become identically zero.
Thus we obtain
{γilK˜(N)ki , γmn} = {γmn, γil}K˜(N)ki − γil[γmn, K˜(N)ki ]
= 2 δml︸︷︷︸
≡0
δinK˜
(N)
ki + γil[K˜
(N)
ki , γmn]
= γil[K˜
(N)
ki , γmn]
= γil
(
δimγkn − δkn︸︷︷︸
≡0
γmi
)
= δimγilγkn,(8.58)
and
{γkiK˜(N)il , γmn} = {γmn, γki}K˜(N)il − γki[γmn, K˜(N)il ]
= 2δmi δnk︸︷︷︸
≡0
K˜
(N)
il + γki[K˜
(N)
il , γmn]
= γki[K˜
(N)
il , γmn]
= γki
(
δlm︸︷︷︸
≡0
γin − δinγml
)
= −δinγkiγml.(8.59)
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Hence inserting (8.58) and (8.59) into the expression given by Lemma 8.34 yields{[
∆
(N)
Sp
, γkl
]
, γmn
}
= 2
N∑
i=1
δimγilγkn + 2
−1∑
i=−N
δinγkiγml
= 2(γmlγkn + γknγml)
= 2{γml, γkn}
= 2 δmn︸︷︷︸
≡0
δkl︸︷︷︸
≡0
= 0,(8.60)
as claimed.

Corollary 8.36. Fix an integer M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M .
Then the restriction of the operator
∆
(N)
Sp
: Scp −→ Scp
to the subspace Spol,(M) is the constant operator ∆(N)
Sp
∣∣∣
Spol,(M)
= N3 · id.
Proof. Let
s = γm1l1γm2l2 · · · γmklk |0〉S ∈ Spol,(M) (mh > 0, lh < 0 for all h = 1, . . . k),
with |mh| , |lh| ≤M for every h, be a basis vector.
Then using first Corollary 8.33 and after that part (3) of Lemma 8.35 one obtains
∆
(N)
Sp
· s =
k∑
h=1
γm1l1 · · · [∆(N)Sp , γmhlh ] · · · γmklk |0〉S
+ N3 · s
=
k∑
h=1
(−1)k−hγm1l1γm2l2 · · · γmklk [∆(N)Sp , γmhlh ]|0〉S
+ N3 · s.(8.61)
The result follows now from part (2) of Lemma 8.35, which tells us that
[∆
(N)
Sp
, γmhlh ]|0〉S = 0.

Corollary 8.37. Fix an integer M ∈ Z≥0 and let N ∈ Z>0 be any integer satisfying N ≥ M .
Then the restriction of the unbounded operator
∆
(N)
Sp,ren
: Scp −→ Scp, ∆(N)Sp,ren := ∆
(N)
Sp
−N3 · id
with dense domain D(∆(N)
Sp,ren
) = Spol to the subspace Spol,(M), is the zero operator ∆(N)
Sp
∣∣∣
Spol,(M)
≡
0.
Corollary 8.38. The strong limit
s−lim
N→∞
∆
(N)
Sp,ren
= 0.
Hence taking into account Lemma 8.30 we have come up with the following proposition.
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Proposition 8.39. Consider the Dirac operator ∂/ as an unbounded operator ∂/ : (F ⊗Scp)h −→
(F⊗Scp)h, and similarly consider the cut-offs ∂/(N) as unbounded operators ∂/(N) : (F⊗Scp)h,N −→
(F⊗Scp)h,N . Then for each ϕ ∈ D(∂/) there exists Nϕ ∈ N such that for all N ≥ Nϕ, ϕ ∈ D(∂/(N))
and
4∂/2ϕ = 4∂/2(N)ϕ =
(
∆
(N)
g,ren ⊗ 1 + 1⊗ F(N)
)
ϕ.(8.62)
8.9. The strong limit N →∞ of ∂/2(N). Using the methods of Appendix C, one sees that the
unbounded operators ∆
(N)
g,ren : F −→ F have a well-defined strong limit ∆g : F −→ F with
dense domain D(∆g) = D(∆(N)g,ren) = Fpol,
∆g := 2
∑
i,j∈Z\{0}
j<i
EijEji +
∑
i,j∈Z\{0}
i<j
(Eii − Ejj) +
∑
i∈Z\{0}
E2ii
and
(8.63) s−lim
N→∞
∆
(N)
g,ren = ∆g.
Similarly, we saw in section §8.6 that the operators F(N) : Scp −→ Scp have a well defined
strong limit as N →∞,
(8.64) s−lim
N→∞
F(N) = F.
This, combining equations (8.63) and (8.64) with Proposition 8.39 yields the following theorem.
Theorem 8.40. When restricted to the h-invariant sector, the square of the Dirac operator
∂/ : (F ⊗ Scp)h −→ (F ⊗ Scp)h satisfies
(8.65) 4∂/2 = ∆g ⊗ 1 + 1⊗ F.
Proof. We have seen that for sufficiently large N
4∂/2ϕ = 4∂/2(N)ϕ =
(
∆
(N)
g,ren ⊗ 1 + 1⊗ F(N)
)
ϕ = (∆g ⊗ 1 + 1⊗ F )ϕ(8.66)
for all ϕ ∈ (F ⊗ Scp)h, i.e. the variable N drops off! 
We have seen in Appendix C and section §8.6 how to diagonalize and compute the kernels
of the operators ∆g : F0 −→ F0 and F : Scp −→ Scp, respectively. However, as we mentioned in
the Introduction, this method of diagonalization doesn’t work directly on the invariant sector
(F⊗Scp)h is not closed with respect to the various commutator operations one needs to apply in
order to produce the diagonalization wanted. This motivates us to define the auxiliary operator
T∂/ 2 : F0 ⊗ Scp −→ F0 ⊗ Scp, T∂/ 2 := ∆g ⊗ 1 + 1⊗ F
defined on the whole tensor product Hilbert space with dense domain D(T∂/ 2) = Fpol0 ⊗ Spol.
Clearly then the operator T∂/ 2 descends to a (well-defined) unbounded operator
T h
∂/ 2
:= T∂/ 2
∣∣∣
(F0⊗Scp)h
:
(
F0 ⊗ Scp
)h
−→
(
F0 ⊗ Scp
)h
.
with dense domain D(T h
∂/ 2
) = (Fpol0 ⊗ Spol)h, that satisfies
(8.67) ∂/2 =
1
4
· T h
∂/ 2
.
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9. Functional analytic properties of the Dirac operator on Grres
9.1. Diagonalization of ∂/2. First in order to get started we need to recall that the inner prod-
uct 〈·, ·〉H1⊗H2 of the tensor product of two Hilbert spaces (or inner product spaces) (H1, 〈·, ·〉1)
and (H2, 〈·, ·〉2) becomes determined by the formula
(9.1) 〈ψ1 ⊗ ψ2, ϕ1 ⊗ ϕ2〉H1⊗H2 = 〈ψ1, ϕ1〉1〈ψ2, ϕ2〉2.
We know by Proposition 8.19 that ∆g : F0 −→ F0 is diagonalizable with (non-negative)
spectrum equal to 2Z≥0. Similarly by Corollary 8.25 the operator F : Scp −→ Scp is diagonalizable
with (non-negative) spectrum also equal to 2Z≥0. It follows then that the operator T∂/ 2 =
∆g⊗ 1+1⊗F , introduced in the previous section, is also diagonalizable on the tensor product
F0 ⊗ Shp. Indeed we had the orthogonal eigenspace decompositions
Fpol0 =
∞⊕
M=0
Fpol,M0 (algebraic direct sum)
and
Spol =
∞⊕
k=0
Spol,k (algebraic direct sum),
and the claim follows now from the following isomorphism (between inner product spaces)
Fpol0 ⊗ Spol =
( ∞⊕
M=0
Fpol,M0
)⊗( ∞⊕
k=0
Spol,k
) ∼= ∞⊕
M,k=0
(
Fpol,M0 ⊗ Spol,k
)
.
Moreover, we see from this that the eigenvalue of T∂/ 2 on the (M,k)-eigenspace Fpol,M0 ⊗Spol,k,
where M,k ≥ 0 is equal to 2(M + k) and by looking at equation (9.1) one sees that the above
direct sum of (M,k)-eigenspaces is an orthogonal decomposition. Thus the operator
T∂/ 2 : F0 ⊗ Scp −→ F0 ⊗ Scp
is diagonalizable non-negative and its spectrum is equal to
spec(T∂/ 2) = 2Z≥0.
Next, consider the restriction
T h
∂/ 2
= T∂/ 2
∣∣∣
(F0⊗Scp)h
:
(
F0 ⊗ Scp
)h
−→
(
F0 ⊗ Scp
)h
.
Write now as above (
Fpol0 ⊗ Spol
)h ∼= ∞⊕
M,k=0
(
Fpol,M0 ⊗ Spol,k
)h
and notice that since (
Fpol,M0 ⊗ Spol,k
)h
⊂ Fpol,M0 ⊗ Spol,k
one thinks that the operator T h
∂/ 2
has a constant value 2(M + k) when it hits this subspace;
however in order for this to be possible of course we also need to require that (Fpol,M0 ⊗Spol,k)h 6=
∅!
Thus it follows from the above that the operator T h
∂/ 2
is also diagonalizable, non-negative and
its spectrum satisfies
spec(T h
∂/ 2
) ⊂ 2Z≥0.
We are now able to deduce from Theorem 8.40 the following.
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Proposition 9.1. The square ∂/2 : (F0 ⊗ Scp)h −→ (F0 ⊗ Scp)h of the Dirac operator is diago-
nalizable, non-negative and its spectrum satisfies
(9.2) spec(∂/2) ⊂ 1
2
Z≥0.
Proposition 9.2. The square ∂/2 : (F0⊗Scp)h −→ (F0⊗Scp)h of the Dirac operator is symmetric.
Proof. This follows from the existence of the orthogonal decomposition of (F0⊗Scp)h into (M,k)-
eigenspaces of T h
∂/ 2
= 4∂/2. Namely, if we have v living in the (M,k)-eigenspace and w in the
(N, l)-eigenspace with the pair (M,k) 6= (N, l) then because the orthogonality
〈∂/2v, w〉 = 1
2
(M + k) · 〈v, w〉 = 0 = 1
2
(N + l) · 〈v, w〉 = 〈v, ∂/2w〉,
and if v, w are both in the (M,k)-eigenspace then
〈∂/2v, w〉 = 1
2
(M + k) · 〈v, w〉 = 〈v, ∂/2w〉.
Thus we conclude that
〈∂/2v, w〉 = 〈v, ∂/2w〉
for all v, w ∈ (Fpol ⊗ Spol)h = D(∂/2). 
Corollary 9.3. The square ∂/2 : (F0 ⊗ Scp)h −→ (F0 ⊗ Scp)h of the Dirac operator is essentially
self-adjoint.
Proof. Follows from the previous two Propositions and Proposition A.5. 
9.2. Kernel of ∂/2. After having the explicit diagonalization of ∂/2 into orthogonal eigenspaces(
Fpol0 ⊗ Spol
)h ∼= ∞⊕
M,k=0
(
Fpol,M0 ⊗ Spol,k
)h
,
where however some of the (M,k)-eigenspaces appearing as summands(
Fpol,M0 ⊗ Spol,k
)h
might be empty, it is now easy to find out what the kernel of the operator ∂/2 is. Recall that if
non-empty then the square ∂/2 obtains the eigenvalue 12 (M +k) on the (M,k)-eigenspace. Since
M,k ∈ Z≥0, necessarily
ker(∂/2) =
(
Fpol,00 ⊗ Spol,0
)h
and we want to be able to say concretely what this space is. Recalling the definitions, clearly
Spol,0 = C|0〉S and we saw in the proof of Proposition C.10 that Fpol,00 = C|0〉F . Hence
ker(∂/2) =
(
C|0〉F ⊗ |0〉S
)h
= C|0〉
by Remark 8.2, since dim(C|0〉F ⊗ |0〉S)h ≤ 1 and on the other hand we know by the mentioned
Remark that
|0〉 = |0〉F ⊗ |0〉S ∈
(
Fpol,00 ⊗ Spol,0
)h
.
Thus we have proved the following.
Proposition 9.4. The kernel of the square ∂/2 : (F0 ⊗ Scp)h −→ (F0 ⊗ Scp)h is given by
ker(∂/2) = C|0〉.
In particular dimker(∂/2) = 1 <∞.
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In order to compute the kernel of the actual Dirac operator itself, first notice that obviously
ker(∂/) ⊂ ker(∂/2) so that ker(∂/) ⊂ C|0〉. On the other hand by Proposition 6.5 C|0〉 ⊂ ker(∂/) so
that
(9.3) ker(∂/) = ker(∂/2) = C|0〉.
Now recalling from Proposition 8.6 that ∂/ is symmetric we have culminated in:
Theorem 9.5. The Dirac operator ∂/ : (F0 ⊗ Scp)h −→ (F0 ⊗ Scp)h on Grres is an (unbounded)
symmetric operator with finite dimensional kernel given by ker(∂/) = C|0〉. The square ∂/2
is a diagonalizable, essentially self-adjoint (positive) operator with finite dimensional kernel
ker(∂/2) = C|0〉.
Appendix A. Quick reminder on self-adjoint operators
By an (unbounded) operator T from a complex Hilbert space H to complex Hilbert space
K we mean a linear mapping T defined on a dense subspace D(T ) ⊂ H having values in K.
In particular, when we say that “T is an operator on H” we do not mean to imply that Tx is
defined for all x ∈ H nor that T is bounded.
We say that T is an extension of S if D(S) ⊂ D(T ) and Tx = Sx for all x ∈ D(S). We shall
write S ⊂ T to indicate that T is an extension of S.
A.1. Adjoint operators. Let T : H −→ K be an operator. Define the set
D(T ∗) := {y ∈ K | x 7→ 〈Tx, y〉 is a bounded linear funtional on D(T )} .
Since we assume that D(T ) is dense in H, the function x 7→ 〈Tx, y〉 extends to a bounded
linear functional on the entire H, so by the Riesz representation theorem, there exists a unique
x∗ = T ∗y ∈ H such that
〈Tx, y〉 = 〈x, T ∗y〉.
By the uniqueness assertion T ∗ is a linear operator with domain D(T ∗), and is called the adjoint
of T .
Definition A.1. An operator T : H −→ H is self-adjoint if D(T ∗) = D(T ) and 〈Tx, y〉 =
〈x, T y〉 for all x ∈ D(T ) and all y ∈ D(T ∗).
Definition A.2. An operator T : H −→ H is symmetric (or formally self-adjoint) if it satisfies
〈Tx, y〉 = 〈x, T y〉 for all x, y ∈ D(T ).
Please note that because of the dependence on the domain, there is a difference between a
symmetric and a self-adjoint operator. Clearly every self-adjoint operator is symmetric but the
opposite doesn’t have to hold.
Proposition A.3. Let T be a (densely defined) operator. Then T is symmetric ⇐⇒ T ⊂
T ∗ ⇐⇒ 〈Tx, x〉 ∈ R for all x ∈ D(T ).
Definition A.4. We say that an operator T : H −→ H is diagonalizable (or discrete) if there
exists an orthonormal basis {ej | j = 1, 2, . . .} for H and a set {λj | j = 1, 2, . . .} in C such that
Tu =
∞∑
j=1
λj〈u, ej〉ej .
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If a symmetric operator T is diagonalizable one can extend its original domain D(T ) ⊂ D(T ∗)
to the domain
D(T ) :=
{
u ∈ H
∣∣∣ ∞∑
j=1
|λj |2 |〈u, ej〉|2 <∞
}
.
by
Tu =
∞∑
j=1
λj〈u, ej〉ej .
Then one can show that T = T ∗ . This implies the following proposition:
Proposition A.5. A symmetric and diagonalizable (unbounded) linear operator T : H −→ H
is essentially self-adjoint, i.e. it can be extended to a self-adjoint operator.
A.2. Strong convergence.
Definition A.6. A sequence of (densely-defined) operators Tn : H −→ H is said to converge
strongly to T : H −→ H,
s−lim
n→∞
Tn = T :⇐⇒ Tnϕ→ Tϕ for all ϕ ∈ D(T ) ⊂ D(Tn)
⇐⇒ lim ‖Tnϕ− Tϕ‖H = 0,(A.1)
where ‖·‖H denotes the norm on H induced by the Hilbert space inner product 〈·, ·〉H, i.e.
‖ϕ‖H :=
√〈ϕ, ϕ〉 for all ϕ ∈ H.
A.3. Analytic vectors.
Definition A.7. Let T be an operator on a Hilbert space H. The set C∞(T ) := ⋂∞n=1D(T n)
is called the C∞-vectors for T . A vector ϕ ∈ C∞(T ) is called analytic vector for T if
∞∑
n=0
‖T nϕ‖
n!
tn <∞
for some t > 0.
Definition A.8. Suppose T is symmetric. For each smooth vector ϕ ∈ C∞(T ) define
Dϕ :=
{
N∑
n=0
αnT
nϕ
∣∣∣N = 1, 2, . . . , 〈α1, . . . , αN 〉 arbitrary} ,
where 〈α1, . . . , αN〉 denotes a (finite) sequence of complex numbers. Let Hϕ := Dϕ be the
closure of Dϕ in H and define Tϕ : Dϕ −→ Dϕ by Tϕ(
∑N
n=0 αnT
nϕ) =
∑N
n=0 αnT
n+1ϕ. Then
the smooth vector ϕ is called a vector of uniqueness if Tϕ is essentially self-adjoint on Dϕ (as
an operator on Hϕ).
Definition A.9. A subset S ⊂ H is called total if the set of all finite linear combinations of
elements of S is dense in H.
Theorem A.10 (Nelson’s analytic vector theorem). Let T be a symmetric operator on a Hilbert
space H. If D(T ) contains a total set of analytic vectors, then T is essentially self-adjoint.
Corollary A.11. Suppose that T is a symmetric operator and let D be a dense linear set
contained in D(T ). Then if D contains a dense set of analytic vectors and if D is invariant
under T , then T is essentially self-adjoint.
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Appendix B. Highest weight representations of gl∞
B.1. The fundamental representations. Following [KacRa] and [Neeb] the Lie algebra gl∞
is defined by
gl∞ = {(aij)i,j∈Z | aij ∈ C, all but a finite number of the aij are zero}
with the Lie algebra bracket being the ordinary matrix commutator.
Let Eij denote the matrix with 1 as the (i, j) entry and all other entries 0. Then the
Eij (i, j ∈ Z) form a basis for gl∞ and the commutation relations of gl∞ can be expressed as
the commutation relations
[Eij , Emn] = δjmEin − δniEmj .
Let k ⊂ gl∞ be the subalgebra of diagonal matrices considered as a Cartan subalgebra of
gl∞ and define εj ∈ k∗ by
εj(diag(aii)) := ajj .
Then the set of roots of g := gl∞ with respect to k is given by
Φ = Φ(gl∞, k) := {εi − εj | i 6= j, i, j ∈ Z} , where gεi−εj = CEij .
For the set of positive roots we may choose ([Neeb], Proposition II.1, p. 185)
Φ+ := {εi − εj | i < j} .
It is then clear that the Lie algebra gl∞ admits a Cartan decomposition
gl∞ = g+ ⊕ k⊕ g−,
where
g+ =
⊕
α∈Φ+
gα = {
∑
finite
aijEij | i < j} (upper triangular matrices)
k = {
∑
finite
aiiEii} (diagonal matrices)
g− =
⊕
α∈Φ−
gα = {
∑
finite
aijEij | i > j} (lower triangular matrices).
Definition B.1 ([KacRa]). Given a collection of complex numbers λ = {λi | i ∈ Z}, called
a highest weight, we define the irreducible highest weight representation πλ of the Lie algebra
gl∞ as an irreducible representation on a vector space L(λ) which admits a non-zero vector
vλ ∈ L(λ), called highest weight vector, such that
(1) πλ(g+)vλ = 0,
(2) πλ(Eii)vλ = λivλ.
Next we let m ∈ Z and consider irreducible unitary highest weight representations of gl∞
with highest weight
ωm = {(λi)i∈Z | λi = 1 for i < m, λi = 0 for i ≥ m} ,
called the fundamental representations.
The fundamental representations of gl∞ can be realized in the charge m-sectors of fermionic
Fock spaces, rm : gl∞ −→ End(Fm). More precisely, let {wk}k∈Z be a basis of a separable
polarized complex Hilbert space H = H+ ⊕ H− obtained as a union of an orthonormal basis
{uk} of H+ and an orthonormal basis {vk} of H−. Then the fundamental representation
rm : gl∞ −→ End(Fm) is given by
rm(Epq) = ψ
∗
pψq.
By definition it satisfies
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(1) U(gl∞)ψm is dense in Fm;
(2) rm(g+)ψm = 0;
(3) rm(Eii)ψm = λiψm, where
λi =
{
1 if i < m
0 if i ≥ m
and where the highest weight vector vωm = ψm ∈ Fm is given in this concrete realization by
(see [Otte] p.154)
ψm =
 wm−1 ∧ · · · ∧ w1 ∧ w0 for m > 0w−1 ∧ w−2 ∧ · · · ∧ wm for m < 0|0〉 for m = 0.
B.2. Taking tensor products. The tensor product of two irreducible unitary highest weight
representations with highest weight vectors vλ and vµ, respectively, gives an irreducible unitary
highest weight representation in the highest component of the tensor product of the represen-
tation spaces, i.e. in the vector space generated by the highest weight vector vλ ⊗ vµ.
Thus, by the above we may construct irreducible unitary highest weight representations πλ
of gl∞ in a vector space L(λ) with highest weight
λ = k1 · ωm1 + · · ·+ kn · ωmn
and highest weight vector
vλ = ψ
⊗k1
m1 ⊗ · · · ⊗ ψ⊗knmn ,
where
ψ⊗kjmj := ψmj ⊗ · · · ⊗ ψmj (kj times)
and j = 1, . . . n, k1, . . . kn ∈ N, m1, . . .mn ∈ Z and n ∈ N.
B.3. Extensions to a∞ and a∞. Every fundamental representation rm of gl∞ can be extended
to a representation rˆm on the of the larger Lie algebra a∞ ⊃ gl∞,
a∞ := {(aij) | i, j ∈ Z, aij = 0 for |i− j| ≫ 0} ,
again equipped with the Lie bracket coming from the matrix commutator, by defining
rˆm(Eij) = rm(Eij) if i 6= j or i = j ≥ 0,(B.1)
rˆm(Eii) = rm(Eii)− I if i < 0.(B.2)
It is easy to see that rˆm maps Fm into itself and it follows from the properties of rm listed
above that
(1) U(a∞)ψm is dense in Fm;
(2) rˆm(g+)ψm = 0;
(3) rˆm(Eii)ψm = λ˜iψm, where
(B.3) λ˜i =

1 if 0 ≤ i ≤ m− 1 (m > 0)
−1 if m ≤ i < 0 (m < 0)
0 otherwise.
Next we define the Lie algebra
a∞ := a∞ ⊕ Cc
with Cc in the center and bracket
[a, b] = ab− ba+ s(a, b)c,
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where s(·, ·) is the two-cocyle defined by
s(Eij , Eji) = −α(Eji, Eij) = 1, if i < 0, j > 0,
s(Eij , Emn) = 0 in all other cases.(B.4)
Extending rˆm from a∞ to a∞ by rˆ(c) = 1, we obtain a level 1 unitary irreducible linear
representation of the Lie algebra a∞ in Fm (i.e. such that the central element c acts by
multiplication by 1).
We denote by ω˜m = (λ˜i)i∈Z the induced weights of a∞ obtained from the fundamental
weights ωm of gl∞ as described above. Just as before with gl∞ we are able to construct unitary
irreducible representations L(λ) of a∞, where
λ = k1 · ω˜m1 + · · ·+ kn · ω˜mn
with k1, . . . , kn ∈ N and m1, . . .mn ∈ Z. Since these are obtained by a tensor product construc-
tion, the representation L(λ) has level ℓ =
∑n
i=1 ki.
Appendix C. Normal ordered Casimir operator for a∞ acting on F
C.1. Introducing cut-offs. The naive second order Casimir element for the infinite-dimensional
Lie algebra a∞ is given by the infinite sum
∆naive :=
∑
i,j∈Z
EijEji
Unfortunately, this sum diverges in general and to make sense of it when acting on a highest
weight representation of a∞ (e.g. the charge k-sectors Fk ⊂ F of a fermionic Fock space
F = F(H,H+)) one has to introduce a proper normal ordering prescription.
We start with the cut-off
∆
(N)
naive :=
∑
i,j∈Z
|i|,|j|≤N
EijEji
and write it as
∆
(N)
naive =
∑
Eji∈g+
|i|,|j|≤N
EijEji +
∑
Eji∈g−
|i|,|j|≤N
EijEji +
∑
i∈Z
|i|≤N
E2ii
=
∑
i,j∈Z
j<i
|i|,|j|≤N
EijEji +
∑
i,j∈Z
j>i
|i|,|j|≤N
EijEji +
∑
i∈Z
|i|≤N
E2ii
.
We may “ invert” the order of the product in the second sum by using the commutation relations
[Eij , Ekl] = δjkEil − δilEkj + s(Eij , Ekl)
and then move some of the terms inside the first sum. This way one obtains
∆
(N)
naive = 2
∑
i,j∈Z
j<i
|i|,|j|≤N
EijEji +
∑
i,j∈Z
i<j
|i|,|j|≤N
(Eii − Ejj) +
∑
i∈Z
|i|≤N
E2ii +
∑
i,j∈Z
i<j, ij<0
|i|,|j|≤N
s(Eij , Eji).
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Noticing that the condition (i < j and ij < 0) is equivalent to the condition (i < 0 and j > 0)
the above expression becomes
∆
(N)
naive = 2
∑
i,j∈Z
j<i
|i|,|j|≤N
EijEji +
∑
i,j∈Z
i<j
|i|,|j|≤N
(Eii − Ejj) +
∑
i∈Z
|i|≤N
E2ii +
∑
i,j∈Z
i<j, ij<0
|i|,|j|≤N
I.
Ignoring the diverging termN2 =
∑
ij<0,i<j I in the above expression for∆
(N)
naive one naturally
comes up with the following definition.
Definition C.1. Let N ∈ N and define the N th cut-off normal ordered Casimir operator for
a∞ by
∆(N) := 2
∑
i,j∈Z
j<i
|i|,|j|≤N
EijEji +
∑
i,j∈Z
i<j
|i|,|j|≤N
(Eii − Ejj) +
∑
i∈Z
|i|≤N
E2ii.
Lemma C.2. One may write
(C.1) ∆(N) = 2
∑
i,j∈Z
j<i
|i|,|j|≤N
EijEji +
∑
i∈Z
|i|≤N
Eii(Eii − 2i).
Proof. Let
S :=
∑
i,j∈Z
i<j
|i|,|j|≤N
(Eii − Ejj) =
∑
i,j∈Z
−N≤i≤N−1
−N+1≤j≤N
(Eii − Ejj)
and for a fixed i ∈ Z set
S(i) :=
∑
j∈Z
i<j≤N
(Eii − Ejj)
so that
S =
N−1∑
i=−N
S(i).
Next write each S(i) in the form
S(i) =
∑
j∈Z
i<j≤N
Eii −
∑
j∈Z
i<j≤N
Ejj = (N − i)Eii −
∑
j∈Z
i<j≤N
Ejj = (N − i)Eii − T (i),
where
T (i) :=
∑
j∈Z
i<j≤N
Ejj =
T1(i)︷ ︸︸ ︷∑
j∈Z
i<j≤N−1
Ejj +ENN
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Thus
S =
N−1∑
k=−N
(N − k)Ekk −
N−1∑
i=−N
∑
j∈Z
i<j≤N
Ejj
=
N−1∑
k=−N
(N − k)Ekk −
N−1∑
i=−N
T (i) =
N−1∑
k=−N
(N − k)Ekk −
N−1∑
i=−N
T1(i)︸ ︷︷ ︸
T1
−
N−1∑
i=−N
ENN
=
N−1∑
k=−N
(N − k)Ekk − T1 − 2NENN(C.2)
The term Ekk (−N ≤ k ≤ N − 1) occurs in T1(i) iff i < k and then it occurs exactly once.
Hence for a fixed k as above, the term Ekk occurs in T1 for
# {i ∈ Z | i ∈ [−N, k − 1] ⊂ R} = k +N
times. We conclude by combining terms that
S =
N−1∑
−N
(
(N − k)Ekk − (k +N)Ekk
)
− 2NENN = −2
N−1∑
k=−N
kEkk − 2NENN
= −2
N∑
k=−N
kEkk.(C.3)
from which the result follows. 
C.2. Going to the limit. The above computations motivate us to set the following definition.
Definition C.3. Define the normal ordered Casimir operator for a∞ by
(C.4) ∆ := 2
∑
i,j∈Z
j<i
EijEji +
∑
i∈Z
Eii(Eii − 2i).
Our next task is to show that ∆ is well-behaved when realized in highest weight representa-
tions rˆ : a∞ −→ EndL(λ), where λ = ω˜m with m ∈ Z. More precisely, let rˆ be as above and
let
∆rˆ := 2
∑
i,j∈Z
j<i
rˆ(Eij)rˆ(Eji) +
∑
i∈Z
rˆ(Eii)
(
rˆ(Eii)− 2i
)
be a formal sum of operators acting on L(λ). We need to show that if v ∈ L(λ) then ∆rˆv is a
well-defined element of L(λ).
Lemma C.4. Let λ = ω˜m so that we are looking at the fundamental representation rˆ = rˆm :
a∞ −→ End(Fm) and let ψm ∈ Fm be the corresponding highest weight vector given explicitly
in Appendix B. Then
∆rˆψm = −m(m− 2)ψm =
[
1− (m− 1)2
]
ψm.
In particular,
∆rˆψm = 0 ⇐⇒ m = 0, 2
and
∆rˆψm ∈ Z+ψm ⇐⇒ m = 1.
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Proof. Recalling that rˆm(g+)ψm = 0, the claim follows directly from equation (B.3) by simple
computations using the well-known formula
1 + 2 + · · ·+ n = n(n+ 1)
2
.

Next we want to analyze the commutators [∆rˆ, rˆ(Emn)] for the elements Emn ∈ a∞.
Lemma C.5. Fix an integer M ∈ Z≥0 and consider all integers N ∈ Z≥0 satisfying N ≥ M .
Then for all m,n ∈ Z with |m| , |n| ≤M
(C.5) [∆(N), Emn] =
{
2 sign(m)Emn if mn < 0,
0 otherwise.
Proof. Obviously, it is enough to prove only the case where M = N and N obtains all values
in Z≥0. Recall that for N ∈ N
∆(N) = ∆
(N)
naive −
∑
i,j∈Z
i<j,ij<0
|i|,|j|≤N
I.
which implies we can compute the above commutators using the naive version of the Casimir
operator:
[∆(N), Emn] = [∆
(N)
naive, Emn] =
[ ∑
i,j∈Z
|i|,|j|≤N
EijEji, Emn
]
=
∑
i,j∈Z
|i|,|j|≤N
[EijEji, Emn],
where we have assumed |m| , |n| ≤ N .
To simplify computations that follow we are going to make use of the finite-dimensional Lie
algebra gl2N+1(C) and realize it as a set consisting of all (2N +1)× (2N +1) complex matrices
with row and column indices going from −N to N . Let eij denote the matrix with 1 as the
(i, j) entry and all other entries 0. Then the eij (i, j ∈ Z) form a basis for gl(2N+1)(C) and the
commutation relations of gl(2N+1)(C) can be expressed as the commutation relations
[eij , emn] = δjmein − δniemj ,
i.e. these are the same as the commutation relations defining a∞ except that we don’t have the
two-cocycle s(·, ·) appearing. Then it is known that the Casimir invariant of gl2N+1(C) may be
given as
∆gl2N+1 =
∑
i,j∈Z
|i|,|j|≤N
eijeji
and that
[∆gl2N+1 , emn] = 0
for all the basis elements emn ∈ gl2N+1(C).
Going back to the original situation, recall first the abstract commutator formula
[AB,C] = [AC,B] +A[B,C]
to obtain
[∆(N), Emn] =
∑
i,j∈Z
|i|,|j|≤N
[Eij , Emn]Eji +
∑
i,j∈Z
|i|,|j|≤N
Eij [Eji, Emn]
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and
0 = [∆gl2N+1, emn] =
∑
i,j∈Z
|i|,|j|≤N
[eij , emn]eji +
∑
i,j∈Z
|i|,|j|≤N
eij [eji, emn]
from which we conclude that
[∆(N), Emn] =
∑
i,j∈Z
|i|,|j|≤N
s(Eij , Emn)Eji +
∑
i,j∈Z
|i|,|j|≤N
s(Eji, Emn)Eij .
Since
s(Eij , Emn) =
{ − sign(i)δinδjm if ij < 0,
0 otherwise.
we have arrived at the identity
[∆(N), Emn] = −
∑
i,j∈Z
ij<0
|i|,|j|≤N
sign(i)δinδjmEji −
∑
i,j∈Z
ij<0
|i|,|j|≤N
sign(j)δjnδimEij .
To analyze this we make a case study.
(1) The case mn = 0. Since ij < 0 one sees by looking at the possible values of the various
Kronecker’s delta functions appearing above that necessarliy [∆(N), Emn] = 0.
(2) The case mn > 0. Now m and n are nonzero and are either both positive or both
negative, and i and j are nonzero integers with opposite signs. Thus both conditions
δin = 1 and δjm = 1 are never valid at the same time implying their product must
always be zero. Similarly one sees that δjnδim = 0 so that [∆
(N), Emn] = 0 in this case,
too.
(3) The case mn < 0. Now it is always possible to have δinδjm = 1 and δjnδim = 1 yielding
[∆(N), Emn] = − sign(n)Emn − sign(n)Emn = 2 sign(m)Emn.

Corollary C.6. For each i, j ∈ Z, the limit [∆, Emn] is a well-defined operator in each charge
q-sector Fq (q ∈ Z) of the fermionic Fock space F . In fact, for each pair of integers i, j ∈ Z,
there exists an integer Ni,j ∈ Z≥0 such that
(C.6) [∆, Eij ] = [∆
(N), Eij ] =
{
2 sign(m)Emn if mn < 0,
0 otherwise.
for all N ≥ Ni,j. In particular, one finds that for each k ∈ Z, k < 0.
(C.7) [∆, Ei,i+k] =
{
2Ei,i+k if 0 < i < −k,
0 otherwise.
Proof. Let M = max {|m| , |n|}. Then it is easy to see from the explicit commutation relations
of a∞ that [Eij , Emn] = 0 = [Eji, Emn] whenever |i| > M or |j| > M . Thus, the commutator
in question is actually a finite sum of operators,
[∆, Emn] = [∆
(M), Emn],
and therefore well-defined with value given by the Lemma C.5. The same Lemma also tells us
that [∆(N), Emn] = [∆
(M), Emn] whenever N ≥M . Thus, we may choose Ni,j =M . 
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Next, recall from [Otte] §4.4. that the operators
sk :=
∑
i∈Z
Ei,i+k (k ∈ Z)
satisfying
(C.8) [sn, sk] = nδn,−k · I.
give a representation of the Heisenberg Lie algebra in each charge q-sector Fq (q ∈ Z). Moreover,
the vectors of the form
(C.9) s−k1 · . . . · s−knψq, where k1 ≥ · · · ≥ kn > 0
yield a basis for Fq. It follows then from equation (C.7) that for an integer k < 0
(C.10) [∆, sk] =
∑
i∈Z
[∆, Ei,i+k] = 2
−k∑
i=1
Ei,i+k,
which is a finite sum of well-defined operators acting on each Fq (q ∈ Z), and is thus well-
defined.
Proposition C.7. The normally ordered Casimir invariant ∆ of a∞ gives a well-defined (un-
bounded) operator when realized in the fundamental representations rˆ = rˆq : a∞ −→ End(Fq).
The operator ∆rˆ has a dense domain D(∆rˆ) = Fpolq .
Proof. It is enough to show that ∆ operates well on the basis vectors
(C.11) w = s−k1 · . . . · s−knψq, where k1 ≥ · · · ≥ kn > 0
of Fpolq , which is clearly dense in Fq. This can be proved by induction with respect to the
length Length(w) := n, where the value n = 0 corresponds to the vacuum vector ψq.
By Lemma C.4 we know that the statement is true for n = 0. We make the inductive
assumption that ∆ is well-defined on all basis vectors (C.11) with Length(w) ≤ n ∈ N. Let
then
w′ = s−k1 · . . . · s−kns−k(n+1)ψq, where k1 ≥ · · · ≥ kn > 0
be a basis vector of length n+1. Using the algebraic identity AB = BA+[A,B] one may write
∆w′ = s−k1∆s−k2 · . . . · s−kns−k(n+1)ψq + [∆, s−k1 ]s−k2 · . . . · s−kns−k(n+1)ψq.
The second summand here is well-defined since we noticed that for negative k ∈ Z the operator
[∆, sk] makes sense in Fpolq , and the first summand is well-defined by our induction assumption.

C.3. Finding eigenvalues. Next we consider rˆ : a∞ −→ End(Lλ) as a projective highest
weight representation of gl∞ via restriction. If we denote by vλ ∈ L(λ) the corresponding
highest weight vector, then we know that the set
L(λ)pol := rˆ(U(gl∞))vλ ⊂ L(λ)
is dense in L(λ).
By the Poincaré–Birkhoff–Witt theorem any ordered monomial in U(gl∞) can be written as
a finite product of the form
u =
∏
Eij∈g−
E
rij
ij
∏
Ekl∈h
Esklkl
∏
Emn∈g+
Epmnmn , rij , skl, pmn ∈ N,
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i.e.
u =
∏
i,j∈Z
i>j
E
rij
ij
∏
k∈Z
Eskkkk
∏
m,n∈Z
m<n
Epmnmn , rij , skk, pmn ∈ N.
It follows from this and the definition of a highest weight representation that any element of
L(λ)pol can be written as a linear combination of vectors of the form
w =
( ∏
i,j∈Z
i>j
E
rij
ij
)
vλ,
with only finitely many terms rij 6= 0, i.e. L(λ)pol is generated by all finite C-linear combinations
of elements of the form U(g−)vλ.
Proposition C.8. Let rˆ = rˆm : a∞ −→ End(Fm) be the m-th fundamental representations
(m ∈ Z) of a∞. The operator ∆rˆ : Fm −→ Fm has a dense domain D(∆rˆ) = Fpolm = U(g−)ψm
and if
(C.12) w = Ei1j1 · · ·Einjnψm ∈ Fpolm (ik > jk for all k = 1, . . . n)
with the different Eijjk ’s in this expression not necessarily distinct then the image vector
∆rˆw =
[
2Num(w) + 1− (m− 1)2
]
w,
where Num denotes the number
Num(w) := # {those Eikjk in (C.12) with ik > 0 and jk < 0} .
Proof. We first look at the cut-off ∆(N) for N ∈ N such that N > |m| so that the result of
Lemma C.4 applies as well to ∆(N). Moreover, we assume that all indices i, j in the expression
(C.13) w =
∏
i,j∈Z
i>j
E
rij
ij ψm
satisfy |i| , |j| ≤M , where M ∈ Z≥0 is a fixed integer satisfying M ≤ N . Notice that the set
S(M) := g− ∩ {Eij | i, j ∈ Z, ij < 0, |i| , |j| ≤M}
= {Eij | i, j ∈ Z, i > j, ij < 0, |i| , |j| ≤M}
= {Eij | i > 0, j < 0, |i| , |j| ≤M}
so that according to Lemma C.5 for the Eij ’s appearing in equation (C.13) it holds that
[∆
(N)
rˆ , rˆ(Eij)] =
{
2 sign(i)rˆ(Eij) if Eij ∈ S(M),
0 otherwise
=
{
2rˆ(Eij) if i > 0 and j < 0,
0 otherwise.
Thus, if Eikjk appears in (C.13), and n ∈ N with n > 0, we write ∆(N)rˆ = [∆(N)rˆ , Eikjk ] +
Eikjk∆
(N)
rˆ and if furthermore we write w in the form
w = Ei1j1 · · ·Einjnψm
then
Ei1j1 · · ·∆(N)rˆ EikjkEik+1jk+1 · · ·Einjnψm
=
{
2w + Ei1j1 · · ·Eikjk∆(N)rˆ Eik+1jk+1 · · ·Einjnψm if i > 0 and j < 0,
Ei1j1 · · ·Eikjk∆(N)rˆ Eik+1jk+1 · · ·Einjnψm otherwise.
DIRAC OPERATOR ON THE RESTRICTED GRASSMANNIAN MANIFOLD 79
It follows then by induction that
∆
(N)
rˆ w = 2Num(w) + Ei1j1 · · ·Einjn∆(N)rˆ ψm.
Lemma C.4 then gives
∆
(N)
rˆ w =
[
2Num(w) + 1− (m− 1)2
]
w.
Noticing that in our situation at hand ∆
(N)
rˆ w = ∆rˆw, and taking into account Corollary
C.6, one sees that for sufficiently large N , we are allowed to replace ∆
(N)
rˆ with ∆rˆ in the
above computations. The claim then follows by noticing that each vector w of the form (C.12)
necessarily belongs to some S(M). 
Corollary C.9. Let m,M ∈ Z with M ≥ 0 and let Fpol,Mm ⊂ Fpolm be the subspace of Fpolm
generated by all finite linear combinations of elements w of the form (C.12) with Num(w) =M .
Then
∆rˆm
∣∣∣
Fpol,Mm
=
[
2M + 1− (m− 1)2
]
· idFpol,Mm .
Clearly we have
Fpolm =
∞∑
M=0
Fpol,Mm (algebraic sum),
and taking into account Corollary C.9, one sees that this sum is actually direct,
Fpolm =
∞⊕
M=0
Fpol,Mm (algebraic direct sum).
Next we are going to look at more carefully the case m = 0. Then according to Corollary
C.9
(C.14) ∆rˆ0
∣∣∣
Fpol,M0
= 2M · idFpol,M0 .
Proposition C.10 (Diagonalization of ∆rˆ0). On Fpol0 the operator ∆rˆ0 is besides diagonaliz-
able it is also non-negative with kernel equal to
(C.15) ker(∆rˆ0) = Fpol,00 = C|0〉F .
In particular, dimker(∆rˆ0) = 1 <∞.
Proof. By Corollary C.9 the only thing left to do is to show that in the case of F0 the direct
sum decomposition
Fpol0 =
∞⊕
M=0
Fpol,M0 (algebraic direct sum)
is an orthogonal decomposition, i.e. that
Fpol,M0 ⊥ Fpol,N0
when M 6= N .
Now the first thing to notice is that the Poincaré–Birkhoff-Witt argument given right below
Lemma C.5 can be taken one step further in the case of F0 since we know that Eij |0〉F = 0
unless i > 0 and j < 0. Namely, we express g− as a direct sum of {
∑
finite aijEij | aij ∈ C, i >
j, ij < 0} and its complement in g−. After this we run through the same argument used before
to conclude that Fpol0 is generated by all finite C-linear combinations of the vectors of the form
w =
∏
i,j∈Z
i>0,j<0
E
rij
ij |0〉F ,
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where only finite number of the rij ’s are different from 0.
In particular, we may always assume that i 6= j in the above expression so that
rˆ(Eij) = r(Eij) = ψ
∗
i ψj (i > 0, j < 0).
Moreover, notice that the anti-commutator {ψ∗i , ψj} = δij = 0 when i and j have different signs.
It follows from this and the other anti-commutations relations of the CAR algebra A(H,H+),
namely that all the other defining anti-commutation relations are zero, that we may write the
element
(C.16) w = Ei1j1 · · ·Einjn |0〉F (ik > 0, jk < 0 for all k = 1, . . . n)
in the form
(C.17) w = ±ψ∗i1 · · ·ψ∗inψj1 · · ·ψjn |0〉F (ik > 0, jk < 0 for all k = 1, . . . n),
i.e. modulo sign an element of the standard orthonormal basis of F . Also notice that since in
A(H,H+)
2(ψ∗i )
2 = {ψ∗i , ψ∗i } = 0 and 2ψ2i = {ψi, ψi} = 0
all of the indices i1, . . . , in and j1, . . . jn in (C.16) are pairwise distinct for nonzero w. Also
notice that if w 6= 0 we have
Num(w) = n ∈ Z≥0,
i.e essentially the ‘length’ of w when measured as the number of ψik ’s (resp. ψ
∗
ik
’s) appearing
in the expression (C.17), and the space Fpol,n is generated by all finite C-linear combinations
of the standard orthonormal basis vectors of F of the form (C.17) with the + sign and all the
indices being pairwise distinct. Clearly then
Fpol,M0 ⊥ Fpol,N0
if M 6= N . It also follows from this that Fpol,00 = C|0〉F . 
Proposition C.11. The unbounded operators ∆rˆ0 ,∆
(N)
rˆ0
: F0 −→ F0 with common dense
domain Fpol0 satisfy the strong limit condition
(C.18) s−lim
N→∞
∆
(N)
rˆ0
= ∆rˆ0 .
Proof. Let Fpol,(M)0 denote the C-subvector space of Fpol0 consisting of all finite C-linear com-
binations of those basis vectors
(C.19) w = Ei1j1 · · ·Einjn |0〉F (ik > 0, jk < 0 for all k = 1, . . . n)
of Fpol0 satisfying |ik| , |jk| ≤ M for all k = 1, . . . n (we interpret the case n = 0 to mean the
vacuum vector |0〉F , which is included in this subset). Of course, those basis vectors then yield
a basis of Fpol,(M)0 . On the other hand, the union
⋃
m∈Z≥0 F
pol,(M)
0 = Fpol0 , so that it is enough
by linearity to show that for each element
w = Ei1j1 · · ·Einjn |0〉F (ik > 0, jk < 0, |ik| , |jk| ≤M for all k = 1, . . . n)
there exists an integer Nw ∈ Z≥0 such that ∆(N)rˆ0 w = ∆rˆ0w whenever N ≥ Nw. But this follows
from the proof of Proposition C.8. 
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