A fast algorithm with almost optimal memory for the computation of Caputo's fractional derivative is developed. It is based on a nonuniform splitting of the time interval [0, t n ] and a polynomial approximation of the kernel function (1 − τ) −α .
Introduction
Fractional differential equations become a popular tool in various applications. They can properly reflect physical processes in biology, ecology and control systems [11-14, 18, 19, 28, 31-33] . The Riemann-Liouville [3, 4] and the Caputo [11, 33, 37, 39, 42] fractional derivatives are commonly used and the latter is better suited to work with fractional partial differential equations (PDEs), since the former is connected with the initial conditions containing limit values of the fractional derivatives at t = 0, the physical meaning of which is not quite clear. We consider a fast method for PDEs with the Caputo fractional derivative 
In the case T >> 1, Jiang et al.
[11] used a combination of the Gauss-Jacobi and GaussLegendre quadratures to improve this method to (log n) storage requirements and (log n) computational cost. The fast scheme turned out to have 2−α convergence rate and to be unconditionally stable [11] . Further on, to solve fractional diffusion equations Yan et al. [38] employed an L2 − 1 σ formula, achieving the second-order accuracy. McLean [26] approximated fractional kernel by degenerate kernels and Baffet and Hesthaven [1] used a kernel compression to discretise the corresponding fractional integral operator.
In this paper, we introduce a fast algorithm with almost optimal memory for the Caputo fractional derivative, which has the same order of convergence as a direct method. At each time step, the fractional derivative is decomposed into local and history parts. The local part, represented by an integral over interval [t n−1 , t n ], is calculated by a direct method. To evaluate history part, we split the interval [0, t n−1 ] into nonuniform subintervals. The corresponding integrals depend on t n , which causes difficulties in fast calculations. To overcome these difficulties, we approximate the kernel function by a polynomial of K-th degree. The convolutions of the integral of u ′ (t) with different polynomial basis functions
