Abstract. The increasing availability of space-time trajectories left by location-aware devices is expected to enable novel classes of applications where the discovery of consumable, concise, and actionable knowledge is the key step. However, the analysis of mobility data is a critic task by the privacy point of view: in fact, the peculiar nature of location data might enable intrusive inferences in the life of the individuals whose data is analyzed. It is thus important to develop privacy-preserving techniques for the publication and the analysis of mobility data.
Introduction
off-line: such as the collection of the traces left by these moving objects, the offline analysis of these traces with the aim of extracting behavioral knowledge in support of, e.g., mobility-related decision making processes, sustainable mobility, and intelligent transportation systems [1] .
The latter scenario, which is the focus of this paper, is rapidly gaining a great deal of attention as witnessed by the amount spatio-temporal data mining techniques that have been developed in the last years [2, 3, 4, 5, 6, 7] . Such techniques may be used, for instance, by governments to measure day-by-day variability in mobility behavior 1 , by researchers to study masses mobility behavior 2 or by companies to track employees and maximize their efficiency 3 . Clearly, in these applications privacy is a concern, since location data enables intrusive inferences, which may reveal habits, social customs, religious and sexual preferences of individuals, and can be used for unauthorized advertisement and user profiling.
More concretely, consider a traffic management application on a city road network, where the trajectories of vehicles equipped with GPS devices are recorded and analyzed by the city municipality traffic management office. This is not unrealistic: in the context of the GeoPKDD 4 project, we received a dataset of this kind from the city of Milan (Italy). Indeed, many citizens accept to equip their car with GPS devices, because this way they obtain a substantial discount on the mandatory car insurance. Suppose now that the office owning the data is going to outsource the data mining analysis to an external laboratory. In a naïve tentative of preserving anonymity, the car identifiers are not disclosed but instead replaced with pseudonyms. However, as shown in [8] , such operation is insufficient to guarantee anonymity, since location represents a property that in some circumstances can lead to the identification of the individual. For example, if Bob is known to follow almost every working morning the same route, it is very likely that the starting point is Bob's home and the ending point is his working place. Joining this information with some telephone directories we can easily link Bob's trajectory to Bob's identity.
As another example, a recent paper by Terrovitis and Mamoulis analyzes the case of a company in Hong Kong, called Octopus 5 , that collects daily trajectory data of Hong Kong residents who use Octopus smart RFID card [9] . The data could be disclosed to a third external party, e.g., for reach of poster analysis in Hong Kong. The reach of a poster defines the percentage of people who have at least one contact with a given poster (or a posters network) within a specified period of time. The reach allows to determine the optimal duration of some advertisement and to tune the formation of poster networks 6 .
As Terrovitis and Mamoulis [9] pointed out, when a person, say Alice, uses her Octopus card to pay at different convenience stores that belong to the same chain (e.g., 7-Eleven), by collecting her transaction history in all these stores, the company can construct a subset of her complete trajectory. If this constructed trajectory uniquely identifies Alice, then by matching it with the published trajectory database (this is usually called "linkage attack"), even though the users identifiers may be removed, Alice still can be re-identified, as can the other locations that she visited.
The two abovementioned examples regard cases of data released to a third party, but privacy issues do not arise only when the data must be published. As it happens for any other kind of data, collecting, storing and analyzing personspecific mobility data is subject to privacy regulations 7, 8 . Therefore it is important to develop concepts and methods for collecting, storing and publishing spatio-temporal data in a way that preserves privacy of the individuals.
The research problem surveyed in this paper can be stated as anonymity preserving data publishing of moving objects databases. More formally, we consider a static moving object database (MOD) D = {O 1 , ..., O n } that correspond to n individuals, a set of m discrete time points T = {t 1 The problem is how to transform D in such a way that it satisfy some form of anonymity, while most of its original utility is maintained in the transformed database D * . Introduced by Samarati and Sweeney [10, 11, 12] , the concept of k-anonymity has established, also thanks to its simplicity, as the de facto standard solution to prevent linkage attacks in de-identified relational databases. The idea behind k-anonymity can be described as "hiding in the crowd", as it requires that each release of data must be such that each individual is indistinguishable from at least k − 1 other individuals. In the classical k-anonymity framework the attributes are partitioned into quasi-identifiers (i.e., a set of attributes whose values can be linked to external information to reidentify the individual), and sensitive attributes (publicly unknown, which we want to keep private). In order to provide k-anonymity, the values of the quasi-identifiers are generalized to be less specific so that there are at least k individuals in the same group, who have the same (generalized) quasi-identifer values. Although it has been shown that the kanonymity model presents some flaws and limitations [13] , and that finding an optimal k-anonymization is NP-hard [14, 15] , it remains a fundamental model of privacy with practical relevance.
Unfortunately (and quite obviously), the concept of k-anonymity can not be borrowed from relational databases as it is, because in the case of moving objects much more complexity is brought in by the peculiar nature of spatio-temporal data. In the rest of this paper we will discuss this complexity, and we will analyze in details the few papers that have attacked this problem in the last two years.
Paper Content and Structure
So far only few papers have tackled the problem of anonymity in the off-line case of publication of a moving objects database. Instead, a lot of work has been done for anonymity on relational data, and for location privacy in the online, dynamic context of location based services (LBS). In Section 2 we review the basic concepts of k-anonymity on relational data, while in Section 3 we review the body of research on privacy in LBS. We try to identify some useful concepts for our static context, while highlighting the differences, and discussing the inapplicability of some of the LBS solutions to the static case. In particular, we recall the interesting concepts of location based quasi-identifier and historical k-anonymity introduced by Bettini et al. in [8] .
Then we focus on four papers (all very recent) that, to the best of our knowledge, are the unique that have attacked the problem of MOD anonymization so far. Since one key concept is that of quasi-identifier, we use this concept to partition the methods in two groups: methods assuming no quasi-identifier and thus anonymizing the trajectories in their whole [16, 17] (Section 4) and methods assuming some form of quasi-identifer [9, 18] (Section 5) .
Finally, in Section 6 we draw some conclusions and discuss the open research problems.
Relational Data Anonymity
Samarati and Sweeney showed that the simple de-anonymization of individual sources does not guarantee protection when sources are cross-examined: a sensitive medical record, for instance, can be uniquely linked to a named voter record in a publicly available voter list through some shared attributes. The objective of k-anonymity is to eliminate such opportunities of inferring private information through cross linkage.
The traditional k-anonymity framework [10, 11, 12, 19] focuses on relational tables: the basic assumptions are that the table to be anonymized contains entityspecific information, that each tuple in the table corresponds uniquely to an individual, and that attributes are divided in quasi-identifier (i.e., a set of attributes whose values in combination can be linked to external information to reidentify the individual to whom the information refers); and sensitive attributes (publicly unknown and that we want to keep secret).
According to this approach, the data holder has the duty of identifying all possible attributes in the private information that can be found in other public databases, i.e., the attributes that could be exploited by a malicious adversary by means of cross linkage (the quasi-identifier).
Once the quasi-identifier is known, the "anonymization" of the database takes place: the data is transformed in such a way that, for every combination of values of the quasi-identifier in the sanitized data, there are at least k records that share The anonymization is usually obtained by (i) generalization of attributes (the ones forming the quasi-identifier), and (ii), when not avoidable, suppression of tuples [12] .
An example medical data table is given in Table 1 (a). Attributes job, birth and postcode form the quasi-identifier. Two unique patient records (corresponding to the first two rows) may be re-identified easily since their combinations of the attributes forming the quasi-identifier are unique. The table is generalized  as a 2-anonymous table in Table 1(b): here the two patient records are indistinguishable w.r.t. the quasi-identifier and thus are less likely to be re-identified by means of cross linkage.
In the literature of k-anonymity, there are two main models. One model is global recoding [12, 19, 20, 21, 22] while the other is local recoding [12, 14, 20] . A common assumption is that each attribute has a corresponding conceptual hierarchy or taxonomy. As discussed by Domingo-Ferrer and Torra in [23] the methods based on generalization and suppression suffer of various drawbacks. To overcome some of these limitations the use of microaggregation for k-anonymity has also been proposed [23] . Microaggregation is a concept originating from the statistical disclosure control (SDC) research community. In particular, under the name microaggregation goes a family of perturbative SDC methods that have been developed both for continuous and categorical data, and that do not require a hierarchy [23, 24, 25, 26] . Whatever the data type, microaggregation can be operationally defined in terms of the following two steps:
-Partition: the set of original records is partitioned into several clusters in such a way that records in the same cluster are similar to each other and so that the number of records in each cluster is at least k. -Aggregation: An aggregation operator (for example, the mean for continuous data or the median for categorical data) is computed for each cluster and is used to replace the original records. In other words, each record in a cluster is replaced by the clusters prototype.
This approach, even if under different names, e.g. k-member clustering for k-anonymity, has been investigated in [27] , and then extended in [28, 29] to deal with attributes that have a hierarchical structure. Usually, after a clustering step what is released is the centroid of each cluster together with the cardinality of the cluster.
Another similar approach is introduced by Aggarwal and Yu in [30] . Condensation is a perturbation-like approach which aims at preserving the interattribute correlations of data. It starts by partitioning the original data into clusters of exactly k elements, then it regenerates, for each group, a set of k fake elements that approximately preserves the distribution and covariance of the original group. The record regeneration algorithm tries to preserve the eigenvector and eigenvalues of each group. The general idea is that valid data mining models (in particular, classification models) can be built from the reconstructed data without significant loss of accuracy. Condensation has been applied by the same authors also to sequences [31] .
Some limitations of the k-anonymity model, with consequent proposals for improvement, have emerged in the literature. One first drawback is that the difference between quasi-identifiers and sensitive attributes may be sometimes vague, leading to a large number of quasi-identifiers. This problem has been studied in [32] , where Aggarwal analyzes the scalability of distortion w.r.t. the number of dimensions used in the k-anonymization process, showing that for sparse data the usability of the anonymized data could sensibly decrease. A possible solution based on k-anonymity parameterized w.r.t. a given public dataset has been proposed by Atzori in [33] . Xiao and Tao in [34] propose a decomposition of quasi-identifiers and sensitive data into independently shared databases. Kifer and Gehrke [35] suggest to share anonymized marginals (statistical models such as density estimates of the original table) instead of the private table.
Another drawback of simple k-anonymity is that it may not protect sensitive values when their entropy (diversity) is low: this is the case in which a sensitive value is too frequent in a set of tuples with same quasi-identifier values after k-anonymization [13, 20, 36, 37] . Consider Table 1(b): although it satisfies 2-anonymity property, it does not protect two patients sensitive information, HIV infection. We may not be able to distinguish the two individuals for the first two tuples, but we can derive the fact that both of them are HIV infectious. Suppose one of them is the mayor, we can then confirm that the mayor has contracted HIV. Surely, this is an undesirable outcome. Note that this is a problem because the other individual whose generalized identifying attributes are the same as the mayor also has HIV. Table 3 is an appropriate solution. Since (*,1975,4350 ) is linked to multiple diseases (i.e. HIV and fever) and (*,*,4350) is also linked to multiple diseases (i.e. HIV and flu), it protects individual identifications and hides the implication.
Regardless of these limitations, k-anonymity remains a widely accepted model both in scientific literature and in privacy related legislation, and in recent years a large research effort has been devoted to develop algorithms for k-anonymity (see for instance [22, 38, 39] just to cite some of the most relevant ones).
Anonymity and Location Based Services
As witnessed by the other chapters in this volume, most of the existing work about anonymity of spatio-temporal moving points has been developed in the context of location based services (LBS). In this context a trusted server is usually in charge of handling users' requests and passing them to the service providers, and the general goal is to provide the service on-the-fly without threatening the anonymity of the user that is requiring the service. This is the main difference with our setting where we have a static database of moving objects and we want to publish it in such a way that the anonymity of the individuals is preserved, but also the quality of the data is kept high. On the contrary, in the LBS context the aim is to provide the service without learning user's exact position, and ideally the data might also be forgotten once that the service has been provided. In other terms, in our context anonymity is off-line and data-centric, while in the LBS context is a sort of on-line and service-centric anonymity. A solution to the first problem is not, in general, a solution to the second (and viceversa), and both problems are important. However, although in our context the focus is on the quality of the data, while in LBS is on the quality of the service, it should be noted that both concepts of quality are intrinsically geared on the level of precision with which positions are represented.
In the following we review some of the proposals for privacy in LBS trying to identify useful concepts for our static context, while discussing why some of the LBS solutions are not suitable for our purposes.
The concept of location k-anonymity for location based services was first introduced in [40] Gruteser and Grunwald, and later extended by Gedik and Liu in [41] to deal with different values of k for different requests. The underlying idea is that a message sent from a user is k-anonymous when it is indistinguishable from the spatial and temporal information of at least k − 1 other messages sent from different users. The proposed solution is based on a spatial subdivision in areas, and on delaying the request as long as the number of users in the specified area does not reach k. The work in [41] instead of using the same k for all messages, allows each message to specify an independent anonymity value and the maximum spatial and temporal tolerance resolutions it can tolerate based on its privacy requirements. The proposed algorithm tries to identify the smallest spatial area and time interval for each message, such that there exist at least k − 1 other messages from different users, with the same spatial and temporal dimensions. Domingo-Ferrer applied the idea of microaggregation for k-anonymity in location-based services [42] .
Kido et al. [43] propose a privacy system that takes into account only the spatial dimension: the area in which location anonymity is evaluated is divided into several regions, and position information is delimited by the region it belongs to. Anonymity is required in two different ways: the first, called ubiquity, requires that a user visits at least k regions; the second, called congestion, requires the number of users in a region to be at least k. High ubiquity guarantees the location anonymity of every user, while high congestion guarantees location anonymity of local users in a specified region.
In [44] Beresford and Stajano introduce the concept of mix zones. A mix zone is an area where the location based service providers can not trace users' movements. When a user enters a mix zone, the service provider does not receive the real identity of the user but a pseudonym that changes whenever the user enters a new mix zone. In this way, the identities of users entering a mix zone in the same time period are mixed. A similar classification of areas, named sensitivity map is introduced by Gruteser and Liu in [45] : locations are classified as either sensitive or insensitive, and three algorithms that hide users' positions in sensitive areas are proposed.
Contrary to the notions of mixed zones and sensitivity maps, the approach introduced by Bettini et al. in [8] is geared on the concept of location based quasi-identifier, i.e., a spatio-temporal pattern that can uniquely identify one individual. More specifically, a location based quasi-identifier (lbqid) is a sequence of spatio-temporal constraints (i.e., a spatial area and a time interval) plus a recurrence formula.
Example 1 (Borrowed from [8]).
A user may consider the trip from the condominium where he lives to the building where he works every morning and the trip back in the afternoon as an lbqid if observed by the same service provider for at least 3 weekdays in the same week, and for at least 2 weeks. This lbqid may be represented by the spatio-temporal pattern: Where and how lbqid are defined for each single user, is an interesting open problem not addressed in [8] , and we will discuss it again later in this chapter. In [8] Bettini et al. simply state that the derivation process of those spatio-temporal patterns to be used as lbqid will have to be based on statistical analysis of the data about users movement history: if a certain pattern turns out to be very common for many users, it is unlikely to be useful for identifying any one of them. Since in the LBS framework there is the trusted server which stores, or at least has access to, historical trajectory data, Bettini et al. argue that the trusted server is probably a good candidate to offer tools for lbqid identification. However, the selection of candidate patterns may also possibly be guided directly by the users. The goal of introducing the concept of lbqid is that of ensuring that no sensitive data is released from the trusted server receiving the requests, to a service provider, when the data can be personally identified through a lbqid. On the technical level, considering the language proposed in Example 1, a timed state automata [46] may be used for each lbqid and each user, advancing the state of the automata when the actual location of the user at the request time is within the area specified by one of the current states, and the temporal constraints are satisfied.
In [8] the concept of historical k-anonymity is also introduced. Given the set of requests issued by a certain user (that corresponds to a trajectory of a moving object in our terminology), it satisfies historical k-anonymity if there exist k − 1 personal histories of locations (i.e., trajectories in our terminology) belonging to k − 1 different users such that they are location-time consistent (i.e., undistinguishable). What the framework in [8] aims at, is to make sure that if a set of requests from a user matches a location based quasi-identifier then it satisfies historical k-anonymity. The idea is that if a service provider can successfully track the requests of a user through all the elements of a lbqid, then there would be at least k − 1 other users whose personal history of locations is consistent with these requests, and thus may have issued those requests. This is achieved by generalization in space and time, essentially by increasing the uncertainty about the real user location and time of request. Generalization is performed by an algorithm that tries to preserve historical k-anonymity of the set of requests that have matched the current partial lbqid. If for a particular request, generalization fails, (i.e., historical k-anonymity is violated), the system will try to unlink future requests from the previous ones by means of the mixed zones technique [44] that we discussed earlier.
Although defined in the LBS context this work is very relevant to the problem surveyed in this chapter, i.e., anonymity in a static database of moving objects.
In other terms, a set of trajectories that satisfies historical k-anonymity may be considered safe also in our data-publishing context. The main difference, however, is the fact that they consider data point (requests) continuously arriving, and thus they provide on-line anonymity. More concretely, the anonymization group of an individual is chosen once and for all, at the time this is needed, i.e., when his trajectory matches a lbqid. This means that the k − 1 moving objects passing closer to the point of the request are selected to form the anonymization group regardless of what they will do later, as this information is not yet available. Instead in our context the information about the whole history of trajectories is available, thus we must select anonymization groups considering the trajectories in their whole. This is the main reason why the solution proposed in [8] does not seem suitable for our static data-publishing context.
As discussed at the beginning of this section the difference is that in the LBS context the emphasis is on providing the service, while in our context the emphasis is on the quality maintained in the anonymized database. As another example consider again the concept of mix zones previously described: it is a solution for LBS, since it provides some sort of anonymity for the users while still allowing the service to be provided correctly; but it is not a solution for data publishing, since the quality of the data is completely destroyed. Just think about a data mining analysis (e.g., finding hot routes [6] , frequent mobility patterns [47] clustering trajectories [4] , etc.) on a dataset "anonymized" by means of the mixed-zone technique: the results would simply be unreliable.
Summarizing, in this section we have reviewed techniques for anonymity in the LBS context, and we have discussed the differences between this context and our context: why the anonymity solutions proposed in the former are not suitable in the latter. However, many techniques developed in the LBS research community, such as location perturbation, spatio-temporal cloaking (i.e., generalization), and the personalized privacy-profile of users, should be taken in consideration while devising solutions for anonymity preserving data publishing of MODs. Also the definitions of historical k-anonymity and lbqid might be borrowed in the context of data publishing: how to do it is a challenging open problem not addressed in [8] nor in other work.
Methods Based on Clustering and Perturbation
The problem of defining a concept of quasi-identifier for a database of moving objects, that is both realistic and actionable, is not an easy task. On the one hand, it is the nature itself of spatio-temporal information to make the use of quasiidentifiers unlikely, or at least, challenging. The natural spatial and temporal dependence of consecutive points in a trajectory, avoids from identifying a precise set of locations, or a particular set of timestamps to be the quasi-identifier. Moreover, as argued in [18] , unlike in relational microdata, where every tuple has the same set of quasi-identifier attributes, in mobility data we can not assume to have the same quasi-identifier for all the individuals. It is very likely that various moving objects have different quasi-identifiers and this should be taken into account in modeling adversarial knowledge. But as shown in [18] allowing different quasi-identifiers for different objects creates many challenges: the main one being that the anonymization groups may not be disjoint.
A different order of challenges regarding the definition of a concept of quasiidentifier for MODs, arises at the practical level. It is not clear from where and how the quasi-identifier for each single user should be defined. Both [8] and [18] argue that the quasi-identifiers may be provided directly by the users when they subscribe to the service, or be part of the users personalized settings, or they may be found by means of statistical data analysis or data mining. However, the problem of spatio-temporal quasi-identifier definition in the real-world is an open issue.
Given the aforementioned challenges, Abul et al. [16] , and Nergiz et al. [17] , have tackled the problem of anonymity of MODs without considering any concept of quasi-identifier, thus anonymizing trajectories as a whole. This may be considered as implicitly and conservatively assuming that the adversary may identify each user in any location at any time. Since the proposed techniques provide protection under this very conservative setting, they also provide protection under less powerful adversary.
In this setting the output of anonymization can only be a set of anonymization groups each one containing identical, or at least very similar, sets of trajectories and having size at least k. From the above consideration, it follows that a natural approach is to tackle the anonymity problem by means of clustering, more precisely microaggregation or k-member clustering, i.e., clustering with the constraint on the minimum population of each cluster.
The first work tackling the anonymization of trajectories as a constrained clustering problem is [16] . In that paper Abul et al. propose a novel concept of k-anonymity based on co-localization that exploits the inherent uncertainty of the moving object's whereabouts. Due to sampling and positioning systems (e.g., GPS) imprecision, the trajectory of a moving object is not simply a polyline in a three-dimensional space, instead it is a cylindrical volume, where its radius δ represents the possible location imprecision: we know that the trajectory of the moving object is within this cylinder, but we do not know exactly where. A graphical representation of an uncertain trajectory is reported in Figure 1(a) .
If another trajectory moves within the cylinder (or uncertainty area) of the given trajectory, then the two trajectory are indistinguishable from each other (or in other terms, they're a possible motion curve of each other). This leads to the definition of (k, δ)-anonymity for moving objects databases. More formally, given an anonymity threshold k, Abul et al. define a (k, δ)-anonymity set as a set of at least k trajectories that are co-localized w.r.t. δ. Then they show that a set of trajectories S, with |S| ≥ k, is a (k, δ)-anonymity set if and only if there exists a trajectory τ c such that all the trajectories in S are possible motion curves of τ c within an uncertainty radius of δ/2. Given a (k, δ)-anonymity set S, the trajectory τ c is obtained by taking, for each t ∈ [t 1 , t n ], the point (x, y) that is the center of the minimum bounding circle of all the points at time t of all trajectories in S. Therefore, an anonymity set of trajectories can be bounded it exists a (k, δ)-anonymity set S ⊆ D * , τ ∈ S, and the distortion between D and D * is minimized. In [16] a two-step method, based on clustering and perturbation, is devised to achieve (k, δ)-anonymity. In particular, as perturbation method is chosen space translation: i.e., slightly moving some observations in space. A suitable measure of the information distortion introduced by space translation is defined, and the problem of achieving (k, δ)-anonymity by space translation with minimum distortion is proven to be NP-hard.
In the first clustering step, the MOD D is partitioned in groups of trajectories, each group having size in the interval [k, 2k − 1]. After having tried a large variety of clustering methods for trajectories under the k-member constraint, Abul et al. chose a simple greedy method as the best trade-off between efficiency and quality of the results. The resulting method, named N WA (N ever Walk Alone), is further enhanced with ad-hoc preprocessing and outlier removal. In fact it is claimed by the authors (but also by other previous work, e.g., [29] ), that outlier detection and removal might be a very important technique in clusteringbased anonymization schemes: the overall quality of the anonymized database can benefit by the removal of few outlying trajectories.
The pre-processing step aims at partitioning the input database into larger equivalence classes w.r.t. time span, i.e. groups containing all the trajectories that have the same starting time and the same ending time. This is needed because N WA adopts Euclidean distance that can only be defined among trajectories having the same time span: if performed directly on the raw input data this often produces a large number of very small equivalence classes, possibly leading to very low quality anonymization. To overcome this problem, a simple preprocessing method is developed. The method enforces larger equivalence classes at the price of a small information loss. The pre-processing is driven by an integer parameter π: only one timestamp every π can be the starting or ending point of a trajectory. For instance, if the original data was sampled at a frequency of one minute, and π = 60, all trajectories are pre-processed in such a way that they all start and end at full hours. To do that, the first and the last suitable timestamps occurring in each trajectory are detected, and then all the points of the trajectory that do not lay between them are removed.
The greedy clustering method iteratively selects a pivot trajectory and makes a cluster out of it and of its k − 1 unvisited nearest neighbors, starting from a random pivot and choosing next ones as the farthest unvisited trajectories w.r.t. previous pivots. Being simple and extremely efficient, the greedy algorithm allows to iteratively repeat it until clusters satisfying some criteria of compactness are built.
More in details, a compactness constraint is added to the greedy clustering method briefly described above: clusters to be formed must have a radius not larger than a given threshold. When a cluster cannot be created around a new pivot without violating the compactness constraint, the latter is simply deactivated -i.e., it will not be used as pivot but, in case, it can be used in the future as member of some other cluster -and the process goes on with the next pivot. When a remaining object cannot be added to any cluster without violating the compactness constraint, it is considered an outlier and it is trashed. This process might lead to solutions with a too large trash, in which case the whole procedure is restarted from scratch relaxing the compactness constraint, reiterating the operation till a clustering with sufficiently small trash is obtained. At the end, the set of clusters obtained is returned as output, thus implicitly discarding the trashed trajectories.
In the second step, each cluster of trajectories is perturbed by means of the minimum spatial translation needed to push all the trajectories within a common uncertainty cylinder, i.e., transforming them in an anonymity set.
Data quality of the anonymized database D * is assessed both by means of objective measures of information distortion, and by comparing the results of the same spatio-temporal range queries executed on D and D * . In particular, as of objective measures Abul et al. adopt the total information distortion introduced by the spatial translation of points, and discernibility. Introduced in [38] , discernibility is a simple measure of the data quality of the anonymized dataset based on the size of each anonymity set. Given a clustering P = {p 1 , . . . , p n } of D, where p n represents the trash bin, the discernibility metric is defined as:
Intuitively, discernibility represents the fact that data quality shrinks as more data elements become indistinguishable. The experiments reported in [16] show that discernibility is strongly influenced by the number of removed trajectories, and it does not provide any information about the amount of distortion introduced, thus resulting not much suitable for the cases of trajectory anonymization.
Abul et al. also report experiments on range query distortion, adopting the model of spatio-temporal range queries with uncertainty of [48] . In that work it is defined a set of six (Boolean) predicates that give a qualitative description of the relative position of a moving object τ with respect to a region R, within a given time interval [t b , t e ]. In particular the condition of interest is inside(R, τ ). Since the location of the object changes continuously, we may ask if such condition is satisfied sometime or always within [t b , t e ]; moreover, due to the uncertainty, the object may possibly satisfy the condition or it may definitely do so (here the uncertainty is expressed by the same δ of the anonymization problem). If there exists some possible motion curve which at the time t is inside the region R, there is a possibility that the moving object will be inside R at t. Similarly, if every possible motion curve of the moving object is inside the region R at the time t, then regardless of which one describes the actual objects motion, the object is guaranteed to be inside the region R at time t. Thus, there are two domains of quantification, with two quantifiers in each. In [16] Inspired by the condensation approach [30, 31] , Nergiz et al. [17] tackles the trajectory anonymization problem by means of grouping and reconstruction. In their framework no uncertainty is part of the input of the problem: an anonymity set is defined as a set of size ≥ k of identical trajectories (this correspond to the case of δ = 0 in the setting of [16] ). To make this feasible it is necessary to generalize points in space and time. Since they consider generalization, trajectory is defined as a sequence of 3D spatio-temporal volumes. In other terms each observation, each point in a trajectory is represented by intervals on the three dimensions: [ 
Given a set of trajectories that are going to be anonymized together, the anonymity set is created by matching points, and then by taking the 3D minimum bounding box that contains the matched points. A depiction of the proposed anonymization process is provided in Figure 2 .
As clustering strategy Nergiz et al. adapt the condensation based grouping algorithm given in [30] . The cost of the optimal anonymization is adopted as Fig. 2 . Anonymization of three trajectories tr1, tr2 and tr3, based on point matching and removal, and spatio-temporal generalization distance metric between two trajectories. Finding the optimal anonymization of two trajectories is the same as finding the point matching between the two trajectories such that anonymizing the trajectories through the matching minimizes the generalization cost. A similar alignment problem is well studied for strings (where the goal is to find an alignment of strings such that total pairwise edit distance between the strings is minimized) in the context of DNA comparisons. Alignment problem for two trajectories is polynomial and can be solved by using a dynamic programming approach.
The resulting greedy algorithm, named multi TGA, at each iteration creates an empty group G, randomly samples one trajectory tr ∈ D, puts tr into G, and initialize the group representative rep G = tr. Next, the closest trajectory tr ∈ T R \ G to rep G is selected and added to G, and then rep G is updated as the bounding box anonymizing rep G and tr .
The main drawback of this algorithm is the costly operation of finding the closest trajectory to the group representative. In order to decrease the number of times that such costly operation must be performed, a new algorithm (named fast TGA) is introduced: in fast TGA all the k − 1 closest trajectories to the group representative are chosen in one pass. However, another drawback arises, as the challenge now becomes the computation of the optimal anonymization. In fact, while optimal matching between two trajectories is easy, computing the optimal point matching for n > 2 trajectories in NP-hard. For tackling this problem Nergiz et al. rely on heuristics that have proven to be effective in the string alignment problem.
After providing their generalization-based approach to k-anonymity of trajectories, Nergiz et al. discuss some drawbacks of such approach, and suggest that in many cases it might be more suitable to publish a reconstructed MOD, instead of a generalized one. In particular, they claim that generalization suffers from two main shortcomings. Firstly, the use of minimum bounding boxes in anonymization discloses uncontrolled information about exact locations of the points: e.g., in the case of two trajectories, two non-adjacent corners give out the exact locations. Secondly, it is challenging to take full advantage of information Fig. 3 . Example of reconstruction starting from the anonymization of Figure 2 contained in generalized MODs as most data mining and statistical applications work on atomic trajectories.
Therefore Nergiz et al. adapt the reconstruction approach [30] and publish reconstructed data rather than data anonymized by means of generalization. An example reconstruction is shown in Figure 3 . The output after reconstruction is atomic and suitable for trajectory data mining applications.
For assessing the quality of the resulting anonymization Nergiz et al. focus on the utility of the data for mining purposes. In particular, they chose a standard clustering method and compare the results obtained by clustering the original MOD D and its anonymized version D * . In order to asses the result of clustering, they consider every pair of trajectories and verify whether both are in the same cluster, in the clustering given by D, and whether they are in the same cluster, in the clustering given by D * . Then they measure accuracy, precision and recall.
Methods Based on Quasi-identifier
In this section we review two recent approaches to anonymization of MODs that adopt some concept of quasi-identifier. The basic assumption of work by Terrovitis and Mamoulis [9] is that the adversaries own portions of the moving objects, and different adversaries owns different parts. The portion of a trajectory known by an adversary may be used to perform a linkage attack if the MOD is published without paying attention to anonymity. The privacy that is required is that, from the data publication, an adversary can not learn anything more than what he already knows.
As motivating example, they analyze the case of a company in Hong Kong called Octopus that collects daily trajectory data of Hong Kong residents who use Octopus smart RFID card. As we discussed in the motivating example in Section 1, when Alice uses her Octopus card to pay at different convenience stores that belong to the same chain (e.g., 7-Eleven), she left a sequence of traces, in some sense, giving away to the company a portion of her own trajectory. If this 
projection of her trajectory uniquely identifies Alice, then by matching it with the published trajectory database, even though the IDs of users may be removed, Alice still can be re-identified, as can the other locations outside the portion of Alice's trajectory that 7-Eleven already knows.
More formally, Terrovitis and Mamoulis consider trajectories being simple sequences of addresses, corresponding to the places in which the Octopus card is used. Let P be the domain of all addresses where the Octopus card is a accepted. Since commercial companies might have multiple branches, P can be partitioned in m disjoint non-empty sets of addresses P 1 , P 2 , . . . , P m such that each set contains all and only the addresses of the different branches of a company. Or in other terms, each adversary i controls a portion of addresses P i . For each trajectory t in the input MOD D, each adversary i holds a portion (or a projection) t i . In general, each adversary i holds a local database D i containing the projections of all t ∈ D with respect to P i . The adversary has no knowledge about trajectories having empty projection; therefore, P i can be smaller than the database of the publisher. A trajectory may appear multiple times in D and more than one trajectories may have the same projection with respect to P i . The most important property of a t i is that adversary i can directly link it to the identities of all persons that pass through it, in its local database (e.g., loyalty program). Consider the example MOD D given in Table 2 (a). Each sequence element is a shop address, where the corresponding user did his/her card transactions. Locations are classified according to the possible adversaries. For example, all places denoted by a i are assumed to also be tracked by company A (e.g., 7-Eleven). Table 2 
(b) shows the knowledge of A. This knowledge D
A can be combined with D, if D is published, to infer private information. For instance, if D is published, A will know that t A 5 actually corresponds to t 5 , since t 5 is the only trajectory that goes through a 1 and a 3 , and no other location of company A. Therefore A is 100% sure that the user whose trajectory is t is public, for all t ∈ D, every adversary i cannot correctly infer any location {p j |p j ∈ t ∧ p j / ∈ t i } with probability larger than a given threshold P br .
This problem is similar to the l-diversity problem defined in [13] . The main differences with the problem of privacy preserving publication in the classic relational context, are that in this context quasi-identifiers are variable-length sequences of locations, and that there can be multiple sensitive values (i.e., locations) per trajectory and these values are different from the perspectives of different adversaries. The second difference is that the algorithm which transforms D in D * must consider linkage attacks to different sensitive values from different adversaries at the same time. One important point is that anonymization is based on the assumption that the data owner is aware of the adversarial knowledge, i.e., which adversary holds which portion of data, or in other terms, the data owner is exactly aware of the partition P 1 , P 2 , . . . , P m of P.
As objective function of utility Terrovitis and Mamoulis adopt the average difference between the original trajectories in D and the published ones in D * . The method used to sanitize D from the possible linkage attacks is based on the identification, and the consequent suppression, of certain points that causes potential threats. This is done taking under consideration the benefit in terms of privacy and the deviation from the main direction of the trajectory. Since the problem of finding the optimal set of points to delete from D in order to derive a secure D * and achieve the minimum possible information loss is harder NP-hard, they proposes a greedy algorithm that iteratively suppresses locations, until the privacy constraint is met. The algorithm simulates the attack from any possible adversary, and then solves the identified privacy breaches. The algorithm is empirically evaluated by measuring the effective cost and the number of points suppressed.
While this problem statement fits perfectly the scenario described above, it is not easily adaptable for other cases, e.g., the scenario of mobility data, where a set of cars equipped with GPS move on a road-network, or users with mobile phones move in a city. In this cases it seems less reasonable to assume that the data owners knows which are the spatio-temporal points known by an adversary.
Yarovoy et al. [18] in another recent work addresses the problem of privacypreserving publication of MODs, considering quasi-identifiers, and using spatial generalization as anonymization technique. The authors argue that unlike in relational microdata, where every tuple has the same set of quasi-identifier attributes, in mobility data we can not assume a set of particular locations, or a set of particular timestamps, to be a quasi-identifier for all the individuals. It is very likely that various moving objects have different quasi-identifiers and this should be taken into account in modeling adversarial knowledge.
More precisely, given a MOD D = {O 1 , ..., O n } that correspond to n individuals, a set of m discrete time points T = {t 1 , ..., t m }, and a function T : D × T → R 2 , that specifies, for each object O and a time t, its position at time t, they consider timestamps as attributes with objects' positions forming their values, and they assume quasi identifiers to be sets of timestamps. As said above, a fixed set of timestamps can not be the quasi-identifier for all the moving objects. To capture this, they define the quasi-identifier as a function: (2, 6) , (3, 7) ] O3 (6, 6) [ (2, 6) , ( 
That is, every moving object may potentially have a distinct quasi-identifier.
The main issue in anonymizing MOD is that, due to the fact that different objects may have different QID, anonymization groups associated with different objects may not be disjoint, as illustrated below. Due to this fact providing a robust and sound definition of k-anonymity in the case of MOD is challenging, as it will be clarified below. In order to explain why, we first need to introduce some basic definitions.
Given 
, where with we denote spatial containment among regions. The goal, as usual, is to find a distorted version of the MOD D, denoted by D * , such that on the one hand, when published, D * is still useful for analysis purposes, and on the other, a suitable version of k-anonymity is satisfied. The anonymization technique considered is space generalization. In the input MOD D, each position is an exact point, but with the application of a grid, each point may be regarded as a cell (as in Figure 4 (c)), and generalized points are rectangles made of these cells.
Generalization obviously results in information loss. Yarovoy et al. measure information loss as the reduction in the probability with which the position of an object at a given time can be accurately determined. More formally, given a distorted version D * of a MOD D, the information loss is defined as: According to this definition the database in Figure 4 (b) is 2-anonymous and thus "safe". This obvious definition of k-anonymity still suffers privacy breaches. Indeed, due the fact that anonymization groups may not be disjoint, it is possible that by combining overlapping anonymization groups, some moving objects may be uniquely identified, as explained next. Recall the previous example. There, I 1 and I 2 are in the same anonymization group (i.e., have the same generalized location) at time point t 1 (i.e., the QID of I 1 ), while I 2 and I 3 are in the same anonymization group at time point t 2 (i.e., the QID of I 2 and I 3 ). However, when the adversary tries to map the three moving objects O 1 , O 2 , O 3 to the three individuals I 1 , I 2 , I 3 , with the adversary knowledge of QID values of these three moving objects, he can infer that I 1 must be mapped to either O 1 or O 2 , while I 2 (and I 3 ) should be mapped to either O 2 or O 3 . If I 1 is mapped to O 2 , we cannot find a consistent assignment for I 2 , I 3 . As a result, the adversary can conclude that O 1 must map to I 1 . Thus, a more sophisticated definition of k-anonymity is needed in order to avoid privacy breaches in the case of moving object databases.
Given the considerations above, Yarovoy et al. [18] define k-anonymity by formalizing the attack described above. In particular they define an attack graph associated with a MOD D and its distorted version D * , as the bipartite graph G consisting of nodes for every individual I in D (called I-nodes) and nodes for every moving object id
, ∀t ∈ QID(I). An assignment of individuals to moving objects is consistent provided there exists a perfect matching in the bipartite graph G. Consider the distorted database shown in Figure 4 (b): the corresponding attack graph is shown in Figure 5 (a). It is obvious that the edge (I 1 , O 1 ) must be a part of every perfect matching. Thus, by constructing the attack graph an attacker may easily conclude that MOB O 1 can be re-identified as I 1 .
One of the key shortcomings in the straightforward definition of k-anonymity given above is that while it ensures every I-node corresponding to an individual has at least k neighbors, it does not have any restriction on the degree of The attack model is formalized as following. The attacker first constructs an attack graph associated with the published distorted version of D and the known QIDs as described above. Then, he repeats the following operation until there is no change to the graph:
1. Identify an edge e that cannot be part of any perfect matching. 2. Prune the edge e.
Next, he identifies every node O with degree 1. He concludes the (only) edge incident on every such node must be part of every perfect matching. There is a privacy breach if the attacker succeeds in identifying at least one edge that must be part of every perfect matching.
Finally k-anonymity is defined. Let D be a MOD and D * its distorted version. Let G be the attack graph w.r.t. D, D * . Then D * is k-anonymous provided that (i) every I-node in G has degree k or more; and (ii) G is symmetric, i.e., whenever G contains an edge (I i , O j ), it also contains the edge (I j , O i ). An immediate observation is that in an attack graph that satisfies the above conditions, every O-node will have degree k or more as well.
Yarovoy et al. [18] develop two different algorithms and show that both of them satisfy the above definition of k-anonymity. One main challenge in devising these algorithms arises again from the fact that anonymization groups may not be disjoint: in particular, is overlapping anonymization groups can force the algorithm to revisit earlier generalizations, and possibly re-generalize them with other objects. For computing the anonymity group of a given moving object, both algorithms use a method based on Hilbert index of spatial objects for efficient indexing of trajectories. In the empirical comparison of the two algorithms, Yarovoy et al. report statistics on the size of the equivalence classes created in the anonymization, as well as the average information loss introduced. They also report range query distortion similarly to [16] .
Conclusions and Open Research Issues
We provided an overview of a rather young research effort concerning how to anonymize a moving objects database. While only few papers have been published so far on this problem, much large body of work has been developed for location privacy in the on-line, dynamic context of location based services. We briefly reviewed this body of research trying to clarify why, even if apparently similar, the problem of anonymization becomes deeply different when tackled in a static instead of a dynamic context. However, many techniques developed in the LBS research community, such as location perturbation, spatio-temporal cloaking (i.e., generalization), and the personalized privacy-profile of users, should be taken in consideration while devising solutions for anonymity preserving data publishing of MODs. Also the definitions of historical k-anonymity and location based quasi-identifier introduced in [8] might be borrowed in the context of data publishing.
We discussed the challenge of deriving quasi-identifiers in the context of mobility data: as argued by some authors, they might be defined by the users themselves, or they might be "learnt" by mining a MOD. Finding a realistic and actionable definition of quasi-identifiers, as well as devising methodology to derive them, are important open problems.
Yarovoy et al. [18] argue that, contrarily to the classic relational setting, in MODs quasi-identifiers can only be defined on the individual basis, i.e., each moving object must have his own quasi-identifier. They also show how many computational challenges arise from this assumption. The main one is that the anonymization problem is no longer about finding a partition of objects in disjoint anonymity sets, because due to the different quasi-identifiers, anonymity sets may overlap.
An interesting approach is the one of Terrovitis and Mamoulis [9] , that instead of defining quasi-identifiers by the user perspective, consider the linkage attacks that are possible given that different adversaries have knowledge of different parts of the data.
Other authors [16, 17] instead do not consider quasi-identifiers and focus on anonymizing trajectories in their whole, by grouping together similar trajectories, and slightly perturbing them, to make them undistinguishable. Even if these approaches avoid the challenges connected to quasi-identifiers, they still face some open problems. One of these is the so-called diversity problem [13] introduced for relational data. In that context it is shown that k-anonymity alone does not put us on the safe side, because although one individual is hidden in a group (thanks to equal values of the quasi-identifier attributes), if the group has not enough diversity of the sensitive attributes then an attacker can still associate one individual to sensitive information. Also in the MOD context, if we are able to know that one individual belong to a group, even if we are not able to identify exactly his trajectory, we can still discover some sensitive information.
Another line of research, not yet started, is about developing ad-hoc anonymization techniques for the intended use of the data: for instance, with respect to a specific spatio-temporal data mining analysis.
A close and interesting research area is the so called privacy-preserving data mining, i.e., instead of anonymizing the data for a privacy-aware data publication, the focus of privacy is shifted directly to the analysis methods. Privacy preserving data mining, is an hot and lively research area which has seen the proliferation of many completely different approaches having different objectives, application contexts and using different techniques [49, 50, 51, 52, 53] . However, very little work has been done about developing privacy-preserving mining techniques for spatio-temporal and mobility data [54, 55, 56, 57] : as said for the anonymization of MOD, this research topic is rather young and we expect to see many new proposals in the next future.
