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FIR/11Rニューラルネットワークによる時系列信号の
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Abstract
This paper treats a prediction method of tilne series signal using neural net、、アorks  The
conventional feed for郡ァard neural net、vork is not appropriate fOr tilne series prediction since they
do not contain the delay elements which act as memory function The authors proposed FIR/
11R neural networks which have memory action of til■ae series signal,and Ound that they have
good prediction ability
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1.まえが き
ニューラルネットワークは柔軟な情報処理能
力をもっているため,これまで,パターン認識,
制御,予測問題などの分野に利用されてきた。パ
ターン認識などの問題に対しては,内部に記憶
要素をもたないフィードフォワード型のニュー
ラルネットワークで対処できるが,制御,予測
問題ではダイナミックシステムを取り扱う必要
があるので,内部に記憶要素をもったニューラ
ルネットワークが必要になる1)。特に,)F線形グ
イナミックスをもったシステムにはニューラル
ネットワークが有効である。
筆者らは, これまで,非線形システムの同定
や形状最適化問題を解くためにFIR型,IIR型
ニューラルネットワークを用いることを提案し
てきたり'9。FIR/11R型ニューラルネットワーク
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は,バックプロパゲーションに基づいた通常の
階層型ニューラルネットワークの重みをFIR/
HRシナプスに置き換えた階層型ニューラル
ネットワークである。FIR/11Rは,フイルタ理
論 に見 られ るFinite lmpulse Response/
1nanite lmpulse Responseを略したもので,そ
の構造はフィルタの構造と同じである。本稿で
は,まず,2つのニューラルネットワークの構成
法 と学習則について述べる。つぎに,2つの
ニューラルネットワークの同定能力を比較す
る。最後に,FIRニューラルネットワークを予
淑J問題に適用し,予測能力を検討したので報告
する。
2.ニューラルネットワークの構成
2.l FIR型ニューラルネットワークの構成
本研究で用いたFIR型ニューラルネット
ワークの基本要素を図1に示す。入力側に遅延
要素をもっており,各遅延要素の出力は重みを
介して力日算され,シナプスの出力関数の入力と
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図l FlR型ニューラルネットワークの基本要素
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図2 FIR型ニューラルネットワークの簡略表示
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図4 多入力,多階層FIR型ニューラルネットワー
クの簡略表示
2.2 HR型ニューラルネットワークの構成
HR型ニューラルネットワークの基本要素を
図5に示す。また,点線部分を簡略表示すると,
図6のようになる。多入力,多階層のHR型
ニューラルネットワークは,図4と同様に簡略
表示することにする。
うた
,々 ノた(r)
図5 11R型ニューラルネットワークの基本要素
,た ノた(′)
hO)
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図3 多入力FIR型ニューラルネットワーク b
なる。遅延要素の数は,これまでいろいろなシ
ステムに適用した経験からすると,実用上 3個
あれば十分である。図1の点線部分をまとめる
と,FIR型ニューラルネットワークは図2のよ
うに簡略表示される。また,図2の記号を用い
ると,多入力のFIR型ニューラルネットワーク
は,図3のように表示される。また,多入力,多
階層のFIR型ニューラルネットワークを図 4
のように簡略表示することにする。
χプ①
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図6 11R型ニューラルネットワークの簡略表示
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3。 学 習 則 十′濯lιィ/坊1)ノVl)(ナ)Z″十by l)(4)
つぎに,学習則について述べる。FIR型とⅡR
型の式の相違は,出力層からの帰還の有無によ
り決まるので,FIR型の場合は,出力層からの
フィードバックの重みを除いて考えればよい。
図7は,多入力,多階層のFIR/11R型のニュー
ラルネットワーク全体の構成 と,後述する誤差
逆伝播法による学習の概念を示す2汚0。
(1)順方向の伝播の計算
(a)出力層
内部ポテンシャルは,(1)式のようになる。
クψ(ナ)三昌 凰御協ど男
ι ll(サ)え ど
十Ση協ノP(ナ)Z″十う炒……(1)
また,出力は (2)式のようになる。
ダツ)(ナ)=ア(傷Y)(ナ))・¨…………・。(2)
ここで/はシグモイド関数
穴 ДD)=   …・・・・・10
である。
(b)中間層の出カガ 1)(ナ)
中間層 (′-1)のブ番目の内部ポテンシャル
必卜1)(チ)は以下のように表される。
πγ~り(D=Σ昌″%D労り(ナ)Zど
ノ|′
2)①
ノ|′
1)(サ
)
χ士′a)(r)
χ∫′3)(ど)
中間層の出カノγl)(チ)は以下のようになる。
ノγ~1)(サ)=ア(筋γl)(サ))・……………・(5)
ただし,中間層 (′-2)が入力層の場合には (4)
式の第1頂の夕好り(チ)は,学習データに相当す
るので,遅延を考慮する必要がなく,遅延の個
数 どVを零とする。
(2)逆方向の伝播の計算
FIR/11R型シナプスの出力層,中間層,閾値
の更新には,最急降下法を適用し,以下のよう
にして求める。
(2.1)出力層の重みと聞値の更新
(a)出力層の重み″財どの更新
△物財ど=―η星黒鶏|
― η耕 徘
こ こで ,
ブ=1,2,…… ,埓,力=1,2,…… ,比,ゲ三1,2,…… ,`「｀
であり,ηは学習係数である。
また,E(サ)は出力層の出カノψ(サ)と教師
データ携(ナ)との二乗誤差であり
E(サ)=;と(娩(D―ガ(D)2……υ)
と定義される。時系列信号では,チは A,ん,……・,
ιr
ガ
′)(′
)
l①
名(J)
θ
,(す)
図7 ニューラルネットワークの全体の構成
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玩で表され,各時点の二乗誤差の和を用いる。
銑 切
戸 堆 lω協銑
か ①
(8)式の第 2頂は,出力の遅延要素数%を大き
な数としない限り,第1頂と比較して極めて小
さい値であるので,シナプスの出力に大きな値
を与えない。また,ニューラルネットワークは,
学習を重ねる過程で学習誤差が零になるように
重みの更新を行 うので,第2項を省略しても,
ニューラルネットワークの学習に大きな支障を
きたさない。中間層の場合についても,同様の
ことが言える。そこで,上式の第 2項を簡略化
のため省略すると,次式のようになる。
銑 プ の
声 … … … 0
出力層 ′から中間層 (′-1)に向かって帰還され
る学習信号 δψ(サ)は,次式から求められる。
瑚 ① 一 耕
て)E(ナ)Oヶlttιl(サ)~ 
Эぅ′V)(ナ)[)クリ)(ナ)
=(′(ナ)―ガ)(ナ)・/ア(クY)(ナ))…・(10)
ただし,′(2夕(サ))は,/(%?(サ))の2y)(ナ)に
関する微分を表す。
以上の式から,(6)式の重みは
△ι′砕ぢ三η●δV)(ナ)。ノγl)(ナ)々 J ・…(11)
と表される。
ここで,ニューラルネットワークの計算の安
定化を図るため,慣性頂 α・△初財JI。犯を加える
と修正量は,次式のように表される。
△″9J″σ″三η●δ7)(ナ)・フyl)(サ)z'十α・△ιl′婢ど。ιど
………・・…………・・……………・………・・・・………・……(12)
ただし,2は安定化係数である。
したがって,重みは次式のようにして更新さ
れる。
″嫁ど|″っω=ιィノ財どοιど十△ιlノ'燃ど|々ゼp ……(13)
(b)右辺第 2頂の重み 切駐 の更新
FIR型ニューラルネットワークの場合には,
″協=0であるので以下の計算は不要である。
△″y坊三―η堤最彩非
″  (チ) Эπγ)(チ)
Э%攣(チ)Эιlノ協 ……(14)
辮 =ノリ(ナ)Z″十遠lη協ド塾宅鈴虎折仁生
… … … … … … … … … … … …… … (15)
簡略化のため,第2項を省略し,次式で表す。
辮 =ガ① が
″ … … … Q0
(14)式は,(10),(16)式を用いて,次式のよ
うに表される。
△″協=η・δψ(チ)・ノν(ナ)々 ″……(17)
ここで,ニューラルネットワークの計算の安定
化を図るため,慣性頂 α。△初駐列どを加えると
修正量は,次式のように表される。
△初協 打9″=η・δツ)(チ)。ノY)(ナ)z~″十とY△νtt oιど
・¨…・・・…・・・・・…・…・・…・……………………・・・・…(18)
ここで,
力=1,2,……・Ⅳι,陶=1,2,……,″
である。
したがって,重みは次式のようにして更新さ
れる。
″協 |″9紗=初協 )ど十△ω協 |れっ″ ………(19)
(c)出力層のFttl値ろ?の更新
△♭ψ三―η緋
_   ЭE(ナ)∂2ψ(ナ)
=一η
一 ― η
Э%げ)(サ)
oうγ)
Э2V)(サ)  ЭうY)  ・・…。(20)
Э)′ψ(ナ)z″
∂ι?=1+Σω協 ― (21)
簡略化のため上式の第 2項を省略し,次式で表
す。
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緋 =… …… ・・1221
(20)式は,(10),(22)式か ら,次式のように
なる。
△うψ=η・δν)(サ)…………………・(23)
ここで,ニューラルネットワークの計算の安定
化を図るため,l_貫性項 α・△うψ。館を加えると修
正量は,次式のように表される。
△bりヵ?ω=η・δY)(ナ)十△ιY)|。ια……・・(24)
したがって,聞値は次式のようにして更新され
る。
♭y)|″9″=孵)|。ιど十△ιツ1/どθω………°(25)
(2.2)中間層の重みと聞値の更新
(a)中間層の重み切劣1)の更新
△″協り=η器
― η耕 緋
…90
∠詫嚇死審子と三ヅ0″
十湛lωttD三
逆
姥詠持字子
二生
△″防ぎ)=η・δ伊1)(ナ)。ガ め(サ)がど¨・(30)
ここで,ニューラルネットワークの計算の安定
化を図るため,慣性頂 α・△ω協1)。胞を力日えると
修正量は,次式のように表される。
△ιl心物1)|″?″=η・δ;'1)(ナ)・ノyヮ)(サ)zぢ
+α・△″;第1)|。ι」…………・・(31)
したがって,重みは次式のようにして更新され
る。
ιイ心第1)|″¢″=ιて′;第1)|。ια+△″;伝1)lヵ9ω ・……(32)
(b)右辺第2項の重み″坊1)の更新
FIR型ニューラルネットワークの場合には,
切坊1)三0であるので以下の計算は不要である。
△ω坊1)=―η
― η器 絆
…儡働
緋 =ガ
J⑭√″
+遠1妨D解 …・ つ
簡略化のため,第2項を省略し,次式で表す。
緋 =ガ
刊0が″… 準0
(33)式は,(29),(35)式を用いて,次式のよ
うに表される。
△初防ゆ=η・叫 °(チ)・ガ D(チ)Z″…(36)
ここで,ニューラルネットワークの計算の安定
化を図るため,慣性頂 α・△″坊1)|。胞を力日えると
修正量は,次式のように表される。
△ω坊1)lヵ?″=η・δy l)(ナ).ガ1)(チ)Z″
+α△″坊1)。確…Ⅲ……………(37)
(c)中間層の関値 呼 1)の更新
簡略化のため,第2項を省略し,次式で表すも
のとする。
緋 =ヅの がⅢ … … ④
中間層 (′-1)から中間層 (′-2)に向かって帰
還される学習信号 叫 1)は,次式より求められ
る。
δγ~1)(チ) 働T(ナ)∂クγ「1)(サ)
ЭE (サ) ∂ぅ′γ)(チ) ∂クY)(ナ) Э),V~1)(サ
Э〉,ν(チ)∂%ψ(サ)Эヶ,γ~1)(サ)∂%γ~1)(ナ)
δy)。初鰯ど。ァ/(クγl)(サ))…・…………・(29)
(26)式の重みの修正量 △ω坊1)は,次式のよう
に表さ″しる。
?????? △ιV l)=-7
=―η プ  (ナ)  ∂T′ιV~1)(チ)
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鰐 =‖港1琳∵ ―(39)
次式で表簡略化のため上式の第2頂を省略し,
す。
(40)
(38)式は,(29),(40)式から,次式のよう
になる。
△うγl)=η・δj子 1)(ナ)・……・・・…(41)
ここで,ニューラルネットワークの計算の安定
化を図るため,慣′性項 α・△by l)。脇を加えると
修正量は,次式のように表される。
△う伊1)″。″三η●δγ l)(チ)+α△うγl)|。ιュ(42)
したがって,F或弓値は次式のようにして更新さ
れる。
♭γl)ヵっ″三♭γl)。ιど十△うγl)129″・…・・(43)
4. FIR/11Rニューラルネットワークの比
較4光の
本節では,FIR/11Rニューラルネットワーク
を具体的な問題に適用し,能力の比較を行う。
まず,正弦波を入力し余弦波を出力する信号
変換を考える。学習データとして正弦波,教師
データとして余弦波を用いた。学習データ,教
師データともに,0.01亥」みで0～2πまでの範囲
のデータ629個用いることとした。
次に,両信号ともシグモイド関数を用いるの
で,それにあわせて以下の式で正規化した。
孝+05… (44)
ここで,ズは生の学習データ,教師データを
示す。この正規化した学習データχ(1),χ(2),χ
(3),…,χ(ア)と正規化した教師データ冴(1),′
(2),″(3),…・,プ(ブ)を用いてニューラルネット
ワークを学習させた。ニューラルネットワーク
の構成は,1入力,1出力である。
図8 2乗誤差の比較
図8は階層型 (FF型)ニューラルネットワー
ク,FIR型ニューラル ネットワーク,HR型
ニューラルネットワークとの比較を示す。2乗
誤差は,各計算段階での教師信号 とニューラル
ネットワークの推定出力 との差の2乗である。
この結果を見ると,遅延要素を有するニューラ
ルネットワークは,階層型ニューラルネット
ワークよりも2乗誤差が少ない。特に,IIR型
ニューラルネットワークは,FIR型ニューラル
ネットワークよりも2乗誤差が少ないことが分
かる。ただし,計算時間はHR型の場合,FIR型
の約 2倍の時間を要した。本研究で用いたⅡR
型ニューラルネットワークは,基本要素の遅延
要素が5個,中間層1,2とも15個の基本要素
をもっている。また,FIR型ニューラルネット
ワークは,基本要素の遅延要素が3個,中間層
1,2とも15個の基本要素をもっている。この相
違により,2乗誤差の大小が生じ,また計算時間
の相違になっている。遅延要素数は,ニューラ
ルネットワークに要求される性能によって異な
るので,試行錯誤で求める以外に今のところ決
定方法が見つからない。
さらに,ニューラルネットワークの収束性に
ついて述べると,初期値によって収束しない場
合があるので, これを避ける方法を今後検討す
る必要がある。学習則の計算では,学習定数 α
は0.3,慣性頂の γは0.5とした。
FIR型
IIR型
FF型
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以上の比較から,提案するFIR/11Rニューラ
ルネットワークは,通常のFF型ニューラル
ネットワークに比較して信号変換能力が高いこ
とが明らかになった。特に,FIR型ニューラル
ネットワークは安定で収束速度も速 く,2乗誤
差も少ないことが分かった。
5.予測問題への応用
本節では,FIR/11Rニューラルネットワーク
を時系列信号の予測に適用してみた。時系列信
号には,株価,天候などさまざまなデータがあ
るが,本節では風速の予測を取 り上げる。近時,
自然エネルギーの導入が進んでおり,中でも風
カエネルギーは最 も有望なエネルギーである。
しかし,変動が大きいため,現在NEDOを中心
に,ウインドパーク全体の出力変動を抑える研
究が進められている。風速の変動を事前に予測
できれば,短期的にはウインドパーク内に設置
されたバッテリ,フライホイールなどの畜電装
置の予測制御,中期的には調整電力のスケ
ジュール運転が可能になり,電力系統の運用上
有力なデータとなる。そこで,青森県津軽海峡
で観測された風況データを用いて風速の予測方
法を検討した。もとより時系列データから予測
する方法は,短期的な予測であり,長期的予測
には気象データを取込むことが必要であるが,
今回は,短期的な予測に焦点を絞ることにする。
5。1 風況データの採取
前述のように,風況データは青森県・津軽海
峡地域の灯台で採取されたデータを用いた。具
体的には,竜飛崎,松前崎,大間崎,恵山岬,尻
屋崎の灯台で採取されたデータである。この中,
図9は竜飛崎灯台の実風速 と移動平均値を示
す。
5.2 生データの雑音成分の除去
生データをそのまま入力すると雑音が大 き
く,ニューラルネットワークの学習がうまくい
日寺間(h)
図9 竜飛崎灯台の風速
かない。そこで,線形予浪J法,ウェブレット変
換,移動平均法などの方法を用いて,雑音成分
を取 り除 く試みを行った。線形予測法は,変化
の大きいところで実データとの差が大きく,ま
た,ウエブレット変換は細かい雑音成分を除 く
ことはできるが,波形の滑らかさが失われる。雑
音成分の除去 と波形の滑らかさを満たすのが移
動平均法であった。そこで,本稿では以下のよ
うな移動平均式を用いて雑音成分を除いた。
ん(ナ)=ど豊扉斜 ………(45)
η=5,ら(チ):移動平均,れ(チ):生データ
図9には移動平均したデータも示してある。
5。3 ニューラルネッドワークの構成
つぎにニューラルネットワークの学習は移動
平均したデータを用いて行ったが,風速のデー
タそのものを用いると,学習データの変動幅が
大きく学習がうまくいかない。また, トレンド
分,季節成分 も含まれている。そこで,これら
の成分を除 くために風速の差分を用いることに
した。1次差分 と2次差分をとったものを図 10
に示す。さらに,3次差分も考えられるが,かな
り小さくなるので2次差分までに留めることに
した。
また,ニューラルネットワークは2入力,1中
竜飛崎灯台(2001年0月)
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図10 風速の変化分 ガ″(チ),ど2χ(チ)
間層,出力層から成る構成とした。中間層のシ
ナプス関数はシグモイド,出力層のシナプス関
数は線形関数である。
(a)中間層数の検討
ニューラルネットワークの構成は中間層数で
決まる。この数は試行錯誤的に決めるのが実際
的である。そこで,中間層数を変えて実験して
みたのが図 11である。2乗誤差は (7)式で与
えられ,ニューラルネットワークの適合度を判
断する目安になる。
図 11の結果から,中間層数が30以上になる
と2乗誤差があまり変化しないことが分かる。
そこで,本稿では中間層数を30とすることとし
た。ニューラルネットワークの学習は,学習デー
タとして現時点の風速,教師データとして1ス
テップ先の風速を用いた。データの半分を学習
に用い,残りの半分を汎化能力の検査に用いた。
図 12はFIRニューラル ネットワークで 1ス
2つOE-02
B寺間(h)
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図11 中間層数と2乗誤差
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図12 1ステップ先の風速の予測誤差
テップ先の風速を予測したときの予測誤差であ
る。図から分かるように,1次差分,2次差分の
大きヤゝところでは予測誤差が大きヤゝ。しかし,予
測誤差は±025(m/s)程度であり,平均風速 8
m/sでは±約3(%)の相対誤差であるので実用
上十分な精度である。今回図示しないが,2ス
テップ先の予測も可能である。しかし,あまり
予測ステップを大きく取ろうとする場合,気象
データを加えなければならないので,ニューラ
ルネットワークの規模 と計算時間が大きくな
る。図13はニューラルネットワークの学習の収
束状況を示す。300回の繰り返しで十分収束し
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(b)FIR/11Rニューラルネットワークおよ
び線形予浪」法との比較
表 1はFIR型,HR型ニューラルネットワー
クおよび線形予測法との予測誤差の2乗平均の
上ヒ較を示したものである。表から分かるように,
FIR型とHR型は,ほとんど差が無いので,構
成が簡潔で収束時間の少ないFIR型ニューラ
ルネットワークの方が好ましいと思われる。ま
た,線形予測法と上ヒ較すると,ニューラルネッ
トワークの方が1桁少ない。この結果から,統
計的な手法よりもニューラルネットワークの方
が予測能力が高いと云える。
表l FIR/11RFIR/11Rニューラル ネットワーク
および線形予測法の予測誤差の2乗平均の
比較
6。 ま と め
以上まとめると
(1)FIR/11Rニューラルネットワークの構
成法と学習アルゴリズムを明らかにした。
(2)FIR/11Rニューラルネットワークの信
号処理能力を評価した。
(3)FIR/11Rニューラルネットワークを用
いた風速の短期予浪J法を提案し,具体的なデー
タに基づいて予浪J能力を比較した。両者の違い
はほとんど無いので,構成が簡単で収束時間の
少ないFIR型の方が好ましい。
(4)FIR/11Rニューラルネットワークと線
形予測法を比較した結果,統計的な手法である
線形予測法よりも,ニューラルネットワークの
方が予測誤差が相当少ないことが分かった。
以上の研究結果を生かし,数ステップ先の風
速の予淑Jを行う手法を研究し,津軽海峡全域の
風況予測に役立てたいと考えている。
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