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Abstract
In this paper, we present the first non-trivial property tester for joint probability distributions in
the recently introduced conditional sampling model. The conditional sampling framework provides an
oracle for a distribution µ that takes as input a subset S of the domain Ω and returns a sample from
the distribution µ conditioned on S.For a joint distribution of dimension n, we give a O˜(n3)-query
uniformity tester, a O˜(n3)-query identity tester with a known distribution, and a O˜(n6)-query tester for
testing independence of marginals. Our technique involves an elegant chain rule which can be proved
using basic techniques of probability theory, yet powerful enough to avoid the curse of dimensionality.
We also prove a sample complexity lower bound of Ω( 4
√
n) for testing uniformity of a joint distribu-
tion when the tester is only allowed to condition independently on the marginals. Our technique involves
novel relations between Hellinger distance and total variational distance, and may be of independent
interest.
1 Introduction
PROPERTY TESTING OF DISTRIBUTIONS. The boom of Big Data Analytics has rejuvenated the well stud-
ied area of hypothesis testing over unknown distributions. In Computer Science, the study of this type of
problems was initiated by Batu et al. [4] under the framework of “Property Testing.” In this framework,
the “tester” draws independent samples from the distribution, and decides whether the distribution satisfies
certain property P (null hypothesis) or is far from any distribution that satisfies P (alternate hypothesis).
Several properties of probability distributions have been studied in this framework. Testing whether the
distribution is uniform [3, 12, 14], testing identity between two unknown distributions (taking samples from
both the distributions) [4, 13], testing independence of marginals of product distributions [3] , estimating
entropy [2] are few of the numerous problems that have been studied in the literature. See [5] for a survey
on results related to distribution testing.
Unfortunately, from the modern data analytics point of view, the classical framework of sampling yields
impractical sample complexity. For example, testing if a distribution over a set of n elements is uniform re-
quires Ω(
√
n) samples from the distribution. The other problems mentioned above have sample complexity
at least this high, and in some cases almost linear in n [15, 16, 17].
CONDITIONAL SAMPLING. To remedy this situation, Chakraborty et. al. [7] and Canonne et. al. [6]
proposed a different model, called conditional sampling, has emerged as a powerful tool for testing proper-
ties of probability distributions. In this model, the testers are allowed to sample according to the distribution
conditioned on any specific subset of the domain. If the distribution, µ, is over the domain Σ, the tester can
submit any subset S ⊆ Σ and receive a sample i ∈ S with probability µ(i)/∑j∈S µ(j), where µ(i) is the
probability of i occurring when a sample is drawn from the distribution µ.
Chakraborty et. al. [7] proved that in the conditional sampling model, testing uniformity, testing identity
to a known distribution, and testing any label-invariant property of distributions are easier than with the
ordinary sampling model. Canonne et. al. [6] improved the query complexity and gave an algorithm for
testing uniformity using O˜(ǫ−2) conditional samples (conditioning on arbitrary subsets of size 2). Recently
Falahatgar et. al. [9] showed that testing identity to a known distribution can also be done using O˜(1/ǫ2)
conditional samples. They also showed that there exists an algorithm to test identity between two unknown
distributions on Σ using O˜(log log |Σ|/ǫ5) conditional samples.
The sample complexity in the conditional sampling model depends on the structure of the condition, i.e.,
the structure of the subsets (of the domain) on which the distribution is conditioned for drawing samples.
Naturally, if there is no restriction on the condition, the tester can sample conditioned on arbitrary subset,
the sample complexity improves. For example, in [6], authors presented an algorithm, for testing whether
a distribution over {1, . . . , n} is uniform, with sample complexity Θ˜(ǫ−2) when conditioning on arbitrary
subset of size 2. However, when the condition set was structured and restricted to intervals, they proved a
lower bound of sample complexity Ω
(
logn
log logn
)
. Hence it is important to consider the plausible restrictions
on the conditions, arising from the structure of the domain.
While [6] studied some of the restrictions of the conditions there are many more restrictions on the
conditions, that arise from the structure of the domain and/or arise from other applications, which are yet to
be studied. One such important case is when the domain is a Cartesian product of set and one is allowed to
condition on Cartesian product of subsets, but not on arbitrary subset of the domain.
Testing Joint Distributions: Subcube Conditioning
In practice, data are often multidimensional. In Cryptography, the keys are often defined over {0, 1}n.
Solutions to SAT formulae are over {0, 1}n as well. On the other hand the Lottery Tickets are defined over
[m]n for some m ∈ N (each ticket contains n numbers, each from the set [m]). In fact, data analysts often
get data of million dimensions (features). With higher dimension, comes the “curse of dimensionality”. The
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sample complexity of the testers are often exponential in dimension [1], prohibiting practical applications.
One can indeed be hopeful that using conditional sampling, the testers with practical complexity can be
achieved. However, there is a caveat. As mentioned, the sample complexity heavily depends on the structure
of the condition. In case of joint distributions, sampling conditioned on arbitrary subsets may not be feasible
in real life.
1.1 Our Results
In this paper, we analyze property testing of joint distributions in the subcube conditioning model. In-
formally, the subcube conditioning model can be described in the following way. Let Σn be the domain
of the distribution µ. The Subcube Conditioning Oracle accepts A1, A2, · · · , An ⊆ Σ and constructs
S = A1 × A2 × · · · × An as the condition set. The oracle returns a vector x = (x1, x2, · · · , xn), where
each xi ∈ Ai, with probability µ(x)/(
∑
w∈S µ(w)). If µ(S) = 0, we assume the oracle returns an element
from S uniformly at random. We will call these kind of sample a subcube-conditional-sample and the cor-
responding sample complexity we will call subcube-conditional-sample complexity. There is no restriction
on the individual Ais. They may be unstructured or structured as pairs or intervals as used in [6, 7].
Possible Application
We argue that the subcube conditional sampling model is natural and widely used in practice. We list some
possible applications below.
Side Channel Cryptanalysis. In modern Cryptography, schemes are often “proven” secure under the
assumption that the keys, internal randomness, and internal memory are inaccessible to the adversary. How-
ever, in practice Cryptographic schemes are deployed in wide variety of devices, specifically hand-held
devices and smart cards. This situation leads to the “side channel attacks” where tampering with the keys
or internal randomness is feasible. Specifically, the cryptanalytic techniques of fault attacks fixes/modifies
some bits and test the resulting distributions. Our results show that constructing pseudorandom generators
which can withstand arbitrary tampering with internal state, is impossible to achieve, implying the need of
stronger assumptions for tamper-resilient cryptography.
Verification of Random SAT solutions. In software verification and related areas, random solutions
to SAT problems are often used as a backbone. However testing whether the solution that one algorithm
generates is actually uniform is a very important problem. Unfortunately the standard algorithms requires
impractical complexity. Recently, Chakraborty et. al. [8] used the conditional sampling model to get a prac-
tically deployable solution. The model of subcube conditioning would be very effective to this problem as
one natural conditioning technique is to fix some variables of the SAT equation and then test the distribution
of the provided solution.
We remark that the idea of subcube conditioning has been mentioned in the literature. In fact, analysis
of joint distributions using subcube conditioning was posed as an open problem in [6].
Upper Bound Results
We focus on three fundamental properties of distributions: given a joint distribution µ over Σn we would
like to test, using subcube-conditional-samples, (a) if µ is uniform, (b) µ is identical to a known distribution,
and (c) if µ is a product distribution. We have the following three theorems:
Theorem 1.1. (Informal) Let µ is a probability distribution over Σn. There exists an algorithm for testing
if µ is uniform, using O˜(n3ǫ−3) subcube-conditional-samples.
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Theorem 1.2. (Informal) Let µ be a known probability distribution over the set Σn. Let µ′ be an unknown
distribution over Σn. There exists an algorithm to test identity of µ′ with µ using O˜(n3ǫ−3) subcube-
conditional-samples.
Theorem 1.3. (Informal) Let µ be a probability distribution over the set Σn. There exists an algorithm to
test whether µ is a product distribution using O˜(n6 log log |Σ|ǫ−5) subcube-conditional-samples.
Let us start with the problem of testing if a given distribution is uniform. This is in fact the central
problem in testing various other properties of distribution. Let µ be a distribution over Σn with marginals
µ1, . . . , µn.
The simplest case is when µ is a product of n independent distributions. that is, µi’s are independent
but not necessarily identical. But if µ is ǫ-far from uniform one expects to find at least one µi which is
ǫ/poly(n)-far from uniform. Then one can use the algorithm from [6, 7] to test if µi using poly(n) subcube-
conditional-samples.
But if the µi’s are not independent then it is possible that all the individual marginals are uniform but still
the µ is ǫ-far from uniform. For this case we define a notion of “conditional distance”. We show that there
exists at least one i such that the expected “conditional distance” of µi from uniform is more than ǫ/poly(n).
We can again use the tester from [6, 7] to obtain a tester that can test if µ is uniform using poly(n) subcube-
conditional samples. The central idea for this case is the correct definition of the “conditional distance”
and the “Chaining Lemma” that proves that such an i exists. Although the proof of “Chaining Lemma”
(given in Section 3) is simple in hindsight, it is a powerful tool that acts as the central backbone for all our
upper-bound proofs.
Subcube-conditional Sample Complexity
Uniformity (Product of independent distribution) O˜(n2ǫ−2)
Uniformity O˜(n3ǫ−3)
Identity to known distribution O˜(n3ǫ−3)
Independence Testing O˜(n6 log log |Σ|ǫ−5)
Table 1: Summary of Our Upper Bound Results
Lower Bound Results
We also present a lower bound for uniformity testing using the subcube conditioning oracle. Our lower
bound holds even when the distribution µ is a product of independent distributions. Note that since this case
is the most basic case, this lower bound also holds for testing identity to a known distribution, or testing
identity between two unknown distributions.
Theorem 1.4. (Informal) There is a product distribution µ over the set Σn such that any algorithm to test
whether µ is uniform requires Ω( 4√n) subcube-conditional samples.
The lower bound proof is more involved than the upper bound proofs. Although we use the usual
techniques for proving lower bound, bounding the variation distance of product distributions turned out to
be a tricky job. The main issue is that the relationship between the variation distance between two product
distributions in terms of the distances of the individual marginal distributions is a less understood area. The
main To get around this, we heavily use the Hellinger’s Distance. Our technique crucially depends on total
variation distance and Hellinger distance to obtain upper and lower bounds on the variation distance between
two product distributions in terms of the distances of the individual marginals. Some of the bounds (between
Hellinger Distance and Variation Distance) proved for this lower bound can be of independent interest.
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1.1.1 Open Problems
Although our lower and upper bounds are polynomially related to each other, we believe the lower bound
can be improved to be almost linear in the dimension. However, it seems, to obtain an improved lower
bound, one would require significantly new insight regarding the distance between product distributions in
terms of their marginals. We leave it as an open problem for future work.
Organization of the paper
The rest of the paper is organized in the following way. In Section 2, we define the notion of conditional dis-
tance and SubCube Conditioning. The elegant Chain Rule is described in Section 3. In Section 4 we present
the identity tester and the derived uniformity tester followed by the special case of product distributions in
Section 4.2. In Section 5, the tester for independence of marginals is described. Finally, we prove the lower
bound in Section 6. The technical proofs for many of our lemmas and claims has been given in Section A
and Section B.
2 Notations and Preliminaries
If S is a set |S| denotes the size of the set. If x is a vector of length n, xi denotes the ith element of x. x(i)
denotes the substring of first i elements of x; x(i) = (x1, x2, · · · , xi). We denote the n-th harmonic number
by H(n).
For any set Ω we denote by UΩ the uniform distribution with support Ω. In most of the cases the support
of the distribution would be clear from the context and in that case we would drop the subscript and use U
as the uniform distribution over the support in question.
If µ is a distribution with support Ω, for any x ∈ Ω we will denote by Prµ(x) the probability the x
occurs when a random sample is drawn from Ω according to µ. If µ is a joint distribution, µi denotes the ith
marginal distribution of µ.
If µ is a distribution over σn with the marginals µ1, . . . , µn and if the marginals are independent (that is,
µ is a product distribution) then we would write µ = µ1 ⊗ · · · ⊗ µn.
TOTAL VARIATION DISTANCE. Let µ, µ′ be two distributions with support Ω. The variation distance
between µ and µ′ denoted by d(µ, µ′) is defined as
d(µ, µ′) :=
1
2
∑
x∈Ω
∣∣∣∣Prµ (x)− Prµ′ (x)
∣∣∣∣ .
We say µ and µ′ are ǫ-far (or µ is ǫ-far from µ′), when d(µ, µ′) ≥ ǫ.
If µ is a distribution with support Ω and A ⊆ Ω, then by (µ | A) we denote the distribution over the
support A. For any x ∈ A the probability that x occurs when a random sample is drawn from A (according
to the distribution (µ | A)) is given by
Pr
µ|A
(x) =
Prµ(x)∑
y∈A Prµ(y)
.
HELLINGER DISTANCE. Let µ, µ′ be two distributions with support Ω. The Hellinger distance between
µ and µ′ denoted by H(µ, µ′) is defined as
H(µ, µ′) =
1√
2
√√√√∑
x∈Ω
(√
Pr
µ
(x)−
√
Pr
µ′
(x)
)2
=
√√√√(1−∑
x∈Ω
√
Pr
µ
(x) Pr
µ′
(x)
)
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Hellinger distance has some nice properties and is useful for bounding lower and upper bounding varia-
tion distance.
d(µ, µ′) ≤ 2H(µ, µ′) ≤ 2
√
d(µ, µ′)
Also for any two product distributions µ = µ1 ⊗ · · · ⊗ µn and µ′ = µ′1 ⊗ · · · ⊗ µ′n
H(µ, µ′)2 ≤
n∑
i=1
H(µi, µ
′
i)
2.
CONDITIONAL DISTANCE. Let µ, µ′ be two distributions over Ω. Let A ⊆ Ω. The variation distance
between µ and µ′ conditioned on A (denote by d(µ, µ′|A)) is defined as
d(µ, µ′|A) :=
∑
x∈Ω
∣∣∣∣Pr
µ|A
(x)− Pr
µ′|A
(x)
∣∣∣∣ .
We say µ and µ′ are ǫ-far, conditioned on A, when d(µ, µ′|A) ≥ ǫ.
SUBCUBE CONDITIONING. In this paper we work with joint distributions; Ω = Σn for some set Σ. We
consider conditional distance under the condition on A = A1 ×A2 × · · · ×An where each Ai ⊆ Σ.
Let µ be a distribution over Σn and X = (X1,X2, . . . ,Xn) be a random variable distributed according
to µ. µ(i) denotes the distribution over Σi where for every x ∈ Σi,
Pr
µ(i)
(x) = Pr
X∼µ
[(X1,X2, · · · ,Xi) = (x1, x2, · · · , xi)].
Let w ∈ Σj for some j < i. µi | w denotes the marginal distribution µi when first j random variables
fixed to w.
Pr
µi|w
(x) = Pr
X∼µ
[Xi = x| ∧jk=1 Xk = wk].
Let µ, µ′ be two distributions over Σn. The conditional marginal distance of µi and µi conditioned on
w is given by
d(µi, µi | w) =
∑
x∈Σ
∣∣∣∣ Pr
µi|w
(x)− Pr
µ′i|w
(x)
∣∣∣∣
The average conditional distance between µi and µ′i is defined by
Ew∼µ(i−1) [d(µi, µ
′
i|w)] =
∑
w∈Σi−1
Pr
µi−1
(w)d(µi, µ
′
i|w).
The SubCube Condition Model
Let µ be a distribution over Σn. A subcube conditional oracle for µ, denoted SUBCONDµ, takes as input a
sequence of sets {Ai}i∈[n], Ai ⊆ Σ. Let A be the product set A1 × · · · ×An. The oracle returns an element
x ∈ Σn with probability Prµ[x]∑
x∈A Prµ x
independently of all previous calls to the oracle.
An (ǫ, δ)SUBCOND tester for a property P with conditional sample complexity t is a randomized algo-
rithm, that receives ǫ, δ > 0, n ∈ N and oracle access to SUBCONDµ, and operates as follows.
1. In every iteration, the algorithm (possibly adaptively) generates a set A ⊆ Σn, based on the transcript
and its internal coin tosses, and calls the conditional oracle with A to receive an element x, drawn
according to the distribution µ conditioned on A.
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2. Based on the received elements and its internal coin tosses, the algorithm accepts or rejects the distri-
bution µ.
3. The algorithm makes at most t queries to SUBCONDµ, where t can depend on ǫ, δ,Σ and n.
If µ satisfies P then the algorithm must accept with probability at least 1 − δ, and if µ is ǫ-far from all
distributions satisfying P, then the algorithm must reject with probability at least 1− δ.
We will call such a tester an (ǫ, δ)SUBCOND P-tester. For example a (ǫ, δ)SUBCOND Uniformity-tester
is a (ǫ, δ)SUBCOND tester that tests if the given distribution is uniform, a (ǫ, δ)SUBCOND Identity-tester
is a (ǫ, δ)SUBCOND tester that tests if the given distribution is identical to a known distribution and a
(ǫ, δ)SUBCOND Product-tester is a (ǫ, δ)SUBCOND tester that tests if the given distribution is a product
distribution or far from all the product distributions.
3 Chain Rule of Conditional Distances
Let µ and µ′ be two distributions over Σn, and let X = (X1,X2, . . . ,Xn) and X ′ = (X ′1,X ′2, . . . ,X ′n) be
the corresponding random variables. For any 1 ≤ i ≤ n, we denote by µi and µ′i the distributions of the ith
marginals of µ and µ′ respectively.
Lemma 3.1 (Chain Rule of Conditional Distances). Let µ and µ′ be two distributions over Σn, and and let
X = (X1,X2, . . . ,Xn) and X ′ = (X ′1,X ′2, . . . ,X ′n) be two random variables with distribution µ and µ′
respectively. Then the following holds.
d(µ, µ′) ≤ d(µ1, µ′1) +
n∑
i=2
Ew∼µ(i−1) [d(µi, µ
′
i|w)]
Proof of Lemma 3.1: 1 Let w = (w1, w2, . . . , wn) ∈ Σn.
Let 2 ≤ i ≤ n. Recall that w(i) denotes the substring of first i elements of w.
d(µ(i), µ′(i)) =
∑
w∈Σi
| Pr
µ(i)
(w) − Pr
µ′(i)
(w)|
=
∑
w∈Σi
| Pr
X∼µ
[∧i−1j=1Xj = wj ] Pr
X∼µ
[Xi = wi| ∧i−1j=1 Xj = wj ]
− Pr
X′∼µ′
[∧i−1j=1X ′j = wj] Pr
X′∼µ′
[X ′i = wi| ∧i−1j=1 X ′j = wj]|
≤
∑
w∈Σi
∣∣∣∣ PrX∼µ[∧i−1j=1Xj = wj ]
(
Pr
X∼µ
[Xi = wi| ∧i−1j=1 Xj = wj]− Pr[X ′i = wi| ∧i−1j=1 X ′j = wj]
)∣∣∣∣+
∑
w∈Σi
∣∣∣∣Pr[X ′i = wi| ∧i−1j=1 X ′j = wj ]
(
Pr
X∼µ
[∧i−1j=1Xj = wj ]− Pr
X′∼µ′
[∧i−1j=1X ′j = wj ]
)∣∣∣∣
1While one may consider the coupling technique to be a natural tool to prove the chaining lemma, intricacies regarding condi-
tional coupling is not completely clear to us.
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Now, the second term reduces to,
∑
w∈Σi
∣∣∣∣Pr[X ′i = wi| ∧i−1j=1 X ′j = wj ]
(
Pr
X∼µ
[∧i−1j=1Xj = wj]− Pr
X′∼µ′
[∧i−1j=1X ′j = wj ]
)∣∣∣∣
=
∑
w′∈Σi−1
∣∣∣∣ PrX∼µ[∧i−1j=1Xj = w′j ]− PrX′∼µ′[∧i−1j=1X ′j = w′j ]
∣∣∣∣ ∑
wi∈Σ
Pr
X′∼µ′
[X ′i = wi| ∧i−1j=1 X ′j = w′j]
=
∑
w′∈Σi−1
∣∣∣∣ PrX∼µ[∧i−1j=1Xj = w′j ]− PrX′∼µ′[∧i−1j=1X ′j = w′j ]
∣∣∣∣
=
∑
w′∈Σi−1
| Pr
µ(i−1)
(w′)− Pr
µ′(i−1)
(w′)|
The second equality follows from the fact that for each w′ ∈ Σi−i,∑wi∈Σ Pr[X ′i = wi| ∧i−1j=1 X ′j = w′j ] =
1.2 Hence,
d(µ(i), µ′(i)) ≤ d(µ(i−1), µ′(i−1)) +
∑
w∈Σi−1
Pr
µ(i−1)
(w)d(µi, µ
′
i|w)
Solving the recursion we get the lemma.
Arranging the marginals by the increasing order of the average conditional distance, we get the imme-
diate corollary.
Lemma 3.2. If d(µ, µ′) ≥ ǫ, then there exists a c ∈ N such that
2c−1 ≤
∣∣∣∣
{
i ∈ [n] | Ew∼µ(i−1) [d(µi, µ′i|w)] ≥
ǫ
2cH(n)
}∣∣∣∣
We refer the reader to Appendix A.1 for the proof.
4 Testing Identity with a known distribution
In this section, we present an identity tester of Sample complexity O˜(n3ǫ−3). We recall the following result
proved in [9]
Lemma 4.1. [9] Let µ be a known distribution over Σ. Given 0 < ǫ < 1 and 0 < δ < 1 and a distribution
µ′ over Σ there is an adaptive (ǫ, δ)-Identity Tester with conditional sample complexity O˜( 1
ǫ2
log(1
δ
)). In
other words, there is a tester that draws O˜( 1
ǫ2
log(1
δ
)) number of conditional samples and
• if µ = µ′, then the tester will accept with probability (1− δ), and
• if d(µ, µ′) ≥ ǫ then the tester will reject with probability (1− δ).
Let µ be a known distribution over Σn, µ′ be an unknown distribution over Σn that can be accessed via
SUBCONDµ′ oracle, and ǫ be the target distance. The following algorithm tests identity of µ′ with µ. We
use the identity tester BasicIDTester over Σ guaranteed by Lemma 4.1 as a subroutine. Fix δ = 1/3.
2If w′ is outside of support of µ′, like in [7], we can define the conditional probability to be uniform over Σ
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Algorithm 1 The Identity Tester for Joint Distributions
1: ǫ′ = ǫ/2j+1H(n)
2: δ′ = δǫ/24n(log n)2
3: for j = 1 to log n+ 1 do
4: Create a set Sj by sampling, with replacement, (4n/2j) element from [n] uniformly at random.
5: for all i ∈ Sj do
6: for k′ = 1 to 3/ǫ′ do
7: Sample w ∼ µ. Let w = (w1, · · · , wn).
8: Consider the distribution µi | w(i−1).
9: If BasicIDTester(µi|w(i−1), µ′i|w(i−1), ǫ′, δ′) rejects, Output REJECT
10: end for
11: end for
12: end for
13: Output ACCEPT
Theorem 4.2. Let δ = 13 . Algorithm 1 is a (ǫ, δ) SUBCOND Identity Tester for joint distributions with
conditional sample complexity of O˜(n3/ǫ3) where O˜ hides a polynomial function of log n, log ǫ.
Proof. The (ǫ′, δ′) BasicIDTester needs conditional samples for testing whether d(µi, µ′i | w(i−1)) ≥
ǫ/2j+1H(n). To answer the conditional queries with condition B ⊆ Σ for the distribution µ′i|w(i−1), we set
Aj = {wj} for j = 1, 2, . . . , i − 1, Ai = B, and Aj = Σ for j = i + 1, . . . , n, and query the SUBCOND
oracle with the condition A. This correctly simulates the conditional oracle required by the underlying
identity tester. Thus Algorithm 1 is a SUBCOND Tester.
Next, we prove the sample complexity of Algorithm 1 as claimed in the Theorem 4.2.
Sample Complexity of Algorithm 1: By Lemma 4.1, a query to BasicIDTester(µi|w(i−1), µ′i|w(i−1), ǫ′, δ′)
requires O˜(1/ǫ′2) = O˜(22j+2H(n)2/ǫ2) samples. For each index in Sj , the basic Identity tester is queried
2j+13H(n)/ǫ times. Hence, the total sample complexity of our tester is
logn+1∑
j=1
4n
2j
× 2
j+13H(n)
ǫ
× O˜
(
22j+2H(n)2
ǫ2
)
= O˜
(
nH(n)3
ǫ3
) logn+1∑
j=1
22j = O˜(n3/ǫ3)
The correctness of Algorithm 1 is proved in Appendix A.2.
4.1 Uniformity Tester for Arbitrary Joint Distribution
If we set µ to be the uniform distribution, then Algorithm 1 gives us a Uniformity Tester. Hence, we get the
following as a corollary of Theorem 4.2.
Theorem 4.3. Let δ = 13 . There exists a (ǫ, δ)- Uniformity Tester for any joint distribution with conditional
sample complexity of O˜(n3/ǫ3) where O˜ hides a polynomial function of log n, ǫ.
4.2 Uniformity Testing for Product Distributions
If µ is a product distribution, then we can achieve better sample complexity. In a product distribution the
marginals are independent. Thus Lemma 3.1 gives us
d(µ, µ′) ≤
n∑
i=1
d(µi, µ
′
i)
8
Similar to Algorithm 1, we sample marginals and check the uniformity of individual marginals using
the uniformity tester over Σ, designed in [7] and [6]. However, in this case we do not need to sample w and
condition the marginals. This gives us an uniformity tester with O˜(n2ǫ−2) sample complexity.
Theorem 4.4. Let δ = 1/3. If µ is a distribution over Σn and the µis are independent, then there exists an
(ǫ, δ) SUBCOND Uniformity Tester with conditional sample complexity of O˜(n2/ǫ2), where the O˜ hides a
polynomial function of log n and ǫ.
For the algorithm and other details, we refer the reader to Appendix A.3.
5 Testing Independence of Marginals
Let µ be a probability distribution over Σn. In this section we present an algorithm to test whether µ is a
product distribution; i.e. whether all the marginals of µ are independent or µ is far from all the product
distributions.
Define µ′ to be the product of marginals of µ.
Pr
µ′
(w) =
n∏
i=1
Pr
µi
(wi) ∀ w ∈ Σn
By definition, the marginal distributions µ′i are exactly the marginal distribution µi. If µ is ǫ-far from all
the product distribution, it is ǫ-far from µ′. Using the Chain Rule (Lemma 3.1),
d(µ, µ′) ≤ d(µ1, µ′1) +
n∑
i=2
Ew∼µ(i−1) [d(µi, µ
′
i|w)]
=
n∑
i=2
∑
w∈Σi−1
Prµ(i−1)(w)

∑
wi∈Σ
∣∣∣∣Prµi (wi|w)− Prµ′i (wi|w)
∣∣∣∣


=
n∑
i=2
∑
w∈Σi−1
Prµ(i−1)(w)d(µi|w,µi)
Therefore, We need to test whether there exists i ∈ [n], such that the marginal distribution µi is far (on
average) from the conditional marginal distribution µi|w. Unfortunately, in this case, both the distributions
are unknown. Luckily, as both µi and µi|w is distributed over Σ, we can use unknown distribution tester from
[9], where identity between two unknown distribution is tested using O˜(log log |Σ|/ǫ5) sample complexity.
The only thing left is to sample w according to µi−1. The algorithm queries the oracle with Σn as the
condition, and selects the first i− 1 bit as the sample w.
Theorem 5.1. Let δ = 13 . There exists an (ǫ, δ) SUBCOND Product Tester for joint distributions with
conditional sample complexity of O˜ (n6 log log |Σ|ǫ−5) where O˜ hides a polynomial function of log n.
The algorithm and the proof details are presented in Appendix A.4.
6 Lower Bounds
Theorem 6.1. For any 0 ≤ ǫ ≤ 1 any (ǫ, 1/3) − SUBCOND Uniformity-Tester has subcube-conditional
sample complexity Ω( 4
√
n). The lower bound holds even for the case when the domain is {0, 1}n and the
given distribution is a product of n independent (though not necessarily identical) distributions.
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Proof. Let µ be a product distributions over the domain {0, 1}n with marginals µ1, . . . , µn. So µ = µ1 ⊗
· · ·⊗µn. Note that since the µi are independent, if i 6= j then conditioning on µi does not affect the samples
we get from a µj . Also since the µi are all distributions over a two element set (namely {0, 1}) conditioning
on any subset of {0, 1} also of no use. Thus drawing subcube-conditional-samples from µ is as good as
drawn samples (without any conditioning) from µ.
So it is sufficient for us to prove that for any 0 ≤ ǫ ≤ 1 any (ǫ, 1/3) Uniformity-Tester has sample
complexity Ω( 4
√
n), when the domain is {0, 1}n and the given distributions are product distributions.
The main idea of the proof is to use a standard technique from property testing where the following
lemma is used. The following lemma has been rewritten in the language and context of this paper. A proof
of the general statement of the lemma can be found in [10, 11].
Theorem 6.2. Let P be a property of distributions over σn that we want to test. Suppose DY is a distribution
over all the distribution that satisfy the given property P , and let DN be a distribution over all distributions
that are ǫ-far from satisfying the property P . Let QY be the distribution over outcomes of q samples when
the samples are drawn from a distribution DY , that is drawn according according to DY . Similarly, let QN
be the distribution over outcomes of q samples when the samples are drawn from a distribution DN , that
is drawn according to the DN . If the variation distance between QY and QN is less than 1/3 then any
(ǫ, 1/3)-Tester for the property P will have sample complexity more than q.
In the context of our theorem we have the property P is “Uniformity”. So the distribution DY is the
uniform distribution over the domain {0, 1}. Now let us define the distribution DN :
Let D1 be the distribution over {0, 1} where 1 is produced with probability (1/2 + 2
√
ǫ
n
) and 0 pro-
duced with probability (1/2 − 2√ ǫ
n
). And let D0 be the distribution over {0, 1} where 1 is produced with
probability (1/2 − 2√ ǫ
n
) and 0 produced with probability (1/2 + 2
√
ǫ
n
).
Consider the set of distributions D over {0, 1}n which are a product of n distribution each of which is
either D0 or D1. That is,
D = {µ1 ⊗ · · · ⊗ µn | for all i, µi is either D0 or D1}
Claim 6.3. Any µ ∈ D is ǫ-far from uniform. That is, for any µ ∈ D we have
d(µ,U) ≥ ǫ
From the Claim 6.3 we see that all the distributions in D are ǫ-far from uniform. Thus we can take
the distribution D as our distribution DN . If a distribution is drawn from DN or DY , q samples from the
distribution would give q many {0, 1}-strings of length n. Note that if a distribution is drawn from DY
(that is, the distribution is the uniform distribution over {0, 1}n) then the distribution of the outcomes of q
samples is a uniform distribution over {0, 1}nq . So, by theorem 6.2, it is enough to show that if µ is drawn
from DN then the distribution of the outcomes (as a distribution over {0, 1}nq) is 1/3-close to uniform.
Note that µ is a distribution drawn from DN we can think of µ as µ1 ⊗ · · · ⊗ µn where each µi is
independently and uniformly choose from the set {D0,D1}. Let µq be the distribution over {0, 1}nq when
q samples are drawn from µ. And now the following lemma completes the proof of Theorem 6.1.
Lemma 6.4. If q ≤ 4√n/20√ǫ then
d(µq,U) ≤ 1
3
.
The proof of Claim 6.3 and Lemma 6.4 is given in Appendix B.
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7 Conclusion
In this paper we analyzed property testing of joint distributions in the conditional sampling model. We
considered the natural subcube conditioning and presented testers to test uniformity, identity with a known
distribution, and independence of marginals of query complexity polynomial in the dimension, thus avoid-
ing the curse of dimensionality. We also presented a lower bound for uniformity testing in the subcube
conditioning model.
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A Leftout Proofs of the Upper Bounds
A.1 Proof of Lemma 3.2
Proof of Lemma 3.2. Without loss of generality let i1, i, . . . , in be indices such that
Ew∼µ(i1−1) [d(µi1 , µ
′
i1
|w)] ≥ Ew∼µ(i2−1) [d(µi2 , µ′i2 |w)] ≥ Ew∼µ(in−1) [d(µin , µ′in |w)]
We will need the following Claim.
Claim A.1. There exists k ∈ [n] such that
Ew∼µ(ik−1) [d(µik , µ
′
ik
|w)] ≥ ǫ/kH(n)
Proof of Claim A.1. If no such k exists, then
d(µ, µ′) ≤
n∑
k=1
Ew∼µ(ik−1) [d(µik , µ
′
ik
|w)] <
n∑
k=1
ǫ/(kH(n)) ≤ ǫ
which contradicts the distance assumption in Lemma 3.2.
Let k be the index from Claim A.1. We put c = ⌈log k⌉ to get ǫ/2cH(n) ≤ ǫ/kH(n). Clearly∣∣∣∣
{
i ∈ [n] | Ew∼µ(i−1) [d(µi, µ′i|w)] ≥
ǫ
2cH(n)
}∣∣∣∣ ≥ k ≥ 2c−1.
A.2 Correctness of the Algorithm 1
Let Algorithm 1 queries the underlying tester q times.
q =
logn+1∑
j=1
4n
2j
× 2
j+13H(n)
ǫ
= 24nH(n)
log n+1∑
j=1
1
ǫ
≤ 24n (log n)2 /ǫ
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COMPLETENESS. We start by proving the completeness of the algorithm. We show, if µ′ is identical
with µ then with probability at least (1 − δ) the algorithm ACCEPTS. We will show that if d(µ, µ′) = 0 is
the algorithm will reject with probability at most δ. Fix δ = 1/3.
Algorithm 1, rejects µ′ if there exists i ∈ [n] and a sampled w = (w1, · · · , wn) ∈ Σn the underlying
Identity Tester rejects in the Step 4.
Suppose µ and µ′ are identical. Then for all w ∈ Σi−1, µi|w is identical to µ′i | w. For each query,
BasicIDTester will reject in Step 9 with probability at most. δǫ/24n(log n)2. Since the BasicIDTester is
called at most 24n(log n)2/ǫ times, by union bound, if d(µ, µ′) = 0, the algorithm will reject µ′ with at
most δ probability.
SOUNDNESS. Now we prove the soundness of the Algorithm 1. Let µ be a distribution over Σn and
d(µ, µ′) ≥ ǫ. We shall show that Algorithm 1, rejects µ′ with probability at least 2/3.
Let
τc
def
=
{
i ∈ [n] | Ew∼µ(i−1) [d(µi, µ′i|w)] ≥
ǫ
2cH(n)
}
By Lemma 3.2, there exist a c ≤ ⌈log n⌉, such that |τc| ≥ 2c−1.
The following lemma is a direct consequence of Lemma 3.2.
Lemma A.2. Let µ be a distribution over Σn, and µ is ǫ-far from uniform. Let X = (X1, · · · ,Xn) be
a random variable with distribution µ. Let w = (w1, w2, · · · , wn) be a random sample drawn from Σn
according to the distribution µ.
Then for all i ∈ τc,
Pr
w∼µ
[
d(µi, µ
′
i | wi−1) ≥
ǫ
2c+1H(n)
]
≥ ǫ
2c+1H(n)
For each i ∈ τc, define
Γi
def
=
{
w ∈ Σi−1 | d(µi, µ′i| ∧i−1j=1 Xj = wj) <
ǫ
2c+1H(n)
}
Let Sj be the set of indices sampled in the Step 3 in the jth iteration.
If Algorithm 1 fails to reject µ′, one of the following three cases happen.
1. No index from τc was sampled in Sj . Specifically, Sc ∩ τc = ∅. Probability of this event is
(
1− |τ |
n
) 4n
2c
≤ e−2.
2. For all index i ∈ Sc ∩ τc, all the sampled ws are from the set Γi. Probability of this event is
(
1− ǫ
2c+1H(n)
) 2c+13H(n)
ǫ
≤ e−3.
3. For all index i ∈ Sc ∩ τc, for all the sampled w /∈ Γi, underlying identity tester fails to reject.
Probability of such event is at most δǫ/24n(log n)2, which is less than 1/100 for n ≥ 2.
Hence, the probability that Algorithm 1 fails to reject µ′ is at most e−2 + e−3 + 1/100 < 1/3.
This completes the proof of Theorem 4.2.
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Proof of Lemma A.2. From Lemma 3.2, for all index i ∈ τc
Ew∼µ(i−1) [d(µi, µ
′
i|w)] =
∑
w∈Σi−1
Pr
µi−1
(w)d(µi, µ
′
i|w) ≥
ǫ
2cH(n)
By simple averaging argument we conclude, if we sample according to µ, with probability at least
ǫ
2c+1H(n)
we get a w ∈ Σi−1, such that
d(µi, µ
′
i|w) ≥
ǫ
2c+1H(n)
.
A.3 Proof Of Theorem 4.4
To obtain our “uniformity testers for product distributions” we need the following uniformity tester for the
unstructured domains, proven in [7] and [6].
Lemma A.3. [7, 6] Given 0 < ǫ < 1 and 0 < δ < 1 and a distribution µ over Σ there is an adaptive
(ǫ, δ)-Uniformity Tester with conditional sample complexity O˜( 1
ǫ2
log(1
δ
)). In other words, there is a tester
that draws O˜( 1
ǫ2
log(1
δ
)) number of independent conditional samples and
• if µ is uniform over Σ then the tester will accept with probability (1− δ), and
• if d(µ,U) ≥ ǫ then the tester will reject with probability (1− δ).
Algorithm 2 describes the uniformity tester when µis are independent. We use the conditional uniformity
tester BasicUniTester guaranteed by Lemma A.3 as a subroutine. Fix δ = 1/3.
Algorithm 2 The Uniformity Tester for product of independent distributions
1: ǫ′ = ǫ/2jH(n)
2: δ′ = δ/8n
3: for j = 1 to log n+ 1 do
4: Create a set Sj by sampling, with replacement, (4n/2j) element from [n] uniformly at random.
5: for all i ∈ Sj do
6: If BasicUniTester(µi,U , ǫ′, δ′) rejects, Output REJECT
7: end for
8: end for
9: Output ACCEPT
The BasicUniTester needs conditional samples (over Σ) for testing if d(µi,U) ≥ ǫ/2jH(n) in Step
4. Such a sample, conditioned on the set B, is obtained by drawing a sample from µ conditioned on set
A = (A1 ⊗ · · · ⊗ An) ⊆ Σn where Ai = B and Aj = Σ for all j 6= i ∈ [n]. Thus Algorithm 2 is a
SUBCOND Uniformity Tester.
To prove Theorem 4.4 we need to show the correctness of the algorithm and the sample complexity as
claimed.
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Sample Complexity of our Tester
From Lemma A.3 we have an (ǫ/2jH(n), δ/8n)-Uniformity Tester that has sample complexity O˜ (22jH(n)2 log(nδ−1)ǫ−2).
Now in Algorithm 2 each Sj is of size 4n/2j , and for each element i in Sj the (ǫ/2jH(n), δ/8n)-
Uniformity Tester is used. So the sample complexity of the algorithm is
logn+1∑
j=1
4n
2j
O˜(22jH(n)2 log(nδ−1)ǫ−2) = O˜(n2/ǫ2).
Proof of Correctness of the algorithm
Let us first prove the completeness. That is, if µ is uniform over Σn then with probability at least (1− δ) the
algorithm outputs ACCEPT. We will show that if µ is uniform the algorithm will reject with probability at
most δ. Note that the algorithm ACCEPTS if for all i and j the (ǫ/2jH(n), δ/8n)-Uniformity Tester does
not reject in the Step 4. The important thing to note is that if µ is uniform then µi is also uniform. Hence
for a given i and j the (ǫ/2jH(n), δ/8n)-Uniformity Tester will reject in Step 4 with probability less than
δ/8n. Since the (ǫ/2jH(n), δ/8n)-Uniformity Tester is called at most 8n times, by union bound, if µ is
uniform the algorithm will reject µ with at most δ probability.
Now, we prove the soundness. We need to show that if d(µ,U) ≥ ǫ, then the Uniformity Tester of
Algorithm 2 rejects with probability (1− δ) = 2/3.
Let
τc =
{
i ∈ [n] | d(µi,U) ≥ ǫ
2cH(n)
}
.
As the marginals of µ are independent, for all i ∈ [n],
Ew∼µ(i−1) [d(µi,U|w)] =
∑
w∈Σi−1
Pr
µi−1
(w)d(µi,U|w)
=
∑
w∈Σi−1
Pr
µi−1
(w)d(µi,U)
= d(µi,U)
Hence, by Lemma 3.2, there exists c ≤ ⌈log n⌉, such that |τc| ≥ 2c−1. We identify the above τc as τ .
Let Sc be the set of indices sampled in Step 2, when j = c.
The algorithm will REJECT µ with probability at least (1− 1/n), if it finds an index i in (Sc ∩ τ). So to
prove the correctness of the algorithm, it is enough to show that with probability at least 1/3, (Sc ∩ τ) 6= ∅.
Now Sc has 4n/2c number of elements chosen uniformly at random from [n]. So probability that none
of the elements of τ is in Sc is (
1− |τ |
n
) 4n
2c
.
Since |τ | ≥ 2c−1 the probability that Sc ∩ τ = ∅ is less than (1/e)2 ≤ 1/3.
This prove the soundness of the algorithm.
A.4 Proof of Theorem 5.1
Lemma A.4. [9] Given 0 < ǫ < 1 and 0 < δ < 1 and distributions µ, µ′ over Σ there is an (ǫ, δ)-Identity
Tester with conditional sample complexity O˜( log log |Σ|
ǫ5
log(1
δ
)). In other words, there is a tester that draws
O˜( log log |Σ|
ǫ5
log(1
δ
)) number of independent conditional samples and
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• if µ = µ′, then the tester will accept with probability (1− δ), and
• if d(µ, µ′) ≥ ǫ then the tester will reject with probability (1− δ).
The following algorithm takes (conditional) oracle access to µ, and a threshold ǫ. The algorithm ac-
cepts if µ is a product distribution and rejects if µ is ǫ far from the product of marginals. Algorithm 3
uses BasicUnknown, the identity tester between two unknown distribution guaranteed in Lemma A.4 as a
subroutine.
Algorithm 3 The Independence Tester of Marginals
1: ǫ′ = ǫ/2j+1H(n)
2: δ′ = δǫ
24n(logn)2
3: for j = 1 to log n+ 1 do
4: Create a set Sj by sampling, with replacement, (4n/2j) element from [n] uniformly at random.
5: for all i ∈ Sj do
6: for k′ = 1 to 3/ǫ′ do
7: Sample w ∼ µ. Let w = (w1, · · · , wn).
8: if BasicUnknown(µi|w(i−1), µi, ǫ′, δ′) rejects then
9: Output REJECT
10: end if
11: end for
12: end for
13: end for
14: Output ACCEPT
Simulating Oracle Queries
We first show that, given an access to a subcube conditional sampling oracle of µ, we can correctly respond
to the oracle queries made by BasicUnknown. To answer the conditional queries with condition B ⊆ Σ
for the distribution µi|w(i−1), we set Aj = {wj} for j = 1, 2, . . . , i − 1, Ai = B, and Aj = Σ for
j = i+1, . . . , n. We query the subcube conditional oracle for µ with the condition A = A1×· · ·×An. We
respond with the sample that the subcube conditional oracle returns. Similarly, to answer conditional query
for µi, we set Ai = B and Aj = Σ for all j 6= i ∈ [n].
Sample Complexity of Algorithm 3
By Lemma A.3, each invokation of BasicUnknown with parameter ǫ′,δ′ requires O˜(log log |Σ|/ǫ′5) =
O˜
(
25(j+1)(H(n))5 log log |Σ|
ǫ5
)
samples. For each index in Sj , BasicUnknown is queried 3 2j+1H(n)/ǫ times.
Hence, the total sample complexity of our independence tester is
logn+1∑
j=1
4n
2j
× 3 2
j+1H(n)
ǫ
× O˜
(
25j+5H(n)5 log log |Σ|
ǫ5
)
= O˜
(
nH(n)5 log log |Σ|
ǫ5
) logn+1∑
j=1
25j
= O˜
(
n6 log log |Σ|
ǫ5
)
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Correctness of Algorithm 3
To prove completeness, we need to show that if µ is a product distribution, then Algorithm 3 accepts with
probability at least 2/3. For soundness, we need to prove that, if µ is ǫ far from all product distributions, the
algorithm rejects with probabiity at least 2/3. The proof is exactly same as for Algorithm 1.
We stress that, we do not need to consider a joint distribution µ which is ǫ-far from the product of its
marginals but possibly ǫ-close to some product distribution. Such a µ does not satisfy the required distance
condition required for soundness.
B Leftout Proofs for the lower Bound
B.1 Proof of Claim 6.3
Let µ = µ1 ⊗ · · · ⊗ µn. Without loss of generality we will assume that all the µi’s are the distribution
D1. That is 1 is produced with probability (1/2 + 2
√
ǫ
n
) and 0 produced with probability (1/2 − 2√ ǫ
n
).
For simplifying notations we will assume 1 is produced with probability (1/2 + ǫ′) and 0 produced with
probability (1/2 − ǫ′).
Since we know d(µ,U) ≥ H(µ,U)2, it is enough for us to prove H(µ,U)2 ≥ ǫ. For any x ∈ {0, 1}n let
p(x) be the probability of getting x when drawn from µ. Note that the probability of getting x when drawn
from U is 1/2n.
By definition we have
H(µ,U)2 = 1
2
∑
x∈{0,1}n
(√
p(x)−
√
1/2n
)2
= 1−
∑
x∈{0,1}n
(√
p(x)/2n
)
Now note that if x has k 1’s and (n− k) 0’s then p(x) = (1/2 + ǫ′)k(1/2 − ǫ′)n−k. So we have
∑
x∈{0,1}n
(√
p(x)/2n
)
=
1
2n
n∑
k=0
(
n
k
)√
(1 + 2ǫ′)k(1− 2ǫ′)n−k = 1
2n
(√
(1 + 2ǫ′) +
√
(1− 2ǫ′)
)n
Now since (
√
1 + x+
√
1− x) ≤ 2(1 − x28 ) for all x ≤ 1 so,
1
2n
(√
(1 + 2ǫ′) +
√
(1− 2ǫ′)
)n ≤ (1− ǫ′2
2
)n
≤
(
1− ǫ
′2n
2
+
ǫ′4
4
(
n
2
))
.
The last inequality follows from the fact that (1− x)n ≤ (1− xn+ (n2)x2). Now putting all the things
together we have
H(µ,U)2 ≥
(
1−
(
1− ǫ
′2n
2
+
ǫ′4
4
(
n
2
)))
≥
(
ǫ′2n
2
− ǫ
′4
4
(
n
2
))
If ǫ′ = 2
√
ǫ/n then from the above inequality we have H(µ,U)2 ≥ ǫ.
B.2 Proof of Lemma 6.4
Let us start with a Claim. We defer the proof of the Claim to the end of this Section.
Claim B.1. If P and Q be two distributions over Σ and for all x ∈ Σ we have
Pr
P
(x) = (1 + ǫx) Pr
Q
(x)
17
then we have
H(P,Q)2 ≤ 1
2
∑
x∈Σ
ǫ2x Pr
Q
(x)
Claim B.1 helps to upper bound the Hellinger distance in terms of the ℓ∞ distance. Now let Σ =
{0, 1}q . And let µqi be the distribution on Σ that is obtained by drawing q samples from µi. Clearly,
µq = µq1 ⊗ µq2 ⊗ · · · ⊗ µqn. To prove that the variation distance of µq from uniform is less than 1/3 we will
first show that the ℓ∞ distance of µi from uniform is small then using Claim B.1 we get that the Hellinger
distance of µqi from uniform is small.. And then we can show that if all the µ
q
i has small Hellinger distance
from uniform then µq has small Hellinger distance from uniform which would give an upper bound on the
variation distance of µq from uniform.
Now the following Claim upper bounds the ℓ∞ distance of µqi from uniform.
Claim B.2. For all i and for all x ∈ Σ
|Pr
U
(x)− Pr
µ
q
i
(x)| ≤ 10ǫq
2
2qn
Or in other words for all x ∈ Σ if
Pr
µ
q
i
(x) = (1± ǫx) Pr
U
(x)
then |ǫx| ≤ 10ǫq2/n
By definition of Hellinger distance and variation distance we have
d(µq,U) =
∑
x∈{0,1}qn
∣∣∣∣Prµq (x)− PrU (x)
∣∣∣∣ ≤ 2H(µq,U)
Again we know that for any two product distributions P = P1 ⊗ · · · ⊗ Pn and Q = Q1 ⊗ · · · ⊗Qn
H(P1 ⊗ · · · ⊗ Pn, Q1 ⊗ · · · ⊗Qn)2 ≤
n∑
i=1
H(Pi, Qi)
2.
Thus we have
d(µq, U q) ≤ 2
√√√√( n∑
i=1
H(µqi ,U)2
)
(1)
From Equation 1 and Claim B.1 we have
d(µq, U q) ≤ 2
√√√√ n∑
i=1
1
2
∑
x∈Σ
q(x)ǫ2x,
where, q(x) = PrU (x). So q(x) = 2q . From Claim B.2 we have that ǫx = 10ǫq2/n. So we have
d(µq,U) ≤ 2
√√√√ n∑
i=1
(10ǫq2/n)2
Thus if q ≤ 4√n/20√ǫ we have d(µq,U) ≤ 2√1/40 which is less than 1/3
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B.2.1 Proof of Claim B.1
Let p(x) = PrP (x) and q(x) = PrQ(x). By definition
H(P,Q)2 =
1
2
∑
x∈Σ
(√
p(x)−
√
q(x)
)2
=
(
1−
∑
x∈Σ
√
p(x)q(x)
)
Now
√
p(x)q(x) = q(x)
√
1 + ǫx. Now it is easy to verify that for all x such that |x| ≤ 1 we have
√
1 + x ≥ 1 + x
2
− x
2
2
So, from the above observation we have,√
p(x)q(x) = q(x)
√
1 + ǫx ≥ q(x)
(
1 +
ǫx
2
− ǫ
2
x
2
)
Now since
∑
x q(x) = 1 and
∑
x qxǫx = 0 so we have
H(P,Q)2 ≤
(
1−
∑
x
q(x)
(
1 +
ǫx
2
− ǫ
2
x
2
))
=
1
2
∑
x∈Σ
q(x)ǫ2x
B.2.2 Proof of Claim B.2
Let x ∈ Σ has k 1’s and (q − k) 0’s. Since the µi is either the distribution D1 with probability 1/2 or
distribution D2 with probability 1/2, so probability of x appearing when drawn from µqi is
1
2
(
(
1
2
+ ǫ′)k(
1
2
− ǫ′)q−k + (1
2
− ǫ′)k(1
2
+ ǫ′)q−k
)
=
1
2q
(1 + 2ǫ′)k(1− 2ǫ′)q−k + (1− 2ǫ′)k(1 + 2ǫ′)q−k
2
Note that since (1 + x)n ≥ 1 + xn so we have
(1+ 2ǫ′)k(1− 2ǫ′)n−k +(1− 2ǫ′)k(1+ 2ǫ′)n−k ≥ (1+ 2kǫ′)(1− 2(q− k)ǫ′)+ (1− 2kǫ′)(1+ 2(q− k)ǫ′)
The right hand side is equal to (2− 8k(q − k)ǫ′2). Thus we have
Pr
µ
q
i
(x) ≥ 1
2q
(1− 4k(q − k)ǫ′2) ≥ 1
2q
(
1− 4q
2ǫ
n
)
Now for the upper bound we use the inequality (1 + x)n ≤ 1 + xn+ n2x). So
(1 + 2ǫ′)k(1− 2ǫ′)q−k ≤ (1 + 2kǫ′ + 4k2ǫ′2)(1− 2(q − k)kǫ′ + 4(q − k)2ǫ′2),
(1− 2ǫ′)k(1 + 2ǫ′)q−k ≤ (1− 2kǫ′ + 4k2ǫ′2)(1 + 2(q − k)kǫ′ + 4(q − k)2ǫ′2)
and thus
(1 + 2ǫ′)k(1− 2ǫ′)q−k + (1− 2ǫ′)k(1 + 2ǫ′)q−k
2
≤ (1 + 2ǫ′2q2 + q4ǫ′4)
Since ǫ′ = 2
√
ǫ/n and q ≤ 4√n so we have
(
1 + 2ǫ′2q2 + q4ǫ′4
) ≤ (1 + 10ǫq2
n
)
And thus we have
1
2q
(
1− 4q
2ǫ
n
)
≤ Pr
x←µqi
(x) ≤ 1
2q
(
1 +
10ǫq2
n
)
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