ABSTRACT. In this paper we prove the existence of a renormalized solution for a class of nonlinear parabolic problems whose prototype is
INTRODUCTION
In the present paper we study a nonlinear parabolic problem whose prototype is 
We are interested in proving an existence result to (1.1). The difficulties connected to this problem are due to the L 1 data and to the presence of the two terms div(c(x, t )|u| γ−1 u) and b(x, t )|∇u| δ which induce a lack of coercivity.
When b ≡ c ≡ 0 the existence of weak solutions was proved in [8] (see also [7] ) for L 1 data or bounded measure data for p > 2 − 1 N +1 . Problem (1.1) with c ≡ 0 has been analyzed in [26] and the existence of a weak solution with f ∈ L 1 is obtained under the same condition on p. In these papers a weak solution belongs to L m ((0, T );W which is equivalent to the condition p > 2 − 1 N +1 . Moreover it is well known that this weak solution is not unique in general (see [29] and [27] ). To remove this condition on p and to guarantee stability properties we use in the present paper the framework of renormalized solutions.
The notion of renormalized solution was introduced in [16, 17] for first order equations and has been developed for elliptic problems with L 1 data in [22] (see also [23] ) and with bounded measure data in [13] . This notion was adapted to parabolic equations with L 1 data in [3, 4] (see also [25] for a definition of renormalized solution to parabolic equation with general measure data). The notion of entropy solution (which is equivalent to the notion of renormalized solution in the L 1 case) developed in [1] may also be used for parabolic equations of type (1.1) (see [28] ). The existence of a renormalized solution for a nonlinear parabolic problem with a lower order term of the type div (Φ(u)), with Φ continuous function in R N has been proved in [6] . When p = 2, f ≡ 0, g ≡ 0, b ≡ 0 and c ∈ L 2 (Q T ) N problem (1.1) is studied in [10] in the framework of entropy solutions. Existence of renormalized solutions for problem (1.1) is proved in [15] when b ≡ 0, g ≡ 0 with f ∈ L 1 (Q T ) and u 0 ∈ L 1 (Ω).
In the present paper we prove an existence result for renormalized solutions to a class of problems whose prototype is (1.1) with the two lower order terms. We underline that we don't make any assumptions on the smallness of the coefficients. It is worth noting that for the analogous elliptic equation with two lower order terms (see e.g. [14, 18, 19] ) assuming that one of the terms b or c is small enough is necessary to obtain an existence result. The proof consists of several steps. First of all we introduce an approximated problem, then we derive an a priori estimate for the gradients of its solutions following an idea contained in [26] (see also [2] , [11] ). We consider a partition of the entire interval [0, T ] into a finite number of intervals [0, t 1 ], [t 1 , t 2 ] , . . ., t n−1, T and in each cylinder
we obtain an a priori bound for the solution and its gradient which allows us to deduce the a priori estimates on the entire cylinder. Such a priori bounds are obtained using a technical lemma ( [1] see also [12] ) contained in Appendix A. Finally we pass to the limit in the approximated problem.
ASSUMPTIONS AND DEFINITIONS
In this section we recall the definition of a renormalized solution to nonlinear parabolic problems with lower order terms and
data. More precisely we consider the following problem (2.1)
We assume that the following assumptions hold true:
for a.e. (t , x) ∈ Q T , for every s ∈ R, for every ξ ∈ R N . Moreover
Under these assumptions, the above problem does not admit, in general, a solution in the sense of distribution since we cannot expect to have the fields
For this reason in the present paper we consider the framework of renormalized solutions.
For any k > 0 we denote by T k the truncation function at height ±k,
We use in the present paper the two Lorentz spaces L q,1 (Q T ) and L q,+∞ (Q T ), see for example ( [21, 24] ) for references about Lorentz spaces L q,s . If f * denotes the decreasing rearrangement of a measurable function f ,
is the space of Lebesgue measurable functions such that
If 1 < q < +∞ we have the generalized Hölder inequality (2.12)
Following [3, 4] we recall the definition of a renormalized solution to Problem (2.1) Definition 2.1. A real function u defined in Q T is a renormalized solution of (2.1) if it satisfies the following conditions:
and if for every function S ∈ W 2,∞ (R) which is piecewise C 1 and such that S has a compact support
Remark 1. It is well known that conditions (2.13) and (2.14) allow to define ∇u almost everywhere in Q T : for any k > 0 we have ∇T k (u) = χ {|u|<k} ∇u a.e in Q T where χ {|u|<K } denotes the characteristic function of the set {(x, t ) ; |u(x, t )| < k}. We notice that equation (2.16) can be formally obtained through pointwise multiplication of (2.1) by S (u) and all terms except S(u) t in (2.16) belong to 
Indeed from (2.15) and the elliptic condition (2.2) together with (2.13) it follows that there exists M , L > 0 such that
and Lemma A.1 (see Appendix A) gives that |∇u|
,∞ (Q T ). There- 
A few computations together with Hölder and Gagliardo-Nirenberg inequalities imply that
N +p , the energy condition (2.15) and (2.2) implies that
Similar arguments show that
Notation. In the whole paper, for any measurable function v defined on Q T and any k > 0, we denote by {|v| ≤ k} (respectively {|v| < k}) the measurable subset
EXISTENCE RESULT
The main result of the present paper is the following existence result.
Theorem 3.1. Under the assumptions (2.2)-(2.11) there exists at least a renormalized solution to Problem (2.1).
Remark 3 (Comparison with the elliptic version of (1.1)). The nonlinear and noncoercive elliptic equation
is studied for example in [14, 18, 19] and the main conditions on the exponent are γ ≤ p − 1 and δ ≤ p − 1. It is worth noting (see Figure 1 ) that for 1 < p ≤ 2 we have
This difference is mainly due to the presence of the time derivative of u in the parabolic equation which modifies the control of u with respect to p. Roughly speaking in the elliptic case the estimate
Parabolic case
Moreover it worth noting that in the elliptic case when γ = δ = p − 1 a smallness condition on b or c -in an appropriate Lesbesgue or Lorentz space-seems to be necessary to obtain the existence of a solution. In our existence result we do not need such a smallness condition.
Proof of Theorem 3.1. In Step 1 we define u ε solution of an approximate problem.
Step 2 is devoted to obtain a priori estimates. In Step 3 we obtain some convergence results and we conclude the proof in Step 4 by passing to the limit in the approximate problem.
Step 1 (Approximate problem). For ε > 0 let us consider the following approximated problem
By known results there exists at least a weak solution, u ε to (3.1) which belongs to L p (0, T ;W 1,p 0 (Ω)) (see [20] ).
Step 2 (A priori estimates) Let k > 0. If we take T k (u ε ) as test function in (3.1) and we integrate between (0, t ) for almost any t ∈ (0, T ), using (3.6) and (3.8) we
where < , > denotes the duality bracket between W −1,p (Ω) and W
we have for almost any t ∈ (0, T ) that
we obtain that
for almost any t ∈ (0, T ). Using (2.2) and (3.12) we deduce from (3.9)
for almost any t ∈ (0, T ). Using Young inequality we have
).
If we take the supremum for t ∈ (0, t 1 ), where t 1 ∈ (0, T ) will be chosen later, we have
Now we estimate
Gagliardo-Nirenberg inequality together with Young inequality yields that
where C 1 is a constant that depends only on N and p. Using (3.14) together with Hölder inequality in (3.13) we get
where
and
for any k > 0, where
Using Lemma A.1 (see Appendix A) we obtain
,∞ (Q t 1 ) (3.17)
. If we choose t 1 such that (3.16) hold and
). Now we are able to prove the a priori estimate for u ε . Let us turn back to (3.15) . Using Lemma A.1 and Hölder inequality we have
Using (3.19) we have
where 20) and (3.21) . Then we can deduce that
for some constants C 7 , C 8 and
As a consequence of (3.23), Hölder inequality implies that
and then inequality (3.13) with T in place of t 1 allows us to prove that
independently of ε for any k ≥ 0.
Step 3. Proceeding as in [3] and [6] , it is possible to prove that for any S ∈ W 2,∞ (R) such that S is compact the term
independently of ε. Indeed, by pointwise multiplication of S (u ε ) in (3.1) we have
Now each term in (3.27) is estimated as follows. Recalling that S (u ε ) has a compact support contained in [−k, k], because of (2.3), (3.2) and (3.25) the term
From (3.5) and (3.25) it follows that for 0 < ε <
for some constants C 10 and C 11 independently on ε. Similarly by (3.7) and (3.25) we have
for some constant C 12 independently on ε. All the previous estimates prove (3.26). Following [3, 6] , estimates (3.25) and (3.26) together with Aubin type lemma (see [30] ) imply that there exists a subsequence, still denoted by u ε , such that
where u is a measurable function defined on Q T . Due to (3.25) and (2.3) there exists a subsequence of u ε , still indexed by ε, such that
as ε goes to zero, for any k ≥ 0 and where for any k ≥ 0 the field ω k belongs to (L p (Q T )) N . Dunford-Pettis theorem allows us to show that the sequence H ε (x, t , ∇u ε ) is weakly compact in L 1 (Q T ). Indeed if E is a measurable set of Q T , due to growth assumption (2.7) on H , estimate (3.22) yields that
Since b belongs to L N +2,1 (Q T ), the sequence H ε (x, t , ∇u ε ) is equi-integrable in L 1 (Q T ). It follows that there exists Λ belonging to L 1 (Q T ) and a subsequence of
as ε goes to zero.
We are now in a position to prove that
Using the admissible test function
in (3.1) and recalling (3.11) yield that 1 2n sup
By (3.6) for 0 < ε < 1 n we have 1
Using Young inequality and the elliptic condition (2.2) on the operator a leads to 1 2n
Now we want to pass to the limit in each term in (3.35) as ε → 0 and n → +∞. Let be R > 0 (where R will be chosen later). If we denote by
Furthermore, by Gagliardo-Nirenberg inequality and by Young inequality and
where C 13 is independent on ε and R. Inserting (3.36) and (3.37) in (3.35) and using again the elliptic condition on a we obtain 1 4n
Since u ε converges to u almost everywhere while |T n (s)| ≤ n, Lebesgue dominated convergence theorem implies that T n (u ε ) converges to
weak- * . The weak convergence of H ε (x, t , ∇u ε ) in L 1 (Q T ) and Egorov theorem allow us to prove that
Since u is finite almost everywhere the field T n (u)/n goes to zero almost everywhere in Q T . From Lebesgue dominated convergence theorem it follows that
Similar arguments lead to
Gathering (3.38)-(3.43) we get
and it allows us to obtain (3.33).
Step 4. We now pass to the limit in the approximate problem. Since H ε (x, t , ∇u ε ) converges to Λ weakly in L 1 (Q T ) the method developed in [4, 5] allows us to pass to the limit (3.27). We omit the proof in the present paper.
Observe that Egorov theorem helps in dealing with the field H ε (x, t , ∇u ε ) and the presence of the term div(K ε (x, t , u ε )) is studied in [15] . It follows that u is a renormalized solution to
and that
weakly in L 1 (Q T ) as ε goes to zero, for any k > 0.
To conclude the proof it remains to show that Λ = H (x, t , ∇u). Since the operator a is strictly monotone (see assumption (2.4)), it is well know that (3.45) implies that for any Lemma 5 in [9] ) Recalling that u is finite almost everywhere, we deduce that up to a subsequence ∇u ε converges to ∇u almost everywhere in Q T . Recalling that Λ is the weak limit of H ε (x, t , ∇u ε ) we conclude that Λ = H (x, t , ∇u) .
The proof of Theorem 3.1 is now complete.
Remark 4.
Let us consider the following nonlinear problem
Let us denote by K :
for every sequence η ε ∈ R N such that η ε → η a.e in Q T , then K and H verify (2.5) and (2.7). Moreover let be f ε , (u 0 
From Theorem 3.1 let u ε be a renormalized solution of (3.46). We are interested in a stability result and the arguments developed in the proof of Theorem 3.1 allow us to obtain that up to a subsequence still indexed by ε
up to a subsequence still indexed by ε, where u , is a renormalized solution to (2.1) and
The crucial point is to obtain the a priori estimates
where C 14 is a constant which depends only on N , p, α, |Q T |, c , b , u 0 , f and g . Following
Step 2 of the proof of Theorem 3.1 it remains to obtain inequality (3.9). Even if T k (u ε ) is not an admissible test function in the renormalized formulation it is well known that it can be achieved through the following process. Using the admissible test function S n (u ε )T k (S n (u ε )) in (3.46) where S n is a sequence of increasing C ∞ (R)−function such that S n (r ) = r for |r | ≤ n,
n and integrating on (0, t ) for almost every t ∈ (0, T ) and we can pass to the limit as n goes to infinity in the resulting equality using the energy condition (2.15) and Remark 2. It follows that for any k > 0 and for almost any t in (0, T ) we have
Then the inequality (3.9) holds and we can obtain (3.51)-(3.53).
For the same reasons following Step 3 there exists a subsequence u ε and a
Arguing as in [4] and using the strict monotone character of the operator a allow to prove that u is a renormalized solution to problem (2.1) and that T k (u ε ) strongly converges to 
where M and L are constants. Then u
,∞ (Q T ) and
|u|
where c(N , p) is a constant depending only on p and N .
Proof of Lemma A.1. We first prove estimate (A.2). Using Gagliardo-Nirenberg inequality and (A.1) we have
+1
It follows that for every k > 0
We deduce that meas{(x, t ) ∈ Q T : |u|
and we get h meas{(x, t ) ∈ Q T : |u|
for every h > 0.
Therefore we have
The proof of (A.3) is divided into 4 steps. Step 1. From (A.1) we deduce that for every λ > 0 and every k > 0 λ p meas{(x, t ) ∈ Q T : |∇u| > λ and |u| < k}
i.e. for every µ > 0 and every
From (A.4) and (A.5) we obtain that, for every λ > 0 and every k > 0 meas{(x, t ) ∈ Q T : |∇u|
> µ and |u| < k}
Step 2. We now write
From the inequality (x + y) Step 3. For the rest of the present proof, we will denote by C (N , p) a constant which only depends on N and p, but can vary from line to line. which is the desired result.
ACKNOWLEDGEMENT
This work was done during the visits made by the first author to Laboratoire de Mathématiques "Raphaël Salem" de l'Université de Rouen and by the third author to Dipartimento di Matematica e Applicazioni "R. Caccioppoli" dell' Università degli Studi di Napoli "Federico II". Hospitality and support of all these institutions are gratefully acknowledged.
