INTRODUCTION
The objective of this paper is the study of a regularized least squares formulation for nonlinear illposed inverse problems. Specifically, let <p be a mapping from a subset C of a space E (parameter space) into a space F (state space), and let A be a linear operator from F into a space G (measurement space). The mapping <p may typically be the parameter-to-solution mapping of a partial differential équation, and A may represent point évaluation or it can be an injection operator from a function space with finer into a function space with coarser norm, realizing the f act that in applications it may be more realistic to assume (accurate) measurements in the coarser rather than the finer norm.
A nonlinear least squares formulation employing regularization in parameter space is given by : where s e R is the regularization parameter, z is the measurement and x est represents an a priori guess to the « generalized inverse » x* of A<p ai z, i.e. x is defined as the solution to :
provided, of course, it exists. Investigation concentrating on (1.1) (with F = G, A = id) were carried out in ( [2, 7, 13, 16, 17] ), for example. The regularization technique to be studied in this paper will not be in parameter, but rather in the state space. It is motivated by the following considération. In applications the nonlinear mapping <p : C c: E -> F may be wellposed, with the only illposedness arising due to the linear mapping A which may be compact or may even have finite dimensional range. Thus we consider the situation : nonlinear wellposed It is then natural to regularize in the domain of A rather than the domain of (p. In this way we arrive at a formulation of the inverse problem which involves regularization in state space : where z e G and z e F. Of course, z could be chosen to be Az, but we rather think of z e G as the available observation and of z constructed from z. For example, if z represents pointwise data in a finite dimensional space G and if F is a function space, then z can be an interpolation in F of the pointwise data. If both G and F are function spaces with F strictly embedded in G and z e G but z £ F, then r would arise from z by a smoothing process.
We shall concentrate on a study of (1.3). In section 2 it will be justified to call (1.3) a regularization technique for determining Je from the data z, by analyzing the properties of the solutions x £ of (1.3) as s -> 0 and as (z, z) ' varies in F x G. These results are based on a wellposedness assumption of the nonlinear mapping <p ; E -• F. Examples satisfying this assumption are given in Section 3. Many results in the abstract as well as in the numerical treatment of optimization problems rely on the « second order sufficient optimality condition » which, roughly speaking, is the positivity of the Hessian of the cost functional at the minimizer. Section 4 is therefore devoted to a study of the second order sufficient optimality condition for the regularized least squares problem with regularization in state space. Numerical experiments were carried out demonstrating that regularization in state space can be an effective tooi for solving nonlinear illposed inverse problems. These results are given in Section 5.
BASIC PROPERTIES
We consider the problem :
where e e U, z e G, z G F, E and F are reflexive Banach spaces, G is a normed linear space, C is a bounded subset of E and A : F -• G is a continuous linear operator.
In applications A may be an embedding, a restriction or a point évaluation operator. The following hypotheses will be referred to :
x n -> x in £ with x n e C, and <p {x n ) -• <p in F, imply
Further we introducé the attainable set y = {A(p (x) :x s C } . 
PROPOSITION 1 : (Existence

Proof :
Let {x n } be a séquence of solutions to the problems (P £ ) with (z, z) replaced by (z n , z B ). Since C and {(z B , z rt )}°° are bounded it follows that {(JC B , <p (x rt ))}^_ x is bounded in E x F with x n e C. Thus there exists a subsequence denoted by the same symbol with a weak limit (x*, <?*) in E x F. Due to <7/l) we have x* e C and <p(x*)= <p*. Note that :
for all x e C. Therefore JC* is a solution of (P 6 ). From (2.2) it also follows that :
We show next that lim <p ( for ail x e C. Taking lim inf we find :
and hence x is a solution to (P°). From Proposition (1) (i) we further have :
and therefore lim <p (x £n ) = <p (x) in F. The second part of the proposition follows from (H2).
Remark 1 : From Proposition (2) (i) and Proposition (4) it follows that :
which shows that x is an state space z-minimum norm solution of the unregularized problem (P°). 
If Proposition (5) was false, then there would exist 8 > 0 and a séquence of solutions x En of (P e ") with s n -• 0, such that :
Due to Proposition (4), and Remark (1), there exists a subsequence |x *j with limit x such that :
It follows that (2.5) contradicts (2.4) and the claim follows.
In the following result we consider the case where the error in the data as well as the regularization parameter converge to zero. The optimization problems are :
f over x € C, where {s n } and {z n } are séquences in R and G satisfying {H3) \z n -z\ G^ôn withzer* and
Assume {Hl ), (Z/3) an<i (7/4) to hold and let x n be a solution for (P n \ n -1, 2, ... T/ze« ?/i^r^ emte a we«A:/y convergent subsequence of {x n }, every weak limit x of such a séquence {x nk j satisfies : and therefore :
This ends the proof. The conclusions of Proposition (6) remain valid if z in (P n ) is replaced by z n with z n -• z in F.
Remark 2 : If the problems (P rt ) are not solved exactly, but rather x n satisfies :
then the conclusions of Proposition (6) remain correct, provided that
Remark 3 : Proposition (6) can be used to argue that the constraints involved in defining C need not be active. In fact, assume that int C, the interior of C, is not empty and that there exists a unique element We considered the problem in reparametrized form with spécifie boundary conditions : In the context of the theory developed in section 2 we take E = L 2 , F = HQ . G = L 2 , with all function spaces considered over the interval (0, 1) and A ~ id, the identity operator. The solution u = u(b) to (3.1) is given by :
Jo where :
Jo and :
b(y)H(y)dy
and <p : C -• HQ is given by <p (b) = u (b). Clearly (Hl ) holds in this case and <p (C ) is bounded, so that the unregularized problem has a solution. We turn to (H2). From (3.2) and the fact that u(b) satisfies homogenous Dirichlet boundary conditions, we conclude that u x will vanish at least at one point if ƒ is smooth, or it will have discontinuities if ƒ is e.g. a linear combination of 8-functions. The set of admissible coefficients will be modified such that the coefficients are held constant in the neighborhood of such points. Let ƒ 2 be finitely many pairwise disjoint open intervals in (0, 1) and define :
Clearly (Hl) holds with C replaced by C. In [( [3] ), Lemma 2, Theoremó.l] we specified conditions on ƒ and Ij which guarantee that <P : C -• HQ has a Lipschitz continuous inverse when restricted to its range. This gives (H2) at every xe C.
One could equally well replace the L 2 -observation by a pointwise observation by choosing G = R n and Au = {"0O}" =1 , with 0 *zxi < ... <x" =s 1.
Example 3.2 :
Here we consider the multidimensional analog^of the problem in Example 3.1 : there exist A < 0 and k >-0 such that
, bu(à) and dn With (3.4) holding, there exists a constant K such that :
so that (7/2) holds.
Example 3.3 :
Hère we consider the estimation of the coefficient c in :
where 12 is a bounded domain in R 2 or [R 3 with smooth boundary 3/2 and ƒ G L 2 (/2 ). Let :
be the bilinear form defined by :
let c 0 be a référence coefficient and K a constant such that : 
for all x e 12 " . (3.6)
Then we have for any c e C :
and by (3.6) there exists a constant k => 0 independent of c e C such that :
This gives (7/2). Note that in the present example the set C has nonempty interior, compare Remark (3).
Example 3.4 :
In the final example we consider the estimation of (c, T ) in :
) with a bounded domain in R 2 with smooth boundary, feL 2 (f2) and g e H { (df2 ). This example is motivated by the practical situation where the heat transfer coefficient between the body f2 and the outside through the boundary (r) and the latéral side (c) have to be estimated. For simplicity we put F = d/2. The variational form of (3.7) is given by : 
and <p (c, r ) = u(c, r) .
Clearly (i/l) is satisfied and sïnce /2 <z IR 2 it can be shown that
. If w(c, f) satisfies : 
SECOND ORDER ANALYSIS
A gênerai resuit for problems with bilinear structure
We give conditions which guarantee positive definiteness of the Hessian of :
Positive definiteness of the Hessian of J e is the essential assumption required to guarantee local uniqueness and stability with respect to (i, z) e F x G of the solutions to (P e \ see ( [1, 4, 5] ) and the références given there. It is also essential for arguing convergence and rate of convergence results for numerical methods to solve (P e ), compare ( [10, 12, 13, 151) .
Throughout this section it is assumed that <p : C c E -> F is twice continuously Fréchet differentiable. The following additional hypotheses will be used. Before stating the main resuit of this subsection, the applicability of (H5 ) and (H6 ) is shown by means of the estimation of c in Examples 3.3 and 3.4. The linear structure in which the unknown coefficient c and the state variable u appear in (3.5) and (3.7) allows to verify (H6).
Remark 4 : We return to Example 3.3, the problem of identifying c in (3.5) from data for u. We ask the reader to recall the notation of that example, and we repeat only that C c= E = L 2 , F = H 2 and G = L 2 . Hère ail function spaces are considered over il. For c e C we define A(c) :
A(c) u = -Au + eu .
One can argue that the mapping <p : C c= L 2 -> H 2 is twice continuously Fréchet differentiable with :
and :
<P«{c) (h, h) = -2A-'(c) (hv'(c)h),
for c e C and h e L 2 . The assumptions on C imply the existence of constants K x >> 0 and K 2 such that :
Let us again assume (3.6) to hold. This implies the existence of y => 0 such that : , and (7/6) (ii) holds as well.
•
Remark 5 :
We turn to the vérification of (H5 ) and (H6 ) for the problem of identifying c in : From (4.5) and (4.6) it follows that (H5) holds for ceC^. Since H 2 is continuously embeded in L 00 it is simple to verify (H6) (ii) and it remains to consider (//6) (i). We find :
where the sup is taken over <p e domA(c) with \A(c) <p \ L i = 1. Consequently :
where K is independent of c e C. This is (i/6) (i), and thus we have shown that (H5), (H6) holds with C = C ^ Notice that when trying to include the estimation of r in the framework of this section, one encounters the difficulty that (c, Remark 6 : The two terms on the right hand side of (4.8) express the degree of wellposedness. They separate the weak wellposedness which is present in the problem itself without regularization from the uniform wellposedness due to regularization.
Let us also compare (4.8) of Theorem (4.1) to analogous estimâtes when regularization in parameter space is used ([4, 5] ). To obtain positivity of the Hessian in the case of regularization in parameter space the regularization parameter has to be chosen in an interval, the lower bound of which is zero or positive depending on whether z is attainable or not. For regularization in state space there is no upper bound on the regularization parameter. If one regularizes in parameter space with a term of the form e 2 \x -x est | 2 where x est represents an a priori guess to the unknown parameter, then this information does not enhance the positivity of the lower bound to the Hessian. For regularization in state space the rôle of x is -in some sensé -taken by z. For nonlinear problems the term containg z does not vanish and z must contain sufficient information -compare (4.7) -to guarantee positivity of the Hessian.
Second order analysis for Example 3.1
In section 4,1 we gave conditions guaranting positivity of the Hessian. We recall that the topology for F has to be fine enough for (7/5 ) to hold and it has to be sufficiently coarse so that <p allows a second derivative and (H6 ) (ii) holds. This may lead to difficulties as was seen in Remark (5). If we consider the mapping a -> <p{a) = u{a) from L 2 (0, 1 ) to H l (0, 1), with a positive and u = u(a) the solution of : then (H5 ) holds under appropriate conditions on ƒ, but <p " is not even well defined ( [3] ). In this subsection we shall show that the reparametrization a-*-as in (3.1) provides a technique to circumvent this problem and to b obtain positivity of the Hessian of the regularized cost functional.
We consider hère the problem : 
imply :
vol. 27, n° 5, 1993 for all : 
). Using (4.12) we find : for all /î G L^. Thus the claim holds with AC 4 = --.
Remark 7 :
We point out that a less précise estimate than the one used for the second term in 7"(6 £ ), given by : Proof : For simplicity of exposition we assume that ƒ = 1, and we write t] in place of r\ x . The gênerai case requires only minor technical modifications. We choose a e (0, 17 ), and we put O = (0, x x -a ) U (x x + a, 1 where :
Next it will be shown that :
(4.14) where //Q(0, X X -oc ) and H\(x x + <*, 1 ) are defined analogously to HQ(/2 ). This gives (4.14), for an appropriate choice of K, and the proof is finished.
NUMERICAL EXPERIMENTS
We describe some numerical experiments for estimating the diffusion coefficient a in :
. = /'m (0,1)
M (1) With à and u(a) given, ƒ is calculated from (5.1). We point out that with these choices for a and z° the resulting inverse problem is (numerically) not a simple one, since :
(i) the maximum of the slope of à occurs near a singular point of 2° in both examples,
(ii) in our calculations we chose Af = 32, which is a reasonably fine resolution allowing for many undesirable oscillations, (iii) absolute, not relative noise was used.
In the numerical results below, the values for e 2 , fi 2 and K are zero, unless specified otherwise, and « L We begin with numerical results for Example 5.1 with noiseless observations, shown in Table 1 . For the last entry in Table 1 , a°x was chosen as a constant function with value equal to the slope of the tangent to à at -. The graphs of à and the numerical result corresponding to the last entry in Table 1 are given in Plot 1.
Next we consider the case of noisy observations, shown in Table 2 . Here cP x = 0. For the same spécifications as in the last column but with z = 0 the L 2 -error is 0.15. The graph corresponding to the last entry in Table 2 is included in Plot 2. Note the différence in the behavior of the numerical solutions of Plot 1 and Plot 2 on the interval /. This is primarily due to the different choice of a°. The result of the next to last column shows that the choice of z as the noisy data does (of course) not give a good result. In f act, z = 0 is préférable, as can be seen from column 3. If one desires to use the information of the noisy data z 8 for the choice of z, then one must regularize or precondition z 3 . In the best possible situation one would obtain the noisefree data z°. The result for z = z° is given in the last column of Table 2 .
Bef ore turning to numerical results for Example 5.2 we point out that the singular sets of the unperturbed observations in Examples 5.1 and 5.2 are very different. The unperturbed observation of Example 5.2 has one isolated singular point at which the derivative is not defined. The coefficient a is identifiable from z° in the class of Z/ 1 functions, but not in the class of L 2 -functions. In Example 5.1 the unperturbed observation is such that its derivative is zero at one point. Moreover z°x is small in its neighborhood, which causes additional numerical instabilities. In the class of H 1 functions, a is uniquely determined by z°.
We first give the results for noiseless data in Table 3 . For the last entry in Table 3 we chose a°x as a constant function with value equal to the slope of the tangent to à at -. The graphs for the results of entry one and four a given in Plot 3 and the graph for the last entry is given in Plot 4. A comparison of these graphs suggests that there is nonuniqueness (possibly in H~ l for the infinité dimensional probiem) which is eliminated by K > 0 ; compare also the numerical resuit for f3 > 0. Additional numerical experiments showed that the range of successfull numerical results with fi > 0 is enlarged by Table 4 . For the last entry a° is again chosen to be the tangent to à at -.
In Table 3 and 4 some results are given for e 2 = 10" 3 and others for £ 2 =10~4. In all cases the algorithm converges for both choices of e\ but the results are better for that value of e 1 which is shown in the tables. While the primary importance of the numerical results here is to demonstrate that regularization in state space is effective, we also carried out numerical tests with two other cost functionals, which we briefly report upon. In the first we changed the e Table 2 ).
For the second cost functional we combine regularization in state-with regularizations in parameter space. This leads us to consider 
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