In this research paper, a new life time family is introduced. Sadaf [1] proposed a moment exponential power series (MEPS) distribution. Generalized moment exponential power series (GMEPS) distribution is a general form of MEPS distribution. It is characterized by compounding GME distribution and power series (PS) distribution. This new family has some new sub models such as GME geometric distribution, GME Poisson (GMEP) distribution, GME logarithmic (GMEL) distribution and GME binomial (GMEB) distribution. We provide statistical properties of GMEPS family of distributions. We find here expression of quantile function based on Lambert W function, the density function of rth order statistic and moments of GMEPS distribution. Descriptive expressions of Shannon entropy and Rényi entropy of new general model are found. We provide special sub-models of the GMEPS family of distributions. The maximum likelihood (ML) estimation method is used to find estimates of the parameters of GMEPS distribution. Simulation study is carried out to check the convergence of new estimators. We apply GMEPS family of distributions on two sets of real data. Iqbal et al.; AJPAS, 6(1): 1-21, 2020; Article no.AJPAS.53280 2
Introduction
In literature, probability distributions to model lifetime data are based on two parameters' PS probability distributions, e.g. Marshal and Olkin [2] introduced two parameter exponential distribution and proved it a competitor of Weibull, gamma and log-normal distribution. Adamidis and Loukas [3] introduced exponential geometric (EG) and applied it on real lifetime data. The other two parameter lifetime distributions are exponential Poisson (EP) distribution [4] and exponential logarithmic (EL) distribution [5] . Chahkandi and Ganjali [6] introduced the exponential PS family of distributions. Exponential PS family contain the EG distribution, EP distribution and EL distribution as sub-models. Adamidis et al. [7] introduced the extended EG distribution. The Extended EG distribution has the constant, decreasing and increasing hazard function. Barreto-Souza et al. [8] presented the Weibull geometric (WG) distribution. They discussed several properties of this model. It is the extended form of EG distribution. Barreto-Souza and Cribari-Neto [9] and Silva et al. [10] developed the general forms of the EP distribution and EG distribution respectively. Morais and Barreto-Souza [11] introduced the Weibull PS family of distributions. The Weibull PS family of distributions contain Weibull geometric, Weibull Poisson distribution and Weibull logarithmic distribution.
Mahmoudi and Jafari [12] developed the generalized exponential PS distribution which is an extended form of exponential form of exponential PS distribution. Sandhya and Prasanth [13] introduced Marshall-Olkin discrete uniform distribution and discussed its theoretical properties.
This model is also an alternative of Weibull PS distribution. Silva and Cordeiro [14] introduced Burr XII PS distribution and applied it to real life data. Dara [15] introduced ME distribution as: 
Iqbal and Ali [16] applied the transformation , Y X   in (1) and developed GME distribution 2 2 1 ( ; , ) , , , 0. 
Noack [17] introduced PS family of discrete distributions which contain discrete distributions like binomial distribution, geometric distribution, logarithmic distribution and Poisson distribution. Suppose Z is a discrete random variable truncated at zero, the probability mass function of Z is: The contents of this research article are arranged as follows: Section 2 deals with derivation of generalized moment exponential PS (GMEPS) distribution with some basic statistical properties and hazard function. Section 3 contains the expressions of quantile function based on Lambert W function, moments of GMEPS, Shannon entropy and Rényi entropy of new general model. Section 4 related to some special sub-models of GMEPS distribution. Section 5 contains maximum likelihood (ML) estimators for the unknown parameters on the basis of the family and a simulation study is carried out on the basis of ML estimates. In Section 6, GMEG distribution is applied on two data sets [Murthy et al. [18] , Bjerkedal [19] ] and comparison is made with existing lifetime distributions. Finally, Section 7 is devoted for some concluding remarks.
New Family of Distributions
In this section, the GMEPS family of new distributions is derived. We use the compounding technique to find this new family and it is derived by compounding GME distribution and PS distributions.
be iid r.v's having GME distribution with pdf (1) and the following cdf:
Suppose that Z has a zero truncated PS distribution with the probability mass function (pmf) (3). Let
' , X s then the probability density function of (1) X Z is as:
The following function is the joint pdf of (1) X and Z :
The probability density function of a GMEPS family of distributions is, 
If 1   , the GMEPS family is reduced to MEPS (Sadaf [1] ). Equations (6) and (7) contain the reliability of GMEPS' distributions and hazard rate functions for GMEPS' distributions respectively.
and,
Statistical Properties
In this section, we obtain expressions of some statistical properties of GMEPS family of distributions. We deduce two propositions. The first proposition indicates that GME distribution is the limiting form of the GMEPS family of distributions. And second proposition gives expansion of GMEPS distribution.
Proposition (1)
The GME distribution is a limiting case of GMEPS' distributions when 0    . 
Proposition (2)
The density function of GMEPS family of distribution can be expressed in the PDF of lower order statistics (1) 
then the pdf (3) can be expressed as follows
The Lambert W function
Lambert (1758) and Euler (1779) both developed the Lambert W function. In Algebra, Lambert W function is a standard word and formula and it used to find the solution of special form of equation. Corless et al. [20] gave almost complete survey of this function. This function is a solution of the following equation based on complex number
The W(z) has two real branches according to negative and positive intervals of Z.
Lemma 1:-Let , a b and c
be three numbers of complex type, the equation
where W denotes the well-known lambert W function and z C 
Quantile function of the new GMEPS family
This subsection contains the derivation of ( ) Q p , the ( ) Q p is known as quantile function of the GMEPS distribution at p. This function is defined by ( ) Q p p  , and is the root of the following equation
and after some simplification we have the equation
Consequently, the ( ) Q p of the GMEPS family is given by solving the following equation for ( ).
Moments and moment generating function
The rth moment of X for the GMEPS family of distribution, is
Expanding it using binomial series and gamma function then we have the form
Skewness ( ) SK and kurtosis ( ) K can be obtained from following relations respectively
where, 1 
is the rth raw moment. And then by using (9) , the mgf of GMEPS is as follows:
Order statistics
We obtain here the expression of probability density function of ith order statistics from the GME power series distribution. We use this expression to find the probability density functions of the lowest and largest order statistics.
be the order statistics from the sample of size n. The pdf of
where,   n  is the gamma function. By using cdf (5) and applying the binomial expansion we have 
where, ,0 1 n j i d    and the coefficients , n j i m d   are calculated from the following recurrence equation 
; , ,
After replacing expansions (12) and (13) in equation (10) We have the following expression of the ith order statistic as
; , ( ; ) ( , )( ( ))
Hence finally the expression of ith order statistic is:
when we use binomial expansion we have another form of pdf as: 
where,
Now we obtain the pdfs of lowest order statistics and highest order statistics by replacing 1, i n  , in (14) , respectively, and expressions of both are as follows ( 1) ( ) 1:
, , 0`0 0 ( ; ) , 
then IP can be written as follows: 
Using the following coefficients for 1 t  and they are computed from the following recurrence equation:
, then (15) will be as follows:
Then the IP can be rewritten as follows
After some simplification, then the Rényi entropy takes the following form 1 , 1 1
( 1) 1 0 0 0 (16) 
Reduced Models
Some reduced models from GMEPS family of distributions for selected values of the parameters are presented in this section. Also, some sub-models; which are the generalized moment exponential Poisson distribution and moment exponential Poisson distribution are discussed in more details. Here we discuss some reduced models as: 
Figs. 1 and 2 discuss the behavior of PDF of GMEP distribution and hazard rate function for parameter values. 
Additionally the Rényi entropy is obtained by substituting ( ) 1, K e     in (16) as follows
GME geometric distribution
GMEG distribution is a member of GMEPS family of distribution as a special case. The pdf of the GMEG distribution corresponding to (18) is of the form
;
,
The expressions of reliability function ( ; ) R x  and hazard rate function ( ; ) h x  are: 
Parameter Estimation of the GMEPS Family
In this section, parameters' estimation of the parameters is conducted through maximum likelihood method. 
A Simulation Study
We use the Monte Carlo (MC) simulation to check the convergence of ML estimator's of  through Mathematica 10.2 version. We generate random sample of size n from the model of GMEG distribution. We find the ML estimates of the parameters for different sample sizes. The amount of bias with mean square error (MSE) under the repetition10000 is calculated for each sample. From table the amount of bias and MSE are decreases as sample sizes increases. In Table 2 we use the technique of method of moments to find the estimated interval of values for each parameter. We see that by increasing sample size we have larger amount of percentage for two specific values. 
Applications
In this section, we apply the special models of GMEPS to two real data set and check its flexibility. We estimate unknown parameters of the GMEG distribution by ML method as describe in section 5 by using the R code. We calculate the value of Kolmogorov Smirnov test statistics and some other measures for goodness. We see that GMEG distribution proves better fit than other models shown in the following table. The second data set related to the survival times (measured in days) of 72 guinea pigs infected with virulent tubercle bacilli, observed and reported by Bjerkedal [19] . The data are as follows: For the second data set, the values of k-s, AIC, BIC and CAIC are recorded. The plots of the estimated densities are shown in Fig. 8 . Fig. 9 . Estimated cumulative densities of models for the second data set Fig. 10 . The probability-probability plots for the Bjerkedal [19] data set
We observe from the table values and graphs that the new GMEG provides better fit than other models.
Concluding Remarks
In this research paper we develop a new family for lifetime data. This model is generated through compound technique. The GMEPS is compounded through the GME distribution and truncated power series distribution. We have shown a number of sub-models of GMEPS distribution which indicate its flexibility. We have derived some statistical properties of this new distribution. The hazard rate functions of sub-models have various shapes such as decreasing, increasing, and bathtub. The amount of bias and MSE approach to zero when sample size tends to indefinitely large. The related model GMEG distribution associated to this family are applied on two real data sets. The new family proves better fit than some of existing models available in literature.
