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According to the concept of the Life Cycle Hypothesis,
the propensity to consume or the level of consumption cannot
be explained by any specific variable but is dependent on a
cluster of variables, from which transitory income effects have
been removed. The main attempt of the paper is to test the
life cycle variables to see if they significantly determine
the variation of the percent of consumption spent on food,
recreation, and education, respectively. The technique em-
ployed in doing so is Principal Component Analysis, which helps
to eliminate multicollinearity, and lessens or eliminates the
degree of freedom problem that occurs in the Multiple Regres-
sion Analysis. Moreover, the writer believes Principal Compo-
nent Analysis approach is the statistical analogue to the Life
Cycle Hypothesis.
The results of the studies are: (1) The percent of
consumption spent on food would increase if the family size
decreases, the number of children in the family decreases, the
individuals get older, and as the number of older members in
the family increases. These results were found across the
age and city classifications. (2) The percent of consumption
spent on recreation would increase with the family size, the
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number of children in the family. Also, the percent of
consumption spent on recreation varies inversely with age.
This finding is supported by the age and city data, but
across occupation the life cycle variables are not significant
determinants of percent spent on recreation. (3) The per-
cent of consumption spent on recreation fluctuates inversely
with percentage spent on food, but follows the similar trend
of percent spent on recreation. The larger family size and
the more children in the family, the higher education spending
out of the budget, while the older the family head and the
more older members in the family, the lower the percentage
spent on education. This finding is supported by all the data




According to the conventional theory of consumer
behavior the level of consumption and the propensity to con-
sume is directly related to the level of current income,
but this relationship is not proportional. In fact, as has
been stated by Keynes, "Men are disposed, as a rule and on
the average, to increase their consumption as their income
increases, but not by as much as the increase in their in-
come."1 Several empirical studies using either cross-sec-
tion data or time series data found results to support the
statement above, but only when the researchers employed the
short period-time series. The conventional theory failed
in predicting consumer behavior in the longer periods of
time. More precisely, the study of Kuznets using time
series data during the period 1869-1929, indicated that the
ratio of consumption to national income had remained constant
while income had quadrupled.2 We see that even if the con-
sumer behavior theory developed by Keynes is generally
1J. M. Keynes, The General Theory of Employment,
Interest, and Money (New York: Harcourt, Brace, 1936), p.
96.
2Michael K. Evans, Macroeconomic Activity: Theory,




accepted, it is still insufficient in describing long-run
consumer behavior. Many post-Keynesian economists have
tried to present theories to explain this deficiency. One
of these theories is the Life Cycle Hypothesis, developed
by Ando and Modigliani, and is based on the concept that
The aggregate volume of consumption or investment
is the consequence of thousands or millions of
individual decisions, each of which may have been
taken to some degree independently. Clearly, the
effect on consumption of an increase in total per-
sonal income will be of one kind if the extra income
goes mainly to entrepreneurs, for example, and of
another if it goes mainly to old age pensioners, ...
So it becomes necessary to go beyond the macro-pheno-
mena and examine the micro-organisms,. the households
and individuals who make up society.i
The following section will deal with the Life Cycle
Hypothesis (LCH).
The Life Cycle Hypothesis (LCH)
Like the Permanent Income Hypothesis of Friedman,
Ando and Modigliani started their analysis with the utility
function of the individual:
His utility is assumed to be a function of his own
aggregate consumption in current and future periods.
The individual is then assumed to maximize his
utility subject to the resources available to him,
his resources being the sum of current and discounted
future earning over his lifetime and his current net
worth. As a result of this maximization the current
consumption of the individual can be expressed as a
function of his resources and the rate of return on
3Hyrold Lydall, "The Life Cycle in Income, Saving,
and Asset Ownership," Econometrica vol. 23 (April 1955),
p. 15.
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capital with parameters depending on age.4
The significant difference between the LCH and the
Permanent Income Hypothesis (PIH) are:
1. In the PIH, the MPC remains relatively constant
through time for an individual, whereas one of the crucial
aspects of the LCH is its dependence on age.
2. Friedman's time horizon, empirically estimated,
is three years; the LCH assumes a time horizon which includes
the remainder of the life span. Therefore, the time horizon
varies inversely with age in the LCH.5
According to both the LCH and the PIH, consumption
includes only depreciation or use value of durable goods
within the relevant period,6 which is different from con-
sumer expenditure. Moreover, "The rate of consumption in
any given period is a facet of a plan which extends over the
balance of the individual's life, while the income occurring
within the same period is but one element which contributes
to the shaping of such a plan."7 Moreover, income obtained
4
A. Ando and F. Modigliani, "The Life Cycle Hypothe-
sis of Saving: Aggregate Implications and Tests," The 
American Economic ReviewVol.LIII(1963) , p. 56.
5R. W. Pulsinelli, "Non-income Determinants of the
Propensity to Consume: A Principal Components Approach,"
(Ph.D. dissertation, Rutgers University, 1974), Chap. I, p.
24.
6Ibid., Chap. I, p. 24.
7F. Modigliani and R. Brumberg, "Utility Analysis
and the Consumption Function: An Interpretation of Cross-
Section Data," Post-Keynesian Economics (1954), p. 392.
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by an individual is not spread equally over his entire life,
as stated by Lydall:
Emerging from adolescence, the young adult goes
out to work. His first earnings are usually lower
than those he will gain later. As he grows in skill
and experience he earns more; but at some stage he
reaches a peak from which his income begins to fall.
This may be due to a decline in his skill or in his
strength, or to the onset of periods of illness or
unemployment.... In the end there is an abrupt
change with retirement, when income generally falls
very far below its previous leve1.8
Since almost all individuals tend to consume evenly
over their entire life, saving must occur. "The purpose of
saving is to straighten out the income stream, i.e., to free
consumption from the discipline that would be imposed by the
expected major income changes during a lifetime."9 But the
propLrtion of income saved is independent of income; it has
been proposed by Modigliani that the common sense of this
claim rests largely on two propositions:
1. That the major purpose of saving is to provide
a cushion against the major variations in income
that typica)ly occur during the life cycle of the
household as well as against less systematic short-
term fluctuations in income and needs.
2. That the provisions the household would wish to
make, and can afford to make, for retirement as well
as for emergencies, must be basically proportional,
on the average, to its basic earning capacity, while
the number of years over which these provisions can
be made is largely independent of income levels.10
8Lydall, p. 133.
9Pulsinelli, Chap. I, p. 25.
10 Modigliani & Brumberg, p. 430.
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Given this fluctuation, income, saving, and consump-
tion, the LCH claims that, in general, the APC of the indivi-
dual will vary with age; age is the most important deter-
minant of the APC of any individual. But before we discuss
further, let us consider the mathematical form of the LCH.
The utility function is:
(1.1) U = U (C01.. •C 1
where lifetime utility U is a function of real consumption,
C, in all time periods up to T, the instant before death.
"The consumer will try to maximize his utility, that is,
obtain the highest level of utility, subject to the constraint
that the present value of his total consumption in life can-




0  t 0 t
(1+0 (l+r)
where T is the individual's expected lifetime.
Both equations above are based on the set of the
assumptions which can be listed as:
1. The utility function is homogeneous with respect
to consumption at different points in time.
2. The individual neither expects to receive nor
desires to leave any inheritance.12
11William H. Branson, Macroeconomic Theory and
Policy (New York: Harper & Row, 1972), p. 173.
12Ando & Modigliani, p. 56.
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From the equation (1.2) we can derive the consumption
function to be as
(1.3) Ct = f (PVt) f' 0
where PVt'
at time t,
the present value of current and future income
is T Yt0
(l+r) t





in time t is an increasing function of the present
his income in time t.13 Moreover, according to the
the absence of any particular reason to favor consump-
tion in any one period over any other, for
PVi rises, all of his C
i 
rise more or less
In other words, for consumer i
(1.4) 4- = ki (PV) 0 ,k -1
"If the population distribution by age and income is rela-
tively constant, and tastes between present and future con-
sumption are stable through time, we can add up all the indi-







Ando and Modigliani made their hypothesis testable by
noting that income can be derived into income from labor,
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where time zero is the current period, and t ranges from
zero to the remaining years of life, T.
Now if capital markets are reasonably efficient,
we can assume that the present value of the income
from an asset is equal to the value of the asset
itself, measured at the beginning of the current
period. Furthermore, we can separate out current




Ye + Yt  +a
1 (l+r)t 0
where a0 is the real household net worth at the beginning
of the period.
Now let us assume that there is an average expected
labor income in time 0, 4, such that
(1.8) Y
e T L1 0 Yt
T-1 1 
(l+r)t






Then we can rewrite equation (1.7) as





0 0 0 0
And if we further assume that average expected labor income
is just a multiple of present labor income, then
16Ibid., p. 178.
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Thus, we will obtain the cnnsumption fu
nction:





which is a statistically measurable form of 
the Ando-
Modigliani consumption function.17
(1.13) Ct = Al + A2 ao
Since in A1 and 
A2 will
 yield estimates of k[l + B (T-1)] and
k, respectively.
The equation (1.13) can be employed in ex
plaining both
the short-run and the long-run time perio
ds, since











In short-run cyclical fluctuation, for ex
ample,
during recessions, labor's share tends to ri
se.
Moreover, income tends to fall more rapid
ly than
market value of assets. Hence both terms 
in equa-
tion (1.14) will rise, implying a rise in th
e APC.
And in the long period of time, it has be
en observed
that labor's share and the wealth-income 
ratio have
remained relatively constant in the Unite
d Stat s
through the years. Equation (1.12) there
fore implies
that the APC should, secularly, remain 
constant.18
However, the LCH suggests that the patter
n of indivi-
dual consumption, saving, asset holding, 
purchase of durable
goods, and so on, fluctuate during an i
ndividual's lifetime,
which can be summarized as:
1. Consumption: "The marginal propensit
y to consume
either transitory or permanent income cha




18Pu1sinelli, Chap. I, p. 30.
19Ibid., Chap. I, p. 27.
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The increase in expected income which accompanies
the change in current income, produces a relatively
larger increase in the anticipated total resources
of a younger than of an older household, because of
the greater number of years over which the higher
level of income will be received.. .one can conclude
that the depressing effect on current consumption of
the unbalance in assets that has been created by the
change in income is greater the older household,
because of the smaller number of years available to
the household to redress the unbalance.20
Moreover, current consumption is a linear and homo-
geneous function of current income, expected average income,
and initial assets, with coefficients depending on age of
the household.
21 The proportion of his total resources that
an individual plans to devote to consumption in any given
year of his remaining life is determined only by his tastes
and not by the size of his resources.
22 Additionally, the
household tends to consume a constant fraction of income even
though its assets continue to rise.23 Changes in current
income which do not change total expected resources will not
change current consumption over what was originally planned.
As a result, unexpected income changes have different con-
sumption effects than do expected income changes.24




24Pulsinelli, Chap. I, P- 27.
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2. Saving: Saving and dissaving can be defined as
the positive, or negative, change in the net worth of an indi-
vidual during a specified time period.25 For any household,
if its current income is close to the level the household
has received in the past and the level they expected to re-
ceive in the future, then we should expect that the proportion
of income saved is substantially the same at all levels of
income.
26
The proportion of income saved rises with the econo-
mic status of the household, the household whose
income is above the level to which they are adjusted
save an abnormally large proportion and those whose
income is below this level save an abnormally low
proportion, or even dissave.27
Lydall asserts
For any individual in the first age group, saving is
very low; it rises a little in the next age group,
however, and becomes substantial in the middle age
group; it falls again in the 55-64 group and becomes
strongly negative in the final group. 28
The income elasticity of saving increases as age in-
creases up to retiring age. Janet Fisher has suggested that,
"Older people are unable to adjust their expenditures to
changes in their income with the same facility as young
people. "29






3. Asset holding and durable goods purchasing; even
with the assumption of certainty,
There are sufficient incentives for the household
to accumulate assets at a rapid rate during the
early years of its life. The assets thus accumu-
lated can be used to acquire durable goods and are
also available as a general reserve against emergen-
cy...the result of uncertainty, need not affect sig-
nificantly the saving behavior.30
As to the effect of the life cycle on the composi-
tion of the "portfolio", one might expect that
during the period of the family formation people
put most of their assets into durable goods. After
the initial purchases of durables, assets flow into
other kind of assets. Various liquid assets may be
acquired. 31
It is clear that net worth is an increasing function
of age.32 More precisely it will be seen that
Expenditure on durable goods is comparatively large
in the younger age group and takes over 5 percent of
the net income of this group. Durables acquisition
continues to increase rapidly in the next age group
(in which many people are getting married and setting
up home), and it reaches its maximum in the 35-44
group. After that it falls away quite quickly.33
Also,
Assets are assumed to be set aside deliberately as
part of the life plan to finance retirement years.
Hence, the accumulation of assets, in itself, does
not induce further consumption. Only excess or
shortage of assets, due to unexpected permanent or
transitory income changes, affect the saving ratio.34




34Modigliani & Brumberg, p. 427.
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Klein found that "Within the earning span, for a given
level of income and assets, the older the household the
smaller will tend to be its resources per remaining year of
life, and,therefore,the smaller the consumption (i.e., the
higher the saving)'35
So far as has been discussed above, only the behavior
of consumers in different stages of the life cycle have been
brought into consideration. The section below will deal with
the cross-section findings which is a central concern of this
paper. The LCH explains the variation of the average propen-
sity to consume with respect to changes in income by assuming
a positive correlation between measured income and permanent
income changes.
Hence, higher measured-income groups will contain
disproportionate number of families who have had
permanent income increases; lower measured income
groups will have a disproportionate number who ex-
perienced permanent reductions in their income.
These changes cause the asset accumulation plan to
out of equilibrium; those who experience permanent
income increases must accumulate more assets in order
to live on retirement on a scale commensurate with
their new, higher standard of living. Those who ex-
perience reductions in permanent income may have
accumulated too much in assets since they will now
live on a lower standard.36
a
be
The above considerations imply that income is insuffi-
cient in explaining the cross-section variation of the APC.
To clarify this variation, we should bring into consideration
non-income determinants of the APC.
35Ibid., p. 434.
36Pulsinelli, Chap. I, p. 28.
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It has been stressed several times that age is an
important determinant of the propensity to consume. More-
over, other non-income determinants play a role in the LCH
due to their relationship, sometimes complex, to age.37 For
example, it has been suggested by Dorothy Brady that:
Within given income categories age differences are
confounded with different income expectations of
people of different ages. Thus, if income expecta-
tions play a role in determining the APC, then by
holding measured income constant and varying age we
observe two interacting effects, not effects accounted
for solely by age differences.
The rate of interest plays a role in the LCH by at
least altering the present value of expected income
stream of any particular individual, on the other
hand, the rate of interest affects an individual's
budget line, changing allowable future consumption.
Moreover, if cross-sectionally by occupation some
are able to earn higher interest than others this
effect has to be considered in a study of the APC.
The interest rate enters also since interest rate
changes affect net worth.38
Concerning the role of asset holdings of an individual,
Pulsinelli notes:
Asset accumulation, when it is part of the lifetime
planning process should not, in itself, induce
additional consumption. As a result asset holdings
should not be a determinant of the APC except as a
proxy for another variable such as permanent income
or age.39
Not only do income expectations help in explaining
the variation of the average propensity to consume, but also
37Ibid., Chap. I, p. 31.
38Ibid., Chap. I, pp. 31-32.
39Ibid., Chap. I, p. 32.
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the variability of income may explain some part of this
alteration. More precisely, "Within a group, the greater the
variability in income, the greater should be the variation
in the saving ratio.“40 On the other hand, "High income
variability would imply a low income elasticity of expectation
and a small MPC and APC."41
Family size and family composition are also potential
determinants of the APC in the LCH. Friedman has noted the
importance of family size, as he stated
Children are, after all, a way of achieving security
for old age; indeed in many cultures, the primary way.
The raising of children can be viewed as a form of
capital accumulation, only of human rather than non-
human capital. One might expect a reduction of savings
in this form to be accompanied by an increase in other
forms, and our statistics treat as saving only these
other forms, so such a shift of form would show up in
our data as an increase in savings.42
Some Empirical Studies
There are several studies which have tried to test
whether or not the LCH explains the variation of consumption
and the propensity to consume. One of these studies is the
work by Ando and Modigliani using annual U.S.data. Their study
is based on the equation (1.12), which is
Ct = k [1 + B (T-1)1 Yo + ka
0
40mod -iyliani & Brumberg, p. 423.
41Pulsinelli, Chap. I, p. 33.
42Milton Friedman, A Theory of the Consumption Function
(Princeton, Princeton University Press, 1971), p. 122.
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The result of this statistical estimation is
Ct = 0.7 Y
L + 0.06 at
It can be inferred that the marginal propensity to
consume out of labor income is 0.7, while the marginal propen-
sity to consume out of assets is 0.06.43 William H. Branson
rewrote this into the form of the APC, which can be written
as




Branson applied this formulation to the observed data
of the U.S. in which over a period of time,
The labor share of income has remained around 75
percent with a slight tendency to drift up, and the
ratio of assets to income has been roughly constant
at about 3 with a slight tendency to drift downward
over time. Therefore, the APC for the US should be
t + (0.7) (0.75) + (0.06) (3) = 0.53 + 0.18 = 0.71
Yt
A spot check of the data for 1970 shows that the actual
APC is 0.77.44
Ando and Modigliani also employed the observations in
the period 1929 through 1959, excluding the Second World War
years 1941-1946, and tried to use several statistical methods
for getting the best result. The results of a straightforward
least squares show that the coefficients of independent varia-
bles are highly significant and R




were faced with the problem of serial correlation in the
residuals (autocorrelation). Ando and Modigliani tried to
eliminate this statistical problem by introducing an
additional variable, but they were still faced with the serial
correlation problem. Moreover, this method creates the prob-
lem of multicollinearity which makes it rather hard to obtain
reliable estimates of the individual coefficients.45
Dr. Pulsinelli tried to avoid some statistical prob-
lems which have occurred in the previous studies, employing
the Bureau of Labor Statistics (BLS) data, 1960-1961, using
10-12 independent variables to explain the APC. The data used
were obtained from 5 different cross-section data which have
been classified by age (rural and urban), occupation (rural
and urban), and cities. The statistical technique used in
his studies was principal component analysis, which helped to
mitigate the degree of freedom problem and eliminate the prob-
lem of multicollinearity. The advantages and disadvantages
of this technique will be brought into consideration later.
The results of Pulsinelli's works can be summarized as
1. The life cycle variable, when isolated along a
principal component, is not a significant determinant
of the APC. Neither is race.
2. Homeownership and degree of future orientedness
are significant inhibitors of the APC.
3. When income is isolated from homeownership or
degree of future orientedness along a principal compo-
nent it is not a significant determinant of the APC.
But, when income clusters with these variables, it
does seem to be significant.46
45Ando & Modigliani, pp. 62-63.
46Pulsinelli, abstract of dissertation.
17
Pulsinelli believes that the principal component (PC)
approach is the best method of testing the LCH. The deter-
minants of the APC consist of many variables, such as income,
age, family size, asset holding, etc.. The PC approach,
itself, is based on the concept of trying to cluster some
number of independent variables into principal components,
with two or three PCs serving as the independent variables
in explaining the variation of a dependent variable. Pulsinelli
included every factor which had a potential influence on the
APC of the individual, such as age of family head, number of
full-time earners, number of children, and so on. The writer
believes that this is the true test of the LCH, since this
approach does not use only one particular variable to be a
proxy of the system (i.e., employ only age as the proxy of
life cycle). He maintains that it is misleading and theoreti-
cally erroneous to
constant and allow
for the purpose of
assume every independent variable to be
only one independent variable to fluctuate
finding the relationship of that particular
independent variable and the relevant dependent variable, or,
on the other hand, to try to do the partial regression analysis
as many researchers try to do. It is a wasteful technique in
time and energy, since
misleading, due to the
a cluster of variables
cycle. We, therefore,
it is not practical or it is at least
fact that the concept of the LCH is that
change systematically over the life
wish to test the effect of this cluster
on the APC, not one variable to the exclusion of the others.
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Relying on the finding of Pulsinelli, the 1.fe cycle
variable, when isolated from other variables, is not a signi-
ficant determinant of the APC, but it may be a potential deter-
minant of the variation of some specific items in the indivi-
dual's budget. Even if Ando and Modigliani were not concerned
in their writings about this, this writer believes that the
life cycle variables could explain the variation of three
specific items in the individual's budget, namely:
1. percent of consumption spent on food
2. percent of consumption spent on recreation
3. percent of consumption spent on education
The first hypothesis deals directly with the composi-
tion and size of family. It is predicted that the more people
in the family the greater will be the percentage of consump-
tion spent on food. But the composition and size of family
is related directly to the different stages of the life cycle.
More precisely, when an individual is still young, his family
tends to be small; as he grows older and gets married, his
family size and the family composition tend to be favorable to
the high level of consumption spent on food, and this percentage
should decline when the individual reaches old age, since the
family size becomes smaller due to the reduction in the number
of dependents.
The second hypothesis deals directly with the dif-
ferent stages of the individual's life cycle. More specifically,
when the individual is in his first stage of life, he does not
have any dependents; we then can expect that he will spend
19
his money very freely, with larger amounts of his budget
allocated towards recreation. When he grows older, after
heopts married and has his own children, other items will
compete with measured outlays for food, and this will leed
to the reduction of the percentage of consumption spent on
Lecreation. One would expect that this percentage should
increase again when the individual reaches his retirement
period, since at this stage of life the individual would
ample time and few dependents to support.
The third hypothesis also concerns the different
have
stages of the individual's life cycle. The percent of con-
sumption spent on education should be high when the individual
is still in his first stage of life, in this stage he may




until he reaches his middle age, with
education for his children. The percent
on education should decline sharply when
his children graduate from school.
We can conclude this chapter dealing with the Life
Cycle Hypothesis, which is the dominant concern of this paper,
by noting that some empirical studies have tried to test the
LCH and found that the life cycle variable, when isolated from
other variables, is not a significant determinant of the APC,
or they have been confounded by certain statistical problems,
which leads to a low level of reliability. Therefore, this
writer will try to test three hypotheses where the life cycle
variable is believed to be a potential determinant of consumer
20
behavior, in a form believed to be free of these statistical
problems. These three hypotheses are concerned with percent
of consumption spent on food, percent of consumption spent on
recreation, and percent of consumption spent on education,
as dependent variables potentially explained by the LCH.
CHAPTER II
PRINCIPAL COMPONENT ANALYSIS AND
THE LIFE CYCLE HYPOTHESIS
In previous studies of several economists, most expe-
rience some statistical problem, some severe and some not.
The writer does not assert that the previous studies of these
great economists are not reliable, but he believes that at
least there is a method which might reduce the statistical
problems that occurred in the previous studies. Moreover,
the writer believes that each hypothesis should have some
method that will be the best in testing the specific hypothe-
sis. Therefore, this chapter will include the aspects of
the principal component approach, and how it parallels the
LCH, which is the basic concern of this paper.
In trying to test the relationship between income and
consumption, researchers in this area have experienced the
problem that the empirical variables do not harmonize with
the theoretical variables, as has been demonstrated by Friedman
in his Permanent Income Hypothesis. More precisely, Friedman
distinguished permanent income from transitory income by
stating
The permanent component is to be interpreted as
reflecting the effect of those factors that the
unit regards as determining its capital value of
wealth: the nonhuman wealth it owns; the personal
attributes of the earners in the unit, such as their
training, ability, personality; the attributes of
21
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the economic activity of the earners, .... The
transitory component is to be interpreted as
reflecting all "other" factors, factors that are
likely to be treated by the unit affected as
"accidental" or "chance" occurrences.'
But in the empirical studies, since the permanent in-
come of any individual cannot be directly observed, researchers
are, therefore, forced to employ measured income and measured
consumption in their studies. But the measured income is a
poor (or, at least, inadequate) measure of economic status in
dynamic economies where uncertainty and income variability
exists.2 Moreover, Friedman himself asserts that
Some of the most striking uniform characteristics
of computed regressions between consumption and
income are simply a reflection of the inadequacy
of measured income as an indicator of long-run in-
come status. In consequence, differences among
various groups of consumer units in observed margin-
al propensities to consume may not reflect differences
in underlying preferences for consumption and wealth
at all; they may reflect primarily the different
strength of random forces, including errors of measure-
ment, in determining measured income.3
Therefore, in doing the regression analysis by the
usual technique, Friedman notes that interpretation of the
coefficient of income in the equation, which measures the
difference in consumption, depends on two things:
'Milton Friedman, A Theory of the Consumption Function
(Princeton, Princeton University Press, 1971), pp. 21-22.
2R. W. Pulsinelli, Non-Income Determinants of the 
Propensity to Consume: A Principal Components Approach 




First, how much of the difference in measured income
is also a difference in permanent income, since only
differences in permanent income are regarded as
affecting consumption systematically; second, how much
of permanent income is devoted to consumption.4
This shortcoming is referred to by Friedman as the
errors in variables problem. To mitigate this problem,
several statistical techniques have been employed. For exam-
ple, Friedman claimed that:
Permanent income can be approximated by a weighted
average of present and past measured income with
the weights declining exponentially. In performing
his empirical tests, Friedman uses a decreasing




t_(2.1) (Y ) = bEY + e(b-a)Y + 
e2




He tests his consumption hypothesis by the equation below
(2.2) Ct 
= k (b[Yt + e(b-a)Yt_i + 
e2(b-a)yt_2 +
el7(b-a)yt-17])
Although this empirical implementation of Friedman's
hypothesis gives satisfactory results, "The long string of
terms for permanent income is extremely unwieldly for more de-
tailed econometric analysis." Moreover, this technique will
lead to degree of freedom, multicollinearity, and autocorre-
lation problems. Klein improved the equation (2.2) by using
the Koyck transformation, which simplifies the equation to
4Ibid., p. 32.
5Michael K. Evans, Macroeconomic Activity Theory, Fore-






= kYt + hC-t-1
Even if equation (2.3) reduces the problem of degree
of freedom and multicollinearity problems, it creates other
statistical problems. More precisely, the coefficient obtained
from this technique will be biased and inconsistent,7 which
may be a more severe problem (or, at least, equally) than
those before the improvement. We can then conclude that in
trying to correct some statistical problems we may introduce
others, which may or may not make us better off. Therefore,
in this paper (following Friedman) in trying to handle the
errors in variables problem, the data utilized throughout repre-
sent group averages, not specific individual. The writer
believes that these kinds of data may lessen the transitory
effect, since some individuals would have a good year in the
survey year, while some have a bad year. With large samples,
the transitory effects should average out.8 The writer be-
lieves that this study will not be faced with errors in variables
problem as are some previous studies. However, before we go
any further in this discussion, we should consider principal
component analysis in more detail.
7Harry H. Kelejian and Wallace E. Oates, Introduction
to Econometric Principles and Applications (New York, Harper &




The PC technique was originated by K. Pearson as a
mean of fitting planes by orthogonal least squares, but was
later proposed by Hotelling for the particular purpose of
analyzing correlation structures.9
The PC analysis deals with the matrix of independent
variables which can be used in the form of their original
values. But, if the variables are in widely different units,
linear compounds of the original quantities would have little
meaning and the standardized variates and correlation matrix
should be employed.10
The first PC of the complex of sample values of the
responses X1,... ,X is the linear compound
(2.4) Y1 = a11S1 
+ + aplXp
= aiX
Whose coefficients all are the elements of the
characteristic vector associated with the greatest
characteristic root 11 
of the sample covariance
matrix of the responses. The all are unique up to
multiplication by a scale factor, and if they are
scaled so that a1a1 = 1,
 the characteristic root
1 is interpretable as the sample variance of Yi. 
11
"In the extreme case of X of rank one the first PC
would explain all the variation in the multivariate system."12
But usually it does not, therefore, we have to go on the
iterative process to obtain other PCs.
9Donald F. Morrison, Multivariate Statistical Methods





The second PC is that linear compound
(2.5) Y = 2 a12X1 
+ + ap2Xp
whose coefficients have been chosen, subject to the constraints
(2.6) a2a2 = 1
ala2 = 0
So that variance of Y2 is a 
maximum. The first con-
straint is merely a scaling to assure the uniqueness
of coefficients, while the second requires that al
and a2 be ortho
gonal. The immediate consequence of
the orthogonality is that variances of the successive
components sum to the total variances of the responses.13
More precisely the second constraint assures us that
the first and second PCs are uncorrelated. The coefficients
of the second PC are the element of the characteristic vector
corresponding to the second greatest characteristic root. The
remaining PC can be obtained by the same procedure. However,
the formal definition of any PC can be defined as
The j th principal component of the sample of p
variate observations is the linear compound
(2.7) Y. := .a13 .X1 + 
+ a .X
P3 P
whose coefficients are the elements of the charac-
teristic vector of the sample variance (correlation,
Z score) matrix S corresponding to the j th largest
characteristic root 1.. If 1. 1., the coefficients
of the i th and j th cpmponens ar4 necessarily ortho-
gonal; if li = 1., the elements can be chosen to be
orthogonal, a1th8ugh an infinity of such orthogonal
vectors exist. The sample variance of the j th com-
ponent is 1., and the total system variance is thus
(2.8) 11 + 
+ 1 = trace S
The importance of the j th component, in a more par-







The algebraic sign and magnitude of aij indicate
the direction and importance of the contribution
of the i th response to the j th component.14
The problem occurring at this step is: how can the
researcher decide that the first m components provide a
 par-
simonious, fairly adequate, description of the complex, s
nce
some variance will always be unexplained if fewer than p 
com-
ponents are taken to describe the system (p is the numb
er of
original independent variables). Most of the previous 
re-
searchers use their experience in making the decision 
without
a reliable criterion. Morrison asserts that
With some arbitrarily large proportion of the
variances, if that proportion cannot be explained
by the first four or five components, it is usually
fruitless to persist in extracting vectors, for even
if the later characteristic roots are sufficiently
distinct to allow easy computation of the components
,
the interpretation of the components may be difficul
t
if not impossible.15
Pulsinelli, in his studies of PC analysis and the AP
C,
avoided the arbitrariness by utilizing the correlati
on techni-
que to decide how many PCs will be extracted to do t
he regres-
sion analysis; this technique will be discussed later 
in
Chapter III. After the researcher decides how many 
PCs will
be employed in his study, then he will treat each PC a
s an






However, as is always true of any particular technique
utilized, the researcher will experience advantages and disad-
vantages over another technique. Therefore, in doing the
empirical studies, one of the most important decisions that
the researcher has to make is which technique will yield the
most advantages to him. The writer believes that in testing
the LCH, the PC approach is the best among available
approaches. Therefore, before we go any further, let us dis-
cuss the advantages and disadvantages of the PC approach over
the usual method (i.e., the multiple regression analysis).
The advantages of the PC approach over the multiple
regression analysis can be listed as:
1. It eliminates the multicollinearity problem, which
can take place in any degree, perfect and imperfect, if one
includes a number of variables in his study. Multicollinearity
can be defined as "One (or more) of the regressors is a perfect
(or imperfect) linear combination of the others."16 If this
problem occurs in a perfect manner, we cannot in general solve
uniquely for the estimators of the parameters. -7 But, if
multicollinearity occurs imperfectly, even if the corresponding
independent variable has an important effect on the dependent
variable, this problem may lead us to believe that its effect
is insignificant.18 (i.e., the standard errors will explode)




Each PC obtained will be treated as an independent variable to
determine the variation of the dependent variable. Even if
our original variables are correlated with each other, the new
variables (PCs) will be uncorrelated, by definition. We
obtain the value of each PC by substituting the value of each
original variable into the element of that specific PC (hence,
we will obtain only one value from a set of original values).
Then we utilize this value to contrast it with the value of
the corresponding dependent variable. Since we constrain each
PC to be uncorrelated with the others, we can, therefore, claim
that, with the PC approach, the multicollinearity problem has
been absolutely eliminated.
2. It eliminates (or, at least, dilutes) the degree
of freedom problem. In general, we cannot obtain a large
number of observations, and if we include a large number of
independent variables in our equation, we will experience the
degree of freedom problem, especially since the errors in
variables problem, mentioned above, necessitates aggregation.
The degree of freedom (d.f.) plays a role in testing hypothe-
ses of our estimators. More precisely, the equation for
testing hypothesis can be written as
(2.10) Prob. (a I <a + Z.95,d.f. a ) = .95
Prob. (a I< a + t.95,d.f. Sa ) = .95
The degree of freedom is involved in this step due to
the fact that the larger the degree of freedom, the smaller
the value of the Z score or t statistic, therefore, our
confidence interval will be smaller, implying that we can rely
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on our estimators of parameters more. The larger the degree
of freedom, the more the precision in predicting and explaining
the variation of our dependent variable. In the multiple
regression analysis, the degree of freedom problem is hardly
eliminated, unless the researcher can collect more observations.
The d.f. can be defined as
(2.11) d.f. = n - k
where n = number of observations
k = number of parameters to be estimated.
The PC approach mitigates the degree of freedom pro-
blem by reducing the number of parameters to be estimated (k).
In general, we will utilize only three or four PCs to be our
independent variables, therefore, only four or five parameters
(including one constant term) need to be estimated instead
of p+1 parameters as in multiple regression analysis. More
precisely the PC approach reduces the dimensions of our in-
dependent variables from p to three or four.
3. It is more applicable. In multiple regression
analysis, we obtain the estimators of the parameters in order
to distinguish the impact of each independent variable in
explaining the variation of the dependent variable. The re-
searcher has to assume all other independent variables con-
stant, allowing only one independent variable to fluctuate
at one time. In the real world, this is not always practical.
The PC approach solves this problem due to its nature; each
PC will cluster the impact of some number of independent
variables, not one variable. We can identify each PC
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according to its characteristics, such as socio-economic,
life cycle etc.. Therefore, with the PC approach, we can
allow every independent variable to vary at the same time
without (hopefully) any severe difficulty in interpretation
of the impacts of those independent variables to our dependent
variable.
As has been mentioned earlier, utilizing the PC
approacn in regression analysis, has disadvantages as well as
the above-mentioned advantages. The major disadvantages of
the PC approach can be listed as:
1. It omits some part of the variance of the inde-
pendent variables. In general, if we have p number of inde-
pendent variables, we will employ less than p number of PCs
to avoid the degree of freedom problem and also for parsimo-
nious purposes. This will be one source of error we will
obtain from the PC approach, since, normally, the number of
PCs utilized explains only 80-90% of the overall original
variance; 10-20% of the variance of the independent variables
is not considered at all. Therefore, when we interpret our
results from the PC approach, we should keep in mind that we
still have some variation in the independent variable which
has not yet been brought into consideration.
2. The problem in naming the PCs obtained. This
problem does not occur in the multiple regression analysis
since each original variable and its regression coefficient
seems to have meaning. But, with the PC approach, each PC
clusters every independent variable along one PC. It is true
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that some elements have higher values and different signs
than others, and, therefore, we are aided in identification;
nevertheless, the criteria as to what each specific PC
represents, remains elusive. However, in the framework of
Pulsinelli, the correlation technique can help avoid the
guesswork done in the earlier PC approach. This technique
will be brought into discussion in Chapter III.
3. Another disadvantage is the difficulty of interpre-
tation of the results obtained. Refer back to the original
matrix utilized. In general, to avoid the problem where each
variable has a different unit of measurement (example: incomes
in dollars, age in years), we can transform each variable into
some standardized form. In this paper, the writer transforms
all of the independent variables into the form of Z scores.
Concerning the dependent variables, the writer leaves them in
the original form, which is the percentage of consumption
spent on food, recreation, and education. Therefore, before
the reader utilizes the results from the writer's study, he
should transform the independent variables into the form of Z
scores for accuracy.
As has been discussed so far, the advantages and dis-
advantages of the PC approach over the multiple regression
analysis has shown us that it is beneficial to employ the PC
approach in the study of the relation between a set of inde-
pendent variables and the dependent variable. Even if there
are some shortcomings in using the PC approach, they are not
severe problems; all of these problems have been lessened by
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some improvement, such as the problem in identifying PCs as
improved by Pulsinelli in his studies of the PC analysis in
determining the APC. If we compare the disadvantages to the
advantages of the PC approach, there is no doubt that the PC
approach is much better than the usual technique. Moreover,
in our hypothesis, the permanent income of the individual may
be deduced by using a number of independent variables as
proxies. Reliance upon the concepts of the LCH indicates that
not only is income a determinant of consumption, age is also
an important determinant, while family size and composition
play a role in the variation of consumption too. In short,
to test the LCH there is needed a large number of independent
variables, since some variables influence or are influenced
by the others. Therefore, the true test of the LCH should be
the one that clusters some number of life-cycle related varia-
bles together, and uses this cluster to predict the variation
of consumption, whether the dependent variable is the overall
propensity to consume, (Pulsinelli's research) or specific
items (as will be done in this paper). The PC approach ful-
fills this requirement; we can say that the PC approach is
the statistical analogue to the LCH due to its nature and pro-
cedure. This is one of the most important reasons in utiliz-
ing the PC approach to test the LCH.
This chapter has noted the errors that occur when some
researchers employ the usual statistical method to test the
hypothesis concerning permanent income, named by Friedman,
as errors in variables. Also, in this chapter the writer has
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introduced the principal component approach in both descrip-
tive and mathematical form, discussed the advantages and
disadvantages of the PC approach over the usual method,
and presented the reason why the writer believes that the PC
approach is the statistical analogue to the LCH. The results
of the writer's study will be presented in Chapter III.
CHAPTER III
RESULTS OF PRINCIPAL COMPONENT ANALYSIS
AND REGRESSION ANALYSIS
In the two earlier chapters, the writer has presented
some materials to clarify what will be done and how it will
be accomplished. This chapter will be concerned with the
empirical study performed, the description of the data employed,
the results obtained from this study, and the interpretation of
the results.
The data used are from the U.S. Department of Labor,
BLS, Consumer Expenditures and Income, Survey of Consumer Ex-
penditures, 1960-61, BLS Report Number 237-1 to 237-93
(Washington:
1
February 1965), also Supplements 1, 2, and 3.
The BLS survey was conducted in two years, 1961 and 1962.
The year 1961 covered family expenditures and income in urban
places in the calendar year 1960, and 1962 provided data on
urban and rural non-farm families for 1961. All the data were
collected by personal interviews, the initial sample size was
approximately 17,000 housing units in sixty-six urban places
(including thirty-four SMSA's) and 126 rural counties.
1R. W. Pulsinelli, Non-Income Determinants of the Pro-
pensity to Consume: A Principal Components Approach (Ph.D.
dissertation, Rutgers University, 1974).
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The variables employed throughout this paper are:
averago family size (F), average full-time earners (N),
averaae age of family head (A), average education of family
head (E), percentage of the group that are homeowner (H),
percentage of non-white (R), percentage of consumption spent
on education (Ed), coefficient of variation of transitory
income (T), average income (Y), average number of children
under 18 years (B), percent of group that have children under
18 (K), percent of group that have members over age 65 (S),
percent of consumption spent on food (Fd), and percent of
consumption spent on recreation (Re) .2
The Principal Component
Using the variables listed above, the PC has been
calculated according to the classification of variables, which
were age (rural and urban), occupation (rural and urban), and
city. The PCs obtained from each classification will be
presented separately.
Age 
According to the LCH, which is the main concern of
this paper, the complex interaction of a group of variables
with age is an important determinant of consumer behavior.
Consequently, the empirical testing of the effect of age on
2More detailed description and pertinent definitions
will be included in Appendix II.
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our dependent variables is of obvious import.3 Since the PC
approach allows every variable to fluctuate at the same time,
there is no need to hold every variable but age constant by
making the data homogeneous or by using multiple regression
analysis, which will recessitate statistical problems dis-
in Chapter II. The independent variables utilized in this
classification are: average family size, average number of
full time earners, average years of education, average number
of children under 18 years, percent of the group that own
their own homes, percent of group that is non-white, percent
of the group that have children under 18, percent of the
group that have members over age 65 in the family, percent of
consumption spent on education (considered as a proxy for
future orientedness), and average income levels. These data
are recorded for 7 adult age classes for 4 regions (south,
west, north central, and north east). Seven age classes and
four regions results in 7 X 4 = 28 observations for each of
these variables for the 1961 rural data, and an equal number
for the 1960-61 urban data.4
Rural 1960
(a) The first principal component for the 1960 Rural
data classified by age, accounts for 62% of the total variance
of these independent variables. In the traditional principal
3Pulsinelli, Chap. III, p. 1.
4 Ibid., Chap. III, pp. 1-2.
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TABLE 1
PRINCIPAL COMPONENTS AND THE RESPECTIVE
WEIGHTS OF THE ORIGINAL VARIABLES:




F .3673 .1834 -.1387
N .3823 -.1097 -.1608
E .3154 -.3051 .3881
B .3570 .2420 -.0171
H -.1774 -.2935 -.6656
R .0346 .7647 -.3182
K .3769 .1555 .1921
S -.3671 .0391 -.0229
Ed .2466 -.2075 -.3772
Y .3489 -.2510 -.2829
Cumulative % of
total variance .62 .75 .88
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TABLE 2
PRINCIPAL COMPONENTS AND THE RESPECTIVE
WEIGHTS OF THE ORIGINAL VARIABLES:
URBAN AGE 1960-61, U.S.
Components
Variables 1 2 3
F .3697 -.0859 .0906
N .3651 -.1718 -.0764
E .3448 .3068 .2003
B .3571 .0849 .1245
H -.1041 -.7636 .0149
R .1481 .0145 -.9137
K .3716 .1942 .0600
S -.3633 -.0294 .0905
Ed .2861 -.2497 -.1595
Y .3145 -.4213 .2411
Cumulative % of
total variance .65 .79 .89
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component approach, the coefficient magnitudes and signs of
the variables are the criteria to identify the principal
component. The value of this PC will decrease if the per-
cent of homeowners and percent of group that have members o
ver
age 65 increases. Throughout this paper the writer will
follow the procedure of Pulsinelli in identifying the PC;
this technique will be discussed later.
(b) The second principal component shows that the
value of this PC varies inversely with the socio-economic
variables, since there are negative signs for these variables.
These variables are income, education (considered as a prox
y
of present or future orientedness), and homeownership (c
onsi-
dered as a proxy of investment orientedness). Moreover, th
e
value of this PC corresponds highly with the percent of non
-
whites since the weight of this variable in the PC is much
higher than any other relevant variables.
(c) The third principal component varies positively
only with the year of education of family head and the per-
cent of group that have children under 18 years. The value
of this PC will fluctuate negatively with the residual vari
a-
bles, especially with the percent of homeowliul.
Urban 1960-61 
(d) The first principal component of urban age is
almost identical with the PC of rural age classification
.




(e) The second principal component seems to be a
variable which clusters homeownership with income and future
orientedness. As these rise, the second principal component
decreases.
(f) The third principal component varies negatively
with the percent of non-whites. Other variables seem to be
unimportant when compared with the race variable. This PC
will rise if the percent of non-whites in the group decline.
Occupation
Data for six occupations are analyzed: unskilled,
semi-skilled, skilled, clerical and sales, salaried profes-
sionals, and self-employed, and these are available over four
regions (south, west, north central, and north east). There-
fore, there are 6 X 4 = 24 observations for urban 1960-61,
But since some of the samples for some regions were very small,
only twenty-one observations were analyzed for the 1961 Rural
data. The independent variables utilized under the occupation
classification are those employed in the age classification,
plus average age and the coefficient of variation of transitory
income. The PCs obtained from our computation will be presented
separately among rural and urban occupation.
Rural 1961
(g) The first principal component of the rural occupa-
tion may be identified as a life cycle variable, since it
clusters family size, number of children, and percentage of
the group that have children, and compares this PC to a cluster
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of average age and percentage of group that have old members.
More precisely, the former group of variables have a positive
influence on the value of this PC, while the latter group in-
fluences this PC negatively.
(h) The second principal component seems to be a
contrast between the traditional economic variables with the
percentage of non-whites. More precisely, the number of full
time earners, present and future orientedness, and average
income contribute positively to this PC, but its value will
decrease if the percent of non-whites increases.
Urban 1960-61
(i) The first principal component varies negatively
with the percent of non-whites, and it seems to cluster the
income, education, and homeownership variables. Thus, across
occupation, factors which are associated with future oriented-
ness vary systematically.5
(j) The second principal component seems to be the
life cycle variable since it compares age of family head with
family characteristics.
Cities
The data employed in this classification were obtained
from twenty-seven cities, some large and some small. The
number of independent variables are all those utilized in the
age classification, plus average age.
5Ibid., Chap. III, p. 6.
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TABLE 3
PRINCIPAL COMPONENTSAND THE RESPECTIVE
WEIGHTS OF THE ORIGINAL VARIABLES:

















total variance .37 .70
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TABLE 4
PRINCIPAL COMPONENTS AND THE RESPECTIVE




















total variance .42 .69
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TABLE 5
PRINCIPAL COMPONENTS AND THE RESPECTIVE




1 2 3 4
F -.3853 .3266 .0801 .1349
N -.3347 .0054 -.0896 -.4249
A .3850 .2627 -.1254 .0569
E -.0848 -.5412 -.0655 .0703
B -.3910 .2944 .2150 -.0216
H .0119 .1444 .1973 .8153
R -.0513 .3818 -.5636 -.0573
K -.4648 .1551 .0618 .0610
S .3971 .2764 -.0511 -.0485
Ed -.1578 -.0205 -.7234 .2655
Y -.1725 -.4210 -.1820 .2190
Cumulative % of
total variance .36 .61 .72 .83
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Cities 1960
(k) The first principal component compares age to
family characteristic variables. More specifically, its
value will increase if age of family head and percent of group
that have members over 65 increase, and this PCs value would
decrease if other family characteristic variables increase.
(1) The second principal component compares the im-
pact of education and income to the life cycle variables.
This PC varies positively with the life cycle variables, while
education and income contribute negatively to the value of
this PC.
(m) The third principal component is highly related
to the percent of non-whites anl percent of consumption spent
on education (considered as a proxy of future orientedness);
this contribution is in a negative manner.
(n) The last principal component of this classifica-
tion clusters homeownership and future orientedness and con-
trasts it to number of full time earners (considered as a
proxy of employment).
In the traditional principal component analysis,
there is no reliable criterion to decide how many PCs will
be utilized in the further computation of regression analysis.
Moreover, sometimes the researchers who employ the PC approach
in their studies face the problem of how to name each PC ob-
tained. It is true that one could name each PC by the magni-
tude and sign of the coefficients in that specific PC, but
this method can be substituted by the correlation technique,
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which the writer believes is better than the traditional
method. The correlation technique which will be used in this
paper has been used by Pulsinelli in his previous study. Its
concept can be summarized as: after obtaining the principal
components from the first stage of computation, find the
correlation between each independent variable and each PC by
substituting the value of a specific independent variable into
the PCs. Since we have a number of independent variables,
each set of our independent variables will yield a value of
the specific PC. Then compute the correlation between the
value of a specific independent variable and a specific PC.
After obtaining all of the correlation elements, we then can












where X. = i th independent variable
PC = j th principal component
R.. = correlation coefficient of i th independent13
variable and j th principal component
To assign each independent variable to the PCs ob-
tained, the main concept is: given a particular independent
variable, we should assign it to the PC that the corresponding
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correlation coefficient is the highest value among all of
the coefficients in the same row. To clarify this step,
assume we are considering which PC we should assign X1 to.
We then consider the value of R
11' 
R12, R13, Rip*
Assume again that R12 has the highest value among this set
of coefficients. Therefore, we should assign our first inde-
pendent variable to the second principal component. We will
utilize this technique until all independent variables have
been assigned. We could then make our decision of how many
PCs will be treated as the independent variables in doing the
regression analysis by the criterion that only the PC that
was assigned original independent variables will be utilized.
Now we are also better able to name each PC by considering
the original independent variables contained in that specific
PC, or what it is that that PC clusters.
Throughout this paper the writer employs the technique
discussed above in assigning the original independent variables,
deciding how many PCs will be treated as the independent varia-
bles, and then naming each PC. The correlation matrix will be
presented for each classification separately.
Age
Rural 1960
(a) The first principal component is a socio-economic
and life cycle PC, since it correlates to the tradition econo-
mic variables such as income, number of full time earners,
and so on, and also correlates to the life cycle variables.
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TABLE 6
CORRELATION BETWEEN ORIGINAL VARIABLES
AND PRINCIPAL COMPONENT:
RURAL AGE 1960, U.S.
Components
Variables 1 2 3
F .9143 .2125 -.1586
N .9516 -.1271 -.1838
E .7852 -.3535 .4437
B .8888 .2804 -.0196
H -.4416 -.3401 -.7610
R .0860 .8860 .3638
K .9381 .1802 .2196
S -.9138 .0453 -.0262
Ed .6139 -.2405 -.4313
Y .8685 -.2909 -.3235
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(b) The second principal component is a race PC since
it correlates only to the percent of non-whites (.8860).
(c) The third principal component is a homeownership
PC; note that the correlation betwer.n the percent of the group
that own their own home and the value of this PC is negative
(-.7610).
Urban 1960-61
(d) The first principal component is the socio-econo-
mic and life cycle PC; it is similar to the first PC of Rural
age, even with respect to the signs.
(e) The second principal component is the homeowner-
ship PC. Also, it is similar to the third PC of rural age
which has a negative correlation, but it seems to have a
higher degree of correlation.
(f) The third principal component is similar to the
second PC of rural age in that it is correlated to the per-
cent of non-whites, but in this classification this relation-
ship is in a negative manner.
Occupation
Rural 1961
(g) The first principal component is a life cycle
PC since it correlates to age and family occupation. More
precisely, it contrasts between the young members and the
older members in the family in that the younger the members
of the family, the higher the value of this PC, whereas,
older members' observations will reduce the value of this PC.
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TABLE 7
CORRELATION BETWEEN ORIGINAL VARIABLES
AND PRINCIPAL COMPONENT:
URBAN AGE 1960-61, U.S.
Components
Variables 1 2 3
F .9435 -.1024 .0893
N .9317 -.2049 -.0753
E .8800 .3659 .1975
B .9114 .1013 .1228
H -.2657 -.9104 .0147
R .3779 .0172 -.9008
K .9484 .2316 .0591
S -.9273 -.0350 .0893
Ed .7301 -.2978 -.1572
Y .8027 -.5024 .2377
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TABLE 8



















(h) The second principal component seems to be the
socio-economic PC since it correlates to income, present and
future orientedness, homeownership, and race. This PC shows
us that across occupation, the racial impact seems to play a
role in reducing the income the group received.
Urban 1960-61
(i) The first principal component is the socio-econo-
mic PC similar to the second PC of rural occupation. Also,
it appears that across occupation, race is related to income
obtained.
(j) The second principal component is the life cycle
PC. It correlates to the life cycle variables as does the
first PC of rural occupation, but the signs of thse correla-
tions are opposite to those in rural occupation.
Cities
Cities 1960 
(k) The first principal component is the life cycle
PC since it correlates to the life cycle variables. Note
that almost all of these variables correlate negatively to
this PC except age and percent of families that have older
members.
(1) The second principal component is the race-econo-
mic status PC, it correlates highly with year of education,
percent of non-whites, and average income. It appears across




























1 2 3 4
F -.7618 .5464 .0887 .1450
N -.6617 .0090 -.0992 -.4568
A .7613 .4395 -.1388 .0611
E -.1677 -.9054 -.0725 .0755
B -.7731 .4925 .2381 -.0232
H .0234 .2416 .2185 .8764
R -.1014 .6388 -.6241 -.0616
K -.9190 .2595 .0684 .0656
S .7851 .4624 -.0566 -.0522
Ed -.3119 -.0344 -.8010 .2854
Y -.3411 -.7043 -.2015 .2354
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(m) The third principal component is the future
orientedness PC. The value of this PC varies negatively
with the percent of consumption spent on education.
(n) The fourth principal component shown represents
homeownership. The higher the percent of the group that own
their own home the higher value of this PC.
Up to this point we have identified every PC that
will be utilized in the regression analysis to test whether
or not the life cycle variables can significantly explain the
variation of our dependent variables. In the beginning the
writer included all of the variables which the writer believes
are the potential determinants of the variation of our dependent
variables. After obtaining and deciding the PCs that will be
utilized in doing the regression analysis, some independent
variables were naturally separated from the life cycle variables.
The main purpose throughout this paper is to test the life
cycle variables in explaining the percent of consumption spent
on food, recreation, and education, respectively. Therefore,
the PCs which represent other variables besides the life cycle
variables will not be considered in the main text. Since the
reader may wish to consider these findings, these results will
be presented in Appendix I of this paper.
The section below will include a presentation of the
coefficient of the regression analysis, explanation of these
findings, and a presentation of the t-statistics which indicate
whether or not the life cycle PC is a significant determinant
of the variation of our dependent variables. As has been done
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(a) The percent of consumption spent on food (Fd):
The result of our regression analysis shows that the socio-
economic and life cycle principal component, across age in
the rural classification, is a significant determinant of
the variation of Fd, at the .01 level. More precisely, it
seems that an increase in the socio-economic variable (N, E,
and Y) contribute to the decline of Fd. Furthermore, Fd
r4 ses if the percent of the group that have members over
age sixty-five (S) increases, while other life cycle variables
which are F, B, and K, have a negative impact on Fd.
(b) The percent of consumption spent on recreation
(Re): The socio-economic and life cycle variable is a signi-
ficant, at the .01 level, determinant of the variation of Re.
More specifically, increases in the socio-economic and life
cycle variable (F, N, E, B, K, and Y) lead to the increase
in Re. But the percent of the group that have members over
age sixty-five (S) has a negative impact on Re. This finding
may be explained as follows: the decrease in Re as S increases
is due to the fact that recreation might change from money to
non-money form such as gardening, watching an already paid
T.V., and so on.
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TABLE 11
REGRESSION COEFFICIENTS, AND THEIR RESPECTIVE T-VALUES,
OF THE LIFE-CYCLE PRINCIPAL COMPONENTS








FD -.6895 ** -.4178 **
-(.3650) -(4.353)
Re .3136 ** .3794 * *
(5.555) (11.347)
Ed .1425 ** .2030 **
(5.084) (4.017)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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(c) The percent of consumption spent on education
(Ed): The result seems similar to those explained in (b)
above, where the socio-economic and life cycle variable
(except the percent of group that have older members, (S)
determines, positively, the variation of Ed. The increase
in S leads to a decline in Ed. This may be explained as
follows: after the individual completed his investment in
education, either for himself or for his children, Ed would
naturally fall when S rises.
Urban 1960-61
(d) The percent of consumption spent on food (Fd):
The same result was obtained in this classification as in
rural age, in which the coefficient of regression analysis
has a negative sign and significant at the .01 level. Since
all of the elements in the socio-economic and life cycle PC
of urban age have the same sign as they did in rural age,
this finding reinforces the one explained in (a) in which an
increase in the socio-economic variable (N, E, and Y) lead
to the decrease in FD, as also does the increase in F, B,
and K, (life cycle variables), but Fd will increase if S
increases.
(e) The percent of consumption spent on recreation
(Re): The coefficient of regression analysis is significant
at the .01 level. Moreover, it has a positive sign, as it
did in Rural age, implying that the finding reinforces the
explanation in (b) above, increases in the socio-economic
and life cycle PC lead to increases in Re, but S has a
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negative effect to Re.
(f) The percent of consumption spent on education
(ED): The socio-economic and life cycle do determine the
variation of Ed in this classification, the coefficient ob-
tained is significant at the .01 level, and has a positive
sign as it did in rural age, supporting the finding in rural
age concerning ED (c).
We may conclude that (when age is our classifying
variable) increase in age, with concomitant changes in the
life-cycle and socio-economic variables, lead to systematic
changes in consumption patterns. Specifically, the percentage
spent on recreation and education compete with food in the
family's budget. According to our findings in Rural and Urban
age, we would expect Ed and Re to rise over most of the age
brackets, and fall only at the oldest brackets; Fd changes
in precisely the opposite manner.
Occupation
Rural 1961
(g) The percent of consumption spent on food (Fd):
According to the t-statistics corresponding to the coefficient
obtained, the life cycle PC in this classification is not
a significant determinant of the variation of Fd.
(h) The percent of consumption spent on recreation
(Re): Due to an insufficiency of the F score in the process




REGRESSION COEFFICIENTS, AND THEIR RESPECTIVE T-VALUES,
OF THE LIFE-CYLE PRINCIPAL COMPONENTS:











Ed .0786 * .1412 * *
(2.295) (5.225)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level n mean uncomputable due to an
insufficiency of F score in computation process.
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(i) The percent of consumption spent on education
(Ed): The coefficient of the life cycle PC in explaining
the variation ot Ed is the only coefficient in this classifi-
cation that is significantly different from zero, at the
.05 level, implying that this PC does explain Ed. More pre-
cisely, larger family size (F) and more children in the family
(E and K) will lead to the higher Ed, while the older the
individual (A), and the more old age members in the family
(S), lead to a lower Ed. This finding harmonizes with those
found in the age classification, and supports the writer's
hypothesis that older individuals spend a lower percentage of
consumption on education.
Urban 1960-61
(j) The percent of consumption spent on food (FD):
Similar results were found in this classification as to those
found in the rural occupation; the life cycle PC is not a
significant determinant of Fd, as indicated by the very low
value of the corresponding t-statistic.
(k) The percent of consumption spent on recreation
(Re): The coefficient obtained is not significantly dif-
ferent from zero, as those in (j) above, implying that the
life cycle variables do not have any significant influence
on the percent of consumption spent on recreation across the
occupation classification.
(1) The percent of consumption spent on education
(Ed): As appeared in the rural occupation, the life cycle
PC does influence the variation of Ed, since its coefficient
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is significant at the .01 level. But note that in this
classification the finding is absolutely opposite to those
found in the age (rural and urban), and rural occupation
classification; across urban occupation, larger family
size (F) and more children in the family (B and K) seem to
reduce Ed, while the higher age of individual (A) and the
higher percent of older members in the family (S) have a
positive impact on percent of consumption spent on educa-
tion This finding seems to contradict the writer's hypothe-
sis and the findings in other classifications above.
Further discussion will be given this in the next chapter.
Cities
(m) The percent of consumption spent on food (Fd):
The coefficient obtained from the computation shows that the
life cycle PC is a significant determinant of the variation
of Fd, at the .05 level. More precisely, the larger family
size (F), an increase in the number of full time earners (N),
and the more children in the family (B and K) lead to a
smaller percent of consumption spent on food. Also, the
older the individual (A) and more older members in the
family (S) contribute a larger percentage spent on food.
This finding harmonizes to those found in preceding classi-
fication.
(n) The percent of consumption spent on recreation
(Re): The life cycle PC does effect the variation of Re
across cities (the corresponding t-statistic of the
coefficient is very high); the coefficient is significant at
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TABLE 13
REGRESSION COEFFICIENTS, AND THEIR RESPECTIVE T-VALUES,











Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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the .01 level. The result shows that the older the indivi-
dual (A) and the more older members in the family (S), the
smaller the percent of consumption will be spent for recrea-
tion purposes. The larger the family size (F) and the
more children in the family (B and K), the larger the per-
cent of consumption spent on recreation. This finding
reinforces those found in the preceding classification, ex-
cept the urban occupation classification.
(o) The percent of consumption spent on education
(Ed): The finding of this section seems to heavily support
the writer's hypothesis in that the larger family size (F)
and the more children in the family (B and K), the higher
the Ed, and also that the older the individual (A) and the
older the members in the family (S), the lower Ed. This
finding also has been found in the age (rural and urban) and
rural occupation classification, which have already been
presented above.
The content of this chapter included a presentation
of principal component analysis, its interpretation, the
procedure in deciding how many PCs will be treated in re-
gression analysis, a discussion on how to identify each PC,
and, finally, a presentation of regression coefficients of
the life cycle PC in determining our dependent variables,
with explanations. However, since the study of the writer
included other variables (PCs) besides life cycle variables,
and the findings of this study indicate some interesting
results in the determination of the dependent variables (but
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irrelevant to the purpose of this paper), the writer will
present these findings in Appendix I of this paper.
CHAPTER IV
SUMMARY AND CONCLUSION
In this chapter the writer will present the
interesting points that were obtained from the study. The
presentation of the conclusion will be separated according
to our dependent variables.
The Percent of Consumption Spent on Food
The life cycle principal component, when isolated
from other variables, seems to be a significant determinant
of the variation of Fd only when we employ the data across
cities; across occupation, in both rural and urban, the re-
sults show that the life cycle PC is not a significant deter-
minant of Fd. Moreover, in the age classification we cannot
distinguish the life cycle related variables from other
variables; in this classification the life cycle variables
cluster with socio-economic variables, and it does influence
the variation of Fd. However, if we consider the life cycle
PC across cities, the percent of consumption spent on food
will increase if the family size (F), number of full time
earners (N), and children in the family (B and K) decline.
The increase in age of family head (A), and the percent of
group that have members over age 65 (S) lead to a larger
value of Fd. This finding is absolutely opposite to the
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expectation of the writer in which Fd should increase if
there are more members in the family. Family size should
vary accordingto the different stages of an individual's
life cycle. More precisely, in the younger stage of life
the family size tends to be small, it increases when he
becomes older and then declines after he passes his middle
age, since his dependents will live on their own.
However, when the life cycle variables cluster with
the socio-economic variables along one PC, as they do in the
age classification, the same result is obtained as when the
life cycle variables are isolated from other variables; the
larger the family size (F) and the more children in the
family (B and K), the lower Fd. Also, the higher the percent
of the group that have members over age 65 (S), the higher
Fd. Therefore, we can conclude that the results of this
study contradicts the first hypothesis of the writer. We
may reconcile this as follows: during the early, formative
years of the family, and during the middle age, food competes
with other items in the family's budget, especially educa-
tion; hence, Fd falls at the expense of rising Ed. But in
the later stage of life, since the individual has completed
his investment in education either for himself or his chil-
dren, therefore, Fd may rise when the individual reduces
Re and other items in the budget.
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The Percent of Consumption Spent on Recreation
This dependent variable deals directly with the
second hypothesis of the writer in which Re should be high
in the first stage of any individual, decline in the middle
ages, and then rise again in the pre and post retirement
period. The results of our regression analysis show that,
across cities, the life cycle PC seems to be a significant
determinant of Re, while across occupation the life cycle
PC is not significant. In the age classification the life
cycle variables cluster with the socio-economic variables
and they are significant at the .01 level. These findings
can be interpreted as the larger family size (F) and the
more children in the family (B and K), a greater percent of
consumption spent on recreation, the older the individual
(A) and the older members in the family
Re. This finding supports the writer's
and it is logical that the more members
more need for some entertainment. This
forced by the result obtained from the age classification
in both rural and urban (even if in this classification the
life cycle variables cluster with the socio-economic varia-
bles). Moreover, across age, an increase in socio-economic
variables (N, E and Y) leads to an increase of Re. A
smaller Re for older families may be accounted for by the
fact that recreation may be transformed from money to non-
money forms such as gardening and watching a television that
is already paid for.
(S), the smaller
second hypothesis
in the family the
finding is rein-
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The Percent of Consumption Spent on Education 
This dependent variable seems to be the most success-
fully explained of the dependent variables, since all of the
coefficients obtained from the three different classifica-
tions are significantly different from zero. Moreover, the
findings concerning Ed are in harmony with the expectation
of the writer; Ed should be higher when the individual is
still in his first stage of life and remain relatively high
until all of his children live on their own, then it should
decline. The result obtained across cities do support this
hypothesis. The results are also found across age, when the
life cycle variables cluster with socio-economic variables,
in which as F, B, and K increase, Ed increase, but A and S
contribute a negative impact on Ed. In the occupation
classification, the results obtained from the urban occupa-
tion classification is absolutely opposite to the writer's
hypothesis. This finding indicates that the larger family
size (F) and the more children in the family (B and K), lead
to a lower Ed, while the older the individual (A) and the
older the members in the family (S) imply a higher Ed. How-
ever, in the rural occupation the result is in harmony with
the expectation of the writer.
In summary, we can conclude: It appears that along
the individual's life cycle, the percent of consumption spent
on food fluctuates inversely with the other two items (educa-
tion and recreation). More specifically, in the early, for-
mative years of the family, and during the middle age, Fd
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tends to be relatively low, while Ed and Re are relatively
high. But in the later stages of his life cycle (increase
in A and S), Fd tends to be high, while Ed and Re falls.
This can he reasoned as: once the individual has completed
his investment in education, Ed should naturally fall. Con-
cerning the reduction in Re as the individual becomes older,
it might be that the composition of this spending may change
from money to non-money forms. Since the observed expendi-
tures reports only the money form, therefore, it appears
that Re falls as A and S increase.
The statement above is supported by the findings in
age (rural and urban), rural occupation, and cities data.
We can conclude that the LCH does seem to explain
the variation of specific items of expenditure in the family
budget (some of which are percentage spent on food, recrea-
tion, and education), although with mixed results.
APPENDIX I
In this study the writer has also included some
variables which are considered as potential determinants of
the variation of the percent of consumption spent on food,
recreation, and education. Even though these variables are
not life cycle variables, it seems to the writer that they
may explain some part of the variation of our dependent
variables. More specifically, homeownership can be regarded
as a proxy for investment orientedness, and percent of the
group that is non-white may be a proxy for degree of future
orientedness. The results obtained from the first step of
our computation distinguish these variables from the life
cycle variables, that is, they form different principal com-
ponents. Since it is not difficult to calculate the coeffi-
cients of these PCs in determining the variation of our de-
pendent variables by regression analysis, the writer will
present these coefficients separately, according to the
classification. Moreover, since the elements of each PC have
already been presented in Chapter III, only the name of the
PCs will be used to present the coefficients of regression
analysis and the t-statistics for testing the level of sig-





In this classification, besides the socio-economic
and life cycle PC, the other two PCs employed in describing
our dependent variables are race and homeownership PC. The
race PC is a significant determinant of the variation of
percent of consumption spent on education (Ed) only; it is
not significant when we utilize it to explain the variation
of Fd and Re. Referring back to Table 1, Chapter III, an
increase in percent of the group that is non-white (R) leads
to an increase in the value of this PC, but the regression
coefficient of this PC in explaining the variation of Ed has
a negative sign, implying that the percent of the group that
is non-white (R) contributes a negative impact on Ed (the
higher R the smaller Ed). This finding harmonizes to the
general expectation of the consumer behavior concerning edu-
cation. The homeownership PC also explains only the variation
of Ed; it is significant at the .01 level. The higher the
percent of the group that own their own homes (H), the lower
value of this PC but the higher percent of consumption spent
on education (Ed). This finding can be explained by the in-
vestment orientedness of the people who own their own homes
relative to those who rent their homes.
Urban age 
Like the rural age classification, the PCs utilized
besides the socio-economic and life cycle PC in the urban
age classification are race and homeownership PCs. The
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TABLE 14
REGRESSION COEFFICIENTS, AND THEIR RESPECTIVE
T-VALUE, OF THE PRINCIPAL COMPONENTS:
RURAL AGE
Dependent
Variables Intercept Race Homeownership
Fd 25.1898 .3437 -.6673
(.847) (-1.590)
Re 3.6000 -.1312 -.0843
(-1.083) (-.672)
Ed .6179 .1294 * -.2541 **
(2.150) (-4.081)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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TABLE 15
REGRESSION COEFFICIENTS, AND THEIR RESPECTIVE
T-VALUE, OF THE PRINCIPAL COMPONENTS:
URBAN AGE
Dependent
Variables Intercept Homeownership Race
Fd 24.3205 -.6775 ** .2884
(-3.298) (1.152)
Re 3.6774 .1436 * .1102
(2.006) (1.264)
Ed 1.0171 -.1835 -.0349
(-1.696) (-.265)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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homeownership PC is a significant determinant of the varia-
tion of Fd and Re, but not for Ed. More precisely, the
higher percent of the group that own their own homes (H),
the smaller value of this PC but the higher percent of
consumption spent on food (Fd), and the lower percentage
spent on recreation (Re). These results seem reasonable
since homeowners tend to have larger families than non-home-
owners, hence, they spend greater percentages of their consump-
tion on food. Moreover, since the homeowner may have to pay
for his home on installment, house repairs, appliances, and
so on, there is less money available for him to spend for
recreation. According to our findings in this classification,




The additional PC employed in this classification is
socio-economic PC, this PC does explain the variation of our
dependent variables. Referring to Table 8, Chapter III,
we see that the socio-economic PC clusters N, E, H, R, Ed,
and Y, but these variables can be separated into two groups
according to their impacts on the value of this PC and on our
dependent variables. The higher the percent of the group
that is non-white (R), the lower the value of this PC, but
the higher the percent of consumption spent on food (Fd), and
the lower the percent spent on recreation (Re) and education
(Ed). However, an increase in other variables such as number
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of full time earners (N), education of family head (E),
percent of the group that own their own homes (H), percent
of consumption spent on education (Ed), and average income
(Y), lead to an increase in the value of this PC, but accord-
ing to the signs of the regression coefficients, a lower
percent of consumption spent on recreation (Re) and education
(Ed). This finding is expected, since the higher the socio-
economic class of the individuals the higher the income levels
they will earn, and food is a necessary good, with a relatively
low income elasticity. An increase in the socio-economic varia-
bles (N, E, H, Ed, and Y) leads to an increase in Re and Ed,
a result also expected. We may conclude from the results ob-
tained in this classification that non-whites tend to fall in
the relatively low socio-economic classes in the U.S.
Urban occupation
Like the results obtained in rural occupation, the
socio-economic PC is a significant determinant for all of our
dependent variables, at the .01 level. Moreover, all of the
signs of the relevant original independent variables in the
PC and regression coefficients of the dependent variables are
the same as they were in rural occupation, implying that the
findings in this classification support those found in rural
occupation. These findings can be summarized as: the higher
the percent of the group that is non-white (R), the smaller
the value of this PC, but the higher the percentage spent on
food (Fd) and the lower the percentage spent on recreation
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TABLE 16
REGRESSION COEFFICIENTS AND THEIR RESPECTIVE




Fd 25.0905 -.8286 **
(-5.705)
Re 4.0191 .1927 *
(2.519)
Ed .8095 .1414 **
(3.943)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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TABLE 17
REGRESSION COEFFICIENTS AND THEIR RESPECTIVE




Fd 24.3083 -.5765 **
(-4.308)
Re 4.1792 .1203 **
(3.341)
Ed 1.1250 .1756 **
(8.135)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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(Re) and education (Ed). The higher the numbers of full
time earners (N), education of family head (E), percent of
the group that own their own homes (H), percent of consump-
tion spent on education (Ed), and average income (Y) lead to
higher value of this PC, and lower percentage spent on food
(Fd) and the higher percentages spent on recreation (Re) and
education (Ed). Furthermore, it also appears in this classi-
fication that the non-white group falls in the low socio-
economic group, as it did in rural occupation, due to the
sign of R which is opposite to the signs of the other socio-
economic variables.
Cities 
Unlike other classifications above, across cities we
have to employ 4 PCs in explaining our dependent variables.
The PCs besides the life cycle PC are: a race-economic
variable, a future orientedness variable, and a homeownership
PC.
The race-economic PC clusters education of family
head (E), percent of the group that is non-white (R), and
average income (Y); this PC is a significant determinant when
it explains percent of consumption spent on food (Fd), and
recreation (Re), at the .01 level, but is not a significant
determinant of the variation of Ed. More specifically,
increases in E and Y lead to a decrease in this PC's value,
and a smaller Fd, but a higher Re. AS has been found in the
preceding classifications, an increase in percent of the group
that is non-white (R) contributes an increase in the value of
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TABLE 18
REGRESSION COEFFICIENTS AND THEIR RESPECrlIVE








Fd 24.5937 .7013 ** .0781 -.4244
(4.254) (.313) (-1.656)
Re 3.8509 -.1765 ** -.0638 .1481 *
(-3.471) ( -.831 (1.872)
Ed 1.1670 -.0092 -.4359 * * .1521 **
(-.270) (-8.498) (2.880)
Figures in parentheses are t-statistics. T-test have
been employed for testing the level of significant (two-tailed
test). One asterisk represents significance at the .05 level,
two asterisks at the .01 level.
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this PC and percentage spent on food (Fd), but a decrease in
the percentage spent on recreation (Re). This finding rein-
forces those found in preceding classifications.
The future orientedness PC clusters only the percent
of consumption spent on education (Ed), and is a significant
determinant for the variation of the percent of consumption
spent on education (Ed). This finding is expected since
there is a perfect correlation between the original independent
variable and the dependent variable.
The last PC employed in this classification is a home-
ownership PC; it is a significant determinant of Re and Ed,
but not of Fd. The results obtained from the cities data
reinforces those found in the preceding classifications in
which the higher percent of the group that own their own homes
(H), the less percentage spent on food (Fd), but the more per-
centage spent on recreation (Re) and education (Ed).
The results obtained can be summarized as:
(1) The higher the socio-economic class of the
individual (the higher is N, E, Ed, and Y), the lower the
percent of consumption spent on food (Fd), but the higher the
percentage spent on recreation (Re) and education (Ed). This
is supported by all the data employed.
(2) The higher percent of the group that is non-white
(R), the higher the percent of consumption spent on food (Fd),
but the lower percentage spent on recreation (Re) and educa-
tion (Ed). This finding is supported by cities, both rural
and urban occupation, and rural age data. But when we classi-
fy our data by urban age, race is not a significant determinant
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of our dependent variables.
(3) The higher the percent of the group that own
their own homes (H), the lower the percent of consumption
spent on food (Fd), but the higher percentage spent on
recreation (Re) and education (Ed). This is supported by
all the data employed.
APPENDIX II
Data Description 
The data used throughout this paper were obtained
from the U.S. Department of Labor, BLS, Consumer Expenditures
and Income, Survey of Consumer Expenditures, 1960-61, BLS
Report Number 237-1 to 237-93, (Washington: February 1965),
also Supplements 1, 2, and 3.
General Description
The information in this series is based on reports
from a representative sample of all urban and rural families
in the U.S. Data were collected jointly by the BLS and the
U.S. D.A. as part of a nationwide survey of Consumer Expendi-
tures. The BLS was responsible for all urban places and
rural parts of Standard Metropolitan Statistical Areas (SMSA).
The BLS survey was conducted in two years, 1961 and 1962.
In 1961 were covered family expenditures and income in urban
places in the calendar year 1960, and 1962 provided data on
urban and rural non-farm families for 1961. The "urban" or
"rural" classification procedure follows the definitions used
for the 1960 census of population.
All the data were collected by personal interviews
on three detailed questionnaires, (1) general household
characteristics, (2) all expenditures, income, and other
financial transactions during the preceding calendar year,
and (3) food, personal care, household supplies, and a few
84
85
other items for a seven day period directly preceding the
interview. Cooperation by families was voluntary. The
family, or consumer unit, consisted of: (a) a group of
people usually living together who pooled their income and
drew from a common fund for their major items of expense,
or (b) a person either living alone or in a household whose
income and expenditures were not pooled with others.
The initial sample size was approximately 17,000
housing units in sixty-six urban places (including thirty-
four SMSA's) and 126 rural counties. All of the twelve
largest SMSA's were automatically selected for the sample;
the remainder were chosen by a controlled-selection procedure
designed to achieve as large a geographic dispersion as
possible. Rural counties were selected by grouping Site
Economic Areas into 126 strata of equal size, and then, from
each stratum, one county was chosen at random with a probabili-
ty proportional to its size. Usable schedules were obtained
and tabulated for 13,728 families.
Specific Description
I. Areas, Dates, Report Numbers, Supplements
(1) Total U.S., Urban and Rural Nonfarm, 1960-61,
Rpt. 237-93, Supplement 2 and 3.
(2) Urban U.S., 1960-61, Rpt. 23i-id, Supp. 1, 2a,
3a, 3b, and 3c.
(3) Rural Nonfarm Areas in U.S., 1961, Rpt. 237-88,
Supp. 1, 2, and 3.
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(4) Total North Central Region, Urban and Rural,
1960-61, Rpt. 237-90, Supp. 1, 2, and 3a.
(5) Urban Places in the North Central Region, 1960-
61, Rpt. 237-55, Supp. 1 and 2a.
(6) Rural Nonfarm Areas in North Central Region,
1961, Rpt. 237-85, Supp. 1, 2, and 3.
(7) Total Northeastern Region, Urban and Pural,
1960-61, Rpt. 237-89, Supp. 1, 2, and 3a.
(8) Urban Places in the Northeastern Region, 1960-
61, Rpt. 237-34, Supp. 2a and 3a.
(9) Rural Nonfarm Areas in Northeastern Region,
1961, Rpt. 237-84, Supp. 2 and 3.
(10) Total Southern Region, Urban and Rural, 1960-61,
Rpt. 237-91, Supp. 1, 2, and 3a.
(11) Urban Places in Southern Region, 1960-61, Rpt.
237-36, Supp. 2a and 3a.
(12) Rural Nonfarm Areas in Southern Region, 1961,
Rpt. 237-86, Supp. 2 and 3.
(13) Total Western Region, Urban and Rural, 1960-61,
Rpt. 237-92, Supp. 1, 2, and 3a.
(14) Urban Places in the Western Region, 1960-61,
Rpt. 237-37, Supp. 2a and 3a.
(15) Rural Nonfarm Areas in Western Region, Rpt. 237-
87, Supp. 1, 2, and 3.
(16) Large Cities, Rpt. 237-1 to 23, and Rpt. 237-24
to 33, and Rpt. 237-39 to 73, and Rpt. 237-78 to 83. No
supplements.
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(17) Small Cities, Rpt. 237-24 to 27, and 237-74
to 77. No supplements.
Description of Report Number and Supplements
A. For the given area we find Summary of Family Expenditures,
Income, and Savings (hereafter referred to as BASIC DATA)
by various classifications. They are:
(1) Family Size:
a. single consumer





g. six or more persons
(2) Age of family head:




























(4) Occupation of family head
a. Self-employed
b. Salaried Professionals
c. Clerical and Sales
d. Skilled Wage Earners
e. Semi-Skilled Wage Earners
f. Unskilled Wage Earners
88
B. Supplement 1
Based on the same sample as above, this supplement
tains BASIC DATA for other classifications.

















d. Three or more
con-
C. Supplement 2
Supplement 2, based on the same sample, breaks down the
BASIC DATA further by selected cross-classification of
the above listed characteristics. Thus:
Primary



















































Family Type Occupation of
Head
Family Size Location and
Size of Place
D. Supplement 3
Supplement 3 expands the BASIC DATA of the report
number to show in greater detail the components of
consumer expenditures income, summarized in the pre-
vious report and supplements. It shows consumer
units classified by family size and income after
taxes, and by family size and the location of the
family's residence inside or outside SMSA. Also,
percentage reporting is listed for the various enti-
ties.
III. Large Cities and Small Cities
A. Large Cities
Data on large cities include BASIC DATA by income
class, family size, age of family head, occupatio
n
of family head, and tenure of family. That is on
ly




Data on small cities includes several small citie
s




Definitions and Explanations 
1. Family Size (F): The number of equivalent full-
year members, computed by dividing the total number of
 weeks
during which both full-year and part-year members belong
ed
to the family in the survey year by 52 weeks.
2. Full-Time Earners (N): A count of family members
who were employed 48 weeks or more in the survey year,
 and
for 35 hours or more per week in wage and salary oc
cupations.
Members employed in industries where customary full
 time em-
ployment is less than 48 weeks or 35 hours per week
 were
counted as full time earners. The minimum hours re
quirement
did not apply to self-employed workers in an unin
corporated
business or profession.
3. Age of Family Head (A): In husband-wife fami
lies,
the husband was considered the head. In other 
types of fami-
lies, the person recognized as the head by othe
r family mem-
bers was so designated.
4. Education of Family Head (E): Years of schoo
l
completed during or before the survey year in an 
elementary
or high school or a college, university, or pro
fessional
school.
5. Percentage of Homeowner (H): The percentage 
of
those responding that own their own homes.
6. Percentage of non-white (R): The percen
tage
of those responding who are either Negroes, 
Indians,
Japanese, Chinese, or members of other non-whit
e races.
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7. Percentage of consumption spent on education (Ed):
This includes tuition and fees for colleges, professional
schools, and other school levels, but fees for child care cen-
ters and day nurseries is excluded. Also, this figure includes
music and other special lessons.
8. Coefficient of variation of transitory income (T):
The ratio of the variance of the permanent component of income
to the variance of total income (see Friedman, "A Theory of
Consumption Function" p. 32). Computed from the inheritances
and occasional large gifts of money less taxes, legal fees,
and other expense required to obtain such receipts; and net
receipts from the lump-sum settlement of fire and accident
insurance policies or as the beneficiary of policies on the
lives of persons outside the consumer unit.
9. Average Income (Y): Money income from all sources
after the deduction of personal taxes.
10. Average Number of Children under 18 years (B):
The numberof the member of family who is less than 18 years
during the survey year.
11. Percent of group that have children under 18 (K):
The percentage of the responses who have members in his family
that are less than 18 years.
12. Percent of group that have members over age 65
years (S): The percentage of those responding who have members
over age 65 years in his family.
13. Percent of consumption spent on food (Fd): This
includes all food purchased to be served at home or carried
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from home in lunches, and the estimation of employee in the
value of meals received as pay which employer agrees to pro-
vide as a supplement to cash wage and salary payments.
14. Percent of consumption spent on recreation (Re):
This includes all expense incident to the purchase, maintenance,
and use of television, radio, phonographs and musical instru-
ments; cost of sporting goods equipment, fees for participatio
in sports; clubs dues and memberships; expenses incurred pri-
marily in pursuit of a hobby; admissions to dances, purchase
of camping equipment, and gambling losses.
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