We will examine double sequence to double sequence transformation of independent identically distribution random variables with respect to four-dimensional summability matrix methods. The main goal of this paper is the presentation of the following theorem.
Introduction
Let X k,l be a factorable double sequence of independent, identically distributed random variables with E|X k,l | < ∞ and E X k,l μ. Let A a m,n,k,l be a factorable double sequence to double sequence transformation defined as 1.1
These factorable sequences and matrices will be used to characterize such transformations with respect to Robison and Hamilton-type conditions see 1, 2 . That is,regularity conditions of the following type. The four-dimensional matrix A is RH-regular if and only if ----.
2.1
Definition 2.5 Patterson 6 . A number β is called a Pringsheim limit point of the double sequence x provided that there exists a subsequence y of x that has Pringsheim limit β: P-lim y β.
Using these definitions, Patterson presented a series of four-dimensional matrix characterizations of such sequence spaces. Let {x k,l } be a double sequence of real numbers and, for each n, let α n sup n {x k,l : k, l ≥ n}. Patterson 7 also extended the above notions with the presentation of the following. The Pringsheim limit superior of x is defined as follows:
Similarly, let β n inf n {x k,l : k, l ≥ n}. Then the Pringsheim limit inferior of x is defined as follows:
1 if β n −∞ for each n, then P-lim inf x : −∞;
2 if β n > −∞ for some n, then P-lim inf x : sup n {β n }.
Main result
The analysis of double sequences of random variables via four-dimensional matrix transformations begins with the following theorem. However, it should be noted that the relationship between our main theorem that is stated above and the next four theorems will be apparent in their statements and proofs. 
where M is define by RH 6 of regularity conditions. Therefore, it suffices to show that P-lim m,n Z m,n μ in probability.
3.3
Observe that
which is a P-null sequence. Since
is a P-null sequence with respect to T , we have
for m and n sufficiently large, where F FF and x xx. It is also clear that E k,l x m,n,k,l 2 is finite. Thus,
is finite. The result clearly follows from the Chebyshev's inequality. Thus, the sufficiency is proved. Now, let us consider the necessary part of this theorem. Similar to Pruitt's notation 8 , let U k,l X k,l − μ and consider the transformation T m,n k,l a m,n,k,l U k,l . Our goal become showing that T m,n P-converges in probability to 0. Which imply that T m,n P-converges in law to 0. Let us consider the characteristic function of T m,n, that is,
3.8
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for all m, n we have that
Thus P-lim m,n ua m,n,k m ,l n 0. Therefore, clearly we can choose k m , l n such that
Proof. Let
Note x xx, and observe that N m,n x 0 forx < m γ 1 ,x < n γ 2 , and
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then xG x converges to 0 in the Pringsheim sense because E X < ∞ and recalled that T TT . Therefore,
3.18
Our goal now is to get an estimate for
To this end observe that, for z < y
where y − z G z and y G z − G y are increasing and decreasing functions of y, respectively. Thus
The last inequality grant us the following: 
Proof. By Markov's inequality, we have the following:
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Therefore, m,n P |a m,kX k | ≥ m α 1 ; |a n,lX l | ≥ n α 2 for at least two pairs k, l
which is P-convergent when sum on n and m provided that α 1 < γ 1 /2 γ 1 1 and α 2 < γ 2 /2 γ 2 1 . Proof. Let 
Theorem 3.4. Let x and F be define as in Theorem 3.2. If
μ 0, E|X| 1 1/γ 1 < ∞, E|X| 1 1/γ 2 < ∞,and max k,l |a m,n,k,l | max k |a m,k | · max l |a n,l | ≤Bm −γ 1B n −γ 2 then for > 0 m,n P k,l |a m,n,k,l X k,l | ≥ < ∞, 3.27X m,n,k,l : ⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ X m,k ; if |a m,k X k | < m −α 1 , X n,l ; if |a n,l X l | < n −α 2 ,
3.30
Therefore, P-lim m,n β m,n,k,l 0 uniformly in k, l and P-lim m,n k,l a m,n,k,l β m,n,k,l 0. Let
Note for sufficiently large m and n
Thus it is sufficient to show that
Let η 1 and η 2 be the least integers greater than 1/γ 1 and 1/γ 2 , respectively. Our goal now is to produce an estimate for
3.35
3.36 is equal to
3.37
It happens to be the case that 
3.40
where c 1 and c 2 are upper bound for E|Z m,k | and E|Z n,l |, respectively. Now let us examine the negative exponents, that is,
3.41
Observe that, if θ 2 and τ 2 are 1 or large, then respectively. Also is θ 2 τ 2 0, then
3.43
Thus the expected value in 3.40 is bounded by the product of 
3.46
Note the last term P-converge to μ because of the regularity of A. We will only consider the case when μ 0. By the Borel-Cantelli lemma, it is sufficient to prove that for > 0 m,n P k,l a m,n,k,l x k,l ≥ ≤ ∞.
3.47
At this point, the proof follows a path identical to Pruitt's proof using the above theorems and as such, the rest is omitted.
