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Abstract
In this paper we study certain interrelations between subsets of Hopf algebras H and their duals
which stem from various morphisms T defined on H . We define and study T -cocommutative
elements. Cocommutative elements, generators of H as an H ∗-module and invariants under various
actions and coactions are all examples. An important role is played by Nakayama automorphisms.
These ideas are applied to (co)quasitriangular Hopf algebras, in particular when they are factorizable.
Then the Drinfeld element gives rise to a Nakayama automorphism and to a special element in the
dual. Explicit calculations are carried out for the Drinfeld double.
 2005 Published by Elsevier Inc.
Introduction
The basic motivation to this paper comes from the following analogous ideas. If T
is an inner automorphism of an algebra A induced by a ∈ A then ab = T (b)a for all
b ∈ A. Thus NT := {a ∈ A | ab = T (b)a, ∀b ∈ A} is non-zero. Of course, the set NT
can be defined for any T ∈ Aut(H). Since elements of NT are normalizing elements, we
call them T -normalizing. An analogous set of A∗, the linear dual of the algebra A, is
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M. Cohen, S. Westreich / Journal of Algebra 283 (2005) 42–62 43OT := {p ∈ A∗ | 〈p,ab〉 = 〈p,T (b)a〉, ∀a, b ∈ A}. Dually, if H is a coalgebra and T is
a coalgebra isomorphism then CT := {h ∈ H | ∆(h) =∑h2 ⊗ T (h1)} is the set of T -co-
commutative elements. When A = H is a Hopf algebra then the elements of OT ∩ H 0
(where H 0 is the finite dual of H ) are T ∗-cocommutative. Both OT and CT appear in the
literature in different special cases, here are some examples.
Example 0.1. Let (H,R) be a quasitriangular Hopf algebra with a bijective antipode S.
Drinfeld [4] considered {p ∈ H ∗ | 〈p,ab〉 = 〈p,S−2(b)a〉, ∀a, b ∈ H }, which in our
terminology equals OS−2 . This set is of special interest since the Drinfeld map f :H ∗ →H
defined by p 	→ (id ⊗p)(RτR) is an algebra map when restricted to OS−2 and f (OS−2) ⊂
Z(H) = center of H . Moreover, by [2] if (H,R) is finite-dimensional and f is injective
on OS−2 , then f is injective, that is (H,R) is factorizable.
Example 0.2. If H is a Hopf algebra and ρl = left adjoint coaction on H (i.e., ρl(h) =∑
h1Sh3 ⊗ h2 for all h ∈ H ), then CS−2 = {h ∈ H | ρl(h) = 1 ⊗ h}. That is, CS−2 is the
algebra of coinvariants under this coaction [2]. Furthermore, EndD(H)(H ∗) ∼= (OS−2)op,
where D(H) is the Drinfeld double of the finite-dimensional Hopf algebra H [20,21].
Similarly, if one defines another left coaction ρ on H by ρ(h) = ∑S(h3)h1 ⊗ h2, then
the algebra of coinvariants under this coaction = Cid = the set of cocommutative elements
of H .
For H = Oq(GLn) where q is not a root of unity both Cid and CS±2 were described
explicitly in [5].
Example 0.3 [16]. Let H be a finite-dimensional Hopf algebra, Λ a left integral for H , λ a
right integral for H ∗ so that 〈λ,Λ〉 = 1, and α the left modular element corresponding to Λ.
Then 〈λ,ab〉 = 〈λ,Φ(b)a〉 for all a, b ∈H , where Φ(b)= S2(b ↼ α). In our terminology
λ is Φ∗-cocommutative, that is λ ∈OΦ .
Interrelations between T -normalizing and Q∗-cocommutative elements for certain
automorphisms T ,Q appear in the literature as well. It is proved in [16] that if H is finite-
dimensional then Oid, the set of cocommutative elements of H ∗, satisfies Oid = NΦ ⇀ λ
(Φ as in Example 0.3), and in [2] that if H is unimodular then OS−2 = Z(H) ⇀ s(λ) =
Nid ⇀OS2 (where Z(H) denoted the center of H and s = S∗).
In this paper we put these examples and results in a general framework. We first show
that interrelationships as in [16] and [2] appear in a way for all automorphisms T and Q.
We prove that NT ⇀ OQ ⊂ OQT−1 and equality occurs if T is an inner automorphism
(Proposition 1.2) or if Q is an automorphism such that OQ contains a generator of H ∗H
(Theorem 1.14). Such Q are in fact the so-called Nakayama automorphisms. The set of all
Nakayama automorphisms of H is the coset Φ Inn(H) in Aut(H), Φ as in Example 0.3
(Corollary 1.10).
These results are applied to (co)quasitriangular Hopf algebras. We start by proving
that if (H, 〈|〉) is a coquasitriangular Hopf algebra and T is a coalgebra isomorphism that
preserves the braiding, then all the T -cocommutative elements commute (Proposition 2.1).
We use this and results from the first section to show in Theorem 2.2 that all CS2n , n ∈ Z are
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Hopf algebra for any q , the above explains why the sets CS±2 and Cid in [5] are
commutative algebras isomorphic as vector spaces and why this is true without any
restriction on q .
We then prove facts about the Drinfeld map f and the Drinfeld element u. We use these,
the results from Section 1, and the fact [17] that (H,R) is factorizable if and only if u−1 is
a generator for HH ∗ to construct an element x of H ∗ of special interest. This element x is
a cocommutative s-stable invertible element that satisfies f (x) = 〈x,1〉Su (Theorems 2.7
and 2.8). As a generator of HH ∗ , u−1 is a T ∗-cocommutative element where T is the
appropriate Nakayama automorphism. We compare this to the known form of ∆(u−1)
(Theorem 2.10).
Since the Drinfeld double D(H) is a factorizable Hopf algebra for any finite-dimen-
sional Hopf algebra H , we actually compute x which has the form x = ∑hi ⊗ s−1(hi)
where {hi, hi} are dual bases of H and H ∗, respectively. We show (Example 2.12) that
the Drinfeld map f and its analogue f ∗ have an especially nice form involving x . In
Corollary 2.13 we use this form to re-prove the known result that Tr(S−2) = 0 if and only
if both H and H ∗ are semisimple.
The element x is also related sometimes to the quasi-exponent. In fact, if (H,R) is a
factorizable and ribbon Hopf algebra, then x has order of unipotency less then or equal to
the quasi-exponent (Proposition 2.14). Equality occurs for example for Drinfeld doubles
which are ribbon.
1. T -normalizing and T ∗-cocommutative elements
Let H be a Hopf algebra with a bijective antipode S, let H ∗ be its dual and s = S∗
the dual map. For h ∈ H we use Sweedler notation ∆(h) = ∑h1 ⊗ h2. If H is finite-
dimensional we let Λ be a left integral for H and λ be a right integral for H ∗ such that
〈Λ,λ〉 = 1. Let α be the left modular element corresponding to Λ and g the right modular
element corresponding to λ.
Denote by ⇀ and ↼ the left and right actions of H ∗ on H and of H on H ∗ defined by
〈
p ⇀ h,p′
〉= 〈h,p′p〉, 〈h↼p,p′〉= 〈h,pp′〉,
〈
h⇀p,h′
〉= 〈p,h′h〉, 〈p ↼ h,h′〉= 〈p,hh′〉,
h,h′ ∈H , p,p′ ∈ H ′.
We denote by HH ∗ (H ∗H) the H -module structure on H ∗ defined by the above actions.
For p ∈H ∗ we denote by pˆ the map in End(H) given by
pˆ := h 	→ (h↼ p). (1)
For an algebra A and T ∈ Aut(A), set
NT =
{
a ∈A | ab = T (b)a, ∀b ∈ A}⊂ A
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OT =
{
p ∈A∗ ∣∣ 〈p,ab〉 = 〈p,T (b)a〉, ∀a, b ∈ A}⊂ A∗.
For a coalgebra H and T a coalgebra isomorphism of H , set:
CT =
{
h ∈ H
∣∣∣∆(h) =
∑
h2 ⊗ T (h1)
}
⊂ H.
Let H be a Hopf algebra and H 0 ⊂ H ∗ its finite dual. If T ∈ Aut(H) then T ∗, its dual map,
is a coalgebra map when restricted to H 0 and OT ∩ H 0 = CT ∗|
H0
. In particular, when H
is finite-dimensional then
OT = CT ∗ =
{
p ∈H ∗
∣∣∣∆(p) =
∑
p2 ⊗ T ∗(p1)
}
.
Note that
Cid = Coc(H) and Nid = Z(H), the center of H.
Since the elements a ∈ NT are normalizing elements (i.e., aH = Ha), we say that they
are T -normalizing. Analogously we say that the elements of CT are T -cocommutative and
elements of OT are T ∗-cocommutative.
Remark 1.1. It is straightforward to check that if A is an algebra and T ∈ Aut(A) then
OT =
{
p ∈A∗ | a ⇀ p = p ↼ T (a), ∀a ∈A}.
We summarize basic properties and interrelations of NT and OQ.
Proposition 1.2. Let A be an algebra and T ,Q ∈ Aut(A), then
(1) T ∗ acts identically on OT .
(2) NT ⇀OQ ⊂ OQT −1 (and OQ ↼NT ⊂ OT−1Q).
If T is an inner automorphism induced by u then
(3) NT ⇀OQ = u⇀OQ = OQT −1 and so OQ ∼= OQT−1 as vector spaces.
(4) T ∗ acts identically on Oid.
Proof. (1) For any p ∈ OT and all b ∈ H , we have
〈p,b〉 = 〈p,1b〉 = 〈p,T (b)1〉= 〈T ∗(p), b〉,
hence T ∗(p) = p.
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〈a ⇀ p,bc〉 = 〈p,bca〉 = 〈p,baT −1(c)〉= 〈p,QT −1(c)ba〉= 〈a ⇀ p,QT −1(c)b〉
and the result follows.
(3) By part (2), u ⇀ OQ ⊂ OQT−1 . On the other hand, if u ∈ NT is invertible then
u−1 ∈ NT −1 , and hence by using again part (2) we have
OQT−1 = u⇀
(
u−1 ⇀OQT−1
)⊂ u⇀OQ,
thus equality holds.
(4) For p ∈Oid and all a ∈A, 〈T ∗(p), a〉 = 〈p,u−1au〉 = 〈p,a〉, so T ∗(p) = p. 
If H is a coalgebra and T , Q are coalgebra isomorphisms then similar results are proved
for the sets CQ and NT .
Proposition 1.3. Let H be a coalgebra and T , Q coalgebra isomorphisms of H . Then
NT ∗ ⇀CQ ⊂ CQT−1 .
Moreover, if T ∗ is inner via u ∈ H ∗, then u ⇀ CQ = CQT −1 , and thus CQ ∼= CQT −1 as
vector spaces.
Proof. The proof follows from the previous theorem since T ∗,Q∗ ∈ Aut(H ∗) and then by
viewing H ⊂ H ∗∗, we have that OQ∗ ∩H = CQ. 
For a Hopf algebra H more can be said. We show that every coalgebra isomorphism
gives rise to a left coaction of H on itself such that its coinvariants coincide with CT .
(Example 0.2, after some modifications, is a special case for T = id or T = S±2.) Similarly,
every T ∈ Aut(H) gives rise to a left action of H on itself and its invariants coincide
with NT .
Proposition 1.4. Let H be a Hopf algebra.
(1) If T is a coalgebra isomorphism then the map ρT defined by
ρT (h) =
∑
S(h3)T (h1)⊗ h2
for all h ∈ H is a left coaction of H on itself and
H coρT = CT ,
where H coρT denotes the coinvariants of H under ρT .
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hadT x =
∑
T (h1)xS(h2)
for all h,x ∈ H is a left module action of H on itself and
H adT = NT ,
where H adT denotes the invariants of H under adT .
The proof is standard.
In view of the above it is natural to ask the following question.
Question 1.5.
(1) For inner automorphisms T , there always exist non-trivial T -normalizing elements.
Do there exist obvious automorphisms T for which there exist non-trivial T ∗-cocom-
mutative elements?
(2) Is there a condition on Q so that NT ⇀OQ = OQT −1?
(3) Is there a situation in which OQ ⇀NT ⊂ NT ′ for some Q,T ,T ′ ∈ Aut(H)?
We show that the desired automorphisms related to T ∗-cocommutative elements may
exist in abundance. For just as invertible elements of H are T -normalizing elements for the
inner automorphisms induced by them, so do generators of H ∗H induce automorphisms T
for which they are T ∗-cocommutative elements. These induced automorphisms are in fact
the so-called Nakayama automorphisms of H related to Frobenius systems.
Definition 1.6. Let H be a finite-dimensional Hopf algebra. An automorphism T is called
a Nakayama automorphism if there exists p ∈ OT which generates H ∗H . We say then that
p induces the Nakayama automorphism T .
The following is obvious.
Lemma 1.7. Let H be a finite-dimensional Hopf algebra and p ∈ H ∗, then
(1) p is a generator of H ∗H ⇔ p is a free generator of H ∗H ⇔ p is a generator of
HH
∗ ⇔ p is a free generator of HH ∗.
(2) If p = q ↼ u, where q ∈ H ∗, u ∈ H , then p is a generator ⇔ q is a generator and u
is invertible.
By classical results about Frobenius algebras [1], the existence of a generator p is
equivalent to the fact that H is a Frobenius algebra via the form:
[a, b] = 〈p,ab〉.
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zero right integral for H ∗, is a generator of HH ∗ and that the following holds.
Proposition 1.8 [15,16]. Let H be finite-dimensional, λ a non-zero right integral for H ∗
and α the left modular element of H . Let αˆ be as in (1) and define Φ ∈ Aut(H) by
Φ = S2 ◦ αˆ. (2)
Then Φ is a Nakayama automorphism induced by λ.
A consequence of Proposition 1.8 is that
∆(λ) =
∑
λ2 ⊗Φ∗(λ1).
In what follows we show the map Φ does in a sense “generate” all the Nakayama
automorphisms of H .
We wish to thank S. Montgomery for pointing out to us that our original proof of parts
of the following theorem is a consequence of properties of Frobenius algebras.
Theorem 1.9. Let H be a finite-dimensional Hopf algebra and let p be a generator of H ∗H .
Then there exists a unique T ∈ Aut(H) so that p ∈ OT , that is,
∆(p) =
∑
p2 ⊗ T ∗(p1).
This Nakayama automorphism is given by
T (h) = u−1Φ(h)u, (3)
where Φ is as in (2) and u is the invertible element satisfying p = λ↼ u.
Proof. The definition of T and the fact that p ∈OT is a consequence of general properties
of Frobenius algebras and Proposition 1.8 (see [9, Theorem 1.6]). The formula for ∆(p)
follows since H being finite-dimensional implies that OT = CT ∗ . Now, assume that
p ∈ OQ for some automorphism Q, then p satisfies ∆(p) = ∑p2 ⊗ Q∗(p1) as well.
Since p is a right and left generator, it follows that {p1} and {p2} can be chosen to be
k-bases of H ∗. Therefore T ∗ = Q∗ and so T = Q. 
Set
Nak(H) = {Nakayama automorphisms of H },
Inn(H) = {Inner automorphisms of H }.
Combining Proposition 1.2(2) and Theorem 1.9 we have the following corollary.
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in (2). Then
Nak(H) = Inn(H)Φ = Φ Inn(H).
Corollary 1.10 also implies the following.
Corollary 1.11. Let H be finite-dimensional,α the left modular element, and T ∈ Nak(H).
Then
(1) 〈ε,T (h)〉 = 〈α,h〉 for all h ∈ H .
(2) If T satisfies 〈ε,T (h)〉 = 〈ε,h〉 for all h ∈ H (equivalently, if T ∗(ε) = ε) then H
is unimodular and so Φ = S2. In particular, if T is an inner automorphism or if
S2n ∈ Nak(H) for some n then H is unimodular and Φ = S2.
The following gives equivalent conditions for the coset of Φ to be trivial.
Theorem 1.12. Let H be a finite-dimensional Hopf algebra, then the following are
equivalent:
(1) Nak(H) = Inn(H).
(2) There exists a Nakayama automorphism T of H that is also inner.
(3) Id ∈ Nak(H).
(4) H is unimodular and Φ = S2 is inner.
(5) H is a symmetric algebra.
Proof. (1) ⇔ (2) ⇔ (3) is a direct consequence of Corollary 1.10. Now, by Corol-
lary 1.11(2), part (1) implies that H is unimodular and S2 = Φ . But Φ ∈ Nak(H) and
thus (1) implies that it is inner. Hence (1) ⇒ (4). Assume (4), then Φ = S2. Since S2 is
also inner, it follows that Φ ∈ Nak(H)∩ Inn(H), and so (2) holds.
(4) ⇔ (5) follows from [15]. 
Remark 1.13. Of special interest will be Nak(H ∗) when H is unimodular. Let Λ be an
integral for H , λ a right integral for H ∗, and g the right modular element corresponding
to λ. Note that g−1 is the left modular element of H ∗, hence expressing (2) in terms of H ∗,
yields Φ(p) = s2(p ↼ g−1), for all p ∈ H ∗. Let u ∈ H be a generator of HH ∗ and let
x ∈ H ∗ satisfy u = Λ↼ x . By Theorem 1.9 applied to H ∗, the corresponding Nakayama
map T has the form
T (p) = x−1s2(p ↼ g−1)x (4)
for all p ∈ H ∗. Hence Ψ = T ∗ has the form Ψ (h) = g−1S2(x ⇀ h↼ x−1) for all h ∈H .
The following answers Question 1.5(2).
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NT ⇀p = OQT−1 .
In particular,
Z(H)⇀ p = OQ and NQ ⇀p = Coc
(
H ∗
)
.
Proof. Assume p ∈ OQ and let z ∈ OQT−1 . Since p is a generator for HH ∗, this implies
that there exist a ∈ H such that z = a ⇀ p. We wish to show that a ∈ NT , that is
ac = T (c)a for all c ∈ H . We show this by proving that 〈x, ac〉 = 〈x,T (c)a〉 for all
x ∈H ∗.
Let x ∈H ∗. Since p is a generator of HH ∗, it follows from Lemma 1.7(1) that p is also
a generator of H ∗H and hence there exist bx ∈ H so that x = p ↼ bx . Thus, for all c ∈H ,
〈x, ac〉 = 〈p,bxac〉
= 〈p,Q(c)bxa
〉
(since p ∈ OQ)
= 〈a ⇀ p,Q(c)bx
〉= 〈a ⇀p,QT −1(T (c))bx
〉
= 〈a ⇀ p,bxT (c)
〉
(since a ⇀ p ∈OQT −1)
= 〈p ↼ bx,T (c)a
〉= 〈x,T (c)a〉.
We have shown that OQT −1 ⊂ NT ⇀ p. The reverse inclusion follows from Proposi-
tion 1.2(2). 
Remark 1.15. Corollary 1.10 and Theorem 1.14 are true for any Frobenius algebra with Φ
being the Nakayama automorphism induced by the bilinear form on the algebra.
Considering Question 1.5(3), it turns out that not much can be said about NQ ↼OT in
general, but meaningful results are achieved when we consider Λ↼ OT , Λ a left integral
for H . Recall [13, p. 80] that for all h ∈ H ,
Λ↼ (λ↼h) = S−1h, (5)
where λ a right integral for H ∗ such that 〈λ,Λ〉 = 1. We use it to prove the following
proposition.
Proposition 1.16. Let Λ,λ be as above, α the left modular element corresponding
to Λ, and T ∈ Aut(H). Then Λ ↼ OT = NS−1T αˆ−1S−1 . Thus, if H is unimodular then
Λ↼OT = NS−1T S−1 (similarly, OT ⇀Λ = NST S ).
If T ∈ AutHopf(H), then
NT αˆS−2 ↼OT = NT αˆS−2 and OT ⇀NT αˆS2 = NT αˆS2 .
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for any automorphism Q. Moreover, one can check that S−1(NQ) = NS−1Q−1S , hence we
have that
Λ↼OQ−1Φ = Λ↼ (λ↼NQ) by (5)= S−1(NQ) = NS−1Q−1S.
Take now T = Q−1Φ , then Q−1 = TΦ−1. Since Φ = S2αˆ, it follows that
Λ↼OT = Λ↼OQ−1Φ = NS−1Q−1S = NS−1TΦ−1S = NS−1T αˆ−1S−1 .
To show the second part, observe that since T commutes with S, we have that Λ↼OT =
NT αˆS−2 . Since T is a coalgebra map, it follows that OT is a subalgebra of H ∗, hence
NT αˆS−2 ↼OT = (Λ↼OT )↼OT = Λ↼ (OT )2 = Λ↼OT = NT αˆS−2 . 
2. The case of (co)quasitriangular Hopf algebras
In this section we specialize to (co)quasitriangular and then to factorizable Hopf
algebras. First we show special properties of the sets CT . We then prove some facts about
the Drinfeld map f and the Drinfeld element u. We use these and results from the previous
section to construct a cocommutative element of special interest in the dual.
In [5] the subsets of H , Cs±2 , and Cid were explicitly described for H = Oq(GLn),
where q is not a root of unity. They turned out to be commutative subalgebras of H which
are also isomorphic (as vector spaces). In [4, p. 328] it was shown that if (H,R) is a
quasitriangular Hopf algebra then Oid and OS±2 are commutative subalgebras of H ∗ which
are isomorphic as vector spaces. In what follows we generalize these results.
Let (H, 〈|〉) be a coquasitriangular Hopf algebra (see [14] for definitions and properties).
It is known [19, 3.3.2] that s2 is an inner automorphism of H ∗ via the element u defined
by
〈u,a〉 =
∑
〈a2 | Sa1〉 (6)
for all a ∈H .
Proposition 2.1. Let (H, 〈|〉) be a coquasitriangular Hopf algebra and T ∈ End(H)
a coalgebra isomorphism such that 〈a | b〉 = 〈T (a) | T (b)〉 for all a, b ∈ H . Then the
elements of CT commute.
Dually, let (H,R) be a quasitriangular Hopf algebra and let T ∈ Aut(H) be such that
(T ⊗ T )(R) = R. Then the elements of OT commute.
Proof. Recall that coquasitriangularity implies that for all a, b ∈ H ,
∑
〈a1 | b1〉b2a2 =
∑
〈a2 | b2〉a1b1,
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ab =
∑
〈a1 | b1〉b2a2〈a3 | b3〉′, (7)
where 〈|〉′ is the inverse (under convolution) of the braiding. Let a, b ∈ CT , then ∑a1 ⊗
a2 =∑a2 ⊗ T (a1), hence ∑a1 ⊗ a2 ⊗ a3 =∑a2 ⊗ a3 ⊗ T (a1). Substituting the above
in (7), yields
ab =
∑
〈a2 | b2〉b3a3
〈
T (a1) | T (b1)
〉′ =
∑
〈a2 | b2〉b3a3〈a1 | b1〉′ = ba.
The last equality follows since
∑〈a1 | b1〉′〈a2 | b2〉 = 〈ε, a〉〈ε, b〉.
The quasitriangular case is proved as in [4, p. 328] with T replacing S2. 
Since S2n preserves the braiding by [14, Proposition 2.9], we have that:
Theorem 2.2. Let (H, 〈|〉) be a coquasitriangular Hopf algebra, then CS2m , m ∈ Z are
commutative algebras isomorphic as vector spaces via the action of powers of u, u as
in (6).
Proof. By Proposition 2.1, elements of CS2m commute. Clearly, each CS2m is an algebra,
and since s2 is inner via u, it follows by Proposition 1.3 that CS2n ∼= CS2m by x 	→
(un−m ⇀ x). 
Since Oq(GLn) is always a coquasitriangular Hopf algebra over C, we have the
following corollary.
Corollary 2.3. Let H = Oq(GLn). Then Coc(H) and the algebra of coinvariants of H
under the left adjoint coaction are commutative algebras isomorphic as vector spaces.
The above corollary for q not a root of unity was shown in [5].
From now on let (H,R) be a finite-dimensional quasitriangular Hopf algebra. Recall
that the maps fR :H ∗cop → H , defined by fR(p) = 〈p,R1〉R2 and fRτ :H ∗op 	→ H ,
defined by fRτ (p) = 〈p,R2〉R1 are Hopf algebras maps. The Drinfeld map f = fRτ ∗ fR
and its transpose f ∗ = fR ∗ fRτ , are defined explicitly by
f (p) =
∑〈
p,R2r1
〉
R1r2, f ∗(p) =
∑〈
p,R1r2
〉
R2r1
for p ∈ H ∗. H is factorizable if the map f is a monomorphism. It was proved in [17,
Proposition 3(c)] that every factorizable Hopf algebra is unimodular.
Proposition 2.4. Let f , f ∗ be the Drinfeld map and its transpose. Then
f ∗ = Sf s, f = Sf ∗s, and S2f = f s−2.
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Sf s(p) =
∑
S
(〈
s(p),R2r1
〉
R1r2
)=
∑〈
p,Sr1SR2
〉
Sr2SR1 =
∑〈
p, r1R2
〉
r2R1
= f ∗(p).
The second part is similar, while the third part follows directly from the two previous
parts. 
In what follows we list some properties of the Drinfeld map f .
Proposition 2.5. The Drinfeld map f satisfies the following:
(1) For x ∈ H ∗, ∆(f (x))=∑fRτ (x1)fR(x3) ⊗ f (x2).
(2) For x, y ∈H ∗, f (xy)=∑fRτ (y1)f (x)fR(y2).
(3) For x, y ∈H ∗, f (x)↼ y =∑f (fRτ (y2)⇀ x ↼ fR(y1)).
(4) If x, y ∈ OT and T ∈ Aut(H) such that (T ⊗ T )(R) = R, then f (x) ↼ y = f (x ↼
f (y)).
(5) a adl f (x) = f (x ad∗r a), (i.e.,
∑
a1f (x)Sa2 = ∑f (a2 ⇀ x ↼ Sa1)) ∀a ∈ H ,
x ∈H ∗.
(6) f = f ∗ on G(H ∗).
Proof. (1) Recall that fR is an anti-coalgebra map and fRτ is a coalgebra map. Let x ∈ H ∗,
then
∆(f (x)) =
∑
∆
(
fRτ (x1)fR(x2)
)
=
∑
fRτ (x1)fR(x4)⊗ fRτ (x2)fR(x3) (by properties of fRτ , fR)
=
∑
fRτ (x1)fR(x3)⊗ f (x2).
(2) Let x, y ∈H ∗, then
f (xy)=
∑
fRτ (x1y1)fR(x2y2)
=
∑
fRτ (y1)fRτ (x1)fR(x2)fR(y2) (since fRτ is an anti-algebra map)
=
∑
fRτ (y1)f (x)fR(y2).
(3) Let x, y ∈H ∗, then
f (x)↼ y =
∑〈
y,fRτ (x1)fR(x3)
〉
f (x2) (by part (1))
=
∑〈
y1, fRτ (x1)
〉〈
y2, fR(x3)
〉
f (x2)
=
∑〈
fR(y1), x1
〉〈
fRτ (y2), x3
〉
f (x2)
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∑
f
(
fRτ (y2)⇀ x ↼ fR(y1)
)
.
(4) Observe first that since (T ⊗ T )(R) = R, it follows that
fRτ
(
T ∗(x)
)=
∑〈
T ∗(x),R2
〉
R1 =
∑
T −1
(〈
x,T
(
R2
)〉
T
(
R1
))= T −1(fRτ (x)
)
. (8)
Now, if x, y ∈OT = CT ∗ , then
f (x)↼ y =
∑〈
fR(y1), x1
〉〈
fRτ (y2), x3
〉
f (x2) (by part (3))
=
∑〈
fR(y1), x2
〉〈
fRτ (y2), T
∗(x1)
〉
f (x3) (since x ∈ OT )
=
∑〈
fR(y1), x2
〉〈
T
(
fRτ (y2)
)
, x1
〉
f (x3)
=
∑〈
fR(y1), x2
〉〈
fRτ
(
T ∗−1(y2)
)
, x1
〉
f (x3) (by (8))
=
∑〈
fR(y2), x2
〉〈
fRτ (y1), x1
〉
f (x3) (since y ∈OT )
=
∑〈
f (y), x1
〉
f (x2)
= f (x ↼ f (y)).
(5) Let a ∈H , x ∈H ∗, then
a adl
(
f (x)
)=
∑〈
x,R2r1
〉
a1R
1r2S(a2)
=
∑〈
x,S(a1)a2R
2r1
〉
a3R
1r2S(a4)
=
∑〈
x,S(a1)R
2r1a2
〉
R1r2a3S(a4) (since RτR commutes with ∆)
=
∑〈
a2 ⇀x ↼S(a1),R
2r1
〉
R1r2
=
∑
f
(
a2 ⇀x ↼S(a1)
)
.
(6) Let σ ∈G(H ∗), then
f ∗(σ ) = Sf s(σ ) (by Proposition 2.4(1))
= Sf (σ−1)
= S(f (σ)−1) (since f is an algebra map on OS2)
= f (σ) (since f (σ) is a grouplike element). 
Recall [17] that if a ∈H is an invertible element that satisfies
∆(a) = (a ⊗ a)RτR, (9)
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f (p) = a−1(a ↼ (p ↼ a−1)) (10)
and
f ∗(p) = ((a−1 ⇀p)⇀a)a−1. (11)
Furthermore, (10) implies that (H,R) is factorizable iff any a ∈ H that satisfies (9) is a
generator of HH ∗ .
Let u = ∑(SR2)R1 be the Drinfeld element, then u−1 and Su−1 satisfy (9) by [4].
Moreover, uhu−1 = S2(h) for all h ∈ H , thus u ∈ NS2 , u−1 ∈ NS−2 and Su−1 ∈ NS2 .
Finally, if g is the right modular element of H ∗ then g = uSu−1.
Remark 2.6. By using results from the previous section, we can give an alternative proof
to the following facts due to of Drinfeld [4]:
f ∗(OS−2) ⊂ Z(H) and f (OS2) ⊂ Z(H).
Indeed, take a = u−1 in (11), and let p ∈ OS−2 . Since u ∈ NS2 , it follows from
Proposition 1.2(2) that u ⇀p ∈ OS−4 . Since u−1 ∈ NS−2 and H is unimodular, it follows
from Proposition 1.16 that (u ⇀ p) ⇀ u−1 ∈ NS−2 . Hence ((u ⇀ p) ⇀ u−1)u ∈ Nid
and thus f ∗(OS−2) ⊆ Nid = Z(H). Now, since f = Sf ∗s, we have that f (OS2) =
Sf ∗s(OS2) = Sf ∗(OS−2) = SNid = Z(H).
Assume now that H is a quasitriangular and unimodular Hopf algebra. Note that in this
situation Nak(H) = Inn(H) by Theorem 1.12. We define a new element in H ∗ of special
interest.
Theorem 2.7. Let (H,R) be a quasitriangular and unimodular Hopf algebra and let
u = ∑(SR2)R1. Let λ be a right integral for H ∗ and Λ be an integral for H so that
〈λ,Λ〉 = 1. Then the element
x = λ↼ Su−1
satisfies the following properties:
(1) x = Su−1 ⇀λ and this is a non-zero cocommutative element of H ∗.
(2) f (x)= 〈λ,Su−1〉Su = 〈x,1〉Su.
(3) s(x) = x .
(4) Λ↼x = u−1 and x ⇀Λ = Su−1.
(5) x ↼ u = u⇀ x = s(λ).
Proof. (1) Since H is unimodular, it follows that λ ∈ OS2 . Now, since Su−1 ∈ NS2 ,
it follows from Proposition 1.2(2) that λ ↼ Su−1 ∈ Oid, that is, x is a cocommutative
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S2(Su−1) = λ↼ Su−1.
(2) Note that the definition of x implies that 〈1, x〉 = 〈λ,Su−1〉. Since h↼ λ = 〈h,λ〉1
for all h ∈H , it follows from (10), with a = Su−1, that
f (x) = Su(Su−1 ↼ (λ↼ Su−1Su))= Su(Su−1 ↼λ)= 〈λ,Su−1〉Su
= 〈x,1〉Su. (12)
(3) Since uSu−1 = g and s(λ) = g ⇀ λ by [16, Proposition 3], we have that
s(x) = s(λ↼Su−1)=
∑〈
Su−1, λ1
〉
s(λ2) = u−1 ⇀s(λ) = u−1g ⇀ λ
= Su−1 ⇀λ= x.
(4) The first part follows from (5). The second part follows from an analogous formula.
(5) Note first that by the definition of x , x ↼ Su = λ. Since uSu−1 = g and since
λ↼ g = s(λ), it follows that x ↼ u = (x ↼ Su)↼ (Su−1)u = λ↼ g = s(λ). 
When H is also factorizable, more can be said. Note first that since Su−1 is a generator
and λ⇀ h = 〈λ,h〉1 for all h ∈H , it follows that 〈λ,Su−1〉 = 0.
Theorem 2.8. Let (H,R) be a factorizable Hopf algebra, let λ,Λ,u, and x be as in
Theorem 2.7. Then
(1) f (λ) = βΛ, 0 = β ∈ k [8].
(2) x is invertible.
(3) Su↼ x = x ⇀ u = βΛ.
(4) λ↼u = u⇀ λ = βx−1.
(5) β = 〈λ,u〉〈λ,Su−1〉.
Proof. (2) Since (H,R) is factorizable, Su−1 is a generator of HH ∗ . Now, since x ⇀Λ =
Su−1 and Λ is another generator of HH ∗ , it follows that x is invertible.
(3) By Theorem 2.7, we have that x ∈Oid and f (x)= 〈λ,Su−1〉Su. Hence
Su↼ x = 〈λ,Su−1〉−1f (x)↼ x
= 〈λ,Su−1〉−1f (x ↼ f (x)) (by Proposition 2.5(4) with y = x)
= f (x ↼ Su)
= f (λ) = βΛ.
Now, one can check that s(x) = x implies that Su ↼ x = S(x ⇀ u) and so βΛ =
S(x ⇀ u). Since H is unimodular, we have by [16] that SΛ = Λ and thus x ⇀ u = βΛ.
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that Λ↼ (λ↼ u) = Su. Since Λ is a generator of HH ∗ , we have that λ↼ u = βx−1. The
fact that λ↼ u = u⇀ λ follows since S2u = u and λ ∈ OS2 .
(5) Since 〈x,1〉 = 〈λ,Su−1〉, it follows from part (4) that
〈λ,u〉 = 〈λ↼ u,1〉 = 〈βx−1,1〉= β〈λ,Su−1〉−1,
which proves the claim. 
For σ ∈G(H) we write xσ = x ↼ σ .
Proposition 2.9. Let (H,R) be a factorizable Hopf algebra, λ,Λ,β as in Theorem 2.8,
then for any grouplike element σ ∈G(H),
(1) f (xσ ) = 〈λ, (Su−1)σ 〉σ−1Su = 〈x,1〉σ−1Su.
(2) Let g ∈ G(H) be the right modular element of H ∗. Then the element x ′ = xg−1
satisfies x ′ = λ ↼ u−1, f (x ′) = 〈λ,u−1〉u, Λ ↼ x ′ = Su−1, x ′ ↼ Su = s(λ), and
u↼ x ′ = βΛ.
(3) u is a generator of HH ∗ and xσ is a generator of H ∗H for all σ ∈G(H). The Nakayama
map T induced by xσ is given by T (h) = σ−1hσ .
Proof. (1) Note first that since x is cocommutative, we have that σ ⇀ x = x ↼ σ . Since
S2(σ ) = σ , we also have that Su and σ commute. Now, σSu−1 satisfies (9), thus we
can apply (12) with σSu−1 replacing Su−1 and xσ replacing x . Since λ ↼ σSu−1 =
x ↼ σ = xσ , the result follows.
(2) The first two equalities follow since g = uSu−1. The other statements are proved
like Theorem 2.8 with u−1 replacing Su−1.
(3) Since u↼ x ′ = βΛ and x ′ = x ↼ g−1 is invertible as x is invertible, it follows from
Lemma 1.7 that u = βΛ↼ x ′−1 is a generator. Similarly, since x = λ↼ Su−1, it follows
that x and hence xσ are all generators.
Since xσ = λ ↼ Su−1σ and H is unimodular, it follows from Theorem 1.9 that T is
given by T (h) = (Su)σ−1S2(h)σSu−1 = σ−1hσ since S−2 is inner via Su. 
We wish now to relate the elements u and x in terms of the first part of this paper.
Let (H,R) be a factorizable Hopf algebra. Since u−1 is a generator of H and since
Λ ↼ x = u−1 by Theorem 2.7(4), we have by (4) that the Nakayama automorphism
T ∈ Aut(H ∗) induced by u−1 is T (p) = x−1s2(p ↼ g−1)x and u−1 ∈ OT . Set Ψ = T ∗,
then we have the following theorem.
Theorem 2.10. Let (H,R) be a factorizable Hopf algebra and u =∑(SR2)R1. Then
∆
(
u−1
)=
∑
u−1R2r1 ⊗ u−1R1r2 =
∑
u−1R1r2 ⊗Ψ (u−1R2r1),
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Ψ (h) = g−1S2(x ⇀h↼ x−1)= u−1(ff ∗−1(uh)).
Proof. Let R = ∑R1 ⊗ R2, then ∆(u−1) = (u−1 ⊗ u−1)RτR and the first equation
follows since u−1 ∈OT = CΨ . Hence,
∑
R2r1 ⊗ u−1R1r2 =
∑
R1r2 ⊗Ψ (u−1R2r1).
If we apply p ⊗ id, p ∈H ∗ to both sides, we find that
u−1f (p) = Ψ (u−1f ∗(p)).
Letting h = u−1f ∗(p) then p = f ∗−1(uh) and Ψ (h) = u−1(ff ∗−1(uh)) for all h ∈ H . 
Corollary 2.11. Let (H,R) be a factorizable Hopf algebra then
RτR = (id ⊗ ff ∗−1)RRτ .
Proof. By Theorem 2.10,
(
u−1 ⊗ u−1)RτR = u−1R1r2 ⊗Ψ (u−1R2r1)= u−1R1r2 ⊗ u−1(ff ∗−1(R2r1))
= (u−1 ⊗ u−1)(id ⊗ ff ∗−1)RRτ
and then result follows. 
Of special interest is the following basic example for which we compute x , x−1 of
Theorem 2.8 and Ψ of Theorem 2.10.
Example 2.12. Let H be a finite-dimensional Hopf algebra and with an antipode S and
s = S∗. Let D(H) = H ∗cop  H be the Drinfeld double of H . Then
x =
∑
hi ⊗ s−1
(
hi
)
, x−1 =
∑
hi ⊗ hi ∈
(
D(H)
)∗ = H op ⊗H ∗,
where {hi, hi} are dual bases of H and H ∗, respectively. Note that since 〈x, ε  1〉 = 1 it
follows by Proposition 2.9 that f (xσ ) = σ−1Su for each σ ∈G(H),
f (a ⊗ p) = (ε  a)(p  1)= x ⇀ (p  a)↼ x−1,
f ∗−1(p  a)= x(a ⊗ p)x−1, and Ψ (p  a) = Su(ε  a)(p  1)u−1
for all p ∈ H ∗, a ∈H .
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R =
∑
(ε  hi)⊗
(
hi  1)
makes (D(H),R) into a factorizable Hopf algebra and that
u =
∑(
SD(H)R
2)R1 =
∑
s−1hi  hi .
Since for p  a ∈ D(H), SD(H)(p  a) = (ε  S(a))(s−1(p)  1) it follows that
SD(H)(u) =
∑
R1
(
SD(H)R
2)=
∑
(ε  hi)
(
s−1hi  1). (13)
The Drinfeld map f is given by
f (a ⊗ p) = (ε  a)(p  1). (14)
For completeness we show the last statement: it is known that as an algebra D(H)∗ =
H op ⊗H ∗, the usual tensor product of algebras, while ∆(a ⊗ p) is given by
∆(a ⊗ p) =
∑(
a1 ⊗ hip1hj
)⊗ ((S−1hj
)
a2hi ⊗ p2
)
for a ∈H , p ∈H ∗. Hence the maps fR,fRτ :D(H)∗ →D(H) are given by
fR(a ⊗ p) =
∑
〈a ⊗ p,ε ⊗ hi〉
(
hi  1)= 〈ε, a〉p  1,
fRτ (a ⊗ p) =
∑〈
a ⊗ p,hi ⊗ 1〉(ε  hi) = 〈p,1〉ε  a.
Thus for y = a ⊗ p ∈D(H)∗ we have:
∑
fRτ (y1)⊗ fR(y2) =
∑
fRτ
(
a1 ⊗ hip1hj
)⊗ fR
((
S−1hj
)
a2hi ⊗ p2
)
=
∑〈
ε,
(
S−1hj
)
a2hi
〉〈
hip1h
j ,1
〉
p2  a1 = (ε  a)⊗ (p  1).
Consequently f = fRτ ∗ fR is given by (14).
By (13) and (14), the element
x =
∑
hi ⊗ s−1
(
hi
)
satisfies f (x) = SD(H)(u), hence x is the required element of Theorem 2.8. Observe that
x and x−1 =∑hi ⊗ hi can be characterized by
〈x,p  a〉 = 〈p,S−1a〉 and 〈x−1,p  a〉= 〈p,a〉 (15)
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Proposition 2.4 to show that
f ∗−1(p  a)= x(a ⊗ p)x−1. (16)
First we claim that
f (a ⊗ p) = x ⇀ (p  a)↼ x−1. (17)
Indeed,
x ⇀ (p  a)↼ x−1 =
∑
〈x,p1  a3〉
〈
x−1,p3  a1
〉
p2  a2
=
∑〈
p1, S
−1a3
〉〈p3, a1〉p2  a2
(
by (15))
=
∑
p2 
(
s−1(p1)⇀ a ↼p3
)
= (ε  a)(p  1) (by the definition of the product in D(H))
= f (a ⊗ p) (by (14)).
Note that if we identify τ (R∗) appearing in [18] with our x−1, we have that
s(D(H))∗(a ⊗ p) = x
(
S−1a ⊗ s(p))x−1. (18)
We use this to show the desired formula for f ∗−1 :
f ∗
(
x(a ⊗ p)x−1)= SD(H)f s(D(H))∗
(
x(a ⊗ p)x−1) (by Proposition 2.4)
= SD(H)f
(
x−1s(D(H))∗(a ⊗ p)x
) (
since s(x) = x)
= SD(H)f
(
S−1a ⊗ s(p)) (by (18))
= SD(H)
((
ε  S−1a)(s(p)  1)) (by (14))
= p  a.
This concludes the proof of (16).
Now, by Theorem 2.10, Ψ is given by Ψ (p  a) = g−1S2(x ⇀ (p  a)↼ x−1) which
equals by (17) to g−1S2((ε  a)(p  1)) = g−1u(ε  a)(p  1)u−1 (since S2 is inner
via u). But g−1u = Su, which proves our formula for Ψ .
In fact, the above example combined with Theorem 2.7 implies the known result of
Radford:
Corollary 2.13. H and H ∗ are semisimple iff Tr(S−2) = 0.
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x = Su−1 ⇀(Λ⊗ λ), hence Su⇀ x = Λ ⊗ λ, and so
〈ε,Λ〉〈λ,1〉 = 〈Λ⊗ λ,1D(H)〉 = 〈Su⇀ x,1D(H)〉 = 〈x,Su〉 =
〈
s(x), u
〉= 〈x,u〉.
The last equation follows since s(x) = x . But
〈x,u〉 =
∑
i,j
〈
s−1hj ,hi
〉〈
s−1hi, hj
〉=
∑
i,j
〈
s−1hj ,hi
〉〈
hi, S−1hj
〉
=
∑
j
〈
s−1hj , S−1hj
〉=
∑
j
〈
hj , S−2hj
〉= Tr(S−2). 
The element x enters into other considerations as well. Etingof and Gelaki have defined
the exponent and quasi-exponent of a Hopf algebra over C [6,7]. It was proved that if
H is semisimple then the exponent of H , exp(H) is finite and it equals the order of the
Drinfeld element uD(H) of D(H). In this case the definition of the exponent in [6] coincide
with Kashina in [10]. For non-semisimple finite-dimensional Hopf algebras the exponent
is usually infinite. However, it was proved in [7] that n, the order of unipotency of uD(H),
is always finite and that σn = 1 for all σ ∈ G(H). This order of unipotency of uD(H) was
termed the quasi-exponent of H , and denoted by qexp(H); it reduces to exp(H) when H
is semisimple.
The element x−1 of Example 2.12 appears in [11] for semisimple Hopf algebras H . In
this case the order of x equals the exponent of H . We show that x is related in a more
general setting to the quasi-exponent.
Recall that for factorizable Hopf algebras the map δR :D(H) → H defined by
δR(p  a)= fR(p)a is a surjective morphism of quasitriangular Hopf algebras [3]. Hence
δR(uD(H)) = uH . Thus uH is unipotent with order of unipotency qexp(H). We show:
Proposition 2.14. Let (H,R) be a factorizable Hopf algebra over C and assume S2 is
inner via a grouplike element σ ∈ G(H) (e.g., if H is also ribbon). Then x as defined in
Theorem 2.7, is unipotent of order  qexp(H).
Proof. Assume qexp(H) = n. Since σn = 1, (Sun − 1)k = 0 and σ and Su commute,
we conclude that ((σ−1Su)n − 1)k = 0. Since σ ∈ NS2 and x ∈ Oid, it follows from
Proposition 1.2 that xσ = x ↼ σ ∈ OS2 . By Proposition 2.9(1), f (xσ ) = σ−1Su. But
f |O
S2
is an algebra isomorphism hence xσ and σ−1Su have the same order of unipotency.
Thus xσ and hence x have order of unipotency n. 
Corollary 2.15. Let H be a finite-dimensional Hopf algebra such that D(H) is ribbon
(see [12] for necessary and sufficient conditions). Then the element x of Example 2.12 has
order of unipotency equal to the quasi-exponent of H .
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