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Seznam uporabljenih simbolov in kratic 
Veličina / oznaka Enota 
Ime Simbol Ime Simbol 
čas t sekunda s 
napetost u volt V 
električni tok i amper A 
delovna moč P vat  W 
frekvenca f Hertz Hz 
Kapaciteta podatkov C Zlog (byte) B 
Navidezna moč S  VA 
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Kratica Pomen Pomen v izvirniku 
UPS Brezprekinitveno napajanje Uninterruptible power supply 
USI Univerzitetna služba za informatiko  
UL Univerza v Ljubljani  
CRC Ciklično preverjanje redundance Cyclic Redundancy Check  
SNMP Preprost protokol za upravljanje omrežij Simple Network Management 
Protocol 
PF Faktor delavnosti Power Factor 
PDU Protokolna podatkovna enota Protocol Data Unit 
PLC Programabilni logični krmilnik Programmable Logic 
Controller 
ADU Aplikacijska podatkovna enota Application Data Unit 





V delu je na primeru okolja Univerzitetne službe za informatiko Univerze v 
Ljubljani opisano spremljanje in beleženje porabe električne energije in hlajenja s 
klimatsko napravo sistemskega prostora. Storitve informacijske in komunikacijske 
tehnologije univerzitetne službe za informatiko, ki jih ta nudi rektoratu in članicam 
univerze ter so od njih odvisne državne ustanove, na primer Ministrstvo za 
izobraževanje, znanost in šport, so bistveno odvisne od zanesljivega napajanja IKT 
(Informacijsko komunikacija tehnologija) opreme v sistemskem prostoru. Spremljanje 
zagotavljanja električne energije lahko napove morebitne zaplete, ki bi se lahko zgodili 
v prihodnosti, če se ne ukrepa pravočasno. Zato je pravilno delovanje aplikacij 
bistveno odvisno od kakovosti dobave električne energije.  
 
Kakovost dobave električne energije ter druge pomembne in pomožne parametre 
spremljano z nadzornim sistemom PRTG (Paessler Router Traffic Grapher), ki za 
celovit vpogled v delovanje spremlja in shranjuje meritve vrednosti več tisoč 
senzorjev.  
Podrobneje opisujem tiste, ki so povezani s spremljanjem električne energije in 
hlajenja sistemskega prostora. Pri tem so vključeni posebni merilniki in povezave med 
njimi. V pojasnilo njihovega delovanja, podrobneje opišem mehanizme in izvedbo 
protokola Modbus s komunikacijo po standardu RS–485, protokola SNMP (Simple 
Network Management Protocol) in sistema za nadzor omrežij PRTG, s katerim se 
izvaja tudi nadzor delovanja ostalih informacijskih sistemov in komunikacijskega 
omrežja.  
Podrobneje opišem zbrane meritve, ki se nanašajo zlasti na porabljeno električno 
moč in stabilno ter neprekinjeno električno napetost, način zbiranja podatkov, ter 
komentiram njihovo kakovost in pomen.  
Spremljanje delovanja IKT sistemov prek več let kaže, da je mogoče zbranim 
podatkom zaupati ter da dobro spremljajo trenutne vrednosti in omogočajo takojšnje 
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opozorilo v primeru težav, podpirajo napovedovanje dolgoročnih trendov in prikažejo 
dnevna, tedenska in sezonska nihanja.  
Izmerjeni rezultati kažejo, da je na tej podlagi mogoče odkrivati in podrobneje 
preučevati posebnosti, na primer optimizirati porabo ali preprečevati neželene 
dogodke.  
 
Ključne besede: Modbus, SNMP, RS–485, PRTG, sistemski prostor, hlajenje, 





In the thesis, the monitoring and the recording of the consumption of electricity 
and cooling with the air-conditioning system of the server room of the IT department 
of the University of Ljubljana is described. Information and communication 
technology services provided by the University IT (Information Technology) 
department to the rectorate, university faculties and on these services relying state 
institutions, such as the Ministry of Education, Science and Sport, are essentially 
dependent on the reliable electrical supply of ICT (Information and communications 
technology) equipment in the system room. With the monitoring of the provision of 
electrical energy, we can predict possible complications that could occur in the future, 
if we would not take action at appropriate time. Therefore, the quality of the electrical 
energy supply is essential for the proper operation of the ICT applications. 
 
The stability of electric supply and other important and auxiliary parameters are 
monitored by the PRTG (Paessler Router Traffic Grapher) monitoring system, which 
collects and stores the measurements values of thousands of sensors for full insight 
into the operation. 
Thesis presents detailed description of the electricity supply monitoring system. 
This includes measuring equipment and connections between them. It contains 
detailed description of the mechanisms and implementation of the Modbus protocol 
with RS-485 communication, the SNMP (Simple Network Management Protocol) 
protocol and the PRTG network monitoring system, which is also used for monitoring 
of other elements of information systems and the communication network at 
University of Ljubljana. 
Thesis also describes methods and importance of data collection and collected 
measurements of electrical quantities and other parameters, that are critical to ensure 




Monitoring of the operation of ICT systems over several years indicates that the 
data collected can be trusted and that current measured values are accurate. This  
provides immediate warning in the event of problems and the ability to predict long-
term trends and to show daily, weekly and seasonal fluctuations. 
The measured results show that it is possible to discover and study more specific 
features, such as consumption optimization or adverse events prevention. 
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1  Uvod 
V sodobnih poslovnih okoljih s strežniško in telekomunikacijsko infrastrukturo 
se soočamo s problemom napajanja in ohlajanja sistemskega prostora. Pomembno je, 
da enakomerno obremenimo vse električne faze in da zagotovimo rezervno 
(redundantno) napajanje v primeru izpada električnega omrežja. Vse to je smiselno 
spremljati, da lahko vidimo, kaj se je dogajalo v preteklosti in kaj se dogaja trenutno, 
ter poskušamo predvideti, kaj se lahko zgodi v prihodnje. Z meritvami moči tudi 
ugotovimo, koliko toplote je potrebno odvajati, saj se sčasoma vsa električna energija 
v sistemskem prostoru pretvori v toplotno energijo. To nam pomaga pri načrtovanju 
in dimenzioniranju hlajenja prostora. 
 
Na Rektoratu Univerze v Ljubljani, kjer sem opravljal praktično izobraževanje, 
je v sistemskem prostoru vrsta infrastrukturnih sistemov, ki so pomembni za 
zagotavljanje informacijsko-komunikacijskih storitev celotni Univerzi v Ljubljani. 
Med drugim je v tem prostoru tudi vozlišče omrežja  Metulj (Mreža telekomunikacij 
Univerze v Ljubljani), ki fizično povezuje vse članice (fakultete in akademije) 
Univerze v Ljubljani. 
 
Drugi pomembni sistemi so tudi poštni strežnik Exchange, hramba podatkov na 
mrežno povezanih diskih in varnostno kopiranje ter zagotavljanje poslovnih, 
kadrovskih in študijskih informacijskih sistemov, od katerih je odvisnih približno 
40.000 študentov in 5.500 zaposlenih na Univerzi v Ljubljani. 
 
V tem diplomskem delu bom predstavil, kako vse te ključne dejavnike 
spremljamo in beležimo na časovni osi za potrebe analize dogodkov v preteklosti, za 
hitro ukrepanje v primeru napak in za pomoč pri dimenzioniranju hlajenja in napajanja 




2  Oris oskrbe sistemskega prostora z električno energijo 
Sistemski prostor UL je z električno energijo oskrbovan po treh vejah, ki sem jih 
na sliki 2.1 označil z A, B in C. V osnovi gre za vejo A, ki je napajana direktno iz 
distribucijskega električnega omrežja in za vejo B, ki vsebuje tudi UPS (ang. 
Uninterruptible power supply) kot nadomestni (redundantni) element, ki ob izpadu 
prevzame breme do zagona agregatov. Večina strežniške in komunikacijske opreme 
ima 2 napajalnika in zato je tudi napajanje urejeno iz obeh vej, saj si s tem zagotovimo 
rezervno napajanje ob morebitni okvari enega izmed napajalnikov. Napajalni krmilnik 
v strežniku ali drugi napajani napravi poskrbi, da sta oba napajalnika v režimu 
normalnega delovanja približno enako obremenjena in v primeru okvare enega, drugi 
prevzame celotno breme. Nekatera oprema dveh napajalnikov nima, zato so te naprave 
napajane direktno iz veje B, v kateri je poskrbljeno za rezervno napajanje z UPS. V 
primeru resne napake UPS, ki povzroči prekinitev napajanja, je ta oprema brez 
napajanja.  
Agregat je priklopljen na obe veji, zato v času med izpadom distribucijskega 
omrežja veja A ostaja nenapajana samo do zagona agregata. Merjenje električnih 
veličin se izvaja na vejah A in B v razdelilni omarici sistemskega prostora. 
Po ločeni tretji veji C je poskrbljeno za napajanje klimatskega sistema, ki je 
rezervno (redundantno) povezan samo na agregat, saj bi za UPS predstavljalo 
napajanje klime  neracionalno veliko breme. 
Princip priklopa porabnikov na električno omrežje v sistemskem prostoru je prikazan 
na sliki 2.1. 
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Slika 2.1:  Princip priklopa porabnikov na električno omrežje 
2.1  Režimi napajanja sistemskega prostora 
Napajanje poteka v naslednjih režimih: 
 
1. Nemotena oskrba z električno energijo iz distribucijskega 
električnega omrežja – veji A in C sta napajani direktno iz omrežja, 
veja B še preko UPS. 
2.1  Režimi napajanja sistemskega prostora 17 
 
2.  Izpad električne napetosti na električnem omrežju – sistemski 
prostor se napaja samo preko veje B iz UPS, klimatska naprava v tem 
režimu ne deluje, pri napravah z dvema napajalnikoma prevzame 
napajalnik, povezan na vejo B, celotno breme,  prične se protokol za 
zagon agregata, krmilni sistem agregata izpad zazna in v stanju polnega 
in sinhroniziranega delovanja agregata preklopi kontaktor tako, da 
agregat prevzame vlogo električnega omrežja. UPS zagotavlja napajanje 
omejen čas, ki je bistveno odvisen od skupne moči vseh porabnikov.  
Čas delovanja UPS v tem režimu je ocenjen na 10-15 minut. Agregat je 
usposobljen za polno delovanje v ocenjenem času 20-40 s. 
 
3. Vklopljen agregat, vendar so hidroforji izklopljeni – agregat 
prevzame vlogo distribucijskega električnega omrežja, napajanje 
sistemskega prostora poteka preko vseh treh vej, kot pred izpadom, razen 
če se vklopijo hidroforji. Ko se električna napetost na distribucijskem 
omrežju vrne, krmilni sistem preklopi kontaktorje v režim za napajanje 
iz električnega omrežja. Agregat zagotavlja trajno napajanje pri 
zagotovljeni zalogi goriva. 
 
 
4. Vklopljen agregat in hidroforji - v tem režimu je zagotovljeno 
napajanje samo hidroforjev, vsi ostali odjemalci vključno s porabniki v 
sistemskem prostoru so izklopljeni. Ta skrajni režim se aktivira v 







3  Merjenje električnih veličin 
3.1  Merilna oprema 
3.1.1  Merilni instrument Socomec Countis E53  
Merjenje električnih veličin v razdelilni omarici v sistemskem prostoru USI 
poteka preko dveh ločenih kanalov, ki pripadata ločenim napajalnim vejam. Merilni 
instrumenti Countis E53 proizvajalca Socomec so nameščeni na vratih razdelilne 
omarice, v vsakega od instrumentov pa so z namenom merjenja električne napetosti in 
faze pripeljani vsi trije fazni vodniki in ničelni vodnik. Merjenje električnega toka je 
izvedeno preko tokovnih transformatorjev za merjenje  Circutor TC5-75-5A, ki so 
objeti okoli posamezne električne faze in v razmerju 15:1 zmanjšajo tok, ki teče skozi 
merilnik, na njegovo merilno območje, da previsok tok merilnika ne poškoduje. (slika 
3.1 in 3.3)    
 
Slika 3.1:  Princip merjenja električnih faz z merilnikom Countis E53 [12] 




Slika 3.2:  Trifazni merilnik Socomec Countis 
E53 – pogled iz sprednje strani [12] 
 
Slika 3.3:  Shema merilnika Socomec Countis 
E53 s priključki – pogled iz zadnje strani   
[12]
 
Merilnik Countis E53 meri hkrati na vseh treh električnih fazah trenutne 
vrednosti naslednjih veličin: 
 Električni tok (I1, I2, I3), 
 Električna fazna in medfazna napetost (U1, U2, U3, U12, U13, U23), 
 Električna moč: 
o Efektivna moč P [kW], 
o Jalova moč Q [var], 
o Navidezna moč S [VA], 
 Faktor delavnosti izmeničnega toka – PF oz. cos φ 
 
Električni tok opravlja koristno delo, če je omogočena pretvorba električne 
energije v oblike, v katerih lahko odteka iz električnega kroga, kar meri faktor 
delavnosti izmeničnega toka PF.   
Zgoraj navedene veličine meri Countis E53 realno časovno, hkrati pa tudi izvaja 
integracijo po času naslednjih veličin: 
 
 Električna energija 
o Efektivna energija 
o Jalova energija 
o Navidezna energija 
 Povprečna Pavg in maksimalna moč Pmax 
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Vse navedene veličine tudi prikazuje na osvetljenem zaslonu (slika 3.2). Pogled 
si lahko nastavimo sami. Ključna prednost tega merilnega instrumenta pa je 
povezljivost s protokolom Modbus, kar je izvedeno s standardizirano serijsko 
komunikacijo RS-485 na strežnik za avtomatizacijo Loytec Linx-102. 
3.1.2  Strežnik za avtomatizacijo Loytec Linx-102 
Loytec Linx-102 je strežnik za avtomatizacijo z zunanjim vmesnikom Ethernet 
za povezovanje po protokolu IP (Internetni Protokol) in vmesnikom RS-485 za 
notranje povezovanje po protokolu Modbus. Loytec Linx-102 omogoča tudi beleženje 
po protokolu Modbus prejetih podatkov, ki so na voljo za pregledovanje preko spletne 
strani, ki je dostopna preko protokola HTTPS. Dva vmesnika Ethernet in vgrajeno 
omrežno stikalo omogočata veriženje več enot po topologiji marjetičnega 
povezovanja, kar prihrani stroške omrežne infrastrukture. Na strežnik Linx-102 se za 
samodejno pridobivanje podatkov povezujemo po protokolu SNMP (ang. Simple 
Network Management Protocol), kar je v nadaljevanju podrobneje opisano. 
 
Slika 3.4:  S tokovnimi merilnimi transformatorji v razmerju 15:1 objete električne faze, 60 W 
napajalnik, strežnik SNMP Linx-102, in priključek Ethernet v razdelilni električni omarici 
sistemskega prostora 
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3.1.3  Povezava merilnega instrumenta in agenta SNMP 
Agent za Linx-102 po protokolu SNMP in merilnik električnih veličin Countis 
E53 sta napajana preko 12 V enosmernega napajalnika z močjo 60 W. Linx-102 in 
Countis E53 se povezujeta po protokolu Modbus preko vmesnika RS-485 (slika 3.5). 
Povezava je izvedena z dvema žicama, saj gre za diferencialno določene logične 
nivoje, ki ne potrebujejo skupnega potenciala 0 V, kar v nadaljevanju podrobneje 
opišem. Gre za povezavo po topologiji skupnega vodila, kjer so naprave nanizane ena 
za drugo na isti potencial, komunikacija pa poteka izmenično enosmerno (ang. half 
duplex) (slika 3.6). 
Linx-102 se naprej preko omrežnega stikala povezuje na  upravljavec SNMP. 
 
Slika 3.5:  Princip povezave merilnih instrumentov, agenta SNMP in napajalnika v razdelilni omarici 
3.2  Protokol Modbus 
Modbus je protokol za serijsko komunikacijo, razvit leta 1979 v podjetju 
Modicon (sedaj  Schneider Electric) za namen uporabe povezovanja njihovih 
programabilnih logičnih krmilnikov. Zaradi preprostosti in robustnosti se je uveljavil 
kot industrijski standard in je sedaj široko uporabljen v industrijski elektroniki in 
avtomatiki. Od leta 2004 je Modbus tudi odprtokoden protokol brez zaprtih patentnih 
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pravic. Najpogosteje se ga uporablja za komunikacijo med merilno opremo in 
krmilnikom [11]. 
Deluje po principu strežnik/odjemalec oziroma master/slave (nadrejena in 
podrejena naprava), odvisno od uporabljene tehnologije prenosa. Če je uporabljena 
komunikacija z vmesnikom Ethernet, potem gre za model strežnik/odjemalec, v 
primeru povezave s serijskim vodilom pa gre za model nadrejene in podrejene naprave. 
V obeh primerih je vedno v konfiguraciji samo en strežnik (nadrejena naprava) in 
opcijsko več odjemalcev (podrejenih naprav). 
Vsaka od teh naprav ima določen naslov, ki služi za prepoznavo pošiljatelja in 
naslovnika. Krmilni sistem v nadrejeni vlogi podatke pridobiva po postopku zahtevkov 
(ang. request), naprave s podrejeno vlogo pa morajo prepoznati njim namenjeno 
zahtevo in nanjo odgovoriti s sporočilom v standardno določenem formatu. Vsaka 
nadrejena naprava ima lahko maksimalno 247 podrejenih naprav, kar pomeni tudi 247 
enoličnih naslovov (1-247). Za razpršeno pošiljanje zahtevka (ang. broadcast) vsem 
podrejenim napravam pa se uporablja naslov 0 [11]. 
 
Slika 3.6:  Izmenjava podatkovnih sporočil med nadrejeno napravo in podrejenimi napravami 
Modbus je v protokolni sklad umeščen na aplikacijski sloj neodvisno od 
uporabljenega komunikacijskega vodila (slika 3.7). 
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Slika 3.7:  Umestitev protokola Modbus na protokolni sklad, povzeto po [1] 
 
Najpogosteje uporabljena režima komunikacije v protokolu Modbus sta Modbus 
RTU in Modbus TCP/IP. V različici protokola Modbus RTU gre za serijsko 
komunikacijo po standardu RS-232 ali RS-485, ki je uporabljen na obravnavanem 
primeru in ga bom v nadaljevanju podrobneje pojasnil. 
 
3.2.1  Zgradba podatkovnega sporočila Modbus 
Protokol Modbus generira preprosto protokolno podatkovno enoto (PDU – ang. 
Protocol Data Unit), ki je neodvisna od nižje ležečih slojev v protokolnem skladu in je 
shranjena kot paket v aplikacijsko podatkovno enoto (ADU – ang. Aplication Data 
Unit), ki poleg funkcijskega in podatkovnega dela vsebuje še naslov in kodo za 
detekcijo napak.  
 
Zahteva (ang. Request) je sestavljena iz: 
 ID podrejene naprave (ang. Slave ID) – naslov naslovljene podrejene 
naprave, 
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 Funkcijski del (ang. function code), 
 Podatkovni del (ang. data), 
 Koda za detekcijo napak. 
 
Odgovor (ang. Response) pa iz: 
 ID podrejene naprave (ang. Slave ID) – naslov je enak kot v zahtevi, 
podrejena naprava z njim sporoča nadrejeni napravi svoj naslov, 
 Funkcijski del, 
 Podatkovni del, 
 Koda za detekcijo napak. 
 
Funkcijski del je koda s katero določimo kakšna operacija se naj se s sprejemom 
podatkovne enote izvrši. V zahtevi s funkcijsko kodo najpogosteje določamo ali gre 
za branje ali pisanje in naprej ali se ta akcija izvršuje nad podatkovnim bitom (t.i. Coil) 
ali nad 16-bitnim podatkovnim registrom. Funkcijska koda se v PDU zapiše kot 
pozitivno celo število, vsaka naprava podpira določeno število različnih funkcijskih 
kod, vseh kombinacij je pa lahko 255. 
 
Podatkovni del je namenjen prenosu podatkov in je dolgo zaporedje  osmih 
bitov. Vsebuje podatke, ki so potrebni za dopolnitev funkcijske kode. Poleg koristne 
vsebine vsebuje informacije o naslovih registrov in diskretnih polj, kjer se akcija vrši, 
število zlogov koristne vsebine in število elementov obdelave. V določenih primerih 
podatkovnega dela ni, če ta ni potreben in za izvršitev akcije zadostuje samo funkcijska 
koda. 
 
Velikost Modbus PDU-ja je z dedovanjem omejitve iz prve izvedbe protokola 
Modbus na serijskem vodilu (standard RS-485) omejena na maksimalno 256 oktetov. 
 
3.2.2  Modbus RTU in Standard RS-485 
Modbus RTU (ang. Remote Terminal Unit) je najpogostejša izvedba 
komunikacije po protokolu Modbus. Režim komunikacije je serijski prenos po 
standardu RS-485.  
 
Vsako sporočilo je sestavljeno iz: 
 začetna prekinitev linije (ang. Start), dolg vsaj 3,5 okteta (t.j. 28 bitov), 
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 naslovni del (ang. Address) – 8-bitni podatek z naslovom podrejene 
naprave, 
 funkcijski del (ang. Function) – 8 bitni podatek s funkcijsko kodo, 
 podatkovni del (ang. Data) – del namenjen prenosu podatkov, dolg 
večkratnik 8 bitov, 
 16-bitna koda za detekcijo napak (CRC), 
 končna prekinitev linije (ang. Stop), dolg vsaj 3,5 okteta (t.j. 28 bitov). 
 
Slika 3.8:  Zgradba sporočila Modbus RTU s penosom po serijskem vodilu RS-485, povzeto po [2] 
Standard RS–485 definira samo fizični sloj protokolnega sklada, višje ležečih 
protokolov ne specificira.  
   
Prenos signalov po standardu RS-485 je izveden z diferencialno definiranimi 
logičnimi nivoji brez skupnega referenčne potenciala 0 V (GND). Na oddajni strani je 
logična »1« poslana kot +𝑉𝑠, logična »0« pa kot −𝑉𝑠.  Logični nivoji se določajo kot 
razlika med dvema signaloma (A in B), ki sta si komplementarna oz. invertirana. Ta 
signala sta poslana istočasno po dveh ločenih prenosnih poteh (običajno po žicah ali 
po tiskanem vezju). Pri pošiljanju se po eni prenosni poti signal pošlje nespremenjen  
(𝑉𝐴 = 𝑉𝑆) in po drugi poti invertirani signal (𝑉𝐵 = −𝑉𝑠). Pri sprejemu se signala na 
odštevalniku odštejeta in je v primeru logičnega nivoja »1« amplituda signala 
podvojena (enačba 3.1): 
 
 𝑉𝑠𝑝𝑟 = 𝑉𝐴 − 𝑉𝐵 = 𝑉𝑠 − (−𝑉𝑠) = 2 ∗ 𝑉𝑠 (3.1) 
 
V primeru logične »0« pa je razlika signalov A in B oz. amplituda na sprejemu 
podvojena in negativna (enačba 3.2): 
 
 𝑉𝑠𝑝𝑟 = 𝑉𝐴 − 𝑉𝐵 =  −𝑉𝑠 −  𝑉𝑠 = −2 ∗ 𝑉𝑠 (3.2) 
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V primeru, da na prenosni poti pride do presluhov ali popačenja signala,  je ta 
šum na obeh prenosnih poteh načeloma enak ali vsaj podoben in se na sprejemu signala 
odšteje, kar je velika prednost diferencialno določenih nivojev. Primer je predstavljen 
na sliki 3.9.  
 
Slika 3.9:  Prikaz metode diferencialnih signalov za določanje logičnih nivojev pri standardu RS-485, 
povzeto po [9] 
Standard RS-485 omogoča polno dvosmerni način (ang. Full-duplex), kjer so pri 
izvedbi potrebni 4 prenosni kanali (2 za sprejem in 2 za pošiljanje) ali izmenično 
enosmerni način (ang. Half-duplex), kjer za realizacijo rabimo 2 prenosna kanala (2 za 
sprejem ali 2 za pošiljanje izmenično) [9]. 
V našem primeru sta tako agent Modbus (merilnik) kot upravljavec 
dimenzionirana za izmenično enosmerni način, kjer sta potrebni samo 2 žici. Standard 
RS-485 sicer dopušča še možnost skupnega referenčnega nivoja 0 V, za kar je 
predviden tudi konektor za povezavo, vendar ga ne uporabljamo, saj pri diferencialnih 
logičnih nivojih ni potreben. Za razliko od standarda RS-232, kjer je potrebnih 9 žic 
in poseben konektor, je glede potrebnega števila žic tudi bolj ekonomičen. Poleg tega 
omogoča zaradi diferencialno definiranih logičnih nivojev brezizgubne prenose do 
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3.2.3  CRC 
Ciklično preverjanje redundance oz. CRC (ang. Cyclic Redundancy Check) je 
metoda odkrivanja napak, ki se uporablja za preverjanje celovitosti podatkovnega 
paketa. Napake samo zaznava, ne pa tudi popravlja. Ker ta metoda deluje na osnovi 
polinomskih izračunov, se imenuje tudi polinomska koda. Gre za polinomsko 
aritmetiko po modulu 2, kjer seštevanje in odštevanje deluje kot logična operacija 
ekskluzivni ali (XOR). 
 
Oddajna naprava iz podatkov v podatkovni enoti izračuna kratko binarno 
sekvenco oz. kontrolno vsoto, naprava na sprejemu pa izvrši enako aritmetiko in nato 
primerja kontrolni vsoti. Če se ne ujemata, gre za napako v prenosu in sprejemna 
naprava običajno ponovi zahtevo. Če pa gre med prenosom za namerno spremenjeno 
podatkovno enoto, se tako lahko namerno izračuna tudi drugačna kontrolna vsota in v 
tem primeru integritete podatkov ni mogoče zagotoviti [10]. Napačnega sprejema prav 
tako ne moremo zaznati, če se podatkovni niz pokvari tako, da je izračunana enaka 
koda CRC, kljub napačnemu podatkovnemu delu. Verjetnost, da se to zgodi, 
zmanjšujemo z večanjem polinomske stopnje kode CRC. 
 
 Izračun CRC kode na oddajni napravi poteka tako, da nad originalnim binarnim 
sporočilom z dodanimi ničelnimi biti, ki predstavljajo dolžino rezultata polinomskega 
izračuna izbranega polinoma, opravimo XOR operacijo s koeficienti tega polinoma. 
Nad dobljenim rezultatom nato ciklično ponovno izvajamo XOR operacijo s 
koeficienti polinoma, ki jih pomaknemo za eno mesto desno proti bitu z najmanjšo 
težo. Če je originalno sporočilo dolgo 16-bitov, se izračun zaključi, ko ima vseh prvih 
16-bitov vrednost 0, preostanejo pa še dodani biti, ki imajo sedaj spremenjeno vrednost 
(sprva vrednost 0). Vrednost teh spremenjenih bitov je tudi vrednost CRC kode [10]. 
 
 Na sprejemu preverbo celovitosti sporočila izvedemo tako, da prejetemu 
sporočilu dodamo vrednost te CRC kode in nad tem nizom bitov ciklično s premiki 
koeficientov polinoma desno k bitu z najmanjšo težo izvajamo XOR operacijo s 
koeficienti polinoma. Zaradi reverzibilnosti  operacije XOR mora biti na koncu 
izračuna vrednost vseh bitov enaka 0. V tem primeru je sporočilo z veliko verjetnostjo 
preneseno brez napak [10].  
 
 Da lahko celovitost sporočila uspešno preverimo, mora biti izbrani polinom na 
sprejemni in oddajni strani enak. Pri protokolu Modbus gre za polinom šestnajste 
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stopnje x16 + x15 + x2 + 1 z oznako CRC-16-ANSI. V tem primeru originalnemu 
sporočilu kot rezultat tega polinoma dodamo 4 bite, izračun CRC kode z XOR 
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Ena najpomembnejših dejavnosti pri zagotavljanju pravilnega delovanja storitev 
USI (Univerzitetna službi za informatiko) je spremljanje in nadzor njihovega 
delovanja, preventivno delovanje in sprotno vzdrževanje ter pravočasno ukrepanje v 
primeru težav. Preko podatkov, ki jih zbira, shranjuje in prikazuje nadzorni sistem, 
lahko preverimo, kaj se je dogajalo z omrežjem v preteklosti in kaj trenutno ter 
predvidimo, kaj se lahko zgodi v prihodnje. V USI se za spremljanje (ang. monitoring) 
infrastrukture in aplikacij informacijskih storitev Univerze v Ljubljani uporablja 
programska oprema PRTG (Paessler Router Traffic Grapher) nemškega proizvajalca 
Paessler AG.  
 
4.1  Programska oprema za spremljanje infrastrukture - PRTG 
PRTG je programska oprema za nadzor in spremljanje omrežij in sistemov preko 
protokolov SNMP, ICMP (ang. Internet Control Message Protocol), HTTP (ang. 
Hypertext Transfer Protocol) in drugih. PRTG podpira tudi nadzor sistemov z 
operacijskim sistemom Windows preko WMI (ang. Windows Management 
Instrumentation). WMI je nabor razširitev v okolju Windows, ki služijo kot vmesnik  
operacijskemu sistemu, preko katerega upravljane komponente zagotavljajo 
informacije in obvestila o sistemu.  
Stalen nadzor omogoča, da težave na omrežjih in sistemih upravljavci 
prepoznajo še preden nastopijo ali se stopnjujejo in zlasti še preden težave vplivajo na 
delovanje storitev, kar zaznajo njihovi uporabniki. 
 
Nadzorovana naprava je v PRTG definirana preko naslova IP in umeščena v 
hierarhično urejeno strukturo spremljanih naprav. Za posamezno napravo se definira 
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različne tipe senzorjev, ki preko izbranih protokolov poizvedujejo na napravo po 
vrednosti spremljane entitete. Te vrednosti PRTG beleži in jih prikazuje kot graf na 
časovni osi ali kot vrednosti v tabeli. PRTG vrednosti tudi statistično obdeluje.  
PRTG lahko svoje uporabnike obvešča o nepravilnostih vrednosti glede na 
vnaprej nastavljene limitne vrednosti ali glede na odkrito odstopanje delovanja 
omrežja glede na stanje meritev v prejšnjih časovnih obdobjih. Uporabnike lahko o 
tem obvešča preko spletnega vmesnika, elektronske pošte, SMS sporočil ali preko 
nadzorne konzole. 
 
PRTG je v nameščen na fizičnem strežniku HP ProLiant DL380 G5 (CPU Intel 
Xeon 6150 3 GHz, 4 CPU, Quad x64 Model 15 Step 6, 16 GB delovnega pomnilnika 
in diski SCSI) z operacijskim sistemom Windows server 2012 R2 64-bit in se nahaja 
v sistemskem prostoru, ki je obravnavan v tej nalogi. 
 
V splošnem naprave, ki jih v USI s sistemom PRTG spremljamo, delimo v 2 
sklopa in dodatne podsklope, kar prikazuje tabela 4.1. 
 
Tabela 4.1:  Segmentacija nadzora omrežja in sistemov na UL 
Infrastruktura Aplikacije 
Omrežje METULJ Storitve USI 
Požarne pregrade Storitve ARNES 
Eduroam Storitve članic 




Sistemska soba   
 
V podsklop infrastrukture sodi sistemska soba, v katero so vključene tri 
spremljanje naprave, ki so predmet obravnave te naloge. Te so poimenovane 
napajanje, UPS in klimatski sistem. 
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4.2  Primerjava PRTG z drugimi sistemi za nadzor omrežij 
 Poleg PRTG obstaja še vrsta komercialnih in odprtokodnih sistemov za nadzor 
omrežij. Prednost PRTG pred ostalimi sistemi je predvsem , da podpira nadzor po vseh 
uveljavljenih protokolih in tehnologijah, omogoča izdelavo prilagojenih senzorjev s 
skriptnimi jeziki Python, Bash in PowerShell ter ima velik nabor že izdelanih 
senzorjev, ki jih preprosto uporabimo s prilagajanjem vnaprej predvidenih možnosti. 
PRTG omogoča izdelavo nadzornih diagramov, kamor lahko senzorje vpnemo v 
geografsko karto ali pa tehnični načrt sistema. PRTG omogoča avtomatizacijo 
poročanja o meritvah. Uporaba sistema PRTG je za administratorja ali uporabnika zelo 
intuitivna, zato je učna krivulja dosti bolj strma, kot pri ostalih podobnih sistemih za 
nadzor omrežja, uporabnike pa lahko upravljamo preko Microsoftovega aktivnega 
imenika. Tudi drugi sistemi imajo mnoge od teh lastnosti, vendar ima PRTG optimalen 
presek vseh naštetih lastnosti.  
Odprtokodni Cacti npr. omogoča samo nadzor preko SNMP protokola in 
maksimalno frekvenco poizvedb na 5 minut (sicer zaradi tehničnih omejitev prihaja 
do napačnih rezultatov), komercialni sistem Nagios pa zahteva zelo kompleksno in 
časovno zamudno konfiguracijo in ima le preprost nadzorni uporabniški vmesnik. 
4.3  Protokol SNMP 
Protokol SNMP (ang. Simple Network Management Protocol) je standardni 
internetni protokol za zbiranje in organiziranje podatkov o upravljanih napravah v IP 
omrežju. Še posebno uporaben je za omrežja z večjim  številom naprav, saj omogoča 
centralen nadzor in upravljanje z uporabo sistema NMS (ang. Network Management 
System) – v našem primeru PRTG [3]. 
 
SNMP za svoje delovanje potrebuje 2 entiteti: 
 upravljavec (ang. manager), 
 agent (ang. agent). 
 
Upravljavec je programska oprema za nadzor in upravljanje naprav, ki pridobiva 
informacije o stanju naprave, nastavlja parametre naprave ter shranjuje in obdeluje 
pridobljene podatke. Agent je programska oprema, ki je nameščena na napravi, ki jo 
želimo nadzorovati. Naloga agenta je, da upravljavcu na zahtevo (ang. request) pošilja 
podatke, lahko pa pri določenih pogojih tudi sam obvešča upravljavca o stanju naprave 
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z obvestili (ang. trap) [5]. Izmenjavo protokolnih podatkovnih enot lahko vidimo na 
sliki 4.1. 
 
Slika 4.1:  Prikaz delovanja protokola SNMP 
SNMP je na protokolni sklad umeščen na aplikacijsko plast, to je 7. plast 
modela ISO OSI. Agent SNMP prejme zahtevo na vratih 161 transportnega protokola 
UDP (ang. User Datagram Protocol ), odgovor pa agent upravljavcu pošlje na isti 
naslov IP in vrata UDP, od koder je zahtevo prejel. V primeru, da agent sam pošlje 
obvestilo glede na prednastavljen pogoj (trap), ga upravljavec prejme na vrata UDP 
162 [6]. Pred nastavljeni pogoji so običajno mejne vrednosti posameznih entitet npr. 
mejna vrednost temperature, saj bi bilo lahko običajno poizvedovanje z zahtevo (npr. 
z intervalom 1 minute) v takem primeru prepozno. 
4.3.1  Podatkovna baza MIB 
MIB oz. baza upravljavskih informacij (ang. Management Information Base) je 
specifikacija, napisana v jeziku SMI (Structure of Management Information) in 
vsebuje definicije informacije upravljanja ter omogoča uporabniku prijazen nadzor 
naprave s pomočjo protokola SNMP. Vsebuje enitete ime, OID (object idetifier), 
sintaksa, mejne vrednosti, način dostopa, interpretacija vrednosti in opis. 
 
Informacije znotraj MIB so lahko organizirane kot: 
 skalarni objekti (možen ja samo en kanal podatkov), 
 tabelarični objekti (možnih je več kanalov podatkov - vektorski zapis). 
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Slika 4.2:  Primer drevesne strukture MIB [8] 
Poimenovanje objektov je urejeno hierarhično  po drevesni strukturi. (Slika 4.2) 
Dovoljeno enolično ime določenega objekta je tako npr. zapisano govoreče kot  
iso.org.dod.internet.private.enterprise.cisco ali pa v obliki številskega zaporedja 
vrednosti OID (1.3.6.1.4.1.9). S tem smo samo določili, da gre za Cisco napravo, 
naprej pa se drevesna struktura deli še na posamezne tipe Cisco naprave in naprej še 
na entitete, ki jih na posamezni napravi spremljamo. Začetna vrednost v OID 
1.3.6.1.4.1.9 je tako za vse naprave proizvajalca Cisco enaka. OID za spremljanje 
obremenjenosti centralne procesne enote na omrežnem stikalu Cisco 3560 se tako na 
primer povsod glasi 1.3.6.1.4.1.9.9.109.1.1.1.1.5.1. 
4.3.2  Različice protokola SNMP in varnostni vidiki 
Protokol SNMP se pojavlja v treh zgodovinskih različicah SNMPv1, SNMPv2, 
SNMPv3 in vmesni različici SNMPv2c. Danes se uporablja večinoma samo še 
sodobnih verzijah SNMPv2c in SNMPv3. V zastareli verziji SNMPv2c in vseh 
prejšnjih verzijah poteka vsa komunikacija med upravljavcem in agentom v 
nekriptiranem načinu. Edini način avtentikacije upravljavca agentu je s t.i. nizom 
skupnosti (ang. community string), ki je v SNMP zahtevi poslan kot nezaščiteno  
besedilo (ang. plain text) in ga lahko vsak, ki med prenosom prestreže podatkovno 
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enoto, vidi ter se z njim lažno predstavi kot član skupnosti. Tako mu je omogočeno 
celotno poizvedovanje SNMP agentu in tudi potencialna sprememba parametrov in 
proženja obvestil, če agent to podpira.  
 
SNMPv3 različica je protokol nadgradila in dodala možnost zaupnosti, 
celovitosti in avtentikacije. Za zaupnost poskrbi  enkripcijski algoritem DES, za 
avtentikacijo in celovitost pa zgoščevalna funkcija (ang. hash function) MD5[6]. Na 
posameznem agentu SNMP je prednastavljeno individualno uporabniško ime in geslo, 
ki ju moramo pri poizvedbi s SNMP upravljavcem uporabiti za dekripcijo in izkaz 
istovetnosti. Izbira enkripcijskega algoritma in kodirne funkcije je prepuščena 
proizvajalcu opreme. Cisco ponuja tudi enkripcijska algoritma AES in 3-DES ter 
zgoščevalno funkcijo SHA, ki zagotavljajo večjo stopnjo varnostjo [15]. 
 Za nadzor v PRTG uporabljamo različici SNMPv2c in SNMPv3. 
4.4  Spremljanje s PRTG na razdelilni omarici na napravi Linx-102 
S sistemom PRTG poizvedujemo po protokolu SNMP na napravi Linx-102 po 
vseh električnih veličinah, ki jih agentu SNMP Linx-102 sporoča merilnik Countis 
E35. Vse te veličine so navedene v poglavju 3.1.1  Merilni instrument Socomec 
Countis E53. Poleg teh veličin spremljamo še dosegljivost agenta SNMP po protokolu 
IP s senzorjem ping, količino prometa na vmesniku Ethernet ter obremenjenost CPU,  
zasedenost delovnega pomnilnika in razpoložljivost trajnega pomnilnika na agentu 
SNMP. Vseh senzorjev, vezanih na to napravo, je 70, med njimi so tudi uporabniško 
določljivi izračuni na osnovi standardnih senzorjev (ang. factory sensors), ki 
združujejo ali kako drugače obdelajo podatke drugih senzorjev in tako omogočajo 
enostavnejšo primerjavo in preračune med rezultati meritev drugih senzorjev.  Ta tip 
senzorjev podrobneje opišem v poglavju 4.6  Močnostna bilanca rektorata UL, primer 
pa vidimo tudi na sliki 4.7. 
Na sliki 4.3 je primer senzorja za nadzor moči porabljene električne energije 
izražene v vatih, v odvisnosti od časa predstavljenega v koledarskih dnevih na abscisni 
osi. Na desni strani grafa sta pomožni ordinatni osi, ki predstavljata morebitno 
nerazpoložljivost senzorja, predstavljeno kot rdečo krivuljo in izraženo v odstotkih, ter 
odzivni čas senzorja, izražen v milisekundah in predstavljen z modro krivuljo. Iz grafa 
je mogoče razbrati dnevni ritem porabe na delovni dan in malo drugačno dinamiko čez 
konec tedna. Zelo lepo so vidne razlike porabe podnevi in ponoči. Delovanje senzorja 
je bilo v tem obdobju 30 dni stabilno in brez posebnosti.  
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Za usposobitev takega senzorja v PRTG moramo določiti samo naslov IP 
naprave in vrednost OID, ki jo poiščemo v podatkovni bazi MIB. Različico protokola 
SNMP, ki jo bomo za izmenjavo sporočil uporabljali, moramo definirati za celotno 
napravo in velja za vse napravi podrejene senzorje. Te meritve se izvajajo s periodo 
120 s. Statistično se spremlja tudi, kdaj je bila vrednost posameznega senzorja zadnjič 
pridobljena (ang. Last scan), kdaj je bil senzor zadnjič dosegljiv (ang. Last up), kdaj 
je bil zadnjič nedosegljiv (ang. Last down), kolikšna je v odstotkih njegova 
razpoložljivost (ang. Uptime), nerazpoložljivost (ang. Downtime) in pokritost (ang. 
Coverage). 
 
Slika 4.3:  30-dnevni pogled senzorja za nadzor porabe moči na 3. električni fazi veje B napajanja 
sistemskega prostora 
Na sliki 4.4 je 30-dnevni pogled senzorja za nadzor napetosti na veji napajani iz 
električnega omrežja. Vidimo lahko, da je bila v 30 dneh  največja vrednost napetosti 
238,61 V, najmanjša pa 233,59 V, kar znese 5,02 V razlike. Običajno pa napetost niha 
med 235 V in 238 V. Na pomožnih grafih na desni strani ordinate so enako kot pri 
prejšnjem senzorju predstavljene krivulje za razpoložljivost in odzivni čas. 
 
Slika 4.4:  30-dnevni pogled senzorja za nadzor napetosti 
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4.5  Spremljanje s PRTG na brezprekinitvenem napajalniku 
S sistemom PRTG poizvedujemo preko protokola SNMP na brezprekinitveni 
napajalnik po vrednostih električnega toka, napetosti in moči na vseh treh električnih 
fazah. Poleg tega se spremlja še število priključenih električnih faz, relativno stanje 
kapacitete napolnjenosti akumulatorja in relativna obremenjenost akumulatorja glede 
na maksimalno specificirano obremenitev. Nadzira se še količina prometa na Ethernet 
vmesniku SNMP agenta, posluša se  vrata UDP 162 za spremljanje razpoložljivosti 
trap sprejemnika in oddajnika in s ping senzorjem se preverja omrežno dosegljivost 
vmesnika po transportni plasti. 
Na sliki 4.5 vidimo 2-dnevni pregled senzorjev električnih veličin na 
brezprekinitvenem napajalniku. 
 
Slika 4.5:  2-dnevni pregled senzorjev električnih veličin na brezprekinitvenem napajalniku 
 
Slika 4.6:  2-dnevni pogled na napetost na akumulatorju brezprekinitvenega napajalnika 
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Na sliki 4.6 je prikaz 2-dnevnega stanja napetosti na akumulatorju 
brezprekinitvenega napajalnika. Iz časovnega poteka napetosti si lahko razlagamo 
delovanje krmiljenja polnjenja akumulatorja. Ko napetost pade na 319 V, se začne 
polnjenje in to traja, dokler napetost spet doseže nazaj 320 V. Ločljivost te meritve je 
1 V, kolikor znaša merilna napaka instrumenta za nadzor napetosti akumulatorja.  
4.5.1  Primerjava meritev iz UPS in na veji B v razdelilni omarici 
Meritve električnega toka, električne napetosti in moči se izvajajo tako na veji B 
v razdelilni omarici kot na njej zaporedno vezanemu UPS. Podatke obeh pridobivamo 
v PRTG preko protokola SNMP. Meritve tokov bi morale biti na obeh enake v okviru 
merske napake, saj gre praktično za 2 zaporedno vezana ampermetra. 
Na sliki 4.7 lahko vidimo 30 dnevno meritev toka faze 2. Z vijolično barvo je 
prikazana meritev toka veje B v razdelilni omarici v sistemskem prostoru  in z zeleno 
barvo meritev toka na UPS. Kot vidimo, meritvi nista enaki in videti je, kot da je 
meritev toka v razdelilni omarici 𝑖𝑏vsota izhodnega toka na UPS 𝑖𝑢 in enosmerne 
komponente toka s povprečno vrednostjo 0,85 A (enačba 4.1). 
 
 𝑖𝑏(𝑡) =  𝑖𝑢(𝑡) +  0,85 𝐴 (4.1) 
 
Slika 4.7:  Primerjava tokov faze 2 na UPS in v razdelilni omarici na veji B – 30 dnevni pogled 
zgornja krivulja – ib, spodnja krivulja – iu 
 
Do takih ali podobnih odstopanj pride pri meritvah na vseh treh električnih fazah in 
posledično tudi pri močeh. Pri vseh je potek različen za neko stalno vrednost 
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enosmerne komponente toka. Na drugi fazi že omenjenih 0,85 A, na prvi fazi 0,35 A 
in na tretji fazi 0,75 A. 
Potrebno je bilo ugotoviti, zakaj do takega odstopanja pride. Sumil sem na 
napačne vrednosti meritev na brezprekinitvenem napajalniku. Tok 𝑖𝑏, ki teče skozi 
razdelilno omarico po Kirchhoffov-ovem zakonu, ne more biti večji od toka 𝑖𝑢 na UPS, 
zato je bila napačna meritev toka edina možna razlaga in ugotoviti bi bilo potrebno, 
kateri izmed teh dveh inštrumentov meri bolj točno. Za potrditev te hipoteze je bilo 
treba tok na veji B pomeriti na več točkah z drugim instrumentom. Tudi če instrument 
ne bi bil zelo dobro kalibriran, bi lahko ugotovili relativno napako na merilnikih.  
 
Meritve vseh treh električnih faz sem izvedel s komercialnim merilnikom 
električne moči Current Cost na vseh treh fazah. Meril sem na treh točkah: 
 M1 – med el. omrežjem in UPS, 
 M2 – med UPS in razdelilno omarico (izhodni tok iz UPS), 
 M3 - med UPS in električno omarico 
 
Slika 4.8:  Točke meritev s tokovnimi kleščami 
Rezultati meritev so prikazani v tabelah 4.2, 4.3 in 4.4. 
 
Merjeni tokovi se časovno spreminjajo in odčitek s tokovnimi kleščami ni 
narejen v istem trenutku kot odčitek s PRTG, vendar le v skupnem časovnem okviru 
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Tabela 4.2:  Primerjava meritev s tokovnimi kleščami z meritvami v PRTG na točki M1 
Čas Meritev klešče Ik [A] Meritev PRTG Ib [A] Meritev PRTG Iu [A] 
L1 L2 L3 L1 L2 L3 L1 L2 L3 
15:31 10,13 17,81 18,19 10,12 17,89 18,34 9,9 17,1 17,5 
15:32 10,30 17,84 18,22 10,15 17,89 18,35 9,8 17,1 17,6 
15.33 10,17 17,84 18,23 10,19 17,90 18,37 9,8 17,0 17,5 
15:35 10,13 17,85 18,21 10,19 17,93 18,33 9,9 17,0 17,6 
15:36 10,43 17,87 18,24 10,29 17,98 18,36 9,9 17,1 17,5 
 
Tabela 4.3:  Primerjava meritev s tokovnimi kleščami z meritvami v PRTG na točki M2 
čas Meritev klešče Ik [A] Meritev PRTG Ib [A] Meritev PRTG Iu [A] 
L1 L2 L3 L1 L2 L3 L1 L2 L3 
15:39 9,96 18,43 18,74 10,19 17,98 18,34 9,8 17,1 17,6 
15:40 10,13 18,39 18,26 10,30 18,01 18,33 10,0 17,2 17,6 
15:41 10,35 18,39 18,65 10,39 18,04 18,40 10,2 17,3 17,5 
15:42 10,04 18,30 18,57 10,29 18,04 18,34 10,0 17,1 17,5 
15:43 9,96 17,87 18,78 10,27 18,01 18,30 9,9 17,2 17,4 
15:44 10,00 18,43 18,26 10,34 18,11 18,44 9,9 17,1 17,7 
 
Tabela 4.4:  Primerjava meritev s tokovnimi kleščami z meritvami v PRTG na točki M3 
čas Meritev klešče Ik [A] Meritev PRTG Ib [A] Meritev PRTG Iu [A] 
L1 L2 L3 L1 L2 L3 L1 L2 L3 
14:45 9,96 18,52 18,74 10,17 17,95 18,48 9,9 17,2 17,7 
14:46 9,83 18,61 18,43 10,12 18,01 18,48 9,8 17,0 17,7 
14:47 9,83 18,74 18,3 10,25 18,05 18,49 9.8 17,2 17,8 
14:49 9,87 18,30 18,87 10,19 18,13 18,50 9.9 17,3 17,7 
15:01 10,35 18,57 18,70 10,28 18,07 18,40 10,0 17,2 17,7 
15:06 9,87 18,7 18,78 10,23 18,09 18,37 9.9 17,3 17,6 
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Meritve predstavljene v razpredelnicah 4.2, 4.3 in 4.4 so meritve eklektičnega 
toka v točkah M1, M2 in M3 (slika 4.8) na veji B (slika 2.1) napajanja sistemskega 
prostora. Stolpci delijo tabelo na način meritve ob določenem času in naprej še na 
merjeno električno fazo. Na posamezni točki (M1, M2 ali M3) so meritve ob vsakem 
navedenem času izvedene s tokovnimi kleščami (Ik), hkrati pa to meritev primerjamo 
še z rezultati poizvedovanja PRTG sistema na merilnik Countis E53 v sistemskem 
prostoru (Ib) in na merilnik nameščen na brezprekinitvenem napajalniku (Ib). 
Meritve s tokovnimi kleščami na vseh točkah so celokupno gledano najbolj 
podobne meritvam na razdelilni omarici v sistemskem prostoru (𝑖𝑏). Točki M2 in M3 
sta na istem potencialu, torej bi morale biti tudi meritvi približno enaki. Kljub 
minimalni napaki na tokovnih kleščah, lahko iz tega sklepamo, da stacionarni merilnik 
Countis E53 v sistemskem prostoru prikazuje bolj točne meritve kot merilnik 
izhodnega toka iz UPS.  
To potrjuje tudi specifikacija merilnega instrumenta Countis E53, ki ga za 
točnost meritev aktivne energije opredeljuje standard IEC 62053-22 z razredom 
točnosti 0.5S [12]. Razred točnosti 0.5S pomeni največjo mersko napako ±0,5 % pod 
pogojem, da je tokovna obremenitev sekundarnega navitja merilnega tokovnega 
transformatorja med 20 % in 100 % največjega nazivnega toka. Pri obremenitvi 
sekundarnega navitja od 5 % do 20 % znaša zagotovljena največja merska napaka 
±0,75 %, pri obremenitvi 1 % do 5 % pa ta znaša ±1,5 % [13].  
Nazivni maksimalni tok na sekundarnih navitjih merilnih tokovnih 
transformatorjev znaša 5 A, prav tako je 5 A največja dovoljena obremenitev 
merilnega instrumenta Countis E53. Merimo tokove v razredu velikosti 7 A – 20 A. 
Za potrebe merjenja se tokovi  zmanjšajo v razmerju 15:1, kar pomeni tokove med 
0,45 A in in 1,3 A. To obsega tokove med 9 % in 26 % maksimalne obremenitve, kar 
pomeni največjo mersko napako ±0,75 %, oz. pri meritvah v območju nad 1 A (15 A 
na primarnem navitju) mersko napako ±0,5 %. Pri meritvah na drugi in tretji električni 
fazi največja dovoljena merska napaka znaša ±0,5 %, kar je v primeru meritve 17,95 
A ob času 14:45 (glej tabelo 4.4) le 0.09 A. Ob tem istem času je meritev na izhodu 
zaporednega brezprekinitvenega napajalnika 17,2 A. Ker točnost merilnega 
instrumenta na brezprekinitvenem napajalniku ni opredeljena (tega podatka nisem 
našel), lahko sklepam, da pravilne vrednosti s poznano mersko napako prikazuje 
merilni instrument Countis E53 v sistemskem prostoru. Pri merjenju toka na 
brezprekinitvenem napajalniku se lahko na to ugotovitev opiramo in rezultatom 
ugotovljeno mersko napako prištejemo, saj je ta glede na sliko 4.7 celoten časovni 
potek enaka. 
4.6  Močnostna bilanca rektorata UL 43 
 
4.6  Močnostna bilanca rektorata UL 
Pomembno je vedeti, koliko električne moči porablja sistemski prostor v 
primerjavi s celotnim rektoratom Univerze v Ljubljani, kjer se sistemski prostor 
nahaja. Podatke  porabe sistemskega prostora zbiramo na sistemu PRTG s t.i. Factory 
sensor-jem v katerem lahko združujemo podatke drugih senzorjev in jih matematično 
obdelamo, na zunaj pa ta senzor deluje kot samostojen senzor.  
 
Primer takega senzorja: 




#1 predstavlja številko prikazovanega kanala, sledi pa ime tega kanala. Sledi 
vsota šestih kanalov, kjer je potrebno v oklepajih definirati ID senzorja in kanal 
posameznega senzorja. 
 
Podatke  o električni moči in celotni porabljeni električni energiji na rektoratu 
lahko spremljamo na portalu Moja mreža podjetja Elektro Ljubljana, ki podatke o 
porabi zbira preko števca porabe električne energije in jih pošilja preko komunikacije 
PLC (Power-line communication), ki moduliran signal po višje ležečih frekvenčnih 
območjih oddaja po faznem vodniku (slika 4.9). 
 
Primerjava porabe električne moči v obdobju enega tedna od 24. 7. 2017 do 30. 
7. 2017 nam pokaže da večino električne moči v rektoratu troši sistemski prostor, kar 
lahko vidimo na sliki 4.9 in sliki 4.10. Poraba na sliki 4.10 nam izpisuje moč 
sistemskega prostora po obeh vejah brez klimatskega sistema. Povprečna moč znaša 
okoli 18 kW, približno ravno toliko pa po energijski bilanci za odvajanje toplote 
porabijo tudi klimatske naprave kar podrobneje opišem v poglavju 5.1  Energijska 
bilanca segrevanja in ohlajanja prostora. Skupaj to da približno 36 kW oz. nekaj manj, 
saj se ponoči zaradi nižje zunanje temperature od notranje temperature nekaj toplote 
odvede skozi stene, okna in vrata tudi brez odvajanja toplote s klimatskim sistemom.  
Približno 33 kW je po sliki 4.9 sodeč tudi povprečna skupna porabljena 
električna moč na rektoratu ponoči. Drugih večjih sistemov, ki bi ponoči na rektoratu 
povzročali porabo električne moči poleg sistemskega prostora ni, razen recepcije, 
razsvetljave po hodnikih, kuhinjskega hladilnika in nekaj delavnih postaj, ki jih 
uporabniki praviloma pomotoma pustijo prižgane čez noč.  
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Moč, ki se porablja v sistemskem prostoru po sliki 4.10 sodeč se čez teden 
spreminja samo za 860 W, celotna moč na rektoratu pa se čez dan poveča tudi za 20 
kW glede na stanje moči ponoči. Največjo konico se opazi zjutraj, najbrž zaradi 
potrebe po prižganih lučeh, celokupno pa največ najverjetneje doprinesejo delovne 
postaje z monitorji, saj je teh več kot 140, in večja toplotna obremenitev čez dan poleti 
in to porabo pripisujemo zlasti  večji obremenitvi klimatskega sistema.  
Zanimiva je tudi primerjava nazivne maksimalne obremenitve in dejanske 
porabljene moči vseh strežnikov in komunikacijske opreme v sistemskem prostoru. 
Skupna maksimalna nazivna obremenitev napajalnikov je približno 32 kW, povprečno 
pa se porablja le 18 kW, kar znaša 56 % največje nazivne obremenitve. 
 
Slika 4.9:  Električna moč, porabljena na celotnem rektoratu UL, po podatkih iz portala Moja mreža 
 
Slika 4.10:  Električna moč, porabljena v sistemskem prostoru UL brez vštetega klimatskega sistema 
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5  Hlajenje sistemskega prostora 
Zaradi stalnega delovanja energijsko potratne IKT opreme v sistemskem 
prostoru pride do velikega povišanja temperature, ki bi brez hlajenja že hitro presegla 
dovoljeno delovno temperat stemskem prostoru. Proizvajalec Cisco zagotavlja 
delovanje pri delovni temperaturi od 0 °C do 40 °C, v fazi nedelovanja pa se 
temperatura sme gibati v območju od -40 °C do 70 °C [4]. V poletnih mesecih je lahko 
temperatura 40 °C v prostoru dosežena že brez dodatne toplotne obremenitve ostalih 
prisotnih naprav in brez hlajenja lahko pride do odpovedi delovanja ali pa celo do 
okvare opreme. V obeh primerih to pomeni izpad informacijskih storitev, ki jih 
zagotavlja Univerza v Ljubljani, zato je potrebno poskrbeti za ustrezno hlajenje oz. 
odvajanje toplotne energije iz prostora.  
 
Hlajenje sistemskega prostora na rektoratu Univerze v Ljubljani je izvedeno s 
klimatskim sistemom Emerson Liebert HPM največjo nazivno močjo 21 kW, ki 
ohlajen zrak vnaša skozi dvignjeno dno v sistemskem prostoru. Na ta način dosežemo 
kanaliziranje hladnega zraka. Hladen zrak ostane dlje časa akumuliran pod napravami 
in se ne meša takoj s segretim zrakom v prostoru. Tako je hlajenje bolj usmerjeno in 
učinkovito. Poleg tega sistema so v sistemskem prostoru še 3 samostojne klimatske 
naprave Mitsubishi z največjo skupno obremenitvijo 10,5 kW, ki se vklapljajo po 
potrebi, če sam klimatski sistem ne bi zmogel primerno ohlajati prostora. 
Klimatski sistem Emerson Liebert HPM omogoča povezljivost preko vmesnika 
Ethernet s protokolom SNMP, njegovo delovanje pa je v nadaljevanju analizirano s  
pomočjo nadzora pridobljenih informacij. 
uro večine opreme. Združenje ASHRAE v letu 2016 priporoča za podatkovne 
centre temperaturo v območju med 18 °C in 27 °C [14]. Za primer vzemimo 
usmerjevalnik Cisco 2900, ki je del komunikacijske opreme v si 
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5.1  Energijska bilanca segrevanja in ohlajanja prostora 
Pojavi se vprašanje koliko toplotne energije je potrebno s klimatskimi napravami 
odvajati. Izkaže se, da se med 99 % in 100 % električne energije, ki se porablja za 
delovanje sistemskega prostora, sčasoma pretvori v toplotno energijo, ki jo je potrebno 
odvajati iz prostora. 
K proizvodnji toplotne energije prispeva samo delovna oz. efektivna moč 
porabnikov v sistemskem prostoru, zato upoštevamo samo delovno moč.  
Preprosta bilanca nam torej pove, da je potrebna moč klimatskih naprav vsaj 
tolikšna, kakor je moč vseh porabnikov, ki toplotno energijo generirajo. Upoštevati je 
treba še izkoristek klimatske naprave, ki ga opredeljuje koeficient η v vrednosti med 0 
in 1 (enačba 5.1). 
Pri dimenzioniranju ohlajanja si torej lahko pomagamo z izmerjenimi delovnimi 
močmi porabnikov v prostoru. 
 
 𝑃𝑘𝑙𝑖𝑚𝑎 ∗  𝜂 ≥ 𝑃𝑒𝑓𝑒𝑘𝑡𝑖𝑣𝑛𝑎 (5.1) 
5.2  Nadzor hlajenja sistemskega prostora 
5.2.1  Senzor za nadzor temperature na klimatskem sistemu 
Krmilnik klimatske naprave temperaturo na tipalih sporoča na vmesnik Ethernet, 
ki ima tudi vgrajeno funkcijo agenta SNMP. Preko protokola SNMP v PRTG 
spremljamo s tega vmesnika 6 različnih senzorjev, vendar je za razumevanje delovanja 
in regulacije klimatske naprave pomemben zlasti senzor za temperaturo. Ta je tudi 
ključnega pomena za hitro obveščanje pooblaščenih zaposlenih v primeru pregrevanja 
sistemskega prostora. 
 
Slika 5.1:  2-urni pogled na senzor za temperaturo v sistemskem prostoru 
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Na sliki 5.1 je prikazan 2-urni pogled na stanje temperature s tipala v sistemskem 
prostoru. Interval poizvedovanja SNMP upravljavca je nastavljen na 60 sekund, 
kakršna je tudi časovna ločljivost meritev. Amplitudna ločljivost je 1 °C. Domnevamo, 
da senzor meri temperaturo z natančnostjo 0,1 °C, vendar vmesnik prenaša vrednosti 
zaokrožene na 1 °C . Ker takšne vrednosti pošilja krmilnik klimatske naprave nadzorni 
napravi PRTG, moramo upoštevati mersko napako meritve ±0,5 °C. 
 Vidimo lahko, da je regulacijska  tehnika v tem primeru zelo preprosta. Klima 
se prižge, ko temperatura, ki jo senzor temperature sporoča, naraste nad 24 °C in 
ugasne, ko temperatura pade pod 21 °C (slika 5.1, slika 5.2). Vklopljen ostane samo 
ventilator za prezračevanje. Senzor za temperaturo je nameščen v kanalu za dovod 
zraka v sami klimatski napravi, kjer se temperatura zraka spreminja hitreje kot v 
prostoru, zato je frekvenca vklopov in izklopov klime tako pogosta, kot vidimo na sliki 
5.1. Temperatura na merilniku, ne pa v prostoru, se tako ves čas giblje med 21 °C in 
24 °C. Zgornji limit temperature je na sistemu PRTG nastavljen na 25 °C in če 
temperatura ta limit preseže, so skrbniki o tem dogodku avtomatsko obveščeni z 
alarmom po elektronski pošti in sporočilu SMS.  
Iz slike 5.1 lahko tudi vidimo, da se temperatura na mestu nameščenega senzorja 
spreminja po približno odsekoma linearni zvezni funkciji.  
 
Slika 5.2:  Diagram poteka delovanja regulacije klimatske naprave (vklop/izklop) 
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Drugi senzorji, po katerih poizvedujemo preko protokolov na vmesniku Ethernet 
klimatske naprave, so navedeni v angleškem jeziku, pri tem pa je protokol zapisan v 
oklepaju:  
 ping (ICMP), 
 operating state (SNMP), 
 http (HTTP), 
 uptime (SNMP), 
 traffic (SNMP). 
 
Senzor stanja delovanja (ang. operating state) obvešča o nenavadnih stanjih 
mrežne povezljivosti in o ročno spremenjenem statusu senzorja. 
 
5.2.2  Nadzor temperature na omrežnem stikalu  Cisco 4500 
Na mrežnem stikalu Cisco 4500 merimo 56 različnih entitet in ena iz med njih 
je tudi senzor za temperaturo, ki svoje podatke predstavlja tabelarično, saj se 
temperatura meri s 14 različnimi senzorji na napravi. 
 
Dva izmed teh senzorjev sta senzorja za temperaturo na dovodu in odvodu 
zraka iz naprave. Na sliki  5.3 lahko vidimo 30 dnevni pogled časovnega spreminjanja 
temperature na teh dveh senzorjih. Očitno je, da razlika med dovedenim zrakom v 
napravo in odvedenim zrakom iz naprave ves čas enaka. Ta razlika znaša približno  
5 °C. Tudi v tem primeru je meritev na 1 °C natančna, kar pomeni do ±0,5 °C možne 
merske napake. Graf dvournega pogleda na sliki 5.4 to še bolj nazorno prikazuje in 
potrjuje našo ugotovitev.   
 
 
Slika 5.3:  Primerjava senzorjev temperature dovedenega (spodnji graf) in odvedenega zraka (zgornji 
graf) iz mrežnega stikala Cisco 4500 – 30-dnevni pogled 




Slika 5.4:  Primerjava senzorjev temperature dovedenega in odvedenega zraka iz mrežnega stikala 
Cisco 4500 – 2-urni pogled 
 
Zanimiva pa je tudi ugotovitev, da obe temperaturi nihata povprečno za 
približno 3 °C. Možna je korelacija z delovanjem klimatskega sistema ali pa časovno 
nestalna obremenitev mrežnega stikala. Tega nisem ugotovil in to vprašanje ostaja 
predmet nadaljnjih analiz in raziskav. 
 
 
5.2.3  Senzor za količino prometa na vmesniku Ethernet klimatske naprave  
Senzor za spremljanje  količine prometa na Ethernet vmesniku klimatske 
naprave nam prikazuje tabelarično vrednost z meritvami odhodnega, dohodnega in 
skupnega prometa na vmesniku. 
  
 
Slika 5.5:  2-urni prikaz količine prometa na vmesniku Ethernet klimatske naprav 
Na tem senzorju je opaziti povečanje dohodnega prometa vsake 10 minut, 
odhodni promet pa je ves čas konstanten (slika 5.5). Dohodni promet na vmesnik se iz 
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1,5 kbit/s poveča na 2,5 kbit/s. Preko SNMP protokola se poizveduje na vmesnik vsako 
minuto  za 4 različne senzorje kar pomeni konstanten dohodni tok. 
 
Na strežniku PRTG zajem prometa s orodjem Wireshark do tega vmesnika 
prikazuje ves čas konstanten pretok. Vsako minuto se zvrstijo 4 SNMP zahtevki in 
odgovori in po vsakem prejetem odgovoru še 1 zahtevek po vrednosti trenutnega časa 
na SNMP agentu. Vsako minuto se izvede še 5 zahtev in odgovorov za ping po 
protokolu ICMP in ena TCP seja. Vsako minuto je torej dohodni in izhodni tok 
prometa iz PRTG strežnika na Ethernet vmesnik na klimatske naprave enak, torej je 
edina smiselna razlaga, da dohodni promet prihaja na ta vmesnik z drugega naslova. 
Da bi to potrdili, bi se moral z računalnikom povezati med vmesnik Ethernet klimatske 
naprave in omrežnim stikalom. Ethernet vmesniku bi se moral predstaviti kot omrežno 
stikalo, omrežnemu stikalu pa kot Ethernet vmesnik klimatske naprave. To bi lahko 
izvedel tudi z Ethernet vozliščem (ang. hub), saj ta celoten promet vedno oddaja na 
vse vmesnike. Na ta način bi lahko prestregel vse podatkovne enote, izmenjane skozi 





6  Razprava 
Pokazali smo, da so meritve vseh električnih veličin in veličin povezanih s 
hlajenjem sistemskega prostora pomembne za razumevanje delovanja celotnega 
sistema in za hitro ukrepanje v primeru odstopanj teh vrednosti. Meritve električnih 
veličin spremljamo na razdelilni omarici sistemskega prostora in na brezprekinitvenem 
napajalniku. Za analizo hlajenja sistemskega prostora pa so pomembne meritve tako s 
klimatskega sistema, kot tudi meritve temperatur na posameznih porabnikih v 
prostoru. 
 
Večina meritev se preko protokola SNMP  na sistemu PRTG izvaja z intervalom 
60 s, kar za analizo napajanja in hlajenja večjega časovnega obdobja in krajših 
dogodkov zadostuje. O preseganju mejnih vrednosti ali drugih alarmantnih stanjih 
znotraj časovnega okvirja ene minute pa nas agent SNMP obvesti s trap sporočilom 
protokola SNMP.  
 
V podpoglavju »4.5.1  Primerjava meritev iz UPS in na veji B v razdelilni 
omarici« opisujem ugotovljeno mersko napako na brezprekinitvenem napajalniku. 
Ugotovitve smo potrdili tako z meritvami s tokovnimi kleščami, kot s specifikacijo o 
standardu IEC 62053-22 z razredom točnosti 0.5S, ki opredeljuje natančnost merilnega 
instrumenta Countis E53. Ugotovljeno mersko napako lahko sedaj za meritve na 
brezprekinitvenem napajalniku upoštevamo po celotnem časovnem poteku. 
 
S poznano točnostjo merilnega instrumenta Countis E53 tudi ugotavljam, da 
dobro in zanesljivo merimo trenutno stanje porabljene moči, tokov, napetosti in vseh 
drugih električnih veličin v razdelilni omarici sistemskega prostora, kar nam omogoča 
zanesljivo analizo dogodkov v preteklosti in kredibilnost potencialnih alarmov o 
meritvah, ki odstopajo od ustaljenih vrednosti.  
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Pri nekaj temperaturnih senzorjih se pojavi problem zaokroženih prejetih 
vrednosti na 1 °C, kjer imamo opravka z do ±0,5 °C merske napake. V tem primerih 
se merske napake zavedamo, zato moramo ravnati pazljivejše in limitne vrednosti v 
PRTG postaviti malo bolj zanesljivo in z malo več rezerve. 
 
Spremljanje delovanja IKT sistemov z orodjem PRTG prek več let kaže, da je 
mogoče zbranim podatkom zaupati ter da dobro spremljajo trenutne vrednosti in 
omogočajo takojšnje opozorilo v primeru težav, podpirajo napovedovanje dolgoročnih 
trendov in prikažejo dnevna, tedenska in sezonska nihanja. Izmerjeni rezultati kažejo, 
da je na tej podlagi mogoče odkrivati in podrobneje preučevati posebnosti, na primer 
optimizirati porabo ali preprečevati neželene dogodke. 
 
Poznavanje  električnega omrežja  in skupin večjih porabnikov je bistvenega 
pomena za razumevanje celostne močnostne bilance, podrobneje pa bi bilo potrebno 
še raziskati vpliv posameznih manjših porabnikov na skupno močnostno bilanco na 
rektoratu UL. 
    
Odprto ostaja tudi vprašanje o porabi električne energije sistemskega prostora v 
prihodnosti. S  tem vprašanjem je tudi zelo tesno povezano vprašanje načrtovanja in 
izboljševanja sedanjega napajanja s primerno redundanco. Če se zanašamo na 
spoznanja o trendih večanja porabe električne moči iz preteklosti in predpostavimo, da 
se bodo ti trendi obdržali, potem bodo potrebe po električni moči v prihodnosti veliko 
večje. Neznanko v tej enačbi predstavlja hiter razvoj energijsko varčnejše IKT opreme, 
ki bi lahko ta trend ustavil ali pa vsaj umiril. Če pa se bo kljub temu dinamika potreb 
po IKT storitvah povečevala kot do sedaj, pa je potrebno dobro pretehtati in analizirati 
stanje za ukrepe v  prihodnosti.  
 
Pomanjkljivost, ki sem jo pri analizi izvedenega nadzora hlajenja sistemskega 
prostora opazil je to, da v PRTG ne spremljamo trenutnih vrednosti temperatur zraka 
v neodvisnih točkah, saj nimamo ustrezne fizične rešitve. Spremljamo in beležimo 
temperature le na klimatskem sistemu in na posameznih napravah, temperature zraka 
na neodvisnih točkah npr. v kotu sistemskega prostora pa ne oz. je izvedba le takšna, 
da preko GSM obvešča pooblaščene zaposlene v primeru  limitnih vrednosti. V času 
hitrega razvoja interneta stvari je ponujenih rešitev na trgu veliko. Potrebno bi bilo 
analizirati ponudbo na trgu in izbrati ustreženo rešitev. Ena izmed možnosti je tudi 
lastna izdelava take rešitve z uporabo mikroračunalnika Raspberry pi ali 
mikrokrmilnika Arduino z dopolnitvenim modulom za povezljivost preko vmesnika 
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Ethernet. Oba omogočata povezljivost po protokolu SNMP in bi ju bilo mogoče 
uporabiti kot agenta SNMP za povezovanje na nadzorni strežnik PRTG. 
 
Poizvedovanje na več tisoč senzorjev z nadzornim sistemom PRTG, povečini z 
intervalom 1 minute in uporaba rezultatov za analizo dogodkov v preteklosti in 
napovedi trendov v prihodnosti, me tudi spominja na zadnja leta zelo popularen termin 
na področju IT in analitike z vseh področij. Gre za princip masovnih podatkov (ang. 
big data), kjer se prav tako z namenom analize preteklosti in napovedi trendov v 
prihodnosti zbira ogromne količine podatkov. Ugotavljam, da s tem USI sledi 









7  Sklep 
 
Spremljanje delovanja informacijskih sistemov in komunikacijske infrastrukture 
je v podjetjih in ustanovah, kot je Univerza v Ljubljani, izrednega pomena, če želimo 
ugotoviti težave še preden se te stopnjujejo ali še preden pride do izpada sistemov in z 
njimi povezanih storitev. Tudi v primeru, da pride do izpada določene storitve, 
običajno traja nekaj časa, da to uporabniki opazijo. V praksi se izkaže, da so brez 
rednega spremljanja in obveščanja določene težave prisotne več dni, preden so jih 
uporabniki opazili ter o njih obvestili službo za pomoč uporabnikom, določen čas pa 
je še potreben, da se te težave odpravijo. V primeru stalnega nadzora omrežja in 
sistemov pa težave ali nedelovanje zaznamo še preden se začno in praktično hipno ob 
njihovem nastanku,  tako da imamo možnost vzroke zanje preprečiti ali omejiti ter 
odpraviti bistveno hitreje in z manj škode. 
 
Diplomska naloga se osredotoča na nadzor električnega napajanja in hlajenja 
sistemskega prostora na rektoratu Univerze v Ljubljani. Predstavljena je oskrba z 
električno energijo in režimi napajanja sistemskega prostora. V nadaljevanju opišem 
merilnike in protokole, po katerih poteka komunikacija za sporazumevanje med vsemi 
opisanimi entitetami. Nadzorno omrežje je zgrajeno na omrežju Ethernet. Po protokolu  
SNMP poteka komunikacija med nadzornim strežnikom z nameščenim orodjem 
PRTG in agentom SNMP, med agentom SNMP in merilnikom električnih veličin pa 
poteka komunikacija po protokolu Modbus preko serijskega vmesnika RS-485. Vsi 
opisani vidiki obeh protokolov so pomembni za uspešno in varno izmenjavo podatkov. 
 
Ocenjujem, da gre pri vzpostavljenem sistemu za enega pomembnejših 
slovenskih IKT sistemov, kjer opisan nadzor električnega napajanja in hlajenja 
sistemskega prostora predstavlja le majhen, pa vendar zelo pomemben del celote. 
Nadzorni sistem na osnovi omrežja Ethernet zbira podatke o delovanju tega IKT 
sistema in z veliko verjetnostjo z napovedno močjo preprečuje morebitne prihodnje 
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neželene dogodke in optimira njegovo delovanje s ciljem početi »prave stvari na pravi 
način«. 
 
Na  rektoratu Univerze v Ljubljani se bo zaradi potreb po večjih močeh 
izboljševalo in nadgrajevalo sistem električnega napajanja. Zaradi stalnega 
spremljanja rasti potrebne električne moči v preteklosti so trendi rasti poznani in ob 
predpostavki, da se bodo pretekli trendi nadaljevali, lahko napovemo, koliko bo 
potrebna moč čez določeno časovno obdobje.  Ob predpostavki, da se bo tak trend 
nadaljeval, bi bilo ob morebitnih nadgradnjah primerno in smiselno zamenjati tako 
brezprekinitveni napajalnik kot dizelski električni generator. Čeprav je novejša 
strežniška in komunikacijska oprema energijsko varčnejša, ocenjujem, da je bolje 
rezervni (redundantni) sistem glede na trenutne trende predimenzionirati, kakor pa ga 
kot dolgoročno investicijo izvesti podhranjenega. 
 Pokazali smo, da sta z vidika uspešnega vzdrževanja in ekonomičnosti omrežij 
in sistemov zelo pomembna dejavnika začetno načrtovanje in stalni nadzor z 
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