Abstract. The emerging Grid technologies hold out the promise of a global information channel that is far more powerful and uniquely distinct from the existing internet framework. This paper addresses the issue of resource discovery in Grids and aims to review the current state-of-the-art and provide an up-to-date taxonomy of existing Grid resource discovery methods. The various resource discovery methods, techniques and approaches are critically discussed, and recommendations are made with respect to practical implementation and directions of future research in Grid resource discovery.
Introduction
The emerging Grid technologies hold out the promise of a global information channel that is far more powerful and uniquely distinct from the existing internet framework.
The Future Interconnection Environment [22] is expected to usher in an era of intelligent interconnectivity by deploying an Intelligent Grid Infrastructure that would ultimately lead to "globalization", where humans, machines 1 , programs and processes act like communication agents, each playing a vital role remotely according to its own semantics and offering its dedicated services as an intelligent agent or resource.
Cross-communication among the various types of agents is needed on a large scale in order to enhance the capabilities and capacities of Intelligent Grids. Such agents or resources are capable of sending and receiving requests/commands and act as independent intelligent communicators.
It would not be far off the mark to describe the Grid as a vast network, but calling it merely a computational network will not do it justice in the semantic sense; it would rather be more fitting to view a computer network or a cluster of computers as a Grid resource (if it is registered on a Grid). The Grid infrastructure, being distributed in nature, allows for high variability in user and resource participation. It deploys a decentralized computing environment, which is compatible or interoperable with all sorts of network architectures.
In spite of being heterogeneous and distributed in terms of resources, a Grid system differs quite significantly from the conventional distributed systems and resource sharing environments, such as P2P networks and clusters. It provides abstraction at both the user and resource level, which is transparent to the user and relies on a standardbased service infrastructure to share computers, storage space, sensors, software applications and data, etc. across organizational boundaries. Grids provide a platform to support various (distributed) applications via resource sharing.
Compared to Grid environments, P2P systems provide limited, specialized functionality to larger and less homogeneous communities [6] . P2P systems are potentially unreliable, whereas Grids are much more reliable and ideal to cater for professional organizations.
In clusters, resource management is performed by a centralized resource manager and the nodes cooperatively work together as a single unified resource; whereas in Grids, each node has its own resource manager and the aim is not to provide/support a single system view. Thus in Grids autonomous resources are managed by distributed resource managers. Each and every node on a Grid is considered to act both as client and server simultaneously.
Types of Resources and Resource Discovery in Grids
A resource can be any real or conceptual object that is needed to be accessed by other entities, such as human users of the system or programmes that generate requests for accessing particular resources.
The types of resources available on a Grid are generally more powerful, more diverse, and better connected than the typical P2P resource. A Grid resource might be a cluster, storage system, database, or scientific instrument of considerable processing/computation value that is administered in an organized fashion according to some well-defined policy [25] . 4 
Fig 1 depicts the categorization of Grid resources in a simple hierarchical model
where the two major categories are Physical and Logical resources.
Physical Resources
Physical resources on a Grid are the tangible, hardware components that build up its infrastructure. In order to meet a demand or request for resource discovery, these can be used as a means to also obtain logical resources on a Grid. Four major sub-categories of physical resources are storage, computational, network and peripheral resources:
Storage Resources
All the storage devices (primary, secondary, internal, external, etc.) operating on a Grid come under the category of storage resources. For example, Hard Disks, RAM and ROM memories, Disk Drives, Buffer devices, etc.
Computational Resources
The devices and/or components that provide or support computation, such as microprocessors and CPUs (commonly characterized by time, cycles, and throughput) are known as the computational resources of the Grid.
Network Resources
Since a Grid is a large-architecture network, all the hardware devices encountered in networks also make up the network resources of a Grid, such as network routers, hubs and connecting cables, etc. Even small networks such as LANs or Virtual Organizations (as single units) can come under this category.
Peripheral Resources
All the input and output devices such as printers, scanners and scientific devices such as particle accelerators, Magnetic Resonance Imaging (MRI) machines, telescopes, etc., are termed as the peripheral resources on a Grid. A user on the Grid might request access to a particular peripheral device for carrying out specific I/O tasks.
Logical Resources
Unlike physical resources, the logical resources are non-tangible and constitute the driving force of a Grid. They support the Grid's hardware operations and, at times, their 5 discovery task is requested in an indirect way. The logical resources are further subcategorized into data, knowledge and application resources:
Data Resources
All the facts and figures related to a specific domain and/or organization (particularly VOs) are considered to make up the data resources of a Grid. Authorized users might need to access a particular organization's data to extract some information. Files also come naturally under the category of data resources, therefore the various file sharing/discovery systems are considered as resource discovery systems on a Grid.
Knowledge Resources
Knowledge resources are emerging as one of the most important type of resources on a Grid. All the other types of resources, such as data, storage, etc. are accessed and used with the ultimate aim to extract some sort of specific knowledge from them that could be of utmost importance to various users, belonging to different communities or VOs, who access the Grid and place requests for acquiring knowledge (as a result of intelligent resource discovery).
Application Resources
Various applications and software programs that are installed on Grid hardware fall under this category. Since running an application requires some form of hardware, the application resources are always executed and accessed by other Grid resources. All application programs, and even Computer Operating Systems, are considered to be application resources on a Grid. Applications always demand some sort of change from the system, which is one of the reasons for making Grid a dynamic infrastructure since the number, status and types of resources offered is ever changing (dynamic).
Services
Services are used to access other types of Grid resources. All the Grid resources mentioned above are utilized and accessed to get some sort of specific services. This service could be in the form of data manipulation (storage/retrieval) using a storage resource, getting solutions to complex problems, calculations via computational resources, or accessing and using a hardware device, such as a printer, etc. A Grid information service must provide information about all Grid resources (including 6 services), and should minimize the number of persistent information servers that have to be managed in order to enable Grid services and applications [60] .
Service providers are entities that provide access and retrieval of resources to various users. Service providers are responsible for providing accurate information about a particular resource (usually in the form of metadata for the service they are providing). They contribute to essential and authentic resource discovery.
Here services are treated as a type of Grid resource which is used to access other services and hence other types of Grid resources. The service-type resources can be categorized into the Operational-Level and Management-Level services. The former are responsible for performing all types of tasks/operations that would fulfill a Grid user's query or request, whereas the latter are responsible for the management of OperationalLevel services and for making them available on the Grids. To access services, one would need to discover them first. Thus a service has to be discovered first, before it is triggered to further access another resource. In this way, the discovery process becomes a recurrent, cyclic process, in which Grid services can be used to access other services, i.e. one type of resource is used to access other types of resources.
Both the physical and logical resources are strongly integrated and support each other in carrying out the various operations on a Grid. Each of these resources has individual availability status and is responsible for performing some specific tasks.
Resources are located in geographical regions belonging to different time-zones and are heterogeneous -as their properties, capabilities, configurations and status change over time. Moreover, resource attributes, being dynamic in nature, need to be updated periodically.
Users of Grid resources can be human users, such as computer operators, system administrators, programmers, or some automated processes or computer programs that send commands/requests to use or discover a Grid resource.
On a Grid, various resources are dispersed or scattered in different regions. Their heterogeneous geographical locations, different platforms and dynamic status make these resources versatile in nature and therefore difficult to manage. It is not easy to track or locate the right resource in a vast interconnected environment. The mechanism of resource discovery can be viewed through different lenses in various domains; it is a multi-disciplinary task and is one of the most important issues to be dealt with in the future Grid technology. For the successful deployment of a Grid infrastructure, it is essential to access and make maximum use of the resources that are available on the For each job, the expected cost and time consumed by the job has to be taken into consideration and be monitored. Each resource has to comply with standard connectivity protocols for communication and security, and other resource-specific protocols for enquiry, allocation, and management [30] .
Techniques adopted for resource discovery should be both location and platform independent. When a request is placed for some particular resource, the entire network is first searched to track or locate a suitable resource, and then the resource is matched against the request query and selected (if a sufficient match is established). Upon selection its availability status is checked and, if available, the desired task is performed.
Why is Resource Discovery Needed?
In the face of recent technological advancements in different fields of computer science, there is a need for an infrastructure that would assist society to cope with and make maximum use of these rapid advancements. The infrastructure known as Grid promises to fulfill these expectations and provides a platform for carrying out remote processing through intensive communicational ability. For successful deployment of a Grid model, it is necessary to discover the right resources available on it. Allocation of the appropriate resources is difficult in a Grid environment since Grid resources vary in many aspects.
The challenging issues for on-demand applications derive primarily from the dynamic nature of resource requirements and the potentially large populations of users and resources. These issues include resource location, scheduling, code management, configuration, fault tolerance, security, and payment mechanisms [27] . Resource discovery is really an enabler for bringing idle system resources to use.
Grid Resource Discovery Issues
Issues like geographical dispersion, heterogeneity, large number of users/requesters, dynamic nature and status of resources make resource discovery a challenge in the achieving efficient job execution in a Grid environment constrained by deadlines and budget constraints is a complicated task [9] . Moreover, a representative taxonomy of resource descriptions might prove to be a powerful tool for engineering resource discovery solutions.
Technical Limitations
The need for resource discovery mechanisms on Grids emerged from technical limitations such as:
• Autonomous, heterogeneous resources To resolve all these issues, Grids need a consistent, efficient, time-saving and costeffective resource discovery mechanism. To make the discovery of resources more powerful, various resource discovery techniques and approaches have been proposed and applied to different settings, but no generic/comprehensive solutions to this problem have yet emerged. What is still needed is a powerful, platform-independent and multiuser handling resource discovery infrastructure to support Grid environments.
Expected Benefits from Resource Discovery in Grids
Expected benefits accruing from effective resource discovery include:
• Efficient Resource allocation
• Maximization of usage of resources
• Increased usefulness/impact of Grid technology
• Success in deploying an infrastructure more powerful than the Internet From the above, there is a clear need for a powerful, platform independent and multi-user handling resource discovery infrastructure to support Grid environments.
Taxonomy of Resource Discovery Methods
To This section examines the various resource discovery approaches based on three architectural models (centralized, distributed and semi-distributed) adopted so far for developing resource discovery solutions. Here a taxonomy of resource discovery methods is proposed in terms of three architectural models. In this discussion, examples are also included of systems (such as P2P or protocolbased systems) which are not strictly Grid-based, but however employ methods that are relevant and applicable in a Grid environment. In order to provide a complete map of resource discovery, our review needs to include methods that are potentially applicable to Grids, even though not originating from a Grid perspective, and to provide a comprehensive analysis of the implementation effects of all such methods and to make comparisons on the basis of their analogy.
The Centralized Resource Discovery Model
In centralized resource discovery, there is a single hosting site which acts as a central repository for hosting complete information about the entire Grid resources. This hosting site could be a single computer or a cluster of computers collectively operating as a central server. The resource information and various sharing policies reside at this centralized point. Whenever a new resource is added or an existing resource is deleted/removed or modified, information on the central server's resource directory is 11 updated. The client nodes or units, which send their requests for some particular resource, can access this information. Since there is centralized control, the entire network is dependent on a central site whose failure will inevitably cause the entire network to crash.
The centralized resource discovery model has been used to develop Grid-enabled resource discovery systems employing various approaches such as the Artificial Neural Network (ANN) & Parametric approach and the Protocol-Based approach.
The ANN & Parametric Approach
The ANN & Parametric approach was used in [20] [66] also can interact with this service to improve its practicality and efficiency.
However, issues still not addressed are emulation, training of the ANN algorithm, time complexity of the training process and space complexity of the instance space of the ANN-based GRC. Moreover, MDS-1 is an older version of this service, whereas later versions such as MDS-2, MDS-3 and MDS-4 are not based on centralized model. These are described further in the section.
The Protocol Based Approach
Although not strictly a Grid-based system, Napster [56] follows the centralized resource discovery approach by using a large cluster of dedicated central servers, which maintain an index of the files that are concurrently being shared by active peers. Each peer maintains a connection to one of the central servers, through which file location queries are sent. The servers then cooperate to process the query and return a list of matching files and locations. On receiving the results, the peer may choose to initiate a file exchange directly from another peer. In addition to maintaining an index of shared files, the centralized servers also monitor the state of each peer in the system, keeping track of metadata such as the peers' reported connection bandwidth and the duration that the peer has remained connected to the system. This metadata is returned with the results of a query, so that the initiating peer has some information to distinguish and access possible download sites.
The Condor matchmaker [50] is based on the centralized approach, but does not use global names for resource discovery. Request queries for resources are sent by the Condor matchmaker to a central repository, the Condor collector, which is responsible for performing matching of resources. However, it does not address the issue of Quality of Service (QoS) for the discovered resources.
Globus's Metacomputing Directory Service (MDS-1) [26, 65] was also based on the centralized resource discovery method and uses the Protocol Based approach to discover resources on Grids. It is a single, unified access mechanism for a wide range of information sources. It uses the Lightweight Directory Access Protocol (LDAP) [17] , However, in the centralized approach the entire registry is hosted onto a single site, therefore the issue of scalability is most pertinent and is one of the major drawbacks of this implementation since there is a single point of (total) failure. Therefore, the MDS-1 was moved to a decentralized service and is now called Monitoring and Discovery
Service (MDS-2) [60, 68] . This system consists of three distinct components namely, Representation and data access, Data model and Implementation [53] .
The Distributed Resource Discovery Model
In distributed resource discovery, the resource information is dispersed across different sites. These sites could be a single computer or peer, each operating as a server or a 13 cluster of peers collectively operating as server. Each peer is hosting the directory of its local resources and an index or link to the resource registry of other peers. Whenever demand to discover a specific resource arises, the search query is sent to the immediate peer, and if a match is not found then it is forwarded to the second nearest peer -if still not found then again to the next peer and so on. So each peer can send a resource request query and each is "surfed" and checked for resource availability. Since there is no centralized control, failure of any peer(s) does not affect the network in a catastrophic way. The distributed resource discovery model has been employed to develop Grid-enabled resource discovery systems by using various approaches such as P2P & Protocol Based, Parametric, Agent Based, Semantic and Hybrid approach.
The P2P & Protocol Based Approach
Although P2P networks are not strictly Grid systems, several P2P approaches are relevant and applicable in a Grid environment. This is a type of distributed resource discovery method where each site is an independent peer. Peer-to-peer networks allow individual computers to communicate directly with each other and to share information and resources without using specialized 'servers' [44] . In a way, the Grid architecture is quite similar to P2P architecture -in fact, Grids are multi-peer to multi-peer.
In the P2P and Protocol based approach the query for resource discovery is broadcasted to all peers at the same time or to the immediate peer and then to others in a chain manner. To perform some particular task, specifically designed protocols are sent to various peers for efficient resource discovery. Each protocol has a dedicated functionality and some have been customized to perform enhanced/bespoke functionalities. Moreover, in protocol based resource discovery systems, the Grid network grows by sending and receiving protocols, since gradually each node comes to know about all the other nodes on the Grid network.
Various resource discovery algorithms in distributed networks are discussed in [42] , which proposes a randomized resource discovery algorithm called Name-Dropper, whereby all machines learn about each other within O(log 2 n)-complexity rounds with high probability. Name-Dropper requires relatively few rounds and low network communication and achieves near-optimal performance both with respect to time and network communication complexity. However, it is assumed that the network is static, with no machines being added or removed when the algorithm is running, which is not always a valid assumption. Moreover, in some rounds it is possible that many machines 14 in a network might choose at the very same time to contact the same one particular host which could only maintain a small number of simultaneous connections and hence would deny access to all other machines that are trying to contact it, severely restricting the access to Grid resources.
Other resource discovery algorithms have been proposed in [11, 58, 59] . The work presented in [54] is an extension of [62] and is also related to [42] , contributing with improved efficiency and message and time complexities.
Although not strictly a Grid-based protocol, Gnutella [44] is an open, decentralized, P2P search protocol that is mainly used to find and share files. Another protocol-based approach using a request forwarding algorithm in a Fully
Decentralized Grid Environment is presented in [5] , where four types of request forwarding algorithms, namely random, experience-based+random, best-neighbour, and experience based+best neighbour are tested, keeping the resource frequency (number of resources) constant on an emulated Grid by using a membership information protocol to define the connection graph that changes over time. The technique comprises of an index server or users which send an enquiry protocol to the directory servers and the directory server or sources that send a registration protocol to the index server (Fig 3) .
Comparisons are made by sending independently generated sets of 200 requests to a set of randomly chosen 10 nodes repeatedly with the same set of requests and nodes.
Instead of filenames, resource attributes are passed as parameters in the query, hence the requests specify sets of desired attributes and values. The proposed mechanism could be used to associate entities into directories and organize these directories into flat, dynamic networks. Results showed that the experience-based+random algorithm performs best in all request distributions, but requires more storage space and hence is more expensive than the random algorithm which is the least expensive, albeit also the least efficient. One of the limitations of this framework is the uneven spread of 15 information; only nodes contacted by users learn, while other nodes remain uninformed and inexperienced. Moreover, instead of having real user logs, two request distributions -namely random and geometric -are chosen to match the requests with existing resources. The number of distinct requests in the random distribution is approximately twice as large as that in an equally-sized geometric distribution. The technique used is quite unrealistic in the sense that all resources in a Grid are considered to be equally common. It is assumed that the storage space for logs is infinite and there are no failures, which is not true in a real world Grid.
An extension of [5] is proposed in [6] , which is a general resource discovery solution, where the four types of request forwarding algorithms are used with four newly defined dimensions of the solution space namely, membership protocol that refers to how new nodes join the Grid and learn about each other, overlay construction that selects the set of active collaborators from the local membership list, preprocessing that refers to the offline preparations for better search performance, independently of requests, and request processing that searches or maps the local and remote resources according to the request. This study also describes four environmental parameters that influence the performance and design of a resource discovery mechanism namely, resource information distribution and density which refers to the fairness of sharing, resource information dynamism which refers to the dynamic and static resource attributes, requests distribution which refers to the pattern of user's requests for resources and peer participation which refers to nodes joining and leaving the network.
This study claims that the proposed four components can define any decentralized resource discovery design. As a result, a simple resource discovery mechanism based on request propagation is evaluated, and the results are similar to those of [5] .
A P2P based approach is presented in [1] , in which the CAN-based DHT system (Content Address Network-based Distributed Hash Table) has been extended into an indexing infrastructure which allows querying of ranges and supports efficient handling of dynamic data by using the so-called Space Filling Curve, especially the Hilbert Curve, as hash functions. In the CAN based P2P network [55] , a subset of the servers participating in the Grid will act as nodes and store the pairs (attribute-value, resource-ID Another resource discovery model is Routing Transferring [61] , which defines three basic elements; namely, resource requester, resource router and resource provider. The resource information sent by the provider to a router is maintained in "routing tables".
When a resource request sent by the requester is received by the router, then it checks the routing tables to choose a route for it and transfer it to another router or provider.
The complexity of the proposed SD-RT (Shortest Distance Routing-Transferring) algorithm is analyzed. The analysis shows that the resource discovery time depends on topology (the longest path in the graph) and the distribution of resources. When topology and distribution are definite or defined, the SD-RT algorithm can find a resource in the shortest time. The performance is determined by resource frequency and resource location. Moreover, high frequency and location of resources can reduce the resource discovery time significantly.
A distributed-index mechanism, called Routing Indices (RI), is presented in [4] . RI maintains indices at each node and allows nodes to forward queries to neighbours that are more likely to have answers. If a node cannot answer a query, it forwards the query to a subset of its neighbours, based on its local RI, rather than by selecting neighbours at random or by flooding the network by forwarding the query to all neighbours. Three RI schemes are presented; namely, the compound, the hop-count, and the exponential routing indices. Results show that RIs can improve performance by one or two orders of magnitude vs. a flooding-based system, and by up to 100% vs. a random forwarding system. However, the exponential RI has the assumption that the network topology is a regular tree and that documents are uniformly distributed (the regular-tree cost model) which may not be realistic in some configurations.
Freenet [24] is another file sharing system like Gnutella, which is not a Grid-based system, but shares files as the main resource and uses the request forwarding algorithm and cryptographic protocol. No broadcast search or centralized location index is employed. It is a location-independent distributed file system that provides an effective means of anonymous information storage retrieval and makes it impossible to discover the true origin or destination of the file passing through the network. Files in Freenet are identified by binary file keys obtained by applying a hash function (currently used function is 160-bit SHA-1). Three different types of file keys are also used; namely,
keyword-signed key (KSK), signed-subspace key (SSK), and content-hash key (CHK).
Upon receiving request, a node first checks its own store for the data and returns it if found, if not found, it looks up the nearest key in its routing table and forwards the request to the corresponding node. If this request is successful then the node will pass data back to the immediate requester, cache the requested file in its local datastore and create an entry in its routing table associating the actual data source with the requested key. A subsequent request for the same key will be immediately met by the local cache, thus the routing tables are always dynamic. Hence file sharing is achieved by combining informed request and automatic file sharing. However, it does not intend to guarantee permanent file storage, i.e. if the request for any specific file is not received for a long time then the entry is removed.
Chord [33] is a scalable distributed P2P lookup protocol, which is also not Gridbased but addresses the problem of efficiently locating the node that stores a particular data item in a dynamic P2P system with frequent node arrivals and departures. Given a key, it provides distributed computation of hash function mapping keys to nodes responsible for them. In an N-node system, each node maintains information only about O(log n) other nodes and a lookup requires O(log N) messages to other nodes. Updates to routing information when a node joins or leaves requires O(log 2 N) messages. Each node in the network hosts part of the index, and queries are hashed to create a key that is mapped to the node with the matching identifier. In Chord, nodes are organized in a ring. Each node maintains a small finger table that is used to forward queries around the ring until the correct node is located. However, the cost of a Chord lookup grows as the log of the number of nodes and its performance is degraded when a node's information is only partially correct. 18 A Virtual and Dynamic Hierarchical Architecture is proposed in [40] which employs an overlay network topology for discovering Grid services with high performance. Two service discovery algorithms -namely, Full Search Query and Discovery Protocol (FSQDP) -are also proposed that discover the node matching the request message from all nodes. There is no need for nodes to know all global names of groups or node identification, etc., because the groups are organized as a virtual group tree and the group and node properties can be obtained for example by the Query and Discovery Protocol. However, in a dynamic P2P environment it is hard to build and maintain global hierarchical topologies [14] .
Another P2P based approach using resource taxonomy to improve the efficiency of Grid resource discovery is presented in [14] , where application-level scheduling of resources is performed and resources are discovered according to their attributes rather than IDs. It is a Resource discovery system that supports efficient attribute-based resource naming and query, for this purpose the concept of Resource Information Community (RIC) is introduced where resources are organized in communities. Just like nodes being grouped according to common interests in file sharing P2P networks, in RIC Grid information nodes with the same type of resources are grouped to resource information communities, and efficient navigation is supported via a DHT (Distributed Hash Table) P2P based bootstrap network. Various request forwarding strategies can be used to propagate requests inside the community such as flooding, random walk, etc.
RIC-based resource discovery does not specify detailed node organization and request processing protocols inside the community, which provides flexibility for each community to adopt most appropriate protocols of its own. Routing Transferring (RT) is adopted inside each RIC and flooding is used to forward requests. However, it is assumed that each resource can be classified into a single type only, whereas it is possible for a resource to fall under multiple types at the same time, which is not always a valid assumption. Moreover, there is a huge topology construction and maintenance (C&M) overhead of each information node.
The so-called Non-uniform Information Dissemination protocols to efficiently propagate resource information to nearby repositories without requiring flooding or centralized approaches are proposed in [59] . failure of certain nodes could break the timeline, so extra routing information must be added to give each supernode an increased knowledge of its environment.
Other P2P distributed (non-Grid) systems in which resources are treated as files and are identified through their names such as CAN (Content Address Network) [55] , Pastry [7] and Tapestry [10] , use intelligent positioning of data into search-optimized, reliable
and flexible structures such as distributed hash tables (DHTs) for efficient and scalable name-based retrieval. They build search-efficient indexing structures that provide good scalability and search performance. However, it is achieved at an increased cost for file and node insertion and removal. An implicit assumption in these systems is node homogeneity -i.e. all nodes are expected to have the same capabilities [6] . Moreover, DHT-based schemes cannot support efficient attribute-based resource discovery.
The Parametric Approach
In this approach parameters are sent to the distributed nodes and, depending upon those parameters, the query is dealt with.
The Parametric approach has been employed in [43] to discover resources by associating higher value with nearby information and reducing the data dissemination overhead. The notion of "Grid potential" is introduced, which weights a Grid resource's capability with its distance from the application "launch point". The tradeoffs are studied between three different protocols namely, the universal protocol which attempts to disseminate information uniformly, the neighbourhood protocol which limits the scope of dissemination to nearby nodes and the distinctive awareness protocol which is intended for unique Grid resources. The idea of having different protocols for different types of resources is similar to the rationale of the Prioritized Dissemination Protocol (PDP) [59] . Simple tests are used to measure message complexity (overhead) and dissemination efficiency (error), but despite calling this method a "parametric approach", only a single point in the space is explored [59] . However, instead of using benchmarks for the Grid potential, application-based measurement strategies can be used and theoretical performance models for data dissemination algorithms that belong to the distinctive awareness category can be constructed.
The Agent-Based Approach
Autonomous and mobile software agents are widely regarded as necessary components of large-scale distributed systems. Agents can facilitate/grant access to existing services 21 to thin clients, support nomadic computing, perform functions related to resource management, support negotiations among several parties involved in a transaction, reconfigure servers, and so on [37] . Resources host services which are considered as agents.
Various resource discovery algorithms are compared in [37] , which introduces an agent-based model for resource discovery which uses an algorithm and a framework for Within the MAGDA framework, resources and services are characterized by mobility features. A resource is defined as a node able to host a mobile agent. A service is an application server or a mobile agent. The user is able to discover available services or to start own services downloading the agent code or asking for the agent's creations. The agents are able to discover new hosting nodes in order to explore the network or to move to less busy machines, to look for required resources or application. The Web Services paradigm and SIP and UDDI [70] technologies are utilized to implement a resource discovery service that allow users and mobile agents to look for and access distributed resources and applications, through heterogeneous terminals, by dynamically configuring the interaction session and service functionalities based on the characteristics of the terminal and the QoS of the interconnection.
Semantic Approach
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This approach implements semantics and ontologies to define resources. Each resource must operate according to its machine-understandable semantics. For the efficient and effective correspondence among the various devices on a Grid, their semantic descriptions must possess a frequency matching that aims at eliminating all the platform compatibility issues. On a Grid, resources are both time and space shared. When a new resource is added onto a Grid, its semantics must be specified. Many applications are being developed for Grid resources discovery using this approach, such as DAML+OIL (Darpa's Agent Markup Language + Ontology Inference Layer) [64] , which is a recently developed and used ontology representation language. The semantic approach has certain advantages over the other approaches, since semantic matching is flexible and effective.
Grid-SD (Grid-Service Discovery) [52] proposes a service discovery framework for Grid environments which relies on an ontology description that allows semantic matching and is based on the LARKS matchmaker [39] . The matching mechanism comprises of three filter stages; namely, context, syntactic and semantic matching, whereas the service ontology database provides the knowledge base. It relies on
DAML-S [2] (DARPA Agent Markup Language services) and its ontologies for
matchmaking. The advertisements must match the requests; both refer to DAML [64] concepts and the associated semantics. The service matchmaker mediates between service requesters and service providers for mutually beneficial cooperation. Each provider must first register with a registry, also known as the matchmaker. The service provider advertises their capabilities by sending some appropriate messages (advertisements) describing the kind of service they offer. Upon receiving a request, the matchmaker matches it with its actual set of advertisements. On successful match, the matchmaker returns a ranked set of appropriate service providers and the relevant advertisements to the requester.
A design and a prototype is presented in [21] for a matchmaker using existing semantic web technologies and exploiting ontologies and rules (based on Horn logic resources and usage policies to appropriately find a resource that satisfies the request requirements. Additional rules can also be added to automatically infer resource requirements from the characteristics of domain-specific applications, without explicit statements from the user. However, in the case of recursive rules, the evaluation may be time consuming.
Hybrid Approach
Some network resource discovery systems have been developed by combining two or more distributed model approaches described above to optimize the efficiency and output of the system at hand.
A Hybrid approach is suggested in [13] , which combines both P2P and Semantic approaches in a sophisticated manner. It adopts a P2P approach for managing global queries on multiple Index Services. Metadata models are studied using an XML-based approach for heterogeneous resource representation and management in Grid-based data mining applications, especially in Knowledge Grid which is an extension of the work done in [12] . By using services, tools, and repositories provided by the two layers of the Knowledge Grid -namely, the Core K-Grid layer and the High level K-Grid layer -a user can search and identify data sources, data mining tools, and computational resources. Then all these components can be combined to build a distributed/parallel data mining application that can be executed on a Grid. eXtensible Markup Language Ontologies based on description logics are used to describe the resources.
Information is distributed over a peer-to-peer network based on distributed hash tables.
Thus it enables detection of resource matches, even if a provider within the Grid does not know all the terms used in a resource query. This has been achieved by combining the knowledge of all peers within a distributed classification DAG (Directed Acyclic Graph), so that queries can be resolved against this DAG. However, it is assumed that peers do not leave the network accidentally or without informing, which is always not a true assumption, since in a real world peers might break down and have to leave the network without notice. Therefore, some issues to be addressed further are completeness, expressiveness of queries, fault tolerance, garbage collection, ranking of results and routing optimization.
Another stream of research is orientated towards achieving Grid resource discovery through "Services" (Grid and Web services). The Open Grid Service Architecture (OGSA) [31] defines the Grid service concept, based on principles and technologies from both the Grid computing and Web services communities [16] . Moreover, OGSA not only defines the semantics for a Grid service, but also defines standard mechanisms for creating, naming, and discovering transient Grid service instances. It also provides location transparency and multiple protocol bindings for service instances and supports integration with underlying native platform facilities [28] . Also, Grid services are no longer considered separate from the Web services. In fact, according to the Open Grid Service Infrastructure (OGSI) version 1.0 specification [57] , a Grid service is considered to be a Web service that conforms to a set of conventions (interfaces and behaviours) which define how a client interacts with a Grid service for such purposes as 25 service lifetime management, inspection, and notification of service state changes [32] . Currently a lot of work is being devoted to Grid resource discovery using web services. Each of these endeavours constitutes a step towards the integration of Grid services into Web services, which might provide a viable solution to the problem of resource discovery in Grids. This integration is necessary since Web services cannot directly be used as Grid services due to intrinsic limitations of Web services such as 26 statelessness, etc. (whereas a Grid service must have a state since it is prone to dynamic changes and has more complex functionality than an ordinary Web service). To serve the purpose of resource discovery, Grid services could be glued to Web services using specialized object-oriented techniques such as encapsulation and inheritance.
The Semi-Distributed Resource Discovery Model
The semi-distributed resource discovery model combines centralized and distributed models into a consistent broker system which maintains the resource directory and registers each resource on the Grid. The broker is responsible for matching or assigning the right resource to the request query for resource discovery. The semi-distributed resource discovery model could also be employed to develop Grid-enabled resource discovery systems by using various approaches, such as Parametric, Agent Based, Semantic and Hybrid, as explained earlier in section 5.2.
EZ-Grid system [9] aims at enabling efficient use of Grids by both end users and administrators. It uses a sophisticated brokering system coupled with usage policy framework and a distributed information subsystem to achieve user specified time/cost Semantic Matching of Grid Resource Descriptions is proposed in [34] , which uses the semantics approach for resource descriptions. Ontologies are used in the Grid Interoperability Project (GRIP), which enables brokering for resources described by several Grid middleware systems: GT2, GT3 and UNICORE. The proposed broker is able to interrogate on behalf of its clients two different resource schemas. One schema is the GLUE schema [51] which is used to provide a uniform description of resources on the Data Grids being developed in the US and Europe and to enable federation of relevant VOs for global analysis of data from particle physics experiments. The other schema is provided by the UNICORE framework [15] , a software model that creates local Incarnation Data Base (IDB) entries, used to 'ground' or 'incarnate' Abstract Job Objects (AJO), which are composed on behalf of client applications and sent around the Grid as serialized Java objects. However, this work supports only very small subsets of UNICORE and GLUE that can be immediately mapped in this way.
A resource broker focusing on matching the available resources to the user's requests is presented in [18] . It provides a uniform interface to access any of the available and appropriate resources using the user's credentials. The process of creating a resource broker is discussed and an insight into how it connects and relates to the underlying software is provided. The resource broker runs on top of the Globus Toolkit.
Therefore, it provides security and current information about the available resources and serves as a link to the diverse systems available on the Grid. The user contacts the resource broker and sends a request by filling a web form on a simple webpage and specifying the request in very general terms. Upon receiving the request, the resource broker looks for a match by communicating to the GIS (Grid Information System) [69] , which returns requested information in plain text format, later converted into XML. The XML output is then parsed, extracting only fields that match the fields specified by the user in the request. The response is processed until it is determined that a match can or cannot be found. Although there is flow of information from the user and back to the user throughout the Grid, one thing that the resource broker does not provide is any sort of job scheduling among the resources. 28 
Critical Comments
Advantages and Disadvantages of the Centralized Resource Discovery Model:
An advantage of the centralized resource discovery method is that its very simple and centralized architecture is easy to design, implement and maintain. Moreover, data management is easy since the entire data is hosted at a single point. But at the same time this is also a major drawback -the entire architecture is dependent on a single central node, causing it to have a single point of failure and lack of fault-tolerance. In fact, there should be less centralized control [6] , because in the case of centralized control there might not be an incentive for any participant (institution or individual) to support the significant administrative costs inherent in systems that aggregate a huge number of resources with unpredictable behaviour. Moreover, since a centralized architecture is challenged both in terms of scale and dynamic behaviour (flexibility/adaptability), the adoption of a self-configuring, distributed architecture would provide a more preferable solution. The centralized resource discovery model is less reliable because, if a service is terminated (due to system attack or system failure), then access to the entire network is denied and inevitably such a situation is difficult to remedy or manage. Scalability is also a major issue, since the centralized model cannot handle extraordinarily large number of nodes and resources. So if the network grows fast, then the efficiency of this model drops -this is one of the reasons behind the efforts to move Globus MDS-1 service from centralized form to the decentralized MDS-2 [36] .
Advantages and Disadvantages of the Distributed Resource Discovery Model:
By and large the distributed resource discovery model is more powerful than the centralized model. Resource discovery systems developed based on this approach are usually more successful than the ones developed using the centralized approach.
However, still the issue of scalability remains, which makes it difficult to manage large volumes of resources on a vast network like a Grid. Moreover, Grid environments, being highly heterogeneous in nature, may make the use of DHTs ineffective in Gridenabled resource discovery systems [6] , since in DHTs all nodes have equal responsibilities assuming homogeneous capabilities and trust. Moreover, in typical resource discovery systems the properties of resources or requests are based on 29 symmetric flat attributes, which might become unmanageable as the number of attributes grows [21] .
Advantages and Disadvantages of the Semi-Distributed Resource Discovery Model:
The semi-distributed resource discovery model has in many respects a more privileged architecture than both the centralized and distributed models. It can serve as a better option for creating resource/request brokering systems and would be better able to facilitate the design of middleware packages. However, it has some limitations as well.
One of the limitations of the semi-distributed resource discovery model is complexity, as the demanding technical-level integration required makes it difficult to manage and maintain the integrity and consistency of the entire architecture. Moreover, fixing (repairing) the network could be very time consuming and there can be a risk that at some nodes the problem of load-balancing may arise.
Concluding Remarks
Various approaches have been proposed and used to resolve the problem of resource discovery in Grids, based on three basic resource discovery models: centralized, distributed and semi-distributed.
The centralized resource discovery model is the simplest and a centralized architecture is easy to design. Moreover, data management is easy since the entire data is hosted at a single point. However, it is not likely to be recommended as a resource discovery solution in general purpose Grids, since a centralized architecture is entirely different from Grid architecture, which is multi-peer to multi-peer. Hence it would be an inappropriate route to follow in the case of ever-growing networks, due to the major issue of poor scalability. Furthermore, poor security and reliability are serious disadvantages of the centralized model.
The distributed resource discovery model can address this problem to some extent, but is not a perfect solution, since even though being distributed in nature, if the network grows it becomes difficult to maintain and track the huge reservoir of resources, reducing the efficiency of a resource discovery mechanism. The issues of scalability and architectural compatibility arise in both the centralized and distributed models.
The semi-distributed resource discovery model can provide the best option for creating resource/request brokering systems and designing related middleware packages, since overall it seems to be more reliable. However, this model also has some limitations, such as complexity, time, costs and difficulty of managing/maintaining, etc.
In order to provide optimal service, such systems need to be easily configurable, flexible and generic. Moreover, a semi-distributed network architecture should be modelled in a sophisticated manner, so as to address the scalability issue sufficiently to ensure that its effectiveness and efficiency remain unaltered regardless of the number of nodes or peers or resources added or removed from the network. It must also possess load-balancing and fault-tolerance features.
There are many different methods that have been used to address the issue of resource discovery and several approaches have been taken, yet a complete solution is not available. However, since Web services can be used to discover resources on the Grids, one way of achieving successful resource discovery is by integrating the Grid services with Web services or gluing them together. It seems that using a Hybrid approach over a Semi-Distributed architectural model can help resolve the problem of resource discovery in Grids to some extent. However, and although the potential and promise is there, it is clear that further advances are needed in this field in order to provide a satisfactory, all-round solution framework.
