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1 Introduction and main result
This paper is devoted to study the stabilization of the linear wave equation in a bounded domain
damped in a subdomain when the geometrical control condition (see [ BLR]) of the work of C. Bardos,
G. Lebeau and J. Rauch is not fulfilled. In such case, they [ BLR] proved that the uniform exponential
decay rate of the energy cannot be hoped due to the existence of a trapped ray that never reaches the
support of the damping. Another important contribution in this field was done by G. Lebeau [ Le] who
establishes a logarithmic decay rate for the dissipative wave equation when no assumption on rays of
geometrical optics is required, but when more regularity on the initial data is allowed. Now, it seems
natural to search a general description of the geometries of both domain and support of the damping
under which the energy of the dissipative wave equation decreases in a polynomial way. A first answer
in this direction was done by Z. Liu and B. Rao [ LR] who consider the wave equation on a square
damped in a vertical strip. In this paper, we improve the geometry to a partially cubic domain where
the damping acts in a neighborhood of the boundary except between a pair of parallel square face of
the cube.
Before stating the main result of this paper, we begin by presenting precisely the geometry of our
problem. Next, we introduce the equations that will be used throughout this work. Our main result
is given at the end of this section.
1.1 The geometry
Let m1,m2, ρ > 0. Let Ω be a connected domain in R
3 bounded by Γ1, Γ2, Υ where
Γ1 = [−m1,m1]× [−m2,m2]× {ρ}, with boundary ∂Γ1,
Γ2 = [−m1,m1]× [−m2,m2]× {−ρ}, with boundary ∂Γ2,
Υ is a surface such that Υ ⊂ R2 \((−m1,m1)× (−m2,m2)) × R, with boundary ∂Υ = ∂Γ1 ∪ ∂Γ2.
We suppose that the boundary of Ω, ∂Ω = Γ1 ∪ Γ2 ∪Υ, is C∞. Let Θ be a neighborhood of Υ in R3
and let ω = Ω ∩Θ.
As Θ is a neighborhood of Υ in R3, there exists ro ∈ (0,min (m1,m2, ρ) /2) such that [xb1 − 2ro, xb1 + 2ro]×
[xb2 − 2ro, xb2 + 2ro]×[xb3 − 2ro, xb3 + 2ro] ⊂ Θ for any (xb1, xb2, xb3) ∈ ∂Γ1. Let ho = min
(
1, (ro/8)
2
)
.
Next, we choose ωo = (−m1 + ro,m1 − ro)× (−m2 + ro,m2 − ro)×
(− ρ4 , ρ4).
Throughout this paper, c denotes a positive constant which only may depend on (m1,m2, ρ). Also
γ will denote an absolute constant larger than one. The value of c > 0 and γ > 1 may change from
line to line.
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1.2 The equations
We consider the dissipative wave equation in Ω with initial data (w0, w1) ∈ H2 (Ω)∩H10 (Ω)×H10 (Ω). ∂
2
tw −∆w + α (x) ∂tw = 0 in Ω× R+
w = 0 on ∂Ω× R+
(w (·, 0) , ∂tw (·, 0)) = (w0, w1) in Ω ,
(1.1)
with a non-negative dissipative potential α ∈ L∞ (Ω) such that α > 0 in ω. Denote
E (w, t) =
∫
Ω
(
|∂tw (x, t)|2 + |∇w (x, t)|2
)
dx = E (w, 0)− 2
∫ t
0
∫
Ω
α (x) |∂tw (x, θ)|2 dxdθ ,
and recall that E (w, t) is a continuous decreasing function of time.
Denote by {µj}j≥1, 0 < µ1 < µ2 ≤ µ3 ≤ · · ·, the eigenvalues of −∆ on Ω with Dirichlet boundary
conditions and by {ℓj}j≥1 the corresponding normalized eigenfunctions, i.e., ‖ℓj‖L2(Ω) = 1. Let u =
u (x, t) be the solution of the wave equation ∂
2
t u−∆u = 0 in Ω× R
u = 0 on ∂Ω× R
(u (·, 0) , ∂tu (·, 0)) = (u0, u1) in Ω .
(1.2)
Suppose that u0 =
∑
j≥1
b0jℓj and u1 =
∑
j≥1
b1jℓj are such that
‖u0‖2H2∩H10 (Ω) =
∑
j≥1
µ2j
∣∣b0j ∣∣2 < +∞ and ‖u1‖2H10 (Ω) =∑
j≥1
µj
∣∣b1j ∣∣2 < +∞ ,
then it is known that
u (·, t) =
∑
j≥1
[
b0j cos
(
t
√
µj
)
+
b1j√
µj
sin
(
t
√
µj
)]
ℓj ,
and u ∈ C (R;H2 (Ω) ∩H10 (Ω)) ∩ C1 (R;H10 (Ω)) ∩ C2 (R;L2 (Ω)). Let
G (u, t) =
∫
Ω
(
|∂tu (x, t)|2 + |∇u (x, t)|2
)
dx = G (u, 0) .
1.3 The bicharacteristics
It is usual to associate with the wave equation, the geodesics. Recall that the bicharacteristics are
curves in the space-time variables and their Fourier variables described by{
x (s) = xo + 2ξ (s) s
t (s) = to − 2τ (s) s and
{
ξ (s) = ξo
τ (s) = τo
with |ξ (s)|2 − τ2 (s) = 0 for s ∈ [0,+∞), when (xo, to, ξo, τo) ∈ R4×R4 \{0} . The rays are the
projection of the bicharacteristics on the space-time domain
x (s)− xo − 2ξos = 0
t (s) + 2τos = 0
|ξo|2 − τ2o = 0 ,
here, to = 0 and τo 6= 0. The generalized rays are rays taking into account the geometry by following
the rules of optic geometric.
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The key geometric observation in our setting is that we do not have that any generalized ray meets
ω. More precisely, any (xo, to, ξo, τo) ∈ ωo×R× R4 \{0} such that ξo = (0, 0,±1) generates a trapped
generalized ray which never goes outside [−m1,m1]× [−m2,m2]× [−ρ, ρ]. As a result, we do not have
an uniform exponential decay for the dissipative wave equation for any damping only acting in ω. Of
course, the logarithmic decay rate still holds from Carleman inequalities. However, we may hope a
better decay rate because our trapped generalized ray behaves quite simply by bouncing between Γ1
and Γ2 always in the same direction ξo = (0, 0,±1). Furthermore, observe that the geometrical control
condition is fulfilled with ω ∪ ωo.
1.4 Main result
Now we are ready to formulate our main result.
Theorem.- There exist C > 0 and δ > 0 such that for any t > 0 and any initial data (w0, w1) ∈
H2 (Ω) ∩H10 (Ω)×H10 (Ω), the solution w of (1.1) satisfies,∫
Ω
(
|∂tw (x, t)|2 + |∇w (x, t)|2
)
dx ≤ C
tδ
‖(w0, w1)‖2H2∩H10 (Ω)×H10 (Ω) . (1.3)
Our strategy to get such polynomial decay rate will consist to establish an observability estimate
for the wave equation u solution of (1.2), or more precisely, an inequality which traduces the unique
continuation property for u between ω× (0, T ) and Ω×{0} for some T < +∞. For example, it is now
known that an interpolation inequality of the form
‖(u0, u1)‖2H10 (Ω)×L2(Ω) ≤ C Λ
1/δ
∫ T
0
∫
ω
|∂tu (x, t)|2 dxdt
where Λ =
‖(u0,u1)‖2H2∩H1
0
(Ω)×H1
0
(Ω)
‖(u0,u1)‖2
H10 (Ω)×L2(Ω)
, implies (1.3). On another hand, it is not difficult to deduce from
(1.3) an inequality in the following form
‖(u0, u1)‖2H10 (Ω)×L2(Ω) ≤ c
∫ (CΛ)1/δ
0
∫
Ω
α (x) |∂tu (x, t)|2 dxdt
and conversely, the later inequality implies (1.3) where the constant C may change of values. In this
paper, (1.3) comes from
‖(u0, u1)‖2H10 (Ω)×L2(Ω) ≤ C Λ
γ
∫ (CΛ)γ
0
∫
ω
|∂tu (x, t)|2 dxdt .
As it was suggested in the previous subsection, we have to pay more attention on a ray of geometrical
optics bouncing up and down infinitely between the two parallel planes Γ1 and Γ2. In same time, we
need to estimate in a good way the dissipation phenomena in order to improve the logarithmic decay
rate. To this end, we apply some simple tools usually used in the propagation of singularities [ AG]-
[ CV]-[ R] in order to link the number of reflections and the s variable of the bicharacteristic flow. In
particular, we will work with the operator Op (D) = i∂s + h
(
∆− ∂2t
)
for h ∈ (0, ho]. Observe that
the product of four, mono-dimensional, solutions of the Schro¨dinger equation i∂s ± h∂2 can create a
solution of Op (D) a (x, t, s) = 0. The dispersive property of the linear Schro¨dinger equation i∂s ± h∂2
will be exploited.
The next section describes an interpolation inequality. In section 3, we give the proof of Theorem.
We close this paper with two Appendixes devoted to prove some technical results.
3
2 Interpolation inequality
The purpose of this section is to establish the following inequality.
Theorem 2 .- Let T > 0. There exist C > 0 and γ > 1 such that for any h ∈ (0, ho] and initial
data (u0, u1) ∈ H2 (Ω) ∩H10 (Ω)×H10 (Ω), the solution u of (1.2) satisfies∫
ωo
∫ T
0
|∂tu (x, t)|2 dxdt ≤ C
(
1
h
)γ (∫
Υ
∫
|t|≤γ( 1h )
γ |∂νu (x, t)|2 dxdt
)1/2
‖(u0, u1)‖H10 (Ω)×L2(Ω)
+C
√
h ‖(u0, u1)‖H2∩H10 (Ω)×H10 (Ω) ‖(u0, u1)‖H10 (Ω)×L20(Ω) .
The rest of this section is devoted to the proof of Theorem 2. We begin to introduce some weight
functions inspired by [ Z], with the properties of localization, propagation and dispersion. Next, we
make appear the Fourier variables and introduce some Fourier integral operators dependent on the
number of reflections between Γ1 and Γ2. Their properties at the boundary are analyzed. The process
of propagation is then applied. Some parameters are adequately chosen and that will complete the
proof.
2.1 The weight functions
The hypothesis saying that Υ ⊂ R2 \((−m1,m1)× (−m2,m2)) × R implies that for any xo ∈ ωo,
B (xo, ro/2) ∩ ∂Ω = ∅, where B (xo, r) denotes the ball of center xo and radius r. We introduce
χxo = χ ∈ C∞0 (B (xo, ro/2)) be such that 0 ≤ χ ≤ 1 and χ = 1 on B (xo, ro/4).
From any point xo ∈ ωo, we will localize around xo and eventually be able to propagate some local
regularity. To this end, let h ∈ (0, ho] and let us define
a (x, t, s) =
(
1
(is+ 1)
3/2
e−
1
4h
x2
is+1
)(
1√−ihs+ 1 e
− 14 t
2
−ihs+1
)
,
ao (x, t) = a (x− xo, t, 0) and ϕ (x, t) = χ (x) ao (x, t) .
We get the following identities(
i∂s + h
(
∆− ∂2t
))
a (x, t, s) = 0 ∀ (x, t, s) ∈ Ω× R× (0,+∞) ,
|a (x, t, s)| = 1(√
s2 + 1
)3/2 1(√
(hs)
2
+ 1
)1/2 e−x24h 1s2+1 e− t24 1(hs)2+1 . (2.1)
Now we use such weight functions ao and ϕ with u the solution of the wave equation (1.2) as follows.
By integrations by parts,∫
Ω×R χ (x) |ao∂tu (x, t)|2 dxdt
= − ∫Ω×R χ (x) ∂t (|ao (x, t)|2) 12∂t (|u (x, t)|2) dxdt− ∫Ω×R χ (x) |ao (x, t)|2 ∂2t u (x, t)u (x, t) dxdt
=
∫
Ω×R χ (x)
1
2∂
2
t
(
|ao (x, t)|2
)
|u (x, t)|2 dxdt− ∫Ω×R χ (x) |ao (x, t)|2 ∂2t u (x, t)u (x, t) dxdt .
As ∂2t
(
|ao (x, t)|2
)
= − |ao (x, t)|2 + t2 |ao (x, t)|2 and t2 |ao (x, t)|2 ≤ 4
∣∣ao (x, t/√2)∣∣2, we have∫
Ω×R χ (x) |ao∂tu (x, t)|
2
dxdt
≤ 2 ∫
Ω×R ao
(
x, t/
√
2
)
ϕ
(
x, t/
√
2
) |u (x, t)|2 dxdt + ∣∣∣∫Ω×R ao (x, t)ϕ (x, t) ∂2t u (x, t)u (x, t) dxdt∣∣∣ .
(2.2)
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Let {Gi; i ∈ I} be a family of open sets covering ωo, i.e., ωo ⊂
⋃
i∈I
Gi, such that Gi =
{∣∣x− xio∣∣ ≤ 2√h}
where
{
xio
}
i∈I ∈ ωo and I is a countable set such that the number of elements of I is bounded by coh√h
for some constant co > 0 independent of h ∈ (0, ho]. Consequently,∫
ωo×(0,T ) |∂tu (x, t)|
2
dxdt ≤ e 12T 2 ∫ωo×(0,T ) e− 12 t2 |∂tu (x, t)|2 dxdt
≤ e 12T 2+2 ∑
i∈I
∫
Gi×R χxio (x)
∣∣a (x− xio, t, 0)∂tu (x, t)∣∣2 dxdt
≤ e 12T 2+2 ∑
i∈I
∫
Ω×R χxio (x)
∣∣a (x− xio, t, 0)∂tu (x, t)∣∣2 dxdt (2.3)
and we will search to bound
∫
Ω×R χxio (x)
∣∣a (x− xio, t, 0)∂tu (x, t)∣∣2 dxdt by a suitable term Eh (u)
independent of i in order to get∫
ωo×(0,T )
|∂tu (x, t)|2 dxdt ≤ CoEh (u)
h
√
h
for some Co > 0 independent of u and h. To this end, we will first study in the next subsections the
second term of the second member of (2.2),∫
Ω×R
ao (x, t)ϕ (x, t) f (x, t) u (x, t) dxdt when f = ∂
2
t u.
2.2 The Fourier variables
Denote
ϕ̂f (ξ, τ) =
∫
Ω×R
e−i(xξ+tτ) ϕ (x, t) f (x, t) dxdt ,
then for any (x, t) ∈ Ω× R,
ao (x, t)ϕ (x, t) f (x, t) = ao (x, t)
1
(2π)
4
∫
R4
ei(xξ+tτ) ϕ̂f (ξ, τ) dξdτ .
Let λ ≥ 1. We cut the integral over τ ∈ R into two parts, {|τ | ≥ λ} and {|τ | < λ}. Next, for {|τ | < λ}
and ξ = (ξ1, ξ2, ξ3), the integral over ξ3 ∈ R is divided as follows. Denote (2Z+ 1) = {2n+ 1 \n ∈ Z},
then
ao (x, t)ϕ (x, t) f (x, t) = ao (x, t)
1
(2pi)4
∑
ξo3∈(2Z+1)
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(xξ+tτ) ϕ̂f (ξ, τ) dξdτ
+ao (x, t)
1
(2pi)4
∫
R3
∫
|τ |≥λ e
i(xξ+tτ) ϕ̂f (ξ, τ) dξdτ .
Consequently,∫
Ω×R ao (x, t)ϕ (x, t) f (x, t)u (x, t) dxdt −R0
=
∫
Ω×R ao (x, t)
1
(2pi)4
∑
ξo3∈(2Z+1)
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(xξ+tτ) ϕ̂f (ξ, τ) dξdτ u (x, t) dxdt (2.4)
where
R0 =
∫
Ω×R
ao (x, t)
1
(2π)
4
∫
R3
∫
|τ |≥λ
ei(xξ+tτ) ϕ̂f (ξ, τ) dξdτ u (x, t) dxdt .
Moreover, it holds
R0 ≤ c
√
1
λ
√
G (u, 0)
√
G (∂tu, 0) . (2.5)
The proof of (2.5) is given in Appendix A.
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2.3 The Fourier integral operators
Denote x = (x1, x2, x3) ∈ Ω, ξ = (ξ1, ξ2, ξ3) with (ξ1, ξ2) ∈ R2. Let (xo, ξo3) = (xo1, xo2, xo3, ξo3) ∈
ωo × (2Z+ 1), we introduce for all s ≥ 0 and n ∈ Z
Ans (xo, ξo3) f (x, t)
= (−1)
n
(2pi)4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(x1ξ1+x2ξ2+tτ) e
i
[
(−1)nx3+2n ξo3|ξo3|ρ
]
ξ3 e−i(ξ
2−τ2)hs ϕ̂f (ξ, τ)
a
(
x1 − xo1 − 2ξ1hs, x2 − xo2 − 2ξ2hs, x3 − (−1)n
[
−2n ξo3|ξo3|ρ+ xo3 + 2ξ3hs
]
, t+ 2τhs, s
)
dξdτ .
Let (P,Q) ∈ N2. Consider the solution
As,P,Q (xo, ξo3) f (x, t) =
2P+1∑
n=−2Q
Ans (xo, ξo3) f (x, t) .
One can check that for any (xo, ξo3, P,Q) ∈ ωo × (2Z+ 1)× N2,(
i∂s + h
(
∆− ∂2t
))
As,P,Q (xo, ξo3) f (x, t) = 0 ∀ (x, t, s) ∈ Ω× R× (0,+∞) . (2.6)
2.4 At s = 0
Since
A00 (xo, ξo3) f (x, t) = ao (x, t)
1
(2π)
4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
ei(xξ+tτ) ϕ̂f (ξ, τ) dξdτ ,
we then obtain from (2.4) that∫
Ω×R
ao (x, t)ϕ (x, t) f (x, t) u (x, t) dxdt−R0 =
∫
Ω×R
∑
ξo3∈(2Z+1)
A00 (xo, ξo3) f (x, t) u (x, t) dxdt .
Observe that
A0,P,Q (xo, ξo3) f (x, t) = A
0
0 (xo, ξo3) f (x, t)+
2P+1∑
n=1
An0 (xo, ξo3) f (x, t)+
∑
−2Q≤n≤−1
An0 (xo, ξo3) f (x, t) ,
with the convention that for Q = 0,
∑
−2Q≤n≤−1
An0 (xo, ξo3) f (x, t) = 0. So, we deduce that∫
Ω×R
ao (x, t)ϕ (x, t) f (x, t) u (x, t) dxdt−R0−R1 =
∫
Ω×R
∑
ξo3∈(2Z+1)
A0,P,Q (xo, ξo3) f (x, t) u (x, t) dxdt
(2.7)
where
R1 = −
∫
Ω×R
∑
ξo3∈(2Z+1)
2P+1∑
n=1
An0 (xo, ξo3) f (x, t) +
∑
−2Q≤n≤−1
An0 (xo, ξo3) f (x, t)
 u (x, t) dxdt .
We estimate R1 uniformly with respect to (P,Q) as follows.
R1 ≤
∫
Ω×R
∑
ξo3∈(2Z+1)
∑
n∈Z\{0}
|An0 (xo, ξo3) f (x, t)| |u (x, t)| dxdt
≤ ∫
Ω×R
∑
ξo3∈(2Z+1)
1
(2pi)4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ∑
n∈Z\{0}
a
(
x1 − xo1, x2 − xo2, (−1)n x3 + 2n ξo3|ξo3|ρ− xo3, t, 0
)
|u (x, t)| dxdt
≤ 1
(2pi)4
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ∫
Ω×R
∑
n∈Z\{0}
a (x1 − xo1, x2 − xo2, (−1)n x3 + 2nρ− xo3, t, 0) |u (x, t)| dxdt .
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Now, notice that
a
(
x1 − xo1, x2 − xo2, (−1)n x3 + 2n ξo3|ξo3|ρ− xo3, t, 0
)
= e
− 14h
[
(x1−xo1)2+(x2−xo2)2+
(
(−1)nx3+2n ξo3|ξo3|ρ−xo3
)2]
e−
t2
4 .
The hypothesis saying that Υ ⊂ R2 \((−m1,m1)× (−m2,m2)) × R implies that for any xo ∈ ωo
and x = (x1, x2, x3) ∈ Ω such that (x1, x2) /∈ [−m1 + ro/2,m1 − ro/2]× [−m2 + ro/2,m2 − ro/2], we
have (x1 − xo1)2 + (x2 − xo2)2 ≥ (ro/2)2, but such hypothesis also implies that for any xo ∈ ωo and
x = (x1, x2, x3) ∈ Ω such that (x1, x2) ∈ [−m1 + ro/2,m1 − ro/2]× [−m2 + ro/2,m2 − ro/2], we get
x3 ∈ [−ρ, ρ] and therefore
∣∣∣(−1)n x3 + 2n ξo3|ξo3|ρ− xo3∣∣∣ ≥ 34ρ for any n ∈ Z \{0} . So, for any n ∈ Z \{0}
a
(
x1 − xo1, x2 − xo2, (−1)n x3 + 2n ξo3|ξo3|ρ− xo3, t, 0
)
≤ e− ch e− 18h
(
(−1)nx3+2n ξo3|ξo3|ρ−xo3
)2
e−
t2
4 .
It follows that∫
Ω×R
∑
n∈Z\{0}
a (x1 − xo1, x2 − xo2, (−1)n x3 + 2nρ− xo3, t, 0) |u (x, t)| dxdt ≤ c e− ch
√
G (u, 0)
Now it remains to compute
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ . We can check that there exists γ > 1 such that∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ ≤ c(λ
h
)γ√
G (u, 0) . (2.8)
The proof of (2.8) is given in Appendix A.
We conclude that
R1 ≤ c
(
λ
h
)γ
e−
c
hG (u, 0) . (2.9)
2.5 On the boundary {x3 = ±ρ}
Since a (x1, x2, x3, t, s) = a (x1, x2,−x3, t, s), we get the following identity
Ans (xo, ξo3) f
(
x1, x2, (−1)n ξo3|ξo3|ρ, t
)
= −An+1s (xo, ξo3) f
(
x1, x2, (−1)n ξo3|ξo3|ρ, t
)
∀n ∈ Z .
(2.10)
Thus,
A2ns (xo, ξo3) f
(
x1, x2,
ξo3
|ξo3|ρ, t
)
= −A2n+1s (xo, ξo3) f
(
x1, x2,
ξo3
|ξo3|ρ, t
)
∀n ∈ Z ,
so that
As,P,Q (xo, ξo3) f
(
x1, x2,
ξo3
|ξo3|ρ, t
)
=
P∑
n=−Q
[
A2ns (xo, ξo3) f (x, t) +A
2n+1
s (xo, ξo3) f (x, t)
]
= 0 ∀s ≥ 0 .
Also, (2.10) implies
A2n+1s (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
= −A2n+2s (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
∀n ∈ Z ,
therefore
As,P,Q (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
= A−2Qs (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
+A2P+1s (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
∀s ≥ 0 .
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2.6 The key identity
By multiplying (2.6) by u (x, t) and integrating by parts over Ω × R × [0, L], we have that for all
(xo, ξo3) ∈ ωo × (2Z+ 1), for all (P,Q) ∈ N2 and all L > 0,∫
Ω×R A0,P,Q (xo, ξo3) f (x, t)u (x, t) dxdt =
∫
Ω×RAL,P,Q (xo, ξo3) f (x, t) u (x, t) dxdt
+ih
∫ L
0
∫
∂Ω×RAs,P,Q (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds .
Consequently, combining the later equality with (2.7), we have the following key identity∫
Ω×R ao (x, t)ϕ (x, t) f (x, t)u (x, t) dxdt− R0 −R1
=
∫
Ω×R
∑
ξo3∈(2Z+1)
AL,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) u (x, t) dxdt
+ih
∫ L
0
∫
∂Ω×R
∑
ξo3∈(2Z+1)
As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds
(2.11)
for any L > 0 and (P (ξo3) , Q (ξo3)) ∈ N2. L will be taken large enough in order that the first term
in the second member of (2.11) is polynomially small like c√
L
and this uniformly with respect to
(ξo3, P (ξo3) , Q (ξo3)) by using the dispersion of (2.1). Next, for each ξo3 ∈ (2Z+ 1), (P (ξo3) , Q (ξo3))
will be chosen dependent on (ξo3, L) in order that the second term in the second member of (2.11) is
exponentially small with respect to h on the boundary Γ1 ∪ Γ2.
2.7 The internal term
In this subsection, we study the internal term appearing in (2.11)∫
Ω×R
∑
ξo3∈(2Z+1)
AL,P,Q (xo, ξo3) f (x, t) u (x, t) dxdt .
First, we have a uniform bound with respect to (P,Q)∫
Ω×R
∑
ξo3∈(2Z+1)
AL,P,Q (xo, ξo3) f (x, t)u (x, t) dxdt
=
∫
Ω×R
∑
ξo3∈(2Z+1)
[
2P+1∑
n=−2Q
AnL (xo, ξo3) f (x, t)
]
u (x, t) dxdt
≤ ∑
ξo3∈(2Z+1)
∑
n∈Z
∣∣∣∫Ω×RAnL (xo, ξo3) f (x, t)u (x, t) dxdt∣∣∣ .
(2.12)
Recall that
AnL (xo, ξo3) f (x, t)
= 1
(iL+1)3/2
(−1)n
(2pi)4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(x1ξ1+x2ξ2+tτ) e
i
[
(−1)nx3+2n ξo3|ξo3|ρ
]
ξ3 e−i(ξ
2−τ2)hL ϕ̂f (ξ, τ)
e−
1
4h
(x1−xo1−2ξ1hL)2
iL+1 e−
1
4h
(x2−xo2−2ξ2hL)2
iL+1 e−
1
4h
(
(−1)nx3+2n
ξo3
|ξo3| ρ−xo3−2ξ3hL
)2
iL+1(
1√−ihL+1 e
− 14 (t+2τhL)
2
−ihL+1
)
dξdτ
u (x, t) =
∑
j≥1
[
b0j
2
(
eit
√
µj + e−it
√
µj
)
+
b1j
2i
√
µj
(
eit
√
µj − e−it√µj )] ℓj (x)
=
∑
j≥1
(
b0j
2 +
b1j
2i
√
µj
)
eit
√
µj ℓj (x) +
∑
j≥1
(
b0j
2 −
b1j
2i
√
µj
)
e−it
√
µj ℓj (x) .
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Therefore, we write∫
Ω×RA
n
L (xo, ξo3) f (x, t) u (x, t) dxdt
= 1
(iL+1)3/2
(−1)n
(2pi)4
∑
j≥1
∫
Ω
ℓj (x)∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(x1ξ1+x2ξ2) e
i
[
(−1)nx3+2n ξo3|ξo3|ρ
]
ξ3 e−i(ξ
2−τ2)hL ϕ̂f (ξ, τ) dξ
e−
1
4h
(x1−xo1−2ξ1hL)2
iL+1 e−
1
4h
(x2−xo2−2ξ2hL)2
iL+1 e−
1
4h
(
(−1)nx3+2n
ξo3
|ξo3|
ρ−xo3−2ξ3hL
)2
iL+1 dx∫
R
eitτ
(
1√−ihL+1 e
− 14
(t+2τhL)2
−ihL+1
)[(
b0j
2 +
b1j
2i
√
µj
)
eit
√
µj
+
(
b0j
2 −
b1j
2i
√
µj
)
e−it
√
µj
]
dt dτ .
(2.13)
On another hand,∫
R
ei(τ±
√
µj)t e−
1
4
(t+2τhL)2
−ihL+1 dt =
∫
R
ei(τ±
√
µj)(t−2τhL) e−
1
4
t2
−ihL+1 dt
= ei(τ±
√
µj)(−2τhL) ∫
R
ei(τ±
√
µj)t e−
1
4
t2
−ihL+1 dt
= ei(τ±
√
µj)(−2τhL) ̂e−
1
4
t2
−ihL+1
(− (τ ±√µj))
= ei(τ±
√
µj)(−2τhL) 2
√
π
√−ihL+ 1 e−(−ihL+1)(τ±√µj)2
(2.14)
where we have used the following formula
ê−
z
2 t
2
(τ) =
∫
R
e−itτ e−
z
2 t
2
dt =
√
2π√
z
e−
1
2z τ
2
, Re z ≥ 0 and z 6= 0 .
Consequently, by (2.13)-(2.14),∫
Ω×RA
n
L (xo, ξo3) f (x, t)u (x, t) dxdt
= 1
(iL+1)3/2
(−1)n
(2pi)4
∑
j≥1
∫
Ω ℓj (x)∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ e
i(x1ξ1+x2ξ2) e
i
[
(−1)nx3+2n ξo3|ξo3|ρ
]
ξ3 e−i(ξ
2−τ2)hL ϕ̂f (ξ, τ)
e−
1
4h
(x1−xo1−2ξ1hL)2
iL+1 e−
1
4h
(x2−xo2−2ξ2hL)2
iL+1 e−
1
4h
(
(−1)nx3+2n
ξo3
|ξo3|
ρ−xo3−2ξ3hL
)2
iL+1 dxdξ[(
b0j
2 +
b1j
2i
√
µj
)
ei(τ+
√
µj)(−2τhL) 2
√
πe−(−ihL+1)(τ+
√
µj)
2
+
(
b0j
2 −
b1j
2i
√
µj
)
ei(τ−
√
µj)(−2τhL) 2
√
πe−(−ihL+1)(τ−
√
µj)
2
]
dτ .
Thus, ∣∣∣∫Ω×RAnL (xo, ξo) f (x, t)u (x, t) dxdt∣∣∣
≤ 1
(
√
L2+1)3/2
2
√
pi
(2pi)4
∑
j≥1
∫
Ω
|ℓj (x)|
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣
e
− 14h
(
(−1)nx3+2n ξo3|ξo3|ρ−xo3−2ξ3hL
)2
1
L2+1 dx(∣∣∣ b0j2 + b1j2i√µj ∣∣∣+ ∣∣∣ b0j2 − b1j2i√µj ∣∣∣) dξdτ .
Then, ∑
n∈Z
∣∣∣∫Ω×RAnL (xo, ξo3) f (x, t) u (x, t) dxdt∣∣∣
≤ c 1
(
√
L2+1)3/2
(
4 + c
√
h (L2 + 1)
) ∑
j≥1
(∣∣b0j ∣∣+ ∣∣∣ b1j√µj ∣∣∣) ∫R2 ∫ ξo3+1ξo3−1 ∫|τ |<λ ∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ (2.15)
by using ∑
n∈Z
e
− 14h
(
(−1)nx3 |ξo3|ξo3 +2nρ−xo3
|ξo3|
ξo3
−2ξ3hL |ξo3|ξo3
)2
1
L2+1 ≤ 4 + c
√
h (L2 + 1) ,
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and
∫
Ω |ℓj (x)| dx ≤ c ‖ℓj‖L2(Ω) = c. On another hand, using Cauchy-Schwartz inequality, we have
∑
j≥1
(∣∣b0j ∣∣ + ∣∣∣ b1j√µj ∣∣∣) ≤
√∑
j≥1
µ2j
(∣∣b0j ∣∣+ ∣∣∣ b1j√µj ∣∣∣)2
√∑
j≥1
∣∣∣ 1µj ∣∣∣2
≤ c√G (∂tu, 0) (2.16)
because ∑
j≥1
∣∣∣∣ 1µj
∣∣∣∣2 ≤ c∑
j≥1
∣∣∣∣ 1j2/3
∣∣∣∣2 < +∞ .
We conclude from (2.12), (2.15)-(2.16) and (2.8), that for any (P,Q) ∈ N2,∫
Ω×R
∑
ξo3∈(2Z+1)
AL,P,Q (xo, ξo3) f (x, t)u (x, t) dxdt
≤ c 1
1+L
√
L
(
1 +
√
hL
)∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ √G (∂tu, 0)
≤ c 1√
L
(
λ
h
)γ√G (u, 0)√G (∂tu, 0) .
(2.17)
2.8 The boundary term
In this subsection, we study the boundary term appearing in (2.11)
ih
∫ L
0
∫
∂Ω×R
∑
ξo3∈(2Z+1)
As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds .
Recall that ∂Ω = Γ1 ∪ Γ2 ∪Υ. We begin to estimate
ih
∫ L
0
∫
(Γ1∪Γ2)×R
∑
ξo3∈(2Z+1)
As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds .
First, it holds∫ L
0
∫
(Γ1∪Γ2)×R
∑
ξo3∈(2Z+1)
As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds
≤ ∫ L
0
∫m1
−m1
∫m2
−m2
∫
R
∑
ξo3∈(2Z+1)
∣∣∣As,P (ξo3),Q(ξo3) (xo, ξo3) f (x1, x2,− ξo3|ξo3|ρ, t)∣∣∣∣∣∣∂x3u(x1, x2,− ξo3|ξo3|ρ, t)∣∣∣ dx1dx2dtds
+
∫ L
0
∫m1
−m1
∫m2
−m2
∫
R
∑
ξo3∈(2Z+1)
∣∣∣As,P (ξo3),Q(ξo3) (xo, ξo3) f (x1, x2, ξo3|ξo3|ρ, t)∣∣∣∣∣∣∂x3u(x1, x2, ξo3|ξo3|ρ, t)∣∣∣ dx1dx2dtds .
(2.18)
Recall that for any (P,Q) ∈ N2,
As,P,Q (xo, ξo3) f
(
x1, x2,
ξo3
|ξo3|ρ, t
)
= 0 ∀s ≥ 0 , (2.19)
As,P,Q (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
= A−2Qs (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
+A2P+1s (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
∀s ≥ 0 ,
where
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A−2Qs (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
≤ 1
(2pi)4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ ∣∣∣a(0, 0, (4Q+ 1) ξo3|ξo3|ρ+ xo3 + 2ξ3hs, t+ 2τhs, s)∣∣∣ dξdτ ,
A2P+1s (xo, ξo3) f
(
x1, x2,− ξo3|ξo3|ρ, t
)
≤ 1
(2pi)4
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ ∣∣∣a(0, 0, (4P + 3) ξo3|ξo3|ρ− xo3 − 2ξ3hs, t+ 2τhs, s)∣∣∣ dξdτ .
Now, for L > 0, ξo3 ∈ (2Z+ 1) and (xo3, ξ3) ∈
[− ρ4 , ρ4 ] × [ξo3 − 1, ξo3 + 1], we choose Q (ξo3) and
P (ξo3) large enough, for example{
Q (ξo3) = Q =
1
4ρ (L+ 1)
P (ξo3) = P =
1
4ρ [(L+ 1) + 2 (|ξo3|+ 1)hoL]
in order that for any s ∈ [0, L], h ∈ (0, ho] and (xo3, ξ3) ∈
[− ρ4 , ρ4 ]× [ξo3 − 1, ξo3 + 1],
∣∣∣a(0, 0, (4Q+ 1) ξo3|ξo3|ρ+ xo3 + 2ξ3hs, 0, s)∣∣∣ ≤ 1(√s2+1)3/2 1(√(hs)2+1)1/2 e− 14h∣∣∣a(0, 0,− (4P + 3) ξo3|ξo3|ρ+ xo3 + 2ξ3hs, 0, s)∣∣∣ ≤ 1(√s2+1)3/2 1(√(hs)2+1)1/2 e− 14h .
Consequently, ∑
ξo3∈(2Z+1)
∣∣∣As,P (ξo3),Q(ξo3) (xo, ξo3) f (x1, x2,− ξo3|ξo3|ρ, t)∣∣∣ ∣∣∣∂x3u(x1, x2,− ξo3|ξo3|ρ, t)∣∣∣
≤ e− 14h 1
(
√
s2+1)3/2
1(√
(hs)2+1
)1/2 ∫R3 ∫|τ |<λ ∣∣∣ϕ̂f (ξ, τ)∣∣∣ e− (t+2τhs)24 1(hs)2+1 dξdτ
(|∂x3u (x1, x2,−ρ, t)|+ |∂x3u (x1, x2, ρ, t)|) ,
and we conclude, using (2.18)-(2.19), a classical trace theorem and (2.8), that∣∣∣∣∣ih ∫ L0 ∫(Γ1∪Γ2)×R ∑ξo3∈(2Z+1)As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds
∣∣∣∣∣
≤ e− 14h c ∫ L0 11+s√s 11+√h√s ∫R ∫R3 ∫|τ |<λ ∣∣∣ϕ̂f (ξ, τ)∣∣∣ e− (t+2τhs)24 1(hs)2+1 dξdτ ‖∂νu (·, t)‖L2(∂Ω) dtds
≤ e− 14h c ∫ L
0
1
1+s
√
s
1
1+
√
h
√
s
∫
R
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ e− (t+2τhs)24 1(hs)2+1 dξdτ√G (∂tu, t) dtds
≤ e− 14h c√G (∂tu, 0) ∫ L0 11+s√s 11+√h√s
(∫
R
e
− t24 1(hs)2+1 dt
)
ds
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ
≤ e− 14h L c√G (∂tu, 0) (λh)γ√G (u, 0) .
(2.20)
Now, we study to following boundary term
ih
∫ L
0
∫
Υ×R
∑
ξo3∈(2Z+1)
As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds .
First, it holds
As,P,Q (xo, ξo3) f (x, t) ≤
∑
n∈Z
|Ans (xo, ξo3) f (x, t)| . (2.21)
For ξo3 ∈ (2Z+ 1), we have
Ans (xo, ξo3) f (x, t)
≤ 1
(2pi)4
1
(
√
s2+1)3/2
1(√
(hs)2+1
)1/2 ∫R2 ∫ ξo3+1ξo3−1 ∫|τ |<λ ∣∣∣ϕ̂f (ξ, τ)∣∣∣
e
− 14h
(
(−1)nx3 |ξo3|ξo3 +2nρ−xo3
|ξo3|
ξo3
−2ξ3hs |ξo3|ξo3
)2
1
s2+1 e
− (t+2τhs)24 1(hs)2+1 dξdτ
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Noticing ∑
n∈Z
e
− 14h
(
(−1)nx3 |ξo3|ξo3 +2nρ−xo3
|ξo3|
ξo3
−2ξ3hs |ξo3|ξo3
)2
1
s2+1 ≤ 4 + c
√
h (s2 + 1) ,
we deduce that∑
n∈Z
|Ans (xo, ξo3) f (x, t)|
≤ c
(
1 +
√
hs
)
1
1+s
√
s
1
1+
√
h
√
s
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ e− (t+2τhs)24 1(hs)2+1 dξdτ . (2.22)
On another hand, we get∫
Υ×R e
− (t+2τhs)24 1(hs)2+1 |∂νu (x, t)| dxdt
≤ ∫Υ ∫|t+2τhs|≤√ (hs)2+1h |∂νu (x, t)| dxdt+ e− 18h ∫Υ×R e− (t+2τhs)
2
8
1
(hs)2+1 |∂νu (x, t)| dxdt
≤ ∫Υ ∫|t|≤|2τhs|+√hs+ 1√
h
|∂νu (x, t)| dxdt+ c (1 + hs) e− 18h
√G (∂tu, 0)
(2.23)
by cutting the integral over t ∈ R into two parts and using a classical trace theorem. From (2.21),
(2.22), (2.23) and (2.8), we conclude that∣∣∣∣∣ih ∫ L0 ∫Υ×R ∑ξo3∈(2Z+1)As,P,Q (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds
∣∣∣∣∣
≤ h ∫ L
0
∫
Υ×R
∑
ξo3∈(2Z+1)
∑
n∈Z
|Ans (xo, ξo3) f (x, t)| |∂νu (x, t)| dxdtds
≤ h ∫ L0 c(1 +√hs) 11+s√s 11+√h√s ∑
ξo3∈(2Z+1)
∫
R2
∫ ξo3+1
ξo3−1
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξ(∫
Υ×R e
− (t+2τhs)24 1(hs)2+1 |∂νu (x, t)| dxdt
)
dτds
≤ h ∫ L0 c(1 +√hs) 11+s√s 11+√h√s ((λh)γ√G (u, 0))(∫
Υ
∫
|t|≤2λhL+
√
hL+ 1√
h
|∂νu (x, t)| dxdt+ c (1 + hs) e− 18h
√G (∂tu, 0)) ds
≤ L c (λh)α (∫Υ ∫|t|≤α(λh )α |∂νu (x, t)|2 dxdt)1/2√G (u, 0) + L c (λh)γ e− 18h√G (u, 0)√G (∂tu, 0) .
(2.24)
Finally, (2.20) and (2.24) imply∣∣∣∣∣ih ∫ L0 ∫∂Ω×R ∑ξo3∈(2Z+1)As,P (ξo3),Q(ξo3) (xo, ξo3) f (x, t) ∂νu (x, t) dxdtds
∣∣∣∣∣
≤ L c (λh)γ (∫Υ ∫|t|≤γ(λh )γ |∂νu (x, t)|2 dxdt)1/2√G (u, 0) + L c (λh)γ e− 14h√G (u, 0)√G (∂tu, 0) .
(2.25)
2.9 The choice of λ and L
By (2.5), (2.9), (2.11), (2.17) and (2.25), we obtain, when f = ∂2t u,∫
Ω×R ao (x, t)ϕ (x, t) ∂
2
t u (x, t) u (x, t) dxdt
≤ c 1√
λ
√G (u, 0)√G (∂tu, 0)
+c
(
λ
h
)γ
e−
c
hG (u, 0)
+c 1√
L
(
λ
h
)γ√G (u, 0)√G (∂tu, 0)
+L c
(
λ
h
)γ (∫
Υ
∫
|t|≤γ(λh )
γ |∂νu (x, t)|2 dxdt
)1/2√G (u, 0) + L c (λh)γ e− ch√G (u, 0)√G (∂tu, 0) .
(2.26)
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We choose λ ≥ 1 and L ≥ 1 be such that 1
h
√
h
1√
λ
=
√
h and 1
h
√
h
1√
L
(
λ
h
)γ
=
√
h in order that
1
h
√
h
∫
Ω×R ao (x, t)ϕ (x, t) ∂
2
t u (x, t)u (x, t) dxdt
≤ c√h√G (u, 0)√G (∂tu, 0) + c ( 1h)γ (∫Υ ∫|t|≤γ( 1h )γ |∂νu (x, t)|2 dxdt)1/2√G (u, 0) . (2.27)
By replacing f by u and a by a˜ solution of
(
i∂s + h
(
∆− ∂2t
))
a˜ (x, t, s) = 0 given by
a˜ (x, t, s) =
(
1
(is+ 1)3/2
e−
1
4h
x2
is+1
)( √
2√−ihs+ 2 e
− 14 t
2
−ihs+2
)
such that a˜ (x− xo, t, 0) = ao
(
x, t/
√
2
)
,we can argue in a similar fashion than above to show that
1
h
√
h
∫
Ω×R ao
(
x, t/
√
2
)
ϕ
(
x, t/
√
2
)
u (x, t) u (x, t) dxdt
≤ c√h√G (u, 0)√G (∂tu, 0) + c ( 1h)γ (∫Υ ∫|t|≤γ( 1h )γ |∂νu (x, t)|2 dxdt)1/2√G (u, 0) . (2.28)
Consequently, from (2.2), (2.27)-(2.28), we obtain that for any
{
xio
}
i∈I ∈ ωo,
1
h
√
h
∫
Ω×R χxio (x)
∣∣a (x− xio, t, 0) ∂tu (x, t)∣∣2 dxdt
≤ c√h√G (u, 0)√G (∂tu, 0) + c ( 1h)γ (∫Υ ∫|t|≤γ( 1h )γ |∂νu (x, t)|2 dxdt)1/2√G (u, 0) ,
and finally, by (2.3),∫
ωo×(0,T ) |∂tu (x, t)|
2 dxdt
≤ Co
√
h
√G (u, 0)√G (∂tu, 0) + Co ( 1h)γ (∫Υ ∫|t|≤γ( 1h )γ |∂νu (x, t)|2 dxdt)1/2√G (u, 0) .
for some Co > 0 independent of u and h.
3 Proof of the main result
The choice ωo = (−m1 + ro,m1 − ro)×(−m2 + ro,m2 − ro)×
(− ρ4 , ρ4) allows to invoke the geometrical
control condition. Indeed, observe that any generalized ray of ∂2t −∆ parametrized by t ∈ [0, T ], for
some T < +∞ meets ωo ∪ ω. As a result, we have the following observability estimate. There exists
C > 0 such that for any initial data (u0, u1) ∈ H10 (Ω)× L2 (Ω), the solution u of (1.2) satisfies
‖(u0, u1)‖2H10 (Ω)×L2(Ω) ≤ C
(∫
ω
∫ T
0
|∂tu (x, t)|2 dxdt+
∫
ωo
∫ T
0
|∂tu (x, t)|2 dxdt
)
. (3.1)
From Theorem 2, the solution u of (1.2) satisfies the following interpolation inequality. There exist
C > 0 and γ > 1 such that for any h ∈ (0, ho],∫
ωo
∫ T
0 |∂tu (x, t)|2 dxdt ≤ C
(
1
h
)γ (∫
Υ
∫
|t|≤γ( 1h )
γ |∂νu (x, t)|2 dxdt
)1/2
‖(u0, u1)‖H10 (Ω)×L2(Ω)
+C
√
h ‖(u0, u1)‖H2∩H10 (Ω)×H10 (Ω) ‖(u0, u1)‖H10 (Ω)×L2(Ω) .
(3.2)
It is now known [ Li] using the multipliers technique that the normal derivative of the solution of the
wave equation with Dirichlet boundary condition satisfies the following inequalities. Let ψ ∈ C∞0 (Θ)
be such that ψ = 1 on Υ, then there is c > 0 such that for any T > 0,
‖∂νu‖L2(Υ×(−T,T )) ≤ c ‖ψu‖H1(ω×(−2T,2T ))
≤ c
(
‖∂tu‖L2(ω×(−3T,3T )) + ‖u‖L2(ω×(−3T,3T ))
)
.
(3.3)
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Consequently, from (3.1)-(3.2)-(3.3), a translation in time, we obtain that the solution u of (1.2)
satisfies
‖(u0, u1)‖H10 (Ω)×L2(Ω) ≤ C
(
1
h
)γ (∫
ω
∫ γ( 1h )γ
0 |∂tu (x, t)|2 dxdt
)1/2
+C
(
1
h
)γ (∫
ω
∫ γ( 1h )γ
0 |u (x, t)|2 dxdt
)1/2
+C
√
h ‖(u0, u1)‖H2∩H10 (Ω)×H10 (Ω) .
(3.4)
As ∂tw, i.e., the derivative in time of w solution of (1.1), can be seen as a solution of the wave with
a second member −α (x) ∂tw, (3.4) implies with a usual decomposition method, knowing α > 0 on ω
and E (w, 0) ≤ cE (∂tw, 0), that there exist C′ > 0 and γ > 1 such that
E (w, 0) + E (∂tw, 0) ≤ C′
(
1
h
)γ ∫
Ω
∫ γ( 1h )γ
0
(
α (x)
∣∣∂2tw (x, t)∣∣2 + α (x) |∂tw (x, t)|2) dxdt
+C′h E (∂2tw, 0) ∀h ∈ (0, ho] .
This later estimate is clearly also true for any h > ho and some constant C
′′ > 0, thus we can choose
h =
1
(C′ + C′′)
E (w, 0) + E (∂tw, 0)
E (∂2tw, 0)
in order that there exists C > 0 such that
E(w,0)+E(∂tw,0)
E(∂2tw,0) ≤ C
(
E(∂2tw,0)
E(w,0)+E(∂tw,0)
)γ ∫
Ω
∫ C( E(∂2t w,0)E(w,0)+E(∂tw,0))γ
0
α(x)|∂2tw(x,t)|2+α(x)|∂tw(x,t)|2
E(∂2tw,0) dxdt .
By a translation in time, we obtain that
E(w,s)+E(∂tw,s)
E(∂2tw,0) ≤ C
(
E(∂2tw,0)
E(w,s)+E(∂tw,s)
)γ ∫
Ω
∫ s+C( E(∂2t w,0)E(w,s)+E(∂tw,s))γ
s
α(x)|∂2tw(x,t)|2+α(x)|∂tw(x,t)|2
E(∂2tw,0) dxdt
≤ C
(
E(∂2tw,0)
E(w,s)+E(∂tw,s)
)γ [(
E(w,s)+E(∂tw,s)
E(∂2tw,0)
)
−
(
E(w,t)+E(∂tw,t)
E(∂2tw,0)
)∣∣∣∣t=s+C( E(∂2t w,0)E(w,s)+E(∂tw,s))γ
]
.
Applying Lemma in Appendix B to
F (s) = σ E (w, s) + E (∂tw, s)E (∂2tw, 0)
where σ > 0 is taken in order that F is bounded by one, we get that there are C > 0 and δ > 0, such
that for any t > 0 and any initial data (w˜0, w˜1) ∈ H3 (Ω) ∩H10 (Ω)×H2 (Ω) ∩H10 (Ω), the solution w˜
of 
∂2t w˜ −∆w˜ + α (x) ∂tw˜ = 0 in Ω× R
w˜ = ∆w˜ = 0 on ∂Ω× R
(w˜ (·, 0) ,∂tw˜ (·, 0)) = (w˜0, w˜1) in Ω ,
(3.5)
satisfies ∫
Ω
(∣∣∂2t w˜ (x, t)∣∣2 + |∇∂tw˜ (x, t)|2) dx ≤ Ctδ ‖(w˜0, w˜1)‖2H3(Ω)×H2(Ω) . (3.6)
Now, it is known [ Li] how to deduce from (3.6) that there are C > 0 and δ > 0, such that for any
t > 0 and any initial data (w0, w1) ∈ H2 (Ω) ∩H10 (Ω)×H10 (Ω), the solution w of (1.1) satisfies,∫
Ω
(
|∂tw (x, t)|2 + |∇w (x, t)|2
)
dx ≤ C
tδ
‖(w0, w1)‖2H2(Ω)×H1(Ω) .
Indeed, let w˜0 ∈ H3 (Ω) ∩H10 (Ω) be such that ∆w˜0 = w1 + αw0 ∈ H10 (Ω). In particular, it comes
‖w˜0‖2H3(Ω) ≤ c ‖w1 + αw0‖2H10 (Ω) .
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Now, notice that w solves ∂tw (x, t)− w1 (x)−
∫ t
0
∆w (x, τ) dτ + α (x) (w (x, t)− w0 (x)) = 0 , (x, t) ∈ Ω× R+ ,
w = 0 on ∂Ω× R+ ,
w (·, 0) = w0, ∂tw (·, 0) = w1 in Ω ,
and as a result, w˜ (x, t) =
∫ t
0
w (x, τ) dτ + w˜0 (x) solves (3.5) with ∂tw˜ (·, 0) = w0 and satisfies (3.6).
And we conclude that∫
Ω
(
|∂tw (x, t)|2 + |∇w (x, t)|2
)
dx ≤ C
tδ
(
c ‖w1 + αw0‖2H10 (Ω) + ‖w0‖
2
H2(Ω)
)
.
That completes the proof.
4 Appendix A
The goal of this Appendix is to prove, with the notations of the above sections, the two following
inequalities, ∣∣∣∫Ω×R ao (x, t) 1(2pi)4 ∫R3 ∫|τ |≥λ ei(xξ+tτ) ϕ̂u (ξ, τ) dξdτ u (x, t) dxdt∣∣∣
+
∣∣∣∫Ω×R ao (x, t) 1(2pi)4 ∫R3 ∫|τ |≥λ ei(xξ+tτ) ϕ̂∂2t u (ξ, τ) dξdτ u (x, t) dxdt∣∣∣
≤ c
√
1
λ
√G (u, 0)√G (∂tu, 0)
(A1)
and ∫
R3
∫
|τ |<λ
|ϕ̂u (ξ, τ)| dξdτ +
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂∂2t u (ξ, τ)∣∣∣ dξdτ ≤ c(λh
)γ√
G (u, 0) . (A2)
Proof of (A1). Introduce
R (g) =
∣∣∣∫Ω×R ao (x, t) 1(2pi)4 ∫R3 ∫|τ |≥λ ei(xξ+tτ) ϕ̂g (ξ, τ) dξdτ u (x, t) dxdt∣∣∣
=
∣∣∣∫Ω×R ao (x, t) ∂t ( 1(2pi)4 ∫R3 ∫|τ |≥λ 1iτ ei(xξ+tτ) ϕ̂g (ξ, τ) dξdτ) u (x, t) dxdt∣∣∣
=
∣∣∣− ∫Ω×R ∂t (aou (x, t))( 12pi ∫|τ |≥λ 1iτ eitτ [∫R e−iθτϕg (x, θ) dθ] dτ) dxdt∣∣∣ .
It follows using Cauchy-Schwartz inequality and Parseval identity that
R (g) ≤ ∫
Ω×R |∂t (aou (x, t))|
(
1
2pi
√∫
|τ |≥λ
1
τ2 dτ
√∫
R
∣∣∫
R
e−iθτϕg (x, θ) dθ
∣∣2 dτ) dxdt
≤ ∫
Ω×R |∂t (aou (x, t))|
(
1
2pi
√∫
|τ |≥λ
1
τ2 dτ
√
2π
∫
R
|ϕg (x, θ)|2 dθ
)
dxdt
≤ ∫Ω×R |∂t (aou (x, t))|( 1√2pi√ 2λ ‖ϕg (x, ·)‖L2(R)) dxdt
≤ 1√
pi
√
1
λ
∫
R
‖∂t (aou) (·, t)‖L2(Ω) dt ‖ϕg (x, ·)‖L2(Ω×R) .
Since we have the following estimates
‖ϕu (x, ·)‖L2(Ω×R) +
∥∥ϕ∂2t u (x, ·)∥∥L2(Ω×R) ≤√∫R e− 12 t2 ∫Ω |u (x, t)|2 dxdt
+
√∫
R
e−
1
2 t
2
∫
Ω
|∂2t u (x, t)|2 dxdt
≤
√√
2π
(
c
√G (u, 0) +√G (∂tu, 0))
∫
R
‖∂t (aou) (·, t)‖L2(Ω) dt ≤
∫
R
√∫
Ω |∂taou (x, t)|2 dxdt+
∫
R
√∫
Ω |ao∂tu (x, t)|2 dxdt
≤ ∫
R
|t|
2 e
− 14 t2
√∫
Ω |u (x, t)|2dxdt +
∫
R
e−
1
4 t
2
√∫
Ω |∂tu (x, t)|2dxdt
≤ c√G (u, 0) ,
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we conclude that
R (u) +R
(
∂2t u
) ≤ c√ 1
λ
√
G (u, 0)
√
G (∂tu, 0) .
That completes the proof of (A1).
Proof of (A2). We estimate
∫
R3
∫
|τ |<λ |ϕ̂g (ξ, τ)| dξdτ where g solves ∂2t g−∆g = 0 in Ω×R. Recall
that ϕ (·, t) = χao (·, t) ∈ C∞0 (Ω). So, using Cauchy-Schwartz inequality and Parseval identity,∫
R3
∫
|τ |<λ |ϕ̂g (ξ, τ)| dξdτ =
∫
R3
∫
|τ |<λ
1+|ξ|2
1+|ξ|2 |ϕ̂g (ξ, τ)| dξdτ
≤ ∫|τ |<λ√∫R3 1(1+|ξ|2)2 dξ
√∫
R3
∣∣∣ ̂(1−∆) (ϕg) (ξ, τ)∣∣∣2 dξdτ
≤ π2 ∫|τ |<λ
√∫
R3
∣∣∣ ̂(1−∆) (ϕg) (ξ, τ)∣∣∣2 dξdτ
≤ π2√λ
√∫
R3
∫
|τ |<λ
∣∣∣ ̂(1−∆) (ϕg) (ξ, τ)∣∣∣2 dξdτ .
Observe that
∆ (ϕg) = ϕ∆g + 2∇ϕ∇g +∆ϕg
= ϕ∂2t g + 2ϕ (xo, t)∇ϕ (x, 0)∇g +∆ϕg
= ∂2t (ϕg)− 2∂t (∂tϕg) +
(
∆ϕ+ ∂2t ϕ
)
g + 2ϕ (xo, t)∇ϕ (x, 0)∇g .
As a result,
∫
R3
∫
|τ |<λ |ϕ̂g (ξ, τ)| dξdτ ≤ c
√
λλ2
√∫
R3
∫
|τ |<λ
∑
k=0,1,2
∣∣∣∣̂∂2−kt ϕg (ξ, τ)∣∣∣∣2 dξdτ
+c
√
λ
√∫
R3
∫
|τ |<λ
∣∣∣∆̂ϕg (ξ, τ)∣∣∣2 dξdτ
+c
√
λ
√∫
R3
∫
|τ |<λ
∣∣∣ ̂ϕ (xo, t)∇ϕ (x, 0)∇g (ξ, τ)∣∣∣2 dξdτ .
In particular, when g = u we obtain, using Parseval identity∫
R3
∫
|τ |<λ |ϕ̂u (ξ, τ)| dξdτ ≤ c
√
λλ2
∑
k=0,1,2
∥∥∂2−kt ϕu∥∥L2(Ω×R) + c√λ ‖∆ϕu‖L2(Ω×R)
+c
√
λ ‖ϕ (xo, t)∇ϕ (x, 0)∇u‖L2(Ω×R)
≤ c
(√
λλ2 + c
√
λ 1h
) ∫
R
e−ct
2
(∫
Ω
|u (x, t)|2 dx
)
dt+ c
√
λ 1√
h
√G (u, 0) .
On another hand, when g = ∂2t u and using the fact that |τ | < λ,
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂f (ξ, τ)∣∣∣ dξdτ ≤ c√λλ3√∫
R3
∫
|τ |<λ
∑
k=0,1,2,3
∣∣∣∣ ̂∂3−kt ϕ∂tu (ξ, τ)∣∣∣∣2 dξdτ
+c
√
λλ
√∫
R3
∫
|τ |<λ
∑
k=0,1
∣∣∣∣ ̂∂1−kt ∆ϕ∂tu (ξ, τ)∣∣∣∣2 dξdτ
+c
√
λλ2
√∫
R3
∫
|τ |<λ
∑
k=0,1,2
∣∣∣∣ ̂∂2−kt ϕ (xo, t)∇ϕ (x, 0)∇u (ξ, τ)∣∣∣∣2 dξdτ
≤ c
(√
λλ3 +
√
λλ 1h +
√
λλ2 1√
h
)√G (u, 0) .
We conclude that there exist c > 0 and γ > 1 such that for any h ∈ (0, ho] and λ ≥ 1,∫
R3
∫
|τ |<λ
|ϕ̂u (ξ, τ)| dξdτ +
∫
R3
∫
|τ |<λ
∣∣∣ϕ̂∂2t u (ξ, τ)∣∣∣ dξdτ ≤ c(λh
)γ√
G (u, 0) .
That completes the proof of (A2).
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5 Appendix B
Lemma.- Let F be a continuous positive decreasing real function on [0,+∞) and bounded by one.
Suppose that there are four constants c1 > 1 and c2, β, γ > 0 such that
F (s) ≤ c1
(
1
F (s)
)β (
F (s)−F
((
c2
F (s)
)γ
+ s
))
∀s > 0 .
Then there exist C > 0 and δ > 0 such that for any t > 0,
F (t) ≤ C
tδ
.
Proof .- Let t > 0. If
(
F(s)
c2
)γ
< 1t then F (s) ≤ c2t1/γ . If 1t ≤
(
F(s)
c2
)γ
then
(
c2
F(s)
)γ
+ s ≤ t + s,
thus (F (t+ s)) ≤ F
((
c2
F(s)
)γ
+ s
)
and therefore
F (s) ≤ (c1)
1
β+1 {F (s)− (F (t+ s))} 1β+1 .
Consequently,
F (s) ≤ (c1)
1
β+1 {F (s)− (F (t+ s))} 1β+1 + c2
t1/γ
∀s, t > 0 .
Let
ψt (s) =
1(
c1t
s
) 1
β+1 + c2
t1/γ
.
If F (s) − (F (t+ s)) ≤ tt+s , then F (s) ≤
(
c1t
t+s
) 1
β+1
+ c2
t1/γ
and thus ψt (t+ s)F (t+ s) ≤ 1. If
t
t+s < F (s)− (F (t+ s)), then tt+s (F (s)) ≤ tt+s < F (s)− (F (t+ s)). Therefore
ψt (t+ s)F (t+ s) < st+sF (s)ψt (t+ s) = ψt (s)F (s)
(
ψt(t+s)
t+s
ψt(s)
s
)
< ψt (s)F (s)
by using the decreasing property of ζ 7−→ ψt(ζ)ζ . We have proved that for any s, t > 0, we have either
ψt (t+ s)F (t+ s) ≤ 1, or ψt (t+ s)F (t+ s) < ψt (s)F (s). In particular, we deduce that for any
t > 0 and n ∈ N \{0} , either
ψt ((n+ 1) t)F ((n+ 1) t) ≤ 1
or ψt ((n+ 1) t)F ((n+ 1) t) < ψt (nt)F (nt) .
Then inductively, it implies that
ψt ((n+ 1) t)F ((n+ 1) t) ≤ max (1, ψt (t)F (t)) = 1 .
Hence for all t > 0 and n ∈ N \{0} ,
F ((n+ 1) t) ≤
(
c1
n+ 1
) 1
β+1
+
c2
t1/γ
.
We choose n such that n+ 1 ≤ t < n+ 2 and we obtain that for all t ≥ 2,
F (t2) ≤ (2c1
t
) 1
β+1
+
c2
t1/γ
.
The desired result now follows immediately.
17
References
[ AG] S. Alinhac and P.Ge´rard, Ope´rateurs pseudo-diffe´rentiels et the´ore`me de Nash-Moser, In-
tere´ditions, Paris (1991).
[ BLR] C. Bardos, G. Lebeau, and J. Rauch, Sharp sufficient conditions for the observation, control
and stabilization of waves from the boundary, SIAM J. Control Optim., 30, No.5, (1992) 1024-
1065.
[ CV] F. Cardoso and G. Vodev, On the stabilization of the wave equation by the boundary, Serdica
Math. J. 28, No.3, (2002) 233-240.
[ Le] G. Lebeau, Equation des ondes amorties, in Algebraic and Geometric Methods in Mathematical
Physics, Math. Phys. Stud. 19, Kluwer Acad. Publ., Dordrecht, (1996) 73-109.
[ Li] J.-L. Lions, Controˆlabilite´ exacte, stabilisation et perturbation des syste`mes distribue´s, 1, coll.
RMA, Masson, Paris (1988).
[ LR] Z. Liu and B. Rao, Characterization of polynomial decay rate for the solution of linear evolution
equation, Z. Angew. Math. Phys. 56, No.4, (2005) 630-644.
[ R] J. Ralston, Gaussian beams and propagation of singularities, in Studies in Partial Differential
equations, Littman e´d., MAA studies in Mathematics, 23 (1982) 206-248.
[ Z] R. Ziolkowski, Exact solutions of the wave equation with complex source locations, J. Math. Phys.,
26,4 (1985) 861-863.
18
