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We develop a method for multidimensional optimization using flow equations. This method is
based on homotopy continuation in combination with a maximum entropy approach. Extrema of
the optimizing functional correspond to fixed points of the flow equation. While ideas based on
Bayesian inference such as the maximum entropy method always depend on a prior probability, the
additional step in our approach is to perform a continuous update of the prior during the homotopy
flow. The prior probability thus enters the flow equation only as an initial condition. We demon-
strate the applicability of this optimization method for two paradigmatic problems in theoretical
condensed matter physics: numerical analytic continuation from imaginary to real frequencies and
finding (variational) ground-states of frustrated (quantum) Ising models with random or long-range
antiferromagnetic interactions.
I. INTRODUCTION
Optimization problems are ubiquitous in science and
engineering and many optimization problems that appear
in physics, such as finding the ground state of an Ising
spin glass, are NP-hard [1]. Even though no general algo-
rithms exist to solve such problems in polynomial time,
various numerical approaches have been developed in the
past to construct approximate solutions, however. Here
we present an approach to find extremal points of com-
plicated functionals using flow equations. This method
combines ideas of homotopy continuation and Bayesian
inference.
Homotopy continuation is a method to solve optimiza-
tion problems by constructing a one parameter set of so-
lutions which smoothly connect the known extremum of a
solvable problem to the extremum of the functional of in-
terest [2]. It has been shown rigorously that this method
is able to locate all extremal points for certain problem
classes with polynomial nonlinearities [3–6]. While ho-
motopy continuation methods are only starting to get
used in physics [7–9], it is not always obvious to find
a solvable reference problem that is suitable as a start-
ing point to construct a homotopy. Here we argue that
Bayesian inference [10] can be used to define such a solv-
able reference problem in a very general way, in particular
for non-polynomial problems, as long as one is interested
in isolated (global) extremal points. The Bayesian ap-
proach is based on defining a prior probability, which is
updated by new information. In addition we perform a
continuous update of the prior during the homotopy flow.
This allows to derive a flow equation for the optimization
parameters which has fixed points at extremal points of
the minimizing functional. Moreover, the Bayesian prior
only enters the flow equation as an initial condition.
The paper is outlined as follows: in Sec. II we present
the flow equation method in general form and apply
it to three examples from theoretical condensed mat-
ter physics in subsequent sections. In Sec. III it is used
for numerical analytic continuation, whereas Sec. IV de-
scribes how this approach can be applied to find ground-
states of classical (or variational ground-states of quan-
tum) frustrated Ising models. In all three cases the flow
equation method gives comparable or better results than
standard techniques.
II. FLOW EQUATION METHOD
Here we introduce the flow equation method in its most
general functional form and apply it in a discretized ver-
sion later on. Suppose we want to find the minimum of
an energy functional E[f(x)] with respect to the func-
tion f(x) of a real variable x. For the rest of the paper
it is crucial that f(x) is positive, which can be achieved
in any case after a reparametrization. A direct solution
of the equation δE/δf = 0 determines all the extremal
points, but is not practically feasible in most cases. We
thus proceed by constructing a flow equation which finds
minima of the functional E[f(x)] directly.
Using Bayes’ theorem we can recast our minimization
problem in a probabilistic form. We wish to maximize
the posterior probability p(f |Emin), i.e. the probability to
find a function f given that it minimizes the energy func-
tional, where Emin = minf E[f ]. Quite generally Bayes’
theorem expresses the posterior probability to find f con-
ditioned on an arbitrary energy E as [10]
p(f |E) ∼ p(E|f) p(f) , (1)
where the likelihood function p(E|f) = δ(E −E[f ]) is the
probability to find an energy E given a function f and
we define the Dirac δ function via
p(E|f) = lim
σ→0
exp(−∣∣E[f(x)]− E∣∣/σ)
2σ
, (2)
where σ defines the width of the exponential distribution.
Note that this representation of the δ function is partic-
ularly suited for our purpose, but not essential. Lastly,
the prior probability p(f) expresses our initial guess for
the function f . The basic idea of the maximum entropy
(MaxEnt) principle is to express the prior probability in
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the form [11]
p(f) ∼ exp (κS[f(x)]) , (3)
where
S[f(x)] =
∫
dx
(
f(x)− f0(x)− f(x) ln f(x)
f0(x)
)
(4)
is a Shannon or von-Neumann entropy and κ is an ar-
bitrary coefficient that weighs the relative importance of
the prior probability with respect to the likelihood func-
tion. Here f0(x) denotes the prior, i.e. our initial guess
for the solution of the minimization problem. Note that
the function f has to be positive, otherwise the entropy
is not well defined. The entropic form of the prior prob-
ability ensures that no bias is introduced apart from the
initial guess f0.
In the following we are interested in the specific in-
stance where we want to maximize the posterior proba-
bility p(f |Emin). From Eqs. (1), (2) and (3) it is clear that
the the posterior probability is maximized by finding the
minimum of the functional
Q[f(x); t] = E[f(x)] t− S[f(x)] (1− t) , (5)
where we used the specific choice κ = (1 − t)/(tσ) for
the coefficient in Eq. (3). Again, the parameter t ∈ [0, 1]
in Eq. (5) weighs the relative importance of the prior
probability with respect to the likelihood function. The
entropy is maximal for f(x) = f0(x), which thus corre-
sponds to the minimum of the functional Q at t = 0. For
t = 1 the minimum of Q corresponds to the minimum of
E. Starting from Eq. (5) we can straightforwardly derive
a flow equation for f(x; t) as a function of the homotopy
parameter t by requiring that f(x) minimizes the func-
tional Q[f(x); t] for all t:
0 =
δQ[f + δf ; t+ δt]
δf(x)
=
δQ[f ; t]
δf(x)
+
∫
dy
δ2Q[f ; t]
δf(x)δf(y)
δf(y) +
δ∂tQ[f ; t]
δf(x)
δt
+O(δf2, δt2) (6)
The first term on the r.h.s. vanishes by construction, since
f minimizes Q. We thus arrive at the flow equation (for
notational brevity we write f(x; t) = fx)
∂fx
∂t
= −
∫
dy
(
1− t
fx
δ(x− y) + t δ
2E
δfxδfy
)−1
×
(
δE
δfy
− ln fy
f0(y)
)
(7)
Note that this flow equation depends explicitly on the
prior f0(x). This explicit dependence can be eliminated
if the prior is continuously updated by setting f0(x) =
f(x; t) during the homotopy flow. From this follows that
δS
δf(x)
= − ln f(x)
f0(x)
∣∣∣∣∣
f0(x)=f(x)
= 0 . (8)
Using a discretized version of Eq. (7), which is more suit-
able for practical applications, the flow equation takes
the final form (defining fn = f(xn) for some discrete set
{xn})
∂fn
∂t
= −
∑
m
(
1− t
fn
δm,n + t
∂2E
∂fm∂fn
)−1
∂E
∂fm
. (9)
This equation describes the flow of the variables fn(t) as
a function of t towards a fixed point where the energy
functional is minimal, i.e. ∂E/∂fm = 0 with a positive
Hessian matrix ∂2E/(∂fn∂fm). Note that the prior en-
ters only as an initial condition.
A numerical solution of Eq. (9) is straightforward, and
the computationally most costly step is the numerical
inversion of the Hessian matrix ∂2Q/∂fn∂fm. Since the
majority of interesting minimization problems have many
local minima, the success of the flow equation method to
find the global minimum of E[fn] depends on the pos-
sibility to choose an initial condition which lies in the
basin of attraction of the fixed point corresponding to the
global minimum. The flow equation (9) preserves sym-
metries during the flow, which makes this method espe-
cially suited to find solutions where the global minimum
is constrained by symmetries which can be enforced by
choosing a proper initial condition (we give an example
in Sec. IV B). This is in contrast to traditional methods
based on random updates, such as simulated annealing
[13]. Note that the flow equation also has fixed points at
fn = 0, which is particularly useful for some applications,
as will be shown in Sec. III.
The continuous update of the prior can lead to a slower
convergence than the standard homotopy continuation
without update of the prior for some problems. In fact,
it might happen that one does not reach the energy mini-
mum during the flow from t = 0 to t = 1. In this case the
flow has to be restarted at t = 0 with the output of the
previous run as initial condition until one converges to
the minimum. Alternatively it is also possible to rescale
the energy term with a large pre-factor, which leads to a
faster convergence. By contrast, homotopy continuation
guarantees to reach an energy minimum at t = 1 when
using Eq. (7) without prior update. It is important to em-
phasize, however, that the continuous prior update has
practical advantages in many cases. Indeed, when solv-
ing the flow equation numerically, a truncation error will
be accumulated due to the finite step-size. The advan-
tage of using the flow equation (9) is that it is less prone
to truncation errors, because the flow is directed towards
the fixed point ∂E/∂fn = 0. Without prior update the
truncation error can be kept small only by reducing the
step-size, which is computationally costly for problems
2
with a large number of variables. The question which
version of the flow equation works better thus depends
on the problem at hand.
For the problem of numerical analytic continuation to
be discussed in Sec. III, the continuous update of the
prior has an additional conceptual advantage. In this
case the flow has to be stopped at some t < 1, because
the Hessian ∂2E/(∂fn∂fm) is singular. For this reason
the result depends explicitly on the prior in conventional
MaxEnt approaches. By contrast, using (9) the depen-
dence on the prior is only implicit through the initial
condition.
The possibility to get stuck in a local minimum is in-
herent to all numerical minimization algorithms and the
flow equation approach is not an exception. Compared
to standard gradient-based methods this approach is less
sensitive to the choice of initial conditions, however, and
the probability to find the global minimum is substan-
tially higher for the problems we’ve studied so far.
Finally, we note that the functional Q in Eq. (5) takes
the form of a free energy. The flow equation approach
can thus be viewed as a deterministic annealing method,
where the energetic ground-state is found by following
the minimum of the free energy while decreasing temper-
ature [12].
III. APPLICATION: NUMERICAL ANALYTIC
CONTINUATION
Following the derivation of the flow equation (7) above,
it is obvious that our starting point is reminiscent of the
MaxEnt method which is used routinely to analytically
continue imaginary time data to real frequencies [14, 15].
Our approach can be viewed as an alternative method to
solve the MaxEnt equations numerically.
Numerical analytic continuation can be reduced to the
problem of finding the spectral function A(ω) as func-
tion of real frequency ω, given numerical Green’s function
data G(iωn) on the imaginary (Matsubara) axis. They
are related by the Cauchy integral
G(iωn) =
∫
dω
A(ω)
ω − iωn . (10)
After discretising the integral, the problem of finding
A(ω) amounts to a matrix inversion problem with the
severe complication that the matrix is almost singular:
many eigenvalues are very close to zero and thus tiny
numerical errors blow up exponentially in the matrix in-
version process. Numerical analytic continuation is thus
per se an ill defined mathematical problem. Neverthe-
less, ideas have been put forward to regularize the ma-
trix inversion without introducing too many artificial fea-
tures. The most widely used approach to analytically
continue noisy Green’s function data from Monte Carlo
simulations is the MaxEnt method [14, 15], which can be
derived using Bayesian inference as outlined above, but
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FIG. 1: (Color online) Applying the flow equation method
to perform numerical analytic continuation. Green’s func-
tion data on the imaginary frequency axis was generated
from the model spectral function in Eq. (12), shown as black
solid line, using Eq. (10). The insert in the top left corner
shows the mock data for G(iωn) including statistical noise
with σn = 0.02. Red line with squares: numerically recon-
structed spectral function A(ω) obtained using the flow equa-
tion method. Blue dashed line with dots: historic MaxEnt [15]
result for comparison. The orange dash-dotted line shows the
spectral function obtained using the flow equation method
for noiseless Green’s function data. A flat prior spectrum
A0(ω) = const. has been used in all cases.
other methods have been put forward as well [16, 17].
Fitting the spectral function A(ω) to the Green’s func-
tion data G(iωn) amounts to minimizing the mean square
distance
χ2 =
1
N
N∑
n=1
1
σ2n
∣∣∣∣G(iωn)− ∫ dω A(ω)ω − iωn
∣∣∣∣2 , (11)
where σn denotes the standard deviation of the noisy
data G(iωn) from the expected value. Finding the min-
imum of χ2 via δχ2/δA = 0 leads immediately to the
ill defined matrix inversion problem in Eq. (10). In or-
der to regularize the inversion MaxEnt adds an entropy
term and minimizes Q[A] = −κS[A] + χ2[A]/2 instead.
Again, the entropy term depends on a prior A0. Apart
from choosing the prior, the main problem in traditional
MaxEnt is to determine the weight parameter κ and the
standard approach nowadays is to use Bryan’s algorithm
[18].
Here we solve the analytic continuation problem by
minimizing χ2 using the flow-equation (9) after discretis-
ing the integral in (11). Green’s function data from
Monte Carlo simulations has a statistical error, thus
we don’t want to follow the flow to the fixed point
δχ2/δA = 0, as this amounts to fitting the noise. More-
over, the flow equation is unstable close to t = 1, where
the Hessian is almost singular. Consequently, we stop the
flow at some t and we face a similar problem as deter-
mining the weight κ in the traditional MaxEnt approach.
The naive criterion of stopping the flow when χ2 ' 1 is
3
similar to the so-called historical MaxEnt scheme [15].
For the case of noisy Green’s function data we rather
choose to stop the flow when |∇Aχ2| is minimal. In-
deed, while χ2 is monotonically decreasing during the
flow, the norm of the gradient of χ2 with respect to A
has a minimum at some point for noisy data, if the prob-
lem is sufficiently oversampled (i.e. the number of data
points G(iωn) is much larger than the number of sam-
pling points form the discretisation of A(ω)). We identify
this minimum with the point beyond which one starts to
over-fit the noisy data. For clean data without noise we
terminate the flow before the inversion of the Hessian
becomes numerically unstable. In passing we note that
the ∼ δm,n/fn term in Eq. (9), which regularizes the ma-
trix inversion, is precizely the discrete Fisher information
metric [19].
In order to check the applicability of our method,
we perform numerical analytic continuation for a simple
model spectral function of the form
A(ω) = 4
√
1− ∆
2
ω2
∆4
ω4
. (12)
We generate Green’s function data from this model for
∆ = 0.5 using Eq. (10) and add random Gaussian noise
with σn = 0.02. The results of the flow equation method
are shown in Fig. 1 together with results obtained with
the historic MaxEnt approach. In all cases the same flat
prior spectral function A0(ω) = const has been used.
Fig. 1 shows that the flow equation method gives
slightly better results compared to historic MaxEnt. The
flow equation is particularly useful when the spectral
function is zero in some frequency interval, i.e. if there is
a gap in the spectrum, because Eq. (9) has fixed points at
fn = 0. By contrast, standard MaxEnt has problems if
the spectral function is close to zero, because the entropy
term diverges. Note that the additional fixed points at
fn = 0 are only approached asymptotically and thus it is
unlikely that the flow is forced into a poor minimum. In-
deed, for fn → 0 the flow equation simplifies considerably
and has the solution fn(t) ∼ (1− t)α with α = ∂E/∂fn.
Moreover, the prior spectrum enters the flow equation
only as an initial condition. For this reason we can expect
that different priors lead to the same spectral function as
long as the initial conditions lie in the basin of attraction
of the same fixed point. Consequently, our method might
be useful as an alternative to Pade´ approximants for data
without statistical noise [20].
IV. APPLICATION: GROUND STATES OF
(QUANTUM) ISING MODELS
Now we’re going to apply the flow equation to find
variational ground states of frustrated Ising models with
random- or long-range antiferromagnetic interactions in
a combined longitudinal- and transverse field on a two di-
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FIG. 2: (Color online) Benchmarking the flow equation
method (red bins) against simulated annealing (blue, hatched
bins) for the Ising spin glass problem in Eq. (13). Shown
are histograms of ground state energy per lattice site E/N
and magnetization 〈σz〉 for 100 instances of random Jij ’s,
obtained after minimizing (15) for random Gaussian nearest
neighbor Jij ’s with zero mean and unit variance, hx = 0.05
and hz = 0.1 on a square lattice with 15×15 sites and periodic
boundary conditions. Energies are in units of
√
Var(Jij) = 1.
mensional square lattice. The Hamiltonian has the form
H =
∑
i<j
Jij σ
z
i σ
z
j − hx
∑
i
σxi − hz
∑
i
σzi , (13)
where σzi and σ
x
i are Pauli matrices on lattice site i , and
the exchange couplings Jij are either restricted to nearest
neighbors and randomly drawn from a Gaussian distribu-
tion with zero mean and unit variance, or decrease with
a power law Jij = 1/|ri − rj |α as a function of distance
between the two sites, where ri denotes the position of
lattice site i. As variational ansatz for the ground state
we use the most general product state
|ψ0〉 =
∏
i
(
αi|↑i〉+ βi|↓i〉
)
, (14)
where | ↑〉 and | ↓〉 are the two eigenstates of σz. Note
that this ansatz gives the exact ground-state in the clas-
sical Ising limit hx → 0, but doesn’t include quantum
correlations between the spins. In the ground-state the
parameters αi and βi can be chosen to be real. Using
the normalisation condition α2i + β
2
i = 1 we reduce the
problem to a minimization of the energy with respect to
4
TABLE I: Comparison between the flow equation method and
simulated annealing for the Ising spin glass problem defined in
Sec. IV A. Listed are the mean energy E/N and magnetisation
σz corresponding to the histograms shown in Fig. 2, together
with their variances.
E/N
√
Var(E)/N σz
√
Var(σz)
flow eq. -1.272 0.046 0.097 0.054
sim. ann. -1.249 0.043 0.100 0.061
probabilities fi := β
2
i ∈ [0, 1] to be in the spin-up state
E[fn] =
∑
i<j
Jij(2fi − 1)(2fj − 1)− hz
∑
i
(2fi − 1)
−2hx
∑
i
√
fi(1− fi) . (15)
In the following we compare results of minimizing (15)
with the flow equation method, simulated annealing and
other gradient based methods.
A. Spin glasses
As a first example we choose random nearest-neighbor
Jij ’s from a Gaussian distribution with zero mean and
unit variance. In this case Eq. (13) represents an
Edwards-Anderson model in a combined longitudinal-
and transverse-field, which is a prime example of a model
for spin-glasses [21]. We minimize (15) on a square lattice
with 15×15 sites and periodic boundary conditions, using
the flow equation method as well as simulated annealing.
In Fig. 2 we show histograms of ground-state energy and
magnetisation in z-direction 〈σz〉 = ∑i〈σzi 〉/N , obtained
by minimizing 100 different random instances, starting
from random initial states with average magnetisation
close to σzi ' 1/2. For each instance we use 10 different
initial conditions and choose the solution with the lowest
energy. Shown are results for hx = 0.05 and hz = 0.1.
Average energies, magnetizations and their variances are
listed in table I. The results are comparable, even though
the flow equation gives slightly lower energies. Its main
advantage, however, is a significant speed-up in the sim-
ulation time by a factor 4.8 as compared to simulated
annealing. Note that Eq. (9) was solved using a two-
stage Runge-Kutta scheme (Heun’s method) with adap-
tive step size. Simulated annealing was performed using
the GSL library [22], where the temperature was lowered
from T = 0.01 to T = 5·10−5 using a damping factor 1.05
with 104 iterations at each temperature and a maximum
step size of 0.01.
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FIG. 3: (Color online) Benchmarking the flow equation
method (left) against a quasi-Newton BFGS algorithm (right)
for the Ising model in (13) with dipolar interactions Jij =
1/|ri− rj |3, slightly above the saturation field where all spins
point down. Plotted is the probability fi = β
2
i to find a
spin pointing up on a given site of a 25× 25 lattice with open
boundary conditions. The probabilities were obtained by min-
imizing Eq. (15) with dipolar interactions for hx = 0.02 and
h˜z = hz+
∑
j Jij = 0.6 (see text). The corresponding energies
are E/N = −4.00686 (left) and E/N = −4.00474 (right). En-
ergies are measured in units of the nearest-neighbor exchange
coupling Ji,i+1 = 1.
B. Frustrated Ising models with dipolar
interactions
Finally, in Fig. 3 we show results of minimizing Eq. (15)
with dipolar interactions Jij = 1/|ri − rj |3 on a square
lattice of N = 25 × 25 sites with open boundary con-
ditions at large negative longitudinal fields hz = h˜z −∑
j Jij slightly above the saturation field where all spins
point down. Shown are results for hx = 0.02 and
h˜z = 0.6. Finding the ground-state in the regime close
to the saturation field is particularly hard, because in
the classical limit hx → 0 this corresponds to finding the
minimum energy configuration of classical dipoles on a
lattice [23]. The up-spins want to maximize their dis-
tance and form a triangular lattice, which is not possible
due to the underlying square lattice. Incommensurabil-
ity issues thus play an important role, resulting in many
local energy minima.
In Fig. 3 we compare the flow equation method with
a quasi-Newton BFGS algorithm [24]. For the results
shown here a continuous update of the prior was not per-
formed, because the convergence turned out to be slightly
better. In both cases we initialize all fi = const. and
find that our flow equation leads to a state with energy
E/N = −4.00686, which is always lower than the state
obtained using the BFGS algorithm, where the lowest
energy state we found has E/N = −4.00474 (energies
are measured in units of the nearest-neighbor exchange
coupling Ji,i+1). Moreover, the results of the BFGS al-
gorithm are extremely sensitive to the initial condition
and one easily ends up in a local minimum with high en-
ergy, whereas our flow equation is rather insensitive to
the choice of initial conditions. As can be seen in Fig. 3,
the up-spins try to maximize their distance and form a
5
regular arrangement which is pinned by boundary effects.
We also tried simulated annealing to find the variational
ground-state, but the results were rather poor with en-
ergies around E/N = −3.974.
Note that the model in Eq. (15) with dipolar interac-
tions on a square lattice with open boundary conditions
is symmetric under rotations by 90 degrees, as well as in-
versions about the x-, y-axis and the diagonals. The flow
equation (9) only depends on derivatives of Eq. (15) and
thus respects the symmetries of the problem. Accord-
ingly it preserves the symmetries during the flow, if the
initial condition is symmetric as well. For the problem
at hand it is not known wether the ground-state breaks
these symmetries, but the symmetric solutions we found
were always lower in energy than solutions found by start-
ing from a random initial condition.
V. CONCLUSIONS
We presented a multidimensional minimization
method which combines ideas of homotopy continuation
and the maximum entropy principle and applied it suc-
cessfully to problems in condensed matter physics. We
note that this flow equation method has some similarities
with quantum annealing [25, 26] or adiabatic quantum
computation [27]. In our approach we adiabatically
deform a product state to determine the ground state of
a classical Ising model, rather than following the exact
ground-state of the full quantum model adiabatically to
the Ising limit, starting from large hx (for a similar idea
see also [28]).
Finally we note that it is straightforward to generalize
the flow equation (7) to a stochastic differential equa-
tion by adding a random force term which might be able
to kick the flow out of a local minimum. By properly
choosing a random force term which vanishes sufficiently
fast for t → 1 it might possible to construct a method
which has similarities to simulated annealing and which
has an even higher success rate finding the global mini-
mum. We leave such extensions of this method open for
further investigation.
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