Abstract-Traditionally, deep learning algorithms update the network weights, whereas the network architecture is chosen manually using a process of trial and error. In this paper, we propose two novel approaches that automatically update the network structure while also learning its weights. The novelty of our approach lies in our parameterization, where the depth, or additional complexity, is encapsulated continuously in the parameter space through control parameters that add additional complexity. We propose two methods. In tunnel networks, this selection is done at the level of a hidden unit, and in budding perceptrons, this is done at the level of a network layer; updating this control parameter introduces either another hidden unit or layer. We show the effectiveness of our methods on the synthetic two-spiral data and on three real data sets of MNIST, MIRFLICKR, and CIFAR, where we see that our proposed methods, with the same set of hyperparameters, can correctly adjust the network complexity to the task complexity.
I. INTRODUCTION

D
EEP learning involves multiple layers of nonlinear information processing [1] . This allows learning architectures that implement functions as repeated compositions of simpler functions, thereby learning the layers of abstraction with better generalization and representation capacity. Recent advances in efficient training of deep neural networks using larger data sets, GPUs, or better optimization techniques enabled their application to many problems, ranging from speech and vision to natural language processing, possibly combining information from multiple sources [2] .
Though deep learning is helpful, having too many layers may be problematic. First, when there are more layers/ units/weights, space and computational complexity are higher. Second, with more free parameters, there is a higher risk of overfitting, which needs to be combated using regularization methods, such as weight sharing, weight decay, and dropout. Third, when the network is deep, there is the problem of vanishing/exploding gradients when the error is backpropagated over many layers [3] , and one relatively simple mechanism is to introduce the gating mechanisms that allow passing signals with minor modification, as in LSTM or GRU for sequence learning [4] , [5] .
Starting from the 1990s, there have been many approaches to optimize the network architecture, ranging from the early incremental methods of adding hidden units one by one [6] , or starting from a large network and pruning it [7] , to more complex recent approaches, such as evolutionary algorithms [8] , reinforcement learning [9] , and boosting-style methods [10] . This paper, here, has a similar goal of learning the network architecture from data. The main difference in this paper is that instead of searching over a discrete space of all architectures, we parameterize our models in such a way that the notion of complexity, or depth, itself is continuous, making the model end-to-end differentiable and allowing gradient descent to search over the architectures in addition to their parameters.
We propose two methods for continuously constructing deep neural networks. In tunnel networks, inspired from highway networks [11] , associated with each hidden unit is a continuous parameter, and if this parameter is not active, the unit just copies its input to its output bypassing the nonlinearity. We start with a network with many layers with all its hidden layers inactive; during gradient descent, the parameter may change, and the corresponding unit becomes active; this implies adding a new layer of nonlinearity effectively increasing the depth of the network.
In our second method of budding perceptrons, inspired by budding trees [12] , there is a parameter associated with each layer, indicating whether further nonlinear processing is needed. Initially, we start with a single layer, and during learning with gradient descent, when needed, this parameter may become active, which causes the creation of another full layer, effectively increasing the depth of the network.
We start by a survey of algorithms that adapt network structure during learning in Section II, after which we explain our two methods, in detail, in Section III. Our experiments are discussed in Section IV, where we first show our didactic results on the synthetic, 2-D two-spiral data and, then, on the larger, real-world data sets of MNIST, MIRFLICKR, and CIFAR, also comparing our methods with baseline constructive methods. Our results indicate that both methods can grow networks automatically to learn these problems; with the same set of hyperparameters, the complexity of the learned network matches with the complexity of the underlying task. For simple problems, small networks are constructed, and the depth increases, as the complexity of the task it faces increases. We conclude this paper in Section V.
II. RELATED WORK
The optimization of the network structure is typically done manually using trial and error. A straightforward way of searching for the architecture is to treat the number of layers and units as hyperparameters and optimize over these hyperparameters [13] , [14] .
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Early work on searching for the optimal network focused on incremental methods. Most such methods fix the depth to one, so the problem reduces to a search over the number of hidden units [6] , [15] , [16] . Pruning methods start with a large network and remove units/connections if they are deemed unnecessary [7] , [17] , [18] . After training a network, weights may be set to zero if the change in generalization error is small. Weight decay is equivalent to L2 regularization and other regularization, and the Bayesian techniques are also used for model selection in neural networks [19] , [20] .
There are also hybrid methods that allow both addition and deletion of hidden units and layers [21] , especially for radial-basis-function networks, where hidden units have local responses [22] . Finding the right network can be defined as a search in the space of possible networks with operators that add/remove units/layers, and different search methods can be used here [23] . One can also use evolutionary search [8] , [24] .
In neural architecture search (NAS), reinforcement learning is used, whereby a controller network that generates candidate neural network descriptions is trained to optimize the expected accuracy [9] . More recently, a boosting-style method, named AdaNet, is used to incrementally grow architectures while learning the parameters [10] ; AdaNet also provides data-dependent generalization guarantees of their method.
III. PROPOSED METHODS
A. Tunnel Networks
Our first approach involves defining a parameter, g ∈ [0, 1], for each hidden unit that determines how much it acts as a nonlinear unit versus how much it just copies its input to its output without performing any transformation on it
If g = 0, the unit just copies its input to its output; if g = 1, the output is given by the output of the nonlinear σ (w T x + b) with its internal parameters of w and b, namely, the weights and the biases. We have a layer of such units, which takes the (elementwise) convex combination of a perceptron layer and the identity mapping.
We can consider g as a gating parameter that chooses between the identity and the nonlinear transformation. We can also interpret it as a complexity control parameter that chooses between the simpler identity and the more complex nonlinear hidden unit. As long as it is 0, we have a simple model, but if g gets larger during learning, the nonlinearities start to kick in, the network becomes more complex, and one can interpret this as growing a neural network constructively.
To favor simplicity, we use an objective function that penalizes positive values for g
where x is an instance from the data set X, J (·) is the overall objective function to be minimized, E(·) is the error (loss) function over an instance (e.g., cross entropy), l is the index of each unit in all layers, and λ ≥ 0 is the tradeoff parameter adjusted using cross validation. During stochastic gradient descent (SGD), we update all w l and b l in the network and also the g l values. During learning, just as it is possible that g l moves away from 0 and adds a nonlinear hidden unit, it is also possible that because of regularization, it moves back to 0, effectively pruning it back. Tunnel networks are inspired from highway networks [11] , where g is a function of x and as such works as an inputdependent gating model
We can consider our tunnel network as a special case of highway networks, where the gating is constant. In highway networks, a negative initial bias for c g is used, such as −2 or −4 [11] , which results in starting values for g (x) , which are close to 0; hence, each individual layer starts close to the identity. As g(x) values move away from 0 when v g and c g are updated, the network response becomes nonlinear. A highway network where the g(x) values are regularized to be close to 0 (by having negative c g and very small v g ) would work similar to our tunnel network.
In Network Slimming [25] , a similar multiplicative scaling factor is applied to each convolutional channel, whereas in tunnel networks, we apply it to each unit. In [26] , a similar approach is used to select other substructures, such as neurons, groups, or residual blocks. Incomplete dot product [27] is another approach to dynamically adjust and limit the incoming contributions to each unit. Adaptive computation graphs is yet another architecture that is similar to highway networks, in which the computation paths are dynamically chosen as a function of the input [28] ; in this regard, they can be seen as an extension of the highway networks.
Another related architecture is the deep residual network [29] , where there is no explicit gating and the transformation and the input copy are summed directly, that is, in 1, both g and (1 − g) terms are set to 1 (for a residual block of a single-layer perceptron). Deep residual networks have won several competitions, including ImageNet and COCO challenges [29] , indicating the strength of methods that can adjust network complexity to that of data during training.
B. Budding Perceptrons
Our second approach is inspired by the budding tree that we proposed before, and it is a tree where complexity is softly parameterized [12] . Unlike a regular tree, where a node is either a decision node or a leaf node, in a budding tree, each node m has a leafness parameter γ m ∈ [0, 1] and is both a leaf node with weight γ m and an internal node with weight 1−γ m . In the beginning, the root is a leaf (its γ is equal to 1), but when it is updated (using gradient descent) to get smaller, its two children are created, effectively growing the tree. The error function has a regularization term to penalize γ m that are smaller than 1.
In the budding perceptron, we propose here, the approach is the same, except that we have perceptron layers in a network instead of nodes of a tree. Every perceptron layer has a complexity parameter γ m that is initially 1, and if γ m gets smaller, another full perceptron layer is created next to it. More formally, a budding perceptron network uses a tree structure to implement the composition of individual perceptron layers to make up a deep network. Its recursive definition is as follows:
where ml and mr are the left and right children of m. γ ∈ [0, 1] is the complexity parameter, and σ is the nonlinearity function used in the hidden layers. If γ m is 1, we only have the current perceptron layer; however, for γ m < 1, its children layers are also created, and every parent becomes a convex combination of a perceptron and the composition of two similar functions implemented by its children (see Fig. 1 ). 1 Observe that the above-mentioned parameterization defines an infinite complete binary tree since every node in the tree has two children. Therefore, the parameter space contains feedforward networks of all depths. In practice, since all γ m values start from 1, and during training, only finitely many of them will assume values that are smaller, the recursion is guaranteed to end when a node with γ = 1 is encountered, and its children will not be evaluated.
We add a regularizer term to prefer smaller networks
where T denotes the set of all nodes in the tree. During gradient descent, we update all the perceptron weights, w m and b m , and also γ m . Initially, a single root node is equivalent to a single layer of perceptron with its γ equal to 1. During training, when its γ is updated to get smaller, two perceptron layers are created as children (with their own γ m initially 1), making up a deeper network. Then, in turn, those two layers can spawn new layers, effectively adding more and more layers. It is important to note that during gradient descent, γ m values move away from 1, adding new layers, and then, as the network weights converge, γ m may move back to 1, effectively eliminating previously added layers.
Note that with the above-mentioned definition, there is no information passed on from parent weights (e.g., w m ) to weights of the children (e.g., w ml ). This means that when a leaf is split into two nodes, w ml and w mr need to be learned from scratch. This might slow down convergence considerably and impact learning dynamics negatively. To help with information propagation when splitting, we share (tie) the weights of one of the children with the parent.
Note that unlike the tunnel networks and similar work that were mentioned in Sections II and III-A, budding perceptrons can both grow (without bound, beyond its initial configuration) and shrink during training, which sets it apart from the pruning-based approaches.
C. Measuring Network Complexity
Since we have notions of complexity which are soft, discrete measures, such as the depth or the number of hidden units, are not directly applicable. For instance, a ten-layer tunnel network that has all g values equal to 0 implements an identity function, whereas the same size tunnel network with g values equal to 1 is a multilayer perceptron with depth 10.
To this end, we propose soft criteria for measuring the complexity of tunnel networks, highway networks, and budding perceptrons that we use in our experiments. For tunnel networks, it is simply the layerwise (or total) sum of all g values
where l indexes the layer out of the set L of all layers and k indexes a hidden unit out of the K hidden units of layer l. For highway networks, g lk (x) replaces the constant g lk , and since it is a function of the input, we compute it as the average over all input instances (in the validation set)
For budding perceptrons, in addition to the tree size (node counts), we define a soft tree size that incorporates the leafness parameters γ m as well
This soft size gives us a notion of effective depth of a budding perceptron network since every node itself acts as a single (nonlinear) perceptron layer.
Note that the soft criteria that we propose here do not correspond to memory or computational complexity; if the gating value is nonzero, the corresponding unit or layer still needs to be stored and computed. It is, however, an indication of what percentage of the large network effectively participates in generating the overall approach and as such is an indication of how effective is the pruning/constructive method. 
IV. EXPERIMENTS
A. Results on Two Spirals 1) Data:
We use the two-class spirals data set [30] for didactic experimentation. Our claim is that our constructive methods can adjust the complexity of the learned network to the complexity of the problem. To test this, we created three variants, namely, easy, medium, and hard (see Fig. 2 ), where the easy task is linearly separable, and the medium and hard variants need deeper networks.
2) Training: First, it is important to stress that we use the same hyperparameters for different variants of the two spirals and we want to see if the constructive algorithm can find the right complexity just by changing the data.
We train all models with SGD using the Adam update rule, which modifies learning rates and momentum rates for each parameter during training [31] . We use a binary cross-entropy objective function [ x 1(r (x) = 1) log(y(x)) + 1(r (x) = 0)(1 − log(y(x)), where r (x) ∈ {0, 1} is the true label of x] on top of a sigmoid output layer. We do not employ minibatching for the two spirals data, but we use the purely online setting. We schedule the learning rate and determine the length of training as follows. Training continues until there is no improvement on the development set (which is the same as the training set for this synthetic data set) for 20 epochs after which we use 0.3th of the original learning rate. Next time, in which there is no improvement for 20 epochs, we switch to 0.1th of the original learning rate. Finally, training stops when there is no further improvement for another 20 epochs.
We assign ten hidden units to each layer of tunnel and highway networks and budding perceptrons. For tunnel networks, we use a total (maximum) number of ten layers. We use a penalty of 0.001 for λ in L1 regularizers. For learning rate, we pick the smallest one from the set {0.0001, 0.0003, 0.001, 0.003} that yields zero training error, which results in 0.003 for tunnel networks and 0.001 for budding perceptrons. We employ a standard L2 regularization penalty of 10 −5 on network weights, which is typically useful for avoiding parameter explosions.
We tried two approaches for making learning rate dependent on depth. In the first case, we simply use the same learning rate on all layers. We found that this typically results in similar behavior for all layers (in terms of soft size growth during training), and the layers are not distinguished. To better differentiate the layer behavior, we assigned decreasing learning rates to each layer, where each layer has 3/4th of the learning rate of the previous layer. This results in a more incremental behavior, where lower layers grow more quickly and higher layers adapt slowly. Furthermore, as we will see in the experiments, the learning dynamics, in this case, encourages lower layers to be used early on, and if higher layers are not necessary, they are not used at all, allowing them to be actually pruned from the network after training.
All networks use rectified linear units (ReLu) (max{0, x}) for their elementwise nonlinearities [32] . Since all of the models that we evaluate require input and output dimensionality to be the same, all architectures have an additional linear projection layer at the very beginning. For this instance, since we have ten hidden units and the input space is 2-D, we have a 2 × 10 matrix that linearly projects an input instance to a 10-D space (which is also learned during backpropagation).
3) Results: Our plots using tunnel networks are shown in Fig. 3 , and budding perceptrons are shown in Fig. 4 .
In the top row of Fig. 3 , we see the training error rates for easy, medium, and difficult cases, respectively. In all cases, tunnel networks are able to converge to an error of zero. However, as the problem becomes more difficult, zero error is reached more slowly-it takes 2, 23, and 91 epochs to reach zero error for easy, medium, and difficult cases, respectively.
In the middle row, we plot the soft sizes for layers, each layer in a separate color. We see that early on, the constructive method introduces more layers than necessary, but as learning proceeds, those extra ones are pruned back. The peak is reached around where the models reach zero error; from then on, the objective improves mostly by reducing the regularization term, that is, simplifying the network. We believe that this is an interesting end result of defining complexity using continuous parameters. There are no distinct, separate phases of structure growing and pruning nor structure learning versus parameter learning; the network structure is learned, by growing or pruning, coupled with the learning of the parameters. We also observe that typically, the model uses earlier layers more; this is because we set our learning rates in a decreasing fashion. In experiments where we set the learning rates equally, we observed that all layers are used in similar amounts.
Finally, the bottom row shows the total complexity. We see that as the problem becomes more difficult, the model grows more in terms of its soft size. This suggests that the models indeed grow networks of different complexities depending on the complexity of the problem itself, with the same set of hyperparameters. For instance, soft sizes of the tunnel network are around 2, 10, and 15 for the easy, medium, and difficult tasks, respectively.
In the top row of Fig. 4 , we see the training errors of budding perceptrons on easy, medium, and difficult tasks, respectively. Similar to tunnel networks, budding perceptrons can reach zero error, and the time to reach there increases with difficulty (about 2, 30, and 125 epochs, respectively).
The middle and bottom rows show the hard and soft sizes of the budding perceptrons. Similar to tunnel networks, trees grow to different sizes depending on the complexity of the problem. Budding perceptron uses the smallest possible size of 1 node on the easiest task, whereas it uses soft sizes of roughly 2.2 and 7 on the medium and hard variants. 2 We see the discriminants learned for the different variants using the budding perceptron in Fig. 5 . We observe that the decision boundary (implemented by the same constructive model with the same set of hyperparameters) becomes more complex as needed, as the problem becomes harder (and in the easiest case, it is linear as expected). 2 Note that because of our parameterization, the smallest depth that we can have is 1 for budding perceptrons even though the problem can be solved with a depth of 0. A parameterization that started with the identity mapping at the root node (instead of a nonlinear perceptron) would allow the model to assume 0 depth.
Tunnel networks also find similar boundaries adapted to the task. We have also tested highway networks on the two spirals data set. We cannot include those figures here because of lack of space, but we find that the highway network proper requires almost twice as many units as tunnel networks; when a regularization term is added (so that highway units act as tunnel units), the number of units becomes comparable.
B. Results on Digit Recognition 1) Data:
Next, we evaluate our models on MNIST that contains 60 000 training and 10 000 test examples of 28 × 28 handwritten digits from ten classes. We randomly partition the original training set into training and validation sets with a ratio of 5:1. We also define the easier binary task of separating digits 0 from 1, discarding instances from all other classes. 
2) Training:
We use the standard multiclass cross entropy with a softmax output layer. We use 100 hidden units for each layer. Learning rate and L1 regularizer coefficient are fixed to 0.0003 and 0.001, respectively. An additional dropout regularizer is used at the input layer with a probability of 0.25 [33] . All other hyperparameters are the same as before.
3) Results: Our plots using highway networks, tunnel networks, and budding perceptrons are shown in Figs. 6-8, respectively. We perform early stopping, i.e., the best model is chosen over all iterations based on the validation error rate and its test performance is evaluated. Training and validation errors are shown in red and blue curves, respectively. Best training and validation errors are marked with a dot. The test set error rate of the best performing model is marked with an asterisk. Note that for budding perceptrons, our size measure is at the scale of depth (soft count of the number of layers), whereas for tunnel networks and highway networks, it is at the scale of hidden units (soft count of the number of hidden units for each layer).
The top row of Fig. 6 shows the training and validation errors with highway networks. On the easy 0 versus 1 task, it is possible to reach almost zero test error-the highway network gets 0.43% (top left). On the ten-class task, training error is also very close to zero, but it reaches a test error of 2.83% suggesting overfitting. The bottom row shows the soft sizes of highway networks for individual layers. On both the easy task (left) and the ten-class task (right), we see that the model grows as it trains more until the learning rate shrinkage happens (shown with vertical dashed lines). However, on neither of the tasks do we observe any pruning back of the model. Since there is no regularization term, highway networks do not have any incentive to reduce the model size. Fig. 7 shows similar statistics for the tunnel networks. The top row shows the training, validation, and test errors on the two-class (left) and ten-class (right) tasks. The optimal performance is reached in about 40 epochs on the easy case, whereas for the difficult case, it takes about 175 epochs. On the ten-class task, the tunnel network can reach as low as 1.67% error rate on the test set.
In the bottom row, we see layerwise soft sizes for the tunnel network. On the two-class task, layers grow and shrink together very consistently (curves seem to be mere translations/rescalings of one another). This is likely because the two-class case is very close to being, if not exactly, linearly separable. Hence, there is no need for the network to divide the functionality among different layers differently. We also see that the maximum size ever reached is 2. On the other hand, in the ten-class case (right), the behavior is different, and the peak size can reach 30 for the first layer. In both cases, earlier layers are used more actively. Fig. 8 shows the results using budding perceptrons. As before, the top row shows error rates: The budding perceptron can reach near-zero test error on the two-class task (left) and 1.84% error rate on the ten-class task (right). Again, the optimum is reached much more quickly for the easy task, in about 40 epochs compared to 125. In terms of hard sizes, which are shown in the middle row, the budding perceptron seems to grow initially and, then, shrinks to the minimum size of 1 for the two-class task (left), whereas it reaches bigger sizes and stays almost flat for the ten-class task (right).
In the bottom row, we observe that for both the easy task (left) and the ten-class task (right), soft sizes grow initially, and then, the model is pruned back. Soft sizes for the ten classes are slightly bigger: 1.2 versus 1. We also observe that the soft and hard sizes for the ten-class task do not look correlated, verifying the need to have the soft measure in addition to hard counts. Both hard and soft sizes reaching the minimum possible value of 1 for the two-class task provide another evidence for it to be very close to linearly separable.
We also observe that the learning rate is important for growth/shrinkage dynamics in all three models. When we shrink the learning rate (shown in vertical dashed bars), we see stabilization over the sizes of the models even though performance continues to improve, and after we shrink it a second time, sizes remain roughly constant.
C. Results on Image Tagging 1) Data:
We evaluate our models also on MIRFLICKR data set that has 25 000 Flickr raw images with associated topic labels [34] . We use the partitioning used in [35] with ratios 2:1:2 into training, validation, and test sets. Output labels are the tags of images that are represented as a 38-D vector of binary values (not necessarily one-hot); therefore, the task is posed as a multilabel classification problem, where each instance might have multiple (or no) labels. Images are represented as a 3857-D feature vector, using the preprocessed and extracted image features, as in [35] .
To vary the difficulty of the data set and create an easier version of the problem, we use the label hierarchy to collapse the secondary labels [34] . For instance, all of the tags, people, baby, female, male, and portrait, are collapsed into a single people tag. This reduces the label space from 38 to 10.
2) Training: Learning rate scheduling is done similarly as done previously. We use a multilabel binary cross entropy as the objective since labels are not mutually exclusive. This is simply a sum over individual binary cross-entropy losses over all labels. Our output layer, therefore, uses a multidimensional (elementwise) sigmoid function. We use a minibatch with a size of 32. We use 300 hidden units in each layer. We fix the learning rate to 0.0003, which behaves well without oscillatory behavior for any of the models. For budding tree networks and tunnel networks, we use an L1 regularizer penalty of 0.1. We have an additional dropout regularization at the input layer with a probability of 0.25 [33] .
3) Performance Measures: In addition to the total average error rate (summed over all labels), we use the Macro-F1-score that is computed by averaging F1-scores for each individual label over all labels. Model selection is performed using Macro-F1 scores over the validation set.
4) Results:
Our plots for highway networks, tunnel networks, and budding perceptrons are shown in Figs. 9-11 , respectively. We show the Macro-F1 score on the test set (achieved by the best performing model on the validation set) with an asterisk.
In the top row of Fig. 9 , we see the error rates (left), Macro-F1 scores (middle), and layer complexities (right) of highway networks on the easy task. We see that the model can reach a training error rate of 0.0448 per instance, whereas the validation error rate is 1.685 (note that one instance can have more than one error in the multilabel case). We also see that the validation curve stays mostly flat during training. This suggests that the initial features might be too expressive, making it easy to overfit. We see a similar phenomenon for the Macro-F1 scores (top middle), where training Macro-F1 score is 98.95%, whereas it is 55.56% on the validation set.
On the difficult task, the behavior is very similar (bottom left and bottom middle). The error rates are 0.2233 for training versus 3.687 for the validation set, and Macro-F1 scores are of 97.16% for training and 41.04% for the validation set. The model sizes also show similar behavior (top right and bottom right) in terms of how each layer monotonically grows. Counterintuitively, the easy task reaches higher complexity values (for instance, about 175 for layer 1 for the easy task versus around 150 for the difficult task), which might be due to the aggressive early learning dynamics of the highway network.
We see similar statistics for tunnel networks in Fig. 10 . In terms of error rates (left column) and Macro-F1 scores (middle column), a large gap between training and validation scores remains. Tunnel networks reach 97.15% and 56.86% training and validation Macro-F1 scores on the easy task and 95.7% and 43.91% on the difficult task. For layer complexities (right column), tunnel networks show a different behavior than highway networks. Instead of using many layers, the tunnel network utilizes mostly only the first two on the easy task (top right) and the first four on the difficult task (bottom right). We see that other layers see a small bump initially, which is pruned afterward. We also see that individual layer sizes (and, hence, the total size) are bigger on the difficult task.
Results using budding perceptrons are shown in Fig. 11 . For error rates (first column) and Macro-F1 scores (second column), there is still a large difference between training and validation scores as with the previous two models. Budding perceptrons reach 99.75% and 55.45% training and validation Macro-F1 scores on the easy task and 99.56% and 43.39% on the difficult task. In terms of the number of nodes (third column), the easy task seems to consistently require between seven and three nodes (full layers), mostly spending time on three and five (top). On the hard task, however, we see both bigger values (always above or equal to 7 after the very first epoch) as well as a tendency for growth. For soft sizes (last column), the easy task shows an initial quick growth and, then, a pruning stage, which is followed by a more stable growth curve (top). On the hard task, we see a more consistent growth that is slowed by learning rate shrinkage (bottom).
D. Comparisons With Baseline Algorithms
We compare our tunnel networks and budding perceptrons with two previously proposed architecture search methods, namely, AdaNet [10] and NAS using reinforcement learning [9] as well as highway networks.
AdaNet works by incrementally proposing new candidate architectures (deeper or at the same depth), which takes the existing layers (with the input vector) as its input, alongside the architecture learned so far. Candidates are evaluated according to an objective function, and the best one is picked. This process is recursively applied until a stopping criterion is met, which finalizes the architecture. We take our base architecture as a ReLu perceptron layer of 50 units, which is used to incrementally grow the architecture. The maximum depth is 10. Since the formulation of AdaNet is in the binary classification setting, we use the one-versus-all approach to extend it to multiclass, and we report the maximum width (number of hidden units) × maximum depth (number of layers), averaged over these multiple networks. With NAS, a specialized recurrent (38 MULTILABELS) neural network is trained using reinforcement learning to propose architectures that are then trained and evaluated. The evaluation performance determines the reward for the recurrent network. In the original work, filter sizes of a convolution network are learned; in our case of fully connected layers, we learn the optimal number of hidden units (layer width) per five layers, and we report the average width × five layers.
Results over MNIST are given in Table I . We observe that the tunnel network outperforms all other models with a test error of 1.67%, and the next best is the budding perceptron. NAS is slightly better than the highway network (2.23% versus 2.83). AdaNet has the poorest performance (3.75%), which may be due to the one-versus-all approach that uses ten binary classifiers instead of a single multiclass classifier. Tunnel and budding perceptrons also learn the smallest networks in terms of the number of nodes. Table I also shows the total wall clock time for the training of all methods on eight CPU cores in minutes. Note that the total time depends on the time to reach to the best model since all methods use some notion of patience or an early stopping criterion. All, except NAS, seem to perform similarly (for AdaNet, time is averaged per class); NAS is slower due to many runs at each iteration of the controller network.
Results over FLICKR data are presented in Table II . We use a similar setting for AdaNet and NAS. Since this is a multilabel classification setting, we use AdaNet to train 38 binary classifiers (the labels are not mutually exclusive). The top two performers are the tunnel network and NAS (43.4% and 43.1%), followed by the budding perceptron and highway network. Tunnel network again learns the smallest network. In terms of time complexity, we see similar results to MNIST, except, here, AdaNet is very fast but performs poorly; many of the networks seem to converge very quickly to always predicting a negative response.
We also use the CIFAR data set that has 60 000 images of 32 × 32 images with three color channels, each tagged with a class label out of 100 classes [36] . We use 20 coarsegrained labels to pose it as a 20-class classification task. To represent each image, we use the version 3 of the Inception network [37] , pretrained on ImageNet [38] . After running the network on each image, we extract the 2048-D response from the third pooling layer, which we give as input to our different learners. Our results are given in Table III , where we observe that tunnel network, budding tree network, and AdaNet perform well (19.19%, 19 .51%, and 19.90%) with highway network and NAS following closely (19.93% and 21.67%). In terms of training time, tunnel and budding tree networks seem to complete the soonest.
Note that with both AdaNet and NAS, architecture learning and parameter learning happen in separate stages, and for each architecture, parameters need to be retrained, which requires an entire run of SGD. Since tunnel networks and budding perceptrons parameterize the architecture space continuously, a single run of SGD is used to determine both the architecture as well as the parameters.
V. CONCLUSION
We propose two methods for learning the structure of a deep neural network, where network complexity at the level of hidden unit or layer is coded by continuous parameters. These parameters are adjusted together with the network weights during gradient descent, which implies softly modifying the network structure together with the network weights. Our contributions in this paper are twofold. 1) We propose tunnel networks as a simplified version of highway networks and interpret unitwise g parameters as a soft notion of adding (or pruning) a unit to the network. We show that tunnel networks perform as effectively as highway networks while having much fewer parameters. 2) We propose budding perceptrons that utilize a tree structure to represent a continuous and complete space of feedforward networks of arbitrary depth and optimize over this space using gradient descent. To the best our knowledge, this is the first constructive method that operates continuously and fully jointly, rather than making individual decisions to add or prune layers in stages. Our experiments on the synthetic two-spiral data illustrate how tunnel networks and budding perceptrons can adapt to tasks of different complexities using the same set of hyperparameters, by adapting the number of units for tunnel networks and the number of layers for budding perceptrons.
On real-world tasks of MNIST, MIRFLICKR, and CIFAR, we have observed that tunnel networks achieve better performance by providing a better-regularized model and using fewer numbers of parameters, compared to highway networks-AdaNet and NAS. We also observe that in all three tasks, tunnel networks start by a growing exploratory phase and then shift into a pruning phase, where the size is reduced.
By setting the learning rate in a decreasing manner, we ensure that different layers grow at different paces and are utilized differently. Combined with regularization, this allows for tunnel networks to keep some unused upper layers linear, allowing the possibility to actually prune them at the end.
Similarly, budding perceptrons have shown comparable or better performance on all three tasks. Compared to tunnel networks, budding perceptrons grow more and prune less. They are able to grow to arbitrary depths instead of having to specify a maximum size. For instance, throughout this paper, we have used a maximum of ten layers for highway and tunnel networks; however, on MIRFLICKR, the budding perceptron sometimes reaches a layer count of 15.
