Sharp asymptotics of the Kolmogorov entropy for Gaussian measures  by Luschgy, Harald & Pagès, Gilles
Journal of Functional Analysis 212 (2004) 89–120
Sharp asymptotics of the Kolmogorov
entropy for Gaussian measures
Harald Luschgya, and Gilles Page`sb
aUniversita¨t Trier, FB IV-Mathematik, D-54286 Trier, BR Deutschland, Germany
bLaboratoire de Probabilite´s et Mode`les ale´atoire, Universite´ Paris 6, CNRS-UMR 7599,
4 Place Jussieu, Case 188, F-75252 Paris Cedex 05, France
Received 19 May 2003; revised 9 September 2003; accepted 24 September 2003
Communicated by G. Pisier
Abstract
Let U denote the unit ball of the Cameron–Martin space of a Gaussian measure on a
Hilbert space. The sharp asymptotics for the Kolmogorov (metric) entropy numbers of U is
derived. The condition imposed is regular variation of the eigenvalues of the covariance
operator. A consequence is a precise link including constants to the functional quantization
problem.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Kolmogorov’s concept of e-entropy is a measure of the size of a compact metric
space. However, only for a few inﬁnite-dimensional spaces there has been success in
determining the precise asymptotics of the e-entropy as e-0 (see [24]). We present a
solution of the entropy problem for the unit ball of a large class of Cameron–Martin
spaces in a Hilbert space setting or, what is the same, for a large class of ellipsoids
in l2ðNÞ:
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The framework can be stated as follows. Let P be a centered Gaussian measure on
a real separable Hilbert space H with scalar product /; S and norm jj  jj: Denote
by KCH the reproducing kernel Hilbert space (Cameron–Martin space) associated
to the covariance operator of P: K is a Hilbert space with norm jj  jjK ; say. The
closed unit ball
U :¼ fxAK : jjxjjKp1g
in K is a compact subset of H (see [2, Corollary 3.2.4]). U plays a prominent role in
the LIL for H-valued random variables (see [13, Chapter 8]). For nAN; the nth
covering radius (nth entropy number) for U is deﬁned by
enðUÞ :¼ inf
a
max
xAU
min
aAa
jjx 	 ajj
¼ inf
a
min sX0 : UC
[
aAa
Bða; sÞ
( )
; ð1:1Þ
where the inﬁmum is taken over all subsets aCU with 1pcard apn and Bða; sÞ ¼
fxAH : jjx 	 ajjpsg: In fact, the inﬁmum in (1.1) holds as a (ﬁnite) minimum. For
e40; let
Nðe; UÞ :¼min nX1 : (aCU ; 1pcard apn such that UC
[
aAa
Bða; eÞ
( )
¼minfnX1 : enðUÞpeg: ð1:2Þ
Then log Nðe; UÞ is the Kolmogorov (metric) e-entropy of U : Throughout all
logarithms are natural logarithms.
We address the issue of the behavior of enðUÞ as n-N and log Nðe; UÞ as e-0:
Observe that suppðPÞ coincides with the closure of K : Let l1Xl2X?40 be the
ordered nonzero eigenvalues of the covariance operator of P (each written as many
times as is its multiplicity) and let fuj : jX1g be a corresponding orthonormal
basis of suppðPÞ consisting of eigenvectors. Then fl1=2j uj : jX1g is an orthonormal
basis of K ;
K ¼ xAsuppðPÞ :
X
jX1
/x; ujS2
lj
oN
( )
and
U ¼ xAsuppðPÞ :
X
jX1
/x; ujS2
lj
p1
( )
:
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If d :¼ dim KoN; then enðUÞ ¼ enðEdÞ; the nth covering radius of the ellipsoid
Ed :¼ xARd :
Xd
j¼1
x2j
lj
p1
( )
with respect to the l2-norm on R
d ; and thus we can read off the asymptotic behavior
of enðUÞ and log Nðe; UÞ from the formulas
lim
n-N
n1=denðEdÞ ¼ qðdÞ
Yd
j¼1
lj
 !1=2d
ðvolðBdð0; 1ÞÞÞ1=d ;
lim
e-0
log Nðe;EdÞ
d logð1=eÞ ¼ 1; ð1:3Þ
where Bdð0; 1Þ denotes the unit l2-ball in Rd and qðdÞ is a constant in ð0;NÞ
depending only on the dimension d (see [11, Theorem IX; 7, Theorem 10.7]). Except
in dimension d ¼ 1 and 2, the true value of qðdÞ is unknown.
Now assume dim K ¼N: Then via isometry, enðUÞ ¼ enðEÞ for the ellipsoid
E :¼ xAl2ðNÞ :
XN
j¼1
x2j
lj
p1
( )
:
In this paper we derive the sharp asymptotics of enðUÞ as n-N analogously to the
ﬁnite-dimensional case (1.3) and with slower rates than n	a; of course (Theorem 2.1).
This is achieved for regularly varying eigenvalues. The result obtained is even better
than (1.3) since limiting constants can be evaluated. By inversion, one obtains the
precise asymptotics of log Nðe; UÞ as e-0 (Corollary 2.4). A different approach to
the log Nðe; UÞ-problem is due to Donoho [4]. We comment on it in the remark
following Corollary 2.4.
A famous notion of Information Theory is Shannon’s e-entropy (rate
distortion function) of a probability measure Q on H: For e40; it’s L2-version is
deﬁned by
R2ðe; QÞ :¼ inf HðV jQ#V2Þ : V probability on H 
 H

with first marginal V1 ¼ Q and
Z
jjx 	 yjj2 dVðx; yÞpe2


; ð1:4Þ
where HðV jQ#V2Þ denotes the relative entropy (mutual information)
HðV jQ#V2Þ ¼
Z
log
dV
dQ#V2
 
dV
if V is absolutely continuous with respect to the product of the marginals Q#V2 and
equal toN otherwise. It follows from the simple converse part of the source coding
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theorem (see e.g. [7, p. 163]) that
log Nðe; UÞXR2ðe; QÞ
provided QðUÞ ¼ 1: As an application we construct Gaussian probability measures
QðeÞ which are asymptotically nearly supported by U and satisfy
lim
e-0
log Nðe; UÞ
R2ðe; QðeÞÞ ¼ 1:
A special case of this strong equivalence is related to Donoho [4].
A further application concerns a precise link between the covering problem for U
and the quantization problem for P:
The paper is organized as follows. In the next section we state the results outlined
above. Section 3 contains a collection of examples. Section 4 is devoted to the proofs.
2. Statement of results
Now we formulate sharp asymptotic results for the nth covering radius and
Kolmogorov’s e-entropy of U for centered Gaussian measures P with dim K ¼N: It
is convenient to use the symbolsB andt where anBbn means an=bn-1 and antbn
means lim supn-N an=bnp1: We need the notion of a regularly varying function. A
measurable function j : ðt;NÞ-ð0;NÞðtX0Þ is said to be regularly varying at
inﬁnity with index bAR if, for every c40;
lim
x-N
jðcxÞ
jðxÞ ¼ c
b:
Regular variation of j : ð0; tÞ-ð0;NÞðt40Þ at zero is deﬁned analogously. Slow
variation corresponds to b ¼ 0:
The following theorem comprises a large class of Gaussian measures.
Theorem 2.1. Assume ljBjð jÞ as j-N; where j : ðt;NÞ-ð0;NÞ is a decreasing,
regularly varying function at infinity of index 	bp	 1 for some tX0: Then,
enðUÞB b
2
 b=2
jðlog nÞ1=2 as n-N:
Note that the above restriction 	bp	 1 on the index of j is natural sincePN
j¼1 ljoN:
The lower estimate is obtained by a volume comparison for suitable
ﬁnite-dimensional projections. As for the upper estimate, we present a new
approach.
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Remarks. (a) The most prevalent form for j is
jðxÞ ¼ cx	bðlog xÞ	a;
c40; ðb; aÞAð1;NÞ 
 R,f1g 
 ð1;NÞ; x4maxf1; e	a=bg: Then,
enðUÞBc1=2 b
2
 b=2
ðlog nÞ	b=2ðlog log nÞ	a=2; n-N:
(b) Classical arguments yield upper estimates like, e.g.
enðUÞt
ﬃﬃﬃ
2
p b
2
þ log 4
 b=2
jðlog nÞ1=2; n-N
(see [11, Section 6, 16, Theorem 3, 6, Proposition 1.7]).
A set aCU with 1pcard apn is called n-optimal for U if a is an enðUÞ-net for U ;
that is,
max
xAU
min
aAa
jjx 	 ajj ¼ enðUÞ:
The integral number
dn ðUÞ :¼ minfdim span ðaÞ : aCU n-optimalg ð2:1Þ
represents the dimension at level n of the covering problem for U : Here spanðaÞ
denotes the linear subspace spanned by a:
Corollary 2.2. Assume the situation of Theorem 2.1. Then,
dn ðUÞ\
2 log n
b
as n-N:
It remains an open question whether dn ðUÞB2 log nb :
A useful equivalence principle can be deduced from the preceding theorem.
Corollary 2.3. Assume the situation of Theorem 2.1. Let V and W be centered Gaussian
measures on H and assume dim suppðVÞoN and W is equivalent to P  V : Then,
enðUW ÞBenðUPÞ as n-N:
We deduce from Theorem 2.1 the following sharp asymptotics for Kolmogorov’s
e-entropy of U :
Corollary 2.4. Assume ljBcj	bðlog jÞ	a as j-N; where c40 and ðb; aÞAð1;NÞ 

R,f1g 
 ð1;NÞ: Then,
log Nðe; UÞBc1=b b
2
 ðaþbÞ=b
e	2=b logð1=eÞ	a=b as e-0:
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Remark. A different approach to the log Nðe; UÞ-problem is due to Donoho [4].
His only explicit result corresponds to the case ljB22mj	2m; j-N; mAN: Then
Corollary 2.4 yields
log Nðe; UÞB2me	1=m; e-0
and therefore, Donoho’s constant 2m2	1=m (instead of 2m) is not correct.
There is a tight relationship between the Kolmogorov entropy problem for U and
the functional quantization problem for P (see [8]). The nth L2-quantization error of
P is given by
en;2ðPÞ :¼ inf
Z
min
aAa
jjx 	 ajj2 dPðxÞ
 1=2
: aCH; 1pcard apn
( )
: ð2:2Þ
As an application we obtain a precise link between enðUÞ and en;2ðPÞ:
Corollary 2.5. Assume the situation of Theorem 2.1 with b41: Then,
2
b 	 1
 1=2
ðlog nÞ1=2enðUÞBen;2ðPÞ as n-N:
Now we come to the announced strong equivalence of the Kolmogorov e-entropy
of U and the Shannon e-entropy of suitable centered Gaussian measures QðeÞ: For
0oeol1=21 ; let
rðeÞ :¼ maxfkX1 : lk4e2g ð2:3Þ
and
YðeÞ :¼ 1ﬃﬃﬃﬃﬃﬃ
rðep
XrðeÞ
j¼1
l1=2j Zjuj; ð2:4Þ
where Z1; Z2;y are i.i.d. Nð0; 1Þ-distributed random variables. Set
QðeÞ :¼ PYðeÞ: ð2:5Þ
Corollary 2.6. Assume the situation of Theorem 2.1. Then,
log Nðe; UÞBR2ðe; QðeÞÞ;
QðeÞðcUÞ-1 for every c41
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and
dim suppðQðeÞÞB2 log Nðe; UÞ
b
as e-0:
Furthermore, log Nð; UÞ is regularly varying at zero of index 	2=b:
A special case of the preceding corollary corresponds to observations in
Donoho [4].
Remark. The Shannon entropy of P is much larger than the Kolmogorov entropy of
U : In the situation of Theorem 2.1 with b41 one can show that
2
b 	 1
 1=b
log N
e
R2ðe; PÞ1=2
; U
 !
BR2ðe; PÞ as e-0: ð2:6Þ
This is particularly easy if ljBcj	bðlog jÞ	a as j-N with c40; b41 and aAR: In
this case
R2ðe; PÞBb
2
cb
b 	 1
b 	 1
2
 a 1=ðb	1Þ
e	2=ðb	1Þ logð1=eÞ	a=ðb	1Þ as e-0
(see e.g. [14]) and thus (2.6) is an immediate consequence of Corollary 2.4.
Remark. One may ignore the probabilistic interpretation of the Schmidt ellipsoid U
and consider arbitrary (compact) ellipsoids
U0 :¼ xAH :
XN
j¼1
/x; ujS2
lj
p1
( )
; ð2:7Þ
where dim H ¼N; fuj : jX1g is an orthonormal basis of H and l1Xl2X?40
with lj-0: Assume ljBjð jÞ as j-N; where j : ðt;NÞ-ð0;NÞ is a decreasing,
regularly varying function at inﬁnity of index 	bo0 for some tX0: Since the proofs
of Theorem 2.1 and Corollary 2.4 work for b40; one obtains
enðU0ÞB b
2
 b=2
jðlog nÞ1=2 as n-N ð2:8Þ
and in case ljBcj	bðlog jÞ	a as j-N with c40; b40; aAR;
log Nðe; U0ÞBc1=b b
2
 ðaþbÞ=b
e	2=b logð1=eÞ	a=b as e-0: ð2:9Þ
Under the same assumption the assertions of Corollaries 2.2 and 2.6 are valid also
for U0:
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3. Examples
We consider centered L2ðPÞ-continuous Gaussian processes X ¼ ðXtÞtAI with
I ¼ ½0; 1d : Then X can be seen as centered Gaussian random vector with values
in the Hilbert space H ¼ L2ðI ; dtÞ and P denotes its distribution. The covariance
function Cðs; tÞ ¼ EXsXt is continuous and the reproducing kernel Hilbert space K
consists of (equivalence classes of ) continuous functions. If C admits the
representation
Cðs; tÞ ¼ Re
Z
%csct dn
for some measure space ðX;A; nÞ and complex-valued functions ctAL2;CðnÞ; then
the unit ball of K is given by
U ¼ t/Re
Z
%ctg dn : gAL2;CðnÞ;
Z
jgj2 dnp1
 

(considered as subset of L2ðI ; dtÞÞ: In case of real-valued functions ctAL2ðnÞ one gets
U ¼ t/
Z
ctg dn : gAL2ðnÞ;
Z
g2 dnp1
 

(see [3]).
In the sequel, for mAN; W m2 ð½0; 1Þ denotes the Sobolev space consisting of all
functions h : ½0; 1-R which have continuous derivatives of order k ¼ 0;y; m 	 1
and for which the ðm 	 1Þth derivative is absolutely continuous with
hðmÞAL2ð½0; 1; dtÞ:
All the subsequent sharp entropy results for the unit ball U of K in the L2ðI ; dtÞ-
norm are new.
3.1. Stationary Gaussian processes
Let X ¼ ðXtÞtA½0;1 be a centered stationary Gaussian process (restricted to
[0,1]) with covariance function Cðs; tÞ ¼ gðs 	 tÞ; where g :R-R is continuous,
symmetric and positive deﬁnite. Let m denote the (ﬁnite, symmetric) spectral
measure so that
Cðs; tÞ ¼
Z
R
eilðt	sÞ dmðlÞ:
Assume that the spectral measure m admits a Lebesgue density f which satisﬁes
fAL2ðR; dlÞ and the high-frequency condition
f ðlÞBcl	b as l-N ð3:1Þ
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for some c40; b41: Then,
U ¼ t/Re
Z
R
e	itlf ðlÞ1=2gðlÞ dl : gAL2;CðR; dlÞ;
Z
R
jgðlÞj2 dlp1
 

ð3:2Þ
(considered as subset of H ¼ L2ð½0; 1; dtÞÞ and by Theorem 3 in Rosenblatt [22],
the asymptotic behavior of the eigenvalues of the covariance operator is as
follows:
ljB2cpðpjÞ	b as j-N: ð3:3Þ
Therefore,
enðUÞBð2cpÞ1=2 b
2p
 b=2
ðlog nÞ	b=2 as n-N;
log Nðe; UÞBð2cpÞ1=b b
2p
e	2=b as e-0: ð3:4Þ
Condition (3.1) comprises a broad class of stationary Gaussian processes including
processes with rational spectral densities and fractional Ornstein–Uhlenbeck
processes.
Remark. For the sometimes more suitable choice I ¼ ½0; 2p and H ¼ L2ð½0; 2p; dt2pÞ;
one can deduce from (3.3) that
ljBc2bj	b as j-N
and thus
enðUÞBc1=2bb=2ðlog nÞ	b=2 as n-N;
log Nðe; UÞBc1=bbe	2=b as e-0:
 The fractional Ornstein–Uhlenbeck process with index rAð0; 2Þ corresponds to
Cðs; tÞ ¼ expð	ajs 	 tjrÞ; a40:
The spectral density f of this process is the density of a symmetric r-stable
distribution and hence satisﬁes (3.1) with b ¼ 1þ r and
c ¼ aGð1þ rÞ sinðpr=2Þ
p
;
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where G denotes the Gamma function. Consequently,
enðUFOUÞBð2aGð1þ rÞ sinðpr=2ÞÞ1=2 1þ r
2p
 ð1þrÞ=2
ðlog nÞ	ð1þrÞ=2 as n-N;
log Nðe; UFOUÞBð2aGð1þ rÞ sinðpr=2ÞÞ1=ð1þrÞ 1þ r
2p
e	2=ð1þrÞ as e-0: ð3:5Þ
If r ¼ 1; one gets the standard stationary Ornstein–Uhlenbeck process on ½0; 1: In
this case f ðlÞ ¼ a
pðl2þa2Þ;
UOU ¼ hAW 12 ð½0; 1Þ :
1
2a
2ahð0Þ2 þ
Z 1
0
ðahðtÞ þ h0ðtÞÞ2 dt
 
p1
 

ð3:6Þ
(see [17, p. 430]) and
enðUOUÞBð2aÞ1=2 1pðlog nÞ
	1 as n-N;
log Nðe; UOUÞBð2aÞ1=2 1p e
	1 as e-0: ð3:7Þ
 In case f is bounded and
f ðlÞBcl	2m as l-N
with c40 and mAN; one obtains K ¼ W m2 ð½0; 1Þ (as sets; see [9, Theorem III. 10]).
The local behavior of f around zero determines the norm jj  jjK and thus
the exact form of the unit ball U (see e.g. (3.6)) but does not affect the entropy
asymptotics of U :
3.2. Brownian motion, integrated Brownian motions, Gaussian diffusions
and fractional Brownian motions
 Let B ¼ ðBtÞtA½0;1 be a standard Brownian motion. Then
UBM ¼ hAW 12 ð½0; 1Þ : hð0Þ ¼ 0;
Z 1
0
ðh0ðtÞÞ2 dtp1
 

ð3:8Þ
and its covariance operator has eigenvalues
lj ¼ p j 	 1
2
  	2
; jX1:
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This implies
enðUBMÞB1pðlog nÞ
	1 as n-N;
log Nðe; UBMÞB1p e
	1 as e-0: ð3:9Þ
 Next, let X be the unique solution of the equation
dXt ¼ AðtÞXt dt þ dBt; X0 ¼ x; tA½0; 1;
where AAL2ð½0; 1; dtÞ and x is Nð0; s2Þ-distributed with s2X0 and independent of B:
The covariance function of X reads
Cðs; tÞ ¼ cðsÞcðtÞ s2 þ
Z s4t
0
cðrÞ	2 dr
 
;
where cðtÞ ¼ expðR t0 AðsÞ dsÞ and one checks that
U ¼ hAW 12 ð½0; 1Þ : hð0Þ ¼ 0;
Z 1
0
½	AðtÞhðtÞ þ h0ðtÞ2 dtp1
 

if s2 ¼ 0;
U ¼ hAW 12 ð½0; 1Þ :
hð0Þ2
s2
þ
Z 1
0
½	AðtÞhðtÞ þ h0ðtÞ2 dtp1
( )
if s240: ð3:10Þ
We ﬁnd the same asymptotics than for UBM:
enðUÞB1pðlog nÞ
	1 as n-N;
log Nðe; UÞB1
p
e	1 as e-0:
This follows from Corollary 2.3. One only has to note that in case s2 ¼ 0 (that is,
x ¼ 0) the distribution of X is equivalent to the Wiener measure and in case s240 it
is equivalent to the distribution of xþ B:
 For mAN; let X ¼ ðXtÞtA½0;1 be m-times integrated Brownian motion:
Xt ¼
Z t
0
Z sm
0
y
Z s2
0
Bs1 ds1ydsm ¼
1
ðm 	 1Þ!
Z t
0
ðt 	 sÞm	1Bs ds
¼ 1
m!
Z t
0
ðt 	 sÞm dBs:
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Its covariance function reads
Cðs; tÞ ¼ 1ðm!Þ2
Z s4t
0
ðs 	 rÞmðt 	 rÞm dr
and hence
UIBM ¼ t/ 1
m!
Z t
0
ðt 	 sÞmgðsÞ ds : gAL2ð½0; 1; dtÞ;
Z 1
0
gðtÞ2 dtp1
 

¼ hAW mþ12 ð½0; 1Þ : hð0Þ ¼? ¼ hðmÞð0Þ ¼ 0;
Z 1
0
ðhðmþ1ÞðtÞÞ2 dtp1
 

: ð3:11Þ
Ritter [19, p. 79] (see also [5]) has derived the asymptotic behavior of the eigenvalues
of the covariance operator:
ljBðpjÞ	ð2mþ2Þ as j-N: ð3:12Þ
Therefore,
enðUIBMÞB m þ 1p
 mþ1
ðlog nÞ	ðmþ1Þ as n-N;
log Nðe; UIBMÞBm þ 1p e
	1=ðmþ1Þ as e-0: ð3:13Þ
 The fractional Brownian motion with Hurst exponent bAð0; 1Þ is a centered
continuous Gaussian process on ½0; 1 having the covariance function
Cðs; tÞ ¼ 1
2
ðs2b þ t2b 	 js 	 tj2bÞ:
Using the spectral representation
Cðs; tÞ ¼ Re
Z
R
ð1	 eislÞÞð1	 e	itlÞ c
jlj1þ2b
dl;
where
c ¼ Gð1þ 2bÞ sinðpbÞ
2p
;
one obtains
UFBM ¼ t/
ﬃﬃ
c
p
Re
Z
R
1	 e	itl
jljbþ12
gðlÞ dl : gAL2;CðR; dlÞ;
Z
R
jgðlÞj2 dlp1
8<
:
9=
;; ð3:14Þ
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a set of fractional Fourier transforms of order 1þ 2b: Another representation is
UFBM ¼ c1Tg : gAL2ðR; dsÞ;
Z
R
g2ðsÞ dsp1
 

; ð3:15Þ
where Tg : ½0; 1-R;
TgðtÞ ¼
Z t
0
ðt 	 sÞb	12gðsÞ ds þ
Z 0
	N
ððt 	 sÞb	12 	 ð	sÞb	12ÞgðsÞ ds
and
c1 ¼ 1
2b
þ
Z 0
	N
ðð1	 sÞb	12 	 ð	sÞb	12Þ ds
 	1=2
(see [12,18,23]). The eigenvalues of the FBM covariance operator satisfy
ljBGð1þ 2bÞ sinðpbÞðpjÞ	ð1þ2bÞ as j-N ð3:16Þ
(see [15]). This implies
enðUFBMÞBðGð1þ 2bÞ sinðpbÞÞ1=2 1þ 2b
2p
 1
2
þb
ðlog nÞ	ð12þbÞ as n-N;
log Nðe; UFBMÞBðGð1þ 2bÞsinðpbÞÞ1=ð1þ2bÞ 1þ 2b
2p
e	2=ð1þ2bÞ as e-0: ð3:17Þ
Observe that UFBM exhibits the same asymptotic entropy behavior as UFOU for the
covariance Cðs; tÞ ¼ expð	js 	 tj2b=2Þ (see (3.5)).
3.3. Brownian sheet
The Brownian sheet on I ¼ ½0; 1d is the centered continuous Gaussian process
X ¼ ðXtÞtAI such that
Cðs; tÞ ¼
Yd
i¼1
ðsi4tiÞ:
Then,
U ¼ t/
Z t1
0
y
Z td
0
gðs1;y; sdÞ dsdyds1 : gAL2ðI ; dtÞ;
Z
I
g2ðtÞ dtp1
 

ð3:18Þ
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and the eigenvalues of its covariance operator satisfy
ljB
1
p2dððd 	 1Þ!Þ2 j
	2ðlog jÞ2ðd	1Þ as j-N ð3:19Þ
(see [14,15]). Therefore,
enðUÞB 1pdðd 	 1Þ!ðlog nÞ
	1ðlog log nÞd	1 as n-N;
log Nðe; UÞB 1
pdðd 	 1Þ! e
	1 logð1=eÞd	1 as e-0: ð3:20Þ
4. Proof of results
We will freely use the following properties of the covering radius:
enðAÞ ¼ inf max
xAA
min
aAa
jjx 	 ajj : aCA; 1pcard apn
 

for a nonempty compact set ACH: The simple proof is omitted.
Lemma 4.1. Let A; B; A1;y; Am be nonempty compact subsets of H and nAN:
(a) There exists an n-optimal set aCA for A:
(b) If H1 is a separable Hilbert space, T : H-H1 a bijective isometry and c40;
then
enðcTðAÞÞ ¼ cenðAÞ:
(c) If A is convex, then
enðAÞ ¼ inf max
xAA
min
aAa
jjx 	 ajj : aCH; 1pcard apn
 

:
(d) If A is convex and ACB; then enðAÞpenðBÞ:
(e) If njAN with
Pm
j¼1 njpn; then
en
[m
j¼1
Aj
 !
p max
1pjpm
enj ðAjÞ:
(f ) If njAN with
Qm
j¼1 njpn; then
en
Ym
j¼1
Aj
 !2
p
Xm
j¼1
enj ðAjÞ2:
(Here Hm is equipped with the norm jjðx1;y; xmÞjj ¼ ð
Pm
j¼1jjxjjj2Þ1=2:Þ
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Recall that enðUÞ ¼ enðEÞ: For p; d; jAN; set nj ¼ njðdÞ :¼ lð j	1Þdþ1 and
mð p; dÞ :¼max kX1 : p1=knd=2k
Yk
j¼1
nj
 !	d=2k
X1
8<
:
9=
;
¼max kX1 : k
2
log
Qk
j¼1 nj
 1=k
nk
0
B@
1
CAplog p
d
8><
>:
9>=
>;: ð4:1Þ
Let Bdð0; rÞ be the centered l2-ball in Rd with radius r: Let ½ y denote the integer part
of the real number y and let Ly :¼ maxf1; log yg; y40: In the sequel a vector xARd
is occasionally identiﬁed with the vector ðx; 0; 0;yÞAl2ðNÞ:
The lower estimate in Theorem 2.1 is easy.
Lemma 4.2. For every nAN;
enðEÞ2Xlmðn;1Þþ1:
Proof. For every mAN; we have
enðEÞXenðEmÞ
and comparing volumes gives
enðEmÞXn
	1=m volðEmÞ1=m
volðBmð0; 1ÞÞ1=m
¼ n	1=m
Ym
j¼1
lj
 !1=2m
:
The resulting lower bound for enðEÞ is well known (see [6, Proposition 1.7]). Now
choose m ¼ mðn; 1Þ þ 1: &
Proposition 4.3. Assume the situation of Theorem 2.1. Then
enðEÞ\ b
2
 b=2
jðlog nÞ1=2 as n-N:
Proof. If follows from the assumption on the eigenvalues that
k
2
log
Qk
j¼1 lj
 1=k
lk
0
B@
1
CABkb
2
as k-N
and hence
mðn; 1ÞB2 log n
b
as n-N:
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Consequently,
lmðn;1Þþ1Bjðmðn; 1Þ þ 1ÞBj 2 log n
b
 
B
b
2
 b
jðlog nÞ; n-N:
The assertion follows from Lemma 4.2. &
Now we turn to the upper estimate. It is based on the evaluation of the nth
covering radius of products of ﬁnite-dimensional balls. For dAN; consider the
(compact) ellipsoid
EþðdÞ :¼ xAl2ðNÞ :
XN
j¼1
1
njðdÞ
Xd
i¼1
x2ð j	1Þdþip1
( )
:
Then ECEþðdÞ and
EþðdÞ ¼
[
r
YN
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ;
where the union is over all sequences rARNþ such that
PN
j¼1
rj
njðdÞp1: Note that
YN
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ ¼ xAl2ðNÞ : Xd
i¼1
x2ð j	1Þdþiprj 8jX1
( )
:
We need the constant
CðdÞ :¼ sup
kX1
k2=dekðBdð0; 1ÞÞ2 ð4:2Þ
to estimate the hardest of these cartesian subproblems of EþðdÞ: By (1.3), CðdÞoN:
Lemma 4.4. For every n; dAN;
sup en
YN
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
: rARNþ ;
XN
j¼1
rj
njðdÞp1
8<
:
9=
;p41=dCðdÞnmðn;dÞðdÞ:
Proof. Fix n and d and let nj ¼ njðdÞ: We have for every mAN;
en
YN
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
pen
Ym
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
þnmþ1
XN
j¼mþ1
rj
nj
: ð4:3Þ
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In fact, if aC
Qm
j¼1 Bdð0; ﬃﬃﬃﬃrjp Þ is n-optimal for Qmj¼1 Bdð0; ﬃﬃﬃﬃrjp Þ; then for every
xA
QN
j¼1 Bdð0; ﬃﬃﬃﬃrjp Þ;
min
aAa
jjx 	 ajj2 ¼ min
aAa
Xmd
i¼1
ðxi 	 aiÞ2 þ
XN
i¼mdþ1
x2i
p min
aAa
Xmd
i¼1
ðxi 	 aiÞ2 þ
XN
j¼mþ1
rj
p min
aAa
Xmd
i¼1
ðxi 	 aiÞ2 þ nmþ1
XN
j¼mþ1
rj
nj
and hence (4.3). Moreover, if n1;y; nmAN with
Qm
j¼1 njpn; then
en
Ym
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
p
Xm
j¼1
enj Bdð0;
ﬃﬃﬃﬃ
rj
p Þ 2¼Xm
j¼1
rjenj ðBdð0; 1ÞÞ2
pCðdÞ
Xm
j¼1
rjn
	2=d
j ¼ CðdÞ
Xm
j¼1
rj
nj
njn
	2=d
j : ð4:4Þ
We have to choose m and to optimize the integer bit allocation given by the nj’s.
Ignore for a moment the factors rj=nj in the above sum and note that continuous bit
allocation reads, for every mAN;
inf
Xm
j¼1
njy
	2=d
j : yj40;
Ym
j¼1
yjpn
( )
¼
Xm
j¼1
njz
	2=d
j ¼ mn	2=md
Ym
j¼1
nj
 !1=m
;
where zj ¼ n1=mnd=2j ð
Qm
i¼1 niÞ	d=2m: Now simply take integer parts and let this
procedure determine the dimension m: This results in
m :¼ mðn; dÞ ð4:5Þ
and
nj ¼ njðn; dÞ :¼ n1=mnd=2j
Ym
i¼1
ni
 !	d=2m24
3
5; jAf1;y; mg: ð4:6Þ
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Under this choice we obtain from (4.4)
en
Ym
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
pCðdÞ
Xm
j¼1
rj
nj
njðnj þ 1Þ	2=d nj þ 1
nj
 2=d
p 41=dCðdÞn	2=md
Ym
j¼1
nj
 !1=m Xm
j¼1
rj
nj
p 41=dCðdÞnm
Xm
j¼1
rj
nj
:
Consequently, using CðdÞX1 (see Proposition 4.6),
en
YN
j¼1
Bdð0; ﬃﬃﬃﬃrjp Þ
 !2
p41=dCðdÞnm
Xm
j¼1
rj
nj
þ
XN
j¼mþ1
rj
nj
 !
p41=dCðdÞnm
for every rARNþ such that
PN
j¼1 rj=njp1: &
We deduce from the preceding lemma the basic upper bound for enðEÞ:
Proposition 4.5. Assume the situation of Theorem 2.1. Let
vAð0; 1Þ and d ¼ dn :¼ ½ðLnÞv:
Then there exists a sequence ð pnÞ in N such that
log pnBlog n
and
enðEÞ2tCðdnÞnmð pn;dnÞðdnÞ as n-N:
Proof. The proof is given in two steps.
Step 1: We reduce the covering problem for E to ﬁnite-dimensional subproblems.
First, observe that for every n; rAN;
enðEÞ2penðErÞ2 þ lrþ1: ð4:7Þ
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In fact, if aCEr is n-optimal for Er; then for every xAE;
min
aAa
jjx 	 ajj2 ¼ min
aAa
Xr
j¼1
ðxj 	 ajÞ2 þ
XN
j¼rþ1
x2j
p min
aAa
Xr
j¼1
ðxj 	 ajÞ2 þ lrþ1
XN
j¼rþ1
x2j
lj
p min
aAa
Xr
j¼1
ðxj 	 ajÞ2 þ lrþ1
and hence (4.7). Now let
uAð1; 1þ vÞ and r ¼ rn :¼ ½ðLnÞu: ð4:8Þ
We claim that
enðEÞBenðErnÞ as n-N: ð4:9Þ
By (4.7), for every nAN;
1penðErnÞ
2
enðEÞ2
þ lrn
enðEÞ2
:
We have
lrnBjðrnÞBjððlog nÞuÞ; n-N:
Therefore, using Proposition 4.3 und u41;
lrn
enðEÞ2
t jððlog nÞ
uÞ
b
2
' (b
jðlog nÞ
-0; n-N
(see [1, Theorem 1.5.6]). Consequently, enðErnÞ\enðEÞ as n-N: Since enðErnÞpenðEÞ
for every nAN; this yields (4.9).
Step 2: Now we estimate enðErnÞ: Let
s ¼ sn :¼ ½rn=dn þ 1 ð4:10Þ
and
Eþs ðdÞ :¼ xARsd :
Xs
j¼1
1
njðdÞ
Xd
i¼1
x2ð j	1Þdþip1
( )
:
Then EsdCEþs ðdÞ and since sdXr; one obtains for every nAN;
enðErnÞpenðEsndnÞpenðEþsnðdnÞÞ:
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Let
c ¼ cn :¼ ðLnÞ	uð1þbÞ ð4:11Þ
and consider the lattice points
E ¼ En :¼ dAcNs :
Xs
j¼1
dj
njðdÞp1þ c
Xs
j¼1
1
njðdÞ
( )
:
Then for every nAN;
EþsnðdnÞC
[
dAEn
Ysn
j¼1
Bdnð0;
ﬃﬃﬃﬃ
dj
p Þ:
To see this, let xAEþs ðdÞ and set for jAf1;y; sg; rj :¼
Pd
i¼1 x
2
ð j	1Þdþi and
dj :¼ minfkc : kAN; kcXrjg:
Then
Ps
j¼1
rj
njðdÞp1; djprj þ c and hence,
Xs
j¼1
dj
njðdÞp
Xs
j¼1
rj
njðdÞ þ c
Xs
j¼1
1
njðdÞp1þ c
Xs
j¼1
1
njðdÞ:
Consequently, d ¼ ðdjÞAE: Since djXrj; one gets xA
Qs
j¼1 Bdð0;
ﬃﬃﬃﬃ
dj
p Þ: We conclude
that for every nAN;
enðErnÞpen
[
dAEn
Ysn
j¼1
Bdnð0;
ﬃﬃﬃﬃ
dj
p Þ
 !
: ð4:12Þ
Furthermore,
Nn :¼ card En
¼ card hANs :
Xs
j¼1
hj
njðdÞp
1
c
þ
Xs
j¼1
1
njðdÞ
( )
¼ card hANs :
Xs
j¼1
hj 	 1
njðdÞp
1
c
( )
¼ card hAðN,f0gÞs :
Xs
j¼1
hj
njðdÞp
1
c
( )
¼: card Fn:
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Since for h ¼ ðhjÞ1pjpsAFn;
0phjp
njðdÞ
c
pl1
c
;
one derives that for every nAN;
Nnp
l1
cn
þ 1
 sn
:
This yields
log Nnp sn log
l1
cn
þ 1
 
Bsn logð1=cnÞ
B uð1þ bÞðlog nÞu	v log log n; n-N:
Consequently, since uo1þ v (see (4.8)),
lim
n-N
log Nn
log n
¼ 0: ð4:13Þ
We deduce from (4.12), (4.13) and Lemma 4.4 for n large,
nXNn;
enðErnÞ2p max
dAEn
e½ n
Nn

Ysn
j¼1
Bdnð0;
ﬃﬃﬃﬃ
dj
p Þ
 !2
p 1þ cn
Xsn
j¼1
1
njðdnÞ
 !
41=dn CðdnÞnmð½ n
Nn
;dnÞðdnÞ:
Finally, we have
lim
n-N
cn
Xsn
j¼1
1
njðdnÞ ¼ 0: ð4:14Þ
In fact, since
Xsn
j¼1
1
njðdnÞp
sn
nsnðdnÞ
B
sn
jðrnÞB
rn
dnjðrnÞ; dnBr
v=u
n
and
cnBr	ð1þbÞn ; n-N;
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one obtains
cn
Xsn
j¼1
1
njðdnÞt
1
r
v=u
n rbnjðrnÞ
; n-N:
Note that the function g : ðt;NÞ-ð0;NÞ; gðxÞ ¼ xbjðxÞ is slowly varying at
inﬁnity and hence
rv=un gðrnÞ-N; n-N
(see [1, Propostition 1.3.6]). This yields (4.14). We deduce that
enðErnÞ2tCðdnÞnmð½ n
Nn
;dnÞðdnÞ as n-N: ð4:15Þ
Now set pn :¼ ½ nNn31: It follows from (4.13) that log pnBlog n as n-N and in view
of (4.9) and(4.15), the proof is complete. &
It remains to determine the asymptotic behavior of the constants CðdnÞ and
mð pn; dnÞ occurring in the upper estimate of Proposition 4.5. Let QðdÞ denote the
squared covering coefﬁcient of Bdð0; 1Þ; that is,
QðdÞ :¼ lim
k-N
k2=dekðBdð0; 1ÞÞ2 ð4:16Þ
(see (1.3)).
Proposition 4.6. For every dAN; QðdÞX1 and limd-N QðdÞ ¼ 1:
Proof. A comparison of volumes shows that ekðBdð0; 1ÞÞ2Xk	2=d and hence
QðdÞX1: The upper estimate lim supd-N QðdÞp1 follows from Rogers [20]
(see [7, p. 150]). &
The key property is the following d-asymptotics of the constants CðdÞ deﬁned
in (4.2).
Proposition 4.7. limd-N CðdÞ ¼ 1:
Proof. Since CðdÞXQðdÞ for every dAN; it follows from Proposition 4.6 that
lim inf
d-N
CðdÞX1: ð4:17Þ
Again by Proposition 4.6 the upper estimate lim supd-N CðdÞp1 is true if CðdÞ ¼
QðdÞ for all but ﬁnitely many d 0s. So assume CðdÞ4QðdÞ for all members in a
subsequence of ðCðdÞ; QðdÞÞd : Set
Aðd; kÞ :¼ k2=dekðBdð0; 1ÞÞ2:
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If for dAN; CðdÞ4QðdÞ holds, then choose Z40 such that CðdÞ4QðdÞ þ Z: By
(4.16), there exists k0AN such that
sup
kXk0þ1
k2=dekðBdð0; 1ÞÞ2pQðdÞ þ Z:
Consequently, CðdÞ ¼ supkpk0 k2=dekðBdð0; 1ÞÞ2 and hence, there exists pðdÞAN
such that
CðdÞ ¼ Aðd; pðdÞÞ:
We claim that for every sequence ðkðdÞÞd in N;
lim sup
d-N
Aðd; kðdÞÞp1: ð4:18Þ
Claim (4.18) which settles the proposition follows from a result of Rogers [21].
Let ðkðdÞÞd be an arbitrary sequence in N and cAð0; 1Þ: Set R ¼ RðdÞ :¼ ckðdÞ1=d :
Then
c2Aðd; kðdÞÞ ¼ ekðdÞðBdð0; RÞÞ2:
Theorem 3 of Rogers [21] says: there is an absolute constant c1 such that
for dX9;
NðdÞ :¼ Nð1; Bdð0; RÞÞp c1 log d  R
d ; RXd
c1d
5=2Rd ; 1pRod:
(
Since Rd ¼ cdkðdÞ and co1; one obtains for d large,
NðdÞpkðdÞ
and hence
c2Aðd; kðdÞÞpeNðdÞðBdð0; RÞÞ2p1:
Consequently,
lim sup
d-N
Aðd; kðdÞÞp1=c2:
Letting c-1 yields (4.18). &
The n-asymptotics of the constants mð pn; dnÞ is as follows.
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Lemma 4.8. Assume the situation of Theorem 2.1. Let ð pnÞ be a sequence in N such
that log pnBlog n as n-N and let ðdnÞ from Proposition 4.5. Then
mð pn; dnÞB2 log n
bdn
as n-N:
Proof. Recall that d ¼ dn ¼ ½ðLnÞv with 0ovo1: Let nj ¼ njðdÞ ¼ njðdnÞ; m ¼
mðnÞ :¼ mð pn; dnÞ; zn :¼ log pn=dn and
yk;n :¼ k
2
log
Yk
j¼1
njðdnÞ
 !1=k,
nkðdnÞ
0
@
1
A:
Then by (4.1),
mðnÞ ¼ maxfkX1 : yk;npzng
and by assumption,
znB
log n
dn
Bðlog nÞ1	v as n-N:
Observe that for every nAN; y1;n ¼ 0; ðyk;nÞk is increasing since
ykþ1;n 	 yk;n ¼ k
2
logðnkðdÞ=nkþ1ðdÞÞX0
and ðyk;nÞk increases to inﬁnity as k-N since
yk;nX
1
2
logðl1=nkðdÞÞ:
In particular, mðnÞAN for every nAN:
Let jðxÞ ¼ x	bgðxÞ; where g is slowly varying at inﬁnity. Note that 1=jðxÞ-N
as x-N:
Step 1: Here we derive the upper estimate and some further properties of mðnÞ:
First, we show that
mðnÞ-N as n-N: ð4:19Þ
We have for very kX2;
0pyk;np
k
2
log
l1
nkðdÞ
 
B
k
2
log
kb
jðdÞ
 
B
k
2
log
1
jðdÞ
 
; n-N
and hence
0pyk;n
zn
tk logð1=jðdÞÞd
2 log n
B
k logð1=jðdÞÞ
2dð1	vÞ=v
-0; n-N;
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since logð1=jÞ is slowly varying at inﬁnity (see [1, Proposition 1.3.6]). Thus,
yk;n ¼ oðznÞ as n-N:
Now assume lim infn-N mðnÞoN: Then there is a subsequence ðmðnjÞÞj of ðmðnÞÞn
and kAN such that mðnjÞ þ 1pk for every j: Consequently, for every j
znjpymðnjÞþ1;njpyk;nj ;
a contradiction. Next we derive the upper estimate
mðnÞt2 log n
bdn
as n-N: ð4:20Þ
It follows from Propositions 4.3, 4.5, 4.7 and (4.19) that
j
2 log n
b
 
tenðEÞ2tjðmdÞ
and hence
1
j 2 log n
b
 \ 1
jðmdÞ; n-N: ð4:21Þ
Since the function 1=j is increasing on ðt;NÞ and regularly varying at inﬁnity of
index b; there exists an increasing, regularly varying function *j : ðt0;NÞ-ð0;NÞ of
index 1/b for some t0X0 such that
*j 3
1
j
ðxÞBx as x-N
(see [1, Theorem 1.5.12]). One obtains from (4.21) that
2 log n
b
B *j 3
1
j
2 log n
b
 
\ *j 3
1
j
ðmdÞBmd; n-N
and hence (4.20).
We further need the rough lower estimate
logð1=jðmðnÞdnÞ
mðnÞ -0 as n-N: ð4:22Þ
Since
ymþ1;nXznB
log n
d
; n-N
ARTICLE IN PRESS
H. Luschgy, G. Pag"es / Journal of Functional Analysis 212 (2004) 89–120 113
and
ymþ1;np
m
2
log
l1
nmþ1ðdÞ
 
B
m
2
log
1
jðmdÞ
 
; n-N;
one obtains
m\
2 log n
d logð1=jðmdÞÞ; n-N:
It follows from (4.21) that
logð1=jðmdÞÞtlogð1=jðlog nÞÞ; n-N:
Consequently,
logð1=jðmdÞÞ
m
td logð1=jðlog nÞÞ
2
2 log n
B
logð1=jðlog nÞÞ2
2ðlog nÞ1	v -0; n-N
(see [1, Proposition 1.3.6]) and hence (4.22).
Step 2: Now we come to the proof of the lower estimate
mðnÞ\2 log n
bdn
as n-N: ð4:23Þ
Since ymðnÞþ1;nXznBlog n=dn; (4.23) follows from
ymðnÞþ1;nB
mðnÞb
2
as n-N: ð4:24Þ
So it is enough to prove (4.24). By Theorem 1.3.3 in Bingham et al. [1] there exists a
differentiable, slowly varying function g0 : ðt1;NÞ-ð0;NÞðt1X0Þ of elasticity zero
at inﬁnity, i.e. xg00ðxÞ=g0ðxÞ-0 as x-N; such that gðxÞBg0ðxÞ as x-N: Let
j0ðxÞ :¼ x	bg0ðxÞ; x4t1; and note that
xj00ðxÞ
j0ðxÞ
-	 b; x-N: ð4:25Þ
Since
Ymþ1
j¼1
njðdÞ ¼ l1
Ymþ1
j¼2
njðdÞ;
njðdÞBj0ðð j 	 1ÞdÞ; n-N; jX2;
nmþ1ðdÞBj0ððm þ 2ÞdÞ; n-N
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and using (4.19) and (4.22), one easily derives that
Qmþ1
j¼1 njðdÞ
 1=mþ1
nmþ1ðdÞ B
Qmþ1
j¼2 j0ðð j 	 1ÞdnÞ
 1=mþ1
j0ððm þ 2ÞdÞ
¼
Qm
j¼1 j0ð jdÞ
 1=mþ1
j0ððm þ 2ÞdÞ
B
Qmþ1
j¼1 j0ð jdÞ
 1=mþ1
j0ððm þ 2ÞdÞ
; n-N:
We have for n large enough for d ¼ dn to lie in the domain of deﬁnition of j0;
an :¼ log
Qmþ1
j¼1 j0ð jdÞ
 1=mþ1
j0ððm þ 2ÞdÞ
0
B@
1
CA ¼ 1
m þ 1
Xmþ1
j¼1
jðlogj0ð jdÞ 	 log j0ðð j þ 1ÞdÞÞ
and
jðlog j0ð jdnÞ 	 log j0ðð j þ 1ÞdnÞÞ
¼ 	jdn
j00ðxj;nÞ
j0ðxj;nÞ
for some jdnoxj;noð j þ 1Þdn
¼ jdn
xj;n
ð	xj;nÞ
j00ðxj;nÞ
j0ðxj;nÞ
¼: jdn
xj;n
cj;n:
Given e40; it follows from (4.25) that for n large,
sup
jX1
cj;npb þ e and inf
jX1
cj;nXb 	 e:
This implies for n large,
anp
b þ e
m þ 1
Xmþ1
j¼1
jdn
xj;n
pb þ e
and
anX
b 	 e
m þ 1
Xmþ1
j¼1
jdn
xj;n
X
b 	 e
m þ 1
Xmþ1
j¼1
j
j þ 1:
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Consequently,
lim sup
n-N
anpb þ e
and
lim inf
n-N
anXðb 	 eÞ lim
n-N
1
mðnÞ þ 1
XmðnÞþ1
j¼1
j
j þ 1 ¼ b 	 e:
Letting e-0 yields lim
n-N
an ¼ b: One thus obtains
ymðnÞþ1;nB
mðnÞ
2
anB
mðnÞb
2
; n-N;
that is, (4.24). &
Proof of Theorem 2.1. The lower estimate
enðUÞ\ b
2
 b=2
jðlog nÞ1=2 as n-N
follows from Proposition 4.3 and the upper estimate
enðUÞt b
2
 b=2
jðlog nÞ1=2 as n-N
follows from Propositions 4.5, 4.7 and Lemma 4.8. &
Finally we prove Corollaries 2.2–2.6.
Proof of Corollary 2.2. For kAN; deﬁne the kth Kolmogorov number (k-width) of
U by
cðkÞ ¼ cðk; UÞ :¼ inf
L
max
xAU
min
yAL
jjx 	 yjj;
where the inﬁmum is taken over all linear subspaces L of H with dim Lpk 	 1: By
Corollary 3 in Mityagin [16],
cðkÞ ¼ l1=2k :
Now let aCU be n-optimal for U such that L :¼ spanðaÞ satisﬁes dim L ¼ dn :¼
dn ðUÞ; nAN: Then
l1=2dnþ1 ¼ cðd

n þ 1Þpmax
xAU
min
yAL
jjx 	 yjj
p max
xAU
min
aAa
jjx 	 ajj ¼ enðUÞ:
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This implies dn-N as n-N: Consequently, using Theorem 2.1,
jðdn Þtj
2 log n
b
 
as n-N:
Since j is decreasing and regularly varying, this yields the desired lower estimate
for dn : &
Proof of Corollary 2.3. The nonzero eigenvalues r1Xr2X?40 of the covariance
operator of W satisfy rjBlj as j-N (see [15, proof of Corollary 2.3]) and thus the
assertion follows from Theorem 2.1. &
Proof of Corollaries 2.4 and 2.6. Let en ¼ enðUÞ and NðeÞ ¼ Nðe; UÞ: It follows from
Theorem 2.1 that
e2NðeÞBj
2 log NðeÞ
b
 
and
e2NðeÞ	1Bj
2 log NðeÞ
b
 
as e-0:
Since eoeNðeÞ	1 for epe2 and eNðeÞpe; this implies
e2Bj
2 log NðeÞ
b
 
as e-0:
There exists a function *j uniquely determined up to strong equivalence which is
regularly varying at inﬁnity of index 1=b such that
*j 3
1
j
ðxÞBx as x-N
(see [1, Theorem 1.5.12]). Consequently,
*jð1=e2ÞB *j 3 1
j
2 log NðeÞ
b
 
B
2 log NðeÞ
b
and hence
log NðeÞBb
2
*jð1=e2Þ as e-0: ð4:26Þ
In particular, log N is regularly varying at zero of index 	2=b:
In the situation of Corollary 2.4, we choose
jðxÞ ¼ cx	bðlog xÞ	a; x4maxf1; e	a=bg
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and
*jðxÞ ¼ c1=bba=bx1=bðlog xÞ	a=b; x41:
Then (4.26) yields the asymptotic formula of Corollary 2.4.
The following ‘‘ﬂooding’’ formula for the Shannon e-entropy of the
centered Gaussian measures QðeÞ was originally given by Kolmogorov (1956)
(see [10, Theorem 5.8.1]). For 0oeol1=21 and jAf1;y; rg; where r ¼ rðeÞ; let
rj ¼ rjðeÞ :¼ lj=r;
m ¼ mðeÞ :¼ max 1pkpr :
Xr
j¼kþ1
rj þ krk4e2
( )
and let W ¼ WðeÞA½rmþ1; rmÞðrrþ1 :¼ 0Þ be uniquely deﬁned by
Xr
j¼mþ1
rj þ mW ¼ e2:
Then
Pr
j¼1 minfrj; Wg ¼ e2 and
R2ðe; QðeÞÞ ¼ 1
2
Xm
j¼1
logðrj=WÞ:
Now by (2.3), mðeÞ ¼ rðeÞ and hence WðeÞ ¼ e2=rðeÞ: This implies
R2ðe; QðeÞÞ ¼ 1
2
Xr
j¼1
log
lj
e2
 
¼ r
2
log
Qr
j¼1 lj
 1=r
e2
0
B@
1
CA: ð4:27Þ
Since
lrðeÞBjðrðeÞÞBe2 as e-0
and thus
rðeÞB *jð1=e2Þ
and
QrðeÞ
j¼1 lj
 1=rðeÞ
e2
Beb as e-0;
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one obtains from (4.27)
R2ðe; QðeÞÞBb
2
*jð1=e2Þ as e-0:
Consequently,
log NðeÞBR2ðe; QðeÞÞ
and
dim suppðQðeÞÞ ¼ rðeÞB2 log NðeÞ
b
as e-0:
Finally, it follows from the CLT that for c41;
1	 QðeÞðcUÞ ¼PðYðeÞecUÞ ¼ PðjjYðeÞjj2K4c2Þ
¼P
Xr
j¼1
Z2j 4c
2r
 !
-0 as e-0:
This completes the proof of Corollary 2.6. &
Proof of Corollary 2.5. One derives the assertion from Theorem 2.2 in Luschgy and
Page`s [15] saying
en;2ðPÞB b
2
 b	1
b
b 	 1
 !1=2
ðlog nÞ1=2jðlog nÞ1=2 as n-N
and Theorem 2.1. &
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