Summary. Level populations for the 10^ = 2 states of ions in the Be-sequence from Cm to Sixi are presented. The results are for two ranges of electron density (A^e = 10 8 -10 13 cm -3 and/Ve= 10 2 -10 7 cm -3 ), the former applicable to the solar corona and transition region and the latter to other astrophysical objects such as quasars and Seyfert galaxies.
Introduction
Over the past decade emission line ratios of Be-sequence ions have been used to interpret many solar and other astrophysical spectra (e.g. Cm: Jordan 1974; Loulergue & Nussbaumer 1976; Dufton et al 1978; Ov: Malinovsky 1975; Dufton et àl 1978; Caxvn: Doschek, Feldman & Dere 1977; Dufton et al. 1983) . To calculate these ratios accurately, reliable electron and proton collision rates and Einstein A-coefficients are required. We have been involved during the last few years in extensive calculations of electron impact collision strengths for Be-like ions (see, for example, Dufton & Kingston 1981 , and references therein). These have been based on the R-matrix method (Burke & Robb 1975) and are probably the most accurate currently available.
Here these data are used to derive level populations for Be-sequence ions between Z = 6 (Cm) and Z= 14 (Sixi) for a wide range of electron temperatures and densities suitable for the analysis of astrophysical plasmas. For optically-thin plasmas these populations can be combined with the relevant spontaneous radiative rates to yield theoretical emission line intensities.
2 Atomic data
MODEL ION
The model ion consisted of the six LS terms with the two outer electrons in the « = 2 shell, i.e. 2s' 2 1 S Q \ 2s2p 3 P° and 1 P° ; 2p 2 3 P e , 1 D e and 1 S e , which gives a total of 10 levels when F. P. Keenan et al.
the fine structure splitting in the triplet terms is included. Test calculations have also been carried out for Ov and Nevn using a 20-level ion comprising the above plus the 2s3l states, in order to determine the effect of cascades from the « = 3 levels. However, these were found to produce negligible changes in the « = 2 state populations (see Doyle et al 1984; and this model ion was therefore not considered further. The energies for all the ionic levels have been taken from Moore (1965).
EINSTEIN A-COEFFICIENTS
The majority of the transition probabilities used in the present calculations have been taken from the papers of Nussbaumer & Storey (1978, Cm; 1979, Niv, 0v, F vi, Ne vn) , Muhlethaler & Nussbaumer (1976, Mg ix, Sixi) or Hibbert (1980) for the optically allowed transitions in Ov (Note that the value for the 2s2p 3 Po-2p 2 3 jPi transition probability should read as 7.45 x 10 8 s -1 in Hibbert 1980). Transition probabilities for the important intercombination line 2s 2 -2s2p 3 P? were from: Cm, Nussbaumer & Storey (1978) ; Ov, Hibbert (1980) . Niv, F vi, Ne vn, Sixi, Glass & Hibbert (1978) ; Mg ix, Glass (1979) . Unfortunately no reliable date were available for most of the Na vm and A1 x transitions, except 2s2p 3 P2-2p 2 and 2s 2 1 Sç> -2s2p 3 P2, where the results of Shorer & Lin (1977) were adopted. Therefore all other Navm and Alx values were derived by using a quadratic,interpolation in log Z for the Ov-Sixi data. For a small number of forbidden transitions, no spontaneous radiative rates were available. However, test calculations setting these rates to zero or using 10 times the rates extrapolated from other Be-sequence members gave effectively identical ionic level populations, implying that these rates can be neglected. All of the above authors have used sophisticated configuration interaction wavefunctions in their calculations and there is generally excellent agreement between their results. Therefore most of the A-coefficients should be accurate to approximately 5 per cent, although for the intercombination lines the errors are possibly somewhat larger. The adopted values are summarized in Table 1 (Mcro/ifc/ze MN 207/1).
ELECTRON IMPACT EXCITATION RATES
Collision strengths for C m and O v, calculated using the R-matrix method (Burke & Robb 1975) , were originally presented in Berrington et al (1977) , the collision rates being given by Dufton et al (1978) .However,morerecently very accurate low and intermediate electron energy collision strengths for Cm, O v, Ne vn and Sixi have been published by Berrington et al (1981 Berrington et al ( , 1984 respectively. The latter have also presented collision rates derived by integrating the collision strengths over a Maxwellian distribution of velocities. These data contain several improvements over previous published R-matrix results (see Berrington et al. 1984 for more details) and have therefore been adopted in this paper. Because the calculations combined sophisticated target wavefunctions, an accurate treatment of the collision process and an explicit delineation of the resonance structure, they are probably the most reliable values currently available.
For Be-sequence members other than the above, collision rates were obtained from interpolating the effective collision strengths f2ij, which are related to the collision rates (Qj) by the expression (see, for example, Gabriel & Jordan 1972): 8.65 xlO" 6 ~ giT m where T is the electron temperature and the other symbols have their usual meanings. The logarithmic effective collision strengths of C m, 0 v, Ne vu and Si xi were scaled by the product of their ionization potential and Z-number, and plotted against Z for each transition. Values of log £2^ for other series members were then derived using a quadratic interpolation in Z. 0 v effective collision strengths, interpolated from the Cm, Nevn and Sixi results, were found normally to agree to within 1 per cent with the original data, showing the above procedure to be valid.
PROTON EXCITATION RATES
As has been discussed by, for example Seaton (1964) , proton excitation is only important for transitions with small excitation energies, i.e. fine structure transitions in the triplet terms. Here we have used the close-coupled impact parameter results of Doyle et al (1980) for Cm, O v and Ne vm, and Doyle (1980) for Mgix and Sixi. For other series members, values were interpolated as described above for the electron impact collision rates.
Results
With the above atomic data, level populations were calculated for a range of electron densities and temperatures. The computer program of was used and the following assumptions were made: (i) that ionization to and recombination from other ionic levels is slow compared with bound-bound rates; (ii) that photoexcitation and de-excitation rates are negligible in comparison with the corresponding collisional rates; (iii) that all transitions considered are optically thin.
In Tables 2-10 and 11-19 (Microfiche MN 207/1) the level populations of Cm-Sixi are given for density ranges Ae = 10 8 -10 13 cm -3 and A e = 10 2 -10 7 cm -3 respectively, these being suitable for the analysis of solar and other astrophysical plasmas. Emission line intensities can be calculated from them using the radiative rates summarized in Table 1 . Temperatures adopted correspond to the value at which the fractional population of the relevant ion will be a maximum (taken from Jain & Narain 1978) plus ±0.3 and ±0.6 dex about this, making a total of 55 (logA e , log T e ) grid points in all. [We note that although the temperatures of maximum abundance calculated by different authors may have discrepancies of up to 0.2 dex (see, for example, Jordan 1969; Summers 1974; Jacobs et al. 1977; Jain & Narain 1978) , the results of Tables 2-19 are for a temperature range of 1.2 dex. Therefore they should cover the range of T e for which the relevant ionic abundance is appreciable.] The level populations are given in logarithmic form to facilitate the interpolation at intermediate values. For the lower electron density range (10 2 -10 7 cm ~3), the populations of all levels, apart from the 25 2 and the triplet 2s2p 3 P° terms, are negligible and hence have been excluded. The atomic data used in these calculations should normally be accurate to 10 per cent. For plasmas obeying the assumptions discussed above, the ionic populations and corresponding emission line intensities should have a similar accuracy. Limited extrapolation of the data should also be possible using either the coronal approximation (Elwert 1952) at low densities or the movement to Boltzmann statistics at high density. F. P. Keenan et al. Tables 2-10 and 10 2 -10 7 cm" 3 in Tables 11-19) , with AlogA^e=0.5.
Temperature values are log Tmax (temperature at maximum ionic abundance) log r MAX ± 0.3 and log 7m AX ± 0.6.
Level populations (A^). Results are given in the form -logi 0 (/Vj) with the level populations being normalized, i.e.
10
Z #¡=1.
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