We consider a two-particle Schrödinger operator H on the d−dimensional diamond lattice. We find a sufficiency condition of finiteness for discrete spectrum eigenvalues of H.
Statement of the Main Results
We first give descriptions of the d−dimensional diamond lattice and a discrete Schrödinger operator on the d−dimensional diamond lattice [12] .
Discrete Laplacian on the graph. We denote by G = (V (G), E(G)) the graph that consists of a vertex set V (G), whose cardinality is at most countable, and an edge set E(G), each element of which connects a pair of vertices. We assume that the graph is simple, i.e. there are neither self-loop, which is an edge connecting a vertex to itself, nor multiple edges, which are two or more edges connecting the same vertices. Let v, u ∈ V (G), and e ∈ E(G). We denote by v ∼ u, when v is adjacent to u by e; by N v the set of vertices which are adjacent to v, i. e. N v = {u ∈ V (G) : u ∼ v}. We denote by deg(v) = N v the degree of v. We assume that the graph G is connected, which implies that deg(v) > 0 for any v ∈ V (G).
The discrete Laplacian d on G is defined as (see [16] )
for the functionf on V (G). It is well known that − d is bounded, self-adjoint on
Discrete Laplacian on higher-dimensional diamond lattice. Using the definition of Discrete Laplacian on Graph from the definition of adjacent sets on V Discrete Laplacian d on V is defined by
The discrete Schrödinger operator. Let
We then define a unitary operator U :
Passing to the Fourier series, we rewrite −( d + 1) into the following form:
where H 0 is a matrices operator for a 2 × 2 matrix H 0 (x)
Note that
and the point 0 = (0, . . . , 0) ∈ T d is a unit degenerated maximum point of function |E(·)| 2 .
Let Q be the potential on 2 (V) defined as multiplication operator by real valued, diagonal 2 × 2 matrices
Throughout the paper, we shall assume that
The discrete Schrödinger operator is denoted bŷ
Passing to the Fourier series, we rewriteĤ into the following form
The Main Results. Note that from (2.1), it follows that the function Q j (·) is continuous on T d . Hence the operator Q is a compact operator. By the Weyl theorem, the essential spectrum σ ess (H) of the operator H coincides with the spectrum of the unperturbed operator H 0 . Lemma 2.1. The spectrum σ(H 0 ) of H 0 coincides with the set 
, where
Proof of the Main results
Resolvent of H 0 . Proof of the Lemma 2.1. The operator H 0 − λI has a matrix form
where I is an identity operator and E is operator multiplication by function E(x). Therefore, the inverse of this matrix has the form
Then the resolvent R 0 (λ) = (H 0 − λI) −1 of H 0 has the form 
where 
Proof. The eigenvectors of the matrix A λ (x) corresponding to the eigenvalues ξ − (λ, x) and ξ + (λ, x) are
, respectively, with ||ϕ ± || = 1. Therefore the matrix A λ (x) in a sense operator can be represented as
where (·, ·) C 2 is a usual scalar product of C 2 . Therefore the positive roots
These equalities prove the desired results of the lemma.
Note that the Lemma 3.1 shows that the matrix valued function
The Birman-Schwinger principle. We define the self-adjoint compact operators T ∓ (z), acting in the Hilbert space L
By N − (z) and N + (z), we denote the number of eigenvalues of the operator H lying to the left from z < −1 and lying to the right from z > 1, respectively.
Let A be a self-adjoint operator acting in a Hilbert space H, and let H A (λ), λ > sup σ ess (A), be the subspace consisting of the vectors f ∈ H satisfying the condition (Af, f ) > λ(f, f ). We set n(λ, A) = sup
By definition, we have N − (z) = n(−z, −H), −z > 1 and N + (z) = n(z, H), z > 1. The following lemma is a modification of the well-known Birman-Schwinger principle for the operator H (see [17, 18] 3) and
Proof. We suppose that u ∈ H H (−z), i.e., (Hu, u) < z(u, u)
Then we have (y, y) < − R
0 (z) . By analogous arguments, we obtain the converse statement:
Hence inequality (3.3) follows. The equality (3.4) can be proven similarly.
Proof of Theorem 2.1. To prove the theorem, we use the technique proposed in [15] , i.e., we show that the operator-valued function T ± (·) is well defined at the limits of the essential spectrum and we also use Lemma 3.2 and apply the Weyl inequality [19] n(a + b, A + B) ≤ n(a, A) + n(b, B), which holds for compact operators A and B.
Let us first show that the operator-valued functions T − (·) and T + (·) are continuous in the norm, (−∞, 0] and
Note that since 0 is a unite maximum point of |E(·)| 2 , we have
From this, we get the estimation 1
Using (3.1) and (3.2) we rewrite T − (z) and T + (z) as
We denote by q ± ij (z) the entries of the matrix operator
Then q ± ij (z) are integral operators. Since Q(·, ·) and ξ ± (z, ·) are continuous functions, respectively on (T d ) 2 and
It follows from (3.5) that the kernel t Hence, by Lemma 3.2, the number of eigenvalues of H in (−∞, −1) ∪ (1, ∞) must be finite.
