A study of dynamics and relaxation at different time and length scales in copolymers with fluorinated azobenzene side groups by PALAZZUOLI, DIEGO
University of Pisa
PhD Course in Physics
A study of dynamics and relaxation at different time and
length scales in copolymers with fluorinated azobenzene side
groups
Tutor: Prof. Laura Andreozzi
PhD Program Chair: Prof. Francesco Pegoraro
PhD candidate
Diego Palazzuoli
XXVII Cycle (2011-2014)

A Davide e Susanna
Contents
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Acknowledgments ix
Abstract 1
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1 Polymers 9
1.1 Historical perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Polymer microstructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.2.1 Trans-Gauche conformation . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Homopolymers and heteropolymers . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Polymer synthesis: free radical polymerization . . . . . . . . . . . . . . . . . . 16
1.5 Molecular weight distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Structure of polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6.1 Melts and polymer solids . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6.2 Liquid crystal polymers . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.6.2.1 Liquid crystals and the azobenzene cromophore . . . . . . . . 18
1.6.2.2 The azobenzene chromophores . . . . . . . . . . . . . . . . . 21
1.6.2.3 Polymeric liquid crystals and azobenzene side chain polymers 23
1.6.2.4 Azobenzene molecules and polymers . . . . . . . . . . . . . . 25
1.7 Glassy state in polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.7.1 The glass transition: general remarks . . . . . . . . . . . . . . . . . . . 27
1.7.1.1 Dependence of the glass transition temperature on the molec-
ular weight and the composition of polymers . . . . . . . . . 32
1.7.1.2 The mechanical behavior of polymers . . . . . . . . . . . . . 34
1.7.2 Theoretical models for the glass transition . . . . . . . . . . . . . . . . 35
1.7.2.1 Free volume theory . . . . . . . . . . . . . . . . . . . . . . . 36
1.7.2.2 Mode coupling theory . . . . . . . . . . . . . . . . . . . . . . 37
1.7.3 Relaxation phenomena in the glassy state . . . . . . . . . . . . . . . . 38
1.7.3.1 Slow and fast relaxation processes . . . . . . . . . . . . . . . 38
i
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2 Electron Spin Resonance 49
2.1 The interactions in a spin system . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.1.1 Electron Zeeman interaction . . . . . . . . . . . . . . . . . . . . . . . . 51
2.1.2 Hyperfine interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.1.3 Superhyperfine interaction . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.1.4 Spin-orbit interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.1.5 Intermolecular interactions . . . . . . . . . . . . . . . . . . . . . . . . 53
2.2 The spin Hamiltonian in ESR . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 Motion regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.4 Diffusion processes in simplex liquids and polymers . . . . . . . . . . . . . . . 59
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3 Viscoelasticity and rheology of polymers 67
3.1 Stress and strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.2 Stress relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3 Creep and creep recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4 Oscillatory shear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.5 Time temperature superposition principle and WLF . . . . . . . . . . . . . . 73
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4 Experimental techniques 79
4.1 CW ESR spectrometer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.1 Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.1.1 Temperature control unit . . . . . . . . . . . . . . . . . . . . 81
4.1.1.2 ESR data acquisition . . . . . . . . . . . . . . . . . . . . . . 82
4.2 Rheometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.1 Cone-and-plate and parallel plates geometries . . . . . . . . . . . . . . 83
4.2.2 The instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3 Differential scanning calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.4 Size Exclusion Chromatography . . . . . . . . . . . . . . . . . . . . . . . . . . 90
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5 Materials 91
5.1 The polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.1.1 The PMAF homopolymer and its copolymers . . . . . . . . . . . . . . 93
5.1.1.1 Molar mass distribution . . . . . . . . . . . . . . . . . . . . . 94
5.1.1.2 DSC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1.2 The PMA4 homopolymer and MA4-MMA copolymer . . . . . . . . . . 95
5.1.2.1 Molar mass distribution . . . . . . . . . . . . . . . . . . . . . 96
ii
5.1.2.2 DSC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2 ESR in diamagnetic materials: spin labels and spin probes . . . . . . . . . . . 96
5.2.1 The nitroxide radicals . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.2.1.1 Cholestane spin probe . . . . . . . . . . . . . . . . . . . . . . 98
5.2.2 Spin probe incorporation . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.2.3 ESR parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6 Rheological properties of fluorinated samples 107
6.1 Rheological characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.1.1 Viscosity measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1.2 Master curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1.3 Horizontal and vertical shift parameters and the validity of TTS . . . 110
6.1.4 Fragility, some considerations and comparisons . . . . . . . . . . . . . 113
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7 Polymer dynamics by ESR 127
7.1 ESR lineshape in the fluorinated polymers . . . . . . . . . . . . . . . . . . . . 128
7.1.1 Preparation of samples . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.1.2 Measurement protocols . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.1.3 Homogeneous and heterogeneous ESR lineshapes . . . . . . . . . . . . 130
7.2 Temperature dependence of the spinning correlation times . . . . . . . . . . . 135
7.2.1 The regions of reorientational dynamics . . . . . . . . . . . . . . . . . 135
7.2.2 The crossover temperatures . . . . . . . . . . . . . . . . . . . . . . . . 138
7.2.3 The temperature dependence of the spinning correlation time . . . . . 141
7.2.4 The homopolymer F1 case . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.2.5 From homopolymer to copolymers by increasing MA4 content: F1,
F2, F4 and S1 series . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.2.6 The peculiar behaviour of F3 copolymer . . . . . . . . . . . . . . . . . 147
7.2.7 Thermorheological parameters and power law exponents from ESR . . 150
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
8 Concluding remarks 161
A Lineshape theory 163
A.0.8 Fast motion regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
A.0.9 Slow motion regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A.0.10 The powder spectrum: the ultra-slow motion regime . . . . . . . . . . 170
A.0.11 Reorientational model: the simple diffusion . . . . . . . . . . . . . . . 172
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
iii
List of Figures
1-1 Polymers chain configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1-2 Tacticity in polymers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1-3 Tacticity in PMMA and 𝑇𝑔 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1-4 Conformation of n-butane . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1-5 Trans-Gauche conformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1-6 Type of polymers structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1-7 Copolymers structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1-8 Free radical polymerization, the example of PEA . . . . . . . . . . . . . . . . 16
1-9 Molecular weight distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1-10 Molecular weight distribution of a polyethylene sample . . . . . . . . . . . . . 18
1-11 Molecular structure of a typical liquid crystal molecule . . . . . . . . . . . . . 19
1-12 Nematic phase of a thermotropic material . . . . . . . . . . . . . . . . . . . . 20
1-13 Smectic phase of a thermotropic material . . . . . . . . . . . . . . . . . . . . 20
1-14 Cholesteric phase of a thermotropic material . . . . . . . . . . . . . . . . . . . 21
1-15 Reversible trans-cis-trans isomerization of azobenzene . . . . . . . . . . . . . 22
1-16 Azobenzene cis-trans isomerization . . . . . . . . . . . . . . . . . . . . . . . . 23
1-17 Photoorientation of azomolecules . . . . . . . . . . . . . . . . . . . . . . . . . 24
1-18 Smectic liquid crystal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1-19 Azobenzene moieties in polymeric matrices . . . . . . . . . . . . . . . . . . . 26
1-20 Model of the structural change in surface upon photoisomerization . . . . . . 27
1-21 𝑇𝑚 and 𝑇𝑔. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1-22 Specific volume and enthalpy versus temperature . . . . . . . . . . . . . . . . 28
1-23 Viscosity at the glass transition temperature . . . . . . . . . . . . . . . . . . . 29
1-24 Specific heat 𝑐𝑝 at the glass transition temperature . . . . . . . . . . . . . . . 30
1-25 An example of Angell’s plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1-26 Temperature dependence of the configurational entropy . . . . . . . . . . . . . 33
1-27 Glass transition temperature and side chain length spacers . . . . . . . . . . . 34
1-28 The five regions of viscoelastic behaviour . . . . . . . . . . . . . . . . . . . . . 35
1-29 Fast and slow relaxation processes . . . . . . . . . . . . . . . . . . . . . . . . 39
2-1 Energy levels and magnetic dipole transitions for a nitroxide spin probe . . . 56
2-2 ESR nixotride probe TEMPO lineshape in the fast motion regime . . . . . . . 57
2-3 𝐽(𝜔) at three different values of the correlation times . . . . . . . . . . . . . . 58
3-1 Geometry of a simple shear experiment apparatus . . . . . . . . . . . . . . . . 68
3-2 Schematic picture of the Maxwell model . . . . . . . . . . . . . . . . . . . . . 69
3-3 Stress relaxation in a viscoelastic material . . . . . . . . . . . . . . . . . . . . 70
3-4 Creep and creep recovery experiment . . . . . . . . . . . . . . . . . . . . . . . 72
iv
3-5 Oscillatory shear response of a linear polybutadiene at 289 𝐾 . . . . . . . . . 73
3-6 An example of master curve of 𝐽 ′ . . . . . . . . . . . . . . . . . . . . . . . . . 75
4-1 ESR spectrometer working principle . . . . . . . . . . . . . . . . . . . . . . . 80
4-2 Block diagram of an ESR spectrometer . . . . . . . . . . . . . . . . . . . . . . 80
4-3 Temperature controller unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4-4 Parallel plates and cone-plate configuration rheometer . . . . . . . . . . . . . 84
4-5 Temperature control in Haake RheoStress 150H . . . . . . . . . . . . . . . . . 86
4-6 Rheometer Anton Paar MCR 301 . . . . . . . . . . . . . . . . . . . . . . . . . 87
4-7 Examples of DSC trace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5-1 General sketch of the MAF-MA4 copolymers . . . . . . . . . . . . . . . . . . 93
5-2 General sketch of the MAF-MMA copolymer . . . . . . . . . . . . . . . . . . 93
5-3 General sketch of the MA4-MMA copolymers . . . . . . . . . . . . . . . . . . 94
5-4 DSC of samples F1, F2, F3, F4 and F5 polymers . . . . . . . . . . . . . . . . 95
5-5 Some spin probes usually used in ESR spectroscopy . . . . . . . . . . . . . . . 97
5-6 Magnetic axis system for a nitroxide spin probe . . . . . . . . . . . . . . . . . 98
5-7 Cholestane spin probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5-8 Spinning and tumblig motions of cholestane spin probe . . . . . . . . . . . . . 100
5-9 ESR experimental and theoretical powder spectra . . . . . . . . . . . . . . . . 101
6-1 Temperature dependence of the viscosity for the investigated samples. . . . . 109
6-2 Master curves of the investigated samples . . . . . . . . . . . . . . . . . . . . 111
6-3 Shift parameters of the F5 sample . . . . . . . . . . . . . . . . . . . . . . . . 112
6-4 Rescaled Angell plot for some glass formers . . . . . . . . . . . . . . . . . . . 114
6-5 Rescaled Angell plot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6-6 Fragility index 𝑚 dependence on 𝑀𝑤 for PEA samples . . . . . . . . . . . . . 118
6-7 Fragility parameter 𝑚 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
6-8 The apparent activation energy 𝐸𝑔 at 𝑇𝑔 for polymeric materials . . . . . . . 122
7-1 Experimental and theoretical ESR spectra in F1 sample . . . . . . . . . . . . 131
7-2 Experimental ESR spectra in F3 sample . . . . . . . . . . . . . . . . . . . . . 132
7-3 Simulation of a multicomponent ESR spectrum . . . . . . . . . . . . . . . . . 133
7-4 Time evolution of ESR spectra during the annealing time . . . . . . . . . . . 134
7-5 Temperature dependence of ESR correlation times in fluorinated samples . . . 136
7-6 Temperature dependence of ESR correlation times in MA4 polymers . . . . . 137
7-7 Stickel plots of the spinning correlation times of cholestane in fluorinated
samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7-8 Comparison betweee the cholestane rotational dynamics in F2 and F4 . . . . 148
7-9 The choice of the best number of clusters for k-means algorithm . . . . . . . . 153
7-10 Comparison between 𝑚 and the cooperativity index 𝜅 . . . . . . . . . . . . . 154
v
A-1 A comparsison of ESR spectra of cholestane and TEMPO nixtroxides in dif-
ferent matrices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
A-2 ESR spectrum of a nitroxide spin probe in the ultra-slow region . . . . . . . . 171
vi
List of Tables
1.1 Some properties of alkane series . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Irreducible spherical components of the tensors F and T . . . . . . . . . . . . 55
5.1 Nomenclature of samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Average molar masses and transition temperatures of PMAF homopolymer
and copolymers samples. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3 Average molar masses and transition temperatures of S1 homopolymer and
R60 random copolymer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.4 Magnetic parameters of the Zeeman tensor . . . . . . . . . . . . . . . . . . . . 102
5.5 Magnetic parameters of the hyperfine tensor in sample S1, S2, S3 and S4 . . . 102
5.6 Magnetic parameters of the hyperfine tensor in samples S1 and R60 . . . . . . 102
6.1 Fit parameters of viscosity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2 WLF parameters of 𝑎𝑇𝑟(𝑇 ) at 𝑇𝑟 = 378.2 K in fluorinated samples . . . . . . 112
6.3 Fragility index𝑚 of polyacrylates, polymethacrylates and polymethymethacry-
late . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.4 Fragility parameter 𝑚 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.5 Dynamic fragility, apparent activation energy at 𝑇𝑔 and glass transition tem-
perature for different classes of polymers . . . . . . . . . . . . . . . . . . . . . 121
7.1 Nomenclature of samples studied by ESR . . . . . . . . . . . . . . . . . . . . 129
7.2 Crossover temperatures of the dynamic regions of cholestane . . . . . . . . . . 139
7.3 Crossover temperatures of the dynamic regions of cholestane in several polymers140
7.4 Dynamics details and parameters of studied polymers . . . . . . . . . . . . . . 142
7.5 Cooperativity coefficient 𝜉𝑐 and cooperativity index 𝜅 . . . . . . . . . . . . . . 145
7.6 𝜉𝐻𝑇 , 𝐶
𝑔
1 , 𝐶
𝑔
2 , ln(10)𝐶
𝑔
1𝐶
𝑔
2 of MAF, MA4, and PEA series polymers . . . . . . 151
7.7 Statistical clustering according to 𝐶𝑔1 values . . . . . . . . . . . . . . . . . . . 153
A.1 Turning points in an ultra-slow nitroxide ESR spectrum . . . . . . . . . . . . 172
vii
viii
Acknowledgements
The challenging experience of this PhD would not have been possible without the support
and guidance from many people.
Foremost I would like to express my special appreciation and thanks to my advisor prof.
Laura Andreozzi. She has renewed the trust in me and with great willingness has guided
me during this thesis work, I am very grateful to her for scientific advice and knowledge and
many insightful discussions and suggestions.
I would like to acknowledge prof. Giancarlo Galli for his support during this thesis work
and the fruitful longstanding collaboration.
I am also indebted to Fabio Zulli for his precious collaboration and for sharing his
knowledge and time.
I am very grateful to prof. Marco Giordano who some years ago introduced me to ESR
technique with passion and enthusiasm.
Acknowledgements are made to the referees, prof. Daniele Fioretto and prof. Michele
Laus for their work and valuable suggestions.
I also thank the Chair of the PhD Program prof. Francesco Pegoraro for his support
during these years.
I express my profound gratitude to my parents, my brother and sister and especially to
my wife and my son, Susanna e Davide, for her continuous support (and sopportazione) and
encouragement and their understanding also during moments of weariness: I dedicate this
thesis to them.
ix
Abstract
This thesis aims at studying relaxation processes over different time- and length-scale in new
side chain azobenzene photosensitive liquid crystalline polymers with relation to the unde-
standing of the interplay between molecular composition and heterogeneities at nanometer
scale. Such new synthesized polymers belong to the wide class of smart or stimuli-responsive
polymers able to mimic the capability of living system to modulate their response and struc-
ture to varying environmental conditions in a reversible manner. In such materials small
physical or chemical changes in the environment can induce and modulate macroscopic large
response as an effect of local structural or functional changes.
Polymers containing azobenzene moieties as side chains are interesting not only from
an applicative point of view. Their study can enlighten about the cooperative mechanisms
driving the main chain relaxation and its interaction with lateral counits or the creation of
heterogeneities in the local dynamics.
More specifically, the subject of study is a class of fluorinated side chain homopolymer
and its copolymers whose development and synthesis take as a basis the results of preceding
studies in the homopolymer PMA41 a nematic poly(methacrylate) with azobenzene chro-
mophore in side chain [1] developed in a CIPE-INFM project for the selection of azobenzene
polymeric matrices suitable for optical writing and data storage. Electron Spin Resonance
(ESR) investigations showed, among other interesting properties, the presence of dynamics
heterogeneitis on the nanometric length-scale and the possibility of modulating different dy-
namics sites by suitable thermal treatments also in the isotropic phase. The quantification
of the heterogeneities, their persistence on temperature and relaxation have been revealed
themselves a key issue for the selection of the more suitable matrices for optical writing.
It is worth remembering that the writing process both in birefringence and by topographic
relief have been successful right following the indications provided by results from ESR [2,3].
New polymers, studied by ESR and rheology, differentiate from PMA series [1,4] only for
the terminal substitution of −(𝐶𝐻2)4𝐶𝐻3 groups with −𝐶𝐹3 the main chain composition
remaining the same. Fluorinated azobenzene liquid crystalline polymers seem to be a very
1Taking as an example the hompolymer composed by MA4 units, in the following, in order to indicate a
homopolymer the notations P(MA4) or PMA4 will be both used. An analogous rule will be adopted for the
composition of a random copolymers, e.g. P(MAF-MA4) or MA4-MAF both indicate a random polymers
made with MA4 and MAF
1
promising materials for optical data storage substrate, especially in holographic recording
for their capacity of suppressing the surface relief [5]. Moreover they importance in ap-
plied physics arises from their excellent water repellent capacity [6] and the possibility of
modulating wettability by the change in the dipole moment of the cis-trans photochromic
species [7–11]. It has been demonstrated, in fact, that the azobenzene molecular conforma-
tional rearrangements allow photomodulation of a monolayer’s water contact angle [8] and
surface potential [12] reaching a very good photocontrol [13] and photopatterning of wettabil-
ity [11].
Collective processes and the interplay between the dynamics of side groups and those of
the main chain play a major role in the tuning of the bulk response of such materials. ESR
spectroscopy, due to its sensitivity to different stochastic reorientational model has resulted
a very useful technique in understanding reorientation processes, cooperative degree and
the correlation with local environment in side chain polymers. On the other hand the use
of spin probes as paramagnetic tracers in diamagnetic hosts is recognized as the technique
of choice in polymers investigations since it does not modify local structures of the host
matrix and allows to infer very local properties (on the nanometer scale) in the vicinity of
the radicals in different sites mapped. Spin probes reveal suitable for characterizing the
collective behavior of molecules or, in other words, the supramolecular structure exhibited
by such smart materials. Nitroxide radicals, due to their chemical and thermal stability
are widely used as spin probes. Their various structures and geometries allow to selectively
study different sites and consequently different aspects of the same material.
The analysis of the temperature dependence of rotational dynamics of cholestane ni-
troxide radical, carried out in this work, allows to characterize the nature of heterogeneities
and their spatial or temporal nature. Different dynamics regimes and the crossover between
them at characteristic temperatures signalling the onset of cooperative phenomena have been
found and discussed. A systematic comparison with the structural relaxation of the poly-
mers, as revealed by rheological measurements, allows the estimation of the cooperativity
degree in the dynamics.
The work is intended as the natural development of previous ESR studies carried out
in PMA4 homopolymer and MA4-MMA random copolymers by Prof. Marco Giordano
and Prof. Laura Andreozzi’s group in collaboration with Prof. Giancarlo Galli’s research
group at the Department of Chemistry and Industrial Chemistry of the University of Pisa.
Investigation in such side chain liquid crystalline polymers has defined a standard approach
in studying azobenzene containing polymers in particular as regards thermal treatment
and its influence in creating/modulating dynamics heterogeneities. Heterogeneities which
are manifested as two sites with different reorientational dynamics revealed crucial for the
selection of polymeric substrates for nanowriting.
This work comprises 7 chapters, organized in different topics. The first chapter presents
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some generalities of polymer science. After an introduction of basic concepts, attention has
been paid to glass transition phenomenology and relaxation processes. In particular some
theoretical approaches for the explanation of the slowing down at 𝑇𝑔 are reported. Moreover
this chapter provides the readers with the basic relationships in rheology and viscoelasticity
developed in later sections.
The fundamentals of Electron Spin Resonance, the spectroscopic technique widely used
in this work, are presented in Chapter 2 . A conceptual framework of different motional
regimes, diffusion models and lineshape theory is also provided.
Chapter 3 introduces polymer rheology, focussing on the relationships used during the
discussion of the relaxation phenomena on ESR time- and length-scale.
The details about the experimental techniques and apparatuses used during the thesis
work are presented in the fourth chapter . Operational procedures followed during the
measurements are also provided.
The orignal contributions are concentrated in the last three chapters. The characteriza-
tion of all the materials used, from the polymers to the spin probe, is presented in Chapter
5 . The polydispersity of polymeric samples analysed and their thermal properties are re-
ported and the accurate procedure for the identification of the suitable magnetic parameters
of the spin tracer in studied matrices is presented.
Viscoelastic characterization of the investigated polymers is the main issue of the Chap-
ter 6 . The linear viscoelastic response of fluorinated polymers is described with a compar-
ison with the analogous MA4-MMA copolymers. Comparison of Vogel-Fulcher parametets
𝑇𝑏, 𝑇0 with the Williams-Landel-Ferry parameters 𝐶1 and 𝐶2 allowed to test the thermoreo-
logical simplicity of the fluorinated samples. Finally a discussion of the fragility as a function
of the molar composition is presented.
The results of the ESR investigation are shown and discussed in Chapter 7 . The
analysis carried out in new fluorinated samples by using the nitroxide cholestane probe is
reported and compared with studies in PMA4 homopolymer and a MA4-MMA copolymers.
Particular attention has been devoted to the simulation procedure of the lineshapes in a
MAF-MMA copolymer presenting strong heterogeneities in the rotational dynamics of the
tracers. Two well separated motional sites have been enlightened, the so called slow and fast
sites, with a peculiar temperature dependence of the tracer population. The fast sites pop-
ulation gradually decrease on lowering temperature and meanwhile the fast dynamics merge
in the slow one. The dynamics of fast and slow dynamics have been fully characterized.
Such finding, in a non liquid crystalline polymer, is ascribed to the interplay of free volume
and micro-segregation phenomena because of the presence of fluorinated counits and MMA.
The coupling degree of the probe dynamics to the structural relaxation mechanism of the
polymers is discussed in terms of different molar composition of samples. In all the samples
a crossover in the rotational dynamics of cholestane has been observed at a temperature
about 1.2𝑇𝑔 irrespective of composition. The onset of cooperative relaxation as probed by
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cholestane is then discussed. The comparison between the tracers rotational dynamics in
fluorinated samples and in the analogous PMA4 homopolymer and MA4-MMA copolymers
has finally allowed to identify the role of susbtitution of MA4 countis with the MAF one.
This thesis is a continuation and extension of my research activity in polymer science
regarding relaxation phenomena studied by ESR in side chain LC polymers. The research
activity of the group of of professor L.Andreozzi at the Department of Physics of the Uni-
versity of Pisa and the fruitful collaboration with the group of professor G.Galli at the
Department of Chemistry and Industrial Chemistry has provided the occasion to deeper
investigate relaxation phenomena also in such new synthesis polymers.
In the following the list of my scientific contributions in the field is presented:
1. L. Andreozzi; P. Camorani; L. Cristofolini; M. Faetti; D. Palazzuoli Optical bit stabil-
ity and relaxation processes in a liquid crystal polymer with a photosensitive azo dye
molecule as side group, in proceedings of "OLC2001, 9th International Topical Meeting
on Optics of Liquid Crystals" (1-6 october 2001, Sorrento, Italy)
2. L. Andreozzi; M. Faetti; M. Giordano; D.Palazzuoli Heterogeneities and thermal his-
tory in a polymeric material: ESR studies, in proceedings of the "VIII International
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To conclude this presentation of the scientific activity, I would like to recall that during
the challenging period of my PhD thesis, my work duties at the Environmental Protection
Agency of Tuscany Region required me to explore other physical issues that led me to
present 8 contributions in international congresses and journals regarding the environmental
acoustics and the correlation between enviromental stressors and health.
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Chapter 1
Polymers
1.1 Historical perspective
Since ancient times, man has had to deal with polymers. The first polymers to be used
were natural products: wood, cotton, starch and proteins. Pottery cemented with natural
resins, for example, have been found in burial sites dated back to 4000 BC. As reported
by Clegg and Collyer [1] bitumen is mentioned in the Bible and amber was commercialized
in the ancient Rome, moreover natives of South America, in the pre-Columbian era, used
latex derived from trees. Only at the beginning of twentieth century, synthetic polymers
were synthesized and discovered. Their commercial and technological success is stated by
the fact that for more than 20 years the total volume production of plastics has exceeded
the combined one of all metals.
One of the first artificial polymers was the Parkesine, from its inventor Alexander Parkes.
Introduced in 1862 it was not a commercial success [2] but led to the development of celluloid
(cellulose nitrate) by John Hyatt in 1870, one of the most commercialized product until
today. Even if in 1907, Leo Baekeland developed the bakelite, a phenolformaldehyde resin,
it is unlikely that its true macromolecular nature was immediately recognized. In fact, in
order to develop polymers on a reproducible process, the nature of polymerization process
was sufficiently understood only two decades after.
As suggested by Rosen [3], modern polymer science and industrial processes evolved from
five different technology areas: plastics, rubbers or elastomers, fibers, surface finishes and
protective coatings. As a consequence, research in polymers, at the beginning, remained
confined in the industrial laboratories and only later became on the scene of the academic
research. Due to their low cost, ease of processing, weight savings, corrosion resistance
and other major advantages polymeric materials have had a remarkable development and
nowadays are pratically ubiquitous.
In 1920 Herman Staudinger, awarded a Nobel Prize in 1953 for his work, proposed the
"macromolecular hypothesis" explaining common features of macromolecular materials with
the idea of long molecular chains. And nine years after, with the pionieristic work of W.H.
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Carothers on polycondensation reaction in 1929 at duPont company, scientists began to
introduce the concepts of statistical thermodynamics to characterize long chain polymers of
high molecular weight laying the foundations of modern polymer science.
The nature of polymers was argued only in the middle of 19th century with the first
speculation about large molecular weights and it was only around the turn of the century that
the advances in measurement techniques led to understanding and acceptance of polymers
as large covalently bonded molecules. Maybe the greater difficulty in evaluating molecular
nature of polymers was the lack of quantitative characterization methods for measuring the
high molecular weight of macromolecular materials.
In the following sections, after a brief introduction to the main concepts and relations in
polymer science, the phenomenology of the glass transition will be presented with reference
to the main theoretical approches developed.
1.2 Polymer microstructure
The word polymer derives from Greek words meaning "many parts" and it is widely used
as an alternative term to macromolecules. Polymers are composed of a very large number
of small repeating units: the momomers. Monomers are structural repeating units that are
connected to each other by covalent bonds.
The process by which the chemical elementary units are covalently bonded together is
called polymerization and the number of monomers in a polymer, 𝑁 , degree of polymeriza-
tion. So the molar mass of a chain is the molar mass 𝑀𝑚𝑜𝑛 of the chemical monomer times
𝑁 . As an example consider [4] the properties of the alkane hydrocarbon series reported in
the Table 1.1. Material properties of the alkane series strongly depends to the number 𝑁
of the repeating units: up to 4 repeating units the phase is gaseous but, increasing 𝑁 , the
viscosity increases and from a liquid we arrive to a plastic solids in the range of 1000-5000
monomers. Alkane species with a number of monomers 𝐶𝐻2 ranging in 1000-5000 are known
as polyethylenes. While wax (25-50 carbon atoms) is a brittle crystalline solid, polyethylenes
are an amorphous plastic with an high viscosity.
Chemical identity of monomers and the degree of polymerization are two of the main
factors in determining the properties of the polymer. Moreover, the chain microstructure,
namely the organization of atoms along the chain that is fixed during the polymerization
process, is another major issue that strongly affects physical properties of polymeric system.
Microstructure can not be changed without breaking covalent bonds between monomers
and after polymerization different isomers are possible with regard the repeating units in
the chain. Below, two different types of isomerism will be described: sequence and stereoiso-
merism. During polymerization, asymmetrical monomers can arrange in different ways giv-
ing rise to head-to-head or head-to-tail configurations. In Figure 1-1 is reported an example
of sequence isomerism. Even if for thermodynamic and steric reasons the head-to-tail con-
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Number of Carbons in
Chain
State and Properties of
Material
Applications
1-4 Simple gas Bottled gas for cooking
5-11 Simple liquid Gasoline
9-16 Medium-viscosity liquid Kerosene
16-25 High-viscosity liquid Oil and grease
25-50 Crystalline solid Paraffin wax candles
50-1000 Semicrystalline solid Milk carton adhesive and
coatings
1000-5000 Tough plastic solid Polyethylene bottles and
containers
3-6 105 Fibers Surgical gloves, bullet-proof
vests
Table 1.1: Some properties of alkane series (from ref. [4])
figuration is the more preferred, also a fraction of head-to-head isomers is produced during
polymerization process and also a small fraction changes significantly polymers properties.
Stereoisomerism is another isomeric variation locked-in during polymerization of chiral
monomers (enantiomers). With regard to organic chemistry, chiral molecules are usually
formed by a carbon atom attached to four different substituents (atoms or group of atoms):
the asymmetric position of carbon (chiral center) makes mirror images not superimposable.
As shown in Figure 1-2, if all the backbone carbon atoms are arranged in a zig-zag confor-
mation in the same plane, adjacent monomers can either have the same groups R on the
same or different side of that plane . This type of stereoisomerism in polymers is called the
tacticity of the polymer. With reference to vinyl chains, following the definition of Natta
(Figure 1-2), we can define polymeric chains as:
∙ isotactic : the 𝑅 groups on successive monomers all have the same configuration;
∙ syndiotactic: the centers alternate in configuration from one repeating unit to the
next;
∙ atactic: the side to side positioning of the 𝑅 group is random.
Tacticity of polymers affects flexibility and packing of chains modifying the glass transition
temperature (Figure 1-3) and crystallization (Paragraph 1.7) and only the isotactic and
(a) Head-to-head configuration. (b) Head-to-tail configuration.
Figure 1-1: Different polystyrene chain configuration (from ref. [4]).
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Figure 1-2: Tacticity in polymers. (a) isotactic, (b) syndiotactic, (c) atactic chains (from
ref. [5]).
syndiotactic chains can undergoing crystallization. Usually atactic polymers are amorphous
unless side groups are so polar to permit local crystallinity.
1.2.1 Trans-Gauche conformation
Even if configuration of monomers along the backbone is defined and fixed during the poly-
merization process, the macromolecules can assume many different spatial conformations.
The conformation of the chain is related to the possible arrangements of atoms in the poly-
mer chain brought about by rotations around single bonds without breaking the bonds itself.
Some example of different conformations could be: fully extended planar zig-zag, helical,
folded chain and random coil and can be specified by a set of 𝑛 bond vectors. The con-
formation of a polymer determines the stiffness of the main chain, the interaction between
monomers and the surrounding environment. Isomeric variation are typically evaluated by
using NMR [7].
In a sequence of carbon-carbon single bonds ... i-1, i, i+1... the rotational angle of bond
i is defined as the angle between the planes defined by the bonds i-1 and i and the plane
i, i+1. When the angle between two consecutive planes is zero the state is said trans state
t. When the angle is ± 120 ∘ the gauche plus, 𝑔+, and gauche minus, 𝑔− states are defined
(Figure 1-4).
Different conformations have different rotational potential energy minima separated by
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Figure 1-3: The influence of tacticity on 𝑇𝑔 and its dependence on M. Glass transition
temperatures of isotactic (it-) PMMA (∙) and syndiotactic (st-) PMMA (∘) as a function
of 𝑀−1 are reported. The 𝑇𝑔 data of it-PMMA whith a mean degree of polymerization
𝐷𝑃 = 565 () and st-PMMA (𝐷𝑃 = 539) () are also shown (from ref. [6]).
Figure 1-4: (a) Newman projections of 𝑔− (gauche minus), 𝑡 (trans) and 𝑔+ (gauche plus)
conformations of n-butane and (b) energy potential for rotation about the −𝐶2−𝐶3− bond
(from ref. [5]).
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energy barriers with height of several 𝑘𝑇𝑠. In Figure 1-5 the 𝑔+, 𝑔− and 𝑡 conformations
of butane are reported. The lowest energy conformation occurs in trans with a lifetime of
different states at room temperature of about 10−10 s.
Figure 1-5: Different chain conformations in polymers (from ref. [4]). The third 𝐶−𝐶 bond
points out of the paper toward the reader, and the bond is located 120 ∘ apart on a cone of
rotation. The trans state is the more extended conformation.
1.3 Homopolymers and heteropolymers
Generally, polymers may be made from a single kind of monomers, homopolymers, (for
example · · ·−𝐴−𝐴−𝐴−𝐴−· · · ) or from different kinds of monomers, giving heteropolymers
(or copolymers). With regards to their composition and structure, homopolymers can
occur in linear, branched or cross linked chains even if recently new synthesis methods
have allowed to design more complex structures as stars and hyperbranched polymers
(dendrimers). In Figure 1-6 a schematic illustration of the main structures of a polymer
chains are reported. Physical properties, dynamics, mechanical and rheological behaviour
as well, strongly depend on the architecture of the polymer chains.
Copolymers can occur in random, block or graft copolymers (Figure 1-7) depending
on the sequence in which monomers are arranged along the chain. Polymers containing two
blocks are called diblock copolymers (· · · − 𝐴 − 𝐴 − 𝐴 − 𝐵 − 𝐵 − 𝐵 − 𝐴 − 𝐴 − · · · ),
chains with three block are called triblock copolymers (· · · −𝐴−𝐴−𝐴−𝐵 −𝐵 −𝐵 −
𝐶−𝐶−· · · ) and systems with many alternating blocks are calledmultiblock copolymers
(· · ·−𝐴−𝐴−𝐵−𝐵−· · ·−𝐵−𝐵−𝐴−𝐴−· · ·−𝐴−𝐴−𝐵−𝐵−· · ·−𝐵−𝐵−𝐴−𝐴−· · · ).
There are many different approaches to the classification of polymers and according to
their thermomechanical response they are usually grouped in:
∙ thermoplastics
∙ rubbers or elastomers
∙ thermosettings.
Thermoplastics are very often semicrystalline and amorphous substances, they are capable
of going through cycles of being softened by heat and becoming solid again when cooled. In
contrast, thermosettings can be softened only once to take up the shape of the mold and
14
Figure 1-6: A sketch of a linear, branched and cross-linked polymeric chain. The main chain
is pictured as a series of a beads linked together (from ref. [5]).
Figure 1-7: A simple illustration of random, block and graft copolymers (from ref. [5]).
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Figure 1-8: Initiation process in free radical polymerization of ethyl acrylate (from ref. [4]).
they cannot be softened again by applying heat or mechanical forces. In fact after the first
heating, chemical reactions block the linear structures in a permanent three-dimensional
network (cross linking process). Rubbers or elastomers are defined as a cross-linked
amorphous polymers above their glass transition temperatures. Elastomers can undergoing
to deformation to an extensions of up to ten times their original dimensions and recover
their original size when the applied tension is released.
1.4 Polymer synthesis: free radical polymerization
Polymers are obtained with different synthesis procedures, the main reactions types are
chain-growth, or addition polymerization, step-growth, or condensation, polymerization and
living polymerization. In chain-growth polymerization monomers are added one by one to
the reactive site at the end of the growing chain. The most common methods of addition
process is free radical polymerization used also for the preparation of polymers studied
in this thesis work.
The free radical polymerization has three different kinetic steps: initiation, propaga-
tion and termination. The initiation step starts with the decomposition of an initiator
into free radicals in presence of monomers. Free radical attacks the monomer adding to it
than the double carbon bond is broken leaving an unpaired electron as a new active center
at the end of the growing chain, Figure 1-8. In the propagation step, many monomers are
added in a very short time and, after each new addition, free radical appear at the end of the
growing chain . The process ends when two free radicals react with each other (termination).
1.5 Molecular weight distribution
Depending on the synthesis process and on the source, the same polymer may results in a
sample with different molecular weights and therefore it exhibits a molecular weight distri-
bution. The kinetics of polymerization is a key factor in defining both molecular weight and
its distribution (Figure 1-9).
The two most important molecular weight averages are the number average molecular
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Figure 1-9: Molecular weight distribution from two different sources (from ref. [4]).
weight [8,9]:
𝑀𝑛 =
∑︀
𝑖𝑁𝑖𝑀𝑖∑︀
𝑖𝑁𝑖
=
∑︁
𝑖
𝑥𝑖𝑀𝑖 (1.1)
where 𝑁𝑖 is the number of molecules with molecular weight 𝑀𝑖and 𝑥𝑖 the respective molar
fraction, and the weight average molecular weight:
𝑀𝑤 =
∑︀
𝑖𝑁𝑖𝑀
2
𝑖∑︀
𝑖𝑁𝑖𝑀𝑖
=
∑︁
𝑖
𝑤𝑖𝑀𝑖 (1.2)
with 𝑤𝑖 the weight fraction.
The shape of the molecular weight distribution function defines some properties of poly-
mers because short chains acts as plasticizers softening polymeric matrix, instead high molec-
ular weight species increase melt viscosity. The ratio 𝑀𝑤/𝑀𝑛, called polydispersity index,
allows to first evaluate the width of the molecular weight distribution.
Other used averages are 𝑀𝑧 and 𝑀𝑧+1 (Figure 1-10):
𝑀𝑧 =
∑︀
𝑖𝑁𝑖𝑀
3
𝑖∑︀
𝑖𝑁𝑖𝑀𝑖
=
∑︀
𝑖𝑤𝑖𝑀
2
𝑖
𝑀𝑤
(1.3)
𝑀𝑧+1 =
∑︀
𝑖𝑁𝑖𝑀
4
𝑖∑︀
𝑖𝑁𝑖𝑀
3
𝑖
=
∑︀
𝑖𝑤𝑖𝑀
2
𝑖
𝑀𝑤𝑀𝑧
(1.4)
1.6 Structure of polymers
1.6.1 Melts and polymer solids
Polymeric substances above their melting temperature can form bulk liquid state also in
absence of solvent: the polymer melt. As we will see in the next sections, polymer melts
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Figure 1-10: Molecular weight distribution of a polyethylene sample.
have elasticity on short time-scales but flow (with high viscosity) at long times. A typical
example of a polymeric melt is Silly Putty R○: on short time-scales a ball of Silly Putty
resembles a soft elastic solid, bouncing when dropped in the floor, but if left on a table it
flows like a liquid.
In the solid state, polymers never completely crystallize and crystalline and amorphous
states are oftentimes together in the same sample. In order to crystallinity to occur, poly-
meric chains must be capable to arrange closely together in a regular array and, unless the
chain is predominantly isotactic or syndiotactic, it usually cannot be fitted sufficiently well to
its neighbors to crystallize. The fraction of the crystalline component usually varies from less
than 0.5 to 0.95 and depends on many factors such as chemical composition, microstructure
and the thermal history of the sample itself.
The non-regularity in the structure of polymers first decreases the value of the melting
temperature 𝑇𝑚 and finally prevents the crystallinity to occur. For this reason, statistical
copolymers are often amorphous whereas blends of isotactic and atactic polymers exihibits
partial crystallinity with cristallites of microscopic or submicroscopic dimensions.
1.6.2 Liquid crystal polymers
Before discussing the properties of liquid crystal polymers a short definition and description
of liquid crystal phases is provided.
1.6.2.1 Liquid crystals and the azobenzene cromophore
Liquid crystalline (LC) substances, share many physical properties with both solids and
liquids. They show order in one or two dimensions and can flow like liquids but can display,
for example, birefringence and other physical properties of crystalline solids. The different
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phases in which such materials (mesogens) can exist are termed mesophases [10,11].
With reference to the physical parameters and the environment that permits the exis-
tence of mesophases, liquid crystals are classified in:
∙ lyotropic
∙ thermotropic.
Lyotropic liquid crsystals, very common in biological systems [11], exhibit mesophases when
an appropriate concentration of material is dissolved in some solvent. Water and amphiphilic
molecules (soaps, detergents, lipids...) is a common example of a lyotropic system. The onset
and the stability of liquid crystal mesophase is controlled by the solution concentration and
the observed phases range from spherical micelles to other with ordered structures with
one-, two-, or three-dimensional positional order. In thermotropic liquid crystals the
temperature is the variable controlling the existence of the mesophase and, usually, the
shape of thermotropic molecules resembles a "rigid rods". A large number of thermotropic
liquid crystal phases with different positional and orientational order are identified and
classified.
The nematic phase is the simplest one where all the molecules tend to align in the same
direction (indicated by the director n^) but a long-range transational order is not present.
Nematic liquid crystals usually have a relatively low viscosity and are the most similar to
simple liquids. In a material exhibiting several thermotropic phases, the nematic phase is
found at higher temperatures just below the isotropic one.
In a nematic liquid crystal a mean order degree 𝑆 may be defined according to:
𝑆 =
1
2
⟨3𝑐𝑜𝑠2𝜃 − 1⟩ (1.5)
with 𝜃 the angle between the director n^ and the long axis of the considered molecule. In
Figure 1-12 a picture of the spatial arrangements of molecules in a nematic material is
reported.
If in the nematic phase only a translational order is present, the smectic phase (Fig-
ure 1-13) is characterized by layered structures in addiction to the overall alignment of the
molecules. Smectic phase is more viscous than the nematic one and occurs at lower temper-
atures. Even if the molecules arrange themselves into a layer-like structure, they are able to
move freely with no rigidly defined packing arrangement.
Figure 1-11: Molecular structure of a typical liquid crystal substance (from ref. [12]).
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Figure 1-12: Spatial order in a nematic phase. The director n^ is also reported (from ref. [13]).
Figure 1-13: Spatial order of in the simplest smectic phase the smectic A, in addition to the
orientation a spatial order is present resulting in layered structures (from ref. [13]).
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Figure 1-14: The cholesteric phase shows a "twist" in molecular orientation through the
sample (from ref. [13]).
Cholesteric molecules (chiral nematic liquid crystals) share all the physical properties
with the nematic ones but they tend to align in a helical manner (Figure 1-14). The molecular
orientation varies continuosly in the bulk depending on the depth in the material.
In Figure 1-11 the basic structure of a typical liquid crystal molecule is depicted. Two
aromatic rings 𝐴 and 𝐴′ are connected by a group 𝑋 and two other side groups 𝑅 and
𝑅′ are positioned at the end of the aromatic specie. Liquid crystals containing azobenzene
moieties are said azobenzene derivaties.
1.6.2.2 The azobenzene chromophores
Azobenzene, with two phenyl rings separated by an azo (-N=N-) bond, forms a basis for a
very broad class of aromatic azo compounds. Due to their versatility, these chromophores
have received much attention both in applied research areas.
Ring substitution allows to chemically select the spectral maximum electronic absorption
from UV to red regions allowing a fine tuning of colours. Due to their chemical stability,
azobenzene compounds were widely used as colourants and about 70% of commercial dyes
are azobenzene based. On the other hand the rod shape of trans azobenzene isomer is well
suited for spontaneous organization into liquid crystalline organization and usually poly-
mers doped or functionalized with azo-chromophres (azo polymers) show a liquid criystal
mesophase [14,15]. Maybe the most interesting property of azo-chromophores is the induced
reversible isomerisation about the azo bond between the trans and cis isomers and the follow-
ing geometric change in polymeric matrices. In fact azo-chomophores act as photoswithces
altering chemical, mechanical or physical properties of host matrix.
Azobenzene moiety can be incorporate in different materials giving rise to a very broad ef-
fects and properties depending on host matrix. Photoisomerisation can orient chromophores
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Figure 1-15: Reversible trans-cis-trans isomerization of azobenzene and representative ab-
sorption spectra of trans and cis isomers (from ref. [16]).
(inducing birefringence) or design optical surface topography pattern. Industrial application
can range from optical switches, optical components, smart sensors and devices. A common
property to all the azobenzene compounds (molecues with an azobenzene core) is the strong
electronic absorption of the conjugated 𝜋 system.
Azobenzene molecules exist in two different isomers, trans, rod like shaped and ther-
modinamically more stable, and cis which has a bent molecular shape (Figure 1-15). When
irradiated in their broad adsorption band, azobenzene can undergo reversible, photoinduced
isomerization between the two forms. The molecules, optically isomerized from trans to cis
state, subsequently thermally relax to the more stable trans state. They exhibit a strong
𝜋 −→ 𝜋* band in the UV and a lower intensity 𝑛 −→ 𝜋* in the visible region. Azobenzene
trans isomer is more stable by about 50 𝑘𝐽 𝑚𝑜𝑙−1 [17,18] and the energetic barrier to iso-
merisation is on the order of 200 𝑘𝐽 𝑚𝑜𝑙−1 [19]. On absorption of a photon, azo will convert
into cis isomer, light with wavelength corresponding to the cis absorption band can cause
the conversion to trans state in a picosecond timescale. Thermal reconversion time from cis
to trans state strongly depends on the substitution pattern and local environment. Usually,
for azobenzene, lifetime is of the order of hours with an energy barrier of about 90 𝑘𝐽 𝑚𝑜𝑙−1
(Figure 1-16).
Molecular changes induced in azobenzenes by light irradiation, under appropriate con-
ditions, can result in larger scale motions (from 0.12 𝑛𝑚3 to 0.38 𝑛𝑚3) and properties
modulation. In fact, by using polarized light, azobenzene chromophores can be oriented
thought a statistical selection process [21,22] (Figure 1-17). Azobenzene molecules absorb
preferentially light polarized along their transition dipole axis, with a probabilty varying as
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Figure 1-16: (a) Azobenzene trans, more thermally stable, and cis states photochemically
conversion and relaxation. (b) Simplified state model for azobenzenes. 𝜖𝑡𝑟𝑎𝑛𝑠 and 𝜖𝑐𝑖𝑠 are
respectively trans and cis extinction coefficients; Φ is the quantum yields of photoisomeriza-
tion; 𝛾 is the thermal relaxation rate constant (from ref. [20]).
𝑐𝑜𝑠2𝜑, 𝜑 being the angle between azo and light polarization axis. Initally a random angular
distribution of dipole axes is present. Azos oriented along light polarization axis will absorb
and isomerize in cis form, then revert to the trans isomer with new random direction. The
chromophores perpendicular to the light polarization will not isomerize nor reorient so there
is a net increase in population aligned perpendicular to the light polarization axis with a
depletion of chromophores aligned with the light polarization. This fast statistical reorienta-
tion gives rise to birefringence and dichroism. The process is very efficient [23] and circularly
polarized light will randomize again the sample.
1.6.2.3 Polymeric liquid crystals and azobenzene side chain polymers
The structures of polymeric liquid crystals are classified into two wide group (Figure 1-18):
main chain liquid crystal polymers (LCPs) and side chain LCPs. In the main chain LCPs
the mesogenic units are placed into the polymer backbone, whereas in side chain liquid
crystal polymers (SCLCPs) the mesogens are attached as side chains [24]. The mesogenic
stiff units allow the polymers to locally order like an ordinary liquid crystal whereas the
presence of a spacer between the mesogenic units decouples their movements facilitating
proper alignment. Usually the mesogenic units are made up of two or more aromatic rings
with methylene groups as flexible spacers [4].
Varying the structures of the backbone, the spacer and the mesogen allow to reach a great
versatility in design SCLCPs and their physical behavior on temperature. Modulating the
length and chemical composition of the spacers, it is possible to control, and lower, the values
of the glass transition temperature (Paragraph 1.7) extending, for example, the mesogenic
region. The spacers between the backbone and the mesogenic units in the side chain allow
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Figure 1-17: Photoorientation of azomolecules: (a) molecules with polarization direction
along polarization of axis of incident light absorb, isomerize and reorient. Those aligned
perpendicularly can not absorb and remain fixed. (b) circularly polarized light restore
isotropy in sample previously irradiated with linear polarized light (from ref. [16]).
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lateral pendants for independent movements also in high entangled regions. The spacers
length has a key effect on the glass transition temperature and type of phase transition:
glass transition temperature decreases with increasing spacers length, short spacers tend to
lead to nematic phase while longer ones lead to smectic phase [4,25].
Figure 1-18: Position correlation in a smectic liquid crystal (from ref. [12]).
Side chain liquid crystalline polymers containing photoresponsive azobenzene side groups,
as those investigated in this work, have proved to be very suitable matrices for optical infor-
mation storage [26–30]. The great versatility of azobenzene chromophores and the possibility
of arranging the mesogenic units in different architectures is the key issue in developing such
new polymeric matrices.
1.6.2.4 Azobenzene molecules and polymers
In the last years many efforts have been dedicated in developing azobenzene-containing
polymers in order to select the most suitable materials for optical storage applications with
high sensitivity and stable photoinduced birefringence. A key issue in molecular design of
new materials is how to incorporate chromophores into polymeric matrices. In Figure 1-19
are schematically represented the used systems:
(a) host-guest: azobenzenes are physically dispersed into a polymeric matrix
(b) linear main-chain polymers, where azobenzenes are part of the polymeric backbone
(c) linear side-chain polymers, where azobenzenes are as side pendant groups covalently
linked to the main chain.
In side-chain polymers, the most promising architecure in exploring the potential in optical
storage, azobenzene moieties are linked to the backbone by flexible spacers in order to
facilitate photoreorientation according to the pioneering work of Ringsdorf and Schmidt
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Figure 1-19: Azobenzene moieties are dispersed in host matrix (a), incorporated in the
main-chain (b) or in the linear side-chain (c).
(1984) in the field of liquid crystalline polymers.The proximity of chromophores has a large
influence on the final photoresponse of the material. Photoinduced response is in fact related
to the way in which azobenzene moieties are bound to the main chain. The nature of the
polymer, amorphous or liquid crystalline, strongly affects the stability of the information
written on the matrix [31]. Short spacers usually leads to amorphous polymers with low
photoinduced birefringence (due to lack of mobility of azos more linked to the main chain)
longer spacers induce liquid crystalline phases with higher birefringence values [32]. Moreover
the decouplig of the movement of the azobenzene and main chain allows a more efficient
chromophores reorientation and the cooperativity between meosogenic units promotes liquid
crystallinity stabilizing photoinduced order [33–37].
The issue of the selection and characterization of more suitable polymeric matrices for
(nano)optical writing is a research topic of our group dating back to ’90s. In particulal re-
search work in collaboration with the group of Prof. G.Galli at the Department of Chemistry
and Industrial Chemistry of University of Pisa, focussed on new side chain liquid crystalline
polymers containing a 3-methyl-4’-pentyloxy azobenzene mesogenic unit connected at 4-
position by hexamethylene spacer to the main chain and its copolymers that have shown
their potential for such applications [38]. The ultimate size of the written bit on the matrix
remains an issue of scientific debate but it is claimed that a key role could be the length
scale of the entanglement length [39,40]. Optical writing from millimiter to nanoscale length
and relaxation processes at different length and time scale have been investigated in our
laboratory [36,41–46] characterizing the main processess affecting bit stability. At micrometer
scale optical write rate on 10 𝜇𝑚 has been obtained in side chain liquid crystal polymers [36].
The possiblity of modulating the wettability of films containing photoresponsive azoben-
zene molecules has received a great attention for their applications. The change in wettability
of polymers containing azo moieties in the backbone or as a side groups has been extensively
investigated [22,47–50]. The different dipole moment of the two forms of azobenzene reflects
in a changes of the polarity and accordingly the wetting properties of these surfaces. Such
change is usually detected by the measurements of contact angle on the macroscopic scale.
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Figure 1-20: Model of the structural change of a single-layer film of the polymer accompanied
by photoisomerization.
1.7 Glassy state in polymers
Many polymers, depending on their structure, may partially crystallize. For example, or-
dinary atactic polystyrene is amorphous, whereas the isotactic polymers readily crystallize
and some linear polyethylene can reach 90% of crystallinity. As the temperature is raised,
semicrystalline polymers exhibit crystalline melting points at 𝑇𝑚, a first order transition
with an endotherm profile in the curves of heat capacity versus temperature (Figure 1-21a).
If only semicrystalline polymers show a first order transition, all amorphous polymers show
a second order-like transition, the glass transition at 𝑇𝑔. Glass transition may be clearly
observed, for example, in a plot of the specific volume versus temperature as a change
in the slope of the trace (Figure 1-21b) and is usually measured by Differential Scanning
Calorimetry (DSC) (Section 5.1.1.2).
As we will see in the next paragraphs, significant changes in mechanical and other prop-
erties occur at the glass transition where, hard, glassy polymeric materials become rubbery
and extensible on heating. This behaviour is the results of the onset of long-range molecular
motions as temperature increases, inhibited before when in the glassy state.
1.7.1 The glass transition: general remarks
Glassy state is not confined to polymers but concerns a wide range of materials and it is very
common in nature [52]: it is, for example, of fundamental importance in preserving the life of
some insects in hot deserts or in very cold regions [53] and it is claimed that it could be the
most diffuse state of water in the universe [54]. On the other hand technological applications
range from "simple" windows glasses to the optical fibers or some metallic glasses and alloys
of interest for their soft magnetism and corrosion resistance [52,55]. The comprehension of
glass formation and relaxation phenomena in glassy state is so of paramount importance [56].
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(a) A DSC scan of a commercial
isotactic polypropylene sample. It
is showed the supercooling effect on
crystallizaiton and the endothermic
peak at the melting point in the heat-
ing phase (from ref. [4] and reference
therein).
(b) Specific volume as a func-
tion of temperature in glassy
and crystalline polymers (from
ref. [5]).
(c) Volume (𝑉 ), enthalpy
(𝐻), expansion coefficient
(𝛼) and heat capacity (𝐶𝑝)
as a function of tempera-
ture (from ref. [51]).
Figure 1-21: Heat capacity at 𝑇𝑚 and specific volume at 𝑇𝑔 in polymers.
Figure 1-22: Temperature dependence of specific volume and enthaply in a supercooled
liquid at constant pressure (from ref. [52]).
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Figure 1-23: The temperature dependence of the viscosities of different substances are re-
ported. The horizontal line define the value of 103 𝑝𝑜𝑖𝑠𝑒 which conventionally define the
dynamic glass transition viscosity (from ref. [62]).
In Figure 1-22 the temperature dependence of the specific volume (or enthaply) of a liquid
at constant pressure is reported. During the cooling procedure below the melting point 𝑇𝑚,
when molecular motions slow down, if the cooling rate is sufficiently fast, crystallization
does not occur [57,58] and the fluid is "frozen" in an out of equilibrium state: the glass,
"a fluid stopped short at a particular moment, with the atoms of the glass in the same
positions as they were in the fluid at that moment" (cit. from [59]). The glass transition
temperature 𝑇𝑔 is defined at the intersection of the lines of the liquid volume and the glass
temperature dependence of volume. The phenomenon is not a true phase transition because
no discontinuous change in any physical property is present.
The glass transition remains one of the most interesting and intriguing open problems
in condensed matter physics [60,52]. In order to better describe such phenomenon, we here
anticipate some concepts and relations that will be discussed in next sections.
When a liquid is cooled below the melting point temperature 𝑇𝑚 the viscosity raise
sharply and in a small temperature range, can increase up to 14 decades. This behaviour is
general [61] and common to many liquids and polymers with different microscopic structures
(Figure 1-23). Moreover, at the glass transition, the microscopic relaxation times becomes
greater than the experimental ones, and the system can not sample all the available configu-
rations. An effect of the dramatic reduction of the configurational degrees of freedom, is the
drop of the constant pressure specific heat 𝑐𝑝 at values very close to that of the crystalline
phase. In analogy to the crystal phase, also in glass at low temperature, particles vibrate
around their (disorder) equilibrium position [62] without structural rearrangements and, on
short time-scale, only vibrations contribute to the specific heat.
The value of 𝑇𝑔 is not unique but depends on the time available to the experiment, 𝑡𝑒𝑥𝑝,
29
Figure 1-24: At 𝑇𝑔 the specific heat 𝑐𝑝 drops at a values near that of crystals as the glass
be stuck in a single potential energy minimum (from ref. [62]).
and thus on the cooling rate: different values of 𝑡𝑒𝑥𝑝 give different values of 𝑇𝑔 but the effect
it is not so dramatic. The phenomenological equation of Bartenev-Ritland is usually used
to express that dependence [63]:
1
𝑇𝑔
= 𝑎− 𝑏 log(𝑟), 𝑟 = d𝑇
d𝑡
(1.6)
with 𝑎 and 𝑏 two constants.
Another general definition of kinetic glass transition is provided by setting a conventional
value for the maximum experimental time needed to equilibrate the supercooled liquid. The
value, first suggested by Laughlin and Uhlmann [64], was fixed in 100− 1000 𝑠:
𝜏𝑅(𝑇𝑔) v 102 − 103 s (1.7)
or in term of viscosity:
𝜂(𝑇𝑔) v 1012Pa · s (1.8)
If the allowed experimental time is reduced with a faster cooling, the glass transition tem-
perature significantly moves upward and this is what happens also in numerical simulation
which can reach smaller times.
In most of glass forming liquids, and in polymers in particular, one of the most interesting
features is that the increase in relaxation times (and so in viscosity) near 𝑇𝑔 is very often
steeper than a purely Arrhenius dependence. In some cases the "activation energy" defined
as
𝐸𝜂 = 𝑘
d log 𝜂
d(1/𝑇 )
(1.9)
exceeds the molecular heat of vaporization of the material, as for 𝑜-terphenyl (OTP) 𝐸𝜂 ∼=
200𝑘𝑇𝑔 ∼= 5𝐸𝑣𝑎𝑝, an indication of the high cooperativity nature of the process.
30
Figure 1-25: Logatithmic representation of liquid viscosity as a function of 𝑇𝑔/𝑇 for different
glass forming materials with 𝑇𝑔 defined as 𝑇𝑔 = 𝑇(𝜂=1012𝑃𝑎·𝑠). (from ref. [66]).
The viscosity of many glass formers exhibits a common behavior on approaching glass
transition. Such pattern is better appreciate by potting the viscosity in Arrhenius-form using
the dimensionless temperature 𝑇𝑔/𝑇 . An example of such type of graphic, called Angell’s
plot [64,65] proposed in 1985 by Angell, is shown in Figure 1-25.
According to the extent to which the shear viscosity 𝜂 deviates from the Arrhenius
behavior 𝜂 = 𝜂0 exp(𝐸𝜂/𝑘𝑇 ), glass forming liquids are classified in strong, the almost purely
Arrhenius systems, and fragile those that display the larger deviation. Molten 𝑆𝑖𝑂2 is
considered the archetypal strong glass former with an activation energy of 180 𝑘𝑐𝑎𝑙 𝑚𝑜𝑙−1 [67],
on the other extreme it is the OTP with an activation energy increasing 20-fold in the showed
temperature range [68].
Non Arrhenius behavior in Figure 1-25 has been described by many function fitting well
some selection of data. In particular, for all liquids, the viscosity is reasonably represented,
over 2-4 orders of magnitude [66], by the Vogel-Tamman-Fulcher (VTF) equation [69–73]:
𝜂 = 𝐴 exp
(︂
𝐵
𝑇 − 𝑇0
)︂
(1.10)
Its exponential form agrees quite well with the idea that, at low temperature, dynamics
is ruled by activations processes. On the other hand by varying 𝑇0 it can be interpolated
both the purely Arrhenius behaviour of strong liquids (𝑇0 ∼ 0) and fragile one increasing
𝑇0. 𝑇0 temperature is usually about 10% lower than the experimental glass transition
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temperature [69,70,74].
The classification of viscosity behavior in terms of parameters suitable to quantify the
fragility of materials, will be discussed more deeply in Section 6.1.4 when the rheological
characterization of the polymers studied in this thesis work will be presented.
Another remarkable phenomenon is that near the glass transition temperature all systems
show a non-exponential relaxation with a temporal response function 𝐹 (𝑡) (for example the
strain from an applied stress, the polarization due to an electric field...) often described by
a stretched exponential or a Kohlraush-William-Watts (KWW) function [75,76]:
𝐹 (𝑡) = exp
[︃
−
(︂
𝑡
𝜏
)︂𝛽]︃
(𝛽 < 1) (1.11)
where, if we identify with 𝜎(𝑡) the measured quantity (for example the instantaneous stress)
𝐹 (𝑡) is conveniently defined as 𝐹 (𝑡) = [𝜎(𝑡)− 𝜎(∞)]/[𝜎(0)− 𝜎(∞)]. In Equation (1.11) 𝜏 is
the characteristic relaxation time.
The KKW form of relaxation function is related to the growth of relaxing distinctive
cooperative domains (spatial heterogeneity) near the glass transition [77,78].
The temperature dependence of entropy and heat capacity in a supercooled liquid can
enlighten some interesting aspects of the onset of glass transition. The entropy and the heat
capacity (Fig. 1-21c) of a liquid are higher than that of a crystalline phase. The difference
between the entropy of liquid and crystal Δ𝑆 = 𝑆𝑙𝑖𝑞−𝑆𝑐𝑟𝑦𝑠𝑡𝑎𝑙 decreases during supercooling
and the extrapolation of the experimental data predicts that at a certain temperature the
liquids would eventually have the same entropy of the crystal (Figure 1-26).
This behavior was first pointed out by Kauzmann in 1948 [79] and it is known as Kauz-
mann paradox : if the glass transition does not intervene, the liquid entropy would be equal
to the crystal one at 𝑇𝐾 > 0 (the Kauzmann temperature). Moreover if the entropy of the
liquid would continue to decrease much below 𝑇𝐾 with the same slope, it becomes negative
well above 𝑇 = 0 violating the third law of thermodynamics. The glass transition must
intervene at a temperature above 𝑇𝐾 in order to guarantee that entropy of the glass remains
positive [79].
1.7.1.1 Dependence of the glass transition temperature on the molecular weight
and the composition of polymers
When a polymer melt is cooled at a sufficient fast rate it does not crystallize, but instead
it forms a glass. The capacity of crystallizing depends on the regularity of the structure
and the architecture of the chain. In contrast to crystallization, glass transition does not
originates significant changes in molecular conformation with respect to the melt state. The
glassy state is amorphous and molecules still have a Gaussian conformation although their
mobility is very reduced compared to the melt. The value of the glass transition temperature
depends on the molecular weight of the polymer. The first studies about the increasing of
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Figure 1-26: Temperature dependence of the configurational entropy 𝑆𝑐 in crystals, liquids
and glassy state.
𝑇𝑔 with𝑀 date back to 1930 with the experimental works of Ueberreiter [80] and the general
relationship due to Fox and Flory [81,82] developed in the framework of the free volume theory
(Paragraph 1.7.2.1):
𝑇𝑔 = 𝑇𝑔∞ − 𝐾
(𝛼𝑅 − 𝛼𝐺)𝑀𝑛 (1.12)
where𝐾 is a constant depending on the polymer and 𝛼𝑅 and 𝛼𝐺 represent the volume expan-
sion coefficients in the rubbery and glassy state (Paragraph 1.7.2.1). 𝑇𝑔∞ is the asymptotic
value of the glass transition temperature at infinite molecular weight and it is reached usually
for 𝑀𝑛 of the order of 105. In a recent work the mass dependence of the thermal expansion
coefficient has also been considered [83].
Glass transition temperature strongly depends also on chemical structure of the chain.
The effect of bulky substituent in the backbone (like benzene rings) results in higher energy
barriers to rotation and the 𝑇𝑔 of stiff chains is thus higher than flexible ones. For example
the presence of an ether oxygen in the backbone makes the chain very flexible: poly(dimethyl
siloxane) in fact has a much lower 𝑇𝑔 than polyethylene. It is interesting to note the effect of
increasing length of side chains on 𝑇𝑔 (Figure 1-27). The presence of longer spacers decouples
the motions of the main chain from the steric hindrance of the terminal groups lowering the
values of the glass transition temperature.
The glass transition temperature of random copolymers and blends forming a single
phase depends on their composition and it is well described by the relationships developed
by Fox [85]:
1
𝑇𝑔
=
𝑤1
𝑇𝑔1
+
𝑤2
𝑇𝑔2
(1.13)
where 𝑇𝑔1 and 𝑇𝑔2 are the 𝑇𝑔 of the pure components and 𝑤1 and 𝑤2 their respective weight
fractions. The Equation (1.13) is not applicable to block or graft copolymers where each
type of components segregates and has a specific 𝑇𝑔.
Moreover substances added to polymeric matrices in order to decrease 𝑇𝑔 at ambient tem-
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Figure 1-27: Glass transition temperature decreases increasing the length of side chains.
Some glass transition temperatures of different poly(n-alkyl methacrylates are reported
(from ref. [84]).
perature for mechanical reason are known as plasticizers and usually they are low molecular
weight organic compounds, weakly polar, with a 𝑇𝑔 ranging from −50 to −150∘𝐶 and a high
boiling point to prevent evaporation.
1.7.1.2 The mechanical behavior of polymers
The glass transition region separates the glassy state of polymers at lower temperature
from the viscous liquid-like behavior on raising temperature. If we consider a stress-strain
experiment, mechanical properties have dramatic, even if continuous, changes between the
glassy and the viscous states. In order to describe this peculiar temperature dependence
of polymer properties, five different region are usually defined [86–89] as shown in Figure 1-
28. The region 1 is defined the glassy region where polymers are usually brittle and
the constant value of the Young modulus 𝐸 is about 3 · 109𝑃𝑎 for a very large number
of polymeric matrices. Some example of glassy state at room temperature are polystyrene
(plastic) drinking cup and poly(methyl methacrylate) (Plexiglasr). The molecular motions
below 𝑇𝑔 are restricted to vibrations and short-range rotational motions.
On raising temperature, in a short range of 20− 30∘𝐶 (region 2 in the Figure 1-28), the
values of the modulus decrease of a factor about 103: it is the glass transition region
where the behavior of polymers is described as leathery. Mechanical measurements provide
another definition of 𝑇𝑔 as the temperature taken at the maximum rate of turndown of the
modulus where 𝐸 ∼= 109𝑃𝑎. In the glass transition region long-range coordinated molecular
motions start to appear, whereas typically only 1-4 chain atoms are involved in motions in
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Figure 1-28: The temperature dependence of the Young modulus 𝐸 for a linear amorphous
polymer is reported. The dashed and the dotted line represent the effects of crystallinity
and cross-linking (from ref. [4]).
the glassy state, in the glass transition region this number increases to 10-50 [90–94].
In the third region, the rubbery plateau region , the modulus remains almost constant
at about 2 · 106𝑃𝑎 and polymers exhibit long-range rubber elasticity, the elastomer can be
stretched many times their original length, and can bounce back into their original shape
without permanent deformation. For linear polymers, the width of the plateau depends on
their molecular weight: the higher the molecular weight, the longer is the plateau. On the
other hand, if the polymer is cross-linked (dotted line in Figure 1-28) the rubber elasticity is
improved, an example is the ordinary rubbery band at room temperature. If the polymer is
semicrystalline, dashed line in Figure 1-28, the height of the rubbery plateau is determined
by the degree of crystallinity and extends until the melting point of the polymer. The
melting temperature 𝑇𝑓 is higher than 𝑇𝑔 with 𝑇𝑔 being from one-half to two-thirds of 𝑇𝑓 .
In the rubbery flow region , region 4, time-scales of experiment are very important for
the mechanical response of linear amorphous polymers. On short time-scale the material
behaves as rubbery whereas for longer times coordinated motions of assemblies of chains
permit polymer to flow. Again Silly Puttyr is an example of a material in the rubbery flow
region, it can be bounced like a ball (short time-scale experiment) or flow like a liquid if
remains at rest (long time-scale experiment). For cross linked polymers the region 4 does
not occur but rubbery plateau remains up to the decomposition temperature of the polymer.
Raising the temperature, the last region encountered is the liquid flow region where the
linear polymeric material flows as a viscous liquid.
1.7.2 Theoretical models for the glass transition
Even if a complete theory for the glass transition is still lacking, many attempts have been
made to understand the phenomenon.
The divergence temperature 𝑇0 in the VTF equation may underline a true singularity
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associated with a phase transition but the observation of Kauzmann [79] that the excess
entropy Δ𝑆 = 𝑆𝑙𝑖𝑞𝑢𝑖𝑑−𝑆𝑐𝑟𝑦𝑠𝑡𝑎𝑙 of many supercooled liquids may vanish, by extrapolation, at
a finite temperature suggests the possibility that glass transition may be thermodynamic in
nature, moreover, in many cases, the Kauzmann temperature 𝑇𝐾 is found to be very close
to VTF 𝑇0 [95].
A number of different approaches has been presented in order to explain the glass tran-
sition phenomenon, based on volume and free volume, based on entropy (Adams-Gibbs) [96],
or on kinetic picture of the glassy dynamics [97,98].
In the following section a brief discussion of the free volume approach and the Mode
coupling theory will be provided since they will be used as a useful interpretative frameworks
in next chapters.
1.7.2.1 Free volume theory
The basic idea of the free volume theory is that "molecular transport occurs by the movement
of molecules into voids, with a size greater than some critical value, formed by the redistrib-
tion of the free volume" (from Cohen and Turnbull [73]). In this framework the slowness
of molecular transport in high viscosity liquid is attributed not to the existence of energy
barriers but to the scarcity of free volume at disposal.
The average free volume 𝑣𝑓 per molecule is defined as the total average molecular volume
𝑣 = 𝑉/𝑁 minus a volume 𝑣0 occupied by the molecule itself:
𝑣𝑓 (𝑇 ) = 𝑣(𝑇 )− 𝑣0 (1.14)
if we consider the thermal expansion coefficient 𝛼𝑝 as a constant we obtain:
𝑣𝑓 (𝑇 ) = 𝑣𝛼𝑝(𝑇 − 𝑇0) (1.15)
with 𝑇0 the temperature with no free volume in the system. In the Equation 1.15, 𝑣0 and 𝑇0
are considered as empirical fit parameters. In very viscous liquids any correlation between
molecules should be very week and this should guarantee the statistical independence of
the distribution of 𝑣𝑓 among the molecules. The resulting probability density 𝑝(𝑣𝑓 ) for a
particular molecule is of exponential form:
𝑝(𝑣𝑓 ) = (1/𝑣𝑓 ) exp(−𝑣𝑓/𝑣𝑓 ) (1.16)
In this context the rate of molecular transport is defined by the probability of finding a free
volume with at least a value equal to the critical one, 𝑣𝑐, corresponding to minimum void
for the motion. Hence:
𝜂 ∼ exp(−𝑣𝑐/𝑣𝑓 ) (1.17)
If we put the value of 𝑣𝑓 from Eq. 1.15 the Doolittle equation is obtained [99]. As it will be
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shown in Paragraph 3.5, assuming 𝛼𝑝 constant, the Doolittle formula is equivalent to the
Vogel-Tamman-Fulcher equation [69–71].
It is interesting to note that the free volume theory has been extended by Grest and
Cohen by using ideas from percolation theory [100].
In the particular case of polymeric materials, the segments of a polymer chain are rep-
resented as rigid bodies and the free volume as holes between the chains. The values of free
volume at 𝑇𝑔 reaches a constant value (iso-free-volume state), too small to allow large-scale
conformational rearrangements of the chain segments to occur on the time-scale of the ex-
periment. On the other hand the increasing in free volume value on heating allows such
motions to occur. In terms of the fractional free volume 𝑓 = 𝑉𝑓/𝑉 = 𝑣𝑓/𝑣:
𝑓 = 𝑓𝑔 + 𝛼𝑝 𝑇 > 𝑇𝑔 (1.18)
𝑓 = 𝑓𝑔 𝑇 < 𝑇𝑔 (1.19)
with 𝑓𝑔 the free volume at the glass transition and in terms of WLF parameters (pag. 74)
𝐶1 and 𝐶2:
𝐶1 =
𝐵
2.303𝑓𝑔
𝐶2 =
𝑓𝑔
𝛼𝑝
(1.20)
if 𝐵 is taken as unity (experimentally it is found close to unity) the knowledge of 𝐶1 and 𝐶2
leads to the parameters 𝑓𝑔 and 𝛼𝑝. The constants 𝐶1 and 𝐶2 in the first formulation of the
theory were taken as universal and equal respectively to 17.44 and 51.6 for all amorphous
polymers.
1.7.2.2 Mode coupling theory
Mode coupling theory (MCT) considers the phenomenon of vitrification as a transition from
ergodic to non ergodic behavior in the relaxation dynamics of density fluctuation when entire
regions of the phase space become inaccessible to the system upon cooling [101,102]. In this
approach the structural arrest is not accompanied by any singularities in thermodynamic
variables.
The key parameters in the MCT are the density correlators:
𝜑𝑞(𝑡) =
⟨︀
𝜌*𝑞(𝑡)𝜌𝑞
⟩︀
𝑆𝑞
(1.21)
where 𝑆𝑞 =
⟨︀|𝜌𝑞|2⟩︀ is the static structure factor. It deals with density fluctuations 𝜌𝑞 for
wavevector 𝑞 or, in other words, with the collective motion of the particle positions.The
MCT meets the exigence of extent ordinary theories of the liquid state, with non-linear
correlations among the different hydrodynamic modes.
Non-linear couplings among the several modes, allow to describe the so-called cage effect,
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that is the reciprocal engagement which undergo the liquid molecules.
In its simplest version, MCT predicts a structural arrest with a power law divergence of
the viscosity at an ideal transition temperature 𝑇𝑐 (the transition from ergodic to non-ergodic
behavior), so also the 𝛼 relaxation time diverges with a power law:
𝜏𝛼 ∼= (𝑇𝑐 − 𝑇 )−𝛾 (1.22)
The critical temperature 𝑇𝑐 is usually found to be ∼= 1.2𝑇𝑔.
Mode coupling theory provides very detailed predictions, also experimentally verified, in
particular regarding 𝛼- and 𝛽-relaxation near 𝑇𝑔.
MCT has been successfully tested against molecular dynamics simulations for many
different systems including binary Lennard-Jones spheres [103,104], binary hard spheres [105]
and liquid silica [106]. Recent extension of MCT the inhomogeneous mode coupling theory
(IMCT) [107,108] incorporates also a description of spatially heterogeneous dynamics predict-
ing a growing length scale of spatially correlated dynamics [108–112].
A more complete review of MCT can be found in reference in S.P.Das [98] and in Reichman
and Charbonneau [113].
1.7.3 Relaxation phenomena in the glassy state
While 𝜂 ranging in 10−3 · · · 10−2 Pa·s is a typical value of the viscosity in a simple liquid,
the value of 𝜂 may exceed 109 Pa·s in a supercooled phase. The viscosity, like other trans-
port properties, is a manifestation of the movements of the molecules in the system and
the variation of 𝜂 is simply proportional to the time-scale of the relevant relaxation pro-
cesses. The strongly temperature dependence slow processes in glassy state are referred as
structural relaxation processes and are the bridge between the microscopic phenomena
and the experiment time-scales. Glasses seem solid only because the time-scale 𝜏 for typical
flow phenomena are so large to appear infinite on the normal experiment time-scale. The
structural relaxation processes are the evidence of flow phenomena in glassy systems.
In this section only a brief introduction to relaxation phenomena will be provided. Rel-
evant issues on the topic are discussed in many books by Ferry [114], Wong and Angell [115],
Brawer [59] and Donth [116] to mention only some sources.
1.7.3.1 Slow and fast relaxation processes
Relaxation phenomena in supercooled liquids can be described in terms of two different
processes: slow cooperative motions (related to the exploration of deep minima in the po-
tential energy landscape configurations) and fast non collective motions (associated to the
exploration of local minima near a deeper configurational minimum) [117]. Slow cooperative
processes are called 𝛼-relaxations and the faster ones 𝛽-relaxations [118,119,117] (Figure 1-29a).
Temperature dependence of 𝛽-relaxation shows an Arrhenius behavior, on the contrary 𝛼
38
(a) The imaginary part of dielectric con-
stant for two glass formers near 𝑇𝑔. Two
response peaks are associated with the 𝛼
and 𝛽 relaxations (from ref. [120]).
(b) Decouplig of fast and slow relaxations
near the glass transition temperature (from
ref. [120]).
Figure 1-29: Fast and slow relaxation processes in glass forming liquids.
curve becomes progressively non-Arrhenius near 𝑇𝑔 and can be fitted with a VTF law (Fig-
ure 1-29b).
A key feature of 𝛼-relaxations is their marked non-exponentiality already discovered in
1854 by Kohlraush [121]. Time dependence of the response (or relaxation) function is found
slower than a simple single exponent Debye function, with 𝛽 < 1
Φ(𝑡) = exp
(︁
−(𝑡/𝜏𝐾)𝛽
)︁
(1.23)
This relation, the so called Kohlraush-William-Watt (KWW) function results able to de-
scribe many phenomena in polymers from macroscopic quantities (as the dynamic shear
compliance [122], dynamic light scattering [123] or microscopic correlation functions of neu-
tron scattering [124]...) even if a precise and definitive theoretical derivation is still lacking.
As already stated, the temperature dependence of 𝛼-relaxations in polymers is well
described by a Vogel-Tamman-Fulcher expression even if, often, for high as well as low
temperature, 𝜏(𝑇 ) shows a clear deviation from that expression [125–127]. It is interesting to
note that, in the framework of the coupling mode (CM) theory of Ngai [128–130], the relaxation
in glass formers is viewed as a two step process consisting in a single exponent decay followed
by a Kohlaraush law:
Φ(𝑡) =
⎧⎨⎩exp(−𝑡/𝜏𝐷), for 𝑡 < 𝑡𝑐.exp(︀−(𝑡/𝜏𝐾)𝛽)︀, for 𝑡 > 𝑡𝑐. (1.24)
where Φ(𝑡) is any normalized relaxation function, 𝜏𝐷 is the elementary relaxation time of a
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microscopic unit (e.g. monomer in polymers) and 𝑡𝑐 is the crossover time, independent from
temperature. The continuity of the relaxation time function at 𝑡𝑐 imposes 𝜏𝐾 = (𝑡
𝛽−1
𝑐 𝜏𝐷)
1/𝛽
with a strong dependence on temperature: the smaller 𝛽 the larger the temperature de-
pendence of 𝜏𝐾(𝑇 ). Even if CM offers a qualitatively approach to the strong temperature
dependence of 𝜏𝐾 , it does not match with the dependence of fragility index 𝑚 to the KWW
exponent 𝛽.
As it will be showed in the particular case of the viscosity (Paragraph 3), 𝛼-relaxations
have the same functional dependence on time at different temperatures. This implies that
the relaxation function Φ𝛼 can be represented as a single master curve rescaled to a different
temperature:
Φ(𝑡, 𝑇 ) = Φ𝛼(𝑡/𝜏𝛼(𝑇 )) (1.25)
and this enforces the fact that 𝛽 does not depend on temperature. Rheological properties
offer an example of a wide application of this principle (the Time-Temperature-Superposition
(TTS) principle, Paragraph 3.5) [131] that allows to extend frequency range of analysis of the
used experimental apparatus.
Finally the 𝛼-relaxations time-scale, 𝜏𝛼(𝑇 ), is usually universal for all relaxation pro-
cesses, macroscopic (viscosity, dielectric...) and microscopic (neutron scattering...); in other
words, the same temperature function holds for polymers segmental motion and for the bulk
properties.
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Chapter 2
Electron Spin Resonance
In 1925 Uhlenbeck and Goudsmit [1,2], a fellow of Paul Ehrenfest, correctly explained Zeeman
effect observed three years before by Gerlach and Stern on a beam of silver atoms splitting
in two lines when subjected to a magnetic field [3–5]. They postulated a spin, a quantized
angular momentum as an intrinsic property of the electron. We can consider their researches
as the cornerstone of the development of Electron Spin Resonance (ESR), or Electron Para-
magnetic Resonance (EPR) as the technique is based on the transition of electron between
quantized molecular levels. After the development of microwave equipments during the
World War II, the first EPR spectrum was observed by the Russian physicist Zavoisky in
1944 [6,7]. It is interesting to remember that already in 1943 also the first Nuclear Magnetic
Resonance spectrum was recordered. In 1958 Blume reported the first pulse EPR exper-
iment [8] but due to the very expensive instrumentation, the limitation of electronics and
microwave power, only in 1980 the first commercial pulse EPR was put on the market [9]
followed by the first high field spectrometer.
Electron Spin Resonance (ESR) is a very powerful spectroscopic technique able to detect
the transitions between the energy levels of an electron spin induced by electromagnetic
radiation in static magnetic field [10–12]. In the early times of microwave spectroscopy the
term Electron Paramagnetic Resonance (EPR) was widely used signifying the paramagnetic
nature of the electronic spins in studied materials. Later, when EPR became a more widely
used technique, the term ESR was used being more appropriate for free radicals, as well as
conduction electrons where the "spin" is due solely to the electronic spin of the unpaired
electrons. ESR method is not limited to study substances containing one or more unpaired
electron spins (organic and inorganic radicals, paramagnetic species, triplet states...) but is
also used in diamagnetic materials doped with stable radicals, spin probes, or attachment
of radicals, spin labels [13–18] (Section 5.2). In ESR spectroscopy, spectral details (resonance
frequencies peaks, lineshape, splitting and lineshape) are very sensitive to the electronic
distribution, molecular orientation, the local environment and molecular motions. Local
motion and relaxation material properties are inferred from ESR spectra by observing the
effect of the thermal bath (lattice) on the spectral details.
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As regard the use of ESR for the investigation of polymeric matrices [19] the first uses
range from monitoring chain growth and depolymerization reactions [20,21], the analysis of
radical produced by high energy irradiation processes or mechanical stress and fractures to
the degradation of polymeric matrices by ozone, UV or chemicals [22,23]. On the other hand,
the rapid development of ESR experimental techniques and in the simulation of ESR spectra
have made possible to extract more quantitative information on local dynamics of polymeric
structures, transport and relaxation processes modulated by motional mechanisms. ESR
spectroscopy has proved to be very sensitive to the local segments dynamics in polymers at
nano time/length scales [24] and suitable in studying rotational relaxation by using different
nitroxide probes dissolved in polymeric matrices or glass forming liquids [25,26]. It also has
been shown that the probe can selectively tracks dynamics, with different coupling degree,
𝛼, 𝛽 and 𝛾 processes in polymers at different time scales [25,27,28], in particular cholestane
probe has proven to be suitable and very selective in obtain dynamic information both in
isotropic and anisotropic polymeric matrices [28].
After a brief description of the fundamentals of the ESR spin Hamiltonian, in the present
Chapter, different motion regimes of the spin probe dynamics will be discussed. The line-
shape theory is reported in Appendix A. The interested reader is also referred to a number
of books [29–37,11,38,39].
2.1 The interactions in a spin system
The total electron spin Hamiltonian ℋ𝑇 , in resonance condition and in contact with a
thermal bath (B), can be expresses as:
ℋ𝑇 = ℋ𝐴 +ℋ𝐵 +ℋ𝐴𝐵 +ℋ𝑅 + 𝒱
= ℋ+ℋ𝑅 + 𝒱
(2.1)
with ℋ𝐴 and ℋ𝐵 the hamiltonians of the only spin system and of the thermal bath (lattice)
respectively, ℋ𝐴𝐵 the spin-lattice interaction term, ℋ𝑅 the Hamiltonian considering the
radiation field and finally the interaction between the radiation and the spins given by 𝒱.
The Hamiltonian ℋ = ℋ𝐴 + ℋ𝐵 + ℋ𝐴𝐵 acts only on the variables space of spin and
lattice. It defines the free evolution of the system from which is possible to determine
its response to a small-amplitude external perturbation according to the linear response
theory [40,41] and the generalized linear response [41–43] theory. The terms ℋ𝐵, instead, does
not depend on spin and contains only intramolecular and intermolecular variables. In low
irradiation condition, the lattice is considered as an ideal thermal bath with an infinite heat
capacity and therefore it is not influenced by the spin system. The low coupling between
the spin and the lattice (ℋ𝐴𝐵 term) guarantees this latter property.
In an ESR experiment, according to Abragam [44], the spin Hamiltonian ℋ𝑆 relevant for
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the dynamics includes only the the spin and the spin-lattice interaction terms:
ℋ𝑆 = ℋ𝐴 +ℋ𝐴𝐵 (2.2)
where all the electron spatial variables are averaged up to the second order [38,10,11]. The
term ℋ𝐴 depends only on molecular constants and spin variables and it is invariant under
molecular motion. On the other hand, ℋ𝐴𝐵, depending on both spin operators and lattice
variables, relaxes the correlation in the spins system on long times and defines the shape of
ESR spectra.
It is possible to identify two different relaxation mechanisms. The former produces a
phase relaxation characterized by the macroscopic time 𝑇2 , referred to as transverse relax-
ation time, while the latter involves an energy exchange, characterized by the longitudinal
relaxation time 𝑇1 , between freedom degrees of the lattice and the spin system, and guar-
antees the thermodynamic equilibrium to the spin system at the thermal bath temperature.
In ESR it is usual to classify relaxation processes by their effects on electron and nuclear
spins: a process that involves an electron spin flip with a net energy transfer between spins
and lattice (giving a contribution to 𝑇1) is called a nonsecular process; a process that involves
no spin flips but only a loss of coherence is called secular. All the processes that consider
nuclear spin flips but not electrons are termed pseudosecular due to their small transferred
energy.
Relaxation mechanisms are driven by the modulation of the local magnetic fields through
the lattice variables in ℋ𝐴𝐵 fluctuating at microscopic timescales. The power spectrum of
the fluctuating local magnetic fields determines the lineshape of the ESR absorption spectra
from which it is possible to infer information about the molecular dynamics.
In order to gain information from an ESR experiment it is necessary to identify the
sources of the local magnetic fields and the molecular motions that modulate them. As the
paramagnetic sites concentration is as low as possible, the relaxation mechanisms are ruled
by the reorientational processes.
In the following sections, a brief description of the hamiltonians of ℋ𝒮 relevant in the
study of the dynamics of nitroxide spin probes in solution [12] will be presented. More details
can be found in the literature, especially in the classics books of Abragam [10], Muus and
Atkins [12] or Pake [45] and references therein.
2.1.1 Electron Zeeman interaction
Considerig a spin of a free electron in a magnetic field the energy Hamiltonian ℋ𝑠𝑝𝑖𝑛 is given
by the the Zeeman Hamiltonian ℋ𝒵 :
ℋ𝒵 = ℋ𝑠𝑝𝑖𝑛 = 𝑔𝑒𝛽𝑒𝑆 ·𝐵0 (2.3)
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where 𝑆 is the spin angular momentum, 𝐵0 the magnetic field vector, in Tesla (1𝑇 = 104𝐺),
𝛽𝑒 the Bohr magneton equal to 9.274 ·10−24 J 𝑇−1, and 𝑔𝑒 the g-factor (dimensionless) equal
to 2.0023 for a free electron. With a magnetic field along the 𝑧 direction, the Equation (2.3)
reduces to:
ℋ𝑍 = 𝑔𝑒𝛽𝑒𝑆𝑧𝐵0 (2.4)
and for a system with only an unpaired electron 𝑆 = 12 , the energy difference between the
two levels 𝛼 and 𝛽, with spin angular momenta respectively +12 and −12 (in units of ℎ/2𝜋),
is therefore Δ𝐸 = ℎ𝜈 = 𝑔𝑒𝛽𝑒𝐵0.
When considering an electron in a molecule, the anisotropies of the molecular site where
the spin is located and the presence of the spin-orbit coupling are accounted for by a tensor
g. The Zeeman Hamiltonian therefore becomes:
ℋ𝑍 = 𝛽𝑒SgB0 (2.5)
2.1.2 Hyperfine interaction
This term accounts for the interaction between the spin af an electron and the spin of the
nucleus to which the electron belongs. The electron-nuclear hyperfine interaction may be
written as:
ℋ𝐼 = IaS (2.6)
where the hyperfine tensor a is represented by a real 3 × 3 matrix that can be always
diagonalized. Its components consist of an isotropic part, 𝑎0I, (describing the contact or
Fermi interaction) that accounts for the non-zero probability of finding the electron inside
the nucleus, and a purely anisotropic part, a′, whose orientational average is zero:
𝑎𝑖𝑗 = 𝑎0𝛿𝑖𝑗 =
8𝜋
3
𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁 | 𝜓(0) |2 𝛿𝑖𝑗 (2.7)
𝑎′𝑖𝑗 = −𝑔𝑒𝛽𝑒𝑔𝑁𝛽𝑁 < (𝑟2𝛿𝑖𝑗 − 3𝑥𝑖𝑥𝑗)𝑟−5 > (2.8)
𝑟 is the distance electron-nucleus, 𝑥𝑖 the projections on the axis 𝑖, 𝑔𝑒 and 𝑔𝑁 the electronic
and nuclear Landé factor [12] and finally |𝜓(0)| the value of the electronic wave function
calculated on the nucleus. The complete hyperfine tensor is determined from the single
crystal spectra or from the analysis of ESR spectra in disordered (powder) samples (Section
A.0.10).
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2.1.3 Superhyperfine interaction
The interaction between the electron spin and the nearest nuclei leads to the superhyperfine
contribution ℋ𝒮ℐ that can be expressed as:∑︁
𝑖
IiaiS (2.9)
The tensor ai, of the i-th nucleus, has the same characteristics of the tensor a in the hyperfine
term. Usually, the presence of secondary unresolved resonances in the ESR line shape is
ascribed to this contribution. The calculation of the theoretical ESR spectrum is obtained
by adding a phenomenological inhomogeneous broadening to the ESR line shape.
2.1.4 Spin-orbit interaction
The spin-orbit term, ℋ𝒮𝒥 , accounts for the interaction between the electronic spin of the
unpaired electron and the orbital angular moment J of the molecule:
ℋ𝒮𝒥 = SCJ (2.10)
C is usually referred to as Spin-orbit tensor. Thi term ℋ𝒮𝒥 leads a contribution inversely
proportional to the solvent viscosity and, in polymeric systems, it could become more sig-
nificant in the very high temperature region [46,47].
2.1.5 Intermolecular interactions
Until now, we have presented intramolecular contributions only, with dependence on the
orientational degrees of freedom. The intermolecular interactions can be neglected until the
concentration of the spin probes in the host matrix is low enough, in fact, the contribution
of such interactions become relevant only at high concentration or at low viscosity when
the probability of contact between probes increases. The contribution of such interactions
becomes relevant at high concentrations of the paramagnetic centers (or when the viscosity
of the solvent decreases), since the probability of contact between probe molecules increases,
resulting in a valuable exchange or emphdipole-dipole contributions.
The exchange and dipole-dipole terms result in:
ℋ𝑒𝑥𝑐ℎ =
∑︁
𝑖 ̸=𝑗
SiΘ𝑖𝑗Sj (2.11)
ℋ𝑑𝑖𝑝 =
∑︁
𝑖 ̸=𝑗
SiDijSj (2.12)
with different paramagnetic molecules indicated by the indexes 𝑖 and 𝑗. Dij is a null trace
tensor and depends on the distance and between centres 𝑖 and 𝑗 and their orientation, Θ𝑖𝑗 ,
the exchange tensor, is important only over short distance between paramagnetic species.
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Because in this work only reorientational relaxation will be investigated by ESR tech-
nique in dilute solutions of spin probe in high viscous media, only the intramolecular con-
tribution will be considered.
2.2 The spin Hamiltonian in ESR
For spin probes diluted in a highly viscous matrix, the spin Hamiltonian, ℋ𝒮 , relevant in an
ESR experiment, is given by the sum of the only Zeeman and the hyperfine contributions:
ℋ𝒮 = 𝛽𝑒SgB0 + IaS (2.13)
The tensors g and a are diagonalizable in a molecular reference frames, not necessary coinci-
dent with each other, and are responsible for the dependence from the lattice reorientational
degrees of freedom. In high field approximation, as for ESR spectroscopy studies in the X-
band carried out in this thesis, the nuclear and elecronic spins are quantized in the laboratory
reference frame with the 𝑧 axis defined by the static magnetic field B0 [10].
Conversion from the molecular (𝑀) to the reference laboratory frame (𝐿) is achieved by
means of rotation matrices depending on the triad of Euler angles Ω𝑀→𝐿 = {𝛼(𝑡), 𝛽(𝑡), 𝛾(𝑡)}
whose stochastic fluctuations drive the relaxation of the spin system [48].
The eigenvalues of the Equation (2.13) define the energy levels of the spin systems. It
is always possible to separare the Hamiltonian in an isotropic component (ℋ𝐴 in Eq.(2.2)),
not affected by the random molecular motions, and an anisotropic one (ℋ𝐴𝐵) depending
instead on molecular motions via the Euler angles.
In fact, if we consider the traces of the tensors g and a, the following definitions may be
set:
𝑔 =
1
3
𝑡𝑟(g) 𝑎 =
1
3
𝑡𝑟(a) (2.14)
G = g − 𝑔I A = a− 𝑎I (2.15)
and:
ℋ𝒮 = 𝑔𝛽𝑒S ·B0 + 𝑎I · S⏟  ⏞  
ℋ𝒜=𝐻𝑖𝑠
+SGB0 + IAS⏟  ⏞  
ℋ𝒜ℬ=𝐻𝑎𝑛𝑖𝑠
(2.16)
It is convenient to rewrite the spin Hamiltonian ℋ𝒮 in terms of rank 𝑙 ∈ [0, 2] spherical
tensors basis [48] rather than in Cartesian terms. In this notation, the spin Hamiltonian
assumes the form:
ℋ𝒮 =
∑︁
𝑙,𝑚
(−1)𝑚𝐹𝜇,𝐿(𝑙,−𝑚)𝑇𝜇,𝐿(𝑙,𝑚) (2.17)
with 0 ≤ 𝑙 ≤ 2 and −𝑙 ≤ 𝑚 ≤ 𝑙. The index 𝜇 conventionally represents the type of
interaction, Zeeman or Hyperfine. 𝐹𝜇,𝐿(𝑙,−𝑚) are the spherical components of the irreducible
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(𝐿,𝑚) 𝐹(𝑙,𝑚) 𝑇(𝑙,𝑚)
(0, 0) −(𝐹𝑥𝑥 + 𝐹𝑦𝑦 + 𝐹𝑧𝑧)/
√
3 −[𝑈𝑧𝑉𝑧 + 12(𝑈+𝑉− + 𝑈−𝑉+)]/
√
3
(1, 1) −[𝐹𝑥𝑧 − 𝐹𝑧𝑥 + 𝑖(𝐹𝑦𝑧 − 𝐹𝑧𝑦)]/2 −(𝑈+𝑉𝑧 − 𝑈𝑧𝑉+)/2
(1, 0) −𝑖(𝐹𝑦𝑥 − 𝐹𝑥𝑦)/
√
2 −(𝑈+𝑉− − 𝑈−𝑉+)/
√
8
(1,−1) −[𝐹𝑥𝑧 − 𝐹𝑧𝑥 − 𝑖(𝐹𝑦𝑧 − 𝐹𝑧𝑦)]/2 −(𝑈−𝑉𝑧 − 𝑈𝑧𝑉−)/2
(2, 2) [𝐹𝑥𝑥 − 𝐹𝑦𝑦 + 𝑖(𝐹𝑥𝑦 + 𝐹𝑦𝑥)]/2 𝑈+𝑉+/2
(2, 1) −[𝐹𝑥𝑧 + 𝐹𝑧𝑥 + 𝑖(𝐹𝑦𝑧 + 𝐹𝑧𝑦)]/2 −(𝑈+𝑉𝑧 + 𝑈𝑧𝑉+)/2
(2, 0) 2𝐹𝑧𝑧 − (𝐹𝑥𝑥 + 𝐹𝑦𝑦)/
√
6 −[2𝑈𝑧𝑉𝑧 − 12(𝑈+𝑉− + 𝑈−𝑉+)]/
√
6
(2,−1) −[𝐹𝑥𝑧 + 𝐹𝑧𝑥 − 𝑖(𝐹𝑦𝑧 + 𝐹𝑧𝑦)]/2 (𝑈−𝑉𝑧 − 𝑈𝑧𝑉−)/2
(2,−2) [𝐹𝑥𝑥 − 𝐹𝑦𝑦 − 𝑖(𝐹𝑥𝑦 + 𝐹𝑦𝑥)]/2 𝑈−𝑉−/2
Table 2.1: Irreducible spherical compoenents of the tensors F and T. T is the direct product
of the two vectors U and V with U± = Ux ± iUy and V± = Vx ± iVy. For the Zeeman
interaction U and V corresponds to the spin S and the field B0, while for the hyperfine
interaction, U corresponds to S and V to I (from ref. [49]).
Cartesian tensor for the interaction 𝜇 while 𝑇𝜇,𝐿(𝑙,𝑚) are the irreducible spherical components
of the spin operators in the laboratory reference frame 𝐿.
Spin operators are more easily expressed in the laboratory frame, because the spin system
is quantized along the direction of B0, which coincides with the 𝑧 axis, while the magnetic
interaction tensors are naturally defined in the molecular reference frame. Therefore, by
recurring to the Wigner rotation matrices [48], the tensor 𝐹𝜇,𝐿(𝑙,−𝑚) is expressed in terms of its
components in the molecular frame, in accordance with:
𝐹𝐿𝑙,𝑛 =
∑︁
𝑛′
𝐷𝑙(𝑛,𝑛′)(𝛼, 𝛽, 𝛾)𝐹
𝑀
𝑙,𝑛′ (2.18)
where in 𝐷𝑙(𝑛,𝑛′) the indexes 𝑛 and 𝑛
′ only assume the values −𝑙, . . . , 𝑙. Finally the Hamil-
tonian ℋ𝒮 is therefore expressed as:
ℋ𝒮 =
∑︁
𝜇,𝑙
∑︁
𝑚,𝑚′
(−1)𝑚𝐹𝜇,𝑀(𝑙,−𝑚′)𝐷𝑙𝑚,𝑚′(𝛼, 𝛽, 𝛾)𝑇𝜇,𝐿(𝑙,𝑚) (2.19)
In the Table 2.1 the values of the spherical components of tensors F and T as a function
of their Cartesian components are reported. In the molecular reference frame, the rank-1
components of the tensor 𝐹𝜇,𝑀(1,𝑝) are zero, hence the index 𝑙 in the Equation (2.19) can only
assume the values 0 and 2. The rank-0 terms of the Zeeman and Hyperfine interactions are
the rotation-invariant parts of the spin Hamiltonian contained in 𝐻𝑖𝑠. The terms of rank-2
include the random time dependence of the Euler angles considered in 𝐻𝑎𝑛𝑖𝑠:
𝐻𝑖𝑠 = ℋ𝒜 = 𝐹 𝑔(0,0)𝑇 𝑔(0,0) + 𝐹 𝑎(0,0)𝑇 𝑎(0,0) (2.20)
𝐻𝑎𝑛𝑖𝑠 = ℋ𝒜ℬ(𝛼, 𝛽, 𝛾) =
∑︁
𝜇,𝑚,𝑚′
(−1)𝑚′𝐹𝜇,𝑀(2,−𝑚′)𝐷𝑚,𝑚
′
2 (𝛼, 𝛽, 𝛾)𝑇
𝜇,𝐿
(2,𝑚) (2.21)
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Figure 2-1: Energy levels and magnetic dipole transitions for an electron spin (𝑠 = 12) and
the nitroxide nucleus (𝐼 = 1) in a static magnetic field 𝐵0 (from ref. [46]).
The value of the magnetic field used in X-band ESR spectroscopy, allows to treat the Hy-
perfine interaction in a first-order perturbative approach, neglecting second-order effects [10]
and the Hamiltonian ℋ𝒮 is reduced to:
ℋ𝒮 = 𝑔𝛽𝑒𝐵0𝑆𝑍 + 𝑎𝑆𝑍𝐼𝑍 (2.22)
whose eingenstates characterized by the quantum numbers |𝑚𝑠,𝑚𝐼⟩. The corresponding
energy levels are:
𝐸(𝑚𝑆 ,𝑚𝐼) = 𝑔𝛽𝑒𝐵0𝑚𝑆~+ 𝑎𝑚𝑆𝑚𝐼~2 (2.23)
Magnetic dipole transitions obey the following selectio rules:
Δ𝑚𝑆 = ±1, Δ𝑚𝐼 = 0 (2.24)
The energy levels for the nitroxide probe used in this work (with one unpaired spin 𝑆 = 12
coupled with 14𝑁 with spin 𝐼 = 1) are shown in Figure 2-1. The transition frequencies are:
𝜔(𝑚𝐼) = 𝑔𝛽𝑒𝐵0 + ~𝑎𝑚𝐼 = 𝜔0 +𝑚𝐼𝜔𝐼 (2.25)
where 𝜔0 = 𝑔𝛽𝑒𝐵0~ is the Larmor frequency and 𝜔𝐼 = ~𝑎 the hyperfine frequency.
Because of the random motion of molecules, the spin-lattice Hamiltonianℋ𝒮ℒ is a variable
part of the total Hamiltonian. It is capable of inducing transitions between the energy levels
determined by ℋ𝒮 , broadening the ESR experimental spectra [10].
2.3 Motion regimes
The structure of the line shape depends on the molecular motion [6], whose definition is
based onthe relationship between the microscopic time-scale, approximately given by the
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Figure 2-2: Derivative of ESR lineshape for the nitroxide spin probe TEMPO dissolved in
Salol, 10−3𝑚𝑜𝑙 𝑙−1 (from ref. [51]).
correlation time 𝜏𝑐 of the molecular orientation, and the macroscopic decay time of magne-
tization, which identifies the observation time [50].
In the fast motion regime the rotational relaxation is very fast and the microscopic
time scale is well separated from the macroscopic relaxation times 𝑇1 and 𝑇2.
The local magnetic fields are modulated very fastly and every spin experiences all the
possible local magnetic fields. So all the spins behave equivalently with respect to the
Hamiltonian term ℋ𝒜ℬ as a single spin packet, and the ESR line centered at the frequency
defined by ℋ𝒜 is omogeneously broadened.
In Figure 2-2 the experimental ESR lineshape in the X-band of the nitroxide monoradical
spin probe TEMPO dissolved in Salol is reported. The spectrum is the superposition of the
first derivative (due to the amplitude modulation detection) of three lorentzian functions
(three spin packets) corresponding to the allowed transitions (Equation (2.25)). However if
the local static magnetic fields lead to a narrow frequency distribution with respect to the line
width of the single spin packet, the resulting line shape is the convolution of homogeneous
lines, very close and unresolvable. In this case the experimental spectrum turns out to be
inhomogeneously broadened. Usually in the case of nitroxide spin probes this effect can
arise from an unresolved superhyperfine interaction.
In the fast motion regime the values of the macroscopic relaxation times are determined
by the power spectum values 𝐽(𝜔) of the local fields (Figure 2-3) at the characteristic
frequencies of the Hamiltonian ℋ𝒜ℬ: 𝐽(0), 𝐽(𝜔𝐼) and 𝐽(𝜔0).
The terms at the frequency 𝜔 = 0, 𝐽(0), represent the contribution of the local magnetic
fields fluctuating very slowly in the direction of the static magnetic field. These adiabatic
terms, referred to as secular terms, may identified in the ℋ𝒜ℬ, as the ones containing only
the operators 𝑆𝑧 and 𝑆𝑧𝐼𝑧. They affect the phase relaxation but cannot lead to any nuclear
or elecronic transition. The pseudosecular terms 𝑆𝑧𝐼±, corresponding to the contribution
𝐽(𝜔𝐼), are instead resposible for nuclear spin transition and, finally, 𝐽(𝜔0), the non-secular
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Figure 2-3: 𝐽(𝜔) at three different values of the correlation time. (from ref. [35]).
terms of ℋ𝒜ℬ (𝑆±,𝑆±𝐼±,𝑆±𝐼𝑧) lead to both nuclear and electronic spin transitions. Even
if the line width is usually determined by the secular terms both secular and pseudosecular
terms contribute to the values of the time life and of the line width of the single spin packet.
In an intuitive image, the power spectrum has a cutoff frequency 𝜔* = 1/𝜏𝑐 and is more
or less uniform for 𝜔 < 𝜔*. If 𝜔* ≪ 𝜔0 the terms contributing to the phase relaxation only
come from secular terms.
If we consider the transverse magnetization, of interest in ESR spectroscopy, a slow
motion regime and an ultra-slow motion regime can be also identified where the cor-
relation function of transverse magnetization decays with a time 𝑇 comparable or shorter
than 𝜏𝑐 respectively. While in the fast motion regime the ESR line shape only depends on
the microscopic time values, independently of the character of the molecular dynamics [13],
in the slow motion regime, the line shape is very sensitive to the details of the molecular
dynamics [52,53] as well as to the microscopic time values. ESR allows to distinguish between
different models of reorientational motion over almost two time decades.
In the ultra-slow motion regime the rotational dynamics results frozen and ESR is insen-
sitive to the molecualr dynamics. The resulting ESR line shape, called powder spectrum, is
determined only by the anistropies of the magnetic tensors. Any value of the angles Ω𝑀→𝐿
identifies a single spin packet with its own resonance frequencies corresponding to the values
of g and a [38,54]. Finally the absorption spectrum results to be the convolution of a con-
tinuous distribution of lines centered at the frequencies of the single spin packets and thus
inhomogeneously broadened.
According to the value of 1/𝜏𝑐 compared to the characteristic frequencies of the Hamil-
tonian, different motion regimes can be defined:
1/𝜏𝑐 > 𝜔0 extreme narrowing limit with a ESR spectrum characterized by a well separated
58
Lorentzian curves;
𝜔0 > 1/𝜏𝑐 > 𝜔𝐼 fast motion regime where the lineshape depends only on the microscopic
times calculated from the linewidths;
𝜔𝐼 > 1/𝜏𝑐 > 𝜔𝐼/10 slow motion regime, the lineshape is very sentitive to the reorientational
motion details of the spin probe;
𝜔𝐼/10 > 1/𝜏𝑐 ultra-slow motion regime (powder spectrum) where the ESR spectra is insen-
sitive to the to the dynamics of the spin probe. The lineshape is determined only
by the anysotropies of the magnetic tensors and by the angles between the molecular
reference frame and the laboratory frame.
The lineshape evaluation requires different approach depending on the motion regime
considered [43,55]. In the Appendix A at page 163 a brief introduction to the used models
and simulation strategies will be provided.
2.4 Diffusion processes in simplex liquids and polymers
In the framework of the Brownian motion theory, the diffusion processes in simple liquids are
well described by the Stokes-Einstein (SE) and the Debye-Stokes-Einstein (DSE) relation
relating respectively the translational diffusion and rotational diffusion coefficients to the
viscosity of the fluid 𝜂. In the simple case of a spherical symmetric molecule the relations
hold:
𝐷𝑡𝑟 =
𝑘𝐵𝑇
6𝜋𝜂𝜅𝑟
(SE) (2.26)
𝐷𝑟𝑜𝑡 =
𝑘𝐵𝑇
8𝜋𝜂𝜅𝑟3
(DSE) (2.27)
where 𝑘𝐵 is the Boltzmann constant, 𝑟 the hydrodinamic radius of the diffusing molecule
and 𝜅 a value depeding to the boundary conditions related to the the motion of the fluid on
the particle itself [56,57]. In the case of an axially symmetric molecule of semi-axes 𝑅⊥ and
𝑅||, as in the case of the spin probe cholestane, the DSE can be written as [58]:
𝐷||𝑟𝑜𝑡 =
𝑘𝐵𝑇
8𝜋𝜂𝜎||𝜅||𝑅3||
(2.28)
𝐷⊥𝑟𝑜𝑡 =
𝑘𝐵𝑇
8𝜋𝜂𝜎⊥𝜅⊥𝑅3⊥
(2.29)
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with the geometric factors 𝜎⊥ and 𝜎|| given by the expressions:
𝜎|| =
4
3
𝜆3(1− 𝜆2)
2𝜆− (1− 𝜆2)(ln(1 + 𝜆)− ln(1− 𝜆)) (2.30)
𝜎⊥ =
4
3
𝜆3(2− 𝜆2)
(1 + 𝜆2)(ln(1 + 𝜆)− ln(1− 𝜆))− 2𝜆 (2.31)
and 𝜆 is defined as:
𝜆 =
[︃
1−
(︃
𝜅⊥𝑅3⊥
𝜅||𝑅3||
)︃]︃ 1
2
(2.32)
It is important to note that such equations state that the diffusion coefficients depend
linearly on the ratio 𝑇/𝜂 , with 𝜂 the shear viscosity of the fluid.
Even if these laws have been derived in the framework of Langevin theory of Brownian
motion under the hypothesis of a good separation between time- and length-scale of the
diffusing particle and the surrounding ones [59,60], they have been proven valid also in the
case where the diffusing particles dimensions are comparable with those of the solvent. In
particular ESR experiments of cholestane dissolved in the molecular glass former o-terphenyl
and phenyl salicylate have shown that a temperature range exists in which DSE law holds [61].
When the hypotheses for the validity of the equations (2.29) are not satisfied, that is the
fluid be a homogeneous continuous medium with an instantaneous response, deviations
could be expected. In supercooled liquids at low temperatures and in polymers, in which
dynamic heterogeneities are relevant and the structural and molecular relaxations act on
very different time-scales [62–64], several experimental works evidenced a breakdown of the
SE or DSE relation with a partial decoupling of translational diffusion and viscosity. In
these cases a fractionary scaling laws have been found [26,65–71]:
𝐷𝑡𝑟 ∝
(︂
𝑘𝐵𝑇
6𝜋𝜂𝜅𝑟
)︂𝜉
(SE) (2.33)
𝐷𝑟𝑜𝑡 ∝
(︂
𝑘𝐵𝑇
8𝜋𝜂𝜅𝑟3
)︂𝜉
(DSE) (2.34)
confirmed also with numerical simulations in molecular glass formers and polymers [72–76].
It has been proven that the onset of fractionary coupling occurs at temperatures near the
critical 𝑇𝐶 of MCT 𝑇𝐶 ≃ 1.2𝑇𝑔 [62] and the same behavior is also confirmed by works in
the rotational case [77] even if the issue is not definitive. Experimental and numerical works
seem to suggest that a key role in the rotational dynamics are played by the length scale
probed by the tracer and the timescale selected by the experimental technique [61].
Finally, a fractionary behaviour as:
𝐷𝑟𝑜𝑡 ≈ [𝜂(𝑇 )]−𝜉 (2.35)
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(where the 1/𝑇 factor of Equation (2.34) can be neglected due to the exponential behaviour
of the viscosity 𝜂(𝑇 )) has been recognized by linear and non-linear ESR studies in molecular
glass formers [78,26,79,51] and in polymers [80,81,51,82].
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Chapter 3
Viscoelasticity and rheology of
polymers
The response of a material after a mechanical stress strongly depends on its molecular
architecture and on the typical times of structural rearrangements towards equilibrium on
the time-scale of the experiment. Ideal solids deforms elastically and the energy required
for the deformation is fully recovered when the stresses are removed. Ideal fluids, deforms
irreversibly and flow in a viscous manner. On the other hand the sharp distinction between
elastic and viscous materials is an idealization only realized in some limiting experimental
conditions. Very often, as in the case of polymers, the behaviour is viscoelastic, a combination
of the viscous and the elastic one depending on the time-scale of observation. In polymeric
materials [1], the complexity of polymers structure, dynamics heterogeneities and different
time/length scales in cooperative rearrangements are at the origin of the viscoelasticity.
Several types of experiments can be used to assess the viscoelasticity of polymers. In
stress relaxation measurements a constant strain is applied to the sample and the decay of
stress is registered as a function of time. In creep experiments the stress is held constant
and the increase in strain is monitored. In addition to these static measurements, dynamic
mechanical testing are performed, where an oscillatory strain is applied to the specimen.
In this section, a picture of the main useful concepts in the analysis and comprehension
of viscoelastic phenomena will be shortly presented. For the interested reader, many books
are available on the topic for example [1–3].
3.1 Stress and strain
In a simple shear geometry, as that depicted in Figure 3-1, a fluid is placed between a fixed
plate and a moving plate with no "slip" at the boundary. In this conformation the velocity
profile is linear with the distance to the wall.
The shear stress 𝜎 is defined as the ratio of the applied force 𝑓 and the surface 𝐴 of
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Figure 3-1: A two dimensional representation of two plates geometry for a simple shear
experiment. The shear strain is 𝛾 = Δ𝑥/ℎ. (from ref. [2]).
the plate:
𝜎 =
𝑓
𝐴
(3.1)
and the shear strain 𝛾 (the displacement of the top plate relative to the sample thickness
ℎ) is:
𝛾 =
Δ𝑥
ℎ
(3.2)
For a perfectly elastic solid the shear stress and the shear strain are proportional with the
constant of proportionality defining the shear modulus G (in Pascal):
𝐺 =
𝜎
𝛾
(3.3)
This relation, the Hooke’s law of elasticity, is valid at sufficiently small strains. The
first work on elasticity in solids dates back to the the work of Robert Hooke True theory of
elasticity published in 1678 where he proposed that "the power of any spring is in the same
proportion with the tension thereof" or doubling the tension you double the extension.
The first idea of viscosity, instead, was developed in 1687 in the Principia by Isaac Newton,
with reference to the steady simple shearing flow in Figure 3-1 "the resistance which arises
from the lack of slipperiness of the parts of the liquid, other thing being equal, is proportional
to the velocity with which the parts of the liquid are separated from one another". In viscous
liquids, the stress is determined not by the deformation but by its rate of change: the shear
rate
?˙? =
𝑑𝛾
𝑑𝑡
(3.4)
and, if the velocity 𝑣 of the top plate is constant, the shear rate is simply ?˙? = 𝑣/ℎ (Figure
3-1).
In simple liquids the shear stress 𝜎 is linearly proportional to the shear rate and the
constant of proportionality is the shear viscosity 𝜂 (in 𝑃𝑎𝑠𝑐𝑎𝑙 × 𝑠𝑒𝑐𝑜𝑛𝑑𝑠):
𝜂 =
𝜎
?˙?
(3.5)
The relation (3.5) is known asNewton’s law of viscosity and liquids obeying it are defined
Newtonian liquids.
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Figure 3-2: Schematic picture of the Maxwell model.
In order to present some concepts useful in the comprehension of the relation between
viscosity and relaxation times it is of some interest to show the simplest viscoelatic model,
the Maxwell model. It combines a perfectly elastic element in series with a perfectly
viscous one (Figure 3-2). The total shear strain in this case is the sum of the shear strain
in each element, the elastic 𝛾𝑒 and the viscous 𝛾𝑣:
𝛾 = 𝛾𝑒 + 𝛾𝑣 (3.6)
with the same stress 𝜎 applied:
𝜎 = 𝐺𝑀𝛾𝑒 = 𝜂𝑀
d𝛾𝑣
d𝑡
(3.7)
The ratio between the viscosity and the modulus defines the relaxation time-scale:
𝜏𝑀 =
𝜂𝑀
𝐺𝑀
(3.8)
In the Maxwell model 𝜏𝑀 represents the boundary between a solid like response for 𝑡 < 𝜏𝑀
and a viscous response for 𝑡 > 𝜏𝑀 .
In the following sections, and in all the thesis work, only small deformations regime will
be considered (linear viscoelastic regime) in order to connect viscoelasticity and microscopic
dynamics to relaxations in polymers.
3.2 Stress relaxation
Hookean solids and Newtonian liquids behave differently upon applied small shear stress.
If an instantaneous small shear strain 𝛾0 is applied to a Hookean solid, the stress will be
a constant 𝜎(𝑡) = 𝐺𝛾0, on the other hand, for a Newtonian liquid the transient response
will be a spike that instantaneously decays to zero. For viscoelastic materials the stress will
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Figure 3-3: Time dependence of the modulus 𝐺(𝑡) in a step strain experiment on a vis-
coelastic solid (upper curve) and liquid (lower curve) (from ref. [2]).
instead depend on time (𝜎(𝑡)). Defining the stress relaxation modulus G(t) as:
𝐺(𝑡) =
𝜎(𝑡)
𝛾
(3.9)
𝐺(𝑡) decreases, relaxing to an equilibrium shear modulus value 𝐺𝑒𝑞 = lim
𝑡→∞𝐺(𝑡) for a
viscoelastic solid or to a zero value for a liquid (Figure 3-3). If the applied strain is sufficiently
small the relaxation modulus is also independent of strain. This the linear response region
where the Boltzmann superposition principle is valid: the stress from any combination
of small step strains is the linear combination of the stresses resulting from each individual
step 𝛿𝛾𝑖:
𝜎(𝑡) =
∑︁
𝑖
𝐺(𝑡− 𝑡𝑖)𝛿𝛾𝑖 (3.10)
An important consequence of the Boltzmann superposition principle is the relation between
the viscosity in steady shear and the relaxation modulus 𝐺(𝑡):
𝜂 =
∞∫︁
0
𝐺(𝑡)d𝑡 (3.11)
In the simple Maxwell model, 𝜎(𝑡) assumes an exponential decay form 𝜎(𝑡) = 𝐺𝑀𝛾 exp(−𝑡/𝜏𝑀 )
and the viscosty is simply:
𝜂 = 𝐺𝑀
∫︁ ∞
0
exp(−𝑡/𝜏𝑀 )d𝑡 = 𝐺𝑀𝜏𝑀 (3.12)
If the applied shear rate is too large for linear response, the Boltzmann superposition prin-
ciple no longer holds and, even if an apparent viscosity can be operationally defined as the
ratio of the shear stress and shear rate, it is not equivalent to the zero shear rate viscosity
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in the liquid.
3.3 Creep and creep recovery
In a creep experiment a constant stress 𝜎 is applied to a sample and the corresponding strain
𝛾(𝑡) is monitored as a function of time. A shear creep compliance J(t) is than defined as
the ratio of 𝛾(𝑡) and 𝜎:
𝐽(𝑡) =
𝛾(𝑡)
𝜎
(3.13)
The viscosity in a viscoelastic liquid is calculated from the slope of the creep curve at long
time (upper curve in Figure 3-4a) as 𝜂 = 𝜎/?˙?.
For 𝑡≫ 𝜏 the compliance has a form:
𝐽(𝑡) = 𝐽𝑒𝑞 +
𝑡
𝜂
(3.14)
where 𝐽𝑒𝑞, the steady state compliance, is a measure of the stored elastic energy in flow.
For a viscoelastic solid the long time compliance is time independent and equal to the
reciprocal of its equilibrium modulus 𝐺𝑒𝑞:
𝐽𝑒𝑞 = lim
𝑡→∞ 𝐽(𝑡) =
1
𝜎
lim
𝑡→∞ 𝛾(𝑡) =
1
𝐺𝑒𝑞
(3.15)
The steady state compliance and the stress relaxation modulus are related by the Boltzmann
superposition principle:
𝐽𝑒𝑞 =
1
𝜂2
∫︁ ∞
0
𝑡𝐺(𝑡)d𝑡 ≈ 𝐺(𝜏)
𝜂2
∫︁ ∞
0
𝑡𝑒𝑥𝑝(−𝑡/𝜏)d𝑡 = 𝐺(𝜏)𝜏
2
𝜂2
(3.16)
In a creep recovery experiment the applied stress is removed when the steady state is
achieved (Figure 3-4b). The recovered strain 𝛾𝑅(𝑡) = 𝛾(𝑡 = 0) − 𝛾(𝑡) is measured as
function of time and a recoverable compliance is so defined 𝐽𝑅(𝑡) =
𝛾𝑅(𝑡)
𝜎 . The recoverable
compliance is simply 𝐽(𝑡) for a solid (all the deformation in creep is recovered in a creep
recovery with the same time dependence) whereas in liquid only the elastic part of the
compliance is obvioulsy recovered:
lim
𝑡→∞ 𝐽𝑅(𝑡) = lim𝑡→∞
[︂
𝐽(𝑡)− 𝑡
𝜂
]︂
= 𝐽𝑒𝑞 (3.17)
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(a) Time dependence of the strain 𝛾(𝑡) in a
creep experiment with a constant stress 𝜎
applied to a viscoelastic solid (upper curve)
and liquid (lower curve). The slope of curve
for a liquid gives the steady shear rate ?˙?,
the viscosity is then calculates as 𝜂 = 𝜎/?˙?
(from ref. [2]).
(b) Time dependence of the strain in a creep
experiment with constant stress 𝜎 followed
a creep recovery step. For a viscoelastic
solid all the deformation is recovered but
only the elastic one for liquid (from ref. [2]).
Figure 3-4: Time dependence of strain in a creep and creep recover experiment on viscoelastic
liquid and solid.
3.4 Oscillatory shear
Oscillatory shear experiment is the most commonly used technique for characterizing the
linear viscoelastic response of polymers. An oscillatory strain with angular frequency 𝜔 is
applied to the sample and the stress response is monitored. The advantage of the technique is
the possibility to investigate the response on different time-scale simply varying the frequency
𝜔.
During oscillations, the linear response of a viscoelastic material has the same frequency
of the applied strain but the stress is out of phase of an angle 𝛿 depending on the frequency
and it can be separated in two orthogonal functions, one in phase with the strain and one
out-of-phase:
𝜎(𝑡) = 𝛾0[𝐺
′(𝜔)𝑠𝑖𝑛(𝜔𝑡) +𝐺′′(𝜔)𝑐𝑜𝑠(𝜔𝑡)] (3.18)
𝐺′(𝜔) and 𝐺′′(𝜔) are respectively the storage modulus and the loss modulus.
The Boltzmann superposition principle in this case leads to:
𝐺′(𝜔) = 𝐺𝑒𝑞 + 𝜔
∫︁ ∞
0
[𝐺(𝑡)−𝐺𝑒𝑞] sin(𝜔𝑡)d𝑡 (3.19)
𝐺′′(𝜔) = 𝜔
∫︁ ∞
0
[𝐺(𝑡)−𝐺𝑒𝑞] cos(𝜔𝑡)d𝑡 (3.20)
where 𝐺𝑒𝑞 is the equilibrium modulus of the solid at long time (low frequencies) and 𝐺𝑒𝑞 = 0
for viscoelastic liquids.
In the low frequency limit the zero shear viscosity and the recoverable compliance of a
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Figure 3-5: Shear response of a linear polybutadiene (𝑀𝑤 = 925000 𝑔𝑚𝑜𝑙−1,𝑀𝑤/𝑀𝑛 < 1.1)
at 289 𝐾 as a function of frequency 𝜔. Filled symbols are the storage modulus 𝐺′ and open
symbols are the loss modulus 𝐺′′. The crossing of the terminal slope of 1 and 2 curves
represent the relaxation time and the steady state recoverable compliance (from ref. [2]).
viscolastic liquid are related to 𝐺′(𝜔) and 𝐺′′(𝜔) giving:
𝜂 = lim
𝜔→0
𝐺′′(𝜔)
𝜔
(3.21)
𝐽𝑒𝑞 =
1
𝜂2
lim
𝜔→0
𝐺′(𝜔)
𝜔2
= lim
𝜔→0
𝐺′(𝜔)
[𝐺′′(𝜔)]2
(3.22)
In Figure 3-5 an example of a linear viscoelastic response for a polybutadiene nearly monodis-
perse is reported. At ?˜? = 1/𝜂𝐽𝑒𝑞 the power laws 𝐺′ = 𝐽𝑒𝑞𝜂2𝜔2 and 𝐺′′ = 𝜂𝜔 intersect
defining ythe the relaxation time 𝜏 = 2𝜋/?˜?.
3.5 Time temperature superposition principle and WLF
Linear polymers above the glass transition temperature obey rather well theTime Temper-
ature Superposition (TTS) principle, a key issue in investigating structural properties
in a wide range of frequencies and time-scale. According to the TTS principle a change in
temperature shifts all the flow parameters along the log(scale) of modulus, time or frequency
preserving their shapes. The following relations hold:
𝐺(𝑡, 𝑇 ) = 𝐺(𝑡/𝑎𝑇 , 𝑇0)/𝑏𝑇 (3.23)
𝐺′(𝜔, 𝑇 ) = 𝐺′(𝑎𝑇𝜔, 𝑇0)/𝑏𝑇 (3.24)
𝐺′′(𝜔, 𝑇 ) = 𝐺′′(𝑎𝑇𝜔, 𝑇0)/𝑏𝑇 (3.25)
with 𝑇𝑟 a reference temperature, chosen only for convenience according to the experimental
apparatus and the characteristics of the polymer under test. 𝑎𝑇 and 𝑏𝑇 represent empirically
determined ratios between the time and the relaxation modulus for the temperature 𝑇 that
allow to superimpose the curves. The shift along the modulus axis, 𝑏𝑇 , is often small
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or negligible and the curves 𝐺′(𝜔) and 𝐺′′(𝜔) acquired at different temperatures can be
superimposed by only shifting along the logarithmic frequency axis only.
As we can see in next sections, the molecular basis for the TTS is provided by the same
dependence on temperature of the different relaxation times and it holds for many polymers
and solutions as long as there are no phase transitions or structural changes [3]. In amorphous
single component polymers large deviation from TTS principle are rarely found only near
glass transition temperature [3,4].
As an example, in Figure 3-6a are reported the curves of 𝐽 ′ measured over a frequency
range of 2.5 decades for poly(n-octyl methacrylate) at 24 temperatures from −14.3∘𝐶 to
129.5∘𝐶. The curve in Figure 3-6b is obtained by shifting the data in Fig. 3-6a along the
horizontal log frequency axis by a suitable quantity to superimpose different curves. The
shift factor 𝑎𝑇 is then plotted in Fig. 3-6c. The curve obtained by superimposition is called
master curve and its abscissa 𝜔𝑎𝑇 is the reduced frequency.
The use of master curve allows to investigate a wide range of frequency not covered by
the experimental apparatus at any single temperature.
Another application of the TTS principle and the Boltzmann superposition principle is
the shift of the zero shear viscosity:
𝜂0(𝑇 ) = lim
𝜔→0
𝐺′′(𝜔, 𝑇 )
𝜔
= lim
𝜔→0
𝐺′′(𝑎𝑇𝜔, 𝑇𝑟)
𝜔
=
𝜂0(𝑇𝑟)𝑎𝑇𝜔
𝜔
= 𝑎𝑇 𝜂0(𝑇𝑟) (3.26)
Fluids for which linear rheological data, such as 𝐺′ and 𝐺′′, superimpose at different temper-
atures are said to be thermoreologically simple. On the contrary, if it is possible to construct
a master curve at different frequencies by superimposing data it is assumed that the re-
laxation times of all the viscoelastic mechanisms at different length scale have the same
temperature dependence.
The temperature dependence of the shift factor 𝑎𝑇 can be very often fit to an empirical
expression the Williams-Landel-Ferry equation (WLF) [5]:
log 𝑎𝑇 = − 𝐶1(𝑇 − 𝑇0)
𝐶2 + 𝑇 − 𝑇0 (3.27)
This expression is usually valid [5] for polymers over a the temperature range 𝑇𝑔 < 𝑇 <
𝑇𝑔 + 100𝐾. The constants 𝐶1 and 𝐶2, originally thought to be a universal constants, vary
from polymer to polymer. Moreover 𝐶1 and 𝐶2 depend on 𝑇0, the reference temperature.
Every reference temperature has its associated parameter set 𝐶1 and 𝐶2. However the
following parameters combinations are invariants for the WLF equation:
𝑇 ′0 − 𝐶 ′2 = 𝑇0 − 𝐶2 and (3.28)
𝐶 ′1 · 𝐶 ′2 = 𝐶1 · 𝐶2 (3.29)
The WLF has been shown [5] to be related to the Vogel-Fulcher-Tamman-Hesse equa-
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(a) Storage compliance 𝐽 ′ of poly(n-octyl
methacrylate) versus frequency measured at 24
temperatures (from ref. [3].
(b) "Master curve" of 𝐽 ′ versus the reduced
frequency 𝜔𝑎𝑇 obtained shifting data in (a)
(from ref. [3]).
(c) Temperature dependence of the shift
factor 𝑎𝑇 used to obtain the master curve
in (b). The superimposed line is a fit with
WLF equation with 𝑇0 = 372.2𝐾, 𝐶1 =
7.60, 𝐶2 = 227.3𝐾 (from ref. [3]).
Figure 3-6: An example of the application of TTS principle for building the master curve.
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tion [6–8]:
log(𝜏, 𝜂) = log𝐴+
𝐶/2.303
𝑇 − 𝑇∞ (3.30)
where 𝐴, 𝐶 and 𝑇∞ are empirical constants.
If we can assume that all the relaxation times of viscoelastic mechanisms have the same
temperature dependence, a key passage to ensure that the master curve obtained from TTS
principle of isothermal data faithfully captures the viscoelastic response in all the relaxation
spectrum range, it can be demonstrated that the WLF is consistent with the empirical
Doolittle equation and the assumption of a linear expansion of free volume above 𝑇𝑔.
We can start from the results:
𝑎𝑇 =
𝜂(𝑇 )
𝜂(𝑇0)
(3.31)
and the semiempirical Doolittle equation [9,10] equation for the viscosity of a liquid:
ln 𝜂 = ln𝐴+𝐵
(︂
𝑉 − 𝑉𝑓
𝑉𝑓
)︂
(3.32)
which provides an expression for the shear viscosity in terms of two constants 𝐴 and 𝐵, the
total volume 𝑉 and the free volume available to the system 𝑉𝑓 .
Rearranging Eq. (3.32) in terms of the fraction 𝑓 of free volume and assuming that above
the glass transition temperature the free volume increases linearly with temperature:
𝑓 = 𝑓𝑔 + 𝛼𝑓 (𝑇 − 𝑇𝑔) (3.33)
where 𝑓 is the fractional free volume at 𝑇 , 𝑓𝑔 is the fractional free volume at 𝑇𝑔 and 𝛼𝑓 the
coefficient of thermal expansion of the fractional free volume above 𝑇𝑔 the Doolittle equation
becomes:
ln 𝜂(𝑇 ) = ln𝐴+𝐵
(︂
1
𝑓𝑔 + 𝛼𝑓 (𝑇 − 𝑇𝑔) − 1
)︂
at 𝑇 > 𝑇𝑔 (3.34)
ln 𝜂(𝑇𝑔) = ln𝐴+𝐵
(︂
1
𝑓𝑔
−
)︂
at 𝑇𝑔 (3.35)
and subtracting the two expression above:
ln
𝜂(𝑇 )
𝜂(𝑇𝑔)
= 𝐵
(︂
1
𝑓𝑔 + 𝛼𝑓 (𝑇 − 𝑇𝑔) −
1
𝑓𝑔
)︂
(3.36)
log
𝜂(𝑇 )
𝜂(𝑇𝑔)
= log 𝑎𝑇 = − 𝐵
2.303𝑓𝑔
(︂
𝑇 − 𝑇𝑔
𝑓𝑔/𝛼𝑓 + 𝑇 − 𝑇𝑔
)︂
(3.37)
A form identical to the WLF with 𝐶1 = 𝐵/2.303𝑓𝑔 and 𝐶2 = 𝑓𝑔/𝛼𝑓 .
76
References
[1] W.W. Graessley. Viscoelaticcity and flow in polymeric liquids. In A. Eisenberg
J.E. Mark, W.W. Graessley, L. Mandelkern, and S.J.L. Koenig, editors, Physical Prop-
erties of Polymers, pages 153–208. American Chemical Society Press, Washington D.C.,
1993.
[2] M.Rubinstein and R.H.Colby. Polymer Physics. Oxford University Press, Oxford, first
edition, 2003.
[3] J.D. Ferry. Viscoelastic Properties of Polymers. Wiley, New York, third edition, 1980.
[4] D.J. Plazek. J. Phys. Chem., 69:3480, 1965.
[5] M.L. Williams, R.F. Landel, and J.D. Ferry. J. Am. Chem. Soc., 77:3701, 1955.
[6] H. Vogel. Phys. Z., 22:645, 1921.
[7] G.S. Fulcher. J. Am. Chem. Soc., 8:339,798, 1925.
[8] G.Tammann and W.H. Hesse. Z. Anorg. Allg. Chem., 156:245, 1926.
[9] A.K.Doolittle. J. Appl. Phys., 22:1471, 1951.
[10] A.K.Doolittle. J. Appl. Phys., 23:236, 1952.
77
78
Chapter 4
Experimental techniques
Relaxation phenomena in polymers cover a wide range of time and length scales, so dif-
ferent experimental techniques are useful and necessary to fully characterize their physical
behaviour. Electron spin resonance (ESR), calorimetry (DSC) and rheology have been em-
ployed in this thesis work to investigate polymer characteristics at different length and time
scales.
In this Chapter a brief description of ESR experimental apparatus and methods will be
provided also with an overview of rheological and calorimetric techniques.
4.1 CW ESR spectrometer
The ESR measurements have been carried out by means of a continuous wave Bruker ER 200
D - SRC spectrometer operating in X-band (8.0 to 12.5 GHz) equipped with a Bruker ER 042
MRH reflection microwave bridge. The apparatus keeps the microwave frequency constant
while sweeping the external magnetic field B. The Zeeman levels are spaced through the
resonance conditions (Figure 4-1). In Figure 4-2 a schematic picture of the ESR spectrometer
is reported.
4.1.1 Description
A reflex klystron [1]provides a coherent microwave radiation that is guided across an insu-
lator (in order to avoid reflection of the signal on the source) and a directional coupler for
measuring frequency and its power (Figure 4-2).
Microwave radiation is later splitted by a further directional coupler into a power arm,
used for irradiating the sample, and into a reference arm. A directional coupler mixes the
signals from the two arms and its third port is connected to a detector crystal. The incident
power in the power arm is altered by a rotary wave microwave attenuator and directed to
the sample, held in the middle of a cavity, by a unidirectional microwave circulator. This
circulator directs the power from the source to the sample cavity and the power reflected by
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Figure 4-1: Resonance condition is attained when the splitting between electronic levels,
proportional to the static magnetic field, matches the constant frequency of the microwave
field.
Figure 4-2: Block diagram of an ESR spectrometer. Abbreviations: kr, klystron reflex; in,
insulator; dc, directional coupler; att, attenuator; circ, circulator; phas, phase shifter; det,
detector diode; co, modulating coils; ex, magnet expansions; fpm, frequency or power meter.
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the cavity to a detector diode.
The cavity used in ESR measurements operates in the 𝑇𝐸102 mode (resonating frequency
≈ 9.45 𝐺𝐻𝑧, 𝑄 ≈ 6000), it is inserted between the expansion of the magnet generating
the static magnetic field. An iris tuning screw [1] allows the matching of the cavity and
the microwave bridge impedance to minimize spurious reflected signals to the diode. By
properly attenuating the power in the reference arm, the diode is biased to the linear regime
of its current-voltage characteristic curve and so the current is a square root function of the
incident microwave power. The signal response of the diode is maximized by a phase shifter
in the reference arm.
In order to avoid possible dispersive effects associated with absorption of the paramag-
netic species in the sample, the klystron frequency is locked to the resonance frequency of
the cavity. The automatic frequency control (AFC) device ensures the frequency stability
feedback control loop. The klystron frequency is modulated by modulating the klystron
reflector voltage by means of an oscillating generator at 76.8 𝑘𝐻𝑧 (AFC osc in Figure 4-2).
The signal reflected by the cavity therefore results modulated in frequency [2]. Modulation
sidebands reflected by mismatched cavity are phase-sensitive detected by mixing with a ref-
erence derived from the 76.8 𝑘𝐻𝑧 oscillator. The resulting direct current forms the error
voltage, which is added to the tuning voltage applied to the klystron repeller to lock the
klystron frequency to the cavity one.
The Bruker B-MN 200/200A5 current driver module controls amplitude and rate of the
static magnetic field sweep preset in a Bruker ER 031 M field controller and a Bruker ER 001
time base, respectively. A current oscillating at the frequency of 100 𝑘𝐻𝑧 flowing through
coils inserted in the cavity walls generates an oscillating external magnetic field, parallel to
the electric field in the cavity. The total external magnetic field is thus amplitude-modulated
and homodyne detection is performed to improve the signal-to-noise ratio. The modulation
amplitude, smaller than the linewidth, is chosen by the operator. A phase detector decodes
the absorption signal at the frequency and modulation. Therefore, the homodyne technique
provides a line shape that is the first derivative of the absorption spectrum.
4.1.1.1 Temperature control unit
ESR spectrometer is equipped with a temperature controller unit that allows maintaining the
sample at a user defined temperature ensuring stability and accuracy. Air, or other suitable
gas, is guided by a low dielectric loss Dewar from a flow tube into the cavity (Figure 4-3).
The gas flow is heated by an electric resistance in the flow tube controlled by a Bruker
ER 4111 VT temperature controller. A thermocouple, near the sample but external to the
cavity, provides a feedback mechanism to the controller unit. The gas flow is optimized in
order to guarantee an optimal temperature control. Sample temperature is acquired with a
Fluke 2190A digital thermometer by a second thermocouple nearer to the sample (about 2
cm), it is inserted in a quartz cylinder filled with a high-conductive thermal paste in contact
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Figure 4-3: Temperature controller unit in ESR spectrometer.
with the sample ESR tube. This configuration avoids the insertion of the thermocouple in
the cavity which would cause dielectric loss and mismatch. This setup ensures a temperature
stability with an error of ± 0.1 𝐾. The gases used are air or nitrogen depending on the
temperature range, for low temperature measurements the gas is obtained from a controlled
evaporation of liquid nitrogen by the Bruker ER 4111 VT controller.
4.1.1.2 ESR data acquisition
The values of the static magnetic field and the signal level on the detection diode are
measured respectively by a proton NMR Bruker ER 035 M Gaussmeter and a digital Keithley
193A system DMM voltmeter. Gaussmeter operates in the range from 1.35 𝑘𝐺 to 20.39 𝑘𝐺
with a nominal uncertainty of 0.001 𝐺 providing 7 digit measurement.
Data are acquired for post processing elaboration by a LabVIEW program on a Apple
PowerPC with an IEEE-488 card. The acquisition program has been developed in our
laboratory and ensures simultaneous data storing of the static magnetic field values and
ESR signal amplitude.
Moreover frequency measurements of the microwave from Klystron are performed by a
Racal-Dana 2101 frequencymeter and registered during ESR experiments.
ESR relevant data are finally stored in an ASCII file for successive elaboration by using
simulation programs developed by the research group.
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4.2 Rheometry
In paragraph 3, (page 67), the constitutive equations underlying the viscoelastic behavior
of materials have been discussed introducing the steady viscosity 𝜂 and the dynamic moduli
𝐺′(𝜔) and 𝐺′′(𝜔). In this section a brief description of how these parameters are measured
in practice will be provided.
Instruments which measure the viscoelastic properties of solids, semi-solids and fluids are
named rheometers, whereas instruments which are limited in their use for the measurement of
the viscous flow behavior of fluids are described as viscometers. There are several categories
of rheometers, the most prominent being the capillary rheometers (which utilize pressure-
driven or Poiseuille flows) and rotational rheometers (which use drag flows).
Two types of rotational rheometers exist: controlled-stress rheometers (CS-rheometers)
and controlled-strain rheometers (CR-rheometers) [3,4]. In a controlled-stress rheometer a
controlled stress is applied to the fluid and the resulting deformation is measured, on the
contrary in a controlled-strain rheometer, a known deformation (strain or shear rate) is
applied to the fluid, and the stress is detected. Typically, the strain is applied by rotating one
component of the geometry, and a transducer connected to the other component measures
the stress. Rotational rheometers can use different geometries. Concentric cylinders, parallel
plates, and cone-and-plate are the most common (Figure 4-4 (a)). For the purpose of
illustration, we will consider the use of a cone-and-plate and parallel plates geometry on
a strain-controlled rheometer and we will show how rheological quantities are evaluated.
A detailed description of working principles, limits and potential drawbacks of different
configurations may be found in many books [5–7].
4.2.1 Cone-and-plate and parallel plates geometries
In a cone-and-plate rheometer the sample is contained between an upper rotating cone and
a fixed flat plate, this geometry requires only a small quantity of material and is easier to
load and clean than more complex geometries [6]. Moreover, the small cone angle 𝛼 (< 4∘)
provides a uniform shear rate in all the sample volume. Usually, also to reduce wear, the
cone is truncated to remove the tip to the extent of a few tens of microns. This, even if is
not relevant for viscosity measurements, limits the dimension of particles in suspension in
liquids, because a gap-to-maximum particle size ratio of > 100 is desirable to ensure bulk
properties measurements.
In this configuration the shear stress (𝜎) is essentialy constant throughout the sample
and is given by the relation [7]:
𝜎 =
3ℳ
2𝜋𝑅3
(4.1)
Since 𝜎 is nearly constant, also shear rate will be constant [7] and equal to:
?˙? =
Ω
𝛼
(4.2)
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Figure 4-4: (a) Parallel-plate and cone-and-plate configurations in a rotational rheometer.
(b) A rheological experiment on a cone-and-place geometry on a strain-controlled rotational
rheometer. The cone has a radius 𝑅 and cone angle 𝛼, and its edge is truncated up to a
height of 50 𝜇𝑚. The actuator applies a controlled deformation to the bottom plate, and
the transducer connected to the cone measures the response of the sample.
where Ω is the angular velocity of rotation of the cone.
In the cone-plate configuration, the shear rate and the shear stress are independent of
position in the sample and can be easily calculated.In fact, recalling the relation 𝜂 = 𝜎/?˙?,
the apparent viscosity is then calculated as:
𝜂 =
3ℳ𝛼
2𝜋𝑅3Ω
(4.3)
In dynamic measurements, when the bottom plate oscillates about its mean position with a
peak displacement Φ, the strain amplitude 𝛾0, is given by [7]:
𝛾0 =
Φ
𝛼
(4.4)
and the response of the sample, in terms of the sinusoidal torque, shows a phase lag (𝛿)
with respect to the input strain. The peak torque (ℳ), measured by the instrument, allows
to compute the peak stress-amplitude (𝜎0) by using the Equation (4.1). If we consider the
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Equation (3.18) the elastic and viscous moduli amplitudes assume the values:
𝐺′ =
(︂
𝜎0
𝛾0
)︂
cos 𝛿 =
3ℳ𝛼
2𝜋𝑅3Φ
cos 𝛿
𝐺′′ =
(︂
𝜎0
𝛾0
)︂
sin 𝛿 =
3ℳ𝛼
2𝜋𝑅3Φ
sin 𝛿
(4.5)
The usual working frequency range for a rheological experiment is 10−2 𝐻𝑧−102 𝐻𝑧 that
may be expanded when the investigated material follow the time-temperature-superposition
principle. Regarding the typical rheometer operations, it is worth observing that in instru-
ments of recent construction, a technical improvement has been achieved by including in
the same oscillatory sensor both the transducer and the actuator (Figure 4-4 (b)). In this
configuration, the only mobile part is the upper part of the geometry, thus resulting in a
reduction of the experimental error.
In contrast to the cone and plate configuration, in the parallel plates configuration,
(Figure 4-4 (b)), the shear rate is no longer constant and depends on radial distance from
the axis of rotation and on the gap ℎ:
?˙?(𝑟) =
𝑟Ω
ℎ
(4.6)
Similarly the strain goes from zero at the center to maximum at the edge:
𝛾(𝑟) =
𝑟𝜃
ℎ
(4.7)
From a torque balance:
ℳ = 2𝜋
∫︁ 𝑅
0
𝑟𝜎(𝑟)d𝑟 (4.8)
and after some passages [7] the relation between shear stress and torque M is given:
𝜎(𝑅) =
ℳ
2𝜋𝑅3
[︂
3 +
d lnℳ
d ln ?˙?(𝑅)
]︂
(4.9)
And thus for the evaluatation of moduli or compliance, the strain and stress at the edge of
the disk are used.
For Newtonian fluids, after an integration over the disk area, the torque can be expressed
in a simple way as a function of viscosity:
𝜂 =
2ℳℎ
𝜋Ω𝑅4
(4.10)
4.2.2 The instrumentation
The characterization of rheological properties of polymers studied in this work, has been
performed with a Haake RheoStress RS150H and an Anton Paar MCR 301 rheometer in
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Figure 4-5: Temperature control system of the Haake RheoStress 150H rheometer. The
figure represents the front view of the control temperature devices (left half) and the section
of the TC501 temperature control assembly (right part). If considering the TC81 unit, no
resistances are in the rotor heater, while in the cup lift the heater is a wet Peltier device.
cone-plate and parallel plates configurations. The Haake RheoStress RS150H rheometer
has been used with plane-plate sensor (20 mm diameter) varying the temperature under
highly pure nitrogen flow. In the Haake RheoStress 150H rheometer, the lower component
of the sensor, the cup, is stationary, allowing an easy temperature control of the jacketed
cup normally connected to an external thermal liquid, a constant temperature bath, and a
circulator. The upper part of the sensor, the rotor, is driven by a motor for which defined
torque values may be preset. The electrical power input is linearly related to the torque
values on the motor shaft. The resistance of the sample placed inside of the sensor system
against the applied torque, which gives the shear stress, allows the rotor to rotate only
at a speed. Such speed, the shear strain rate, inversely correlates to the viscosity of the
sample. The torque input and the resulting rotor speed act on the same rotor shaft axis
in this rheometer. The rotor speed and the strain position are measured by means of an
optical sensor which divides one revolution into 106 increments and is therefore able to detect
extremely small angular deflections of the rotor. The cup is mounted on a mobile device, the
cup lift, which can be lifted up or down and contains the temperature control assembly. This
allows one to load the sample in the sensor easily. Moreover, the gap of the sensor can be
micrometrically varied to automatically take account of the thermal dilatation of the system
when varying the temperature. To thermostat the sample, electric resistances heat the cup
and/or the rotor heater, while an external refrigerant liquid (distilled water plus antifreeze),
maintained at constant temperature in a bath (range of 257 K to 353 K), circulates to
stabilize the temperature at a fixed value (Figure 4-5). Platinum thermoresistances measure
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Figure 4-6: A picture of an Anton Paar MCR 301 rheometer: (1) pipe to the gas inlet, (2)
pipe to the cooling inlet, (3) cable to the computer. Right: front cross section scheme of the
convection oven. (from ref. [8]).
the temperature, providing also a feedback signal to the controller, which sends the proper
power to the heating elements. The sample is contained in a chamber bounded on the top by
the rotor heater, on the bottom by the cup lift, and laterally by a cylindrical glass tubular
(Figure 4-5), which makes it possible to maintain a purged atmosphere by flowing ultrahigh
purity gaseous nitrogen. This avoids moisture at low temperatures, and maintains an inert
atmosphere at high temperatures, inhibiting degradation of the samples. Two temperature
control units can be used: a Peltier TC81 temperature control system, and a TC501 electric
temperature control. The TC81 assembly controls the temperature of the cup electrically
via a Peltier element within a temperature range of 210 K to 460 K; it is a wet device
with heat exchange connections. The TC501 unit is a hybrid base with an electric heater
and connections for thermal cooling; it controls the temperature of both rotor and cup in
a range from about the temperature of the bath liquid to 723 K. Both the setups maintain
the temperature stable within ±0.1 K.
An Anton Paar Physica MCR301 (Figure 4-6) controlled stress rotational rheometer
equipped with parallel-plate and cone-and-plate sensors systems has been also used to char-
acterize polymeric sample. The module Anton Paar Temperarure Device CTD450 allows to
acquire measurements at variable temperatures. Thanks to the high precision temperature
control chamber (Figure 4-6 on the right), combining the electrical heating (high temperature
and rapid heating rates) with convection heating (very stable and uniform temperature), a
very accurate temperature control is possible. The CTD450 can use air or another suitable
gas for heating or cooling the sample in the measurement cell. The CTD450 temperature
device consists of two halves in which the convection gas (air, in our case) is heated (Fig-
ure 4-6). The gas flow in the sample chamber is completely symmetric This guarantees an
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optimum temperature control and a minimum temperature gradient in the sample over the
whole temperature range of 140 K to 720 K for every geometry. The outer shell of the oven
is cooled with a fluid circulator which keeps the surface cool enough to be touched even at
the highest working temperatures (Figure 4-6). The standard lower measuring system of
the CTD450 consists of the measuring system shaft and an exchangeable measuring plate
(Figure 4-6). This plate is screwed onto the measuring system shaft and can be exchanged,
if a different diameter or disposable plates are required. The temperature sensor is located
directly under the sample, which is always placed in the center of the oven. The oven guar-
antees optimum temperature control, with a minimum gradient from 140 K to 720 K and
its outer shell is cooled with a fluid circulator which keeps the surface cool enough to be
touched also at higher operational temperatures.
Rheometer is equipped with a PC and a dedicated software for programming and mon-
itoring measurements in steady or dynamic regimes allows to store data for post processing
elaborations. The operator can define stress range, time duration and history as well as the
sample temperature. All measurements sessions are carried out in the linear viscoelastic
response region. Moreover, each value can be obtained as an average on a defined number
of repeated measurements.
4.3 Differential scanning calorimetry
Differential scanning calorimetry (DSC) is able to measure a diffential heat flux coincident,
at constant pressure, with the variation of enthalpy. The output signal provides the tempera-
ture dependence of the heat capacity 𝐶𝑝. In Figure 4-7 a DSC thermogram of a (potentially)
semicrystalline polymer is reported illustrating the measurement principle. At low tempera-
tures the sample and the reference have the same temperature. On heating, when the glass
transition is reached, an increase in the (endothermal) heat flow to the sample is required
in order to maintain Δ𝑇 = 0. The change in level of the scanning curve is proportional to
Δ𝐶𝑝. Exothermal energy is evolved when the polymer crystallyze at higher temperature.
The heat flow to the sample should in this temperature region be less than the heat flow
to the reference. The area under the exothermal peak is thus equal to the crystallization
enthalpy. At further higher temperatures, melting, which is an endothermal process, occurs.
The heat flow to the sample is higher than that to the reference, and the peak points up-
wards. The area under the endothermal peak is thus proportional to the melting enthalpy.
As regard the glass transition temperature, there is not a unique way in defining the
value of 𝑇𝑔. The most used definitions in the literature [10] are:
∙ Onset temperature (𝑇𝑔𝑜𝑛): the temperature at the intersection of the tangent line at
the point of maximum slope on the leading edge of the peak with the extrapolated
baseline;
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Figure 4-7: Schematic DSC traces of three transition types (from ref. [9]).
∙ Peak temperature (𝑇𝑔𝑝𝑒𝑎𝑘): the temperature of the peak in DSC scan;
∙ Mid temperature (𝑇𝑔𝑚𝑖𝑑): the temperature at which 𝐶𝑃 is half the difference of the
total heat capacity shift;
∙ Enthalpy temperature (𝑇𝑔𝑒𝑛): crossing temperature of asymptotes of enthalpy before
and after the transition;
∙ Inflection temperature (𝑇𝑔𝑖𝑛𝑓 ): the temperature at the inflection of the 𝐶𝑃 trace. This
is the definition has been adoped in the present work to define the glass transition
temperature of samples.
DSC analysis on sample F1, F2, F3, F4 and F5 (see Table 5.1 at page 93 for nomenclature)
has been performed by a Mettler Toledo DSC 30 [11] by the research group of prof. Galli at
the Department of Chemistry and Industrial Chemistry of University of Pisa. The apparatus
is capable of operating from -170 ∘ C to +600 ∘ C. The nitrogen cooling facility allows to
obtain rapid cooling and with an high sensitive temperature sensor, a 14-fold Au/Au-Pd
ceramic based type. Samples, of weight ranging in 5-20 mg, have been employed with a
constant flux of Nitrogen as purge gas at a flow rate of 30 mL/min. Temperature and heat
flux calibration has been performed by using tin, indium and zinc standards. DSC scans
were set and recorded by a specific acquisition program running on a personal computer.
All samples has been subjected to a standard heating and cooling from 0 ∘ to +200 ∘ C at
10 ∘ C min -1.
As regard sample S1 and R60 a PerkinElmer DSC7 calorimeter has been used their
characterization. The apparatus is equipped with a cooling system, which cools the sample
and assists in achieving the desired temperature program. A computer, which serves as an
interface between the user and the instrument, provides the control of the instrument via
a dedicated software. Liquid nitrogen is used for sub-ambient operations. The calorimeter
is provided with proper accessories to operate with liquid nitrogen and air in the range of
100𝐾 to 730𝐾. Liquid nitrogen is the coolant, ultrahigh purity gaseous nitrogen is used as
purge gas to the sample holder. The DSC apparatus was periodically calibrated with indium
and zinc standards. Sample holders were aluminum pans and lids closed by a press.DSC
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scans were driven and recorded, according to user settings, by a specific acquisition program
running on a personal computer.
4.4 Size Exclusion Chromatography
The molar mass distributions of the polymeric samples investigated in this thesis work,
have been evaluated by using a Jasco PU-1580 liquid chromatograph equipped with two
PL gel 5 𝜇𝑚 Mixed-D columns. The instrument is provided with a Jasco 830-RI refrac-
tive index detector and a Perkin-Elmer LC75 UV detector. For the calibration procedure,
polymethylmethacrylate standards have been used.
SEC measurements has been performed by prof. G.Galli research group at the Depart-
ment of Chemistry and Industrial Chemistry of University of Pisa.
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Chapter 5
Materials
Polymers containing azobenzene units as side chains have revealed as very promising ma-
terials in many technological fields and in particular as substrates for optical nanowriting.
The architecture and the design at a molecular level of such polymeric materials are a key
factor affecting their bulk and local physical properties and relaxation phenomena crucial
for optical data storage and retrivial. During last years research of our group, in collab-
oration with prof. G.Galli, has been oriented in design, synthesis and characterization of
MA4 ((3-methyl-4-[(6-methacryloyloxy)hexyloxy]-4’-pentyloxyazobenzene)) homopolymers
and its random and block copolymers with methyl-methacrylate groups (MMA) varying
the molecular percentage of azobenzene side chains [1]. All the studied polymers had as
a constant characteristic namely the termination of the lateral azobenzene units with a
−(𝐶𝐻2)4𝐶𝐻3 group.
In this thesis work for the first time we have the opportunity to study the effects of
the substitution of the termination −(𝐶𝐻2)4𝐶𝐻3 with a trifluoromethyl group (−𝑂𝐶𝐹3) in
an analogous serie of copolymers maintainig the same percentage of side chain azobenzene
moieties.
In order to better understand the broad spectrum of relaxation times and lengths in
polymers, a characterization of both bulk and local properties with different experimental
techiques is at least necessary.
In this regard all the samples have been thermally and rheologically fully investigated and
their molecular weight distribution has been evaluated by size exclusion chromatography.
In this Chapter the results of thermal characterization and the molecular weight dis-
tribution of all the systems of interest will be provided. Moreover the determination of
the components of the magnetic tensors g and A of the spin probe cholestane dissolved in
the polymeric matrices is described. Such values are a set of the input parameters of the
numerical simulation program.
Rheological data, essential for the comprehension of relaxation phenomena and the in-
terpretation of the temperature dependence of the rotational correlation times from ESR,
will be more deeply discussed in the next Chapter.
91
5.1 The polymers
A serie of five fluorinated new polymers, one homopolymer and four copolymers, have been
synthesized by the research group of professor Galli at the Department of Chemistry and In-
dustrial Chemistry of the University of Pisa. All the polymers have the same main chain com-
position and contain a different molar percentage of methyl-methacrylate groups (MMA),
3-methyl-4-[(6-methacryloyloxy)hexyloxy]-4’-pentyloxyazobenzene (MA4) and 3-methyl-4-
[(6-methacryloyloxy)hexyloxy]-4’-trifluoromethoxyazobenzene (MAF).
The groups MA4 and MAF contain azobenzene moieties. The presence of MA4 as side
chain moieties leads, as we will see, to the nematic behaviour of some studied samples.
The molar composition of side groups in random copolymer has been chosen in order to
make a comparison with the results obtained in analogous copolymers already studied in
our research group. The PMAF polymer, in the following identified as F1, is a fluorinated
homopolymer with azobenzene moieties, terminated with −𝑂𝐶𝐹3, as side chains (Figure 5-1
with x=100). It is analogous to the PMA4 homopolymer S1, studied in a previous work of
our research group [2], with the same main chain composition where the lateral azobenzene
units were terminated with −(𝐶𝐻2)4𝐶𝐻3 (Figure 5-1 with x=0). The comparison of F1 and
S1 will be enlightening on the effect of fluorine on the bulk and local relaxation phenomena.
The other four samples are copolymers in which the molar percentage of MAF is reduced
in favor of MA4 and MMA lateral counits. In sample F2, F4 and F5 the molar percentage of
MAF is respectively 40 %, 60 % and 80 %. With reference to the Figure 5-1 the x parameter
assumes therefore the values 40 %, 60 %, 80 % and 100 % for the samples F2, F4, F5 and
F1 respectively.
The comparison between F1, F2, F4 and F5 1 allows to enlighten the effect on transport
and relaxation phenomena of the progressive substitution of MAF groups with MA4 units.
Finally, the sample F3 differentiates from the other copolymers since a non mesogenic
group, the MMA, is present as side chain. The molar percentage of MAF in F3 is equal
to 60 % and it is directly comparable with sample F4 having the same molar percentage of
fluorinated units.
On the other hand the composition of F3 is analogous to that of the copolymer MA4-
MMA (named R60 in the following) already investigated by our research group. Their
comparison will allow to characterize the effect of the substitution of −(𝐶𝐻2)4𝐶𝐻3 with
−𝐶𝐹3 in a less packed matrix thanks to the presence of MMA. In all the fluorinated samples
as in PMA4 homopolymer and copolymers [3] samples, the dynamic of the main chain is
decoupled from the azobenzene side pendant moieties by an alkyl spacer group with six
−𝐶𝐻2 units. The (−𝐶𝐻2)𝑛- spacers exhibit important influences on forming and tuning
the nematic phase in side chain liquid-crystalline polymers and also they modulate their
calorimetric and rheological properties [4,5].
1The ESR characterization of sample F5 is not reported in this thesis work.
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Name Sample MAF % MA4 % MMA %
F1 P(MAF) homopolymer 100 — —
F2 P(MAF-MA4) random copolymer 40 60 —
F3 P(MAF-MMA) random copolymer 60 — 40
F4 P(MAF-MA4) random copolymer 60 40 —
F5 P(MAF-MA4) random copolymer 80 20 —
S1 P(MA4) homopolymer — 100 —
R60 P(MA4-MMA) random copolymer — 60 40
Table 5.1: Nomenclature adopted for the analysed samples.
Figure 5-1: General sketch of the MAF-MA4 copolymers with their molar fraction composi-
tion. For F1 homopolyer 𝑥 = 100% whereas for the random copolymers F2 and F4 𝑥 = 40%
and 𝑥 = 60% respectively.
Finally it is worth underlininig the steric hindrance of the −𝐶𝐹3 trifluoromethyl group
(hemispherical volume of 42.6 Å [6]) greater than that of the −𝐶𝐻3 group (16.8 Å [6]).
5.1.1 The PMAF homopolymer and its copolymers
The new homopolymer F1 and its copolymers (F2, F3, F4 and F5) are photoresponsive
polymethacrylate polymers containing fluorinated azobenzes as side chains. They have been
syntetized by free radical polymerization, containing at the 4-position−𝑂𝐶𝐹3 group instead
of −𝑂(𝐶𝐻2)4𝐶𝐻3 that increases the hydrophobic character of the mesogenic group and its
dipole strength [7].
Figure 5-2: General sketch of the F3 MAF-MMA random copolymer, 𝑥 = 60%
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Figure 5-3: General sketch of the MA4-MMA copolymers with their molar fraction compo-
sition. For S1 homopolyer 𝑥 = 100% whereas for the random copolymer R60 𝑥 = 60%.
Sample 𝑀𝐴𝐹% 𝑀𝑛 𝑀𝑤 𝑇𝑔 𝑇𝑁𝐼
(𝑔𝑚𝑜𝑙−1) (𝑔𝑚𝑜𝑙−1) (𝐾) (𝐾)
F1 100 5900 7600 313 ± 2 —
F2 40 21600 49000 302 ± 2 342 ± 1
F3 60 14700 24600 315 ± 1 —
F4 60 27200 61300 302 ± 2 328 ± 1
F5 80 9530 18261 307 ± 2 —
Table 5.2: Average molar masses and transition temperatures of PMAF homopolymer and
copolymers samples. The 𝑇𝑔 was evaluated according to the inflection method [8]; the 𝑇𝑁𝐼
was evaluated following the peak definitions.
5.1.1.1 Molar mass distribution
Molar mass distribution of each sample has been determined by gel permeation chromatog-
raphy (GPC) (section 4.4 at page 90), of chloroform solutions with a Jasco PU-1580 liquid
chromatograph equipped with two PL gel 5 𝜇𝑚 Mixed-D columns, a Jasco 830-RI refractive
index detector and a Perkin-Elmer LC75 UV detector. Polymethylmethacrylate standards
were used for calibration.
The values of 𝑀𝑛 and 𝑀𝑤 are reporteed in Table 5.2.
5.1.1.2 DSC
DSC analysis on samples F1, F2, F3, F4 and F5 has been performed by a Mettler Toledo
DSC 30 [9] calibrated with indium and zinc standards. The samples were first heated at a
heating rate of 20 K/min from 273 K to 473 K and, after a cooling at 20 K/min, DCS traces
have been acquired at a heating rate of 10 K/min in the same temperature range. The
glass transition temperatures 𝑇𝑔 and the nematic-isotropic temperatures 𝑇𝑁𝐼 are reported
in Table 5.2. In Figure 5-4 the heating curve for the PMAF homopolymer F1 and its
copolymers are shown. Only the samples F2 (P(MAF-MA4) 40/60) and F4 (P(MAF-MA4)
60/40) form a nematic phase between the glass transition 𝑇𝑔 and 𝑇𝑁𝐼 due to the presence
of the mesogenic units MA4.
A similar behavior has been found in the series of random copolymers MA4-MAF [10,3,2,11]
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Figure 5-4: Heating traces of F1, F2, F3, F4 and F5 samples.
to which also S1 and R60 belong. In such samples a bulk nematic phase is shown up to a
MA4 percentage of 70 %, whereas in sample R60 DSC does not reveal any LC mesophase
even if a transition on the nano-length scale could be inferred by ESR measurements at 353
K [11].
No LC phase is found in sample F1 and F3 in which only the weak nematic components
MAF is present.
5.1.2 The PMA4 homopolymer and MA4-MMA copolymer
The PMA4 homopolymer is a SCLC polymer contains the (3-methyl-4 0 -pentyloxy)azobenzene
mesogenic unit connected at the 4-position by an hexamethylene spacer to the main chain [2].
The methacrylate homopolymer (sample S1) was synthesized following a standard proce-
dure developed by professor G.Galli and co-workers at the Department of Chemistry and
Industrial Chemistry of the University of Pisa [12,13].
The random copolymer R60 P(MA4-MMA) 60/40 was prepared by a conventional free-
radical initiated polymerization (azobis-isobutyronitrile initiation, benzene solution, 65∘ C,
48 h). The composition of the copolymer was determined from the integrated area of 1𝐻
NMR well resolved signals of the 𝐶𝑂𝑂𝐶𝐻3 protons of the 𝑀𝑀𝐴 counts (at 3.6 ppm) and
the 𝑂𝐶𝐻2 protons of the 𝑀𝐴4 counts (at 3.9 - 4.1 ppm). The nematic moiety in the side
chain consists of a spaced azobenzene with both nematogenic and photoresponsive activ-
ity [14,2,15,16] and the length of the spacer groups between the main chain and the mesogenic
uints drives different mesophases [17]. On the oher hand the methacrylate main chain and
the methyl groups in an asymmetric position of the benzene rings prevent undesiderable
crystallization phenomena.
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Sample x Mn Mw Tg TNI
(gmol−1) (gmol−1) (K) (K)
S1 100 18600 59000 294± 1 358± 1
R60 60 93200 221100 320± 2 —
Table 5.3: Average molar masses and transition temperatures of the PMA4 homopolymer
S1 and MA4-MMA R60 random copolymer samples. 𝑇𝑔 and 𝑇𝑁𝐼 have been measured in
accordance with the enthalpic and peak methods, respectively [18,19]. R60 copolymer does
not show 𝑇𝑁𝐼 in DSC scans, but a mesophase transition on the nano-length scale could be
inferred by ESR measurements at 353 K [14]
5.1.2.1 Molar mass distribution
Molar mass distribution for S1 and R60 have been determined by size exclusion chromatog-
raphy of chloroform solutions with a Waters 590 cromatograph, which was equipped with
two Shodex KF804 columns and both Waters R401 RI and Perkin-Elmer LC75 UV detec-
tors, and of chloroform and tetrahydrofuran solutions with a Jasco PU-1580 chromatograph
equipped with two PL gel 5 mm Mixed-C and Mixed-D columns and both Jasco 830-RI and
Perkin-Elmer LC75 UV detectors.
The values of 𝑀𝑛 and 𝑀𝑤 are reporteed in Table 5.3.
5.1.2.2 DSC
Differential scanning calorimetry (DSC) measurements have been performed with a Perkin-
Elmer DSC7 calorimeter calibrated with indium and zinc standards. The samples were first
heated for 4 h to a temperature well above the supposed 𝑇𝑁𝐼 , cooled to 250 K at a cooling
rate of 40 K/min, and finally heated at a heating rate of 10 K/min. The glass transition
temperatures 𝑇𝑔 and the nematic-isotropic temperatures 𝑇𝑁𝐼 are reported in Table 5.3.
Only S1 sample forms a nematic phase betweeen the glass transition 𝑇𝑔 = 294 K and
𝑇𝑁𝐼 = 358 K. DSC scan of R60 sample showed non isotropization peak probably because
the lower molar ratio of azobenzene units weakens the nematic potential. The presence of
the MMA units raises the value of 𝑇𝑔 if compared with that of the PMA4 homopolymer.
5.2 ESR in diamagnetic materials: spin labels and spin probes
Diamagnetic systems such as the polymer studied in this work, are often investigated by
bounding radicals to the material (spin labels) or by dissolving a very small quantity of
suitable paramagnetic tracers (the spin probes) in in the host matrix [20,21].
Whereas spin labels covalently bounded to the macromolecules of interest involve some
modification of their structures, the spin probes dissolved in the polymer matrix do not alter
the structure of the polymers and can be considered the technique of choice. On the other
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Figure 5-5: Some spin probes usually used in ESR spectroscopy in polymeric materials.
Cholestane spin probe is marked. They are classified according to their size and polarity
(from ref. [28]).
hand, if spin labels are suited for characterizing structure and dynamics of individual macro-
molecules (dynamics of a polymer chain end or the end to end distance of polymer chains)
spin probes are suited for characterizing cooperative and collective behaviour of molecules
or, in other words, supramolecular structures. In fact, for example, in polymers spin probes
residing in voids made available by the free volume [22] are very often used to characterize
complex materials with different components thanks to their capacity to selectively trace
one or several components [23–27]. Moreover by using probes with different structures it is
possible to study different sites and thus different aspects of the same materials [26,28]. The
interaction of different surfactant spin probes with different classes of polymers has been
studied in detail by several groups [29–32]. In Figure 5-5 some spin probes usually employed
in ESR spectroscopy in polymeric materials are presented. Thesensitivity of spin probe to
different sites has been reported in literature both for colloidal dispersion [33] or in copoly-
mers [34] and also in side chain liquid crystal polymers [2,3].
5.2.1 The nitroxide radicals
The nitroxides radicals are suitable spin probes because of their thermal and chemical sta-
bility and the ease to synthesizing them in a large diversity of structures and geometries [35].
Their paramagnetism is due to an unpaired electron in the molecular orbital 𝑁𝑂, given by
the 𝜋 orbital of 14𝑁(𝐼 = 1) and 𝑂, the 𝑧 axis of the magnetic axis system 𝑥𝑦𝑧 has the
direction of the 𝜋 orbital of nitrogen (Figure 5-6). In the case of nitroxide spin probe, X
band ESR spectroscopy is sensitive to the rotational dynamics for microscopic time interval
97
Figure 5-6: A schematic picture of the magnetic axis system for a nitroxide spin probe. The
magnetic system 𝑧 axis is put in the direction of the 𝜋 orbital of the nitrogen, while the 𝑥
axis is oriented along the 𝑁𝑂 bond.
10−12𝑠 < 𝜏 < 10−7𝑠. The cholestane spin probe has been used in this work. Due to its
cylindrical symmetry, has proved to be an excellent molecular tracer, especially in the study
of reorientational processes of liquid-crystal polymers [36,37].
A very accurate procedure [37] is needed to determine the principal components of the
magnetic tensors of the spin probe from the powder spectrum, which are necessary to deter-
mine the diffusion correlation times from the ESR spectra in other dynamic regimes found
at higher temperatures.
5.2.1.1 Cholestane spin probe
The 𝑐ℎ𝑜𝑙𝑒𝑠𝑡𝑎𝑛𝑒 molecule, 4’,4’-dimethyl-spiro(5[alpha]-cholestane-3,2’-oxazolin)-3’-yloxy, is
a spin-labeled steroid rather rigid and with a prolate shape. Its paramagnetic behaviour
origins from the substitution of a carbon with a nitrogen atom in the oxazolidin ring (as
usual in doxyl nitroxide), Figure 5-7. The chemical formula is (𝐶𝐻2)27𝐶4𝑁𝑂2 and has
a molar mass value of 472,78 g mol -1. The melting point is in the range 449-451 K. The
sample was used without further treatments as received by Sigma-Aldrich Inc., which sells it
with a purity of 99%. The estimation of the semi-axes of the prolate shape of the cholestane
gives 0.25 nm for the smallest semi-axes, while the major can vary in the range from 0.89
nm to 0.99 nm depending on the tail geometry [38]. The cholestane has an almost rigid axial
symmetry [38] with the molecular frame not coincident with the magnetic one.
5.2.2 Spin probe incorporation
The ESR samples were prepared following a standard procedure for all the studied polymers.
Two chloroform solutions containing predetermined amounts of polymer and spin probe were
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Figure 5-7: A representation of the structure of cholestane spin probe (a) with the molecular
𝑝𝑞𝑟 and magnetic 𝑥𝑦𝑧 reference frame. In (b) and (c) a view of the molecule in the space
and its projection onto the 𝑝𝑟, 𝑞𝑟 and 𝑝𝑞 planes are reported.
mixed at room temperature and the resulting solution (10−3 cholestane/repeat unit molar
ratio) was heated at about 358 K on a quartz plate making vacuum with a water pump.
The plastic molten was inserted in a standard quartz tube sample-holder (outer diameter
of 4 mm) and then was evaporated to complete dryness at about 358 K under vacuum for
about 120 hours by using an Adixen TM rotary vane mechanical pump (Alcatel Vacuum
Technology Inc., Annecy, France) at a pressure lower than 1 Pa. Day by day the spectra of
the samples were recorded to verify the work in progress.
5.2.3 ESR parameters
The anisotropy of g and hyperfine tensor in the spin probe, make ESR lineshape of nitroxides
dependent on their reorientation rate in different local environments. The rotational dynam-
ics of the cholestane spin probe, due to its cylindrical symmetry, is fully characterized by two
reorientational correlation times 𝜏|| (the spinning time) and 𝜏⊥ (the tumbling time), Figure
5-8. The reorientational model considered for the cholestane spin probe is an anisotropic
diffusion model (Section A.0.11) and the relevant information about its rotational dynamics
has been inferred by means of numerical algorithms based on the generalized Mori theory. In
the model the reorientational process is characterized by the diffusion coefficient 𝐷⊥ (tum-
bling) and 𝐷|| (spinning). The spinning correlation time, 𝜏||, and the tumbling correlation
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Figure 5-8: The spinning motions around the symmetry axis and the tumbling motions are
shown. The tumbling time 𝜏⊥ is the correlation time of the rotation of the main axis of the
prolate. The spinning time 𝜏|| is the correlation time of rotations about the main axis of the
prolate.
time, 𝜏⊥, are related to the diffusion coefficients by:
𝜏⊥ =
1
6𝐷⊥
(5.1)
𝜏|| =
1
6𝐷||
(5.2)
where the factor 1/6 is chosen in analogy with the correlation time for the diffusion of a
sphere. The ratio between 𝐷|| and 𝐷⊥ is called anisotropy ratio (AR). It can vary with
temperature [39] and characterizes the local interaction between the motion of probe and
the host matrix. Usually, in polymers it is found to range from 5 to 50 [36,39,14], a greater
value of 𝐷||/𝐷⊥ denoting a reorienting process in a more rigid environment. In all the
samples studied in this work, the AR has been found to be equal to 20 and independent of
temperature. It is worth to note that also in the polymethacrylates PMA4, homopolymer
and copolymers, the anisotropy ratio does not depend on temperature and ranges between 15
and 18 [14]. An AR strongly dependent on temperature has been found instead in reorienting
dynamics of cholestane in PEA [39]. A temperature dependence of the anisotropy ratio seems
to be correlated to a less rigid local environment in polymeric matrix.
The values of of the magnetic components of the Zeeman and hyperfine tensors of the
cholestane spin probe have been inferrred by careful simulations of the powder spectra for all
the polymeric matrices, according to the procedure detailed elsewhere [40]. In Figure 5-9 are
reported the ESR experimental spectra and theoretical simulations in the ultraslow regime.
It should be noted the good agreement between the experimental and simulated traces. The
values of the principal components of tensors g and a are listed in tables 5.4 and 5.5. It
should be noted the good agreement between their values, this fact highlights that at local
level the probe experiences the same magnetic environment in all the samples. Typical
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Figure 5-9: ESR experimental and theoretical powder spectra of cholestane in the fluorinated
samples
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Sample gxx gyy gzz Temperature (K)
F1 2.0089 2.0068 2.0025 142
F2 2.0091 2.0068 2.0025 138
F3 2.0091 2.0068 2.0025 141
F4 2.0089 2.0068 2.0025 134
Table 5.4: The values of the Zeeman tensor, g, in the magnetic reference frame for samples F1
P(MAF), F2 P(MAF-MA4) 40/60, F3 P(MAF-MMA) 60/40 and F4 P(MAF-MA4) 60/40.
In the table the temperature at which the powder spectrum was registered is also reported.
Sample axx ayy azz Temperature
(G) (G) (G) (K)
F1 5.1 4.7 33.3 142
F2 5.1 4.7 33.1 138
F3 5.1 4.7 33.1 141
F4 5.1 4.7 33.0 134
Table 5.5: The values of the hyperfine tensor, a, in the magnetic reference frame for samples
F1 P(MAF), F2 P(MAF-MA4) 40/60, F3 P(MAF-MMA) 60/40 and F4 P(MAF-MA4)
60/40. In the table the temperature at which the powder spectrum was registered is also
reported.
values for the principal components of the Zeeman and hyperfine tensors found in literature
are 𝑔𝑥𝑥 ≈ 2.008 − 2.010, 𝑔𝑦𝑦 ≈ 2.005 − 2.006 and 𝑔𝑧𝑧 remains close to the free electron g
value 𝑔𝑧𝑧 ≈ 2.0023. The hyperfine coupling is larger along the 𝑧 direction (𝐴𝑧𝑧 ≈ 31−38 𝐺)
whereas 𝑎𝑥𝑥 ≈ 𝑎𝑦𝑦 ≈ 5 − 6 𝐺. Generally , a polar enviroment leads to an increase of 𝑎𝑧𝑧
transferring spin density from the oxygen to the nitrogen atom [41].
Magnetic parameters for cholestane in sample S1 P(MA4) and R60 P(MA4-MMA)
60/40 [2,11] are also reported in Table 5.6.
g A(G)
gxx gyy gzz Axx Ayy Azz
2.0092 2.0069 2.0026 5.5 5.0 32.6
Table 5.6: The values of the hyperfine, a, and Zeeman, g, tensors in the magnetic reference
frame for samples S1 and R60 P(MA4-MMA) 60/40 are coincident. The powder spectra
have been recorded at 145 K (from ref. [2, 11]).
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Chapter 6
Rheological properties of fluorinated
samples
In this chapter the linear viscoelastic characterization of the investigated fluorinated samples
is presented. The dependence of the rheological response on the composition of the polymer
chain is analyzed. Different comparisons are made, also with literature samples of the
azobenzene polymethacrylate (PMA4) family. In particular, the series of random copolymers
of MA4 and MAF and a series composed by a MA4-MMA and a MAF-MMA random
copolymer with the same relative amount of MMA counits are studied. Results of the
rheological study on the macro- length- and time-scales will be used also in the ESR studies
of the polymer matrices at the nano-scales.
The TTS principle has been found to work in all the samples despite the presence of
heterogeneous compositions and, in some cases, of nematic-to-isotropic transitions. The
temperature dependence of the horizontal shift parameters has been described by the WLF
law. Furthermore, the dependence on the temperature of zero-shear viscosity, for all the
investigated samples, resulted to be well described by means of VF laws.
6.1 Rheological characterization
The rheological response of polymer materials is strongly influenced by conformation, molar
mass, and microstructure of the chain. Previous studies [1] showed that thermal parameters
tends to asymptotic values above a critical mass (usually very low). Therefore, these pa-
rameters in this condition are influenced by conformation and microstructure of the chain
only (interpreted in the framework of free-volume theories) [1,2]. The MAF-MA4 series of
copolymers here considered (F1, F2, F4, F5, S1) is characterised by the same architecture
along the main chain and also by an identical wide part of the side chains of the counits MA4
and MAF that differentiate only in the terminal part of the side chains. This series is par-
ticularly interesting because the rheological response, which is dominated by the main chain
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dynamics for temperatures above the 𝑇𝑔, should highlight differences due to the amount of
mesogenic groups or fluorinates in the polymer matrix.
A comparison of the viscoelastic behaviour of MA4-MMA and MAF-MMA copolymers
(R60 and F3) is also carried out to investigate possible differences to be ascribed to different
free-volume amount in the matrix when counits with side-chains shorter than MA4 or MAF
ones are introduced in the polymer chain.
6.1.1 Viscosity measurements
In Figure 6-1, the temperature dependence of the zero-shear viscosity1, as obtained from
the creep recovery and flow measurements in a large temperature interval, is shown for the
different samples.
It is worth recalling that in this work viscosity is obtained from creep-and-relaxation
isotherm experiments summating the creep and the recovery compliance curves at corre-
sponding times (posing 𝛾(𝑡 = 0) = 0). In fact, 𝐽(𝑡) = 𝑅(𝑡) + 𝑡/𝜂 at all times during
the creep and 𝑅(𝑡) is the only time-dependent component of the recovery. Therefore, the
compliance resulting from this subtraction is a line whose slope is 1/𝜂. Such a procedure
prevents the event of breaking the viscoelastic strain limit.
In Figure 6-1, viscosity data are also reported as calculated from the loss modulus 𝐺′′
in the terminal zone according to the definition:
lim𝜔→0
𝐺′′(𝜔)
𝜔
. (6.1)
The viscosity 𝜂 of each sample is well reproduced (Figure 6-1) by a VF law [3–5]:
𝜂(𝑇 ) = 𝜂∞ exp
(︂
𝑇𝑏
𝑇 − 𝑇0
)︂
. (6.2)
The values of the factors 𝜂∞, the pseudo-activation temperatures (expressed in kelvin) 𝑇𝑏,
and the Vogel temperatures 𝑇0 are given in Table 6.1.
It is worth noting that no discontinuity is found, even for those nematic samples having
𝑇𝑁𝐼 within the investigated temperature range.
6.1.2 Master curves
Master curves were obtained by mathematically shifting the experimental isotherm frequency
sweeps of the complex modulus 𝐺*. The possibility of achieving collapse of the frequency
sweeps onto single, continue master curves for each sample lead to conclude that the time-
temperature superposition (TTS) principle has been found to be applicable to dynamic
measurements of the investigated samples within the temperature range from about 𝑇𝑔 K
1In the following, the zero-shear viscosity will be simply called viscosity, except where otherwise stated.
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Figure 6-1: Steady and dynamic measurements are reported as a function of the temperature.
The dashed lines are the VF fits.
Sample 𝜂∞ Tb T0 Tg
(Pa s) (K) (K) (K)
F1 (3.5± 0.2)× 10−4 1720± 50 250± 3 313± 2
F2 (1.3± 0.1)× 10−3 1700± 40 250± 3 302± 2
F4 (1.5± 0.1)× 10−3 1730± 60 250± 3 302± 2
F5 (1.0± 0.1)× 10−3 1670± 50 250± 3 307± 2
S1 (2.2± 0.1)× 10−3 1300± 30 259± 5 294± 1
F3 (1.5± 0.1)× 10−5 2750± 70 236± 3 315± 1
R60 (2.0± 0.2)× 10−3 1960± 50 258± 2 320± 2
Table 6.1: VF fit parameters of viscosity of the MAF and PMA4 homopolymers and copoly-
mers studied in this work. Glass transition temperatures are also given. Only F3 and R60
samples (grouped separately) contain MMA units.
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up to 𝑇𝑔 +110 K. The master curves of the storage 𝐺′ and loss 𝐺′′ moduli are shown at the
reference temperature 𝑇𝑟 = 378.2 K, in Figure 6-2.
Inspecting figures 6-2, it is apparent that the master curves of the polymers studied in this
work are characteristic of non entangled chains. Key signature of entanglement in 𝐺* curves
could have been expected on the sole basis of the high molar masses of PMA4 homopolymer.
It was shown [6] that the lack of entanglement plateau in side-chain nematic polymers is
usually ascribed to the mesophase order that would dilate the confining tube, on whose
dimension the 𝑀𝑒 value depends [7,8], and would shift entanglement to higher molar masses.
High values of𝑀𝑒 were also found in other side-chain liquid-crystalline polymethacrylates [9].
In Ref. [6] was also shown how abundance of long side-chains increases packing length and
rises the𝑀𝑒 value. Therefore, because of the significant length of MA4 and MAF side chains,
none of the investigated samples show an entanglement plateau despite their molar mass
distribution that, in case of ordinary polymers should provide evidence of entanglement.
6.1.3 Horizontal and vertical shift parameters and the validity of TTS
The horizontal and vertical shift factors 𝑎𝑇𝑟(𝑇 ) and 𝑏𝑇𝑟(𝑇 ) at the reference temperature 𝑇𝑟,
as well as the master curves, were obtained by mathematical shifting [10] of experimental
isotherm frequency sweeps of the complex modulus 𝐺*(𝜔). The horizontal shift factors
𝑎𝑇𝑟(𝑇 ) were well described by the semi-empirical WLF law [11,12] (in Figure 6-3 (a) the F5
case):
log 𝑎𝑇𝑟(𝑇 ) =
−𝐶1(𝑇 − 𝑇𝑟)
𝑇 − 𝑇𝑟 + 𝐶2 . (6.3)
The quantities 𝐶1 and 𝐶2 are the so-called WLF parameters (Section 3.5), while 𝑇𝑟 is the
reference temperature. The values of the WLF 𝑇𝑟-dependent parameters 𝐶1 and 𝐶2 as well
as the invariants 𝐶1𝐶2 and 𝑇0 = 𝑇𝑟 − 𝐶2 (see Eq. 3.29) for the investigated samples are
found in Table 6.2.
As a further evidence that TTS holds, it can be noted, observing Table 6.2, that all
the samples, within the experimental errors, fulfilled the relationships 𝑇𝑏 = 𝐶1𝐶2 ln 10 and
𝑇0 = 𝑇𝑟 − 𝐶2, relating VF and WLF parameters [12,1]. Moreover, the vertical shift factors
𝑏𝑇𝑟(𝑇 ) were found to follow the usual behaviour of thermorheologically simple polymers.
In fact, for these materials, the 𝑏𝑇𝑟(𝑇 ) functions consist of slightly scattered points around
the reference line 𝑇/𝑇𝑟. Deviations from the reference line 𝑇/𝑇𝑟 are due to small density
variations with temperature (in Figure 6-3 (b) the F5 case).
In Table 6.2, the 𝐶𝑔1 and 𝐶
𝑔
2 parameters extrapolated at 𝑇𝑔
[1], are also given.
The temperature dependence of the viscosity of MAF and PMA4 polymer series is shown
in Figure 6-1. No discontinuity is detectable, not even in the mesogenic copolymers across
𝑇𝑁𝐼 . The continuity of the viscosity across the 𝑇𝑁𝐼 is consistent with literature results [7,13,14]
and with dielectric spectroscopy experiments [15] on side-chain liquid-crystalline polymers,
confirming how the dynamic consequences of the isotropic-nematic transition are not as
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Figure 6-2: Master curves of the investigated samples. The storage 𝐺′ and loss 𝐺′′ moduli
(filled and empty symbols, respectively) at 𝑇𝑟 = 378.2 K are plotted.
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Figure 6-3: Shift parameters of the F5 sample at 𝑇𝑟 = 378.2 K. Horizontal shift parameters
and relative WLF fit (a). Vertical shift parameters and reference line 𝑇𝑟/𝑇 (b).
Sample C1 C2 C1C2 Tb = ln(10)C1C2 T0 = Tr −C2 Cg1 Cg2 Tg
(K) (K) (K) (K) (K) (K)
F1 5.8± 0.1 128± 2 740± 20 1704± 46 250± 2 12± 1 63± 3 313± 2
F2 5.6± 0.1 128± 2 720± 20 1658± 46 250± 2 14± 1 52± 3 302± 2
F4 5.8± 0.1 126± 2 730± 20 1681± 46 252± 2 15± 1 50± 3 302± 2
F5 5.8± 0.1 127± 2 740± 20 1704± 46 251± 2 13± 1 56± 3 307± 2
S1 4.7± 0.2 116± 3 550± 20 1266± 46 262± 2 17± 2 32± 3 294± 1
F3 8.8± 0.2 141± 2 1240± 50 2855± 115 237± 2 15± 1 78± 3 315± 1
R60 7.3± 0.4 120± 3 870± 50 2003± 115 258± 2 14± 1 62± 3 320± 2
Table 6.2: WLF parameters of 𝑎𝑇𝑟(𝑇 ) at 𝑇𝑟 = 378.2± 0.1 K. Glass transition temperatures
are also given.
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severe as for the isotropic-smectic transition [14]. This indicates that heterogeneities have
no effects on chain length-scales at the time-scales of rheology. Further evidence of this is
provided by dynamic experiments, where no heterogeneous behavior was observed either:
all the samples showed superimposable dynamic moduli 𝐺′ and 𝐺′′ as a function of the
frequency at temperatures below and above the nematic-to-isotropic transition.
The validity of the TTS could be quite unexpected for these polymers because of their
random copolymer nature that could originate heterogeneous dynamic mechanisms. In fact,
when the polymer architecture induces heterogeneous backbone dynamics, TTS failures
are widely predictable, because main-chain normal modes are characterized by different
monomeric friction coefficients, which may have a different temperature-dependence. This
inhibits the possibility of a unique temperature scaling of different normal modes, and the
heterogeneous nature of such a polymer should become apparent for rheological modes with
typical lengths [16] comparable or smaller than the length of the dynamic units [6].
The occurrence of TTS in the investigated polymers, might be justified by recurring
to an average monomeric friction coefficient, determining the temperature dependence of
material functions and main-chain dynamics [6].
Besides the copolymer nature, the liquid-crystalline character of the F2 and F4 ran-
dom copolymers could be expected to affect the validity of TTS. It is known, for example,
that the configuration of main-chain liquid-crystal polymers is greatly modified in the ne-
matic phase, and the pertinent oscillatory material functions generally depend on shear
stress/strain and thermal history of the sample [6]. Failures of TTS have been found in
main-chain liquid-crystal polymers [17–19], while studies on nematic side-chain polymers have
shown breakdown of the TTS at very high masses, in presence either of entanglement [9,20,21]
or nematic groups localized "far" enough from the polymer backbone, [22] also depending on
the main-chain architecture [23].On the other hand, TTS held in polymethacrilates [7,6] with
mesogenic azobenzene side groups, substantiating the validity of TTS also in the polymers
of this thesis.
6.1.4 Fragility, some considerations and comparisons
In Section 1.7.1 the concept of "fragility" for glass formers materials, and in particular for
polymers, has been introduced. The Angell plot has revelaled an useful representation for
visualizing and grouping by common pattern the temperature dependence of the viscosity
of different glass formers, and, in particular polymers. A fragile behavior indicates that the
activation energy for relaxation processes is continuously changing and diffusion is occurring
as a part of complex collective motion on a rugged energy landscape. On the contrary, a
strong Arrhenius behavior pertains to liquids where the diffusion mechanism is due to the
physical crossing of a single barrier.
According to Sethna [24] the viscosity dependence on temperature can be described by a
VF equation where a parameter 𝐷 may be taken as a measure of the degree of non-Arrhenius
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Figure 6-4: Strong to fragile behavior of some non polymeric glass formers as shown by 𝑇 *-
scaled Angell plot of viscosity. 𝑇 * is the temperature at which the shear viscosity reaches
a value of 1012 Pa s. In the inset (b) it is shown how the pattern is reproduced by the
variation of the parameter 𝐷 (Eq. 6.4). In the inset (a) the ratio 𝐶𝑝(𝑙𝑖𝑞)/𝐶𝑝(𝑐𝑟𝑦𝑠) is also
reported (from ref. [25]).
behavior:
𝜂 = 𝜂∞ exp
(︂
𝐷𝑇0
𝑇 − 𝑇0
)︂
(6.4)
In such parametrization of the VF law of Eq. 6.2, 𝐷 corresponds to the ratio 𝑇𝑏/𝑇0. The
greater is 𝐷, the stronger the polymer, with the limit value for 𝐷 tending to infinity when
the Equation (6.4) becomes an Arrhenius-like activated process. Anyway, for 𝐷 > 100 the
Eq. (6.4) is difficult to distinguish from an Arrhenius law. As example, in Figure 6-4, the
strong-fragile behavior in some glass forming liquids is reported in a 𝑇 *-scaled Angell plot
of viscosity [25]. 𝑇 * is the temperature at which the shear viscosity reaches 1012 Pa s. The
inset (b) of the figure shows how the pattern from Arrhenius to VF law is reproduced by
the variation of the parameter 𝐷.
If the value of 𝐷 may quantifies the overall degree of non-Arrhenius behavior of 𝜂(𝑇 ),
a model independent quantity namely the dynamic fragility index, or steepness index, m
was introduced by Plazek and Ngai [26] and by Bömer and Angell [27] in order to distinguish
fragile and strong glass formers by using the slope of the viscosity curve at 𝑇𝑔:
𝑚 =
d log 𝜏
d(𝑇𝑔/𝑇 )
⃒⃒⃒⃒
𝑇=𝑇𝑔
=
1
ln 10
𝑇𝑏𝑇𝑔
(𝑇𝑔 − 𝑇0)2 = 𝑇𝑔
𝐶𝑔1
𝐶𝑔2
(6.5)
Contrary to 𝐷, 𝑚 represents a local property of glass formers, characterizing the rapidity
with which their dynamics changes approaching 𝑇𝑔, as a rule the greater is 𝑚, the more
fragile the polymer. Both properties, 𝐷 and 𝑚 values, of the viscosity are not necessarily
114
Figure 6-5: Rescaled Angell plot for fluorinated, S1 and R60 samples according to the
Equation (6.5).
related.
Another convenient manner to visualize and evaluate the fragility of polymers is by
producing a rescaled Angell plot, a representation [28] where the quantity:(︂
log
𝜂(𝑇 )
𝜂(𝑇𝑔)
)︂(︂
log
𝜂(𝑇𝑔)
𝜂∞
)︂−1
(6.6)
is plotted as a function of 𝑇𝑔/𝑇 .
In Figure 6-5 the rescaled Angell plot for the fluorinated polymers F1-F5 and for samples
S1 and R60 is shown.
In Table 6.3 the fragility indexes 𝐷 and 𝑚 of F1-F5 series and of some polyacrylates
and polymethylmethacrylates studied by our research group are reported. The molecular
weights, polydispersity indexes and 𝑇𝑔 values are also shown in the table. Note that all the
data are sorted in ascending order with respect to 𝑚 values and grouped in four different
classes, the second one collects MA4 LC polymers series. For comparison, data of PMMA
from literature [29] are also reported.
The values of𝐷 well account for the fragility trend shown in the Figure 6-5. F3 copolymer
results to be the strongest one not only among the fluorinated polymers but also if we
consider LC MA4 series, PEA, PnBA and PMA. Such findings is ascrivable to the presence
of MMA counits in the copolymer, in fact the result is consistent with the higher value of
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Sample Mw Mw/Mn Tg m D
(g mol−1) (K)
F1 7600 1.29 313± 2 60± 6 6.9± 0.3
F3 24600 1.67 315± 1 61± 5 11.7± 0.4
F5 18261 1.92 307± 2 71± 7 6.7± 0.3
F2 49000 2.27 302± 2 81± 7 6.8± 0.2
F4 61300 2.15 302± 2 91± 8 6.9± 0.3
PMMA1 25000 1.04 390 56 12.3
R10 P(MA4-MMA) 10/90 2 57000 2.62 356± 2 59± 4 9.8± 0.4
R60 P(MA4-MMA) 60/40 3 93200 4.01 320± 2 72± 5 7.6± 0.2
R70 P(MA4-MMA) 70/30 4 117000 3.54 314± 2 92± 6 5.9± 0.3
R80 P(MA4-MMA) 80/20 5 177000 3.61 308± 2 123± 7 5.5± 0.3
R90 P(MA4-MMA) 90/10 6 180000 3.40 306± 2 162± 7 4.5± 0.2
S1 6 59000 3.17 294± 1 175± 9 5.0± 0.2
PnBA 7 14700 1.13 224± 2 53± 7 8.2± 0.3
PEA 8 13100 1.13 254± 2 58± 7 7.1± 0.3
PMA 9 14000 1.08 272± 2 88± 9 6.4± 0.3
PEA02R * 13100 1.13 252± 1 59± 6 7.1± 0.3
PEA05R * 26600 1.07 253± 1 60± 7 7.5± 0.3
PEA06R 8 66500 1.15 253± 2 60± 9 7.3± 0.3
PEA20R * 150000 1.25 253± 1 61± 7 7.4± 0.3
PEA17R * 7800 1.07 247± 1 62± 7 6.6± 0.4
PEA01R 8 8250 1.10 248± 2 62± 9 6.8± 0.4
PEA18R * 9600 1.09 250± 1 63± 7 6.9± 0.3
PEA16R * 3000 1.09 243± 1 65± 7 6.3± 0.3
PEA04R * 20200 1.08 250± 1 65± 8 7.3± 0.3
PEA15R * 1200 1.22 231± 1 78± 7 5.5± 0.3
1 K.Fuchs, Chr.Friedrich, J.Weese Macromolecules, 29, 5893-5901, 1996
2 L.Andreozzi, G.Galli, M.Giordano, E.Martinelli, F.Zulli Macromolecules 48, 6541-6552, 2015
3 L.Andreozzi, C.Autiero, M.Faetti, F.Zulli, M.Giordano Mol. Cryst. Liq. Crsyt. 450 363-371,
2006
4 G.Galli, I.Szanka, L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli Macromol.Symp.
245-246, 463-469, 2006
5 L.Andreozzi, G.Galli, M.Giordano, E.Martinelli, F.Zulli Macromolecules 48, 6541-6552, 2015
6 L.Andreozzi, M.Faetti, M.Giordano, D.Palazzuoli Macromolecules 34, 7325-7330, 2001 2015
7 L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli Journal of Non-Crystalline solids 352,
5050-5054, 2006
8 L.Andreozzi, M.Faetti, M.Giordano, F.Zulli and V.Castelvetro, Phil. Mag. 84, 1555-1565,
2004
9 L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli Journal of Non-Crystalline solids 352,
5050-5054, 2006
* unpublished results
Table 6.3: The fragility parameters 𝑚 and 𝐷 for PMMA, PMA4 S1 homopolymer, random
MA4-MMA copolymers, PAA, PnBA and PEA samples are reported with their respective
molecular weigths 𝑀𝑤, the polydispersity indexes 𝑀𝑤/𝑀𝑛 and the glass transition temper-
atures 𝑇𝑔.
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𝐷 in R10 with respect all the other samples of the MA4 series and quite similat to that of
the PMMA homopolymer. On the other hand it is interestng to note how in the fluorinated
series the substitution of MA4 with MMA (F4 vs F3) decreases fragility from 𝐷 = 6.9 to
𝐷 = 11.7 and the replacement of MAF counits with MA4 (F3 vs R60) increases again the
fragility up to a quite similar value 𝐷 = 7.6 even if slightly greater. For F2, F4, F5 and F1
𝐷 assumes the same value, as if the (overall) fragility is driven by only the presence of MAF
counits and, moreover, the LC character of F2 and F4 appears not relevant. The value of
𝐷 in fluorinated LC F2 and F4 is slightly greater than that found for LC MA4 copolymers
but, only in this last case, the value of 𝐷 can be also used to tentatively group samples in
two class corresponding to the their LC character. In fact the only two non-LC samples R10
and R60 exhibit higher 𝐷 values (stronger) with respect the other LC MA4 copolymers and
S1 homopolymer.
Let’s now focus our attention on the values of the dynamic fragility 𝑚 as reported in
Table 6.3. It is immediately evident that 𝑚 does not directly correlates with 𝐷 and does
not indicizes, as expected, the trend of the viscosity dependence on temperature as shown
in Figure 6-5.
It is well known that the values of 𝑚 have a very wide range of variations between
glass forming materials in general and polymers in particular [30,31]. Dynamic fragility at 𝑇𝑔
varies from ∼ 45 [32] to > 200 in amorphous polymers, a fragility range not observed in any
other material class [33,34]. It is useful however to recall how the value of 𝑚 depends on the
different analysed relaxation processes and on their time scale, this could bring to wrong
conclusions when comparing data from different sources in literature. A first result from
the inspection of the Table 6.3, where data homogeneously refer to the terminal relaxation
of the polymers, is that the highest values of 𝑚 are found in LC MA4 copolymers where it
ranges from 92 ± 6 (R70) up to 175 ± 9 (S1) increasing with the percentage of mesogenic
units as side chains. On the other hand also 𝑚 values pertainig to F2 and F4 are consistent
with their LC character if compared with R70.
As regard the dependence of 𝑚 on 𝑀𝑤 the picture it is not clear, and the general de-
pendence of the fragility index on molecular weight is still object of debate in the scientific
community. To this respect, for example, whereas a group of polymers such as poly(dimethyl
siloxane), poly(methyl phenyl siloxane) and poly(propylene oxide) show no significant depen-
dence on molecular weight [35], polystyrene and poly(methyl methacrylate) exhibit a marked
increase of fragility with molecular weight [36]. By analysing data reported in Table 6.3, and
focussing our attention on the dependence of fragility on 𝑀𝑤 in PEA samples, it is worth to
note (Figure 6-6) that, excluding a fluctuation at low masses,𝑚 remains almost constant at a
value of about 60 independent of molar mass. Such finding seems to be in accordance with a
more recent theoretical approaches [37] suggesting that the interplay between flexibility of the
polymer backbone and side groups play a major role in defining polymer fragility throught
frustration of chain packing [38] with respect 𝑀𝑤. In a more flexible polymers an increase
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Figure 6-6: Fragility index 𝑚 dependence on 𝑀𝑤 for PEA samples (Table 6.3).
in 𝑀𝑤 should not significantly affect its properties because motions of different parts of the
molecules become decoupled on a short distance along the backbone [38]. According to this
findings, in the following, the (hidden) dependence of 𝑚 on 𝑀𝑤 is not considered and we
will not carry out further such analysis.
Some interesting considerations, instead, arise from the analysis of tables 6.3 and 6.4
regarding the dependence of 𝑚 on 𝑇𝑔. In fact for all the groups except the third in Table
6.3, to which belong PnBA, PEA and PMA where the side chain length varies, an inverse
correlation between fragility values and 𝑇𝑔 seems to hold. Such findings seem to be contrary
to the general relation 𝑚 ∝ 𝑇𝑔 found by analysing a wide series of polymeric matrices [34].
It is anyway interesting to discuss the behavior of 𝑚 in fluorinated samples and in MA4-
MMA random copolymers as a function of MA4 percentage to gain insight into the role
of the stiffness of the side pendants. In Table 6.4 the values of 𝑚 as defined in Equation
(6.5) for both the fluorinated samples and MA4-MMA copolymers [39,40] with the respective
𝑇𝑔 values are reported for commodity of the reader. On the other hand, the progressive
increasing of MA4 percentage both in MAF-MA4 and in MA4-MMA series (Figure 6-7)
leads to higher fragility index values, somehow confirming that 𝑚 probably depends on the
rigidity of the backbone chains relative to the side group [38].
More recently, in order to define the most suitable parameter to classify the material
behaviors, starting from the early works of Williams et al. [41–44], the use of the apparent
activation energy 𝐸𝑔 at 𝑇𝑔 has been proposed as a promising index [36,45–48] instead of 𝑚.
The apparent activation energy 𝐸𝑔 is related to the VF and WLF parameters by the
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Figure 6-7: The fragility index 𝑚 as defined in Equation (6.5) is reported as a function of
MA4 content in MAF (blue circles) and MMA (red squares) copolymers.
relations:
𝐸𝑔 =
𝑅𝑇𝑏
(1− 𝑇0/𝑇𝑔)2 (6.7)
𝐸𝑔 = ln 10𝑅
𝐶𝑔1
𝐶𝑔2
𝑇 2𝑔 (6.8)
and, since 𝑚 = 𝐶
𝑔
1
𝐶𝑔2
𝑇𝑔, 𝐸𝑔 can be calculated either from its relationship to 𝑚 or from the
VF:
𝐸𝑔 = ln 10𝑅𝑇𝑔𝑚 (6.9)
𝐸𝑔 =
𝑅𝑇𝑏𝑇
2
𝑔
(𝑇𝑔 − 𝑇0)2 (6.10)
By using the 𝐸𝑔 values of polymers Qin and McKenna reported in their work [34], they have
found the empirical relation 𝐸𝑔(𝑘𝐽/𝑚𝑜𝑙) ≈ 0.006𝑇 2𝑔 − 35 for polymers.
In Table 6.5 are reported the data about some polymers investigated by our research
group. In particular information about PEA samples, fluorinated polymers, LC PMA4 series
and PMMAc, PnBA are shown.
In Figure 6-8 (a) the 𝐸𝑔 values from Table 6.5 and from reference [34] are displayed as
a function of 𝑇𝑔. A second order polynomial best fit is superimposed to the experimental
results. The best fit, including data from our laboratory, provide 𝐸𝑔 ≈ 0.006𝑇𝑔 − 16 in
agreement with results in [34]. On the other hand, a glance at Figure 6-8 (b), where only
data about PEA samples, fluorinated polymers, LC PMA4 and PMMA, PnBA are shown
with the same best fit, deserve some interesting considerations. In fact it is evident how the
𝐸𝑔 dependence on 𝑇𝑔 is stricly related to the chemical structure and/or architecture of the
single polymeric species. Such findings, even if it needs more deepening, could support the
119
Sample %MA4 %MAF %MMA Tg (K) m
F1 0 100 — 313± 2 60± 6
R10 10 — 90 356± 3 59± 41
F5 20 80 — 307± 2 71± 7
F4 40 60 — 302± 2 91± 8
R60 60 — 40 320± 2 72± 62
F2 60 40 — 302± 2 81± 7
R70 70 — 30 314± 2 92± 62
R80 80 — 20 308± 2 123± 71
R90 90 — 10 306± 2 162± 71
S1 100 — — 294± 1 175± 91
F3 0 60 40 315± 1 61± 5
PMMA [29] 0 0 100 390± 5 56± 5
1 L.Andreozzi, G.Galli, M.Giordano, E.Martinelli and F.Zulli Macro-
molecules 48:6541 2015
2 L.Andreozzi, C.Autiero, M.Faetti, G.Galli, M.Giordano and F.Zulli
Macromolecular Symposia 263:78 2008
Table 6.4: Fragility parameter 𝑚 (Eq. (6.5)) of fluorinated samples, MA4-MMA copoly-
mers [39,40] and a conventional poly(methyl methacrylate) [29]. The values of glass transition
temperatures are also reported.
idea that a general dependence of 𝐸𝑔 from 𝑇𝑔 does not hold and consequently 𝐸𝑔 approach
could not reveal more informative (in general) than 𝑚 at least for polymeric materials.
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Polymer Symbols Tg m Eg Ref.
(K) kJ/mol
Fluorinated series F1 313 60 359.5
F2 302 81 468.3
F3 315 61 367.8
F4 302 91 526.1
F5 307 71 417.3
MA4-MMA series S1 294 175 984.9 (a)
R10 356 59 402.1 (b)
R60 320 72 441.1 (c)
R70 314 92 553.0 (d)
R80 308 123 725.4 (e)
R90 306 162 949.0 (e)
PMMA 390 56 418.1 (f)
PMA 272 88 458.2 (g)
PnBA 224 53 227.3 (h)
Poly(ethyl acrylate) PEA 254 58 282.0 (i)
PEA15R 213 78 345.0 (u.r.)
PEA16R 243 65 302.4 (u.r.)
PEA17R 247 72 340.4 (u.r.)
PEA01R 248 62 294.3 (i)
PEA18R 250 63 301.5 (u.r.)
PEA02R 252 59 274.6 (u.r.)
PEA04R 250 65 311.1 (u.r.)
PEA05R 253 60 290.1 (u.r.)
PEA06R 253 60 290.6 (i)
PEA20R 253 61 295.4 (u.r.)
(a) L.Andreozzi, M.Faetti, M.Giordano, D.Palazzuoli Macromolecules 34, 7325-7330, 2001 2015
(b) L.Andreozzi, G.Galli, M.Giordano, E.Martinelli, F.Zulli Macromolecules 48, 6541-6552, 2015
(c) L.Andreozzi, C.Autiero, M.Faetti, F.Zulli, M.Giordano Mol. Cryst. Liq. Crsyt. 450 363-371,
2006
(d) G.Galli, I.Szanka, L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli Macromol.Symp. 245-
246, 463-469, 2006
(e) L.Andreozzi, G.Galli, M.Giordano, E.Martinelli, F.Zulli Macromolecules 48, 6541-6552, 2015
(f) K. Fuchs, C. Friedrich, J. Weese. Macromolecules, 29, 5893, 1996
(g) L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli Journal of Non-Crystalline solids 352,
5050-5054, 2006
(h) L.Andreozzi, C.Autiero, M.Faetti, M.Giordano, F.Zulli J.Phys.: Condens. Matter 18, 6481-
6492, 2006
(i) L.Andreozzi, M.Faetti, M.Giordano, F.Zulli and V.Castelvetro, Phil. Mag. 84, 1555-1565, 2004
(u.r) unpublished results
Table 6.5: Dynamic fragility, apparent activation energy at 𝑇𝑔 and glass transition temper-
ature for different classes of polymers.
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(a)
(b)
Figure 6-8: (a) Plot of the apparent activation energy 𝐸𝑔 at 𝑇𝑔 for polymeric materials from
ref. [34] and Table 6.5. The best fit with a second order polynomial (dotted line) is given
by 𝐸𝑔 ≈ 0.006(±0.0006)𝑇 2𝑔 − 16(±58) kJ/mol. In (b) only data about PMA4 series, PEA
and fluorinated samples are reported (Table 6.5).
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Chapter 7
Polymer dynamics by ESR
Nowadays scientific research in polymeric materials concentrates on systems that are not
clearly described by the classical polymer physics. Such materials, very often, exhibit self-
organization to mesoscopic structures on length scales between a few nanometers and a few
micrometers. Self- organization and structures usually depend on several supramolecular
interactions whose energies are close to thermal energy. The interplay of all the relevant
interactions (hydrogen bonds, electrostatic interactions, nematic potential...) leads to a
very complex behaviour. On the other hand, in order to optimize the properties of these
materials for a given application, it is essential to understand which interaction locally
dominates, which microstructures are present in the matrices and which dynamical and
relaxations phenomena take place. All these properties are difficultly provided by techniques
that obtain average information from the bulk of the material. Techniques suitable to prove
specific sites and local environment are so needed to enlighten phenomena governing such
dynamics and formation of structures. The spin labelling and spin probing ESR spectroscopy
in diamagnetic materials has been demonstrated well suited for these tasks.
The motional characteristics of probes in a given environment depend on the size and
shape of the probe [1]. The mobility of the spin probes is modulated by the local environment
and by its connection to larger more "bulky" objects such as the main chains in polymers.
We have already seen that the mobility of the probes can be quantified by the rotational
correlation time 𝜏𝑐 (Section 2.3). The ESR spectrum strongly depends (in the slow motion
regime) on the values of 𝜏𝑐, on the specific reorientational dynamics or on any restrictions to
the motions at nanometer length scale. Moreover, if the spin probes are localized in regions
with different relaxation rates, they will be able to investigate and to map structural and
motional heterogeneities and phase segregations on a nanoscale length comparable to the
order of magnitude of probe molecule. In this respect, in ESR experiment often polymers
exhibits spectra and distributions of correlation times that can accomplish for the presence of
two distinct components [2–4]. An example is provided by ESR investigations on azobenzene
methacrylate polymers and copolymers [5,6] where molecular sites with rotational dynamics
over different time-scale are available to the probe depending on thermal treatment.
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The importance of the understanding of dynamical heterogeneities and their characteri-
zation is well understood if we think to their influence upon physical and mechanical prop-
erties of the materials and the need to design specific morphologies to meet technological
requirements such as smart polymers, electro-optical materials, artificial organs, antireflec-
tion surface coatings or drug delivery devices [7].
Even if many ESR studies on spin probe rotational dynamics are nowadays available
to the scientific community, at our best knowledge very seldom they present an accurate
evaluation of the spin dynamics in highly heterogeneous systems associated with a deep
analysis of the effects of the dynamical heterogeneities on the rotational correlation time of
the probe in different temperature regions [8–11].
Nowadays, the analysis of heterogeneous ESR spectra of spin probes in polymers is
usually carried out following three approaches with a very different accuracy and richness
of motional details evaluation [11]:
(1) the method of the measurement of the outer extrema of ESR spectra [12–18];
(2) the evaluation of signal intensities related to the relative percentage of probe in different
domain [14,19,13,20–24] ;
(3) the numerical simulation of spectra [25–30,3,31,4].
Numerical simulations, even if more time/resources consuming, are quantitative tools
and are by far the richest ones regarding the dynamic information details. They represent
the preference choice, because they provide the possibility of selecting the more appropriate
reorientational model, (paragraph A.0.11), and of obtaining the values of the microscopic
times of the relaxation and of following their behavior as a function of external variables as
the temperature.
In the present Chapter the dynamics of cholestane tracer dissolved in new fluorinated
polymers will be described and discussed. Particular attention will be devoted to the study
of the dynamics of the spin probe as a function of the molar composition of the copolymers.
Moreover, the comparison with results found in analogous PMA4 homopolymer and copoly-
mer will allow to better understand the role of different composition on the local dynamics
and segregation phenomena in such type fluorinated polymers.
In the following only the temperature dependence of spinning correlation time 𝜏|| will
be considered and shown since the anistropy ratio (see page 100) is constant in all the
investigated temperature range.
7.1 ESR lineshape in the fluorinated polymers
In Table 7.1, for the reader’s convenience, the nomenclature adopted for the ESR studied
samples and their composition is recalled. In the table, P(MA4) hopomolymer and its
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Name Sample MAF % MA4 % MMA % LC
F1 P(MAF) homopolymer 100 — — no
F2 P(MAF-MA4) random copolymer 40 60 — nematic
F3 P(MAF-MMA) random copolymer 60 — 40 no
F4 P(MAF-MA4) random copolymer 60 40 — nematic
S1 P(MA4) homopolymer — 100 — nematic
R60 P(MA4-MMA) random copolymer — 60 40 nematic 1
1 The ESR dynamic behavior of R60 allowed the evaluation of a 𝑇𝑁𝐼 = 353 K although the nematic-
isotropic phase transition was not detected macroscopically [38]
Table 7.1: Adopted nomenclature.
random copolymer R60 are also reported. These samples have been studied in some of our
previous works [3,32,6,33,34,2,35–40] and they complete the series for data analysis.
ESR measurements have been carried out on four different fluorinated polymers (F1-F4)
differing in the molar percentage of MA4, MAF and MMA in a temperature range between
242 K up to 442 K.
7.1.1 Preparation of samples
Previous studies [3,36,40] on P(MA4) homopolymers and random copolymers have evidenced
the presence of strong memory effects, because of the polymer thermal history, that affected
the stability of the ESR lineshape.
In order to overcome possible problems due to such memory effects and to ensure the
comparability of the results obtained in new fluorinated samples with those in S1 and R60,
a general approach has been followed in the preparation procedure of all the samples, in
their subsequent thermal treatment and in the mesurement protocol.
Therefore, in particular, after the drying procedure, all the samples have been annealed
at 𝑇𝑎 = 358 K, in the bulk isotropic phase. During the annealing procedure, ESR spectra
have been periodically acquired in order to monitor their time evolution. No evidence of
modification of the lineshapes has been detected, so we can conclude that the adopted
thermal treatment does not affect homogeneity of the matrices or spin probe redistribution
in different sites in F1-F4 samples.
7.1.2 Measurement protocols
Two different measurement protocols have been adopted according to whether the samples
were or not liquid crystalline (LC).
For the non-LC samples F1 and F3, all the measurements have been carried out from
the highest temperature value over sets of decreasing temperatures.
On the other hand, in LC samples F2 and F4 the following measurement procedure
has been adopted according to the protocol already tested in PMA4 homolymer and its
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copolymers [3,4]. It consisted in:
(i) holding the sample at 𝑇𝑎 = 358 K for about 1 h;
(ii) performing data acquisition on cooling to the selected temperature for about 1 h;
(iii) re-heating the sample at 𝑇𝑎 for 1 h;
(iv) confirming that ESR spectrum at the lowest temperature of a previous series of mea-
surements was coincident with the first one of the successive series;
(v) repeating the steps (i)-(iv).
The spectra at 𝑇 > 𝑇𝑎 have been recorded on slowly heating the samples from 𝑇𝑎 to
the highest temperature of the series. ESR spectra have been acquired every 3 degrees of
temperature.
Such measurement procedures ensure reproducible ESR lineshapes and the possibility to
compare consistently all the new results with those found in some of our previous works.
7.1.3 Homogeneous and heterogeneous ESR lineshapes
In Figure 7-1 some experimental ESR spectra of the cholestane spin probe in sample F1
at different temperatures are reported (continuous line). In the same figure the simulated
lineshapes by using diffusion model with a single dynamic component are also shown (dotted
lines). It should be noted the good agreement between the experimental and the simulated
traces. The same fit quality has been obtained in analogous numerical simulation of ESR
spectra for the samples F2 and F4.
In Figure 7-2 some experimental ESR traces of cholestane in F3 sample in the high
temperature region are shown. In this region, between 390 K and 463 K, the lineshape of F3
deserves attention. In fact, ESR spectra show a broadened and non symmetric peak at low
magnetic field values (see Figure). Spectral details at low and high magnetic fields, as well as
the values of the peak-to-peak distance 2𝐴𝑧𝑧′ (Figure 7-1), are particularly significant to an
accurate evaluation of the dynamics of the probe regarding heterogeneity and distributions
of correlation times [2,41,42].
Any attempt to reproduce this spectral feature with a single dynamic component has
been not successful. These findings [3,31,43,11] would suggest the inhomogeneous character of
the rotational dynamics of cholestane in F3 copolymer.
In literature, the presence of a molecular mobility distribution is often invoked in the
interpretation of inhomogeneous ESR lineshapes [11,44–47] even if, at our best knowledge,
numerical simulations of ESR spectra with a rotational correlation times distribution have
been carried out only in few studies [31,48,49,3,2,4].
In the present case a simulation strategy according to the findings described in a previous
work of our group [2] has been adopted. In order to reproduce the experimental lineshapes,
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Figure 7-1: Experimental (continuous line) and theoretical spectra (dotted lines) ESR spec-
tra at different temperatures of cholestane in sample F1 - P(MAF). In the figure the peak-
to-peak distance 2𝐴𝑧𝑧′ is reported.
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Figure 7-2: Some spectra of cholestane in sample F3 in the high temperature region. The
broad and asymmetric peaks at low values of the magnetic field are highlighted.
a superposition of several theoretical spectra pertaining to different values of the correlation
times by using different distribution functions has been tested.
In this regard, when a correlation times distribution function is considered, the lineshape
𝐼(𝐻) is defined in a concise form as:
𝐼(𝐻) =
∫︁ +∞
+∞
d ln(𝜏*)𝜌(𝜏*)𝐿(𝐻, 𝜏*) (7.1)
where 𝜏* represents the set of parameters defining the rotational model, 𝜌(𝜏*) the chosen
distribution function and 𝐿(𝐻, 𝜏*) is the single ESR lineshape in its derivative form.
Log-Gauss, rectangular and bimodal distribution functions for the correlation times have
been considered and studied. The best results in the simulation of ESR spectra in F3 sample
from 𝑇 = 390 K to 𝑇 = 463 K have been obtained by choosing a bimodal distribution of
correlation times, or, in terms of 𝐷|| and 𝐷⊥, with a distribution:
𝜌(𝐷||) = 𝐴𝛿(𝐷|| −𝐷||1) +𝐵𝛿(𝐷|| −𝐷||2) (7.2)
where 𝛿(𝑥) is the Dirac function and 𝐴 and 𝐵 the weight coefficients with 𝐴+𝐵 = 1.
In Figure 7-3 the ESR experimental spectrum of cholestane in F3 at 407 K and the best
fit obtained by assuming the diffusion model and a bimodal distribution (Equation (7.2)) is
reported as an example.
According to those results, in the temperature range from 𝑇 = 390 K to 𝑇 = 463 K, the
reorientation of cholestane in the copolymer F3 occurs in sites with different mobility. In
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Figure 7-3: ESR spectrum of cholestane in F3 sample at 𝑇 = 407 K with the superposition
of the best numerical simulation according to the diffusion model and two-delta distribution
function (𝐷||/𝐷⊥ = 20; 𝐴 = 0.6 𝐵 = 0.4 𝐷||1 = 3.2 G 𝐷||2 = 1.65 G).
the following sections such sites are named fast and slow sites.
Numerical simulation of ESR spectra in such temperature interval has allowed us to eval-
uate the temperature dependence of the parameter 𝐴 (or 𝐵) in Equation (7.2) representing
the relative population of the fast (slow) dynamic component.
The inhomogeneous character of ESR lineshape has been demonstrated by our research
group by using cholestane tracer in different polymeric samples [31,3,4].
The inhomogeneous rotation depends on the peculiar features of the host matrix. In
particular, in poly(vinyl acetate), (PVAc), ESR evidenced a heterogeneous correlation times
distribution [31] confirmed also in 2D ELDOR study [49]. In that particuar case, lineshapes
have been well reproduced by a linear superposition of simulated spectra with log-Gauss
distribution of reorientational correlation times 1.
A quite different picture emerged from the study of a series of polymethacrylates con-
taining azobenzene moieties as side groups where a bimodal distribution of the rotational
correlation times has been found [3,4].
In the homopolymer P(MA4) [3], thermal annealing at a selected temperature in the
isotropic phase has been proven to modulate heterogeneities in polymeric matrix (Figure 7-
4). A systematic comparison between experimental and theoretical spectra [2], simulated by
using different reorientational models and correlation times distribution functions, allowed
the singling out of a two-delta like distribution function [3] of the rotational correlation
times corresponding to two sites with a well separated dynamics. Moreover the compari-
son between results from LODESR (a detailed description of the technique can be found in
1Alternative choice of distribution functions has been tested without any relevant improvememt of line-
shape spectral features, on the other hand the use of a log-Gauss distribution is reported in dielectric
relaxation studies in PVAc samples [50] also.
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Figure 7-4: Evolution of experimental ESR spectra of cholestane in the LC homopolymer
S1 during the annealing procedure at 𝑇𝑎 = 383 K (from ref. [2]).
M.Giordano, D.Leporini, M.Martinelli, L.Pardi, S.Santucci, C.Umeton, J.Chem.Phys. 88,
607 (1988)) and ESR confirmed the spatial nature of the heterogeneities [37]. A careful anal-
ysis of the spectra at different temperatures also allowed the tracking of the variation of the
fast and slow population of the two sites on temperature, gaining insight into a conforma-
tional transition of the main chain.Also in MA4-MMA random and block copolymers [36,6,4]
the heterogeneity was found to be modulated by the interplay between the nematic poten-
tial and thermal treatment. More specifically, in random copolymers, the dynamic hetero-
geneities have been found up to a minimum molar percentage of the MA4 mesogenic units
of 60 % [40,4]. The study carried out in [4], singled out the nematogenic cores as the sites
available for the fast reorientation. On lowering the temperature the values of the fast com-
ponent percentage was found to stabilize at levels depending on the molar percentage of
MA4, namely at about 55% - 60% in sample with 80 % and 90 % percentage of nemato-
genic side chains and at about 40 % in random copolymer with 70% percentage of MA4.
Below 𝑇𝑁𝐼 a fast decreasing in the population of the fast sites was observed. It suggested
that such instability of the fast component reflects the increasing strength of the nematic
potential in the matrices on lowering the temperature, so that the probes was expelled to
the surrounding regions because of its steric hindrance as the available free volume at the
mesogenic units decreases on lowering temperature.
A different scenario emerged for the block copolymers. The dynamic was found hetero-
geneous at all the considered compositions up to the very low fraction of 3 mole percent
of mesogenic units. This finding confirms the presence of a microphase separation in the
matrix with LC microdomains and a segregation of the probe in the minority phase formed
by the nematogenic MA4 blocks [4] also at low concentration.
These results evidenced the sensitivity of ESR to the local environment in which the
probe is embedded and also its ability to provide distinct responses in samples with same
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molar composition but with different architectures. The results obtained on the block copoly-
mers can suggest a possible mechanism able to produce heterogeneity in F3. Recall that the
copolymer F3 does not exhibit a LC phase as PMA4 homopolymer and its copolymers [4],
where distribution of the correlation times has been found. On the other hand it is well
known how polymers containing fluorine have a high tendency for phase separation with
hydrocarbon segments [51–53]. In this case the presence of two sites with different motional
dynamics could be ascribed to a very local segregation phenomena with the creation of mi-
crodomains composed by fluorine containing side pendants segregated from MMA groups.
This would give origin to free volume and defects near the backbone more accessible to the
large cholestane tracer. These sites could be identified as the fast sites in the dynamics of
cholestane spin probe, as also confirmed by discussing the temperature dependence of the
spinning correlation time in the next sections.
7.2 Temperature dependence of the spinning correlation times
7.2.1 The regions of reorientational dynamics
In Figure 7-5 the spinning correlation time of cholestane as a function of 1000/𝑇 is reported
for all the fluorinated polymers. For the sample F3, characterized by a heterogeneous reori-
entation, the spinning correlation times in the fast and slow molecular sites and the percent
population of the fast sites are shown as a function of temperature.
For comparison and discussion purposes, the spinning correlation times of cholestane in
PMA4 homopolymer S1 (annealed at 𝑇𝑎 = 358 K) and its random copolymer R60 are also
shown in Figure 7-6 . Both polymers exhibits a nematic phase and reorientation dynamics
of the tracer in such samples results heterogeneous [3,38]. In the figure, both the slow and
fast component are therefore reported with the temperature dependence of the population
of the fast dynamic sites.
By inspection of figures 7-5 and 7-6 a common pattern in the homogeneous dynamics
of cholestane as well as in the slow component of the heterogeneous one is revealed [54,3,36].
Three dynamic regions can be identified as the high-temperature (HT), the intermediate-
temperature (IT) and the low-temperature (LT) region. The crossover from one region to
the other is signalled by cusps in 𝜏|| behavior (Figure 7-5).
The different dynamics regions and the corresponding crossover temperatures are in
general better appreciated by using the Stickel representation [55] where the quantity:
(︂
−d log 𝜏||∞
d(1/𝑇 )
)︂− 1
2
(7.3)
is plotted versus temperature. In such representation VF and Arrhenius functions appear
as lines and horizontal lines respectively [55]. In Figure 7-7 Stickel plots for the temperature
dependence of the spinning correlation time in all the fluorinated samples are reported. In
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(a) (b)
(c) (d)
Figure 7-5: Temperature dependence of the ESR correlation times in the fluorinated poly-
mers F1-P(MAF) (a), F2-P(MAF-MA4)40/60 (b), F3-P(MAF-MMA) 60/40 (c) and F4-
P(MAF-MA4) 60/40 (d). The inset in (c) shows the population percentage of the fast
dynamic component in F3. The best fits (dotted line) are also reported.
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(a) (b)
Figure 7-6: Temperature dependence of the ESR correlation times in the PMA4 homopoly-
mer S1 (a) and its copolymer R60 (b). The insets show the population percentage of the
fast dynamic component.
the figures, the experimental data clearly collect in different temperature regions according
to lines with different slopes. In the figures, the pertinent fits are superimposed to the
experiment.
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(a) (b)
(c) (d)
Figure 7-7: Stickel plots of the spinning correlation times of cholestane in fluorinated samples
F1 (a), F2 (b), F3 (c) slow component and F4 (d). The crossover temperatures appear as
marked discontinuities.
7.2.2 The crossover temperatures
In Table 7.2 the values of the crossover temperatures are shown. 𝑇𝐻𝑇 and 𝑇𝐼𝑇 , corresponding
to the dynamic anomalies at the boundary of the high- and the intermediate-temperature
region, are reported for all the fluorinated samples with their respective 𝑇𝑁𝐼 (when present)
and 𝑇𝑔. In the case of F3 fast component, the temperature 𝑇𝐻𝑇 corresponds to the complete
expiration of its site population, as observed by ESR.
Let’s focus our attention on the crossover at 𝑇𝐻𝑇 . A quick glance to the Table 7.2
evidences the occurrence of the dynamic anomaly at a value located at about 1.2𝑇𝑔. It
is known the crossovers in dynamics characterize both glass forming liquids and polymers
when approaching the glass transition [56,57]. The existence of a dynamic crossover above
the calorimetric 𝑇𝑔 is predicted by several theoretical works [58,59] and it has been revealed
by many other experimental techniques [60,56,61–65]. For these systems the critical 𝑇𝑐 or
crossover 𝑇𝑐𝑟 temperatures as located at (1.1 − 1.2)𝑇𝑔. The anomaly at 𝑇𝐻𝑇 detected by
ESR spectroscopy can be related to these "universal" dynamic change. In fact, dynamics
changes at about 1.2𝑇𝑔 have been signalled in many ESR studies carried out in very different
polymeric systems [54,31,3]. This is easily verified by checking the values of 𝑇𝐻𝑇 for F1-F4
series and S1 and R60 polymers in Table 7.2, and by checking the values of the crossover
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Name THT TIT Tg
(K) (K) (K)
F1 349 (= 1.10 · 𝑇𝑔) 309 313
F2 363 (= 1.20 · 𝑇𝑔) 306 302
F3 slow 378 (= 1.20 · 𝑇𝑔) 321 315
F3 fast 381 (= 1.21 · 𝑇𝑔) — 315
F4 363 (= 1.20 · 𝑇𝑔) 306 302
S1 slow 366 (= 1.24 · 𝑇𝑔) 292 294
S1 fast 378 (= 1.28 · 𝑇𝑔) — 294
R60 slow 375 (= 1.17 · 𝑇𝑔) 320 320
R60 fast 353 (= 1.11 · 𝑇𝑔) — 320
Table 7.2: Crossover temperatures of the dynamics regions of cholestane in the fluorinated
samples and in PMA homopolymer and its copolymer R60. Glass transition temperatures
are also reported.
temperature 𝑇𝑐𝑟 reported in Table 7.3 for many polymers investigated by ESR spectroscopy.
In Table 7.3 some relevant parameters of the polymers are also reported, to be discussed in
the following sections.
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More specifically, in PPG [66], PMA [67], PnBA [68], PEA [54] and in liquid crystalline poly-
methacrylates [3,40,36] the crossover was ascribed to the onset of cooperative phenomena in
the polymer matrix on cooling.
Looking at 𝑇𝐼𝑇 values for all the samples it appears that this dynamic change in the rota-
tional correlation times signals the glassy state of the polymers and provides and estimation
of the glass transition temperature as seen on the length scale of nanometers.
7.2.3 The temperature dependence of the spinning correlation time
The different dynamics regions of the temperature dependence of the spinning correlation
time 𝜏|| have been studied and fitted according to different laws.
In the low temperature region (LT), below the crossover temperature 𝑇𝐼𝑇 ∼ 𝑇𝑔, a ther-
mally activated regime is found to suitably reproduce the experimental data suggesting that
local and non-cooperative relaxation mechanisms are driving the rotational diffusion of the
probe.
The fit parameters of the pertaining Arrhenius function (Arr):
𝜏||(𝑇 ) = 𝜏||∞ exp
(︂
Δ𝐸
𝑘𝑇
)︂
(7.4)
are reported in Table 7.4 for all the invesigated fluorinated samples. In Figure 7-5 the best
fit curves are superimposed to the experiments as well as in Figure 7-7 in their Stickel rep-
resentation. It has been found that the values of Δ𝐸 for the fluorinated samples range from
9.4 kJ/mol to 11 kJ/mol. The higher value pertains to the copolymer F3 that does not
contain the MA4 mesogenic counits. Such values resulted to be in a value range charac-
teristic of the cholestane and other molecular tracers reorietation in molecular glasses [69–72]
or oligomers [66,38] rather than in polymer glasses [3]. In fact, previous ESR studies carried
out at temperatures below 𝑇𝑔, provided Δ𝐸 values usually in the range 31-35 kJ/mol for
the cholestane reorientation in PMA4 homopolymers, some its copolymers (e.g. S1 and
R60) [36,40] and various poly(alkyl acrylate)s [68,67,73]. These values are typical values for the
activation energy of 𝛽 relaxation of polymers [74] and consequently the rotational diffusion
relaxation has been confidently associated to the coupling of the spin probe dynamics to sec-
ondary relaxation modes of the matrix [3]. The dynamics of cholestane probe has been found
strongly related to the polymer main backbone relaxation with respect to the one of other
molecular tracers of different shape and size [66]. Therefore, the values of Δ𝐸 for cholestane
in F1-F4 would suggest a sort of segregation mechanism in this temperature region and/or
a very local dynamics where the relevant features are driven by small numbers of units in a
cage with dynamics characteristics similar to those of molecular glass formers.
In both high- and intermediate-temperature regions (Figure 7-5), the temperature de-
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pendence of 𝜏|| is well reproduced by assuming a Vogel-Fulcher (VF) law [75–77]:
𝜏||(𝑇 ) = 𝜏||∞ exp
(︂
𝑇𝑏
𝑇 − 𝑇0
)︂
(7.5)
The values of the best fit parameters are reported in Table 7.4 and the best fits super-
imposed to figures 7-5 and 7-6. The values of 𝑇0 result in all the cases virtually
Sample Region Law T range 𝜏||∞ T0 Tb ΔE 𝜉
(K) (s) (K) (K) (kJ/mol)
F1 HT VF 422-349 (3.46± 0.2) · 10−11 250± 5 653± 50 — 0.38± 0.04
IT VF 349-309 (3.21± 0.3) · 10−9 250± 6 205± 11 — 0.12± 0.01
LT Arr 309-242 (2.57± 0.2) · 10−9 — — 9.5± 0.4 —
F2 HT VF 433-363 (1.40± 0.2) · 10−12 250± 4 1029± 65 — 0.60± 0.05
IT VF 363-306 (2.95± 0.2) · 10−9 250± 6 161± 14 — 0.09± 0.01
LT Arr 306-252 (1.27± 0.3) · 10−9 — — 9.4± 0.5 —
F3 HT fast VF 436-381 (9.36± 0.3) · 10−13 238± 7 1363± 85 — 0.50± 0.04
HT slow VF 436-378 (8.66± 0.2) · 10−11 238± 6 713± 41 — 0.26± 0.02
IT slow VF 381-321 (2.00± 0.2) · 10−9 238± 5 272± 25 — 0.10± 0.01
LT slow Arr 321-265 (8.40± 0.3) · 10−10 — — 11.0± 0.6 —
F4 HT VF 422-363 (2.92± 0.2) · 10−12 248± 6 991± 68 — 0.57± 0.06
IT VF 363-306 (3.73± 0.3) · 10−9 248± 7 169± 15 — 0.10± 0.01
LT Arr 306-242 (1.56± 0.3) · 10−9 — — 9.6± 0.5 —
S1 HT fast VF 433-378 (3.3± 0.2) · 10−12 258± 9 799± 60 — 0.60± 0.06
IT fast VF 378-334 (3.0± 0.2) · 10−10 258± 7 258± 15 — 0.20± 0.02
HT slow VF 433-366 (3.0± 0.2) · 10−10 258± 7 527± 20 — 0.44± 0.02
IT slow VF 366-292 (1.6± 0.1) · 10−8 258± 8 97± 7 — 0.074± 0.007
R60 HT fast VF 422-372 (1.4± 0.3) · 10−11 258± 4 760± 60 — 0.39± 0.04
HT slow VF 422-375 (3.2± 0.3) · 10−9 258± 4 263± 25 — 0.13± 0.02
IT slow VF 375-320 (9.4± 0.2) · 10−9 258± 4 138± 12 — 0.07± 0.008
Table 7.4: Dynamic details and parameters of fluorinated samples, homopolymer S1 and its
copolymer R60. The coupling parameters 𝜉 between the spinning correlation time and the
viscosity are also reported.
coincident with the corresponding Vogel temperatures obtained by means of
rheology measurements (Table 6.1 at page 109). This signals that the rotational
relaxation is closely driven by the dynamics of the main chain both in the high-
and intermediate-temperature regions.
The coincidence of the ESR 𝑇0 values with those from rheology has as a direct con-
sequence the possibility of expressing the spinning correlation time as a scaling law with
respect to the viscosity:
𝜏||(𝑇 ) ∝ [𝜂(𝑇 )]𝜉 (7.6)
The coupling parameter 𝜉, may vary between 0 and 1, with 𝜉 = 1 corresponding to a complete
coupling of the molecular tracer dynamics to the terminal relaxation of the host matrix 2.
2In the following, in order to indicate the 𝜉 value pertaining to the HT or IT region the symbols 𝜉𝐻𝑇
and 𝜉𝐼𝑇 will be adopted. In the case of fast component (slow component) the further specifications 𝜉𝐻𝑇 (𝐹 )
(𝜉𝐻𝑇 (𝑆)) and 𝜉𝐼𝑇 (𝐹 ) (𝜉𝐼𝑇 (𝑆)) hold.
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Note that 𝜉 results to be the ratio of the pseudo activation energy 𝑇𝑏 relevant to the ESR
dynamics, to the value of 𝑇𝑏 from rheological measurements. The 𝜉 values are reported in
Table 7.4. By inspection it is seen that for all the polymers under study a different coupling
parameter pertains to the different dynamic regions (HT and IT). In particular, as a rule,
the IT regions show a coupling to the viscosity lesser than the HT regions and also the
coupling parameters in HT always result less than the unity.
The dynamic case of the temperature dependence of the spinning times under investiga-
tion falls in the category of the scaling laws referred to as breakdown of Stokes-Einstein
and Debye-Stokes-Einstein, already mentioned in paragraph 2.4 at page 59. Many re-
ports on fractional diffusion laws in many different glass-forming systems have appeared in
the literature using ESR spectroscopy [78,79,54,68,67,73,66,80,69,81] and other experimental tech-
niques [82–84,61,65,85,86]. Furthermore, recent theoretical and numerical studies on different
glass former models evidenced the presence of decoupling phenomena in transport proper-
ties [87–91] invoking a crucial role of the growing length scale typical of the heterogeneous and
cooperative character of dynamics. To our knowledge, the occurrence of complete coupling
between the tracer reorientational dynamics and structural relaxation processes or viscosity
in the polymer matrix, over a large range of high temperatures, has been demonstrated
in a very few cases [66,31] and was only inferred in PMA4 oligomer (𝑀𝑤 = 7100 g/mol,
𝑀𝑤/𝑀𝑛 = 1.23, 𝑇𝑔 = 294 K) [38].
To this respect Table 7.3 provides data of the 𝜉 behavior in different investigated poly-
mers. The top part of the Table reports data on non-LC polymers, while LC ones are
reported in the bottom part. The cases of PVaC and PPG4000 showed a complete coupling
of rotation dynamic and structural relaxation. For the others, 𝜉 values less than unity were
obtained. It is worthwhile to note that the greater values of 𝜉𝐻𝑇 pertain to non-LC polymers
and to the fast dynamic components in non homogeneouos LC matrices. On the other hand
the 𝜉𝐻𝑇 values pertaining to the slow dynamic components of LC polymers are lower and
decrease with the percentage of the mesogenic counits.
On lowering temperaures, below the crossover at 𝑇𝐻𝑇 , 𝜉𝐼𝑇 parameters are found that
virtually assume the same value in non-LC polymers and values by far smaller in LC ma-
trices, signalling that microscopic order affects significantly which mechanisms are driving
the rotational relaxation in this temperature range. A rationale behind these selective de-
couplings from the probe dynamics and the structural relaxation of the matrices could be
inferred by resorting to the old idea of Vrentas-Duda theory [92,93]. In this framework, an
extension to the rotational diffusion [69] has been proposed in which the coefficient 𝜉 in Equa-
tion (7.6) is defined as the ratio between the volume of the probe and the volume of the
polymer rearranging units or cooperative volume. A simple theoretical approach [78], based
on rotational diffusion and taking into account the presence of dynamical heterogeneities,
led to the finding that 1/𝜉 represents the number of cooperative rearranging molecules of
the polymeric matrix. In the light of the fact that ESR studies performed on different spin
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probes in molecular glass formers have shown that the reorientational correlation times of a
paramagnetic probe follow fractional laws [94] (𝜂/𝑇 )𝜉 , 𝜂 being the viscosity of the material
of interest, over temperature ranges across the critical temperature 𝑇𝑐 stemming from mode
coupling theory [95]. On the other hand, the probe dynamics followed a Debye law at higher
temperatures than the critical region around 𝑇𝑐. Several examples of cooperativity have
been observed by ESR spectroscopies in the dynamics of the paramagnetic tracers dissolved
in polymeric materials in temperature ranges across 𝑇𝑔. In light of the above considerations
we could expect a complete coupling between tracer dynamics and the rheological process,
in the higher temperature region, that is, the isotropic state.
The decoupling of the dynamics of the molecular tracer dissolved in the matrix in the
HT region both for non-LC and LC polymers (see Table 7.3) is then ascribed to a steric
hindrance due to specific local characteristic of the host material rather than a cooperativity
effect in dynamics [73,3]. The cooperative effects onset at 𝑇𝐻𝑇 ∼ 𝑇𝑐, where dynamical het-
erogeities become appreciable on the nanometer length-scale, and set in in the intermediate
temperature region. In the intermediate temperature region the rotational dynamics is still
driven by the polymer main chain, as confirmed by the common value of the Vogel temper-
ature, but the fractional exponent 𝜉 is lower accounting for both the steric hindrance and
the cooperative effects. Following this idea the cooperativity effects arising in the polymer
matrix can be considered by defining a cooperativity coefficient 𝜉𝑐 [3] as the ratio 𝜉𝐼𝑇 /𝜉𝐻𝑇 ,
where 𝜉𝐻𝑇 and 𝜉𝐼𝑇 are the fractional coefficients in Equation (7.6) relevant to the high- and
intermediate temperature regions respectively. In this way the dependence on steric effects
and on the interaction solute-solvent can be confidently removed.
A cooperativity index 𝜅 = 1/𝜉𝑐 is therefore defined 3 to estimate the number of cooper-
ative units involved in this structural relaxation as probed by ESR [3].
In the Table 7.3 the values of 1/𝜉𝑐 are reported for different polymers. A glance to
the table allows classifying them in two broad groups. In particular non-LC polymers have
usually 1/𝜉𝑐 values lower than the LC polymers. Such finding is easily ascribable to the
effect of the nematic potential resulting in a more packed and therefore more cooperative
structures on nanometer length scale.
In the case of polymers studied in this thesis, the values of 𝜅 = 1/𝜉𝑐 for the fluorinated
polymers and the samples S1 and R60 are reported in Table 7.5. By inspection of Table
7.5 it is possible to collect such polymers in two groups identified by different cooperativity
index. Fluorinated copolymers containing MA4 counits and the slow component of S1 have
a number of rearranging units involved in structural relaxation 𝜅 ≥ 6 whereas F1, F3 (slow
component), S1 (fast component) and R60 have a value of 𝜅 ≤ 3.
The values of 𝜉𝐻𝑇 , 𝜉𝐼𝑇 and 𝜅 will be discussed individually in the next sections.
3 In the following, in order to indicate the 𝜉𝑐 or 𝜅 value pertaining to the fast (slow) component the
symbols 𝜉𝑐(𝐹 ) (𝜉𝑐(𝑆)) and 𝜅𝑐(𝐹 ) (𝜅𝑐(𝑆)) will be adopted.
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Sample Composition % Heterogeneities 𝜉𝑐 𝜅 = 1/𝜉𝑐
F1 MAF 100 N 0.32 3
F2 MAF-MA4 40/60 N 0.14 7
F3 (slow) MAF-MMA 60/40 Y 0.37 3
F4 MAF-MA4 60/40 N 0.17 6
S1 (fast) MA4 100 Y 0.33 3
S1 (slow) MA4 100 Y 0.17 6
R60 (slow) MA4-MMA 60/40 Y 0.54 2
Table 7.5: Cooperativity coefficient 𝜉𝑐 and cooperativity index 𝜅 for MAF homopolymer
and its copolymers. In the table the presence of heterogeneities, different sites, in the
reorientational dynamics of cholestane is also reported.
7.2.4 The homopolymer F1 case
F1 is a homopolymer of the MAF unit, therefore it represents the starting point for an
insight regarding the effects of different terminal groups in the side chain of the monomeric
unit (Figure 5-1 at page 93).
As a first result, it has been found the non LC character of the polymer (section 5.1.1.2
at page 94). The most evident consequence of this is the homogeneous character of the
rotation of the probe cholestane in F1 (Figure 7-5 (a)) in all the temperature range from
422 K to 242 K. The values of the correlation times range from about 10−9 s to 3 · 10−7 s.
Homogeneous rotation and stable lineshape independent of the thermal history have been
found as in other non-LC polymers.
A comparison of the properties of the tracer reorientational dynamics in F1 with the
ones of the omologous PMA4 homopolymer S1 is convenient. S1 sample differs from the
fluorinated one only for the terminal group of the side chains. This is enough to provide a
liquid crystalline character to the polymer. As a consequence the reorientational dynamics
of cholestane in S1, and the one of other LC PMA4 homopolymers and copolymers as well,
has revealed to be heterogeneous [4] with a fast and a slow dynamic component available
to the probe rotation. In particular, in the S1 sample annealed at 358 K 4, the fast sites
population, after a dramatic decrease starting at onset of the nematic-isotropic transition
𝑇 = 353 K (see the inset in Figure 7-6 (a)), disappears at a temperature value of about 313
K, whereas the slow dynamic component persists in all the temperature range investigated.
It also appears that the slow dynamic component of S1 approximately covers the same range
of correlation times as F1 polymer.
More common features to F1 and S1 are the presence of different dynamics regions
separated by sharp cusps (figures 7-5 and 7-6). Focussing on the HT and IT regions, the
dynamics is well described, both in the slow and fast component of S1, and in F1 as well, by
4In the following paragraphs every reference to S1 sample is always to the sample S1 annealed at 𝑇𝑎 = 358
K according to the operational procedure described in Section 7.1.2 at page 129
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scaling law of Equation (7.6). The pertinent coupling parameters deserve attention. It has
been found that the persistent dynamic component (the slow one) of S1 and the dynamics of
F1 show in the high temperature region decoupling degrees from the cholestane dynamics and
the viscosity which are virtually identical (𝜉𝐻𝑇 (𝐹1) = 0.38±0.04, 𝜉𝐻𝑇 (𝑆)(𝑆1) = 0.44±0.02),
this is unexpected because liquid crystalline polymers and non-LC polymers usually present
different coupling degrees. In particular a higher fractionary exponent would be expected
for F1 (see Table 7.3 and Table 7.4). The rationale behind this result could be identified in
the segregation tendency of fluorinated units that could simulate over the cholestane length
scale an hindered dynamics similar to the one of the LC state.
The resulting dynamics for the cholestane in F1 parallels the one of the slow site in
S1. According to the general interpretation provided for them [3,4], the dynamic sites are
probably located away from the side cores of the polymer. If, on the one hand, the values of
𝜉𝐻𝑇 join F1 and S1, the value of the cooperativity parameter enlightens the diferent nature
of the two polymers. In fact the cooperativity experienced by the slow site of S1 is much
greater than the one experienced by the probe reorienting in F1, in accordance to their
LC and non-LC character respectively. In particular, the comparsion of the value of the
cooperativity coefficient pertaining to F1 (Table 7.5) with those reported in Table 7.3 shows
how it is compatible with values usually found in non-LC polymers.
7.2.5 From homopolymer to copolymers by increasing MA4 content: F1,
F2, F4 and S1 series
In the preceeding section the effects of the complete substitution of side chains units have
been discussed. The comparison of MAF and MA4 homopolymers with F2 and F4 represents
the successive step in evaluating the gradual effects of the different composition of side
groups. Recall that the molar percentage of MA4 units is 40 % and 60 % in F4 and in F2
respectively (Figure 5-1 at page 93).
The first bulk effect of the presence of MA4 as side chains is the development of a
nematic phase occurring at 𝑇𝑁𝐼 = 328 K in F4 and 𝑇𝑁𝐼 = 342 K in F2. According to the
greater percentage of MA4 mesogenig units in F2, its nematic phase extends over a greater
temperature range with respect to that of F4 (Table 5.2 at page 94).
In Figure 7-5 (b) and (d) the temperature dependence of the spinnning correlation time
of cholestane in F2 and F4 samples is reported investigated in the intervals of temperatures
433 K - 253 K and 442 K - 242 K respectively. Despite the LC character of F2 and F4, the
reorientation dynamics appears homogeneous at the time- length-scale of ESR as for non
mesogenic polymer matrices [54,68,67,73]. This could be a consequence of the similar steric
hindrance of side chains of MA4 and MAF counits associared to the already mentioned
tendency to segretation exhibited by the fluorine terminal groups whose nature does not
like to make available dynamics sites for cholestane rotation. One interesting feature of the
relaxation behavior of F2 and F4 is the coincident values of the crossover temperatures 𝑇𝐻𝑇
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and 𝑇𝐼𝑇 pertinent to the two samples and of the 𝑇0 values of the VF law of F2 and F4 both
in HT and IT dynamic regions signalling that the dynamics of cholestane is driven by the
identical relaxation phenomenon despite different side chains compositions. From one hand
this could be not surprising because of the almost comparable amount of the two counits
(60/40 in F2 and 40/60 in F4), from the other hand the different composition of the two
polymers manifest itself in the different values assumed by the correlation times (Figure
7-8 (a)). However a sort of indistinguishability between the two polymers is recovered in
Figure 7-8 (a) after the rescaling procedure 𝜏𝐹2𝑟𝑒𝑠𝑐 = 𝜏𝐹2 · 1.45. The factor 1.45 represent the
mean value of the ratio 𝜏𝐹4/𝜏𝐹2 over the temperature range and it is similar to the ratio
60/40 = 1.5 representing te relative weight of the two counits in the polymers. This finding
corroborates the idea that the reorietational sites of cholestane are coupled to the MA4 units
and that, at the same time, F2 matrix is locally less stiff and constrained than F4, because
of the less amount of MAF counits with respect to F2.
Both in F2 and F4, and in HT and IT dynamic regions, the scaling law (Eq. (7.6))
describes the coupling of the rotation to the viscosity. Interesting enough, in the high
temperature region the coupling parameter 𝜉𝐻𝑇 stabilizes to values which are typical of non-
LC polymers (see tables 7.3 and 7.4) and of the fast dynamic component of LC polymers
with high percentage of MA4 counit, starting from S1 up to 70 % in PMA4 series. An
interpretation of the result resorts the fact that the presence of MA4 counits in the polymers
composition makes available qualitatively different sites to the probe rotation with respect
to the ones driven by the unaccessible MAF side units. In particular the new sites appear
more coupled to the main chain terminal relaxation. With reference to the location of the
fast sites in PMA4 series [3,4], the present results strenghten the hypotesis that also in this
case the sites experienced by the molecular tracer can be located among the mesogenic side
groups.
Looking at the cooperativity coefficient 𝜅, it is found that the LC character of the F2
and F4 is revealed by the number similar to the one pertaining to the LC PMA4 random
copolymers that involve (see Table 7.3) six cooperative units or more.
7.2.6 The peculiar behaviour of F3 copolymer
The composition of sample F3 (counits MAF-MMA) constitutes a trait d’union between
the sample F4 (MAF-MA4 counits) and R60 (MA4-MMA). In particular the study of the
cholestane reorientational dynamics in F3 has provided the opportunity to investigate the
effect on the dynamics from one hand of the substitution of MA4 mesogenic groups in F4
with the MMA one, and, on the other hand, of the replacement in F4 of MA4 counits with
MAF.
Let us first concentrate on the peculiar features of F3. This copolymer (Table 7.1) does
not exhibits a LC phase and the presence of MMA counits makes F3 the more viscous
polymer among fluorinated (Figure 6-1 and Table 6.1). However from the ESR spectroscopy
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(a) (b)
Figure 7-8: A comparison between the rotational dynamics of cholestane in F2 P(MAF-
MA4) 40/60 and F4 (P(MAF-MA4) 60/40. In the figure (b) 𝜏𝐹2𝑟𝑒𝑠𝑐𝑎𝑙𝑒𝑑 = 𝜏
𝐹2 · 1.45
point of view it presents the most complex and peculiar dynamics scenario due to the
heterogeneities observed at high temperatures in a interval of about 70 K from 463 K on
cooling (Figure 7-5 (c)) (see 7.1.3). Indeed, up to now, this is the first results of heterogeneous
reorientation of the cholestane in non-LC polymers.
The dynamics of slow and fast sites has been characterized together with the temperature
dependence of the respective populations. In Figure 7-5 (c) the temperature dependence
of the spinning correlation times pertinent to the slow and fast sites is displayed. The
slow component is the persistent one and shows three regions with the first crossover at
temperature 𝑇𝐻𝑇 = 378𝐾 ≃ 1.2𝑇𝑔 while at about the glass transition temperature the
reorientational dynamics of the probe follows an activated regime. The fast component
persists only in HT regions and, at temperatures below the 𝑇 = 381 K (1.21𝑇𝑔), discussed
in the following, the population of the fast sites disappears.
Let’us focus first on the population behavior. In the inset of the Figure 7-5 (c) the
temperature dependence of the population of the fast dynamic component is reported. After
a quick decrease from 80% in about 10 K, the percentage stabilizes to 60% almost constantly.
Below about 400 K a rapid depletion of the fast sites sets in and at about 384 K the rotational
dynamics pertains to the slow component only. A comparison with the fast site population
in R60 and S1 evidences that in case of hetergeneous dynamics the mean value of the
fast population in the "plateau" region is about 60 %. On lowering the temperature some
mechanism arises at the nanoscale that is able to make the fast component first instable and
then to disappear. The relative instability of the fast component in sample S1 and R60 (and
in general in heterogeneous LC MA4-MMA random copolymers [4]) can be explained [3,4] as
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an effect of the increasing strength of the nematic ordering potential in the host matrix as
the temperature is lowered. It has been suggested [4] that the fast reorientation probably
occurs at the nematogenic cores, so that the molecular tracer is expelled to the surrounding
regions because of its steric hindrance as the available free volume at the mesogenic units
decreases on lowering temperature.
The intriguing issue of the heterogeneous character of the dynamics in F3 and, in partic-
ular, of the possible phenomena driving the depletion of fast sites, cannot here be referred to
the LC character of the counits, being MMA and MAF the copolymer components. Rather
the effect could be ascribed to the tendency of segregation from MAF counits as we already
noticed in explaining the dynamic behavior of F1. This tendency of MAF would "simulate",
at the time scale and length scale probed by the cholestane, interacting dynamic regions
as the ones driven by the nematic potential. Further evidence to support this idea will be
presented shortly.
More insight, in fact, can be obtained after the examination of the correlation times
and the laws that drive the rotational relaxation of fast and slow sites. Both the slow and
fast dynamics in the HT region are well described by a VF law (Figure 7-5 (c)), with fit
parameters reported in the Table 7.4. 𝑇𝑏 for the fast component results greater than that
of the slow one, the latter implying a greater decoupling from the structural relaxation
process. Accordingly, an evaluation of the coupling parameter provides a value for the fast
sites 𝜉𝐻𝑇 (𝐹 ) = 0.50 which is comparable with the fast sites values of both the series of LC
PMA4 copolymers and with the sites available for the probe rotation in F2 and F4 (Table
7.4). In analogy, it appears therefore that the fast component could be ascribed to a site close
to the main chain and among the side chains that is available to the probe rotation at high
temperature when the thermal energy of the systems succeeds in overcoming the repulsive,
segregating power of the fluorine units. On cooling, the local intra-chain interaction of the
polymers expels the probe to the surrounding regions leaving from now on the probe to
reorient itself in homogeneous environment.
The slow sites constitute the persistent component for which it is possible to observe
selective decoupling on cooling. In particular it is found the value 𝜉𝐻𝑇 (𝑆) = 0.26 in the very
range of values found for the slow component in LC heterogeneous polymers (tables 7.3
and 7.4). Because of this greater decoupling from the main chain dynamics, one can argue
that the rotation is hosted in dynamical sites away from the polymer matrix chain [4]. This
finding also suggests that the probe is embedded in a "cage" of intermediate softness with
respect to the LC S1 homopolymer and R60 random copolymer.
In the intermediate temperature region a poorer coupling is exhibited to the terminal
structural relaxation. Looking at the cooperativity coefficient 𝜉𝑐 = 𝜉𝐼𝑇 (𝑆)/𝜉𝐻𝑇 (𝑆) and to the
cooperativity index 𝜅 = 1/𝜉𝑐 it is found the values 0.32 and 3, respectively. The number of
the cooperative units involved in the relaxation collocates the polymer F3 among non-LC
polymers as expected.
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With reference to the comparison with F4 and R60 copolymers, it is possible therefore
to infer from the results on F3 that:
(i) (F3 vs R60) The effects of the substitution of MA4 counits with the MAF one are not
particularly effective at the nanoscale and on the nanosecond times as probed by the
cholestane tracer. This is a consequence of the "segregation" effects by MAF counits
that can "simulate" over these time and length scales the structural and dynamics
hindrance of a mesophase potential. On the other hand, the similarity between R60
and F3 behavior is by far broader. In fact the R60 copolymer did not exhibit a
macroscopic LC phase, as detected by DSC experiments. Rather, the presence of
a local interaction active at the length scale probed by the cholestane was revealed
by the ESR studies, so that a possible value of the nematic-isotropic transition was
obtained. The signatures of those local interactions are similar and unambiguous. In
particular, the same qualitative trend of the spinning correlation times is observed,
with one instable single law fast and one persistent slow site available for the probe
rotation. Also the locations of the sites have been found analogous, with a more soft
"cage" available for the rotation in R60. On the other hand, on the time and length
scale of the terminal structural relaxation, F3 and R60 behave as simple copolymers,
so common values of the dynamic units participating to elementary step of relaxation
are expected, and found, typical of linear polymers (Table 7.3).
(ii) (F3 vs F4) As a matter of fact, comparison of F3 with either F2 or F4 can be carried
out with the same considerations, because of what was discussed in Section 7.2.5.
If the substituion of MAF with MA4 counit leading from F3 to R60 copolymer has had
only minor effects on the dynamics of the tracers, the replacement of the mesogenic
units MA4 of F4 with the MMA counits in F3 completely changes the scenario of local
dynamics in the random copolymers. The dynamics homogeneity, possibly guaranteed
in F4 by the presence of long side chains of similar chemical composition such as MAF
and MA4, is lost by the replacement of MAF with less bulky MMA side pendants.
As a consequence of a more marked structural heterogeneity, the MMA counit makes
available for the probe rotation slow sites. On cooling, a mechanism of expulsion
towards the less packed slow sites allows the depletion of fast sites, leading to an
homogeneous dynamics of the cholestane similar to the one of other heterogeneous LC
copolymers. Different degrees of cooperativity also characherize F3 and F4 copolymers
because of their non-LC and LC character respectively.
7.2.7 Thermorheological parameters and power law exponents from ESR
To start with, the attention is focussed on the Table 7.6 where some previously discussed pa-
rameters from rheological measurements (Chapter 6) and ESR experiments, are summarized
for reader’s convenience.
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Sample 𝜉HT C
g
1 C
g
2 Tb = ln(10)C
g
1C
g
2
(K) (K)
F1 0.38± 0.04 12± 1 63± 3 1740± 167
F2 0.60± 0.05 14± 1 52± 3 1676± 154
F3 fast 0.50± 0.04 15± 1 78± 3 2694± 207
F4 0.57± 0.06 15± 1 50± 3 1727± 155
S1 1 fast 0.60± 0.06 17± 2 32± 3 1252± 188
S5 1 — 18± 2 27± 2 1119± 149
R10 2 0.48± 0.03 14.2± 0.2 84± 1 2746± 50
R60 3 fast 0.39± 0.04 14± 2 62± 4 2003± 115
R70 4 fast 0.52± 0.05 14± 2 48± 4 1547± 256
R80 5 fast 0.53± 0.05 16± 2 40± 3 1473± 215
R90 6 fast 0.56± 0.05 17± 2 31± 3 1213± 185
PEA17R 0.59± 0.03 11.8± 0.8 47± 3 1277± 119
PEA01R 0.58± 0.03 11.8± 1.2 47± 4 1277± 169
PEA18R 0.59± 0.03 12.2± 0.8 48± 3 1348± 128
PEA02R 0.59± 0.03 12.0± 0.8 51± 3 1409± 125
PEA04R 0.59± 0.03 12.7± 0.8 48± 3 1404± 124
PEA05R 0.59± 0.03 12.0± 0.8 51± 3 1409± 125
PEA06R 0.59± 0.03 12.1± 0.8 51± 3 1421± 126
PEA 0.59± 0.03 12± 1 53± 4 1464± 164
PnBA 0.58± 0.03 12± 1 51± 4 1409± 161
1 P(MA4) 100% - LC
2 P(MA4-MMA) 10%-90% - non-LC
3 P(MA4-MMA) 60%-40% - non-LC (LC on nanometer scale as revealed
by ESR)
4 P(MA4-MMA) 70%-30% - LC
5 P(MA4-MMA) 80%-20% - LC
6 P(MA4-MMA) 90%-10% - LC
Table 7.6: The values of the cooperativity parameter 𝜉𝐻𝑇 , 𝐶
𝑔
1 , 𝐶
𝑔
2 and 𝑇𝑏 of MAF, MA4,
PEA series and PMA, PnBA polymers are reported.
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In the table series of polymers are also reported from literature [3,4,38,68,54]. In the litera-
ture the value 𝐶𝑔1 = 17.44 and 𝐶
𝑔
2 = 51.6 are considered as constants, while their variablity
is generally ascribed to the experimental errors only [96]. However in the table 𝐶𝑔1 and 𝐶
𝑔
2
do not assume a constant value. In particular the 𝐶𝑔1 values pertaining to the investigated
polymers range from 11.8 up to 17 with a mean value of 13 ± 2. One could note that the
series in the table pertain to structurally different polymeric materials: some of them show
a LC character or else a tendency to segregate giving origin, from the ESR point of view to
a some local interaction mimicking the nematic one. However, a deeper sight to the values
in the table suggests that the values of 𝐶𝑔1 could group polymers in different categories,
probably accoding to some physical property.
In order to verify this idea, a clustering procedure based on k-means algorithm has been
applied to the polymers of the table. Such algorithm [97] allows collecting observations in
natural groups revealing underlining possible distinct subsets. The statistical free software
environment for statistical computing R [98] (https://www.r-project.org/) has been
used for calculations. The best numbers of clusters for the sample is obtainedmby using
the "elbow" criterion of the general procedure detailed in ref. [99]. According to it and
to Figure 7-9, the best choice is a clustering in three groups. The application of k-means
procedure has provided the grouping of polymers in the last column of Table 7.7.
The clustering appears to follow the nature of the polymer matrix that can be isotropic
or locally constrained by LC potential or other interactions. Let’s label such interactions
as severe, mild and low, indicated by (s), (m) and (l) respectively in table. Note that such
categorization collocates at the extrema a nematic potential (S1, R90, R80 samples) and a
non-LC character (PEA series and PnBA), bounding the sample series presenting a weak
nematic potential or tendency to segretate (F1, F3, R10, R60, R70).
Such findings seems to suggest that 𝐶𝑔1 values could be related to the different interactions
and structure of polymers rather than exhibiting an "universal" character.
It is worth to note that the relation 𝐶𝑔1 =
𝐵
𝑓𝑔
holds [100]. If the empirical parameter 𝐵
assumes the constant value of unity, previous procedure allows classifying polymers according
to the fraction of free volume at 𝑇𝑔.
An intringuing issue related to the onset of the cooperativity as probed by ESR, consists
in enlightening a possible correlation between the fragility index 𝑚 and the cooperativity
degree 𝜅 = 1/𝜉𝑐. In Figure 7-10 the fragility index of PEA samples and MAF-MA4, MA4-
MMA series as a function of 𝜅 is shown. In recent works Schweizer, and co-workers proposed
a collective dynamic barrier as the main parameter controlling fragility [101,102]. In this ap-
proach, the fragility depends on a cooperativity factor 𝑎𝐶 that estimates how many segments
are involved in the elementary hopping. A low value, 𝑎𝐶 ∼ 1, corresponds to a dynamic
fragility 𝑚 ∼ 55−70 while 𝑎𝑐 ∼ 5 raises the fragility up to 𝑚 ∼ 110−200 [101,102]. Following
this ideas, a tentative evaluation can here be made to correlate fragility to the cooperative
index 𝜅. Figure 7-10 suggests the presence of such a positive correlation, irrespective of the
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Sample 𝜉HT C
g
1 C
g
2 Tb = ln(10)C
g
1C
g
2 Group
(K) (K)
F1 0.38± 0.04 12± 1 63± 3 1740± 167 (l)
PEA17R 0.59± 0.03 11.8± 0.8 47± 3 1277± 119 (l)
PEA01R 0.58± 0.03 11.8± 1.2 47± 4 1277± 169 (l)
PEA18R 0.59± 0.03 12.2± 0.8 48± 3 1348± 128 (l)
PEA02R 0.59± 0.03 12.0± 0.8 51± 3 1409± 125 (l)
PEA04R 0.59± 0.03 12.7± 0.8 48± 3 1404± 124 (l)
PEA05R 0.59± 0.03 12.0± 0.8 51± 3 1409± 125 (l)
PEA06R 0.59± 0.03 12.1± 0.8 51± 3 1421± 126 (l)
PEA 0.59± 0.03 12± 1 53± 4 1464± 164 (l)
PnBA 0.58± 0.03 12± 1 51± 4 1409± 161 (l)
F2 0.60± 0.05 14± 1 52± 3 1676± 154 (m)
F3 fast 0.50± 0.04 15± 1 78± 3 2694± 207 (m)
F4 0.57± 0.06 15± 1 50± 3 1727± 155 (m)
R10 2 0.48± 0.03 14.2± 0.2 84± 1 2746± 50 (m)
R60 3 fast 0.39± 0.04 14± 2 62± 4 2003± 115 (m)
R70 4 fast 0.52± 0.05 14± 2 48± 4 1547± 256 (m)
S1 1 fast 0.60± 0.06 17± 2 32± 3 1252± 188 (s)
R80 5 fast 0.53± 0.05 16± 2 40± 3 1473± 215 (s)
R90 6 fast 0.56± 0.05 17± 2 31± 3 1213± 185 (s)
Table 7.7: K-means clustering of different polymers according to the 𝐶𝑔1 values. The algo-
rithm allows to sort homopolymers and copolymers in three different groups, (l), (m) and
(s) as reported in the last column from the top.
Figure 7-9: In the graph the percentage of variance explained by the clusters
against the number of clusters is reported (Ref. [99]). The optimal number of clus-
ters is three, according to the "elbow" criterion. An example of the 𝑅 script
used for the calculation can be found at the link https://www.r-bloggers.com/
k-means-clustering-from-r-in-action/.
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Figure 7-10: Comparison between 𝑚 and the cooperativity index 𝜅 = 1/𝜉𝑐 in PEA, MA4-
MMA random copolymers and MAF-MA4 random copolymers.
chemical structure of the polymers.
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Chapter 8
Concluding remarks
New polymers with fluorinated counits (MAF) as side chains, promising for their possible
application as optoelecronic devices and smart materials, have been investigated on different
time- length scale. Bulk and local properties are of paramount importance for the response
of polymers to the external stimuli. They are driven by the chemical architecture and the
consequently different interplay between intrachain and interchain interactions. To this
respect a progressive replacement of the percentage of side counits MAF with mesogenic
MA4 pendants and MMA groups, from the homopolymer to different copolymers, allows
modulating both macroscopic properties, as nematogenicity or viscoelastic behavior, and
the local dynamics properties affecting nanoscale relaxation phenomena and diffusion.
Rheological, thermal and ESR measurements have been carried out on new polymeric
matrices and the results have been systematically compared and discussed with reference to
consolidated data about MA4 homopolymer and MA4-MMA random copolymers.
On macroscopic scale, rheological properties have evidenced that, despite of complex
architecture of polymers, the time-temperature-superposition principle holds for all the in-
vestigated polymers and, at the same time, the different composition strongly affects the
viscosity values and the fragility indexes of the different matrices. Thermal investigations
carried out in polymeric matrices with different composition have demonstrated how the
replacement of MAF counits in "symmetric" percentage (60% MAF - 40% MA4 and 40%
MAF - 60%MA4) can give origin to a nematic phase extending in a temperature range
depending on the relative amount of mesogenic counits.
ESR spectroscopy, in conjunction with the use of spin probe technique and a suit-
able tracer, has confirmed to be a very powerful instrument in revealing local processes
on nanoseconds and nanometers scales. A crossover in the rotational dynamics of the probe
at the "universal" temperature of about 1.2𝑇𝑔 has been found in all the samples despite
their composition and nematogenicity, signalling the onset of cooperative phenomena at
the length- time-scale of ESR. On the other hand, a polymer dependent coupling degree
between the rotational dynamics of the probe and the viscosity on temperature has been
found. The cooperativity degree for non-LC and LC fluorinated polymers lies in the range
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usually pertaining to other non-LC and LC polymers. These findings confirm that such
decoupling in high temperature is ascribable to the steric hindrance of the probe and to the
specific interacion with the local environment. The different values assumed by the coupling
paramter has allowed inferring the possible location of different sites mapped by the tracer.
The symmetric replacement of MAF/MA4 has revealed indistinguishable by the ESR
apart from a global rescaling of the overall temperature dependence on the spinning cor-
relation time due to a more or less "mobile" matrix. Moreover, the partial replacement of
MAF counits with MMA groups, has demonstrated having a very different effect depending
on the length- time- scale investigated. In fact, on the macroscopic scale it reflects only in a
higher 𝑇𝑔 and viscosity values, as expected, but it has revealed a very intriguing scenario at
nanometers scale giving rise to a very heterogeneus matrix from the point of view of ESR
spectroscopy. In fact the numerical simulation of the complex spectra in high temperature
has shown the presence of two dynamically different fast and slow sites in the matrix. The
progressive decrease of the population of cholestane probe exploring fast sites on cooling has
been ascribed to the tendency of fluorinated units to segregate mimicking, on the nanome-
ter scale of ESR, the effect of a nematic potential as already evidenced in LC MA4-MMA
polymers. At the same time the depletion of fast sites is accompanied by a slowing down in
the reorientational dynamics pertaining to the slow sites that virtually becomes coincident
at a crossover temperature near 1.2𝑇𝑔 below which the two dynamics would merge.
The experimental work and the analysis of data have provided a complete picture of
the effect of different composition of the side chains on the macro- and on the nano- length
scale. Moreover the comparison with analogous MA4-MMA polymers, on the one hand,
has suggested a consolidated interpretative framework for the origin of the heterogeneous
character of the dynamics in MAF-MMA sample, and on the other has added new cases
of study in order to better understand the effect of polymers architectures on relaxation
phenomena.
Finally a tentative correlation between the cooperativity degree revealed by ESR and the
dynamic fragility has been evidenced, possilbly extending, also to the rotational dynamics,
some recent results found valid for the translational diffusion.
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Appendix A
Lineshape theory
The formal theoretical basis for the numerical calculation of experimental ESR spectra is
the generalized linear response theory. Only more relevant results will be described in the
following sections. A complete and comprehensive treatise of this extensive subject can be
found elsewhere [1–3].
In the framework of the linear response theory [2] the ESR spectrum 𝐼(𝜔) can be expressed
as:
𝐼(𝜔) = ReℒΦ(𝑡) = Reℒ⟨𝑆−𝑆+(𝑡)⟩⟨𝑆−𝑆+⟩ (A.1)
where the symbols Re and ℒ represent respectively the real part of a complex quantity
and the Laplace transform. The problem of determinig the lineshape is so reduced to the
evaluation of the Laplace transform of the equilibrium correlation function:
Φ(𝑡) =
⟨𝑆−𝑆+(𝑡)⟩
⟨𝑆−𝑆+⟩ (A.2)
with 𝑆± = 𝑆𝑥 ± 𝚤𝑆𝑦 the ±1 spherical components of the spin angular momentum 𝑆.
As the electron magnetization M is proportional to the spin operator M = −𝑔𝛽𝑒S, the
Equation (A.1) can be rewritten as:
𝐼(𝜔) ∼=
∫︁ ∞
0
⟨𝑀𝑥𝑀𝑥(𝑡)⟩d𝑡 cos𝜔𝑡 (A.3)
reducing the problem to the calculation of the autocorrelation function of the transverse
magnetization without the perturbation. The time evolution of the observable 𝑆+(𝑡) is
driven byℋ = ℋ𝒜+ℋℬ+ℋ𝒜ℬ. The relevant lattice dynamic variables, to which a stochastic
description are applied, will be the Euler angles Ω𝑀→𝐿 = (𝛼(𝑡), 𝛽(𝑡), 𝛾(𝑡)).
A.0.8 Fast motion regime
In the fast motion regime a time scale separation exists between the characteristic times of
the microscopic rearrangements 𝜏𝑐 and the magnetization macroscopic time scale 𝑇1 and 𝑇2.
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This assumption allows us to make use, in order to calculate the time evolution of
the system, of a coarse graining procedure, whose time-scale Δ𝑡 is defined by the request
𝜏𝑐 ≪ 𝑇2 ≤ 𝑇1. This is the basis of the Redfield theory [4,5] wich allows to evaluate the
macroscopic relaxation time in this motion regime.
Moreover in order to correctly apply the Redfield theory it necessary that the orienta-
tional correlation time is small with respect to the inverse of the characteristic frequencies at
which the local magnetic fields fluctuate (⟨| ℋ𝒜ℬ |2⟩𝜏2𝑐 ≪ 1). This latter condition is usually
satisfied in the X-band ESR spectroscopy for nitroxide spin probes when the correlation
times are less than the nanosecond.
For an observable 𝒜 of the system its ensemble average is defined in terms of the density
matrix of the system itself 𝜌(𝑡) [4] as:
⟨𝒜⟩ = Tr 𝜌𝒜 (A.4)
and, if the state of the system develops in time, also the density matrix will vary with a
time evolution expressed in terms of the Hamiltonian ℋ𝒮 of the system:
d𝜌(𝑡)
d𝑡
=
(︁ 𝚤
~
)︁
[𝜌,ℋ𝒮 ] =
(︁ 𝚤
~
)︁
{[𝜌,ℋ𝒜] + [𝜌,ℋ𝒜ℬ]} (A.5)
The Equation (A.4) can be solved only applying perturbative techniques. When the fast
motion assumptions hold (𝜏𝑐 ≪ 𝑇2 and ⟨| ℋ𝒜ℬ |2⟩𝜏2𝑐 ≪ 1) an iterative solution scheme
based on subsequent approximation can be used [5]. The time-scales separation allows for
statistical averages over local field fluctuations after every sequence of approximation, while
the second hypothesis allows one to stop the integration process at the second order. In this
way it can be shown that the Equation (A.5) leads to a simplified system of equations [4,5]:
d𝜌(𝑡)𝑎𝑎′
d𝑡
=
(︁ 𝚤
~
)︁
[𝜌,ℋ𝒜]𝑎𝑎′ +
∑︁
𝑏𝑏′
ℛ𝑎𝑎′𝑏𝑏′𝜌𝑏𝑏′ (A.6)
All the matrix elements are evaluated over the eigenstates of ℋ𝒜 with the sum running
over the indices of the eigenstates for which 𝐸𝑎 − 𝐸𝑎′ = 𝐸𝑏 − 𝐸𝑏′ . The coefficients ℛ𝑎𝑎′𝑏𝑏′
form a matrix which is known as relaxation matrix (for a discussion of the various approx-
imatins employed in the derivation of the Equation (A.6) the reader is referred to the text
of Slichter [4]). The general expression for the matrix elements ℛ𝑎𝑎′𝑏𝑏′ is [6]:
ℛ𝑎𝑎′𝑏𝑏′ = 2𝐽𝑎𝑏𝑎′𝑏′(𝜔𝑎𝑏)− 𝛿𝑎′𝑏′
∑︁
𝑐
𝐽𝑎𝑐𝑏𝑐(𝜔𝑐𝑏)− 𝛿𝑎𝑏
∑︁
𝑐
𝐽𝑐𝑎′𝑐𝑏′(𝜔𝑏′𝑐) (A.7)
where the functions 𝐽(𝜔) are the power density of local fields, calculated at the angular
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frequencies 𝜔𝑎𝑏 = (𝐸𝑎 − 𝐸𝑏)/~ and defined in terms of appropriate correlation functions:
𝐽𝑎𝑎′𝑏𝑏′(𝜔) =
1
2
∫︁ +∞
−∞
𝐺𝑎𝑎′𝑏𝑏′(𝑡)𝑒
−𝚤𝜔𝑡d𝑡 (A.8)
𝐺𝑎𝑎′𝑏𝑏′(𝑡) = ~−2⟨ℋ𝒜ℬ(0)𝑎𝑎′ ,ℋ𝒜ℬ(𝑡)*𝑏𝑏′⟩ (A.9)
ℋ𝒜ℬ(𝑡)𝑎𝑏 is the (𝑎, 𝑏) matrix element of ℋ𝒜ℬ(𝑡) and the ⟨⟩ represents the mean over a
statistical ensemble.
After writing the spin Hamiltonian on a spherical basis Equation (2.19), the calculation
of the elements 𝐽𝑎𝑎′𝑏𝑏′ , and hence of the relaxation matrix, implies the calculation of the
Fourier transform of the correlation functions of the different elements of the Wigner matrix
describing the rotation between molecular frame and laboratory reference frame.
𝑗𝑙𝑝𝑞(𝜔) =
∫︁
⟨𝐷𝑙𝑝𝑞(0)𝐷𝑙*𝑝𝑞(𝑡)⟩𝑒−𝚤𝜔𝑡d𝑡 (A.10)
These correlation functions depend on the stochastic model assumed for describing the
reorientational motion of paramagnetic molecules. In the case of nitroxide spin probes for
ESR spectroscopy in the X-band, when the orientational correlation time (pertinent to the
element 𝐷200) becomes greater than 10−9 𝑠 the condition of time scale separation is no longer
satisfied and the Redfield approximation is no more applicable. In this case it can be shown
that ESR spectrum depends on the decay of the correlation functions of the Wigner matrix
elements of higher rank 2, 4, 6, ...
By Equation (A.6) for the evolution of the density matrix elements, within the approx-
imations considered, the evolution of 𝑆± (Equation (A.4)) can be calculated and therefore
the ESR spectrum by means of Equation (A.1). In the case of an electronic spin 𝑆 = 1/2
in interaction with a nuclear spin 𝐼 = 1 (which is the case considered in this thesis), taking
into account only the Zeeman and Hyperfine interactions, we obtain immediately that the
transverse spin correlation function is the sum of three exponential functions, whose time
constants 𝑇2(𝑀) (where 𝑀 is the 𝑧 component of the nuclear spin) are calculated in terms
of the elements of matrix ℛ𝑎𝑎′𝑏𝑏′ . The ESR spectrum is then the sum of three Lorentzian
functions corresponding to the allowed transitions with a broadening 𝑇−12 (𝑚𝐼) expressed by:
𝑇−12 (𝑚𝐼) = 𝐴+𝐵𝑚𝐼 + 𝐶𝑚
2
𝐼 (A.11)
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Figure A-1: A comparsison of ESR spectra of cholestane and TEMPO nixtroxides in different
matrices. The rotational corrrelation time is the same, 𝜏𝑐 = 10−9s for three cases. (from
ref. [3]).
The coefficients 𝐴, 𝐵 and 𝐶 are given by the expressions:
𝐴 =
1
6
(︂
𝐵0
~
)︂2∑︁
𝑘
(−1)𝑘𝐹 2,𝑘𝑔 𝐹 2,−𝑘𝑔
[︀
4𝑗20𝑘(0) + 3𝑗
2
1𝑘(𝜔0)
]︀
+
1
6
∑︁
𝑘
(−1)𝑘𝐹 2,𝑘𝐴 𝐹 2,−𝑘𝐴
[︀
𝑗20𝑘(𝜔0) + 3𝐽
2
1𝑘(𝜔𝐼) + 6𝑗
2
2𝑘(𝜔0
]︀ (A.12a)
𝐵 =
1
6
(︂
𝐵20
~
)︂2∑︁
𝑘
(−1)𝑘
[︁
𝐹 2,𝑘𝐴 𝐹
2,−𝑘
𝑔 + 𝐹
2,𝑘
𝑔 𝐹
2,−𝑘
𝐴
]︁ (︀
4𝑗20𝑘(0) + 3𝑗
2
1𝑘(𝜔0)
)︀
(A.12b)
𝐶 =
1
6~2
∑︁
𝑘
(−1)𝑘𝐹 2,𝑘𝐴 𝐹 2,−𝑘𝐴 {4𝑗20𝑘(0)+
3𝑗21𝑘(𝜔0 −
1
2
[︀
𝑗20𝑘(𝜔0) + 3𝑗
2
1𝑘(𝜔𝐼) + 6𝐽
2
2𝑘(𝜔0)
]︀} (A.12c)
where 𝑘 ranges between 1 and −1, and the Hyperfine frequencies 𝜔𝐼 have been defined in
Eq. (2.25).
A.0.9 Slow motion regime
When the approximation ⟨| ℋ𝒜ℬ |2⟩𝜏2𝑐 ≪ 1 is no longer valid, and the dynamics of the
observable 𝑆± becomes of the same order of magnitude as that of the lattice freedom degrees,
it is possible to show [7,8] that the coarse graining procedure (Paragraph A.0.8) leads to non-
converging expansions. In this case one has to apply the more general Mori theory in order
to calculate the ESR line shape.
For nitroxide spin probes, the slow motion regime ranges from about 10−9 s to 10−7 s
and the details of the ESR spectrum are very sensitive to the dynamics of the molecular
motions. As an example, in the Figure A-1, some ESR spectra of cholestane and TEMPO
nitroxides are shown. Even if all the lineshapes reported in the figure correspond to a
rotational correlation time 𝜏𝑐 = 10−9 s, the spectral differences depending on the effects of
the local dynamics of the host matrices on the tracers reorientation are clear.
The starting point for the calculation of the ESR signal is the result obtained by the
linear response theory expressed in Equation (A.1). Far more complex solution algorithms
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now have to be used. The key point is that it is no longer possible to carry out separate
average operations on the density matrix and on the microscopic correlation functions, which
make it possible to take into account the lattice dynamics by simply inserting appropriate
spectral densities in the equations of time evolution. In principle, therefore, one has to follow
the time evolution of the observable 𝑆±(𝑡) under the effect of the whole Hamiltonian of the
system.
The evalualtion of the lineshape in the slow motion regime is based on the description
of the time evolution of observables given in the theory of stochastic processes. In this
approach, the stochastic Liouville equation [9] is obtained.
Starting from the classical Liouville equation, in the rigorous Liouville operator:
iℒ ≡ iℋ×, ℋ× = −[ℋ, . . .] (A.13)
ℋ, the free Hamiltonian of the system Eq. (2.3), is substituted by the effective Liouville
operator :
Γ ≡ iℋ×𝒜 + iℋ×𝒜ℬ + Γ†Ω (A.14)
where Γ†Ω is the dynamic adjoint operator that drives the time evolution of the relevant
lattice variable Ω(𝑡) = (𝛼(𝑡), 𝛽(𝑡), 𝛾(𝑡)), the orientation of the considered molecule, that is
treated as a classic stochastic variable. In this framework Equation (A.1) can be developed
by means of different approaches. One of the most effective is the extention of the projective
Mori theory by generalizing to the case of non-Hermitian operators [8]. According to it, if
we want to compute the correlation function of two observables 𝐴 and 𝐵 (⟨, ⟩ representing
an appropriate scalar product):
Ψ𝐵,𝐴(𝑡) =
⟨𝐵 | 𝐴(𝑡)⟩
⟨𝐵 | 𝐴⟩ (A.15)
whose time evolution is driven by the operator ℒ of the system:
˙𝐴(𝑡) = iℋ×𝐴(𝑡) (A.16)
with ℋ not necessary hermitian, the projective algorithm based on the Langevin equation
gives the possibility to express the Laplace transform 𝜓𝐵,𝐴(𝑧) of the correlation function
Ψ(𝑡) as a continued fraction:
𝜓𝐵,𝐴(𝑧) = ℒ(𝜓𝐵,𝐴(𝑡)) = ⟨𝐵|𝐴⟩
𝑧 − 𝜆0 + Δ
2
1
𝑧−𝜆1+ Δ
2
2
𝑧−𝜆2+...
(A.17)
The Equation (A.17) is obtained by means of projective techniques through the introduction
of a proper hierarchy of biorthogonal states. The basis set is generated starting from two
initial right and left states |𝑓0⟩ = 𝐴 and
⃒⃒⃒
𝑓0
⟩
= 𝐵 and iterating for the right and left states
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by appling the following equations:
|𝑓1⟩ = ℋ× |𝑓0⟩ − 𝜆0 |𝑓0⟩ (A.18a)
|𝑓𝑘+1⟩ = ℋ× |𝑓𝑘⟩ − 𝜆𝑘 |𝑓𝑘⟩ −Δ2𝑘 |𝑓𝑘−1⟩ (A.18b)⃒⃒⃒
𝑓1
⟩
=
⃒⃒⃒
𝑓0
⟩
ℋ× − 𝜆0
⃒⃒⃒
𝑓0
⟩
(A.18c)⃒⃒⃒
𝑓𝑘+1
⟩
=
⃒⃒⃒
𝑓𝑘
⟩
ℋ× − 𝜆𝑘
⃒⃒⃒
𝑓𝑘
⟩
−Δ2𝑘
⃒⃒⃒
𝑓𝑘−1
⟩
(A.18d)
and defining:
𝜆𝑘(𝑡) =
⟨
𝑓𝑘
⃒⃒⃒
ℋ×𝑓𝑘(𝑡)
⟩
⟨
𝑓𝑘
⃒⃒⃒
𝑓𝑘
⟩ Δ2𝑘(𝑡) =
⟨
𝑓𝑘
⃒⃒⃒
𝑓𝑘(𝑡)
⟩
⟨
𝑓𝑘−1
⃒⃒⃒
𝑓𝑘−1
⟩ (A.19)
The equation hierarchy followed by the basis set is usually referred to as the Generalized
Langevin Equation:
𝜕
𝜕𝑡
|𝑓𝑘⟩ (𝑡) = 𝜆𝑘 |𝑓𝑘⟩ −Δ2𝑘
∫︁ 𝑡
0
Φ𝑘+1(𝑠) |𝑓𝑘⟩ (𝑡− 𝑠)d𝑠+ |𝑓𝑘+1⟩ (𝑡) (A.20)
where the function Φ𝑘(𝑡) is defined by means of the fluctuation dissipation theorem [1]:
Φ𝑘(𝑡) =
⟨
𝑓𝑘
⃒⃒⃒
𝑓𝑘(𝑡)
⟩
⟨
𝑓𝑘
⃒⃒⃒
𝑓𝑘
⟩ (A.21)
By applying the operator ⟨𝑓𝑘|...⟩⟨𝑓𝑘|𝑓𝑘⟩ to both left and right sides of the Equation (A.20) we have:
d
d𝑡
Φ𝑘(𝑡) = 𝜆𝑘Φ𝑘 −Δ2𝑘
∫︁ 𝑡
0
Φ𝑘+1(𝑠)Φ𝑘(𝑡− 𝑠)d𝑠+Φ𝑘+1(𝑡) (A.22)
and by means of the Laplace transform of Equation(A.23) it can be obtained:
Φ^𝑘(𝑠) =
1
𝑧 − 𝜆𝑘 +Δ2𝑘Φ^𝑘+1(𝑧)
(A.23)
At the end, an iterative procedure leads to the Equation (A.17).
ESR lineshape is thus calculated throught a continued fraction, with |𝑓0⟩ = 𝑆+,
⃒⃒⃒
𝑓0
⟩
=
𝑆− and ℋ×𝑆 = Γ.
The evaluation of the ESR spectra in the slow motion regime is then reduced to the
calculation of the continued fraction in the Equation (A.17). The parameters of expansion
of the continued fraction, 𝜆𝑘 and Δ2𝑘, can be evaluated in terms of spectral moments defined
as [8]:
𝑠𝑘 =
⟨
𝑓0
⃒⃒⃒
ℋ𝒮×𝑓𝑘
⟩
⟨
𝑓0
⃒⃒⃒
𝑓0
⟩ (A.24)
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In particular the calculus of the parameters of the continue fraction up to the order 𝑘,
requires the knowledge of 2𝑘 moments. Defining the following state chain in an iterative
scheme:
|𝑎0⟩ = 𝑆+ (A.25a)
|𝑎𝑛⟩ = Γ |𝑎𝑛−1⟩ = . . . = Γ𝑛 |𝑎0⟩ (A.25b)
the generic elements |𝑎𝑛⟩ can be developed as
|𝑎𝑛⟩ =
∑︁
𝑙,𝑝,𝑞,𝑖,𝑗
𝑐(𝑛)𝑙,𝑝,𝑞,𝑖,𝑗𝐷
𝑙
𝑝,𝑞(Ω)𝐴𝑖,𝑗𝑆+ (A.26)
with 𝐷𝑙𝑝,𝑞(Ω) the elements of the Wigner matrix of rank 𝑙. 𝐴𝑖,𝑗 are the set of (2𝐼 +1)2 base
matrices necessary to expand the nuclear spin operators ((𝐴𝑖,𝑗)𝑘𝑠 = 𝛿𝑖,𝑘𝛿𝑗,𝑠). By applying Γ
to 𝐷𝑙′𝑝′,𝑞′(Ω)𝐴𝑖′,𝑗′𝑆+ it easy to obtain the iterative relationship:
𝑐(𝑛)𝑙,𝑝,𝑞,𝑖,𝑗 =
∑︁
𝑙′,𝑝′,𝑞′,𝑖′,𝑗′
𝑅𝑙,𝑝,𝑞,𝑖,𝑗𝑙′,𝑝′,𝑞′,𝑖′,𝑗′𝑐(𝑛− 1)𝑙′,𝑝′,𝑞′,𝑖′,𝑗′ (A.27)
The simulation program developed in our laboratory, allows one to determine the ESR
theoretical spectra computing first the coefficients 𝑐(𝑛) from the Equation (A.27) and then
the moments 𝑆𝑛.
Once the moments 𝑆𝑛 are known, the program determines 𝜆𝑛 and Δ2𝑛 and then gen-
erates the theoretical spectrum. By means of the transformation properties of the Wigner
matrices [10] and considering the iterative scheme briefly presented, it is immediately possible
to observe that the ESR line shape in this region depends on the decay of different orien-
tational correlation functions. This property determines the great sensitivity of the ESR
spectroscopy to the details of the reorientational dynamics in this region of motion.
A very fast and powerful algorithm to evaluate slow motion ESR lineshapes by means
of the equations (A.3) and (A.14) has been developed by prof. Giordano and co-workers [8]
by using the generalized Mori projection technique [11].
On the basis of such algorithm, our research group has developed a set of FORTRAN
programs for the calculation of ESR spectra, in slow motion regime, by using different
reorientational models. The software implements both the diffusion and the jump model. In
particular for the jump model it is possible to choose between the isotropic and anisotropic
jump reorientations [12].
It should be noted that, in the temperature range studied in this thesis work, the fast
motion regime in all the polymers investigated was never reached.
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A.0.10 The powder spectrum: the ultra-slow motion regime
In the ultra-slow motion regime the values of microscopic time may become too large and
the ESR technique is completely insensitive to the molecular dynamics [13,14]. This happens
when the microscopic correlation time becomes larger than the duration of the smallest
magnetic anisotropy of the paramagnetic system. For nitroxide spin probes, and ESR X-
band spectroscopy, the characteristic correlation times in this region is about 10−6 s. In this
region the ESR lineshape depends only on the value assumed by the parameters describ-
ing the magnetic interactions, that is the diagonal terms of the various interaction tensors
introduced earlier. The study of the experimental spectra (the powder spectra) allows the
evaluation of these parameters, significantly reducing the number of free variables in the
simulation of the ESR lineshapes in the slow and fast motion regimes.
The lineshape in the ultra-slow region is calculated as a simple sum of the contributions
of different spin packets whose orientation is time independent.
In this case the resonance frequencies 𝜔0 are defined by the equation:
𝜔0(𝑚𝐼 ,Ω) = 𝑔(Ω)𝛽𝑒𝐵0 + 𝑎(Ω)𝑚𝐼~ (A.28)
obtained from the diagolanization of ℋ𝒮 on the eigenstates |𝑚𝑆 ,𝑚𝐼⟩, with 𝑚𝐼 = ±1, 0
and Ω = (𝛼, 𝛽, 𝛾) the Euler angles relating the orienation of the single spin packet to the
laboratory reference frame.
For high static magnetic fields, the anisotropic component of the spin Hamiltonian is
smaller than the isotropic Zeeman interaction and this condition allows one to neglect (in
this motion regime) all the term of the spin Hamiltonian that not commute with 𝑆𝑍 , namely
the non secular terms [15,16]. In this approximation, the secular terms 𝑔(Ω) and 𝑎(Ω) are
given by:
𝑔(Ω) = [(𝑔𝑥𝑥 cos
2 𝛾 + 𝑔𝑦𝑦 sin
2 𝛾) sin2 𝛽 + 𝑔𝑧𝑧 cos
2 𝛽]
1
2 (A.29a)
𝑎(Ω) = [(𝑎2𝑥𝑥 cos
2 𝛾 + 𝑎2𝑦𝑦 sin
2 𝛾) sin2 𝛽 + 𝑎2𝑧𝑧 cos
2 𝛽]
1
2 (A.29b)
The compontents 𝑔𝑖𝑖 and 𝑎𝑖𝑖 are the main values of the magnetic tensors g and a in the
magnetic reference system where they are diagonal.
In the magnetic dipole approximation the trasitions between levels with the same nuclear
quantum number (Δ𝑚𝐼 = 0) are allowed and the absorption powder spectra are so calculated
by adding the single absorption spectra (𝐿) for the different orientations of the electronic
spins evaluated for the different 𝑚𝐼 [7]:
𝐼(𝜔) =
∑︁
𝑚𝑖
∫︁
dΩ𝑓(Ω)𝐿𝑚𝐼 (𝜔 − 𝜔0(𝑚𝐼 ,Ω)) (A.30)
The function 𝑓(Ω) represents the spatial distribution of the individual spin packets orienta-
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Figure A-2: An ESR spectrum of a nitroxide spin probe in the ultra-slow motion regime. The
single hyperfine absorption components (top) and the first derivative spectrum (bottom) are
also shown. Relevant turning points are numbered according to the Table A.1 (from ref. [17]).
tion; 𝐿𝑚𝐼 (𝜔−𝜔0(𝑚𝐼 ,Ω) and 𝜔0(𝑚𝐼 ,Ω)) respectively the lineshape and resonance frequency
(Equation (A.28)) of the 𝑚𝐼 -th transition of spin in the Ω direction.
To taking into account any homogeneous and inhomogeneous broadening mechanism, a
phenomenological constant 𝑇−12 is introduced and the Equation (A.31) is then rewritten as:
𝐼(𝜔) =
∑︁
𝑚𝑖
∫︁
dΩ𝑓(Ω)
𝑇−12
(𝜔 − 𝜔0(𝑚𝐼 ,Ω))2 + 1𝑇 22
(A.31)
A detailed information about the values of the principal components of g and a tensors are
obtained analysing the 3(2𝐼 + 1) turning points of the powder spectrum:
𝜔𝑖(𝑚𝑖) = 𝑔𝑖𝑖𝛽𝑒𝐵0 +𝑚𝐼𝑎𝑖𝑖~ (A.32)
In Figure A-2 a typical ESR powder spectrum of a nixtroxide tracer is reported. The
turning points correspond to the maxima or minima in the first derivative ESR spectrum
and in principle it is possible to determine the values of all the magnetic parameters from
the analysis of such spectrum. On the other hand, the inhomogeneous broadening may
hide spectral details and only the parameters 𝑔𝑧𝑧 and 𝑎𝑧𝑧 are directly evaluated from the
first derivative of the ESR lineshape. All the remainig data are determined by an accurate
numerical simulation of the spectrum by using a proper numerical program. We remind the
evaluation of such magnetic parameters is of paramount importance, because they are used
as input data in the simulation of the spectral lines in the slow motion regime.
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T.P. ~𝜔i(mI)
1 𝛽𝑒𝑔𝑧𝑧𝐵0 + 𝑎𝑧𝑧
2 𝛽𝑒𝑔𝑥𝑥𝐵0 + 𝑎𝑥𝑥
3 𝛽𝑒𝑔𝑦𝑦𝐵0 + 𝑎𝑦𝑦
4 𝛽𝑒𝑔𝑥𝑥𝐵0
5 𝛽𝑒𝑔𝑦𝑦𝐵0
6 𝛽𝑒𝑔𝑥𝑥𝐵0 − 𝑎𝑥𝑥
7 𝛽𝑒𝑔𝑦𝑦𝐵0 − 𝑎𝑦𝑦
8 𝛽𝑒𝑔𝑧𝑧𝐵0
9 𝛽𝑒𝑔𝑧𝑧𝐵0 − 𝑎𝑧𝑧
Table A.1: A list of the turning points in an ESR spectrum of a nitroxide spin probe. The
magnetic parameters used for the calculation are: 𝑔𝑥𝑥 = 2.0081,𝑔𝑦𝑦 = 2.0057, 𝑔𝑧𝑧 = 2.0025,
𝑎𝑥𝑥 = 5.5G, 𝑎𝑦𝑦 = 4.8G, 𝑎𝑧𝑧 = 29.8G (from ref. [17]).
A.0.11 Reorientational model: the simple diffusion
In the previous paragraphs it has been briefly shown how it is possible to to calculate ESR
spectra in different dynamics regions.
In the fast motion regime it is sufficient to substitute the suitable spectral densities (the
Fourier transforms of the orientational correlation functions) in the Equations (A.12c) to
take into account of the probe rotational dynamics. On the other hand, in the slow motion
regime it is necessary to fully define the effect of the stochastic operator ΓΩ on the basis
set of eigenfunctions defined by means of the Mori approach. In this paragraph the general
stochastic approach used to describe the rotational probe dyamics will be outlined, focussing,
in the final part, on the simple diffusion model used during this thesis work and confirmed
by the good agreement between experimental and theoretical ESR spectra.
In viscous liquis and polymers, as a general approach, we may consider the spin probe as
trapped in metastable molecular cages with a long but finite lifetime [18]. Escape from the
cage after a mean residence time 𝜏 is the result of either activated motions over the resulting
energy barriers or the finite lifetime of the cage due to structural relaxation [19].
The orientation of the molecule, Ω, may be conveniently described by suitable set of
Euler angles Ω = (𝛼, 𝛽, 𝛾) [10]. More precisely, Ω represents the rotation to put the molecu-
lar frame into coincidence with the laboratory frame [20,21]. If we assume that the molecular
reorientation process is a stationary Markov process (i.e. the probability to have an orien-
ation Ω′ at time 𝑡′ depends on the probability of having a previous orientation Ω at time
𝑡 only [22,23]), we obtain [23] that the transition probability 𝑃 (Ω′, 𝑡′|Ω, 𝑡) depends only on
Δ𝑡 = 𝑡′ − 𝑡 and obeys to the Chapman-Kolmogorov equation:
𝑃 (Ω′′, 𝑡′′|Ω, 𝑡) =
∫︁
𝑃 (Ω′′, 𝑡′′|Ω′, 𝑡′)𝑃 (Ω′, 𝑡′|Ω, 𝑡)d3Ω′ (A.33)
with d3Ω = d𝛼 sin𝛽d𝛽d𝛾 and 𝑡′′ < 𝑡′ < 𝑡. If no external aligning torque (e.g. as in a liquid
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crystals) is present, 𝑃 (Ω′, 𝑡′|Ω, 𝑡) is assumed to depend on the rotation angle Ω −Ω′ that
changes the orientation from Ω to Ω′ or, in other terms, 𝑃 (Ω′, 𝑡′|Ω, 𝑡) = 𝑝(Ω′ −Ω,Δ𝑡) and
𝑝(Ω,Δ𝑡) = 𝑝(−Ω,Δ𝑡).
The usual assumption is that the angular jumps occur at random independent times
(with a Poisson distribution) and that the waiting time between two jumps are uncorrelated
to their angular values. If we consider time intervals Δ𝑡 sufficiently short [20,23] a master
equation can be obtained:
𝜕𝑃 (Ω, 𝑡|Ω0, 𝑡0)
𝜕𝑡
=
1
𝜏
(𝐴− 1)𝑃 (Ω, 𝑡|Ω0, 𝑡0) (A.34)
The terms 𝐴/𝜏 and 𝜏 represent a gain and a loss rate of site Ω and encloses all the relevant
information about the jump process. The solution of the master equation (A.34) is written
by expanding the transition probability 𝑃 (Ω′, 𝑡′ | Ω, 𝑡) on the basis of the Wigner matrices
𝐷𝑙𝑝,𝑞(Ω)
[10]:
𝑃 (Ω′, 𝑡′|Ω, 𝑡) =
∑︁
𝑙,𝑚1,𝑚2,𝑛
(︂
2𝑙 + 1
8𝜋2
)︂
𝐷𝑙𝑚2,𝑚1(Ω
′ −Ω)𝐹 𝑙𝑚1,𝑚2(𝑡′ − 𝑡) (A.35)
The explicit expression of the coefficients 𝐹 𝑙𝑚1,𝑚2(𝑡) are model dependent with the inital
value 𝐹 𝑙𝑚1,𝑚2(𝑡) = 𝛿𝑚1,𝑚2 and 𝐹
0
0,0(𝑡) = 1.
In the case of a possible cylindrical symmetry around the 𝑧 axis of the molecular frame,
the coefficients 𝐹 𝑙𝑚1,𝑚2(𝑡) become
[12]:
𝐹 𝑙𝑚1,𝑚2(𝑡) = exp
[︂
𝑡
𝜏
(𝜆𝑙𝑚1 − 1)
]︂
𝛿𝑚1,𝑚2 (A.36)
It can be shown [12] that 𝜆𝑙𝑚 ≤ 1 and that 𝐹 𝑙𝑚,𝑚(𝑡) decay exponentially.
The knowledge of 𝐹 𝑙𝑚1,𝑚2(𝑡) allows one to evaluate any other quantity of interest as for
example the correlation function [12]:
𝐶 𝑙𝑚(𝑡
′ − 𝑡) = 1
2𝑙 + 1
𝐹 𝑙𝑛′,𝑛(𝑡
′ − 𝑡) (A.37)
The most common reorientational models include: simple diffusion [24–26] (analogous to
translational Brownian motion), jump diffusion [20] (the molecule is at rest for a certain time
and then jumps instantaeously to another orientation) and free diffusion (the molecules is at
rest for a certain time and rotates directly and whithout hindrance to another orientation).
The simple diffusion model, as a limit of the more general case, is the model used in numerical
simulation of ESR spectra in this work. In the framework of the general approach, the simple
diffusion model is obtained if the jump angles are small and the correlation function (A.37),
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in the case of cylindrical symmetry, assumes the form:
𝐶 𝑙𝑚(𝑡) = ⟨𝐷𝑙*𝑛,𝑚(Ω′)𝐷𝑙𝑛′,𝑚(Ω)⟩ =
1
2𝑙 + 1
𝛿𝑛,𝑛′ exp{−
[︀𝒟⊥𝑙(𝑙 + 1) + (𝒟|| −𝒟⊥)𝑚2]︀ (𝑡)}
(A.38)
where 𝒟⊥ and 𝒟|| are perpendicular and parallel components of fhe rotational diffusion
tensor. All the decay functions described by the Equation (A.38) have a single decay time:
𝜏 𝑙,𝑚𝑑𝑒𝑐𝑎𝑦 = −
1[︀𝒟⊥𝑙(𝑙 + 1) + (𝒟|| −𝒟⊥)𝑚2]︀ (A.39)
Finally, in the spherical symmetry case where 𝒟11 = 𝒟22 = 𝒟33 = 𝒟 we obtain the
equations:
𝐶 𝑙(𝑡) =
1
2𝑙 + 1
𝛿𝑛,𝑛′ exp{−[𝒟𝑙(𝑙 + 1)]𝑡} (A.40a)
𝜏 𝑙𝑑𝑒𝑐𝑎𝑦 =
1
𝒟𝑙(𝑙 + 1) (A.40b)
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