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Abstract
For a balanced bistable reaction-diffusion equation, an axisymmetric traveling
front has been well known. This paper proves that an axially asymmetric traveling
front with any positive speed does exist in a balanced bistable reaction-diffusion equa-
tion. Our method is as follows. We use a pyramidal traveling front for an unbalanced
reaction-diffusion equation whose cross section has a major axis and a minor axis.
Preserving the ratio of the major axis and a minor axis to be a constant and taking
the balanced limit, we obtain a traveling front in a balanced bistable reaction-diffusion
equation. This traveling front is monotone decreasing with respect to the traveling
axis, and its cross section is a compact set with a major axis and a minor axis when
the constant ratio is not 1.
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1 Introduction
In this paper we study a reaction-diffusion equation
∂u
∂t
= ∆u−G′(u), x ∈ Rn, t > 0,
u(x, 0) = u0(x), x ∈ Rn,
(1.1)
where n ≥ 3 is a given integer, and given u0 ∈ X. Here X is the set of bounded and




Now G ∈ C2[−1, 1] satisfies
G(1) = 0, G(−1) = 0, G′(1) = 0, G′(−1) = 0, G′′(1) > 0, G′′(−1) > 0,
G(s) > 0 if − 1 < s < 1.
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For G(s) = (1 − s2)2/4 and −G′(s) = s − s3, (1.1) is called the Allen–Cahn equation, the
scalar Ginzburg–Landau equation or the Nagumo equation.
The reaction term is called balanced when G(1) = G(−1) and is called unbalanced
when G(1) ̸= G(−1). When the reaction term is unbalanced with G(1) < G(−1), multi-
dimensional traveling fronts including axially asymmetric ones have been studied by [16,
17, 11, 12, 13, 18, 19, 20, 14, 24, 26, 15, 21, 22, 23] and so on. In this case, the propagation
is mainly driven by the imbalance of the reaction kinetics and the curvature effect of an
interface. Here a level set of a solution is often called an interface.
When the reaction term is balanced, one has no driven force caused by the reaction
kinetics and the propagation is mainly driven by the curvature effect of an interfaces and is
also driven by interaction between portions of an interface. For Equation (1.1), axisymmet-
ric traveling fronts have been studied by Chen, Guo, Hamel, Ninomiya and Roquejoffre [4].
See del Pino, Kowalczyk and Wei [7] for a stationary solution, that is a traveling front with
speed zero, related with De Giorgi’s conjecture. See [8] for a traveling wave solution with
two non-planar fronts and for a traveling wave solution with non-convex fronts. For a mean
curvature flow, Wang [25] studied an axially asymmetric traveling front that lies between
two parallel planes in Rn. See [6] for other traveling waves in a mean curvature flow.
In this paper we prove the existence of an axially asymmetric traveling front solution
to a balanced reaction-diffusion equation (1.1). This axially asymmetric traveling front











Figure 1: The cross section of {U(x′, xn) = θ0} at xn = ζ.
Let s∗ be the largest zero point of G
′ in (−1, 1), that is, s∗ ∈ (−1, 1) is defined by
s∗ = min{s0 ∈ (−1, 1) | −G′(s) > 0 if s0 < s < 1}.
We fix θ0 with s∗ < θ0 < 1 and have −G′(θ0) > 0.
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Let
1 ≤ α2 ≤ · · · ≤ αn−1 (1.2)
and ζ > 0 be arbitrarily given. We put








Figure 2: A level set {U(x′, xn) = θ0} of U .
The following is the main assertion in this paper.
Theorem 1 (Axially asymmetric traveling fronts) Let c > 0 be an arbitrarily given
number. Let ζ > 0 be arbitrarily given and let α′ be given by (1.3) with (1.2). Then there
exists U(x) = U(x;α′) such that one has the following. Let Rj be given by
U(0, . . . , 0,
j
⌣
Rj, 0, . . . , 0, ζ;α
′) = θ0 (1.4)




−G′(U) = 0, (x′, xn) ∈ Rn, (1.5)
U(x1, . . . , xj−1,−xj, xj+1, . . . , xn) = U(x1, . . . , xj−1, xj, xj+1, . . . , xn), 1 ≤ j ≤ n− 1,
∂U
∂xn
(x) < 0 if x ∈ Rn,
∂U
∂xj
(x) > 0 if x ∈ Rn, xj > 0, 1 ≤ j ≤ n− 1,
Rj
R1
= αj, 1 ≤ j ≤ n− 1.
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∣∣ U(x) = θ} > 0, (1.6)
and can define qθ(x
′) ∈ R by U(x′, qθ(x′)) = θ for all x′ ∈ Rn−1. Here qθ belongs to
C1(Rn−1).
Remark 1 For every θ ∈ (−1, 1), a level set {x ∈ Rn |U(x) = θ} is given by a graph of a
function that is defined on the entire space Rn−1.
When (α1, . . . , αn−1) ̸= (1, . . . , 1), {x′ ∈ Rn−1 |U(x′, ζ;α′) = θ0} is a compact set with
a major axis and a minor axis and is not a disk. Thus U(x) is an axially asymmetric
traveling front solution with the θ0 level set whose cross section at xn = ζ > 0 is a compact
set that is different from a disk. When α = (α2, . . . , αn−1) = (1, . . . , 1) in (1.2), the author
conjectures that U in Theorem 1 is axisymmetric with respect to the xn-axis, and equals
the traveling front studied by [4]. This is an interesting problem that should be studied in
future.
Equation (1.1) and a mean curvature flow are closely related in the limit where ε > 0




See [3] for instance. The motion of an interface is driven by the curvature effect and
attracting interaction between other portions of an interface. In the limit of ε → 0, this
interaction of interfaces disappears on given compact sets in Rn. Thus, in the limit of
ε → 0, a solution in Equation (1.1) is approximated by that of a mean curvature flow on
compact sets.
The cross section of {U(x′, xn) = θ0} at xn = ζ in Figure 1 will be related to the
Angenent Oval (Paper Clip) in a mean curvature flow. See [1, 5] for this oval. The relation
between an axially asymmetric traveling front in Theorem 1 and that in [25] will be an
interesting problem. We conjecture that an axially asymmetric traveling front in Theorem 1
converges to that in [25] in any compact set in Rn as ε goes to zero. This convergence
cannot be uniform in Rn. The reason is as follows. An axially asymmetric traveling front in
a mean curvature flow in [25] lies between two parallel planes, while a level set of an axially
asymmetric traveling front in Theorem 1 is defined on the whole Rn−1, and has a shape
as is seen in Figure 2. Thus the convergence cannot be uniform in Rn. The reason of the
difference of shapes is as follows. In a mean curvature flow, a solution propagates only by the
curvature effect. While, a solution propagates by the curvature effect and by the interaction
between portions of an interface in a balanced reaction-diffusion equation. For any fixed
xn > 0, U can be very close to G(1) = 0 in {(x′, xn) |U(x′, xn) > θ0}, while U cannot be
so close to G(−1) = 0 in {(x′, xn) |U(x′, xn) < θ0}. Then, portions of an interface attract
each other with time goes on. Because the shape of a traveling front remains unchanged
up to phase shift, the portions of an interface have to be apart from each other as xn goes
to +∞. Otherwise the portions of an interface attract each other and will collapse. Thus
the interface of a traveling front cannot lie between two planes and has to be a graph of a
function defined on the entire space Rn−1 in a balanced reaction-diffusion equation. This
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shows a sharp contrast between traveling fronts in a balanced reaction-diffusion equation
and those in a mean curvature flow.
This paper is organized as follows. In Section 2, we briefly explain the idea to ap-
proximate an axially asymmetric traveling front for a balanced reaction-diffusion by pyra-
midal traveling fronts for unbalanced reaction-diffusion equations. In Section 3, we make
preparations. In Section 4, we show properties of pyramidal traveling fronts to unbalanced
reaction-diffusion equations. In Section 5, we take the balanced limit of pyramidal traveling
fronts, and prove Theorem 1.
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2 Approximation by pyramidal traveling fronts of un-
balanced reaction-diffusion equations
In this section we briefly explain how to show the existence of axially asymmetric travel-
ing fronts for balanced reaction-diffusion equations by approximating them by pyramidal








Figure 3: A level set {Vk(x′, xn) = θ0} of a pyramidal traveling front Vk.
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Let α′ = (1, α2, . . . , αn−1) be given by (1.3) with (1.2) and let ζ > 0 be arbitrarily given.






2G(Vk) = 0, (x
′, xn) ∈ Rn
for sufficiently small k > 0, and define a pyramidal traveling front solution Vk to this
equation with
Vk(0
′, zk) = θ0,








= αi, 2 ≤ i ≤ n− 1,
where zk is a real number and 0





′(k)) implies that ri(A
′(k)) is the i-th component. See Figure 3 for a level set
of Vk.





′, xn + zki ;A
′(ki))
for all (x′, xn) in any compact set in Rn. Here
k1 > · · · > ki > · · · → 0
is a subsequence. We often write U(x;α′) simply as U(x). Then U(x) satisfies Theorem 1.
To take this limit, a uniform estimate on a pyramidal traveling front Vk for every small
positive k is indispensable. We will introduce Proposition 1 that gives this uniform estimate,
and carry on detailed discussions in Section 4 and Section 5.
3 Preliminaries
We extend G ∈ C2[−1, 1] as a function of C2(R) with





min {G′′(1), G′′(−1)} > 0,
and let δ∗ ∈ (0, 1/4) satisfy
min
|u+1|≤2δ∗








Following to [17, 4, 18, 19, 20], we introduce a one-dimensional traveling front. For any
k with




fk(s) = −G′(s) + k
√







f ′k(1) = −G′′(1)− k
√
G′′(1) < 0,


















be small enough such that one has
min {−Fk(s) | s ∈ (−1, 1), fk(s) = 0} > 0






, x ∈ R.
Then we have Φ(0) = 0 and
−Φ′(x) =
√
2G(Φ(x)), x ∈ R,
Φ′′(x) = G′(Φ(x)), x ∈ R.
Thus Φ satisfies
Φ′′(x) + kΦ′(x) + fk(Φ(x)) = 0, x ∈ R,
Φ(−∞) = 1, Φ(∞) = −1,
and is a one-dimensional traveling front with speed k ∈ (0, k0). Now Φ also satisfies
Φ′′(x)−G′(Φ(x)) = 0, x ∈ R,
Φ′(x) < 0, x ∈ R,
Φ(−∞) = 1, Φ(0) = 0, Φ(+∞) = −1.
Thus Φ is a planar stationary front to (1.1).
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4 Properties of pyramidal traveling fronts to unbal-
anced reaction-diffusion equations
In this section we study properties of pyramidal traveling fronts for unbalanced reaction-
diffusion equations. Two-dimensional V-form fronts and pyramidal traveling fronts in Rn
have been studied by [16, 17, 11, 12, 13, 18, 19, 20, 14, 24, 26, 15] and so on.
Let c > 0 be arbitrarily given. For a given bounded and uniformly continuous function
u0 let w(x, t;u0) be the solution of
∂w
∂t




′, xn) ∈ Rn, t > 0,
w(x, 0) = u0(x), x ∈ Rn.






For every aj ≥ 0 (2 ≤ j ≤ n− 1), we define
h2j−1(x
′) = m∗ (xj − aj) ,
h2j(x
′) = m∗ (xj + aj)
for 1 ≤ j ≤ n− 1. We put





′) = m∗max{|x1|, |x2| − a2, . . . , |xn−1| − an−1} (4.1)
for x′ ∈ Rn−1, and let
pi(x
′) = m∗max{|x1|, max
2≤j≤n−1,j ̸=i
(|xj| − aj)} (4.2)
for x′ ∈ Rn−1 and 2 ≤ i ≤ n− 1.
Hereafter let h be either p or pi for 2 ≤ i ≤ n − 1. We call {(x′, xn) |xn ≥ h(x′)} a
pyramid in Rn. For 1 ≤ j ≤ n− 1, we define




∂Ωj = {hi1(x′) = hi2(x′) = h(x′) for some i1 ̸= i2} .
The set of edges of a pyramid is given by
E =
{




For γ > 0, let
D(γ) = {x ∈ Rn | dist(x, E) > γ}. (4.3)
Hereafter let h be either p or pi for 2 ≤ i ≤ n − 1. Following to [14, 24], let vk be the
pyramidal traveling front associated with
xn = m∗ max
1≤j≤n−1
|xj|
if h = p, and the pyramidal traveling front associated with
xn = m∗ max
1≤j≤n−1,j ̸=i
|xj|




+ fk(vk) = 0, (x














∣∣∣∣vk(x′, xn)− Φ(kc (xn − h(x′))
)∣∣∣∣ = 0,
where D(γ) is given by (4.3) with respect to h. Here vk satisfies
∂vk
∂xn
< 0 for all (x′, xn) ∈ Rn,
∂vk
∂xj
> 0 if xj > 0, 1 ≤ j ≤ n− 1.
For aj ≥ 0 (2 ≤ j ≤ n− 1) we define






, (x′, xn) ∈ Rn,




vk(x1, . . . , xj−1, xj − sj, xj+1, . . . , xn).
Then we have





(v(x)− v(x)) = 0.




+ fk(v) = 0, (x




w(x, t; v) (4.4)
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+ fk(Vk) = 0, (x





∣∣∣∣Vk(x′, xn)− Φ(kc (xn − h(x′))
)∣∣∣∣ = 0,
Vk(x1, . . . , xj−1,−xj, xj+1, . . . , xn) = Vk(x1, . . . , xj−1, xj, xj+1, . . . , xn), 1 ≤ j ≤ n− 1,
∂Vk
∂xn
< 0 for all (x′, xn) ∈ Rn,
∂Vk
∂xj
> 0 if xj > 0.
Since v(x′, xn;a
′) depends continuously on a′ in X, Vk(x;a
′) depends continuously on a′




′) in any compact set in Rn−1















in any compact set in Rn
uniformly in aj ≥ 0, j ̸= i. Combining this fact and (4.4), we have
lim
ai→∞
Vk(x; p) = Vk(x; pi) in any compact set in Rn (4.6)
uniformly in aj ≥ 0, j ̸= i.
Let ζ > 0 be arbitrarily given and let α′ = (α1, . . . , αn−1) satisfy (1.2). For every
k ∈ (0,min{k0, c}) and every aj ≥ 0 (2 ≤ j ≤ n− 1), we choose zk = zk(a′) ∈ R by
Vk(0
′, zk; p) = θ0,
where p is given by (4.1). For 2 ≤ i ≤ n− 1 we define ri(a′) > 0 by




′), 0, . . . , 0, ζ + zk; p) = θ0.







uniformly in aj ≥ 0, j ̸= i.






= 1 for every aj ≥ 0, j ̸= i.
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Lemma 1 There exists Ai(k) ∈ [0,∞) such that one has
ri(A1(k), . . . , An−1(k))
r1(A1(k), . . . , An−1(k))
= αj, 2 ≤ i ≤ n− 1.






















































Finally we consider the case n ≥ 5. For every aj ≥ 0 (3 ≤ j ≤ n − 1), there exists a
continuous function a2(a3, . . . , an−1) ∈ [0,∞) with
r2(a2(a3, . . . , an−1), a3, . . . , an−1)
r1(a2(a3, . . . , an−1), a3, . . . , an−1)
= α2.
For every aj ≥ 0 (4 ≤ j ≤ n−1), there exists a continuous function a3(a4, . . . , an−1) ∈ [0,∞)
with
r3(a2(a3(a4, . . . , an−1), . . . , an−1), a3(a4, . . . , an−1), . . . , an−1)
r1(a2(a3(a4, . . . , an−1), . . . , an−1), a3(a4, . . . , an−1), . . . , an−1)
= α3.
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Continuing this argument, we finally find a continuous function an−2(an−1) and An−1 ∈ R.
It suffices to put An−2 = an−2(An−1), An−3 = an−3(An−2, An−1) and so on. This completes
the proof.
Let
A′(k) = (0, A2(k), . . . , An−1(k)) (4.7)
for k ∈ (0,min{k0, c}). Let p be as in (4.1) for A′(k). Define zk = zk(A′(k)) ∈ R by
Vk(0
′, zk; p) = θ0.
Hereafter we write Vk(x; p) simply as Vk(x). We have
Vk(0
′, zk) = θ0,








= αi, 2 ≤ i ≤ n− 1.
We will study the limit of Vk(x
′, xn + zk;A
′(k)) as k → 0 in Section 5. By the Schauder
estimate [10, Theorem 9.11], there exists a positive constant B such that
∥Vk∥L∞(Rn) < B
holds true for all 0 < k < k0.
Let s1 and θ be arbitrarily given with
−1 < s1 < θ < 1,
0 < −Fk(s1) < −Fk(θ) for all k ∈ (0,min{k0, c}).
We choose and fix R ∈ (0,∞) with









For arbitrarily given (ξ1, . . . , ξn−1) ∈ Rn−1, we define
D = (ξ1 −R, ξ1 +R)× (ξ2 −R, ξ2 +R)× · · · × (ξn−1 −R, ξn−1 +R) ⊂ Rn−1. (4.9)
The volume of D is given by (2R)n−1, and the surface area of the boundary of D is given
by 2(n− 1)(2R)n−2. Now we have









for every (ξ1, . . . , ξn−1) ∈ Rn−1. Then we have








|D| for all k ∈ (0, k0).
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We define
Ω(k) = {(x′, xn) |x′ ∈ D, s1 < Vk(x′, xn) < θ}.
Let ν = (ν1, . . . , νn) be the outward normal vector on ∂Ω. We have
∂Ω = Γθ(k) ∪ Γ1(k) ∪ Γf(k),
where
Γθ(k) = {(x′, xn) |x′ ∈ D, Vk(x′, xn) = θ},
Γ1(k) = {(x′, xn) |x′ ∈ D, Vk(x′, xn) = s1},
Γf(k) = {(x′, xn) |x′ ∈ ∂D, s1 ≤ Vk(x′, xn) ≤ θ}.


















|D| −B(1 + θ)|∂D| > 0
for all k ∈ (0,min{k0, c}).







































































































|∇V |2νn = −
∂V
∂xn





(Fk(V )) dx =
∫
D
(Fk(s1)− Fk(θ)) dx > 0.












































































|D| −B(1 + θ)|∂D|.
Sending s1 → −1, we complete the proof.
We define gθ(x
′; k) ∈ R by
Vk(x
′, gθ(x
′; k)) = θ.
Then gθ(x
′; k) is of class C1(Rn−1) for each k ∈ (0,min{c, k0}), and satisfies
gθ(x1, . . . , xj−1,−xj, xj+1, . . . , xn−1; k) = gθ(x1, . . . , xj−1, xj, xj+1, . . . , xn−1; k),
∂gθ
∂xj
(x′; k) > 0, x′ ∈ Rn−1, xj > 0
for every 1 ≤ j ≤ n− 1.
























|D| −B(1 + θ)|∂D| > 0.
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Proof. We write Vk and gθ(x
′; k) simply as V and gθ(x
′), respectively. Since ν is the



























































|∇V (x′, gθ(x′))|2 dx′.
Combining Lemma 2, we complete the proof.
5 Balanced limits of pyramidal traveling fronts
In this section we study the limits of pyramidal traveling fronts for unbalanced reaction-
diffusion equations as the reaction term approaches to a balanced one.
Taking a sequence






′, xn + zki ;A
′(ki)) (5.1)
for all (x′, xn) in any compact set in Rn. Here A′(ki) is given by (4.7). We often write
U(x;α′) simply as U(x).
Then U(x) = U(x;α′) satisfies the profile equation (1.5), U(0;α′) = θ0 and
∂U
∂xn
≤ 0, x ∈ Rn,
U(x1, . . . , xj−1,−xj, xj+1, . . . , xn) = U(x1, . . . , xj−1, xj, xj+1, . . . , xn), 1 ≤ j ≤ n− 1,
∂U
∂xj
≥ 0 if xj > 0.
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For each 1 ≤ j ≤ n− 1, we define Rj > 0 by (1.4). Then we have
Rj
R1
= αj, 1 ≤ j ≤ n− 1.
By (1.4), we have
∂U
∂xj








(x) < 0, x ∈ Rn.
If ∂U/∂xn = 0 at some point in Rn, we have
∂U
∂xn
(x) = 0, x ∈ Rn
from the maximum principle. Then U(x′, xn) is independent of xn and is a function of x
′.











(0′, xn) = 0, xn ∈ R.
Combining this equality and (5.2), we find −G′(U(0′, xn)) ≤ 0 for all xn ∈ R. This
contradicts U(0) = θ0 and −G′(θ0) > 0. Thus we have
∂U
∂xn
(x) < 0 for all x ∈ Rn.
Lemma 3 One has
∂U
∂xn
(x) < 0, x ∈ Rn,
U(x1, . . . , xj−1,−xj, xj+1, . . . , xn) = U(x1, . . . , xj−1, xj, xj+1, . . . , xn), 1 ≤ j ≤ n− 1,
∂U
∂xj
> 0 if xj > 0,
lim
xn→∞
U(0′, xn) ∈ [−1, s∗],
lim
xn→−∞
U(0′, xn) = 1.
Proof. It suffices to prove the last two equalities. Using
∂U
∂xn





U(0′, xn) = ω ∈ [−1, θ0),
lim
xn→∞
U(0′, xn) = α ∈ (θ0, 1].
Using (1.5) and (5.2), we have
∂2U
∂x2n
(0′, xn) + c
∂U
∂xn





(0′, xn) ≤ 0, xn ∈ R.
Sending xn → ∞ or xn → −∞, we have −G′(α) ≤ 0 and −G′(ω) ≤ 0. From the definition
of θ0 and s∗, we obtain α = 1 and ω ∈ [−1, θ0). This completes the proof.
Since U satisfies (1.5), we have the following lemma.
Lemma 4 Let U be given by (5.1). One has
∥U∥C2,α0 (Rn) < ∞
for some α0 ∈ (0, 1).
Proof. This lemma follows from general regularity theory for elliptic equations. See [10]
for instance.

































for x ∈ Rn, xj > 0, yj > 0 and t > 0.
Lemma 5 (the Harnack inequality) Let U be given by (5.1). For every r1 > 0, there




















(y) dy ≤ ∂U
∂xj
(x), if xj > 0.
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Proof. For the proof the former half, one can see [10]. Here we prove the latter half.
We see that ∂U/∂xj(x) is a stationary solution to
∂W
∂t
= ∆W + c
∂W
∂xn
+ f ′(U(x))W, xj > 0, t > 0,
W (x, 0) =
∂U
∂xj
(x) > 0 if xj > 0,
W (x, t) = 0 if xj = 0, t > 0.
Let W̃ (x, t) be given by
∂W̃
∂t
= ∆W̃ + c
∂W̃
∂xn
−MW̃, xj > 0, t > 0,
W̃ (x, 0) =
∂U
∂xj
(x) > 0 if xj > 0,
W̃ (x, t) = 0 if xj = 0, t > 0.
Then we have






(y) dy, xj > 0,
0 < W̃ (x, t) ≤ W (x, t) if xj > 0, t > 0.
Setting t = 1, we have
0 < W̃ (x, 1) ≤ W (x, 1) = ∂U
∂xj
(x), xj > 0.
This completes the proof.
For every s ∈ (−1, 1) we define qs(x′) ∈ R by
U(x′, qs(x
′)) = s, (5.3)
if it exists. If qs(x
′) exists, it is of class C1 in some open set in Rn−1 and satisfies
qs(x1, . . . , xj−1,−xj, xj+1, . . . , xn−1) = qs(x1, . . . , xj−1, xj, xj+1, . . . , xn−1), (5.4)
∂qs
∂xj
(x′) > 0, x′ ∈ Rn−1, xj > 0 (5.5)
for every 1 ≤ j ≤ n− 1. In view of Lemma 3, qs is defined for x′0 ∈ Rn−1 if and only if
lim
xn→∞
U(x′0, xn) < s.
qs cannot be defined for x
′
0 ∈ Rn−1 if and only if
lim
xn→∞
U(x′0, xn) ≥ s.
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Similarly, for every s ∈ (−1, 1) and 1 ≤ j ≤ n− 1, we define qjs(x′′, xn) by
U(x′′, qjs(x
′′, xn), xn) = s,
if it exists, where
x′′ = (x1, . . . , xj−1, xj+1, . . . , xn−1).
Let θ1 ∈ (s∗, 1) be arbitrarily given. Then qθ1 exists from Lemma 3.





(x′)−G′(v(x′)) = 0, x′ ∈ Rn−1,
−1 ≤ v(x′) ≤ 1, x′ ∈ Rn−1,
v(x′) ≥ θ1 if |(x′,u′)| ≥ A,
where A is a positive number and u′ is a unit vector in Rn−1. Then one has
v(x′) = 1 for all x′ ∈ Rn−1.





|v(x′)− 1| |x′ ∈ Rn−1, |(x′,u′)| ≥ m
}
= 0.








(x′, t)−G′(W (x′, t)) = 0, x′ ∈ Rn−1, t > 0,
W (x′, 0) = W0(x
′), x′ ∈ Rn−1,
where W0 is any bounded and uniformly continuous function from Rn−1 to R. Then we
have
W (x′, t; v) = v(x′), x′ ∈ Rn−1, t > 0.
W (x′, t; θ1) is independent of x





|W (x′, t; θ1)− 1| = 0. (5.6)











G′′(τW (x′, t; θ1) + (1− τ)W (x′, t; v)) dτ w = 0, x′ ∈ Rn−1, t > 0,
w(x′, 0) = θ1 − v(x′), x′ ∈ Rn−1.
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Especially we have
w(x′, 0) ≤ 0 if |(x′,u′)| ≥ A,
|w(x′, 0)| ≤ 2 if |(x′,u′)| ≤ A,








−Mw = 0, x′ ∈ Rn−1, t > 0,
w(x′, 0) =
{
0 if |(x′,u′)| ≥ A,
2 if |(x′,u′)| ≤ A.
Then we have













ŵ(y′, 0) dy′, x′ ∈ Rn−1, t > 0,
and
W (x′, t; θ1)− ŵ(x′, t) ≤ W (x′, t; v) = v(x′), x′ ∈ Rn−1, t > 0.










′) = 1 + v(x′), x′ ∈ Rn−1,









G′′(τv(x′)− 1 + τ) dτ v1(x′) = 0, x′ ∈ Rn−1,
v1(x
′) ≥ 1 + θ1 if |(x′,u′)| ≥ A.
Let w1(x











G′′(τv(x′)− 1 + τ) dτ w1 = 0, x′ ∈ Rn−1, t > 0.
w1(x
′, 0) = v1(x
′), x′ ∈ Rn−1.
Then we have
inf {w1(x′, 1) | (x′,u′) = 0} ≥ ε1




inf {v1(x′) | (x′,u′) = 0} ≥ ε1.
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Now we choose f̃ such that we have
−G(u) ≤ f̃(u), −1 ≤ u ≤ 1,
f̃(u) = −G(u) if u ∈ [−1 + ε1, 1],∫ 1
−1
f̃(u) du > 0,
f̃(−1) = 0, f̃ ′(−1) = −G′(−1) < 0,
max
|u|≤1+2δ∗
∣∣∣f̃ ′(u)∣∣∣ ≤ M.
Then there exists a one-dimensional traveling front solution φ to
φ′′(x) + c̃φ′(x) + f̃(φ(x)) = 0, x ∈ R,
φ(−∞) = 1, φ(+∞) = −1,
φ′(x) < 0, x ∈ R.
(5.7)
Here c̃ ∈ (0,∞) is the speed. We choose σ > 0 with
σβmin {−φ′(x) | − 1 + δ ≤ φ(x) ≤ 1− δ} > β +M.








+ f̃(w̃), x′ ∈ Rn−1, t > 0. (5.8)
Now v(x′) is a stationary solution of this parabolic equation. Let δ ∈ (0, δ∗). Following to
[9, 2],
φ(x− c̃t+ σδ(1− e−βt))− δe−βt,
becomes a subsolution to (5.8). Taking ξ0 > 0 large enough, we have
φ((x′,u′)− ξ0)− δ ≤ v(x′), x′ ∈ Rn−1,
φ(−(x′,u′)− ξ0)− δ ≤ v(x′), x′ ∈ Rn−1,
Then we find
φ((x′,u′)− c̃t− ξ0 + σδ(1− e−βt))− δe−βt ≤ v(x′), x′ ∈ Rn−1, t > 0,
φ(−(x′,u′)− c̃t− ξ0 + σδ(1− e−βt))− δe−βt ≤ v(x′), x′ ∈ Rn−1, t > 0.
Sending t → ∞, we obtain
1− δ ≤ v(x′) ≤ 1, x′ ∈ Rn−1.
Since we can choose δ ∈ (0, δ∗) arbitrarily small, we find v ≡ 1. This completes the proof.




{x′ ∈ Rn−1 |U(x′, xn) = θ1} ∩ {x′ | |(x′,u′)| ≥ A} ̸= ∅
if xn > 0 is large enough. Here A > 0 be an arbitrarily given number and u
′ is any
unit vector in Rn−1.
(b) there exists ζ1 > 0 such that one has{
x′ ∈ Rn−1 |U(x′, xn) = θ1
}
= ∅ if xn ≥ ζ1.
Proof. We will get a contradiction by assuming that both (a) and (b) are false. Using
Lemma 3, we set
v(x′) = lim
xn→∞
U(x′, xn) for x
′ ∈ Rn−1.
Since (b) does not hold true,
{x′ ∈ Rn |U(x′, xn) = θ1} ̸= ∅
if xn ≥ 0 is large enough. Thus we have






(x′)−G′(v(x′)) = 0, x′ ∈ Rn−1,
∂v
∂xj
(x′) ≥ 0 if xj > 0, 1 ≤ j ≤ n− 1.
Then v satisfies the assumptions of Lemma 6 and we have v ≡ 1. Then we have (b) and
we get a contradiction. This completes the proof.
Lemma 8 Let θ1 ∈ (s∗, 1) be arbitrarily given. For any x′ ∈ Rn−1 one has
lim
xn→∞
U(x′, xn) < θ1.
A function qθ1(x
′) is defined for all x′ ∈ Rn−1.
Proof. If (b) in Lemma 7 holds true, qθ1 is defined in Rn−1 by an implicit function




U(µ0, . . . , µ0, xn) < θ1 (5.9)
for every µ0 ∈ (0,∞) . Then, using





U(x′0, xn) ≤ lim
xn→∞
U(|x′0|, . . . , |x′0|, xn) < θ1
for every x′0 ∈ Rn−1. Then qθ1(x′) is defined for all x′ ∈ Rn−1.
Hereafter we assume the contrary of (5.9) and get a contradiction. Then there exists
µ1 ∈ (0,∞) such that we have
lim
xn→∞
U(µ1, . . . , µ1, xn) ≥ θ1.
From (a) in Lemma 7 and Lemma 3, there exists Xj(xn) ∈ (0,∞) such that
U(0, . . . , 0,
j
⌣




for every 1 ≤ j ≤ n− 1. Now we define
v(x′) = lim
xn→∞
U(x1, . . . , xj−1, xj +
1
2




v(x1, . . . , xi−1,−xi, xi+1, . . . , xn−1) = v(x1, . . . , xi−1, xi, xi+1, . . . , xn−1), if i ̸= j.




(1, . . . , 1,
j
⌣
0 , 1, . . . , 1),
Lemma 6 gives v ≡ 1. This contradicts v(0′) < θ1. Now we complete the proof.
Lemma 9 Assume that θ1 ∈ (s∗, 1) is arbitrarily given. Let R ∈ (0,∞) satisfy (4.8) and





|∇U(x′, qθ1(x′))|2 dx′ ≥ G(θ1)|D| −B(1 + θ1)|∂D| > 0.
One can choose R > 0 that satisfies (4.8) for all θ1 in any given compact interval in (s∗, 1).













|D| −B(1 + θ1)|∂D| > 0.





|∇U(x′, qθ1(x′))|2 dx′ ≥ G(θ1)|D| −B(1 + θ1)|∂D| > 0.
This completes the proof.
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Proposition 2 Let θ1 ∈ (s∗, 1) be arbitrarily given. Then, for any x′ ∈ Rn−1 one has
lim
xn→∞
U(x′, xn) < θ1.
A function qθ1(x





|∇U(x′, qθ1(x′))|2 dx′ ≥ G(θ1)|D| −B(1 + θ1)|∂D| > 0.
Proof. This proposition follows from Lemma 8 and Lemma 9.










|∇U(x)|, x ∈ Rn.















































Proposition 3 Let J be any given compact connected set in (−1, 1) including θ1 in Propo-
sition 2. Let R > 0 satisfy (4.8) for all θ′ ∈ J . For every given (ξ1, . . . , ξn−1) ∈ Rn−1, let
D = (ξ1 − R, ξ1 + R)× · · · × (ξn−1 − R, ξn−1 + R). Then there exists a positive number κ0
that depends only on f , c and J , and is independent of the choice of θ ∈ J , such that one
has the following. Let θ ∈ J satisfy θ + κ0 ∈ J and θ − κ0 ∈ J . Assume that qθ+κ0(x′) is





|∇U(x′, qθ+κ0(x′))|2 dx′ ≥ G(θ + κ0)|D| −B(1 + θ + κ0)|∂D| > 0.
Then qθ−κ0(x





|∇U(x′, qθ−κ0(x′))|2 dx′ ≥ G(θ − κ0)|D| −B(1 + θ − κ0)|∂D| > 0.
Proof. Let τ0 > 0 satisfy (5.10). Let ρ0 be small enough to satisfy





G(u)|D| −B(1 + u)|∂D|
|D|
, (5.11)
and we choose κ0 ∈ (0, ρ0/2] small enough to satisfy
0 < κ0 < min{1−max J, 1 + min J}.




G(u)|D| −B(1 + u)|∂D|
|D|
.











in view of Lemma 10. Then we have
U ((x′1, qθ+κ0(x
′













≤ θ + κ0 − τ0min
u∈J
G(u)|D| −B(1 + u)|∂D|
|D|





1))− τ0∇U(x′1, qθ+κ0(x′1)) ∈ B((ξ1, . . . , ξn−1);R + τ0∥U∥C1(Rn)),
qθ−κ0(x
′) is defined for some point in a closed ball B((ξ1, . . . , ξn−1);R + τ0∥U∥C1(Rn)) for
every (ξ1, . . . , ξn−1) ∈ Rn−1. Combining this fact and Lemma 3, we see that qθ−κ0(x′) is





|∇U(x′, qθ−κ0(x′))|2 dx′ ≥ G(θ − κ0)|D| −B(1 + θ − κ0)|∂D| > 0.
This completes the proof.
In the following proposition we assert the contents of Theorem 1 except (1.6). We will
prove (1.6) at the end of this section.
Proposition 4 Let R be given by (4.8). For every given (ξ1, . . . , ξn−1) ∈ Rn−1, let D =
(ξ1−R, ξ1+R)×· · ·×(ξn−1−R, ξn−1+R). For every θ ∈ (−1, 1), one can define qθ(x′) ∈ R
by U(x′, qθ(x





|∇U(x′, qθ(x′))|2 dx′ ≥ G(θ)|D| −B(1 + θ)|∂D| > 0.
Proof. Let κ0 andJ be as in Proposition 3. Repeating the argument in Proposition 3
finite times, we see that qθ(bmx





|∇U(x′, qθ(x′))|2 dx′ ≥ G(θ)|D| −B(1 + θ)|∂D| > 0
for every θ ∈ J . Since J can be any compact connected set in (−1, 1), this proposition
holds true for every θ ∈ (−1, 1). This completes the proof.
Let s1 and θ be arbitrarily given with
−1 < s1 < θ < 1, 0 < G(s1) < G(θ). (5.13)
For every a′ = (a1, . . . , an−1) ∈ Rn−1, we have qθ(a′) using Proposition 4. Let 1 ≤ j ≤ n−1
be arbitrarily given. We define x′′ = (x1, . . . , xj−1, xj+1, . . . , xn−1). For (ξ1, . . . , ξn−1) =
(a1, . . . , aj−1, aj+1, . . . , an−1, qθ(a
′)), let D be given by (4.9). We define
Ωj = {(x′′, xj, xn) |xj > 0, (x′′, xn) ∈ D, s1 < U(x′, xn) < θ}.
For given s1 and θ with (5.13), we can find M(s1, θ) > 0 such that, for every a
′ ∈ Rn−1 we
have





′) > M(s1, θ),
where
Γ jθ = {(x
′′, xj, xn) |xj > 0, (x′′, xn) ∈ D, U(x′′, xj, xn) = θ},
Γ j1 = {(x′′, xj, xn) |xj > 0, (x′′, xn) ∈ D, U(x′′, xj, xn) = s1},
Γ jf (k) = {(x
′′, xj, xn) |xj > 0, (x′′, xn) ∈ ∂D, s1 ≤ U(x′′, xj, xn) ≤ θ}
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by using Proposition 4. Let ν = (ν1, . . . , νn) be the outward normal vector on ∂Ω
j.
The following lemma combined with Proposition 4 asserts that the width of the interface
of U is bounded.
Lemma 11 Let s1 and θ satisfy (5.13). Let 1 ≤ j ≤ n − 1 be arbitrarily fixed. For every
a′ ∈ Rn−1, let (ξ1, . . . , ξn−1) = (a1, . . . , aj−1, aj+1, . . . , an−1, qθ(a′)), and let D be given by
(4.9). Assume qθ(a







ds ≥ (G(θ)−G(s1)) |D| −B(1 + θ)|∂D| > 0
















































































on Γ jθ .
Similarly, using
ν = − ∇U
|∇U |











on Γ j1 .





|∇U |2νj = −
∂U
∂xj





(G(U)) dx = (G(θ)−G(s1)) |D|.
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dx+ (G(θ)−G(s1)) |D| −B(θ − s1)|∂D|
≥ (G(θ)−G(s1)) |D| −B(1 + θ)|∂D|.
This completes the proof.
Let θ and s1 satisfy (5.13). Let 1 ≤ j ≤ n− 1 be arbitrarily fixed. For every a′ ∈ Rn−1,
let (ξ1, . . . , ξn−1) = (a1, . . . , aj−1, aj+1, . . . , an−1, qθ(a
′)), and let D be given by (4.9). If
qθ(a





′′, xn), xn) = θ (5.14)
for every (x′′, xn) ∈ D.
Proposition 5 Let θ and s1 satisfy (5.13). Let 1 ≤ j ≤ n−1 be fixed. For every a′ ∈ Rn−1,
let (ξ1, . . . , ξn−1) = (a1, . . . , aj−1, aj+1, . . . , an−1, qθ(a
′)), and let D be given by (4.9). Assume
qθ(a











≥ (G(θ)−G(s1)) |D| −B(1 + θ)|∂D| > 0.
Proof. This proposition can be proved by a parallel argument as in the proof of Propo-
sition 1 due to Lemma 11.
Now we prove (1.6) as follows.





∣∣ U(x) = θ} > 0.
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Proof. Assume the contrary. Then there exists (x′i)i∈N with
lim
i→∞
|∇U(x′i, qθ(x′i))| = 0.
Let x′i = (x
(i)
1 , . . . , x
(i)
n−1) for i ∈ N. First we consider the case lim supi→∞ |∇qθ(x′i)| < ∞.











|∇U(x′, qθ(x′))|2 dx′ > 0.
This contradicts the assumption in view of Lemma 5. Next we consider the case where
we have lim supi→∞ |∇qθ(x′i)| = ∞. Then we have limi→∞ qθ(x′i) = ∞. By taking a
subsequence if necessary, we choose 1 ≤ j0 ≤ n− 1 such that{
(x′′, qj0θ (x
′′, xn), xn) | (x′′, xn) ∈ Di
}
is a part of the graph of qθ, where x
′′ = (x1, . . . , xj0−1, xj0+1, . . . , xn−1) and Di is given by
(4.9) with (ξ1, . . . , ξn−1) = (x
(i)









i)), and we have
sup
i∈N
∣∣∣∇qj0θ (x(i)1 , . . . , x(i)j0−1, x(i)j0+1, . . . , x(i)n−1, qθ(x′i))∣∣∣ < ∞.


























∣∣∇U(x′′, qj0θ (x′′, xn), xn)∣∣2 dx′′dxn ≥ (G(θ)−G(s1)) |Di| −B(1 + θ)|∂Di|.
Using limi→∞ qθ(x
′
i) = ∞, we can choose s1 to be arbitrarily close to −1 in (5.13). Taking





∣∣∇U(x′′, qj0θ (x′′, xn), xn)∣∣2 dx′′dxn ≥ G(θ)(2R)n−1 −B(1 + θ)2(n− 1)(2R)n−2 > 0.
This contradicts the assumption in view of Lemma 5. Now we complete the proof.
Now our main assertion Theorem 1 follows from Proposition 4 and Proposition 6.
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Ann. I. H. Poincaré, 23 (2006), 283–329.
[14] Y. Kurokawa and M. Taniguchi, Multi-dimensional pyramidal traveling fronts in the
Allen–Cahn equations, Proc. Roy. Soc. Edinburgh Sect. A, 141 (2011), 1031–1054.
30
[15] W.-M. Ni and M. Taniguchi, Traveling fronts of pyramidal shapes in competition-
diffusion systems, Netw. Heterog. Media, 8, No. 1 (2013), 379–395.
[16] H. Ninomiya and M. Taniguchi, Existence and global stability of traveling curved fronts
in the Allen–Cahn equations, J. Differential Equations, 213, No. 1 (2005), 204–233.
[17] H. Ninomiya and M. Taniguchi, Global stability of traveling curved fronts in the
Allen–Cahn equations, Discrete Contin. Dyn. Syst., 15, No. 3 (2006), 819–832.
[18] M. Taniguchi, Traveling fronts of pyramidal shapes in the Allen–Cahn equations, SIAM
J. Math. Anal., 39, No. 1 (2007), 319–344.
[19] M. Taniguchi, The uniqueness and asymptotic stability of pyramidal traveling fronts
in the Allen–Cahn equations, J. Differential Equations, 246 (2009), 2103–2130.
[20] M. Taniguchi, Pyramidal traveling fronts in the Allen–Cahn equations, RIMS
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