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1. Introduction 
1.1. For scalar valued martingales the strong law of large numbers is relatively easily 
proved (see Liptser and Shiryayev, 1989, Section 2.6). But in the multivariate case the 
matter is different due to the possible complicated dependence structure between the 
components (see e.g. Christopeit (1986), Lai and Wei (1982), Le Breton and Musiela 
(1987,1989), Mel'nikov (1986) andNovikov (1985)). 
As is shown in this paper, the problem still has a relatively simple solution under the 
restriction that the quadratic variation process of the multivariate martingale in question is 
deterministic. 
The first result in this direction has been proved by Lai, Wei and Robbins (1979) in the 
discrete time setting in a paper on least squares estimation (see also Le Breton and Musiela 
(1986)). Their proofshsavily depend on the fact that all components are actually transforms 
of one and the same real valued martingale. This limitation is dropped in the present paper, 
where we also do not make the distinction between continuous and discrete time processes. 
Our approach is much in spirit of Lai, Wei and Robbins (1979), and loosely speaking 
generalizes all the intermediate steps undertaken in it 
It should be noticed however that unlike the present paper in Lai, Wei and Robbins 
(1979) the object in question is not necessarily formed by transforming a real valued 
martingale (but actually any so - called convergence system: see e.g. Chen, Lai and Wei 
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(1981), Lai and Wei (1984); cf. also Solo (1981)), while in Kaufmann (1987) it is a 
transformation of a real valued martingale which satisfies some moment conditions. 
1.2. In Section 2 the main results of this paper are formulated. The calculations presented 
in Section 3 are then used for proving in Section 5 a key convergence theorem formulated 
in Section 4. The proof of the main theorem 1 is given in Section 6. Finally, we discuss in 
Section 7 an application to least squares estimation. 
2. Main results 
2.1. The basic setting is as follows. On a complete filtered probability space (£2, ÏF, F , P) 
all our stochastic processes are defined. All martingales are understood as being so with 
respect to the filtration F. 
Let M: Q x [0, ~) * E be a martingale. Let < M >: Q. * [0, «>) * E * be its 
predictable quadratic variation process. So we assume that for all components m of M we 
• 2 2 
have that E (m^) < °°, for all 1 1 0, that is M e <JTld . Moreover, we will assume 
throughout this paper that the quadratic variation process < M > is deterministic. So for its 
ij - element we have < M >1J = E (m1 irP). 
It may happen that for some (or all) t the matrix < M >t is singular. Therefore we will 
consider eld + < M >t, where e > 0 and Id the identity matrix, and denote it by At. Let V = 
(eld + < M >)
_1 = A_1 and B = - V for convenience. 
2.2. We will be interested in the limit behaviour of VtMt as t * «> and we will show that 
VtMt* 0 a.s. under suitable assumptions. 
First we introducé some notations. Let ê  be the i - th unit vector in E and let Cit
_1 = 
ei'Vt q. 
Let g: [0, «>) •» E be such that the following integral exists 
oe 
ƒ 




Let D: [0, oo) •> E be such that Dt is a diagonal matrix for all t £ 0, with diagonal 
elements Dit = g (Cit). 
2.3. The main result of this paper is the following 
Theorem 1. Let g, C, V and Dbe as defined above. Then 
lim Dt Vt Mt exists and isfinite a.s. 
Moreover if lim Cit = oo then lim e/ D» Vf Mt = 0 a.s. 
J t —» oo u t —» oo ' l l u 
The proof of this theorem is presented in Section 5. It involves a series of auxiliary 
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results, which we present after some additiohal computations. 
2.4. Assertion (i) of the following corollary is obvious, and assertion (ii) is proved in 
Section 7.2. 
Corollary 2. (i) Let < M >tbe non singular fort large enough. Then the assertion of 
Theorem 1 remains true ifwe take e = 0. 
(ii) Assume lim u'< M >t u for all u e ]R is either zero or infinity. Then 
lim \ftMt = 0a.s. 
This statement remains valid if\l is substituted by a generalized inverse < M >+. 
3. Auxiliary assertions 
3.1. First we introducé some more notations. Write M 
2 
= [M} where m e THj and M e 
%> d . {". Surely m = e^M and M = 7d'M with 7d' = [ 0, I d . j], Denote A = 61^+ < M > = 
7d'A Id and V = A"
1 = - B. We repeatedly will use the following identities: 
dAB + A.dB = dBA + B.dA = 0, dA = A.dBA, dB = B.dAB 
d A - A d B A = dAB.AA^0, d B - B d A B = dB A.AB >0. (2) 
We can present V as follows: 
V = C-ibb' + 7dV IA' with b = 
1 
- V < M, m > and C"
1 = Cf1 = ej'V e2. (3) 
(Here and elsewhere the time index t will often be omitted.) This is easily seen by using the 
representation 
A = 1 <m,M>V 
0 U-, • 
a - < m , M > V < M , m> 0 
0 V 
1 0 
V < M, m > l&. 
where a = e + < m >, and C = a - < m , M > V < M , m>. Observe that 
Ab = Ce! and C = det A / det A = b'A b = b ^ with A : = A cv 
Hence by (3) 






and we see that the first component in (6) is equal to C1 b' M. Therefore it is easily seen 
that studying of V M is equivalent to studying of quantities like C"1 b ' M, since any 
component of V M is of this form after a suitable permutation of M and < M >. 
3.2. We need the following multivariate version of Theorem 8 in Liptser and Shiryayev 
(1989), Section 2.2, adapted to the present situation. 
Proposition 3. Let M and Mbe as above. There exists a d * ( d - 1 ) - matrix valued 
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process <(> with the following properties: 
(i) <|>d<M> = d<M,M>, 
(ii) <|>d<M>({>•<d< M >. 
The proof proceeds along the same lines as in the univariate case. 
Remark. Unlike in the univariate case the process § here may be not uniquely determined 
as, for instance, in the typical case in which M = v • m with a vector valued function v and 
a scalar valued martingale m, because now d< M >t / d< m >t= vtvt' is singular for each t. 
However the martingale <|) • M does not depend on the particular choice of <(>. Here and 
elswhere below • means stochastic integration. 
3.3. Given the d * (d - 1) - matrix valued process <J) define Xf = 4>'b which is a d - 1 
dimensional process. 
The behaviour of b' M will be studied by representing it as 
b' M = b'- M + M.'- b (7) 
Proposition 4. Let g = M.'- b. Let N = b'- M and n = \|/'- M with (the integration 
variable is usually omitted) < N >t = f b' d< M > b and < n >t = I V'd< M > \|f. Then 
[0, t] [0, t] 
(i) gt = - f M.'V. d< M > \|/. 
[0, t] 
(ii) < N - n , M > = 0. 
(iii) < N > t - < n > t = Ct- J \ | / 'AdBAy. 
[0, t] 
(iv) < n >t <, < N >t < Ct, t £ 0, i.e. d< n > / dC <, 1 and d< N > / dC < 1. 
(v) dB : « dy with y = -C"
1 = ej'B ej and Bt = B e : = y b. 
Proof: (i) By (2) 
db = 
0 
V d< M, M > b. 
0 
0 
V. d< M, M > b 
- V. d< M > \\f • 
Indeed, the second and third equality, for instance, are easily verified as follows: 
d(V<M,m>) = V.(d<M,m> - d< M > V < M, m >) 
= V.[d<M,m> d<M>]b = V.d<M, M>b 
= V.d< M > (t>'b = V.d< M > y . 
Now, (i) follows from (8) by definition of g. 
(8) 
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(ii) As is easily seen by definition of <|> and \\r, the martingales N - n and M are orthogonal: 
< N - n, M > = b' • < M, M > - y ' • < M > = 0. 
(iii) By (5) de = d(b'A) ^ = b.'d< M > ex + db' A el5 hence 
dc = b.'d< M > b (9) 
and 
<N> rc t=X
Ab'A<M>b = X t ° - b'A< M, M > V_ ] A< M > b 
[0, t] [0, t] 
= "Sb'A< M> M > V. A< M, M > b = - X V A< M > V. A< M > \|/. 
[0, t] [0, t] 
This gives (iii), since by (2) we have 
< n > t - jY'AdBAxj/ = J ^ V A< M > AV A y = - ^ V ' A< M > V. A< M > y. 
[0, t] [0, t] [0, t] 
(iv) Surely, (iii) implies (iv), since the second term on the right hand side of (iii) gives a 
non negative contribution. 
(v) Observe that C"1 is non increasing because C1 = e^V &i with V non increasing, since 
< M > is non decreasing, and y is non decreasing. The equality Bj = y b follows from the 
first relation in (5). 
For any non negative (measurable) function q we have 
ƒ qdy=J qe^dBe^j qBj'dA B2 
[0 , oo) [0 , co) [0 , co) 
by (2), so that if q = 0 dy a.e., then 
f q B^ dA Bi = 0. 
to,«) 
ThismeansthatI qdAB1 = -J q A, dBj = 0, as A > 0 (see (2)). Hence q A.is d!Bl 
[0, = ) [0, co) 
a.e. zero on (0, «>) and so q is a.e. zero on (0, «>) with respect to dBj. 
4. A convergence theorem 
4.1. The following theorem is crucial for studing the behaviour of g = M.'- b. 
For h: [0, «>) •* IR we use the following notation h e L2 ([0, «>), dA) if the following 
integral is well defined and finite: 
6 
l« dAh. 
T h e o r e m 5. Let M be an E - valued martingale with < M >t = E (Mt Mt') < °°for all t 
> 0. Let A = el + < M >, B = - A"1 and h: (0, oo) *R d , h e L2 ((0, ~ ) , dB). 
Then lim I h' dB M. exists and isfinite a.s. 
to, t] 
The proof of this theorem is given in Section 5. It is based on a series of technical lemmas 
which are presented below. 
4.2. Let A: [0, <») •> tP where V is the set of non negative definite (d*d) - matrices. 
Assume that AQ > 0 and that A is non decreasing, so Af ^ As for t ^ s. Since all the Â  are 
invertible, B t = - Af
1 is well defined for all t > 0, and for t > 0 we have dB = B dA B. 
(see (2)). Define similarly L2 ((0, oo), dB). 
L e m m a 6. For a given h e L2 ((0, oo), dB), thefünction h: [0, °°) •» E given by 
ï t = f dBh (10) h. 
(t,~) 
is well defined, and moreover h e L2 ([0, oo), dA). 
Proof. We prove the following three facts: 
(i) ht' At ht is finite for all t £ 0 and tends to zero as t * ©o, which also shows that ht is 
well defined for all t > 0. 
(ii) Bh e L2 ((0, oo), dA) 
(iii) fi = h + Bh e L2 ((0, oo), dA) andf fi' dA fi =ƒ h' dB h - h0 'A0 h0. 
(0, ~) (0, ~) 
Observe that the last fact means that h e L2 ([0, oo), dA), since 
I h' dA h = I h' dA h + h0 'A0 hQ with me convention A^ = 0. 
[0, «o) (0, oo) 
(i) Denote by R the matrix such that A = R2 and R = R'. Taking into consideration that B t ^ 




 =X[J ei' RtdBshs]
2<Xj 4 RtdBsRteiJ h' dB h 
' * ( t ,oo) { ( t ,oo) ( t ,oo) 
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= X q' Rt (BM - BO Rt e j h' dB h < 2 ei' Rt Vt Rt e j h' dB h = d * f h'dB h. 
1 ( t ,~) ! ( t ,~) (t,co) 
(ii) On (0, oo) the identities (2) are valid, so that (ii) is implied by dB - B dA B > 0. 
(iii) Along with the identities (2), we have dh = - dB h on (0, «>). Now, by 
fi-h_ = B_h and fi'd(Ah) = -h' A.dB h + h' dAh = h' dAB h + h' dAh = h'dAfi 
weget 
6' dA fi - d(h'A h) = h' dB A. h. - (h' - fi') dA fi = h' B dA (li - h.) = h' dB h. 
Hence 
d(h'A h) = ft' dA fi - h' dB h and ƒ fi' dA fi =ƒ h' dB h - ho'A0 ho, 
(0, oo) (0, oo) 
where we have used (i). 
Lemma 7. Let rabea real valued square integratie martingale. Let A be an increasing 
function with A0 > 0 such that < m > « A and d< m > / dA w bounded. Assume h e 
L2 (dB) where B = - 1 / A. 
Then lim I h m. dB exists and isfinite a.s. 
t-*oo J J 
[0, t] 
Proof. Integrating by parts we get I h m. dB = j h dm - ht m t where h is given by 
[0, t] [0, t] 
(10). Then h e L2 ([0, oo), dA) in view of Lemma 5. Let now 
m = J E dm with E m,.2 = J h2 d< m > = I h2 (d< m > / dA) dA, 
[0, t] [o, t] [0, t] 
which is bounded in t. Hence lim h\ exists and is finite a.s. Surely also h dm has a 
~* °° [o, t] 
limit a.s. where ht = I | h | dB. Then Kronecker's lemma for martingales (see Liptser 
(t,oo) 
and Shiryayev (1989), Section 2.6) applies, since | ht | decreases to zero, which yields | hij 
nij •> 0 a.s. and hence | ht m t | •> 0 a.s. 
4.3. We want to emphasize here that in this lemma it is important that h and B are 
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deterministic, because now h is also deterministic and therefore m in Section 4.2 is a 
convergent martingale. If we would started with predictable processes h and B, it would be 
not have been possible to define, as we did above, a martingale like m. 
It is indeed Lemma 7, and its generalization Theorem 5, that has no counterpart if one 
wants to treat only predictable quadratic variation processes. Therefore we want to stress 
that it is at this point that we obtain sharper results then, for instance, in Christopeit (1986), 
Lai and Wei (1982), Le Breton and Musiela (1987, 1989), Mel'nikov (1986) or Novikov 
(1985). 
5. Proof of Theorem 5 
5.1.We use induction with respect to the dimention d of the space where M takes its values. 
Clearly for d = 1 the theorem reduces to Lemma 6. So assume the theorem holds for d - 1 . 
As in Section 3 we write M m 
M 
, preserving all the notations introduced there. Using (6) 
and the relation dB = B d< M > B. (cf.(2)) we split the integral in question in two terms 
J h ,dBM.»I1(t) + I2(t) 
[0, t] 
where 
I i ( t ) = ƒ h ' B d < M > 0 = ƒ h 'Bd<M,M>V.M.= f h 'dB M. (11) 
[o, t] L - J [0> t] [0> t] 
with h = A <|>'B h and <|> defined by d < M, M > = <|> d< M > as in Proposition 3, and 
I2( t) = ƒ y. h' B d< M > b. b.'M. = - f h' dB1 b.' M. (12) 
[0, t] [0, t] 
(see Proposition 4 (v)), since dBl = B d< M > Bj. by (2). 
5.2. We will show that h e L2 (dB) as h e L2 (dB) by asumption, and this will imply that 
Ij( t ) has a limit a.s. as t •> «>, that is 
ƒ h*dBh<«»J h' dBM.<ooa.s. 
[0, oo) [0, ~ ) 
since by the induction hypothesis we have assumed that the assertion of the theorem holds 
for d - 1 . In f act, by (2) and Proposition 3 (ii) 
f h'dBh<f h 'B^AdBAfBh^f h'B <|> dA <J>'B h < j h'dB h. 
[ 0 , ~ ) [ 0 , - ) [ 0 ,oo ) [ 0 , c o ) 
5.3. Next we direct our attention towards I2( t ) . As above, we denote by N and g the first 
and second terms on the right hand side of (6) to write I2( t) = I3( t) +14( t) with 
I3(t)=- J h ' d ^ N . » - J h'(dB1/dy)N.dy and I4(t) = - j h'dBjg. 
[0, t] [0, t] [0, t] 
(see Proposition 4 (v)). 
Since d< N > / dy < 1 by Proposition 4 (iv), I3( t ) converges by Lemma 7, provided 
f (h'dBi/dy^dy^f h'(dB/dx) hdx=j h'dBh<oo 
[0,~) [0,~) [0,~) 
with x = tr B (so that dB is dominated by dx). We have the second inequality by 
assumption, and the first by the following consequence of Schwartz' inequality: 
(dy/ dx)2 (h'dB! / dy)2 = (h'dB2 / dx)
2 < h'(dB / dx) h dy/ dx. 
5.4. The next term that we have to consider is L,( t). Introducé 
pt = [ h'dBi. 
( t ,~) 
Integrating by parts we get 
l4(t) = Pt f V'AdBM.- f pv ' A dB M. (13) 
[0, t] [0, t] 
by (2) and Proposition 4 (i). Again, we will show by the induction hypothesis that the 
second term on the left hand side of (13) nas a limit as t * «• a.s., that is by checking that 
f r ^Y 'AdBAv^f p2dC < o o . 
[0,~) [0,~) 
The first inequality follows from Proposition 4 (iii), and second from the fact that p e 
L2(dy) with y = - l/C, which is verified as follows: in view of Proposition 4 (v), write 
pt=J h'tdB^dtfdy 
( t , - ) 
and then apply Lemma 6 (scalar case). Hence, the second term in (13) converges a.s. as t •> 




then we still have that the a.s. limit exists as t •> °°. Using Kronecker's lemma again, we 
get from (13) that I4( t ) converges a.s. as t •» «>. This concludes the proof of Theorem 5. 
6. Proof of Theorem 1 
6.1. It is sufficiënt to look at the first component of DVM which, in the notations of 
Sections 2 and 3, can be written as follows: 
C"1 g (C ) N + C"1 g ( C ) g. (14) 
If C is bounded, so is < N > (see Proposition 4 (iv)) and then both lim^Cf1 g ( C t) and 
lim^Nt are finite a.s. If Ct-> «*», then Cf
1 g (C t) Nt still has a finite limit which equals zero 
as 
f (C^g (C ))2 d< N > < f (C-ig (C ))2 dc < o» 
[0, ~) [0, o») 
by (1) and Proposition 4 (iv). 
6.2. Next we look at the second term in (16). Consider first 
ƒ c - 1 g ( c ) d g = ƒ c-1g(c)\ | ; ,d<M>V.M.= ƒ c-Vg ( c ) y* AdBM. 
[0, t] [0, t] [0, t] 
(see (2) and Proposition 4 (i)). According to Theorem 5 this expression converges since 
ƒ (C^giC^Y A dB A\\f<j (C-ig (C ))2 dc < «o 
[0, ~) [0, ~) 
by (1) and Proposition 4 (iii) and (iv). 
If Ct converges to a finite limit, then it is seen, in a similar marnier as above, that gthas 
a finite limit a.s. as t •» <». If Ct* <*>, then Kronecker's lemma gives that the second term in 
(14) tends to zero. Theorem 1 is proved. 
7. Additional remarks. Application to least squares estimation 
7.1. It may happen that Jim^Vt Mt = 0 a.s. even if the functions Citremain bounded. 
Consider for instance the following example. 
Example. Let w be a Standard Brownian motion, and v e E . Let Mt = v wt with < M >t 
= vv' t. Consider 
Vt = (eld + < M >t)-i = e-
1 (Id - (e + v'v t)-
1 w' t) . 
We see that Cit
_1 = e-1 (e + v'v t)_1 (v'v - vj2) t, where v, is the i-th component of v, tends 
to e-1 (v'v - Vj2) / v'v which is in genera! larger then zero. However 
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lim Vt Mt = lim v (e + v'v t)
_1 w,= O a.s. 
t-»oo l l t-> °° l 
Observe that in this example < M >t is singular for all t Careful inspection of this example 
leads to assertion (ii) of Corollary 2. 
7.2. This assertion will be proved here. Notice first that rank < M >tis increasing. Assume 
lim rank < M >t = k < d. Then there is tk > 0 such that rank < M >t = k for t £ tk. Assume 
below that t ^ tk. Write < M >t = rtrt', with rank rt = k. Then 
V t-e-i-e-ir t(I4+e-ir t 'r t)-
1rt ,e-1. 
Since there exist a constant matrix K and a martingale Yt with values in E such that 
Mt = K Yt, and an invertible matrix rtsuch that rt= K rt and rtr^ = < Y >t (this claim 
is proved below), we have 
V M = V K Y = V r r 1 Y = tr1r(Id+ e-h'ry
1^ Y = r (eld + r'r)-^ '< Y >-* Y. 
Use now r (eld + r'r)-^ '= (Id - eV) (K
+)' where K+ is a left inverse of K. Since the limit 
of Vt exists as t •» °° and < Y >{
l Yttends to zero by Corollary 2 (i), we have Jün^Vj Mt = 
0 a.s. 
In conclusion we prove the above claim in italics as follows. In view of the fact that not 
only rank < M >t remains constant but also lm < M >t= lm rt, take now k vectors K2, ..., 
d 
Kte E such that lm rt= lm K with K = [Kj,..., KK]. Then there exists an invertible 
matrix rt such that rt = K rt. Define now Yt = K
+ Mt. Then Mt = K Yt a.s. for all t. Indeed 
it is easily verified that <M-KY>sO, and this proves the claim. 
Observe that rtr{ = < Y >t and < Y >t * oo. Indeed for a v e E , v * 0 there exists u 
e E such that v = K'u, since K' has a full row rank. Then v' < Y >t v = u' < M >t u. If 
this remains zero, then u e Ker < M >t for all t £ t̂ . Hence u e Ker K', but this 
contradicts v * 0. Hence v' < Y >t v * <». 
7.3. As an application we treat least squares estimation for linear models. In many 
instances it is possible transform the observations in such a way to we may assume that we 
d 
observe xs = < m >s 6 + n^ on 0 < s <, t, where m is an E valued square integrable 
martingale and 9 un unknown d-dimentional parameter. (For example in case of the 
familiar model ys = as'9 + es, s = 1,..., t one may define xs = a ^ + ... + a ^ ) 
The least squares estimator for 9 by definition then minimizes 
(xt - < m >t 9) < m >t+ (xt - < m >t 9) 
where < m >t
+ is a generalized inverse of < m >t. The set of least square estimators 9tis 
given by { < m >t
+xt+ K | K e Ker < m >t}. If < m >teventually becomes non singular, 
then 9t - 9 = < m >t
_1 mt and Corollary 2 (i) applies. Otherwise let K be as in Section 7.2. 
1 2 
Preserving then the notations used there we have 
K' (9t - 9) = K' < m >t
+ mt = ( KK+)' < Y >t-i Kt+ m t= < Y >t-i Y t * 0 a.s. 
whenever < Y >t
_1 •» 0. So we obtain that if u' < m > tu eider tends to infinity for t •» <» or 
remains zero for all t, then a.s. lim 6, - 8 belongs to lim Ker < m >t. 
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