We shall deal with the periodic problem for nonlinear perturbations of abstract hyperbolic evolution equations generating an evolution system of contractions. We prove an averaging principle for the translation along trajectories operator associated to the nonlinear evolution system, expressed in terms of the topological degree. The abstract results shall be applied to the damped hyperbolic partial differential equation.
Introduction
We shall be concerned with T -periodic solutions of the nonlinear evolution equation
(P )u(t) = A(t)u(t) + F (t, u(t)), t ∈ [0, T ]
where T > 0 is fixed, {A(t)} t∈[0,T ] is a family of linear operators on a separable Banach space E satisfying the so-called hyperbolic conditions and F : [0, T ]×E → E is a T -periodic in time continuous map satisfying the local Lipschitz condition with respect to the second variable and having sublinear growth, uniformly with respect to time. Moreover, it is also assumed that there is ω > 0 such that S A(t) (s) ≤ e −ωs for t ∈ [0, T ] and s ≥ 0, where S A(t) stands for the C 0 semigroup generated by the operator A(t), and that there is k ∈ [0, ω) such that β(F ([0, T ] × Q)) ≤ kβ(Q) for any bounded Q ⊂ E, where β denotes the Hausdorff measure of noncompactness. Under these assumptions, the translation along trajectories operators Φ t : E → E, t ∈ [0, T ], given by Φ t (x) := u(t; x), x ∈ E, where u(·; x) stands for the solution of (P ) with the initial condition u(0) = x, are well-defined and continuous. Moreover, for t ∈ [0, T ], one has β(Φ t (Q)) ≤ e −(ω−k)t β(Q) for any bounded Q ⊂ E. This enables us to consider the topological degree of I − Φ t and search T -periodic solutions corresponding to the fixed points of Φ T . Our approach is based on the averaging idea, which says that if increasing the frequency in (P ), i.e. considering equationsu(t) = A(t/λ)u(t) + F (t/λ, u(t)) with λ → 0 + , then their solutions converge to solutions of the averaged equationu (t) = Au(t) + F (u(t)) where A + F is the time averaged right-hand side of (P ) (the precise meaning is explained in the sequel -see Theorem 4.1). Therefore, after rescaling time, we study T -periodic solutions of equations (P λ )u(t) = λA(t)u(t) + λF (t, u(t)), t ∈ [0, T ] by means of the associated translation along trajectories operator Φ (λ)
T . We prove that, for small λ > 0, the topological degree of I − Φ (λ) T , with respect to a proper open bounded U ⊂ E, is equal to the topological degree Deg( A + F , U ) -see Theorem 4.4. This formula will imply the existence of T -periodic solutions provided Deg( A + F , U ) = 0. In some natural cases the geometry of the right-hand side allows concluding the nontriviality of the topological degree and get some a priori bounds estimates, which provide effective criteria for the existence of T -periodic solutions -see Theorem 4.11.
The abstract hyperbolic type linear or semi-linear systems and their applications to partial differential equations were developed by Kato (see e.g. [9] ) and Tanabe (see e.g. [17] and references therein). Some existence results for initial value problems associated with nonlinear perturbations of evolution systems are standard and can be found e.g. in [14] . As we need the continuity of translation along trajectories and some related homotopies, we have to verify the continuity and compactness of solutions as functions of initial data and parameters. Moreover, due to some infinitesimal passages related to the averaging method used in the paper, a parameterized version of the representation formula must be derived. As a tool we use the topological degree for so called k-set contraction vector fields due to Sadovskii (see [1] and references therein) and Nussbaum (see [11] ). The topological degree for maps of the form A + F , where an invertible operator A generates a C 0 semigroup and F is a continuous k-set contraction is obtained as the degree of vector field I + A −1 F , which is a standard -see e.g. [?] and some comments on the specific properties that we use are in [4] . Averaging methods combined with topological degree and fixed point index were used in [7] to find periodic solutions for time dependent vector fields on finite dimensional manifolds. Analogues of this method, in the case of infinite dimensional Banach spaces was stated in [2] , [3] , where periodic solutions for the equations of the formu(t) = Au(t)+F (t, u(t)), with A generating compact semigroups, were derived. Also averaging methods together with Rybakowski's version of the Conley index were used in [15] , where the existence of so-called recurrent solutions is studied for nonautonomous parabolic equations. Periodic solutions for nonautonomous damped hyperbolic equations has been also thoroughly studied in [12] and [13] . The present paper is a continuation of [4] where the periodic problem is considered in the case where A generates a C 0 -semigroup of strict contractions and F is a perturbation, i.e. the situation applicable to damped hyperbolic equations.
The paper is organized as follows. In Section 2, we prove a parameterized version of the representation theorem, which is a useful framework for limit passages concerned with evolution systems at all and also those considered in the next sections. Section 3 is devoted to the properties of the translation along trajectories operator such as the existence, continuity with respect to the parameter and compactness. In Section 4 we deal with the main result of the paper, that is the averaging method for periodic solutions of (P ). Section 5 provides an example of application to second order hyperbolic partial differential equations.
General Representation Theorem
We start with a parameterized version of Theorem 3.5 from [14, Ch. 3] .
, where E is a Banach space, be a mapping such that
and there is a dense subspace V of E such that
where, for each µ
(ii) for any sequence of a positive integers (k n ) and a sequence (λ n ) in (0, +∞) such that k n → ∞, k n λ n → t as n → +∞, for some t ≥ 0, and any
for each x ∈ E.
In the proof we shall use the following two Lemmata.
is a sequence of operators generating C 0 semigroups {S An (t)} t≥0 , n ≥ 1, and A : V → E is a linear operator, where V is a dense subspace of E, with the following properties (a) there are M ≥ 1 and ω ∈ R such that S An (t) ≤ M e ωt for any n ≥ 1;
then the closure A of A generates a C 0 semigroup {S A (t)} t≥0 such that
The above convergence is uniform with respect to t from bounded intervals.
Proof of Theorem 2.1.
Clearly, in view of (1), for any λ > 0 and µ ∈ [0, 1]
If λ n → 0 + and µ n → µ 0 , then due to (2),
By the assumption, there is a µ 0 > 0 such that (a µ 0 I −A (µ 0 ) )V is dense in E and, in view of Lemma 2.2, we infer that A (µ 0 ) is closable and its closure
of bounded linear operators on E, such that S A (µ 0 ) (t) ≤ 1 for any t ≥ 0 and furthermore
λn (t)x → S A (µ 0 ) (t)x for any x ∈ E, as n → ∞ uniformly for t from bounded subintervals of [0, +∞).
(ii) Let the sequence of a positive integers (k n ), the sequence (λ n ) in (0, +∞) and (µ n ) in [0, 1] be such that k n → ∞, k n λ n → t as n → +∞, for some t ≥ 0, and µ n → µ 0 as n → +∞. Then for any v ∈ V and n ≥ 1
Consequently, by (1), (5) and the density of V in E, we obtain that
λn (λ n k n )x → 0 for each x ∈ E, as n → ∞. Furthermore, in view of the uniform convergence on bounded intervals in (6), one has
This, together with (7), (9) and the continuity of the semigroup S A (µ 0 ) , gives (3).
(iii) Take any v ∈ V and observe that
n + I
n , where
First, in view of Lemma 2.3 and (2), one has
Furthermore, by the uniform convergence in (6) on the interval [0, t], where t := sup n≥1 k n λ n , we get
It is also clear that I
n → 0 as n → ∞, which along with (10) and (11) implies that (4) is satisfied for x ∈ V . Finally, since for any n ≥ 1
for some constant C > 0 independent of n and since V is dense in E, one has the required convergence for each x ∈ E.
Continuity and compactness properties for solution operator
A family {R(t, s)} 0≤s≤t≤T , T > 0 of bounded linear operators on a Banach space E is called an evolution system provided R(t, t) = I for each t ∈ [0, T ], R(t, s) = R(t, r)R(r, s) if only 0 ≤ s ≤ t ≤ T and for any x ∈ E, the map (t, s) → R(t, s)x is continuous. A family {R (λ) } λ∈[0,1] of evolution systems is called continuous if, for any x ∈ E and (λ n ) in [0, 1] with λ n → λ, R (λn) (t, s)x → R (λ) (t, s)x uniformly with respect to t, s ∈ [0, T ] with s ≤ t.
Evolution systems are naturally determined by time-dependent families of linear operators. Namely, if {A(t)} t∈[0,T ] is a family of linear operators on a Banach space E such that for any s ∈ [0, T ] and x ∈ E, the problem
admits (in some sense) a unique solution u s,x : [s, T ] → E, then the corresponding evolution system {R(t, s)} 0≤s≤t≤T is given by R(t, s)x := u s,x (t), for t ∈ [s, T ]. A particular type of evolution systems -the so-called hyperbolic evolution systems, will be discussed in details at the end of this section.
is a continuous family of evolution systems and the operator Σ :
which follows directly from the definition of Σ and the properties of evolution systems.
is a continuous family of evolution systems, then for any
Hence, in view of the uniform boundedness principle, there exists M ≥ 0 such that
Proof of Proposition 3.1.
Clearly, by Remark 3.2 one has
and hence, by the continuity of the family
where functions ϕ n : [0, T ] → R, n ≥ 1, are given by
It is easy to check that functions ϕ n , n ≥ 1 are measurable and, by the continuity of {R (λ) } λ∈[0,1] and Remark 3.2, we infer that, for a.e. s ∈ [0, T ], ϕ n (s) → 0 as n → +∞. On the other hand 0 ≤ ϕ n (s) ≤ 2M w 0 (s) , for s ∈ [0, T ], which in view of the Lebesgue dominated convergence theorem gives T 0 ϕ n (s) ds → 0 as n → +∞ and together with (12) proves (i).
(ii) Suppose that the set {u(t) | u ∈ Σ(K × W × [0, 1])} is relatively compact for any t ∈ [0, T ]. Take any ε > 0 and fix t ∈ [0, T ]. Let δ > 0 be such that
is compact, one may eventually decrease δ > 0 so that
If t ∈ (0, T ], then take any δ 1 ∈ (0, min{t, δ}]. Since the set
In consequence, for any
Hence, the set {Σ(x, w, λ)} x∈K,w∈W,λ∈[0,1] is equicontinuous at any t ∈ [0, T ], which due to the Ascoli-Arzelà theorem, completes the proof of (ii).
We state basic continuity and compactness results for the translation along trajectories operator for a perturbed (possibly nonlinear) equation (14) u
where {A(t)} t∈[0,T ] is a family of linear operators on Banach space E with the associated evolution system {R(t, s)} 0≤s≤t≤T , F : [0, T ] × E → E is a continuous map, t 0 ∈ [0, T ) and x 0 ∈ E. Recall (after [14] ) that a continuous function u : [t 0 , T ] → E is called a mild solution of (14) if and only if
For the purpose of next sections we consider below a parameterized framework.
be family of operators on a separable Banach space E having associated evolution system R (λ) . If the family
par locally Lipschitz in the second variable uniformly with respect to the other variables, i.e. for each x ∈ E, there exists r x > 0 and
(F 2 ) par of sublinear growth in the second variable uniformly with respect to the others, i.e. there is c > 0 such that
then (i) (Existence) for any x ∈ E and λ ∈ [0, 1], the initial value problem
is bounded and
Lemma 3.4 (see [6] , [8] 
Lemma 3.5 Let {R λ } λ∈[0,1] be a continuous family of evolution system such that
where M > 0 and ω ∈ R are constants. Then, for any bounded Q ⊂ E and s, t
The proof is analogical to the proof of Lemma 2.1 from [4] .
Proof of Proposition 3.3. (i) follows by standard arguments (see e.g. [14] and [5] ). The proofs of (ii) and (iii) go in analogy to that of Proposition 3 in [4] .
(ii) corresponds also to results from [5] (here we need a version with locally Lipschitz nonlinearity). To see (ii), observe that if
In view of the (F 2 ) par and the Gronwall inequality, there is M 0 ≥ 0 such that u n (s) ≤ M 0 , for all s ∈ [0, T ] and n ≥ 1, which again by (F 2) par gives M 1 ≥ 0 such that h t,n (s) ≤ M 1 , for s ∈ [0, T ] and n ≥ 1. This allows applying Remark 3.2 and Lemmata 3.4 and 3.5 and as a result, for any
By use of the Gronwall inequality, one gets β ({u n (t)} n≥1 ) = 0 for any t ∈ [0, T ]. Hence, due to the fact that u n = Σ(x n , w n , λ n ) with w n (s) := F (s, u n (s), λ n ) and Proposition 3.1 (ii) any subsequence of (u n ) contains a subsequence converging to some u 0 . By Proposition 3.1 (i), u 0 = Σ(x 0 , w 0 , λ 0 ) with w 0 (s) := F (s, u 0 (s), λ 0 ) and therefore u 0 is a unique mild solution of (15) . This completes the proof of (ii).
(iii) Let Q be an arbitrary bounded subset of E and let Q 0 be a countable subset of Q such that Q 0 ⊃ Q and Λ 0 a countable dense subset of [0, 1] . First observe that using (F 2 ) par and the Gronwall inequality as before, we infer that the sets
, are contained in a ball, and clearly, by use of Lemmata 3.5 and 3.4,
where
Further observe that, by (16) and Lemma 3.5, for any s ∈ [0, t], one has
Combining the previous two inequalities together and applying the Gronwall inequality give
Now we pass to the hyperbolic case. We shall assume in the rest of this section that V is a Banach space which is densely and continuously embedded into E. Given a linear operator A : D(A) → E generating a C 0 semigroup {S A (t)} t≥0 of bounded linear operators on E, V is said to be A-admissible provided V is an invariant subspace for each S A (t) for t ≥ 0 and the family of restrictions 
(Hyp 2 ) V is A(t)-admissible for each t ∈ [0, T ] and the family {A V (t)} t∈[0,T ] is a stable family of generators of C 0 semigroups with constants M V ≥ 1 and ω V ∈ R;
is continuous. Then there exists a unique evolution system {R(t, s)} 0≤s≤t≤T in E with the following properties
(ii)
Using homotopy invariants will require the continuity of linear evolution systems with respect to parameters. Proposition 3.7 Let, for each λ ∈ [0, 1], a family {A (λ) (t)} 0≤t≤T satisfy conditions (Hyp 1 )−(Hyp 3 ) with constants M, M V , ω, ω V independent of λ and let R (λ) = {R (λ) (t, s)} 0≤s≤t≤T be the corresponding evolution systems in E determined by Proposition 3.6. If, for any
is a continuous family of evolution systems in E.
Proof. We use the construction from [14, Ch. 5, Theorem 3.1]. Recall that for any
where, for each n ≥ 1, the operator R
and k > l ≥ 0, with t n j := (j/n)T , S j := S A (λ) (t n j ) , for j = 0, 1, . . . , n. Moreover recall (after [14] ) that {R (λ) n (t, s)} 0≤s≤t≤T are evolution systems such that
n (r, s)v. In view of (19), (20) and (21) the map φ is differentiable on [s, t] except finite number of points and
n (r, s)v dr.
2 Here we adopt the convention that Hence, by (19),
Passing to the limit with n → +∞, we get
and in consequence, R (λ) (t, s)v → R (λ 0 ) (t, s)v for any v ∈ V , as λ → λ 0 and the convergence is uniform with respect to s, t. Using the density of V in E, we complete the proof since
The following criterion for verification of conditions (Hyp 1 ) − (Hyp 3 ) is useful in applications. 
Averaging method for periodic solutions
We shall deal with the periodic problem
where the family {A(t)} t∈[0,T ] of linear operators on a separable Banach space E satisfies a more restrictive variant of (Hyp 1 ) (from Proposition 3.6) (Hyp ′ 1 ) there is ω > 0, such that
whenever 0 ≤ t 1 ≤ . . . ≤ t n ≤ T and s 1 , . . . , s n ≥ 0, conditions (Hyp 2 ), (Hyp 3 ) and, additionally, (Hyp 4 ) there is µ 0 > −ω such that the space (µ 0 I − A 0 )V is dense in E, where
Furthermore, we assume that a continuous mapping
is locally Lipschitz with respect to the second variable uniformly with respect to the first one; (F 2 ) has sublinear growth uniformly with respect to the first variable, i.e. there is a constant c > 0 such that
The existence of periodic solutions will be obtained by means of a continuation principle for a parameterized family of periodic problems
with the parameter λ ≥ 0. For any x ∈ E and λ ∈ [0, T ], by u( · ; x, λ) denote the unique mild solution ofu
satisfying the initial condition u(0; x, λ) = x. The translation along trajectories operator for (22) is denoted by Φ
T (x) = x. We say that x 0 ∈ E is a branching point (or a cobifurcation point) for (P T,λ ), λ ≥ 0, if there exists a sequence of T -periodic points (x n , λ n ) ∈ E × (0, +∞) such that λ n → 0 and x n → x 0 as n → +∞. 
where E) is a dissipative operator. This implies that the closure A : D( A) → E of A 0 is a well-defined linear operator and, by (23), the operator A ω := ωI + A is also dissipative, hence λI − A ω has closed range whenever λ > 0. If condition (Hyp 4 ) holds, then the operator (µ 0 + ω)I − A ω = µ 0 I − A has closed and dense range, since µ 0 + ω > 0. It means that (µ 0 + ω)I − A ω is m-dissipative, since its range is the whole E and, by the Lumer-Phillips theorem, A generates a C 0 semigroup such that S A (t) ≤ e −ωt for t ≥ 0.
(c) In particular, (−ω, +∞) ⊂ ̺( A) and, for each µ > −ω, 
In the proof of Theorem 4.1 and later on in the section we use the following lemma. 
uniformly with respect to t, s ∈ [0, T ] with s ≤ t;
(ii) if (k n ) is a sequence of positive integers and sequences (λ n ) in (0, +∞) and (µ n ) in [0, 1] are such that k n → +∞, k n λ n → ε for some ε > 0 and µ n → µ 0 for some
where A (µ 0 ) is the closure of the operator 
with ω := min{1, ω}, and
In consequence, for any v ∈ V , t, r ∈ [0, T ], r ≤ t, µ ∈ [0, 1] and λ > 0, one has
Since, for any s ∈ [r, t],
This, due to the density of V in E, means that lim λ→0 + , µ→µ 0 R (µ,λ) (t, r)x = x for any x ∈ E uniformly with respect to t, r ∈ [0, T ] with r ≤ t, which implies (i). Define a map L : (0, +∞)
which by use of point (i) of this lemma and (Hyp 3 ) gives
Hence, applying Theorem 2.1 and changing the time variable we get (ii) and (iii) as the
Proof of Theorem 4.1. Let sequences (λ n ) in (0, +∞) and (x n ) in E be such that λ n → 0, x n → x 0 as n → ∞ and Φ
for any t ∈ [0, T ], where {R (λ) (t, s)} 0≤s≤t≤T denotes the evolution system generated by the family {λA(t)} t∈[0,T ] . This yields
In view of Lemma 4.3 (i) with µ n := 0 for n ≥ 1 and the boundedness of {Φ
and consequently, for each k ≥ 0
Let ε > 0 be arbitrary and let (k n ) be a sequence of positive integers such that k n λ n → ε. Summing up the above equalities with k = 0, 1, . . . , k n − 1 for any n ≥ 1, we obtain
and, by use of Lemma 4.3 (ii) and (iii) with µ n := 0 for n ≥ 1,
In consequence
Thus, since ε > 0 was arbitrary, letting ε → 0 + , one has − Ax 0 = F (x 0 ). T (x) = x for all x ∈ ∂U and
Here deg stands for the topological degree for condensing vector fields (see [1] or [11] ) and Deg( A + F , U ) := deg(I + A −1 F , U ) (see [4] ).
In the proof we shall need the following lemmata.
Lemma 4.5 (see [4, Lemma 5 .4]) Let T n : E → E, n ≥ 1, be bounded linear operators, such that, for any x ∈ E, (T n x) is a Cauchy sequence ( 3 ). Then, for any bounded set
Lemma 4.6 (cf.
Step 2 in the proof of Theorem 5.1 in [4] ) Let A be a generator of a C 0 semigroup S A such that S A (t) ≤ e −ωt for t ≥ 0 and F : E → E be a continuous map with k ∈ [0, ω) such that β(F (Q)) ≤ kβ(Q) for any bounded Q. If an open bounded U ⊂ E is such that Ax + F (x) = 0 for each x ∈ ∂U ∩ D(A), then there exists a locally Lipschitz compact mapping F L : E → E such that 
Suppose that U ⊂ E is open bounded and
Proof. Suppose to the contrary that there exist sequences (λ n ) in (0, +∞) with λ n → 0 + , (x n ) in ∂U and (µ n ) in [0, 1] such that Ψ (λn) T (x n , µ n ) = x n for n ≥ 1. Without loss of generality, we may assume that µ n → µ 0 as n → +∞, for some
where [s] stands for the integer part of s ∈ R. It is easy to check that, for each λ ∈ (0, ∞) and µ ∈ [0, 1], the family {λA 
It clearly follows from (30) that, for any n ≥ 1 and t ∈ [0, T ],
. Therefore, for any integer k ≥ 0, one has
Putting k n := [1/λ n ] and summing up the above equalities with k = 0, . . . , k n − 1, we find that
which is a contradiction. Hence, in particular β({x n } n≥1 ) = 0 and without loss of generality we may assume that x n → x 0 as n → +∞, for some x 0 ∈ ∂U . Further, observe that Ψ (λn) t (x n , µ n ) → x 0 as n → +∞, uniformly with respect to t ∈ [0, T ], which follows from the inequality
s (x n , µ n ),µ n ) ds and Lemma 4.3 (i). Note that, for any k ≥ 0
and n ≥ 1. Let ε > 0 be arbitrary and a sequence (k n ) of positive integers be such that k n → +∞ and k n λ n → ε as n → +∞. Then, reasoning as before, one obtains
Thus, after passing in (33) to the limit with n → +∞, one has
which rewritten as
, a contradiction completing the proof.
Lemma 4.8 (see [2, Proposition 4.3])
Let F : E → E be a completely continuous locally Lipschitz with sublinear growth and let Ξ t : E → E be the translation along trajectories operator by time t > 0 for the equatioṅ
Then, for each t > 0, the mapping Ξ t is a k-set contraction and if an open bounded U ⊂ E is such that 0 ∈ (I −F )(∂U ), then there exists t 0 > 0 such that for any t ∈ (0, t 0 ], Ξ t (x) = x and
Proof of Theorem 4.4. First we reduce the proof to the case where the nonlinear perturbation is compact. By Remark 4.2 (b) we infer that the operator A and mapping F satisfy assumptions of Lemma 4.6. Therefore there is locally Lipschitz compact mapping
Thus, applying Lemma 4.7 to equations associated tȯ
and the homotopy invariance of the topological degree, provide Claim A. There exists λ 1 > 0 such that for any λ ∈ (0, λ 1 ]
where Φ (λ)
T : U → E is the translation along trajectories operator by the time T for the equationu
Next we prove
T is the translation along trajectories operator by the time T for the equatioṅ
To this end, consider a differential problem given by
Lemma 4.3 shows that the family {λ A (µ) (t)} t∈[0,T ] satisfies (Hyp ′ 1 ), (Hyp 2 ) -(Hyp 4 ) and so the family { A (µ) (t)} t∈[0,T ] fulfills the assumptions of Lemma 4.7. It is also clear that F is locally Lipschitz in x uniformly with respect to µ and compact, which, in particular, means that it has sublinear growth uniformly with respect to µ. For any λ ∈ (0, ∞), let Ψ :
where u( · ; x, µ, λ) stands for the mild solution of (36) starting at x. Observe that
Indeed, suppose that for some µ ∈ [0, 1] and
which due to the resolvent identity gives x = − A −1 F L (x), again a contradiction proving (37). Thus, applying Lemma 4.7 and the homotopy invariance of the topological degree to Ψ (λ)
T , we find λ 2 ∈ (0, λ 1 ] such that for any λ ∈ (0, λ 2 ], (35) holds, which ends the proof of Claim B.
Finally, by applying Lemma 4.8, one gets λ 0 ∈ (0, λ 2 ] such that for any λ ∈ (0, λ 0 ]
λT , U ).
Combining this with (34), we infer that, for λ ∈ (0, λ 0 ],
which together with Claims A and B completes the proof.
As an immediate consequence of Theorem 4.4, we get the following result.
By means of a priori bounds type assumption, we get the existence criterion for periodic solutions. 
T (x) = x for some x ∈ ∂U , then the assertion holds. Hence, assume that Φ (1) T (x) = x for x ∈ ∂U . By Theorem 4.4, there exists λ 0 ∈ (0, 1) such that, for any
T (x) provides an admissible homotopy (in the degree theory of k-set contraction vector fields) and by the homotopy invariance
T , U ), which together with (38) and the assumption implies the existence of x ∈ U such that Φ (1)
The above Continuation Principle can be useful when studying asymptotically linear evolution systems. 
If, for each λ ∈ (0, 1], the parameterized linear periodic problem
has no nontrivial solution and Ker( A + F ∞ ) = {0}, then (P ) admits a T -periodic mild solution.
Proof. We begin with proving that there exists
Standard arguments show that both H and H are completely continuous and for any
Observe that there is R 1 > 0 such that
Otherwise there are (x n ) in E and (λ n ) in [0, 1] such that Ax n + H(x n , λ n ) = 0 and x n → +∞. Put z n := x n / x n . If λ n = 0 for some n ≥ 1, then
Since lim x →+∞ F (x) − F ∞ x / x = 0 and ρ n := λ −1 n x n → +∞ as n → ∞,
By Lemma 3.4 the linear operator F ∞ is compact, which together with (45) means that (z n ) contains a convergent subsequence. Hence, we may assume that z n → z 0 for some z 0 ∈ E and by (45) we infer that z 0 = − A −1 F ∞ z 0 , which is again a contradiction meaning that (41) holds for sufficiently large R 1 > 0. Now we claim that (46) there is R ≥ R 1 such that, for any λ ∈ (0, 1), the problem (P T,λ ) has no periodic solutions starting at points from ∂B(0, R).
Otherwise there exist (u n ) and (λ n ) in (0, 1) such that, for each n ≥ 1, u n is a solution of (P T,λn ) and u n (0) → +∞ as n → +∞. Putting v n := u n / u n ∞ , where u n ∞ := max t∈[0,T ] u n (t) , one has
Note that, by (39) and the fact that F is a completely continuous mapping, for any ε > 0, there is m ε ≥ 0 such that F (t, x) − F ∞ (t)x ≤ ε x + m ε for x ∈ E. Consequently, for each ε > 0, there exists n ε ≥ 1 such that, for any n ≥ n ε and s ∈ [0, T ],
, then using (48) and the compactness of F ∞ (s), for arbitrary ε > 0, we deduce that
which, by passing to the limit with ε → 0, gives β({h n (s)} n≥1 ) = 0. Obviously, we may also assume that λ n → λ 0 for some λ 0 ∈ [0, 1].
If λ 0 = 0, then note that
where (k n ) is an arbitrary sequence of positive integers. If we put k n := [T /λ n ] for n ≥ 1, then k n λ n → T as n → +∞ and, in view of Theorem 2.1 and Lemma 4.5, we get
In consequence β({v n (0)} n≥1 ) = 0. Furthermore, by (47) and Lemma 4.5, for any t ∈ [0, T ], one has
i.e. β({v n (t)} n≥1 ) = 0 for t ∈ [0, T ]. Since, by (48), the set {h n } n≥1 is bounded in C([0, T ], E), applying Proposition 3.1 (ii), we infer that {v n } n≥1 is relatively compact in C([0, T ], E) and without loss of generality, we assume that v n → v 0 in C([0, T ], E) and
. Furthermore, by (48), for arbitrary ε > 0, there exists n ε ≥ 1 such that, for any n ≥ n ε and t ∈ [0, T ],
where K := sup τ ∈[0,T ] F ∞ (τ ) . This together with Lemma 4.3 (i) imply that v 0 (t) = x 0 for any t ∈ E and in particular x 0 = 0, since v 0 ∞ = 1. Hence, in view of (48) we find that
Now fix an arbitrary ε > 0 and take any sequence (k n ) of positive integers such that k n λ n → ε. Applying Lemma 4.3 (ii), (iii) and (50) and passing to the limits in (49), we obtain
Hence, a passing to the limit with ε → 0 yields x 0 ∈ D( A) and ( A + F ∞ )x 0 = 0, a contradiction proving (46) in the case λ 0 = 0. If λ 0 ∈ (0, 1], then, by (47) and Lemma 4.5,
and, consequently, β({v n (0)} n≥1 ) = 0. Using again (47), for all t ∈ [0, T ],
which gives β({v n (t)} n≥1 ) = 0 for any t ∈ [0, T ]. Hence, due to the boundedness of {h n } n≥1 in C([0, T ], E) and Proposition 3.1 (ii), it follows that {v n } n≥1 is relatively compact in C([0, T ], E) and, without loss of generality, we assume that v n → v 0 in C([0, T ], E). Then, using (47), (48) and Proposition 3.7, we infer, that for any t ∈ [0, T ],
i.e. v 0 is a nontrivial mild solution of (40) with λ = λ 0 ∈ (0, 1], which is a contradiction proving (46). Finally, (41) and (46) allow us to apply Theorem 4.10 to finish the proof.
An application to hyperbolic partial differential equations
We end the paper with an example of a periodic problem for the hyperbolic evolution equation with a time-dependent damping term. Suppose that Ω is an open bounded subset of R N and A : D(A) → E is a positive self-adjoint linear operator with compact resolvents defined on a Hilbert space X := L 2 (Ω) with the scalar product and the corresponding norm denoted by (·, ·) 0 and | · | 0 , respectively. It is well known that such A determines its fractional power space X 1/2 being a Hilbert space as well. If we denote the scalar product and the corresponding norm by (·, ·) 1/2 and | · | 1/2 , respectively, then it is known that |u| 1/2 ≥ λ Consider a periodic problem
there is c > 0 such that |f (t, s)| ≤ c(1 (x) ) for a.e. x ∈ Ω and t ∈ [0, T ], then (51) can be rewritten as a system
and in a matrix form as
with operators A(t) : D(A(t)) → E, t ∈ [0, T ], on the separable Banach space E := X 1/2 × X, defined by
and
We claim that the family {A(t)} t∈[0,T ] and the map F satisfy the assumptions of Theorem 4.11 provided E is endowed with a proper norm. To this end, for η > 0, define a new scalar product (·, ·) E,η : E × E → R, by
Clearly it is a well-defined scalar product and the corresponding norm · E,η is equivalent to the usual product norm · in E = X 1/2 × X. Let β 0 > 0 be such that β(t) ≥ β 0 for t ∈ It may be checked that F is continuous and, by (52), (53) and (53), satisfies conditions (F 1 ), (F 2 ) and (F 4 ). Since the operator A has compact resolvents, the inclusion X 1/2 ⊂ X is compact and therefore, both F and F ∞ : E → E, given by Now suppose that (u n ) is a sequence in X 1/2 such that |u n | 1/2 → +∞ as n → +∞ and (t n ) in [0, T ] is such that t n → t 0 as n → +∞. If we put z n := u n /|u n | 1/2 for n ≥ 1, then by the compactness of the inclusion X 1/2 ⊂ X, there exists subsequence (z n k ) and z 0 ∈ X such that z n k → z 0 in X as k → +∞. Without lost of generality we may assume that and for each k ≥ 1 define (u k , v k ) : [0, T ] → E by (u k (t), v k (t)) := ( u k (t), v k (t)) for t ∈ [0, T ]. Then ( u k (t), v k (t)) = R (k) (t, 0)(u k , v k ) + t 0 R (k) (t, s)(0, P k f (s)) ds for t ∈ [0, T ], and by Lemma 5.2, one gets (u k (t), v k (t)) = R(t, 0)(u k , v k ) + t 0 R(t, s)(0, P k f (s)) ds for t ∈ [0, T ].
Further, since (u k , v k ) → (u(0), v(0)) in E and P k f (t) → f (t) in X 0 as k → +∞ uniformly for t ∈ [0, T ], by Proposition 3.1 (i) we infer that (u k , v k ) → (u, v) in C([0, T ], E). Finally, treating (64) as a system of ordinary differential equations with the family {A k (t)} t∈[0,T ] of bounded operators we see that ( u k , v k ) is, in particular, a classical solution. Therefore, we obtain (u k (t),u k (t)) 1/2 = (u k (t), v k (t)) 1/2
(v k (t),v k (t)) 0 = −(u k (t), v k (t)) 1/2 − β(t)|v k (t)| Finally, by a direct calculation, we see that Ker( A + F ∞ ) = {0} since f ∞ ∈ σ(A). Thus, in view of Theorem 4.11, problem (51) admits a T -periodic solution in the sense that (56) has a T -periodic mild solution.
