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Abstract
Following the previous paper, this one continues to study numerical approximations to the space-dependent ﬂux
functions in hyperbolic conservation laws. The investigation is based on the wave propagation behavior, Riemann
problem, steady ﬂows, hyperbolic properties, cell entropy inequalities, along with such well known numerical
ﬂuxes as the Godunov, Local Lax–Friedrichs and Engquist–Osher. All these give rise to correct description for the
consistency and monotonicity of numerical ﬂuxes, which ensure properly conﬁned numerical solutions. Numerical
examples show that the accordingly designed ﬂuxes resolve discontinuities and smooth solutions very precisely.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the initial problem of the following scalar conservation equation:
ut + f (u(x, t), a(x))x = 0, x ∈ R = (−∞,+∞), t ∈ R+t = [0,∞), (1.1)
u(x, 0)= u0(x), (1.2)
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Fig. 1. Description of the ﬂux function f (u, a).
where a(x) is the known function and u(x, t) is the solution variable. The ﬂux function f (u, a) is the same
as described in [17], and as shown in Fig. 1. This description supposes that f (u0(x), a(x)) is bounded
below, i.e., infx∈R {f (u0(x), a(x))} = C. Thus we have
f (u0(x), a(x))C, (1.3)
or equivalently,
u1(a(x))u0(x)u2(a(x)). (1.4)
Here u1 and u2 are obviously the two solutions (maybe one) of f (u, a)=C, such that fu(u1, a)0, and
fu(u2, a)0. Furthermore, we stress that f (u, a) is strictly concave of u. This gives
fuu < 0, fu(u∗(a), a)= 0,
fu(u, a)> 0, if u ∈ [u1(a), u∗(a)); fu(u, a)< 0, if u ∈ (u∗(a), u2(a)].
A derivative is supposed to be existent if it appears, and be continuous if necessary. Furthermore, we
suppose that fu is bounded, hence the characteristics of (1.1) are existent [17]. An equivalent description
is that fu(u1(a), a) is bounded above, and that fu(u2(a), a) is bounded below, namely
p = sup
x∈R
{fu(u1(a(x)), a(x))}, q = inf
x∈R {fu(u2(a(x)), a(x))}. (1.5)
Because fu is decreasing of u on [u1(a), u2(a)], (1.5) is equivalent to
qfu(u, a)p, ∀u ∈ [u1(a), u2(a)]. (1.6)
Note that by (1.4), either (1.5) or (1.6) infers that
qfu(u0(x), a(x))p, ∀x ∈ R. (1.7)
The research on a conservation law of the form (1.1) is signiﬁcant for the enrichment of weak solu-
tion theory and for applications. In recent years, the related works in publication paid attention to the
stability, TVB, and contractions of the solutions, and the numerical approximation was deﬁnitely a great
concern in particular. Meanwhile, the studies cover such application ﬁelds as the trafﬁc ﬂow, nonlinear
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elasticity in heterogeneous materials, oil exploitation, hydrodynamics, and so on. See [1,4,14,17,20,23]
and [2,10–12,18] for more details.
Although the present paper concentrates on numerical approximations, the combination with the study
of weak (I-wave) solutions proceeds all over the discussion. Actually, the paper continues to reveal these
relations as done in [17]. In this way, we believe that the conclusionswill bemore helpful for future studies
on vector and multi-dimension equations that involve many applications. Here, it should be mentioned
that some second order accurate scheme were developed for the system by assuming that the sign of each
characteristic speed is ﬁxed [2,10–12]. However, our study is free from this restriction and hopefully
so would be the generalization to the system. Furthermore, a new Runge–Kutta discontinuous Galerkin
(RKDG) method was developed and tested to work well for the scalar case [18], but few theoretical
properties were revealed.
For the purpose of making fundamental investigation, we consider the accuracy of only ﬁrst order.
Thus the conservation scheme for (1.1) is written as
un+1j = unj + (fˆ (unj−1, aj−1; unj , aj )− fˆ (unj , aj ; unj+1, aj+1)), (1.8)
where  = t/x, and fˆ is the numerical ﬂux function [17]. Approximations to a(x) and (1.2) of a
difference scheme are given by
aj = a(xj ), u0j = u0(xj ). (1.9)
The corresponding approximations of a ﬁnite volume scheme should be delicately handled, which will
be given in Section 2.
Clearly, we concern with numerical ﬂuxes fˆ , mainly the consistency and monotonicity that play key
roles in approximations. This development is motivated by a concise expression of the exact Riemann’s
solver, which is derived from Theorem 3.4 in [17]. By the theorem and its proof, fˆ can be rewritten more
concisely as follows:
fˆ (v, b;w, c)= f˜ G(v, w,m). (1.10)
Here
m=
{
c if f (u∗(b), b)>f (u∗(c), c),
b otherwise. (1.11)
f˜ G is the Godunov ﬂux corresponding to the ﬂux function f (u,m); it will be given in Section 3.1. In
addition, the operator  is actually a function of u that will be formally and clearly deﬁned in Section 2.2.
In a general sense, we feel that f˜ G in (1.10) can be replaced by many well known numerical ﬂuxes,
such as the local Lax–Friedrichs and the Engquist–Osher, and that m by some intermediate (or mean)
state between the left and the right. This insight of constructing numerical ﬂuxes will be implemented in
Section 3.1.
Before that, in Section 2, the consistency and monotonicity of the ﬂux fˆ are deeply investigated (Deﬁ-
nitions 2.3 and 2.4), along with two important properties for being conﬁned of so called I-wave solutions
(Deﬁnitions 2.1 and 2.2; Propositions 2.1 and 2.2). These studies show that the deﬁned consistency and
monotonicity are critical for convergence of numerical solutions to exact solutions (Theorem 2.1). Fur-
thermore, they ensure a cell entropy inequality in such a sense that (1.1) is viewed as a strictly hyperbolic
system with some existent entropy (Theorem 2.2).
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Main conclusions aremade in Section 3. By deﬁnition, all generalized numerical ﬂuxes are veriﬁed to be
consistent and monotone (Theorem 3.1).As an important result, these ﬂuxes guarantee that the numerical
solutions are well conﬁned under a Lipschitz condition (Theorem 3.2), just in the same way as an I-
wave (exact) solution is conﬁned. Here it is argued that this required Lipschitz condition can be satisﬁed
generally in physical problems, namely if all quantities are bounded. For the case the conﬁnedness is
actually the boundedness. More favorably, some generalized ﬂuxes of the Godunov and Engquist–Osher
types are veriﬁed to enjoy more theoretical properties without the above mentioned extra restrictions.
Not only they satisfy the Lipschitz condition (Theorem 3.3), but they are capable of resolving a sort of
strictly hyperbolic I-wave solutions as exactly as deﬁned (Theorem3.4).Moreover, the resulting numerical
solutions are characterized by an L∞ contraction and TVD of the ﬂux function f (u, a) (Theorem 3.5).
Finally, numerical examples are presented in Section 4. These show the convergence to exact solutions
and very good resolution of discontinuities. The numerical results by some ‘simple’ generalization of the
Godunov, the Engquist–Osher, and the local Lax–Friedrichs ﬂuxes are compared.
Note that all the discussion is closely related to [17].
2. Theoretical preparation for the problem
2.1. Initial wave solutions and their conﬁnedness
A very important feature of problem (1.1)–(1.2) is that the characteristics from initial states convey
unchanged values of ﬂuxes [17]. In other words, f (u(x, t), a(x)) must come from some initial value
f (u0(x¯), a(x˜)), hence u(x, t) is conﬁned in the same way as u0(x) by (1.3) or (1.4); as a consequence,
fu(u, a) is bounded by (1.6). This conclusion should be true especially for physically relevant solutions,
because the weak solution theory suggests that the conveyed initial values (signals) not be changed by
any valid wave breaking [16,21,25]. In general, however, this argument remains a conjecture for strictly
mathematical proof. Thus we have the following description.
Deﬁnition 2.1. u(x, t) is said to be an initial wave solution (or I-wave solution for short) if it is obtained
from initial waves.
Proposition 2.1. An I-wave solution of the problem (1.1)–(1.2) is conﬁned such that
f (u(x, t), a(x))C, or u1(a(x))u(x, t)u2(a(x)), (2.1)
and
qfu(u(x, t), a(x))p. (2.2)
Note that the conﬁnedness by (2.1) does not imply the boundedness of u(x, t); this boundedness
depends on u1(a(x)) and u2(a(x)). The argument can be well interpreted by an example designed in
[17]. That is to choose
f (u, a)= u
(
1− u
a
)
, a(x)= erx, u0(x)= 0a(x), 001, (2.3)
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in (1.1)–(1.2), hence a smooth solution is derived, i.e.,
u(x, t)= e
rx
1+ lert , l =
1− 0
0
. (2.4)
Here f (u, a) is actually the ﬂux function in the LWR trafﬁc low model, which takes into account the
variable lane number a(x).
Meanwhile, it is commonly realized that the solution of (1.1) is seldom TVD if a(x) is not con-
stant. Let u0(x) be constant, for example, usually a so called ‘blow-up’ phenomenon takes place with
TVu(x, t)>TVu0(x)= 0. Therefore, many authors turn their attention to such properties as the bound-
edness, TVB and contraction of the solution instead, but the conclusions could be made only under much
stronger assumptions [1,4,14,20]. Here again (2.4) is showed neither to be TVB nor to have a contraction
property with negative r.
We remark that (2.1) along with (2.2) reveals the truth accurately and essentially, hence it is strongly
recommended to evaluate a numerical scheme. That is to say, “good” numerical solutions should be
conﬁned in the same way. In addition, such conﬁnedness is meaningful in physical problems. In the
aforementioned trafﬁc ﬂow model, for example, (2.1) is equivalent to having 01. Here  = u/a is
the density per-lane and 1 represents its maximum.
2.2. Consistency and monotonicity of numerical ﬂuxes
Most researchers studied the problem (1.1)–(1.2) or alike in terms of the following 2× 2 system:
Vt + f (V )x = 0, (2.5)
V (x, 0)= V0(x), (2.6)
where V = (a, u), f (V )= (0, f (u, a)), and a is viewed as a variable for solution [1,4,14,20,23].
The Jacobian of f (V ) and its eigenvalues can be easily obtained, i.e.,
fV =
(
0 0
fa fu
)
, 1 = 0, 2 = fu. (2.7)
Clearly, (2.5) is hyperbolic at ﬁrst glance, but suffers for some troubles in wave breaking and in numerical
approximations. We have detailed discussion below.
For the Riemann problem, 1 = 0 corresponds to a contact discontinuity x = 0 [22]. If fu > 0 (or
fu < 0), then 1 and 2 are distinct and thus system (2.5) is strictly hyperbolic. In such a case, 2 = fu
corresponds to a only shock or rarefaction and the initial waves break up to divide the upper x–t plane into
three constant regions. Otherwise, fu = 0 coincides with 1 = 2 and the system can be easily veriﬁed
to be nonstrictly hyperbolic. For the case one additional shock or rarefaction is needed and the upper x–t
plane is thus divided into four constant regions. All these wave breaking patterns were depicted in [17]
based on the conservation form (2.1); any other valid treatment on system (2.5) must be identical. Here
we address that such nonstrict hyperbolicity cannot be well resolved by those numerical ﬂuxes designed
for strictly hyperbolic systems. The detailed account on these ﬂuxes can be found in [6,7,19,24], [22],
and [10].
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For the Cauchy problem, the example of (2.3)–(2.4) can again be utilized to see the hyperbolic nature.
The characteristic speeds are given as follows:
fu(u(x, t), a(x))= 1− 2u
a
= le
rt − 1
lert + 1 , fu(u0(x), a(x))=
l − 1
l + 1 .
For r > 0 (or < 0), we see that the problem is strictly hyperbolic with f (u(x, t), a(x))> 0 (or < 0), if
and only if fu(u0(x), a(x))> 0 (or < 0), namely l > 1 (or l < 1). For the same ﬂux function f (u, a) and
any other increasing (or decreasing) function a(x), we can conclude that the system is strictly hyperbolic
with fu(u(x, t), a(x))> 0 (or< 0), if and only if fu(u0(x), a(x))> 0 (or< 0), namely 0u0(x)< 0.5a
(or 0.5a <u0(x)a). More generally we have
Deﬁnition 2.2. A solution u(x, t) of (1.1)–(1.2) is said to be strictly hyperbolic, if it holds that fu(u(x, t),
a(x))> 0 (or < 0) for all x and t.
Proposition 2.2. Suppose u(x, t) is an I-wave solution of (1.1)–(1.2).
(i) If fu(u0(x), a(x))> 0, and f (u0(x), a(x))< inf
y>x
{f (u∗(a(y)), a(y))}, then u(x, t) is strictly hy-
perbolic and conﬁned such that
fu(u(x, t), a(x))> 0, f (u(x, t), a(x))< inf
y>x
{f (u∗(a(y)), a(y))}.
(ii) If fu(u0(x), a(x))< 0, and f (u0(x), a(x))< inf
y<x
{f (u∗(a(y)), a(y))}, then u(x, t) is strictly hy-
perbolic and conﬁned such that
fu(u(x, t), a(x))< 0, f (u(x, t), a(x))< inf
y<x
{f (u∗(a(y)), a(y))}.
The conclusions are again based on the study of propagation behaviors in [17]. Taken as an ex-
ample, the assumptions of (i) guarantee that all initial waves propagate forward without turning back.
This implies that fu(u(x, t), a(x))> 0 for all (x, t), according to Deﬁnition 2.1. Moreover,
let f (u(x, t), a(x)) = f (u0(x˜), a(x˜)), where clearly x > x˜, then we have f (u(x, t), a(x))<
inf
y>x˜
{f (u∗(a(y)), a(y))} inf
y>x
{f (u∗(a(y)), a(y))}.
We remark that the assumptions of (i) (or (ii)) should also be necessary, hence we might have given
the full description about strictly hyperbolic I-wave solutions. This argument is based on the following
reasonable conjecture: an initial positive (or negative) propagation contributes in such a way that it
will turn left (or right) wherever the second inequality of (i) (or (ii)) is violated. Unfortunately, we can
only use the term ‘a sort of’ when referring to these solutions in this research, until the strict proof is
given. Incidentally, Proposition 2.2 implies that an I-wave solution is strictly hyperbolic provided that
f (u∗(a(x)), a(x)) is nondecreasing (or nonincreasing) and that fu(u0(x), a(x))> 0 (or < 0).
Another serious trouble with the form (2.5) is related to the consistency, even though the problem is
strictly hyperbolic. Let denote by V1 = (b, v) and V2 = (c, w), which are the two nearby states required
in a numerical ﬂux function fˆ (V1, V2), then the consistency reads
fˆ (V1, V2)= f (V1)= f (V2) if V1 = V2,
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or more clearly,
fˆ (v, b;w, c)= f (v, b)= f (w, c) if b = c and v = w. (2.8)
This requirement is according to the classical theory.We remark that it is too strict to resolve steady ﬂows,
because it implies that a steady ﬂow takes place only if both a(x) and u(x, t) are constant.
Given a smooth function a(x), solving a steady ﬂow is to ﬁnd some function u of x such that it is
smooth and
f (u, a)x = 0, or f (u, a)= f (u0(x), a(x))= inf
x∈R {f (u0(x), a(x))} = C. (2.9)
Accordingly, we have
du
dx
=− faa
′(x)
fu
, fu = 0,
and
u= u1(a(x)), for fu > 0, (2.10)
or
u= u2(a(x)), for fu < 0. (2.11)
It is easy to conclude that u is a steady solution if and only if
f (u, a)= C, fu > 0 (or< 0). (2.12)
Note that a steady ﬂow is strictly hyperbolic, according to Deﬁnition 2.2.
Here we stress that some u=u0(x˜)=u∗(a(x˜)) (or fu(u, a)=fu(u∗(x˜))=0) could be included in (2.10)
or (2.11) in a broad sense, if f (u∗(a(x˜)), a(x˜))=C. This also implies that fa(u∗(a(x˜)), a(x¯))a′(x¯)= 0,
by the formula f (u, a)x = fuux + faa′(x), and that u∗(a(x˜))= u1(a(x˜))= u2(a(x˜)), by f (u1(a), a)=
f (u2(a), a)= C. In such a case, x = x˜ itself is a characteristic and f (u∗(a(x˜)), a(x˜)) reaches the local
minimum from which other propagations are allowed to be not only forward but backward as well. See
the propagation pattern shown by Fig. 2(d) in [17]. This character will be considered in Deﬁnition 2.3
and the deﬁnition of operator  by (2.14)–(2.15).
We now see the deﬁciency of the consistency required by (2.8) very clearly. For a steady ﬂow in which
a(x) and u0(x) are not constant, a so designed numerical ﬂux can hardly ensure the convergence to any
steady solution, especially when simulation time is large. Consequently, the trouble is serious or even
fatal for those ‘simply’ generalized numerical ﬂuxes, which look like fˆj+1/2 = f˜ (uj , uj+1; aj+1/2) as
a(x) is viewed to be continuous at the cell interface (b= c). See [17], where the so generalized Godunov
and Local Lax–Friedrichs ﬂuxes (34)–(35) produce bad numerical results as compared with the exact
solutions and the exact Riemann solver in Figs. 8–10. Also see the numerical results in Section 4.
The above arguments are also based onmany other numerical experiences, which indicate that resolving
a steady ﬂow is essential for an approximation to converge to exact solutions. For all these reasons, the
consistency of a numerical ﬂux is redeﬁned in referring to (2.12).
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Deﬁnition 2.3. A numerical ﬂux fˆ (v, b;w, c) is said to be consistent with f (u, a), if it is continuous
with respect to v and w, and satisﬁes the following:
fˆ (v, b;w, c)= f (v, b)= f (w, c), if f (v, b)= f (w, c),
and
(i) fu(v, b)fu(w, c)> 0 or
(ii) if fu(v, b)= 0, then fu(w, c)0 or
(iii) if fu(w, c)= 0, then fu(v, b)0.
It is obvious that Deﬁnition 2.3 implies (2.8). And by the deﬁnition, a(x) and u0(x) of (1.2) now can
be appropriately discretized for a ﬁnite volume scheme, namely
u0j =
1
x
∫ xj+1/2
xj−1/2
u0(x) dx, aj = a(j ), (2.13)
where u0(j )= u0j ,  ∈ [xj−1/2, xj+1/2]. The ﬁrst equality of (2.13) is for conservation, and the second
is to show that a steady ﬂow can be resolved exactly as described by the following theorem.
Theorem 2.1. Suppose fˆ (v, b;w, c) is consistent with f (u, a), then a steady ﬂow can be approximated
by the scheme (1.8) and (1.9) (or (2.13)) in the same way as by the discretization of (1.9) (or (2.13)), i.e.,
unj = u0j , ∀j , n.
Proof. For a steady ﬂow (2.12), f (u0(x), a(x))=C, and fu(u0(x), a(x))> 0 (or< 0).And both of (1.9)
and (2.13) yield f (u0j , aj )= f (u0j+1, aj+1)= C, fu(u0j , aj )> 0, and fu(u0j+1, aj+1)> 0, ∀j . Then by
Deﬁnition 2.3 we have fˆ (u0j , aj ; u0j+1, aj+1)=C, ∀j . The conclusion follows with n=0, 1, . . ., in (1.8).

We now consider the monotonicity of fˆ (v, b;w, c), for which our deﬁnition remains almost the same
as the original [3].
Deﬁnition 2.4. A numerical ﬂux fˆ (v, b;w, c) is said to be monotone if it is
(i) a nondecreasing function of v and
(ii) a nonincreasing function of w.
We remark that the monotonicity of fˆ (v, b;w, c) is actually for upwinding. Furthermore, one can ﬁnd
that Deﬁnitions 2.3 and 2.4 together are in harmony with the operator  in [17], which will be frequently
applied all over the forthcoming discussion. Here we give a more concise description of . That is, given
m and a certain state (v, b) or (w, c), v or w is uniquely determined as follows:
f (u, a)= f (u,m) if f (u, a)f (u∗(m),m)
u= u∗(m) otherwise , fu(u, a)fu(u,m)0, (2.14)
where (u, a) represents the left state (v, b) or the right (w, c) in the Riemann problem. Moreover, if
a stationary characteristic is involved, then the operator on v and w are prescribed and distinguished
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(v, b)
(w, c)
(δv, m)
(δw, m)
f=C
f
left  state mean  state right  state
u
Fig. 2. A simple illustration of the operation .
by the following:
fu(v,m)0 if fu(v, b)= 0,
fu(w,m)0 if fu(w, c)= 0. (2.15)
The deﬁnition of  conveys such an idea that a classical wave breaking or computation of numerical
ﬂuxes can be made only after the two states are ‘uniformed’ to the same intermediate m state. This is
actually to follow the characteristic direction. Mapped onto the ‘m state’ (a mean state), the given ﬂux
f (u, a) of (2.14) should ﬁnd an equal value or be as larger as possible. Meanwhile, the characteristic
speed fu(u, a) should keep the sign or be zero in the m state. Finally, by (2.15), the left state (v, b) that
reaches the local maximal ﬂux is always connected by a nonnegative propagation in the m state, whereas
the right state (w, c) that reaches the local maximal ﬂux is connected by a nonpositive propagation.
All these in the above are completely in accordance with the characteristics theory and the exact
Riemann solution. One can refer to [17] for more details. Also see Proposition 3.1, as well as (3.4)–(3.5)
for the construction of numerical ﬂuxes, through which all these relations will be much clearer. A simple
illustration of  is given by Fig. 2, through which many of its properties are self-evident.
We now apply the operator  to prove one property which will serve as a lemma to verify some cell
entropy inequalities, for the case that the solution is strictly hyperbolic.
Proposition 2.3. For fˆ (v, b;w, c) that is consistent and monotone, we have
(i) Suppose fu(v, b)0, fu(w, c)> 0 and f (v, b)f (u∗(c), c), then
(a) f (v, b)f (w, c) ⇒ fˆ (v, b;w, c)f (v, b) and
(b) f (v, b)f (w, c) ⇒ fˆ (v, b;w, c)f (v, b).
(ii) Suppose fu(v, b)< 0, fu(w, c)0 and f (w, c)f (u∗(b), b), then
(a) f (w, c)f (v, b) ⇒ fˆ (v, b;w, c)f (w, c) and
(b) f (w, c)f (v, b) ⇒ fˆ (v, b;w, c)f (w, c).
Proof. (i) Let m= c in (2.14)–(2.15), then the assumptions imply that
f (v, b)= f (v, c), fu(v, c)0.
See Fig. 2. If f (v, b)f (w, c), namely vw, then we have, by the consistency and monotonicity of fˆ ,
fˆ (v, b;w, c) fˆ (v, b; v, c)= f (v, b).
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If f (v, b)f (w, c), namely vw, then for the same properties we have
fˆ (v, b;w, c) fˆ (v, b; v, c)= f (v, b).
(ii) The proof is similar to that for (i). 
2.3. Investigation for cell entropy inequalities
Let us now turn attention to a possible entropy of system (2.5), along with the corresponding cell
entropy inequality. This entropy is denoted by a scalar functionU(V ) and the entropy ﬂux by F(V ). Here
U is supposed to be strictly convex, i.e., UVV > 0 [8,9]. For the purpose we ﬁrst multiply system (2.5)
with UV and have
UV Vt + UV fx = 0,
which becomes
Ut + Fx = 0, (2.16)
under the relation
UV fV = FV .
Denoted by the components, the above relation becomes
Uufa = Fa, Uufu = Fu,
from which we solve out
U = 
(∫ u
u0
f (u, a) du+ g(a)
)
,
where  and g(a) can be any smooth functions. For simplicity, we choose  as (x)= x, which suggests
that
U =
∫ u
u0
f (u, a) du+ g(a), F = 1
2
f 2. (2.17)
Note that here an arbitrary constant of F is neglected. This suggests that
UV =
(∫ u
u0
fa du+ g′, f
)
, UVV =
(∫ u
u0
faa du+ g′′ fa
fa fu
)
.
It now becomes clear that UVV is positive deﬁnite, i.e., UVV > 0, if and only if∫ u
u0
faa du+ g′′> 0,
(∫ u
u0
faa du+ g′′
)
fu >f
2
a . (2.18)
To satisfy (2.18), it is necessary to have fu > 0, which is also sufﬁcient because g(a) is adjustable.
Similarly, some U given by (2.17) is strictly concave, i.e., UVV < 0, if and only if fu < 0. The discussion
gives
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Proposition 2.4. If system (2.5) is strictly hyperbolic such that fu > 0 (or fu < 0), then its entropy U (or
−U ) is existent, given by (2.17) with properly chosen g(a).
To obtain a cell entropy inequality, the semi-discrete form of (1.1) is written as the following ODEs:
duj
dt
= 1
x
(fˆj−1/2 − fˆj+1/2), (2.19)
where fˆj+1/2 = fˆ (uj , aj ; uj+1, aj+1). Correspondingly, we have
Theorem 2.2. Suppose system (2.5) is strictly hyperbolic such that the entropy U(V ) (or −U(V )) and
the entropy ﬂux F(V ) (or −F(V )) are given by (2.17). Then for a consistent and monotone numerical
ﬂux fˆ , there holds a cell entropy inequality corresponding to (2.19).
Proof. Suppose fu > 0, and the numerical entropy is denoted by Uj = U(Vj ). Multiplying (2.19) with
Uuj (Vj )= f (uj , aj ) ≡ fj , we have
dUj
dt
= 1
x
(Fˆj−1/2 − Fˆj+1/2)+ 12x Fj , (2.20)
where
Fˆj+1/2 = fj fˆj+1/2 − 12 f
2
j , Fj = (fj − fj−1)(2fˆj−1/2 − fj − fj−1).
Note that the numerical entropy ﬂux Fˆj+1/2 is consistent with the entropy ﬂux F(V ) in the sense of
Deﬁnition 2.3, namely
Fˆj+1/2 = F(Vj )= F(Vj+1) if f (uj , aj )= f (uj+1, aj+1).
Here alsonote that it is implied thatfu(uj , aj )>0,fu(uj+1, aj+1)>0, andf (uj−1, aj−1)<f (u∗(aj ), aj ).
By Proposition 2.3, we have
fˆj−1/2 = fˆ (uj−1, aj−1; uj , aj )fj−1 if fj−1fj ;
fˆj−1/2 = fˆ (uj−1, aj−1; uj , aj )fj−1 if fj−1fj .
Therefore, it always holds thatFj 0. The cell entropy inequality follows by removingFj from (2.20),
i.e.,
dUj
dt

1
x
(Fˆj−1/2 − Fˆj+1/2). (2.21)
For the case fu < 0, it is similar to have
dUj
dt

1
x
(Fˆj−1/2 − Fˆj+1/2), (2.22)
where note that U is strictly concave. 
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3. Study of numerical solutions
We have had an overview of numerical ﬂuxes. In this section, they will be designed following the
motivation from (1.10)–(1.11) and proved to be consistent and monotone. Then we will indicate that they
may serve such that numerical solutions are well conﬁned. This conﬁnedness is actually in accordance
with wave propagations and essential for numerical stability and convergence. Furthermore, it is veriﬁed
that some of these ﬂuxes are capable of resolving those strictly hyperbolic I-wave solutions that are
described by Proposition 2.2.
Two basic properties of the operator  will be frequently referred so they are given as the following
proposition.
Proposition 3.1. (i) u is continuous and nondecreasing of u and
(ii) f (u, a)f (u,m), f (u, a)= f (u,m) if and only if f (u, a)f (u∗(m),m).
By the deﬁnition of (2.14)–(2.15), or more clearly by Fig. 2, Proposition 3.1 is self-evident. Some other
properties of  could also be implied. They would be referred in the forthcoming discussion but seldom
mentioned.
3.1. Construction of numerical ﬂuxes
For ﬁxed m, we construct the following conservation law:
ut + f (u,m)x = 0.
Let f˜ (u−, u+;m) denote a numerical ﬂux approximating to f (u,m), where u− and u+ are the left and
right states respectively, then it is well known that f˜ should be
(i) locally Lipschitz and consistent with f (u,m), i.e., f˜ (u, u,m)= f (u,m) and
(ii) nondecreasing with respect to u− and nonincreasing with respect to u+.
Here some best-known numerical ﬂuxes satisfying the above are rewritten as follows:
The Godunov ﬂux:
f˜ G(u−, u+;m)=
{
minu−uu+f (u,m) if u−u+,
maxu−uu+f (u,m) if u−>u+.
(3.1)
The Engquist–Osher ﬂux:
f˜ EO(u−, u+;m)=
∫ u+
0
min (fu(u,m), 0) du+
∫ u−
0
max (fu(u,m), 0) du+ f (0,m). (3.2)
The Local Lax–Friedrichs ﬂux:
f˜ LLF(u−, u+;m)= 1
2
[f (u−,m)+ f (u+,m)− C(u+ − u−)],
C = max
min(u−,u+)u max(u−,u+)
|fu(u,m)|. (3.3)
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There are other well known ﬂuxes such as the Lax–Friedrichs and the Roe ﬂux with ‘entropy ﬁx’ [3].
We emphasize that the values of these ﬂuxes will be directly given all over the forthcoming discussion.
In addition, it might be more convenient to obtain these values of the Godunov ﬂux from very simple
wave breaking.
We now construct the numerical ﬂuxes fˆ (v, b;w, c). First, letm=m(b, c) be some intermediate state
between b and c in such a sense that
min(f (u∗(b), b), f (u∗(c), c))f (u∗(m),m) max(f (u∗(b), b), f (u∗(c), c)). (3.4)
Then for two nearby states (v, b) at the left and (w, c) at the right, we set
fˆ (v, b;w, c)= f˜ (v, w;m). (3.5)
Here f˜ (v, w;m) can be any numerical ﬂux satisfying the above properties (i) and (ii). And fˆ is said
to be a generalized Godunov, Engquist–Osher or Local Lax–Friedrichs ﬂux, denoted by fˆ GG, fˆ GEO or
fˆ GLLF, if f˜ is given by (3.1), (3.2) or (3.3), respectively. Other generalized numerical ﬂuxes could be
so called. For the exact Riemann’s solver, it is noticed that the Godunov ﬂux is applied and m is chosen
such that f (u∗(m),m)=min(f (u∗(b), b), f (u∗(c), c)) (see (1.10)–(1.11)).
Theorem 3.1. A numerical ﬂux fˆ deﬁned by (3.4) and (3.5) is monotone and consistent with the ﬂux
function f (u, a).
Proof. We ﬁrst prove the consistency. By the assumption f (v, b) = f (w, c) in Deﬁnition 2.3, we
have f (v, b) = f (w, c) min(f (u∗(b), b), f (u∗(c), c))f (u∗(m),m) ((3.4)). This gives f (v, b) =
f (v,m)= f (w, c)= f (w,m) (Proposition 3.1(ii)). The further assumptions in Deﬁnition 2.3 ensure
fu(v,m)fu(w,m)0 ((2.14)–(2.15); Fig. 2). It follows that v = w, and that, by (3.5) and the con-
sistency of f˜ , fˆ (v, b;w, c)= f˜ (v, w;m)= f (v,m)= f (v, c). The continuity of fˆ with respect to
v and w is implied by that of f˜ and the operator  (Proposition 3.1(i)).
We then prove the monotonicity. Given b and (w, c),m is determined by a certain functionm=m(b, c)
((3.4)).Thismeans that the operator  is ﬁxed and so is w. Because fˆ is nondecreasingof v (monotonicity
of f˜ ) and v is nondecreasing of v (Proposition 3.1(i)), fˆ is nondecreasing of v. It is similar to verify that
fˆ is nonincreasing of w. 
3.2. Conﬁnedness of numerical solutions
The numerical scheme (1.8) is rewritten as follows:
un+1j = unj + (fˆ (unj−1, aj−1; unj , aj )− fˆ (unj , aj ; unj+1, aj+1)), (3.6)
where fˆ is supposed to be consistent and monotone all over the forthcoming discussion. We start by
studying the function
(u)= fˆ (unj−1, aj−1; u, aj )− fˆ (u, aj ; unj+1, aj+1). (3.7)
Note that by Deﬁnitions 2.3 and 2.4 (u) is continuous and nonincreasing of u.
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For unj (∀j), u1(aj )unj u2(aj ), we claim that there always exists u˜,(u˜) = 0, such that u1(aj )
 u˜u2(aj ). This is made by following operations:
(u1(aj ))= fˆ (unj−1, aj−1; u1(aj ), aj )− fˆ (u1(aj ), aj ; unj+1, aj+1)
 fˆ (u1(aj−1), aj−1; u1(aj ), aj )− fˆ (u1(aj ), aj ; u1(aj+1), aj+1) (monotonicity)
= fˆ (u1(aj ), aj )− fˆ (u1(aj ), aj )= C − C = 0 (consistency)
and
(u2(aj ))= fˆ (unj−1, aj−1; u2(aj ), aj )− fˆ (u2(aj ), aj ; unj+1, aj+1)
 fˆ (u2(aj−1), aj−1; u2(aj ), aj )− fˆ (u2(aj ), aj ; u2(aj+1), aj+1) (monotonicity)
= fˆ (u2(aj ), aj )− fˆ (u2(aj ), aj )= C − C = 0 (consistency).
According to the claim, the ﬂux terms of (3.6) can be handled as follows:
fˆ (unj−1, aj−1; unj , aj )− fˆ (unj , aj ; unj+1, aj+1)
= (fˆ (unj−1, aj−1; unj , aj )− fˆ (unj−1, aj−1; u˜, aj ))+ (fˆ (u˜, aj ; unj+1, aj+1)
− fˆ (unj , aj ; unj+1, aj+1))= dj−1/2(u˜− unj )+ cj+1/2(u˜− unj )
= (dj−1/2 + cj+1/2)(u˜− unj ), (3.8)
where
dj−1/2 =
fˆ (unj−1, aj−1; unj , aj )− fˆ (unj−1, aj−1; u˜, aj )
u˜− unj
0,
cj+1/2 =
fˆ (u˜, aj ; unj+1, aj+1)− fˆ (unj , aj ; unj+1, aj+1)
u˜− unj
0 (monotonicity). (3.9)
Consequently, the scheme (3.6) becomes
un+1j = unj + (dj−1/2 + cj+1/2)(u˜− unj ).
Suppose dj−1/2c2 and cj+1/2c1, where c1 and c2 are constant, we have
min(unj , u˜)u
n+1
j  max(u
n
j , u˜),
under the CFL condition,
(c1 + c2)1. (3.10)
This infers
u1(aj )un+1j u2(aj ). (3.11)
Through mathematical deduction, the above discussion can easily give
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Theorem 3.2. Suppose fˆ (v, b;w, c) is consistent, monotone, and totally Lipschitz, i.e., there exist con-
stants c1 and c2 such that
|fˆ (v2, b;w2, c)− fˆ (v1, b;w1, c)|c1|v2 − v1| + c2|w2 − w1|, (3.12)
for all concerning states denoted by (u, a), u1(a)uu2(a). Then under a CFL condition of (3.10), the
numerical solutions of (3.6) and (1.9) (or (2.13)) are conﬁned such that
u1(aj )unj u2(aj ).
For the mathematical deduction, we note that u0j and aj discretized by either (1.9) or (2.13) are exact
values of u0(x) and a(x) at the same location. Thus it holds that, by (1.4),
u1(aj )u0j u2(aj ).
Moreover, the inequality
qfu(unj , aj )p,
is implied as a conclusion in Theorem 3.2, according to (1.5).
Theroem 3.2 is most signiﬁcant because it guarantees that numerical solutions are well conﬁned in the
same way as I-wave solutions. Compare with Proposition 2.1. As to a arbitrarily given ﬂux fˆ (v, b;w, c)
by (3.4)–(3.5), we have proved its consistency and monotonicity (Theorem 3.1) except for the Lipschitz
condition (3.12).
Suppose u0(x), a(x) and f (u, a) are bounded close, we remark that (3.12) can directly result from
being locally Lipschitz of f˜ (u−, u+;m) with respect to u+ and u−, through the ﬁnite covering of the
closely bounded domain of (v,w). This discussion is not detailed only we note that the boundedness of
the above functions is guaranteed in physical problems or on a ﬁnite computational domain. Also see the
numerical tests in Section 4.
In the following, we pay much attention to the generalized Godunov and Engquist–Osher ﬂuxes. Not
only we prove that they satisfy (3.12) with a properly chosen m, but some of their favorable properties
are investigated as well. These properties are theoretically signiﬁcant in dealing with the concerning
problems or alike.
Theorem 3.3. Suppose m in (3.4) is chosen such that f (u∗(m),m)=min(f (u∗(b), b), f (u∗(c), c)), then
fˆ GG(v, b;w, c) and fˆ GEO(v, b;w, c) satisfy the Lipschitz condition (3.12).Consequently, the numerical
solutions of (3.6) and (1.9) (or (2.13)) are conﬁned under a CFL condition of (3.10) such that
u1(aj )unj u2(aj ).
Proof. Weonly consider the case of the generalizedGodunovﬂux, because thegeneralizedEngquist–Osher
ﬂux have the same or similar values all of which are given by the ﬂux function f (u, a). To derive (3.12),
we only need to have
|fˆ (v2, b;w, c)− fˆ (v1, b;w, c)|c1|v2 − v1|,
and
|fˆ (v, b;w2, c)− fˆ (v, b;w1, c)|c2|w2 − w1|,
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where note that a state denoted by (u, a) is conﬁned such that u1(a)uu2(a). This is because (3.12)
will be acquired by combining the two inequalities in which we set v = v1 and w = w2. We only need
to derive the ﬁrst one and the second one can be obtained similarly. To this end, all possible values of
fˆ GG(v2, b;w, c) and fˆ GG(v1, b;w, c) are listed as follows:
f˜ GG(v2, w;m)= f (v2,m), or f (w,m) or f (u∗(m),m),
f˜ GG(v1, w;m)= f (v1,m), or f (w,m) or f (u∗(m),m).
These are acquired through (3.5), and further by (3.1) or simply by thewavebreaking. It is aswell to assume
that v1<v2,which gives v1v2 (Proposition 3.1(i)) andfˆ ≡ fˆ GG(v2, b;w, c)−fˆ GG(v1, b;w, c)0
(Deﬁnition 2.4). The consideration of fˆ = 0 (and thus v1 = v2) is obviously unnecessary so we have
at most ﬁve cases for discussion. For each valid case we will have
fˆ f (v2, b)− f (v1, b), (3.13)
or
fˆ  |fu(v)|(v2 − v1),
where u1(a)v1vv2u2(a). And the conclusion will follow by setting
c1 = c2 =max(p, |q|).
All these cases are examined below. Here again we stress that the wave breaking for obtaining
f˜ G(u−, u+;m) is frequently referred but seldom mentioned.
(i) fˆ = f (v2,m)− f (v1,m).
This surely arise from v1<u∗(m), hence f (v1,m)=f (v1, b) (Fig. 2) and fˆ f (v2, b)−f (v1, b)
(Proposition 3.1(ii)). Otherwise, u∗(m)v1(< v2) will give fˆ < 0.
(ii) fˆ = f (w,m)− f (v1,m)(w = v2).
The choice of two terms arises from wu∗(m) and v1<u∗(m), respectively. Thus we have
f (v1,m) = f (v1, b) by the latter. If (3.13) is not true, namely f (v2, b)<f (w,m)f (u∗(m),m),
then we have f (v2,m) = f (v2, b) (Proposition 3.1(ii)) and w< v2 (by the wave breaking). The
choice of m infers that f (w,m)f (u∗(m),m)f (u∗(b), b), hence ∃v˜, v˜u∗(b)> v1, s.t. f (v˜, b) =
f (w,m)>f (v2, b). Further w< v2 infers that v˜ < v2, hence
fˆ = f (v˜, b)− f (v1, b)= fu(v, b)(v˜ − v1)<fu(v, b)(v2 − v1),
where u1(a)vu2(a), and fˆ > 0 ensures that fu(v, b)> 0.
(iii) fˆ = f (u∗(m),m)− f (v1,m)(v2 = u∗(m), w = u∗(m)).
The choice of two terms arises from w<u∗(m)< v2 and v1<u∗(m), respectively. Similar to (ii),
they give f (v1,m) = f (v1, b) and v1<u∗(b)< v2. Hence ∃v˜, v˜u∗(b), s.t. f (u∗(m),m) = f (v˜, b).
This gives
fˆ = f (v˜, b)− f (v1, b)= fu(v, b)(v˜ − v1)<fu(v, b)(v2 − v1).
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Finally, it is impossible to have fˆ = f (u∗(m),m) − f (w,m), or fˆ = f (v2,m) − f (w,m),
according to the wave breaking and the assumption fˆ > 0. The second conclusion of the theorem also
follows by applying Theorem 3.1 and 3.2. 
In Theorem 3.3 and its proof, it is noted that fˆ GG(v, b;w, c) is the exact Riemann’s solver and the
CFL condition (3.10) reads
2 max(p, |q|)1.
Compare with (1.10)–(1.11) and the corresponding discussion in [17].
Theorem 3.4. Suppose a numerical ﬂux fˆ GG(v, b;w, c) or fˆ GEO(v, b;w, c) is applied in the scheme
of (3.6) and (1.9) (or (2.13)), then we have, under some ensured CFL condition of (3.10),
(i) if fu(u0(x), a(x))> 0, and f (u0(x), a(x))< infy>x {f (u∗(a(y)), a(y))}, then the numerical solu-
tion is also strictly hyperbolic as characterized by
fu(u
n
j , aj )> 0, f (u
n
j , aj )< inf
k>j
{f (u∗(ak), ak)}, ∀j , n, (3.14)
(ii) if fu(u0(x), a(x))< 0, and f (u0(x), a(x))< inf
y<x
{f (u∗(a(y)), a(y))}, then the numerical solution
is also strictly hyperbolic as characterized by
fu(u
n
j , aj )< 0, f (u
n
j , aj )< inf
k<j
{f (u∗(ak), ak)}, ∀j , n.
Proof. We prove (i) only and the proof of (ii) is similar. As mentioned, u0j and aj are exact values of
u0(x) and a(x) at some x¯j , x˜j  x˜j+1. Thus we have
fu(u
0
j , aj )= f (u0(x¯j ), a(x˜j ))> 0,
f (u0j , aj )= f (u0(x˜j ), a(x˜j )))< inf
y>x˜j
{f (u∗(a(y)), a(y))} inf
k>j
{f (u∗(ak), ak)},
which say that (3.14) holds for n= 0.
Now suppose that (3.14) is true for n (and for an arbitrary j). We will prove that it is also true
for n + 1. For a GG or GEO ﬂux fˆj+1/2 = fˆ (unj , unj+1;mj) with mj = m satisfying (3.4), the
ﬁrst inequality of (3.14) infers that fu(unj ,mj )0, and that fu(unj+1,mj )0 (see (2.14)), hence
f˜ (unj , u
n
j+1;mj) = f (unj ,mj ). The second inequality infers that f (unj , aj )<min(f (u∗(aj ), aj ),
f (u∗(aj+1), aj+1))f (u∗(mj ),mj ), hence f (unj ,mj ) = f (unj , aj ) (Proposition 3.1(ii)). This argu-
ment is also true with j replaced by j − 1, we thus have
fˆj+1/2 = f (unj , aj ), fˆj−1/2 = f (unj−1, aj−1)= f (¯uj−1, aj ),
where the operator ¯ is used in the sense of (2.14) by setting m = aj ; it is easy to see that u1(aj )
¯uj−1<u∗(aj ). Thus the scheme (3.6) becomes
un+1j = unj + (f (unj−1, aj−1)− f (unj , aj ))
= unj + (f (¯unj−1, aj )− f (unj , aj ))= unj + dj−1/2(¯unj−1 − unj ),
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where
0dj−1/2 =
f (¯unj−1, aj )− f (unj , aj )
¯uj−1 − unj
p.
Under the CFL condition p1, we have
min(¯uj−1, unj )u
n+1
j  max(¯uj−1, u
n
j ), (3.15)
which also implies that u1(aj )un+1j < u∗(aj ), namely
fu(u
n+1
j , aj )> 0. (3.16)
Because f (u, a) is increasing of u for u ∈ [u1(a), u∗(a)), and f (¯unj−1, aj ) = f (unj−1, aj−1), (3.15)
also infers that
min(f nj−1, f
n
j )f
n+1
j  max(f
n
j−1, f
n
j ), (3.17)
wherewe denote by f nj =f (unj , aj ).Applying the assumption (3.14) for j and j−1 in (3.17), respectively,
we have
f (un+1j , aj )< inf
k>j
{f (u∗(ak), ak)},
which along with (3.16) says that (3.14) holds for n+ 1. 
Theorem 3.4 indicates that the generalized Godunov and Engquist–Osher ﬂuxes are upwinding in
such a high degree that they resolve the discussed strictly hyperbolic problems exactly. Compare with
Proposition 2.2. The discussion also gives
Theorem 3.5. For those strictly hyperbolic numerical solutions that are given in Theorem 3.4, we have
max
j
|f n+1j | max
j
|f nj |, TV(f n+1)TV(f n). (3.18)
Proof. We only prove the conclusions that correspond to Theorem 3.4(i). The other proof will be similar.
The ﬁrst inequality of (3.18) directly results from (3.17), and it refers to an L∞ contraction of the ﬂux
function. Furthermore, (3.17) implies that
f n+1j = f nj − d˜j−1/2(f nj − f nj−1),
where
d˜j−1/2 =
f n+1j − f nj
f nj−1 − f nj
, 0 d˜j−1/21.
Therefore, the second inequality is derived due to the Harten’s Lemma [6]. 
Finally, it should be noticed that we failed to prove the same properties of the generalized Local
Lax–Friedrichs ﬂuxes as indicated by Theorems 3.3–3.5. The main difﬁculty is related to the very fun-
damental assumptions about boundedness, by which only f is bounded below and fu is bounded. Conse-
quently, the evaluation of (3.13) seems essential but not enjoyed by the GLLF ﬂuxes. Similar difﬁculty
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arises in proving Theorems 3.4 and 3.5. However, it is our belief that all generalized ﬂuxes should share
the similar theoretical properties. This argument is supported by the numerical results in Section 4. Much
deeper analytical investigation is left for future studies.
4. Numerical implementation
We test the convergence and stability of the generalized numerical ﬂuxes, in comparison with that of
the original ones. These latter ﬂuxes refer to such a usage of (3.1)–(3.3) in scheme (3.6) that the numerical
ﬂux at a cell boundary reads
f nj+1/2 = f˜ (unj , unj+1; aj+1/2),
where aj+1/2 = a(xj+1/2), if a(x) is continuous; otherwise, aj+1/2 = 0.5(aj + aj+1). In all ﬁgures and
tables, the so applied ﬂuxes of (3.1), (3.2) and (3.3) are, respectively, denoted by OG, OEO and OLLF.
See [17] for more details about the usage.
For the former ﬂuxes, we note that f (u∗(a), a) is nonincreasing in the two examples and that (3.4) is
actually equivalent to
min(b, c)m max(b, c).
Therefore, a valid intermediate state m between b and c can be chosen as
m= lb + (1− l)c, 0 l1,
among which l=0, 0.5, and 1 are applied in numerical experiments. Note that l=0 and l=1 correspond,
respectively, to f (u∗(m),m) = min(f (u∗(b), b), f (u∗(c), c)) and f (u∗(m),m) = max(f (u∗(b), b),
f (u∗(c), c)) in all the two test examples.
In the simulation, the computational interval is chosen as [0, 1]; the boundary values of the solution
variable are given exactly. Moreover, only the results by the ﬁnite volume schemes of (2.13) are presented
because those by the ﬁnite difference schemes of (1.9) will make little difference.
4.1. Test of convergence to smooth solution
This convergence test is made by approximating a smooth solution of (2.3)–(2.4), which is determined
by setting r =−10 and 0 = 0.1. The exact solution and other given functions are rewritten and labelled
as
Example 1.
u(x, t)= e
−10x
1+ 9e−10t , f (u, a)= u
(
1− u
a
)
, a(x)= e−10x, u0(x)= 0.1e−10x.
See Table 1, where the simulation time T and =t/x are ﬁxed. As the cell numberN increases, all
algorithms demonstrate the convergence and the expected ﬁrst order accuracy. For this change, there are
no signiﬁcant differences between the generalized and the original numerical ﬂuxes in terms of L1 and
L∞ errors. Also see Fig. 3, of which Fig. 3(a) shows some deviation of the numerical solutions by the
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Table 1
L1(0, 1) and L∞(0, 1) errors, and orders of convergence, for comparison among the generalized and original numerical ﬂuxes,
by Example 1
T = 0.3 N = 10 N = 20 N = 40 N = 80 N = 25 × 80
= 0.225 103error 103error order 103error order 103error order 103error order
l = 0 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GG L∞ 56.288 27.889 1.01 14.265 0.97 6.6992 1.09 0.1911 1.03
l = 0 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GEO L∞ 56.288 27.889 1.01 14.265 0.97 6.6992 1.09 0.1911 1.03
l = 0 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GLLF L∞ 31.893 14.119 1.18 8.0109 0.82 3.9520 1.02 0.1914 0.87
l = 0.5 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GG L∞ 34.931 17.655 0.98 8.2331 1.10 4.8722 0.76 0.2145 0.90
l = 0.5 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GEO L∞ 34.931 17.655 0.98 8.2331 1.10 4.8722 0.76 0.2145 0.90
l = 0.5 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GLLF L∞ 8.5034 9.1597 −0.11 6.0113 0.61 4.3566 0.46 0.2158 0.87
l = 1 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GG L∞ 62.139 35.000 0.83 14.950 1.23 7.2680 1.04 0.2289 1.00
l = 1 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0773 1.00
GEO L∞ 58.936 34.623 0.77 14.926 1.21 7.2680 1.04 0.2266 1.00
l = 1 L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
GLLF L∞ 15.065 17.188 −0.19 13.936 0.30 6.5748 1.08 0.2334 0.96
OG L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
L∞ 67.456 34.002 0.99 17.798 0.93 9.2517 0.94 0.3266 0.96
OEO L1 18.937 9.6653 0.97 4.9459 0.97 2.4762 1.00 0.0779 1.00
L∞ 67.456 34.002 0.99 17.798 0.93 9.2517 0.94 0.3266 0.96
OLLF L1 25.742 10.573 1.28 5.0035 1.08 2.4762 1.01 0.0779 1.00
L∞ 125.05 50.745 1.30 24.483 1.05 11.321 1.11 0.3290 1.02
original ﬂuxes from the exact solution.
Let T increase, however, the experiment indicates much difference between the two types of ﬂuxes.
TheseL1 andL∞ errors by all generalized ﬂuxes remain almost the same; in contrast, those by all original
ﬂuxes increase dramatically. As representatives, the generalized Godunov and Local Lax–Friedrichs
ﬂuxes with l= 0 are compared with the original ﬂuxes in Table 2; some of the comparisons are shown in
Fig. 4. Note that no any improvement can be made when applying much smaller .
We note that all generalized ﬂuxes behave very similarly or even identically, regardless of the choice of
l or m. This can be mostly explained by Theorems 3.4 and 3.5, because the example can be examined to
be strictly hyperbolic with fu > 0 for t < 0.22, and with fu < 0 for t > 0.22. Here approximately we have
fu= 0 for t = 0.22. Although these GLLF ﬂuxes are not included in the two theorems, they demonstrate
the similar properties. We remark that this should be true too for strictly hyperbolic problems at large.
4.2. Test of stability for sharp changes in ﬂuxes
To test the stability of numerical solutions and compare between the generalized and the original ﬂuxes,
the Riemann problem is given and labelled as
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Fig. 3. Comparison among the generalized and the original numerical ﬂuxes at T= 0.3, by Example 1.
Table 2
L1(0, 1) and L∞(0, 1) errors, with changes in simulation time T comparison among the generalized and original numerical
ﬂuxes, by Example 1
 = 0.225 N = 20, 103 error N = 40, 103 error N = 80, 103 error
T = 0.3 T = 0.6 T = 0.9 T = 0.3 T = 0.6 T = 0.9 T = 0.3 T = 0.6 T = 0.9
l = 0 L1 9.6665 14.009 14.318 4.9460 7.0411 7.1961 2.4762 3.5273 3.6027
GG L∞ 27.889 10.139 5.9252 14.265 4.9701 1.4963 6.6992 2.3880 0.2732
l = 0 L1 9.6653 14.009 14.318 4.9459 7.0410 7.1961 2.4762 3.5273 3.6027
GLLF L∞ 14.119 12.126 5.3272 8.1019 5.8932 1.4278 3.9520 2.5430 0.2634
OG L1 9.6653 21.859 26.539 4.9460 11.096 12.853 2.4762 5.5703 6.3167
L∞ 34.002 179.36 216.99 17.798 100.36 116.04 9.2517 52.962 59.974
OLLF L1 10.572 35.938 42.711 5.0035 14.440 16.513 2.4762 6.3702 7.1638
L∞ 50.745 210.14 250.39 24.483 107.72 124.42 11.321 54.892 61.974
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Fig. 4. Comparison among the generalized and the original numerical ﬂuxes at T = 0.6, by Example 1.
Table 3
Find maximal integers of al that ensure numerical stability in Example 2, for each algorithm and changeable , other parameters
are ﬁxed by x = 0.005, T = 0.45
 l = 0 l = 0.5 l = 1 OG OEO OLLF
GG GEO GLLF GG GEO GLLF GG GEO GLLF
0.45 > 107 > 107 > 107 43 43 11 26 21 6 < 2 < 2 < 2
0.45/2 > 107 > 107 > 107 165 165 45 99 80 23 < 2 < 2 < 2
0.45/4 > 107 > 107 > 107 647 647 183 385 318 92 < 2 < 2 < 2
0.45/8 > 107 > 107 > 107 2557 2557 734 1522 1272 367 < 2 < 2 < 2
Example 2.
u0(x)= 0.3a(x), a(x)=
{
al if x < 0.3,
1 otherwise, (4.1)
where f = u(1− u/a).
This example is actually related to trafﬁc ﬂow problems, see [13,15,17,18,26–28]. It suggests that the
initial density 0(x) ≡ u0(x)/a(x) be a constant, and that the lane number a(x) change from some al to
1 at the bottleneck x= 0.3. If al is not larger than a certain value, all initial propagations will go forward;
otherwise, there must be a ‘blow-up’ in density before the bottleneck.
In the following, simulations of this latter case proceeds with the increase of al , which also means the
increasing ﬂux for x < 0.3. Note that all numerical solutions are nonstrictly hyperbolic since the sign of
fu turn from nonnegative to nonpositive through the bottleneck upstream. At x = 0.3+, we must have
fu = 0, or equivalently  ≡ u/a = 0.5. Here  represents the density.
See Table 3 and Fig. 5(a). When applying the generalized fuxes with l = 0, or equivalently with
f (u∗(m),m) = min(f (u∗(b), b), f (u∗(c), c)), we are astonished to ﬁnd that the simulation proceeds
smoothly as al → ∞ (Fig. 5(a)). Recall Theorem 3.3, where the CFL condition only involves the two
bounds of fu (p and q of (1.5)), these amazing results are well explained. The theorem says, even with
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Fig. 5. Comparison among the generalized and the original numerical ﬂuxes at T = 0.6, by Example 1.
boundless a(x) and f (u, a), that the numerical solutions of GG and GEO ﬂuxes are conﬁned under the
very favorable CFL condition that can be easily examined to be 0.5 in this example. As mentioned,
here the conﬁnedness of the solution actually reads: 01, which is of physical meanings.
By the above observation, it seems that we may have two conclusions generally. First, with the same
choice ofm, namely f (u∗(m),m)=min(f (u∗(b), b), f (u∗(c), c)), the GLLF ﬂux should share the same
property as described in Theorem 3.3. Second, the discussed conﬁnedness is not only essential but should
be also sufﬁcient to ensure stability. These remains as conjectures for further proofs.
We now observe the results by the generalized ﬂuxes with l = 0.5, and l = 1. Also see Table 3; and
some results are shown in Fig. 5(b) and (c). We have the following two comments.
First, the maximal integers of al that ensure the stability become smaller as l is increasing. For such
a nonstrictly hyperbolic problem, this indicates that the ﬂuxes are more ‘upwinding’ as l is closer to 0.
In general, the ﬂuxes should be more ‘upwinding’ for the choice of m such that f (u∗(m),m) is closer
to min(f (u∗(b), b), f (u∗(c), c)). Here the ‘upwinding’means that the computation is close to the wave
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propagation. This argument is reasonable also because the choice of f (u∗(m),m) = min(f (u∗(b), b),
f (u∗(c), c)) retrieve the exact Riemann solver for the generalization of the Godunov ﬂux.
Secondly, the integers become larger for smaller . This implies that the CFL conditions for stability
are also dependent on the upper bound of a(x), or more generally, on the upper bound of f (u, a). In
other words, these CFL conditions become stricter as the bound is increasing. Consequently, no CFL
condition is applicable as the bound goes inﬁnitely. The performance is quite different from that for l=0,
or equivalently for f (u∗(m),m) = min(f (u∗(b), b), f (u∗(c), c)), so it indicates that the conclusion of
Theorem 3.3 could be hardly made for an arbitrarily given m of (3.4) when the problem is nonstrictly
hyperbolic and f is not bounded above.
Being compared, the numerical solutions by the original ﬂuxes are hardly stable; and the results are
unacceptable even for al not more than 2. See Fig. 5(d), where the solutions by the original ﬂuxes are
shown for the choice of al=2. Note that no improvement could be made even much smaller  are applied.
This implies that there are hardly any CFL conditions to ensure the stability even for a ﬁxed al .
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