Abstract: We study the asymptotic shape of the solution u(t; x) 2 0; 1] to a one-dimensional heat equation with a multiplicative white noise term. At time zero the solution is an interface, that is u(0; x) is 0 for all large positive x and u(0; x) is 1 for all large negative x. The special form of the noise term preserves this property at all times t 0.
Introduction
Our goal is to study the shape of the wavefront for the following stochastic partial di erential equation (SPDE) u t = 1 2 u xx + ju(1 ? u)j 1=2 _ W for (x; t) 2 R 0; 1)
(1.1) u(0; x) = u 0 (x): Here we write u t ; u x ; u xx for the partial derivatives of the function u(t; x). We shall also write u(t) as shorthand for the function u(t; x). If the initial function u 0 (x) is continuous and satis es u 0 (x) 2 0; 1] for all x 2 R, then it is possible to construct solutions u(t; x) for which u(t; x) 2 0; 1] for all t; x (see section 2 in Shi94]). Furthermore, the solutions are jointly continuous in (t; x). Throughout the paper we shall consider only such solutions.
The equation (1.1) arises in population biology; see Shiga Shi88] .
Roughly speaking, u(t; x) represents the proportion of the population at position x and at time t which has a certain trait. The term u xx represents the random motion of individuals. The number of matings at site x and at time t between individuals with and without the trait is proportional to ju(1 ? u)j. The trait is neutral, so there is no drift term in (1.1). The term ju(1 ? u)j 1=2 _ W represents random uctions in the frequency of mating. From our point of view, however, (1.1) is interesting because it may be the simplest SPDE exhibiting a nontrivial interface. We de ne the interface below, but rst we give an intuitive description. One imagines that there is a region in which everyone has the trait, and hence u = 1, and a region in which no one has the trait, and hence u = 0. The region in between is called the interface. We note that interface problems have a long history, for example in the Ising model and in growth models such as rst passage percolation. In the context of rst passage percolation, we refer the reader to Kesten Kes93] .
Let C be the space of continuous functions from R to 0; 1], with the topology of uniform convergence on compacts. Let = C( 0; 1) ! C) be the space of continuous paths, let U t be the coordinate process on , let F be the Kolmogorov -eld on , and let F t be the -eld on generated by fU s : s tg. In Shi88], Shiga used duality to show that, for each f 2 C, a continuous C-valued solution to (1.1) satisfying u 0 = f is unique in law.
Let P f be the law on induced by this solution. Then (P f ) f2C forms a strong Markov family. If is a probability measure on C, we de ne P = R C P f (df).
We now de ne the interface of a solution. For f 2 C, let L(f) = inffx 2 R : f(x) < 1g R(f) = supfx 2 R : f(x) > 0g be the left and right hand edges of the interface, respectively. Let C I be the subset of functions f 2 C for which ?1 < L(f) < R(f) < 1. If u 0 2 C I , then u(t) 2 C I for all t 0. This is a variant of the compact support property, applied both to the process u(t; x) and to the process 1?u(t; ?x). The compact support property follows from the same line of argument that is used for the super-Brownian motion. We quote the following lemma from section 3 of Tribe Tri95]. Lemma 1.1. Let Applying this lemma to the process 1 ? u(t; ?x), which is also a solution to (1.1), gives a similar result for the left hand edge L(u(t)).
We now suppose that u 0 2 C I . For a solution u(t; x) of (1.1), we let u(t; x) = u(t; x + L(u(t))), which is the solution viewed from its left hand edge. Note that L( u(t)) = 0. We also de ne the translated coordinate process by +^1 if L(U t ) = ?1: Note again that L(U t ) = 0. We say that , a probability measure on C I for which ff 2 C I : L(f) = 0g = 1, is the law of a stationary interface if, under P , the law of U t is for all t > 0. Theorem 1. There exists a unique stationary interface law on C I . Furthermore, for each f 2 C I , we have that the measure P f ( U t 2 ) converges in total variation to as t ! 1. In addition, the moment of the width of the interface R C I (R(f) ? L(f)) p (df) is nite if 0 p < 1, and in nite if p 1.
Note that without the noise term, the in nite speed of propagation of the heat equation would result in L(u(t)) = ?1 and R(u(t)) = 1 for all t > 0. Furthermore, the solution would spread out so that u(t; x) ! 1=2 as t ! 1 for each x.
We now compare this result with some other recent results about stationary solutions for stochastic pde's. Mueller and Sowers ( MS95] ) study the equation
It is proved that for small " in (1.3), the law of R(u(t)) ? L(u(t)) tends toward a stationary distribution and that the interface travels with linear speed. The tools used in MS95] are very di erent, and would apply to a class of equations with coe cients satisfying the same general properties. However, the result relies on taking " small, so that the equation closely follows the underlying deterministic KPP equation over nite time intervals. Another stationary travelling wave was found in Tri96] for the equation u t = u xx + u ? u 2 + p u _ W:
(1.4) This result does not rely on small noise but, as in MS95], relies on the mass creation term u?u 2 that drives the solution through space. We believe that this driving force makes the nite width of the interface more plausible. Thus, the existence of a stationary interface for (1.1), where there is no such driving force, is more interesting. To obtain this more delicate result, however, we rely heavily on the explicit moment formulae given by duality. We do not yet have general techniques that will establish the existence of an interface for a class of stochastic pde's. We note that the interface for (1.2) does not have a linear speed, and indeed has been shown to move in an asymptotically Brownian way (see Tri95] ).
While preparing this paper, we received a preprint from T. Cox and R. Durrett which deals with a related problem in particle systems. They consider the 1-dimensional unbiased voter model t (k), with long range interactions which are symmetric with respect to re ections in the k = 0 axis. The process begins with 1's to the left of 0, and 0's to the right. Using duality, they show that P i<j 1( t (i) = 0; t (i) = 1) is not likely to be large. This leads to a proof that there is a stationary interface solution in their discrete space situation. They give various conjectures about moments for the length of the interface. The stochastic pde (1.1) can be derived from the long range voter process (see Mueller and Tribe MT95] ) and we believe that theorem 1 sheds light on their conjectures about the length of the interface.
We now discuss the proof, which has two ingredients. Duality gives explicit formulae for the moments, which are used in section 2 to prove the following lemma. This lemma gives the stochastic compactness of the width of the interface. Lemma 1.2. Let u be any solution to (1.1) with deterministic initial condition u 0 = f 2 C I . Then E(jR(u(t)) ? L(u(t))j p ) C(f; p) < 1 for all t 0; p 2 0; 1).
This lemma is used to establish the existence of a stationary interface. The second ingredient is the construction of certain coupled solutions to (1.1). We say that two solutions u; v are completely coupled at time t if there exists y 2 R such that u(t; x) = v(t; x + y) for all x 2 R.
In section 3 we construct two coupled solutions with nite interfaces at time zero. We show that these solutions have positive probability of completely coupling. In section 4 we use this coupling to show the uniqueness of the stationary interface, and then nish the proof of theorem 1.
Stochastic compactness for the width of the interface
In this section we prove Lemma 1.2. We will use C to denote a quantity whose dependence will be indicated, but whose exact value is unimportant and may vary from line to line. There is a duality relation for (1.1), and it gives a formula for mo- Now one applies the bound in (2.1) over the region fz > 1g, with the choice z 2 = y 2 ; z 3 = y 3 ; z 1 = y 1 + x; z 4 = y 4 + x: Then one applies the bound in (2.2) over the region f0 < z < 1g (throwing away the terms in z 1 and z 4 in this second case). A little algebra then results in (2.3).
We now need to use this information about the amount of mass in the interface to control its width.
Lemma 2.1. Let u be a solution of (1.1). There exists a constant C so that for all ; with + 4 we have P(R(u(2)) ) CE Z 1 u(0; x)dx + C exp(?( ? ) 2 =64):
Proof. The basic method is to obtain a lower bound for the Laplace transform E(exp(? R 1 u(2; x)dx)). As ! 1, the transform converges to P( R 1 u(2; x)dx = 0) = P(R(u (2)) where in the last inequality we used (2.4) and the well known inequality
We now take expectations of X t and let ! 1. where the last inequality comes from estimating the double integral.
Combined with (2.6) this completes the proof. 2
We now complete the proof of lemma 1.2. De ne approximate right and left hand edges of the interface bỹ L(t) = inffx :ũ(t; x) = 1=2gR(t) = supfx :ũ(t; x) = 1=2g:
The smoothed solutionũ satis es jũ x (t; x)j 1, which implies that ZL by Chebychev's inequality. For z 4 we have P(R(u(t + 2)) L (t) + 2z + 1) P( 0 ) + P(R(u(t + 2)) L (t) + 2z + 1; c 0 )
u(t; y)dy; c 0 + Ce ?z 2 =64
(using lemma 2.1 and the Markov property)
Cz ?p E(I p (t)) + Ce ?z 2 =64 (using 2.7).
A similar bound holds for P(L(u(t + 2)) R (t) ? 2z ? 1) and thence for P(R(u(t + 2)) ? L(u(t + 2)) 4z + 2). So, for 0 q < p < 1,
z q?1 z ?p E(I p (t)) + e ?z 2 =64 dz C(q; p)(1 + E(I p (t))) C(f; q; p):
To bound the expectation for t 2 0; 2] one may use the nite speed of motion of L(u(t)) and R(u(t)) in Lemma 1.1. Indeed the super exponential decay of the tail probability of R(u(t)) implies that bothe the expectations E(sup t 2 jR(u(t)) ? R(f)j q ) and E(sup t 2 jL(u(t)) ? L(f)j q ) are nite for any positive q. This completes the proof. Proof. We shall include in the proof several lemmas whose proof we delay until after we complete the main argument.
We may assume, by applying a possibly random translation at time zero, that the interface of u 0 is contained in 0; K] and the interface of v 0 is contained in ?K; 0]. Thus v 0 (x) u 0 (x). We shall take a coupling of solutions u; v so that the di erence D(t; x) = v(t; x)?u(t; x) remains non-negative and of compact support for all time, and which will be an approximate solution to (1.1). We shall then compare the total mass R D(t; x)dx with a one dimensional di usion to show that D may die out by time one.
Take two independent white noises W 1 ; W 2 . Let g(z) = jz(1 ? z)j 1=2 . We take solutions u; v satisfying for t 0 and x 2 R To complete the proof we need to show that the process D has some chance of dying out by time one. Since D remains non-negative, this is equivalent to the integral R D(t; x)dx reaching zero. Note that this integral is a non-negative martingale and hence converges. We have been unable to exploit this fact to give a quick proof, however. If D were an exact solution to (1.1) then one could give a relatively short proof (see Tri95] ). However, for our equation we seem to need a longer argument, which is the content of the rest of this section.
Since In the last inequality we used the fact that the exponential is a nonnegative local martingale and therefore has expectation bounded by one. Substituting (3.10) in (3.9) shows that P( In the rest of this section we complete the proofs of lemmas 3.2 -3.5. Proof of Lemma 3.2. One may use methods similar to those used in Theorem 2.2 of Shiga Shi94]. We summarize the argument used there.
The functions g and f are approximated by Lipschitz functions, the Laplacian by a bounded operator, and the white noise by a smoothed white noise. The resulting equations have unique solutions for which the functions u(t; x) are semimartingales for each x, and one may use Ito calculus to verify that the required inequalities are satis ed. The approximations may be checked to be relatively compact, and any limit point will be a solution which still satis es the required inequalities. To complete the last proof in this section we need a large deviations lemma. Let W be an adapted white noise on a ltered probability space We shall show inductively that with high probability, the process D at time s n will take values less than 1 2 outside the interval I n , whilst being supported inside the interval J n . Note that the speed of the deterministic equation The same bound holds for ( D(t; x) ? D(t; x)). Taking suprema over x and using Gronwall's Lemma, we see that for t s n S(t) e t supfjN 1 (s; x)j : s n s t; x 2 Rg:
Now we apply Lemma 3.6. In the lemma we take H(s; y) = 1 2 h(s n + s; y) 1 and E t = F 0 sn+t . Note that Another application of Lemma 3.6 allows us to choose (K; ") so that for all , P supfjN 2 (t; x)j : x 2 R;t 2 t 0 ; ]g 1 4 "=2:
On the set in (3.13), the deterministic part G t?t 0 D(t 0 ; x) is bounded by Lemma 4.1. Given two probabilities 1 ; 2 on C I , there exist coupled processes (u 1 t ; u 2 t ), for which u i has law P i for i = 1; 2, and such that, with probability one, u 1 and u 2 are completely coupled for all large times. Proof. The basic idea is simple. Lemma 3.1 gives a coupling which has a positive chance of successfully leading to a complete coupling by time one. If it fails we can repeat the attempt. Lemma 1.2 shows that the width of the interfaces will not grow and this leads to repeated attempts at complete coupling with the same chance of success. We now give the details.
It su ces to prove Lemma 4.1 in the case where i gives probability 1 to a single function f i 2 C I for i = 1; 2. The solutions will be constructed by using the coordinate mappings u i t = U i t ; i = 1; 2 on the product space ( ; F t F t ), under a suitable law P. Taking n large enough achieves a contradiction, which proves (4.1) must hold for some n. Now we modify the construction so that after the rst time of complete coupling, we let v follow a translated copy of u. This allows the complete coupling to occur for all large times. 2
Now we establish the existence of a stationary interface. Fix f 2 C I .
Let t be the law of the translated process U t under P f . The basic idea is to nd a limit point of f t g and to show that it must be the law of a stationary interface. Our rst goal, therefore, is to show that f t g t2 1;1) is a tight family of measures on C I . Fix " > 0. By Lemma 
is continuous on S(l) = ff : 0 L(f) R(f) lg.
Proof. Fix T; l > 0; 2 and f; g 2 S(l). Take a coupling of four solutions u (f) ; u (g) ; u (f^g) ; u (f_g) . Here, the superscript denotes the initial value, and we require that u (f^g) min(u (f) ; u (g) ) and max(u (f) ; u (g) u (f_g) for all time. We can construct such a coupling for which all of the solutions are driven by the same white noise (see Shi94] section 2). In the following we use the simple inequality that e ?x ? e ?y y ? x whenever y x. E exp ?
The same bound holds when f and g are interchanged, so that
Suppose that f; g 2 S(l) now satisfy sup x jf(x)?g(x)j . Using the coupling construction of section 3, we may construct another coupling u; v of solutions to (1.1) so that v(0) = f^g, u(0) = f _ g, and the di erence process D = u ? v remains non-negative and satis es (3.3).
The process M(t) = R D(t; x)dx is a martingale, and until the stopping time = infft : sup x D(t; x) 3=4g it satis es M](t) 1 4 M(t). At time zero, we have sup x D(t; x) and M(0) l . Arguing as in section 3, we may take small enough to ensure that u(T; x) = v(T; x) for all x, with probability as close to one as desired. This, and the control on the left and right hand edges of the interface given by Lemma 1.1, are enough to show that by taking small, the right hand side of (4.5) can be made arbitrarily small. 2
We now complete the proof of existence of a stationary interface. By tightness, there exists a sequence t n ! 1 and a probability measure on C such that tn ! weakly. We will now show that is concentrated on ff : L(f) = 0g, and is a stationary measure. Fix T > 0, and let T be the law of U T under P . To justify the above convergence, rst approximate by reducing the integral to the closed subset S(l). Then apply the weak convergence of tn , using Lemma 4.2 to see that the integrand is continuous.
By the coupling Lemma 4.1, there is a coupling of processes u; v where u has law P f and v has law P T , and the processes completely couple with probability 1. Therefore, the total variation distance between the law tn of u(t n ) and tn+T of v(t n ) tends to 0 as n ! 1. Since this is true for all 2 , we have that T = . Since T is concentrated on ff : L(f) = 0g, so is , and since T = for all T > 0, we have proved the required stationarity.
Applying Lemma 4.1 with 1 a point mass at f 2 C I and 2 the law of the stationary interface, we see that the law P f ( U t 2 ) converges in total variation to that of the stationary interface.
Finally, we prove the niteness of the moments stated in theorem 1. The nite moments of the width follow immediately from Lemma 1.2 and Fatou's lemma. For the blow up of the higher moments, we need another moment result (see Tri95] Lemma 2.1). If u is a solution to (1.1) with deterministic initial condition f 2 C I , then for any x 0, E Z u(t; z + x)(1 ? u(t; z))dz ! 1 as t ! 1. 
