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Abstract. Decision support systems give an opportunity to «ascertained« information out-
putappropriate of user needs.SemanticV1.5beta package meant for representation and visualization 
knowledge by way of semantic network, as well as  access to knowledge base on the graphical interface and 
query language.This article gives information about test and performance of indexing approach facts, 
realizedin SemanticV1.5beta. 
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Наиболее активно на сегодняшний день растут неструктурированные данные и ин-
формация в электронном виде – их объем удваивается каждый год, и некоторые компании 
буквально тонут в океане данных.Управление информацией (УИ) стало одной из ключевых 
задач во всех отраслях, и компании ищут способы сократить производственные расходы, 
позволяющие эффективно управлять электронным содержимым хранилищ данных. 
Появление баз данных (БД) знаменовало собой немалый шаг на пути организации ра-
боты с декларативной информацией. В базах данных могут одновременно храниться боль-
шие объемы информации, а специальные средства, образующие систему управления базами 
данных (СУБД), позволяют эффективно манипулировать данными. 
Традиционные информационные системы независимо от доступных средств или при-
меняемых технологий обеспечивают пользователя «сырой» информацией без каких-либо до-
полнительных пояснений. Они просто обрабатывают и распространяют данные, хранящиеся в 
базе данных.Системы поддержки принятия решений состоят не только из базы данных, но 
также из базы, содержащей техники, методы, прогнозы и статистику, что делает возможным 
комплексную обработку доступной информации. Они дают возможность «индивидуализиро-
ванного» вывода информации, соответствующего потребностям пользователя. 
Известные алгоритмы ускорения логического вывода, в частности, RETE [1], ускоря-
ют вывод приблизительно на три порядка, не устраняя, однако, экспоненциальной сложности 
задачи поиска решений в продукционной модели знаний. Радикально ускорить извлечение 
фактов можно при условии запоминания результатов предыдущих обращений к базе знаний в 
виде вторичных фактов (прецедентов). Первичными будем называть факты, которые не явля-
ются результатами работы правил. В работе [2] показано, как механизм прецедентов позволя-
ет не только устранить необходимость углубления по дереву поиска при повторном решении 
задачи, но существенно сократить даже время первой резолюции цели, поскольку дерево ре-
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шений может содержать большое число повторяющихся фрагментов, спуск в которые может 
быть заменен обращением к прецеденту. 
Однако создание базы прецедентов влечет за собой проблему контроля  актуальности 
прецедентов в условиях изменчивости базы фактов. В данной работе была исследована кон-
цептуальная модель базы знаний, предложенная И.А. Бессмертным [3]. 
Метод индексации фактов реализован в программе SemanticV1.5beta. Данная про-
грамма, разработанная в Санкт-Петербургском НИ университете информационных техноло-
гий и оптики, предназначена для представления и визуализации знаний в виде семантиче-
ских сетей, а также для доступа к базам знаний с помощью графического интерфейса и языка 
запросов.Данный программный продукт может использоваться в режиме обучающей систе-
мы, в котором база знаний содержит в неявном виде некоторую гипотезу, например, диагноз, 
а пользователь, задавая вопросы, должен выявить данную гипотезу, затратив на это минимум 
вопросов. Кроме того, программа может работать в режиме экспертной системы, сопоставляя 
имеющиеся факты с правилами в базе знаний. 
Поскольку прямой логический вывод предполагает независимую обработку каждого 
правила, длительность вывода имеет линейную зависимость от числа правил. Следовательно, 
оценку быстродействия можно оценивать на одном правиле.Тестирование данного метода 
проводилось на базе знаний, описывающей родственные отношения. Эксперименты на тес-
товом наборе фактов показали, что эффективность индексации фактов зависит также от ре-
зультативности правил. Если количество успешных применений правил невелико, то время 
вывода с использованием индексов стремится к нулю. Если каждая комбинация исходных 
фактов приводит к успешной резолюции (ситуация, на практике, маловероятная), то исполь-
зование индексов только увеличивает время за счет издержек на индексацию. В использован-
ном примере успешными были приблизительно 15  всех применений правил. 
Кроме того в работе было проведено сравнение метода предложенного И.А. Бессмерт-
ным и алгоритмом Rete. Главное отличие заключается в том, что только индексация фактов 
выполняется заблаговременно, а операция предварительного отбора фактов выполняется не-
посредственно перед резолюцией. Это означает, что факты и правила могут существовать 
отдельно, в т. ч. на разных сетевых ресурсах, что соответствует концепции Глобальной Се-
мантической Сети [4]. В ходе предварительного отбора фактов для каждого условия правила 
создаются множества кортежей значений переменных, используя которые можно в отдельных 
случаях отказаться от резолюции правил, а, используя операции реляционной алгебры над 
кортежами, сразу получить множество решений правила. Тестирование метода индексации 
фактов показало его работоспособность и ускорение приблизительно на порядок по сравне-
нию с «наивным» логическим выводом.  
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