The article discussed the selected methods of measurement systems analysis (MSA) in case of different devices usage. Analysis of variance is a common method, widely accepted and applied in industry to analyze measurement systems by taking into consideration different sources of variability: equipment, operators, parts and their interaction. Regression is a method which could simplify the analysis by shortening its time and decreasing sample size. It also may enable more clear and suitable answer. The included case study concerning two coordinate measuring machines (CMM) indicates the usefulness of the regression as a method for high precision and automated measurement systems comparison. Some actions resulting from the inferences can be undertaken by managers and engineers in industrial enterprises to reduce the cost of double measurements.
INTRODUCTION
Since statistics started to be appreciated also in industrial engineering, some of the common statistical methods are applied in the new environment. Several of the procedures were implemented with changed names, but some of them needed to be modified to be valuable. Especially, it happens in different conditions with certain assumptions appropriate for measurements in production. Measurements are conducted by engineers for many reasons, such as control of production processes, quality control of products and components, designing new processes and appliances or others. One of the most interesting issue apart from the inferences from the observed process is the measurement error [1] .
Control charts are basic methods applied to production processes supervision. Many authors like Chambers [2] , Ko czak [3] , Wheeler [4] pay special attention to correct reaction on signals from the charts which may save a process from becoming unstable.
One of the most dangerous actions done sometimes by engineers is too fast reaction on signals from a control chart without knowing the possible measurement error. This may lead to a catastrophe. Hence, some methods of measurement system quality assessment were proposed. Considering a measurements of a process we can divide its total observed variation into two main sources: 2 2 2 system t measuremen process total where process 2 is the true variation of produced parts, and measurement system 2 is the variation of the measurement system. A good measurement system is the one which has the less influence on the total variation. Thus, we are interested in minimization of
We can classify measurements variability into different categories (Figure 2) .
The problem analyzed in the paper regards a common situation when the same process is measured and monitored by two different measurement systems. Equipments applied in both systems can be similar, but whole systems may still differ significantly. The consequence of the situation is the possibility of taking wrong decisions leading to change a predictable process into unpredictable and uncontrolled. This, in turn, may cause financial consequences arising from producing parts which are out of tolerances with their true dimensions and assembly problems. Moreover, if such a problem arises when comparing customer and supplier measurement systems there is a risk of unnecessary claims and conflicts. In the projects, which introduce new designs of parts or products, one of the essential issues is time. Double measurements resulting from lack of trust and different systems causes delays in releasing processes.
In reality, the problem is very complex. Managers and engineers usually tend to work based on standardized solutions published in internal, national or international norms such as ISO or similar. Measurement system analysis methods are normalized in the MSA norm. However, guidelines included in the norm does not specify exactly means of analysis for specific cases. Most types of approaches consider situations in which one device is used by many operators. For the case as raised in the paper, there are two systems (devices) applied for process control. This requires some modifications of measurement systems assessment techniques.
One of the critical results coming from discrepancies between different control systems are delays in new components releases. Reasons of the problem are connected with measurements which are contradictory. If the new product is going to be produced internally, the significance of such an issue is less. There still exist a possibility to agree that only one system will be consequently applied to monitor the process variation. Such management decision will be, however difficult if the problem concerns cooperation with a supplier. Then releasing parts requires agreement that they are produced according to specifications. Practice shows many examples where even the most important dimensions when measured differently cannot be assessed the same. Extreme situations are when one of the systems shows results outside lower tolerance, and the second above the upper limit. It really causes interpretational troubles. Secondly, lengthen necessary time for the whole project very often means also special preparations such as building stocks in rented magazines, transportation etc. Summarizing all the things together, fast and simple method appropriate to implement in this environment should be welcomed. By improving comparability of the results from the systems, time reduction of the process should be possible. If the relationship between them is known, measurements conducted by one of the side can be reduced.
It is easily noticeable that total observed variance of a process consists of two main sources -variability of parts dimensions and measurements error. The second source is considered in the article in the context of using two different measurement systems to monitor the same process. Variability sources connected with measurement systems are defined here as follows: Repeatability -differences in results obtained by an operator with the usage of a specific measurement system when measuring the same parts, Accuracy -difference of the measurements average of a component from its true value (the biasness), Stability -ability of a measurement system to maintain its properties in time, Linearity -ability of a measurement system to keep the same error independently of what is the true value, Precision -property of a measurement system related to deviations of results from the average result of a part, Reproducibility -differences in results obtained by one measurement system compared with results of another system when measuring the same parts.
The influence of several factors such as biasness, stability, linearity and precision on measurement errors is normally controlled by systematical machines calibrations. Some of the problems, however cannot be simply solved with this movement. This regards the differences in results when using devices of the same quality. The problem then is to chose the fastest and the cheapest way of assessing quality of measurements which fulfills requirements of taking correct decision according to certain criteria. Hence, a simple criterion is proposed to distinguish between acceptable and unacceptable measurement systems when using regression method and is compared to classical approach of measurement system analysis described widely in Automotive Industry Action Group (AIAG) [5] , and Dietrich, Schulze [6] .
Highly precise and automated Coordinate Measuring Machines (CMM) are used for measuring parts in the analyzed case study. The meaningful information is that both systems are quite expensive (costs of a new equipment starts at tens of thousands USD). The measurement errors certified by producers are given in tens of microns 1 . Still, however very different results are possible. The easiest solution would be to treat one of the system as always bettera master system according to which the second one is adjusted and calibrated. Here, however the quality of both can be similar and high. They may differ according to their construction details, producers, software, touch triggers, programs etc. Thus, in such situation it is necessary to manage with two equivalent systems, where none of them can be considered as better.
MEASUREMENT SYSTEM ANALYSIS USING ANOVA FOR TWO TREATMENT DESIGN
Analysis of variance is a method recommended for measurement system analysis as the most precise and valuable, compared for example to an average and ranges method [7] . The arguments are because of the interaction factor between parts and operators which is also included in a research. This is a kind of standard analysis of measurement systems according to Automotive Industry Action Group (AIAG), which is applied also in many other industries.
In order to understand why this approach is adopted as a standard, it is necessary to know the realities of a common situation, in which it is used. There are two measurement conditions considered in the analysis. The first is typically the influence of appraisers, mostly related to reproducibility and the second one is repetition (repeatability) related to an equipment quality. In such case, the ANOVA Table is built for two factors. When analyzing a case with more than one equipment we would need three factor design ANOVA. The case is restricted to the usage of automatic devices, which minimize the influence of human factor. Such an example requires some modification of ANOVA calculations and interpretation. If highly automated systems are applied, by definition the influence of operator is very little. Assuming this, the factor related with an appraiser can be replaced by an information about the measuring system, because this is then a measurement condition which changes in the system. In such case, the ANOVA Table is built as follows ( Table 1) .
Where i = 1,..., n is the number of parts, j = 1,..., k is the number of devices (equipment) and r = 1,..., m is a number of measurement repetitions. In order to assess the quality of the whole system it is needed to estimate and interpret the following indicators.
Such an approach requires at least two repetitions and two devices to enable estimation of both factors influence. Thus, the total cost of research grows when increasing number of devices used and repetitions. The first column names the sources of variation. Equipment variation ( EV ) can be connected with the possibility to obtain results close to the previous. The higher value is observed, the worst is the system itself. SV (measurement systems variation) is the result of variability caused by differences in average results obtained by different devices. The higher estimatethe poorer is the comparability between analyzed systems. The interaction term ( INT ) is the estimator of the interaction between values obtained for components and applied device. In order to assess a system, first GRR = 2 + 2 + 2 indicator is calculated and then estimator of %R & R = GRR GRR + PV is taken into consideration for final assessment.
A Case Study with the Usage of Two Coordinate Measuring Machines
Ten parts where randomly chosen from the production process. Each of them were measured twice using two different machines operated by a metrologist in a laboratory. Summarizing, the total number of measurements was equal to 40. Presented example concerns a situation, where two different machines are used for process control, assessment of product quality and if it meets the specification. The product is a metal part, with its length as one of the most important characteristic (critical to quality) for assembly and a customer. Here the influence of an operator is eliminated by automatization, so this factor is replaced by an information about a device. ANOVA results were obtained with the usage of Minitab program [8] . Calculations for the example are presented in Table 3 . 
Repeatability nk r 1 ( ) Contrary to the standard analysis of measurement system where different operators are considered, here there are two different machines. Thus, the interpretation of reproducibility is a difference of the results obtained with different machines.
To interpret the results in the context of a straightforward decision about the system, it is necessary to compare them with certain criteria. According to AIAG guidelines, the limit of total measurements error acceptance when studying variances is maximum 9% if the gage R&R (repeatability and reproducibility) variation ( 2 ) is divided by total variation ( 2 + 2 ), however 1% is recommended. Because of the interpretation utilities, it is common to compare standard deviations. Then the corresponding criterion is 30% with the recommendation of 10% for. In the analyzed case, the highest influence on the measurement variation has reproducibility. It means, that the most important factor in the model is a device used for measurements. Summarizing, although the results show that system is conditionally acceptable (6,36% and 25,22% for variations and standard deviations analysis indicators), in fact the analysis does not give the exhaustive information about what is really important in the whole system -statistical relationship between measurements from two different machines.
In case of serial production, measurements often has not the highest priority. One of the biggest challenge for a researcher is to collect data. That is why sample sizes are frequently reduced to minimum. It also should be noticed that a measurement costs time and money. All these factors in consequence make an atmosphere where some optimizations are strongly recommended.
MEASUREMENT SYSTEM ANALYSIS WITH THE USAGE OF LINEAR REGRESSION
When analyzing issues related with real processes in a production enterprise, it is impossible to ignore very specific atmosphere accompanying a research. There is continuously time pressure on results and willingness of most costs reduction.
Linear regression is a well-known method commonly used in modeling relationship between variables. Considering two variables, the model reduces to a special case with one regressor and a regressant. The question which is put when analyzing two measurement systems sounds "What result will we get if we use a measurement system on condition that we have a certain result from another one?". Similar approach was discussed by several authors [9] [10] [11] [12] [13] . The question leads to the analysis of results relationship between different means of measurement. Estimation of the function y = f x ( ) requires an assumption of which variable is dependent and independent. However, both systems are completely independent. Thus, a decision of which variable is to be placed on which side of the model depends only on the researcher's choice. A logical approach, however would recommend placing on the left hand side the variable describing result from a system treated as superior (e.g. customer's system or a system that historically was used to assess the quality of a measured part as the first or more often). Then the estimates of parameters characterizing the influence of a regressor can be seen as an assessment of how good is the quality of the new system to reflect the current system results. Although, the only thing which should determine measurement result should be the true value, statistical relationship should be significant.
The model y i = a + bx i + i , i = 1,..., n describes a linear relationship between two systems and ordinary least squares estimates gives the approximation of the function. If the parameters meets the requirements a = 0 and b = 1 , then such a relationship can be considered as the ideal state.
A well-known t-test can be applied to test the relationship. If there is no ground to reject both hypotheses of a = 0 and b = 1 with the assumed level of significance, then the measurement systems are assumed to be equivalent. For the considered example, the results based on 10 measurements from each machine obtained with the usage of Minitab program are as follows ( Table 4 ). In order to fully assess the quality of the measurements and answer the stated question, residuals from the model should be analyzed more carefully. The distribution of the residuals is characterized by Figure 5 . From both, practical and theoretical point of view, the distribution of residuals is important. To verify a hypothesis of a normal distribution of residuals, a Shapiro-Wilk test was applied. W statistic was obtained ( W = 0, 96 ) and compared with the critical value of W 0,05 = 0, 84 resulting with the inference that there is no ground to reject the null hypothesis.
Although the measurement systems seem to be comparable, there are some differences in results because of existing sources of errors. Proposed criterion corresponding to the one from MSA norm, for measurement systems acceptance can be
where SE is the standard error from the model, and SE is the estimator of total standard deviation from measurements.
Such a defined indicator can very simply and exhaustively show the share of uncertainty coming from specific measurement error compared to the total variation. Different level of acceptance may be considered. If 10%, the system could be fully acceptable, if 10% < 30%, then the decision of acceptance would depend on the importance of the measured feature. In case of the example, the result of the criterion is ˆ = 0, 015173 0, 089053 0,17 = 17%, meaning that the whole system consisted of two machines could be accepted.
SUMMARY OF THE RESEARCH ORGANIZATION IN PRACTICE
When comparing customer's and supplier's measurement system, sometimes is not defined how the critical trait should be measured. In practice drawings are frequently incomplete and it happens that such information are missing. Common method for both sides are necessary then to establish. The most appropriate time is during enabling supplier to produce components. Time pressure however causes hurry and finally, process is often released without standardizing the measuring method.
Improvements of measurement systems can be also done irrespectively of what happened in the past. To make it effectively, the first step is to define the problem and check if it really exist. Suppose that there are two devices applied to monitor a process. Possible ways and their effects are presented in Figure 6 .
When having different systems, even if they are expensive and automatic, a metrologist has to program it, set appropriate bases, construct supports, etc. As a result one method may be better than another. The simplest possibility then is to copy or implement the better one, if possile.
How to choose? Similar approach to the one proposed for two systems comparison can be applied to characterize a system with better repeatability. After reetition of each component measurement, size of the measurement error can be assessed with the usage of the regression method. Slightly different would be the interpretation of the term. The estimated value would mean the share of the repeatability error in the total observed variation form measurements.
It can happen that some exiting constraints in equipment will make it impossible to be implemented in different environment (e.g. at supplier or customer). Then investments in device modifications can occur needed. Also, if none of the measuring method is repeatable enough, hard costs may become inevitable. On the other hand, it is possible to imagine many different methods enabling very good repeatability, but not reproducible when compared one to another. Although, such situation seems in the beginning to be comfortable, during trying to agree one common method, it appears difficult to finalize. Good management support in making decision is then welcomed.
Prior to assuring the relationship between systems, repeatability of both methods should be verified. Four milestones characterize the process of measurement system improvement:
• Choosing representative parts form the process
• Repeatability of both measure-ment systems
•

Relationship between systems
•
Improvements in measuring methods
In practice, the first step requires also deep understanding of the production process. In order to have good overview of the total variation it is necessary to draw a representative sample (sample variation should be close to the population). In order to assess if this requirement is fulfilled, historical production process should be analyzed (e.g. based on SPC measurements).
CONCLUDING REMARKS
In case of two measurement systems comparison, the regression method gives a straightforward answer for the question if the systems are comparable. Methods applied in the research are not really new, however their interpretation after some modifications become valuable especially for non-statisticians, who deal with similar problems.
The criterion of 10% and 30% for is proposed as an alternative for the approach from MSA norm. For the cases where two systems are needed to be comparable, this method may be applied to verify results in very fast and easy way. Additionally, if some modification in measurement systems is implemented, then the analysis should be repeated. Naturally, the state of comparability between systems should be checked systematically (e.g. quarterly or yearly) to assure speaking the same language when using both measurement methods.
The thing needed to be underlined is that measurements cannot influence the measured feature or be destructive. Also components cannot change their characteristics in the period between measurements. The cost of the answer is half lower than using analysis of variance and more accurate. The reality shows that precise and automated measuring instruments like CMM has very good repeatability, however differences are still possible. Moreover, practice shows that the results of the analysis using regression model might be less influenced by the variance of parts in the sample.
Such approach may be applied also in comparison of different measuring instruments in order to answer if an expensive one is really necessary or the cheaper one can be also sufficient. When analyzing two systems where one belongs to supplier and another one is at customer, then such an analysis is essential to talk the same language when specifications of a product is touched.
