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Abstract
Radio network planning and optimisation include tasks such as propagation prediction, 
performance evaluation, and configuration optimisation. Unlike Tim e Division Multi­
ple Access (T D M A ) based systems, the network performance of Th ird Generation (3G) 
cellular systems cannot be based on signal predictions only. The maximum achievable 
path loss in a Wideband Code Division Multiple Access (W C D M A ) cell is dependent on 
the cell load, which creates a complex trade-off between coverage and capacity. Given a 
user distribution, network performance calculation involves optimisation o f transmit pow­
ers taking into consideration the location o f each user. This mathematical problem is 
Non-deterministic polynomial time (N P ) hard even for small and simplified instances and 
the solution process is time consuming. This research focuses on methods that allow fast 
and intuitive performance evaluation for W C D M A  networks.
In this work, a novel Semi-Analytical Model (SeAM ) for user-capacity calculation, 
based on static snapshot input, is proposed. The model uses a centralised approach that 
allows the identification of users with the highest impact on link quality. These users can 
be removed from the system before going through the iterative procedure o f solving the 
N P  hard problem. Therefore, this combined power control and user removal algorithm 
converges to the optimum solution in a lower number o f iteration steps compared to a 
conventional stepwise user removal scheme or a distributed system level simulation.
This thesis also documents research findings in the area of network performance anal­
ysis using realistic instances, classical propagation models, and varying traffic scenarios. 
Performance indicators calculated on the basis o f analytical methods are compared with 
results generated by an advanced W C D M A  simulator in order to estimate the accuracy 
and validate assumptions related to analytical modelling o f the W C D M A  air-interface.
Network planners are generally faced with the challenge of controlling network cov­
erage and capacity at minimum infrastructure cost while maintaining user satisfaction. 
In this thesis, a configuration optimisation algorithm, based on a Simulated Annealing 
framework, is proposed for automatic planning of N odeB  locations and antenna config­
urations. The automatic planning software is implemented using a W C D M A  simulator 
and SeAM , respectively, as core algorithm for network performance evaluation and cost 
function calculation.
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Table 1: List o f Notations
SETS
C (k ) C 1,2, ...,n Set o f indices for users connected to base station k
U Set o f candidate users in the initial traffic map
B Set o f NodeBs in the network
V Set o f served users
Deterministic Variables
a Orthogonality factor in Downlink (D L )
a Received power o f the desired signal
d Transmitter-Receiver distance
f Frequency
h Ratio of other-cell to own-cell interference
has Height o f base station
h Total interference including thermal noise ...
at the i th receiver location
rown
Jx Own cell Interference power at the cell x
JO th Other cell Interference power at the cell x
i  € 1,2, ...n labelling o f users
le G 1,2, ...m labelling o f base stations
ki best server o f user i
hk Link gain between user i  and base station k
Lp Path loss
Lp Average path loss
JVj Noise figure o f N odeB
iVFl Noise figure o f User Equipment (U E )
/vj Thermal noise density (-174dBm /Hz)+ V j
JVj Thermal noise density (-174dBm/Hz)-f- N j
JVf= j v jw W ideband noise power in UL (dBm )
i\rt= i v i i y W ideband noise power in DL (dBm )
r fc0T=  1 0 * Thermal background noise o f kth cell in U L (m W )
rU  =  10+Q- Thermal background noise o f i th UE in D L (m W )
p ! Uplink (U L ) transmit power for user i
Downlink transmit power for user i
Qh Tota l traffic channel power o f N odeB  h in D L
nCCH% Total common channel power o f Node B h in D L
Qh = Qh +  q%CH Total transmit power o f N odeB  h in DL
Pmaoci Maximum acceptable transmit power for a link in D L
9maxfc Maximum total transmit power for N odeB  k
Ri Data rate o f user i
st =  w y ifc Spreading gain o f user i
Si Sj/Tj Effective Spreading gain of user i
Vi Activ ity  factor for the zth user
W Chip rate o f the W C D M A  system
A h Difference in height between Node B and user
Ti Minimum acceptable S IN R  o f user i
li Received S IN R  o f ith user
Ki C PIC H  Ec/Io at the ith pixel
A* Perron Frobenius Eigenvalue of a matrix
T a Control parameter in Simulated Annealing Algorithm
T C P IC H  Ec/Io Coverage
Vectors/Matrices
P r Link transmit power vector o f the system
7 S IN R  target vector
<T Thermal noise vector
s Spreading vector
s Effective spreading vector
S Diagonal matrix representing effective spreading gains
L Normalised link gain matrix
Stochastic Variables
A = 1 0 1 o g (A ) A  is a random variable
C Random variable representing shadow fading
5 Random variable representing received powers in UL
t^rails Random variable representing transmit power in UL
Pout Probability o f outage
P(^out) Probability o f the event A out
Terminology
A  ‘cell’ or N odeB  refers to a sector with one base station antenna, whereas ‘site’ refers 
to the location o f the base station mast, which can be same for three different cells in a 
sectored site.
User Equipment (U E ) and ‘user’ have been used synonymously.
To distinguish between similar parameters in the Uplink (U L ) and in the Downlink (D L ), 
the variables are superscripted with up-arrow ‘ f  and down-arrow ‘J’ , respectively.
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Chapter 1
Introduction
Universal Mobile Telecommunication System (U M T S ) is the telecommunication standard 
for third generation mobile networks. In contrast to the conventional second generation 
mobile systems which concentrate on voice and short message services, U M TS air interface 
is scheduled to support a wide range o f services and variable data rate on demand with 
maximum rate up to 2 Mbps. Moreover, different propagation conditions (such as indoor 
and outdoor environments) are present in Th ird Generation (3G ) cellular networks.
In standardisation forums, Wideband Code Division Multiple Access (W C D M A ) has 
been recognised as the most widely adopted 3G air interface technology for mobile commu­
nications, [1]. U M TS Terrestrial Radio Access (U T R A ) is based on W C D M A , which uses 
the same wide-band (5 M H z) frequency for all users. In Frequency Division Duplex (FD D ) 
mode, the Uplink (U L ) and Downlink (D L ) frequencies are separated, and the operation is 
based on Direct Sequence (DS) spread spectrum Code Division Multiple Access (C D M A ), 
using a chip rate o f 3.84 Mcps, [2]. The first U M TS  specification (R99) was approved in 
1999, followed by Release 4 in 2000, Release 5 in 2002, and Release 6 in 2003/2004, [2]. Re­
lease 5 introduced the concept o f a common Internet Protocol (IP ) based system for video, 
voice and data. Key motivations for this approach were expected cost reduction and gains 
in multi-service transport and switching via integration of real-time and non-real-time 
applications.
Since the release o f the W C D M A  based U M TS  Terrestrial Radio Access Network 
(U T R A N ) specifications in 1999, new features have been added such as High Speed Down­
link Packet Access (H SD PA ) in Rel. 5 and High Speed Uplink Packet Access (H SU PA )
1
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in Rel.6, [1]. The enhanced communications protocols allows U M TS  based networks to 
achieve even higher data transfer speeds and network capacity. One o f the reasons that 
lead to the introduction o f H SD PA is because the ‘classical5 Dedicated Channel (D C H ) in 
Rel. 99 U M TS are not sufficient for transport o f best-effort internet traffic, [3]. HSDPA 
uses a shared channel, the High Speed Downlink Shared Channel (HSDSCH), which is 
used by all H SDPA users in a sector. This scheme overcomes the limitations o f dedi­
cated channels in case of bursty traffic and improves the radio resource efficiency but a 
fixed QoS-level cannot be guaranteed anymore. The HSDPA and the dedicated channels 
share two types o f radio resources: Transmit power and Orthogonal Variable Spreading 
Factor (O V S F ) codes. Unlike W C D M A  where the dedicated channels are power con­
trolled, in H SDPA power control is not necessary. Instead it needs power allocation to the 
User Equipment (U E )s in the DL, [4]. Also the handover issues are simplified in HSDPA 
because it operates a hard handover mechanism. However the interference issues in U L is 
the same as in W C D M A .
The W C D M A  air interface required different strategy in wireless network planning 
compared to a Second Generation (2G ) network. W hile capacity is a fixed quantity in 
Global Standard for Mobiles (G SM ), for U M TS  it is influenced by interference in uplink 
and downlink. Consequently, user distribution plays an important role in estimating 
coverage and capacity.
In U M TS the Signal to Interference and Noise Ratio (S IN R ) determines the Quality o f 
Service (QoS) o f a user. The transmit power control in W C D M A  is intended to maintain 
fixed QoS for all users despite variation in propagation conditions. This allows flexible 
allocation of radio resources depending on propagation conditions, traffic distribution, 
service usage and interference levels, [5].
For 2G systems, the network planning is typically accomplished in two stages: Cov­
erage estimation and Frequency (Capacity) planning. During coverage estimation base 
stations are located and configured, in order to guarantee sufficient signal strength in the 
service area. Subsequently, channels are assigned to each base station, to take care of 
the traffic requirements and service quality. In W C D M A  the bandwidth is shared by all 
active connections and frequency assignment is not required. Also, a sequential stepwise 
approach is not tenable because o f the close coupling between the coverage and capacity 
through interference. Instead a joint optimisation o f transmit powers and user allocation
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is necessary even during network dimensioning. Since S IN R  values depend on the trans­
mission powers, the specific power control mechanism and power limitations must also be 
taken into account during network planning.
1.1 Radio Network Planning
Radio network planning is a process o f finding the optimum design configuration and traf­
fic handling capability o f the system, [6]. It involves meeting the specified air-interface 
standards and demands while keeping provision for future requirements. The objective of 
radio network planning is to determine network parameters that provide satisfactory per­
formance and ensure required QoS for all active users. Network performance is measured 
in terms o f a number o f Key Performance Indicators (K P Is ) some o f which are mentioned 
below:
® Capacity
® Expenditure or infrastructure cost, e.g. number o f sites
© Data channel coverage
® Common Pilo t Channel (C P IC H ) Ec/Io Coverage
® SHO overhead vs. SHO window size
© Distribution o f cell load
In the context o f this research capacity refers to the number of served users. The number 
o f served users within a cell is referred as the cell capacity, whereas the total number of 
served users within a network scenario is referred as the network capacity.
The Ec/Io of a channel is defined as the received chip energy relative to the total 
received power spectral density in the DL, [6]. Ec/Io is typically used as a link perfor­
mance indicator for signals which have no information bits such as the CPICH . During 
radio network planning, the Prim ary C P IC H  (P -C P IC H ) transmit power is set as low 
as possible while ensuring that the best cell and the neighbouring cells can be measured 
and synchronised, [7]. Usually 5-10% of total base station transmit power is allocated for 
CPICH . For each pixel in the chosen area, the C P IC H  Ec/Io, /%, at pixel i is calculated
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using the following equation, [6]:
H'i
where
Qh
q f
I ' M  
I k i
r f  Thermal background noise at i th pixel.
W hen the measured C P IC H  Ec/Io is compared with a predefined threshold K , the
C P IC H  coverage T  is obtained as: T  =  —M 00% , where
N t
N p Number o f pixels where k,{ >  K  
N t  Total number o f pixels in the network area
The following data are assumed as given inputs for a planning problem and form part of 
the given network scenario, [5]:
1. A  set o f candidate sites where base stations can be installed,
2. A  set o f configurable parameters for each base station (sector orientation, tilt, height,
maximum power, pilot power etc.)
3. Traffic distribution
4. Propagation description based on a radio channel model and antenna characteristics
Network planning for a wireless system consists of the following stages, [8]:
® Dim ensioning: It is a process by which possible base station configurations are 
checked and network equipment are estimated based on operator’s requirement to 
assess the coverage, capacity and QoS performance of the network.
( i . i )
S  q f i k i h  +  t ? *
f c = i
PH P -C P IC H  transmit power o f the best serving cell h 
Total transmit power o f N odeB  A;, 
h <  1 Link gain o f the i th pixel (connected to Node B A ), and Node BA,
h <  1 Link gain of the i th pixel (connected to N odeB  A) and N odeB  A,
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® Detailed planning/optim isation: This stage involves adjustment o f Radio Resource 
Management (R R M ) parameters, network performance visualisation and analysis 
and optimisation.
® M onitoring and re-optim isation: This process involves subsequent monitoring net­
work performance and continuous tuning of configurable parameters in order to 
maintain the desired QoS despite changes o f traffic and other environmental condi­
tions.
Efficiency in radio network planning is measured in terms o f deviation of calculated 
performance metrics from the desired target values. An  efficient network planning method 
is expected to find an optimum design solution within reasonable time. The optimum is 
obtained by minimising a cost function derived from a combination o f performance and 
business objectives. The optimisation issues and related parameters are introduced in the 
next section.
1.2 Radio Network Optimisation
The W C D M A  based Radio Access Network (R A N ) provides a significant increase in system 
capacity, compared to previous generation T im e Division Multiple Access (T D M A ) based 
systems. However, due to its inherent complexity, the enhanced network performance is 
achieved only when the performance parameters are correctly optimised.
W ith in  a U M TS network, reduction in size o f individual cell can provide an improve­
ment in system capacity. However, smaller cells are not suitable for high mobility users 
because o f the increased handoff rate. Therefore, networks are planned with larger cells 
overlaying smaller cells to accommodate the users requiring high mobility. In a typical hi­
erarchical network a macrocell is overlaid on a number of microcells, where the low-speed 
users register with the microcell tier, while the high-speed users are in the macrocell tier. 
When the bandwidth in one tier is not enough for all o f its users, some users are required 
to be reconnected to the other tier, [9]. Macrocell and microcell performance optimisation 
issues are discussed in this section.
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1.2.1 Macrocell Optimisation Issues
Macrocells are designed to provide radio coverage for large areas. The antennas for macro­
cells are typically mounted on ground-based masts, rooftops and other existing structures 
at a height that provides a better line o f sight over the surrounding buildings and terrain. 
Following are some widely studied issues related to maerocell planning.
Pow er Control: Interference is a major issue in W C D M A  based macrocell systems.
Transmit power control is a standard technique by which interference is minimised. In 
this technique, a base station cell controls the transmit power o f the UEs connected to 
it. In U L the transmit powers o f each UE are controlled so that it receives just enough 
energy to maintain the desired QoS, while causing minimum interference to others. Power 
control is implemented in two forms - open loop and closed loop adjustment o f transmit 
powers. Open loop power control makes a rough estimate of the path loss using the pilot 
channel in downlink, and thereby provides an initial transmit power setting for the UEs. 
In closed loop power control the base station performs frequent estimates o f S IN R  and 
compares it with the target SINR. I f  the measured S IN R  is higher than the target SINR, 
the base station commands the mobile station to lower the power. I f  the power is too low 
it commands the mobile station to increase its power. This measure-command-react loop 
is executed 1500 times per cycle (1.5 kHz) for each mobile, which is faster when compared 
to any significant change of path loss within that interval for low to moderate mobile 
speeds, [8].
W ithout power control, a mobile, UE1, located near cell edge, may transmit at the 
same power level as UE2, located near the cell base. Due to the higher propagation loss, 
the received power from UE1 is lower and it might be overpowered by UE2 at the receiving 
cell. This is referred as the near-far problem , where a user transmitting with a high power 
near the cell causes unacceptable level o f interference for the other users in the system. 
As a consequence, a distant user w ill have a higher chance of getting dropped.
Load  balancing: W C D M A  capacity is not a fixed quantity and is based on distribution
of load between cells at any instant o f time. Studies show that uniform load distribution 
ensures higher network capacity.
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C ell dom inance and Isolation: The C P IC H  is used to determine the serving cell
o f a UE. This provides a phase reference and enters in the calculation o f D L coverage 
boundary o f a cell. The C P IC H  transmit power is an optimisation parameter to find 
a trade-off between overlapping cell coverages (cell dominance areas) and coverage gap 
between cells.
Soft-handover gain and overhead: Since a 3G network uses the same frequency in
different cells, a UE can communicate with more than one N odeB  simultaneously as it 
moves between cells in the network. This phenomenon is referred as Soft handover (S H O ), 
which ensures reliable transfer between cells, because the connection with another cell is 
made before disconnection from the current serving cell. During SHO a link between a 
UE and N odeB  experiences different shadow fading characteristic and by combining the 
information received on individual link, it is possible to mitigate the effect o f shadow fading 
to some extent. It is considered a macro diversity gain, since it is expected to minimise 
the required transmission power in both U L  and D L for the same Eb/Io requirement. For 
radio link budget calculations a SHO gain o f approximately 1-2 dB is used in practice.
There is a signalling overhead associated with the SHO gain. The UEs in the SHO area 
are connected to more than one cell, which generates additional signalling and combining 
overhead, and tend to degrade the D L  capacity o f a NodeB . ‘The maximum acceptable 
SHO overhead in W C D M A  networks is generally restricted to 30-40%, i.e. 1.3 to 1.4 radio 
links per UE connection’ , [6].
SHO performance o f a 3G network can be controlled by C P IC H  power setting. I f  
C P IC H  transmit power is low, the call setup success and SHO performance can deteriorate. 
In literature the parameters that are considered as QoS measure for SHO are, [10, 11]:
® call blocking probability 
@ outage probability 
® SHO probability 
® mean active set 
© active set update rate
The active set is defined as the set o f base stations to which the UE is simultaneously 
connected. A ll other candidate base stations are defined as monitored set, [10]. I f the
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probability o f SHO is increased, by increasing the active set, outage probability reduces. 
This improvement in outage performance comes at the cost of SHO overhead, which results 
in increase in blocking probability and active set update rate. SHO performance can be 
improved by optimising:
• P -C P IC H  transmit power o f a cell
• SHO Addition window 
® SHO gain settings
SHO Window  controls the size o f the active set o f a UE. I f  the active set is not full and the 
received pilot signal is higher than that o f the strongest cell in the active set minus SHO  
Window , then the addition is performed, [12]. SHO Window has an effect on the average 
size of the terminal active sets and on the average level o f the SHO overhead. A  high 
SHO window causes increased downlink congestion due to insufficient channel resources. 
Whereas a low value o f SHO window can result in uplink interference and power outage 
or dropped calls. On average around 30% of the UEs are expected to be in SHO at a 
given instant in a typical network [13]. Simulation studies show that SHO significantly 
improves cell-edge coverage, but reduces overall coverage for the cell, [14].
1.2.2 Indoor Optimisation Issues
Micro-cells and picocells are used to take care o f coverage gaps resulting from poor macro­
cell penetration inside buildings. These are small cellular networks designed to serve 
hot-spot1 traffic occurring inside buildings, especially in airports, shopping complexes and 
offices. The Radio Frequency (R F ) planning for an indoor cell is influenced by a number 
o f factors, such as multipath propagation, building characteristics, materials of the walls, 
number o f floors, positions o f windows and so on. Existing planning tools are lim ited in 
their accuracy to evaluate the network performance o f an indoor cell. This is due to the 
lack o f reliability in modelling highly complex and dispersive propagation channels for 
in-building scenarios.
Recent technological development suggests use o f femtocells, which are access point 
base stations for extension o f mobile coverage inside buildings. Use o f advanced receivers,
1 concentration of high data rate mobile users
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such as Linear Minimum Mean Squared Error (LM M SE ) equalisers increase H SDPA per­
formance in macrocells but it is still lim ited by interference especially at the cell edge, [15]. 
Low transmission power base stations are therefore introduced at the cell-edge in order 
to maintain the H SDPA bit rate over the network scenario. Another advantage o f using 
femto base stations is that the network load is distributed to a higher number o f access 
points, thereby decreasing the waiting times when network load is high, [15]. Convention­
ally, femtocells use the same frequency band as the macrocell in which they reside. I f  the 
same frequencies are employed then there is possibility of interference and degradation of 
QoS for existing maerocells, [16]. Hence, the femtocells have to be located carefully to 
avoid cross layer interference. I f different frequencies are used then cross layer handover 
between macro-network and indoor network is an issue. It is difficult to plan femtocells 
because they are installed in random positions inside building and also switch on as and 
when required. So many parameters have to be configured automatically depending on 
distance from co-channel macrocell or received power from nearby femtocells.
Cell isolation is important for picoeells because any leakage o f excess signal power out­
side the building w ill cause undesirable interference to the overlaying macrocell. Therefore, 
while optimising a picocell for maximum coverage, the leakage aspect has to be checked 
simultaneously.
1.2.3 Optimisation Parameters
The network parameters that require optimisation within a U T R A  FDD system are, [13]:
© Site location and Node B antenna parameters
® System settings for power control and resource allocation that determine network 
performance
® Power allocation to the pilot channel and common control channels and HSDSCH 
in case o f HSDPA, which decides the fraction of the total transmit power left for the 
dedicated channels.
Resource optimisation is the process by which interference and total transmit powers are 
minimised. Additionally, positioning o f sites, antenna downtilt and antenna directions are 
necessary to reduce interference and maintain high capacity. To optimise performance of
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W C D M A  radio networks automatic tuning o f multiple parameters is required. A  correla­
tion based approach is used in chapter 3 to examine sensitivity between K P Is  and selected 
tuning parameters.
1.3 Automatic Configuration Optimisation
3G cellular network planning is a very tedious and time consuming task. Manual methods 
as used in commercial planning tools cannot find optimum network configuration. Hence 
automatic optimisation algorithms are required to generate many potential plans before 
deciding on a final solution. This leads to a faster design process. The network configu­
ration optimisation is categorised into Multivariate Combinatorial Optimisation Problem. 
Optimality in antenna configuration is usually achieved through utility function which 
takes into account user satisfaction. Simulated Annealing (S A ) algorithm is used in [17] 
to investigate strategies for planning staged rollout o f cellular systems. It is an iterative 
process that makes small changes to the network at each step (e.g. adding a site, changing 
transmit powers or antenna configurations). The resulting plan is evaluated, and accep­
tance or rejection of the plan is based on a cost or utility function. The planning process 
is shown in Fig. 1.1.
Fig. 1.1 shows that the automatic optimisation starts with a input traffic map and 
evaluates the network based on assigned propagation model and QoS targets. The re­
sultant K P Is  are called Optimisation K ey  Performance Indicator (O K P I) since these are 
used in the calculation o f the utility function or cost function which determines the overall 
optimisation objective. I f  the optimisation objectives are satisfactory the optimisation 
process terminates. Otherwise the R F  input parameters such as antenna configurations 
are adjusted and the network performance evaluation is repeated.
For system level simulation in Fig. 1.1, which is called iteratively by the optimisation 
algorithm, a network planning software (N P S W ) is used.
Research in the area o f automatic planning includes formulation o f optimisation prob­
lems and proposition o f cost functions. A  cost function may consist o f three components, 
namely the aggregation o f all costs, penalty term for the degree o f reliability o f the network 
and a series o f penalty functions calibrated according to some criteria for the evaluated 
performance metrics, [18]. The objective of the automated optimisation is to achieve a
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Figure 1.1: Automatic Planning Process
network performance close to optimum and generate reliable cost-effective networks. The 
cost function usually contains K P Is  that represent network quality such as coverage and ef­
fective throughput per user. The multi-objective optimisation algorithm, discussed in [18] 
for design of Mobile Wireless Interoperability for Microwave Access (W iM A X ), searches 
the optimum number and position o f base station transmitters.
An algorithm for joint radio resource optimisation in heterogeneous networks is pre­
sented in [19]. Their discussion is based on micro or femtocell with two co-localised radio 
access technologies, Wireless Local Area Network (W L A N ) and HSDPA. The proposed 
criteria o f optimality includes user satisfaction, which is a function o f throughput, and a 
penalty to account for the dissatisfaction caused by blocking. The Simulated Annealing 
algorithm in chapter 7 uses network coverage as a measure of optimality and a penalty 
function for not meeting the desired performance.
The solution of the configuration optimisation problem is usually based on heuristics. 
A  variety of network configuration optimisation problems have been studied in literature, 
[20]. In the case o f outdoor optimisation, the Node B locations can hardly be changed, [21], 
but the antenna downtilt angle and azimuth can be adapted to improve network perfor­
mance. The impact of antenna downtilt on performance of cellular W C D M A  network has
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been studied in [22] using a network planning tool. An optimum downtilt angle has been 
evaluated for several practical macrocellular sites and antenna configurations. This pro­
vides insight on how to select downtilt o f macrocell base station antennas and what impact 
this has on coverage and capacity. Simulation results indicate that an increase o f antenna 
height changes the optimum downtilt angle, e.g. 10 m increase in antenna height corre­
sponds to approximately 1° increase of the optimum downtilt angle for a 65° 3-sectored 
antenna. For very high installations with antenna heights 50m, the optimum tilt angle is 
found to be between 7° and 10° in [23]. However, the tilt angle is also a function o f other 
factors such as the inter-site distance.
Optimisation o f the number and location o f base station sites have been studied in 
[24]. How densely the base station transmitters should be packed in order to carry the 
required traffic under certain quality constraints is discussed in [25]. Results suggest that 
the minimum distance between base stations on a regular triangular grid is highly sensitive 
to maximum outage probability.
In [26], a static simulator is used to evaluate performane o f a W C D M A  system. An 
integer programming problem is considered which selects base station sites such that traffic 
capacity and the number o f mobile stations covered are maximised with lowest installation 
costs. In this paper, four different heuristic algorithms are used to find optimised network 
configurations. The algorithms are compared based on the consistency criterion. For 
several runs o f an algorithm, consistency is defined as the number o f times the optimum 
or near-optimum solution is reached. Based on this criterion, it is shown in [26] that 
Tabu search and Simulated Annealing outperformed Genetic A lgorithm  and Greedy (hill 
climbing local search) algorithms.
1.4 Research Problem
A  network simulator2 is a tool for analysing network performance, however, in most cases 
the configuration optimisation is left to the network designer who has to adjust parameters 
manually based on analysis results and experience. For a 3G air interface optimisation, the 
parameter adjustment can be a very time consuming process, given the large number o f ra­
2 A  detailed description of an advanced network planning simulator for UMTS is presented in chapter 2, 
page 35.
1.4. RESEARCH PROBLEM 13
dio parameters involved and the complex interdependence between them. Consequently, 
automatic optimisation of the network configuration is a necessity. Most commercially 
available planning tools do not include an ‘Automatic Optimisation’ functionality because 
o f the complexity in implementing and evaluating a multi-objective cost function. There­
fore lot o f research has been undertaken to develop models and algorithms for automating 
parts of the configuration optimisation process. This research concentrates 011 efficient 
alternatives for network evaluation.
The conventional approach for ‘Network evaluation’ for a U M TS system is based on 
static snapshot analysis which is an iterative process in itself. The performance evaluation 
steps are highlighted within the yellow box in Fig. 1.2. It includes optimum allocation of
Figure 1.2: Network Performance Evaluation Steps
transmit powers and interferences for maximum coverage and capacity corresponding to 
a given R F  input. User Capacity optimisation is a Maximum Feasible System (M axFS) 
problem, where, given a linear system, the aim is to maximise the number of equations 
which can be solved simultaneously under predefined constraints. The optimisation ob­
jective is to decide ‘which users’ in ‘which cells’ should transmit simultaneously and with 
‘what power’ in order to ensure least loss o f capacity due to interference. This is an Non- 
deterministic polynomial time (N P )3 complete problem and requires iterative solution
3Search problems that cannot be solved in polynomial time. For many decision problems no 
polynomial-time algorithm is known. Nevertheless many of these problems have a property which is 
not inherent to other decision problems. Namely, that there exists an algorithm, which may not find a 
solution in polynomial-time, but which can at least check in polynomial-time, whether a given string x is 
a solution. Decision problems with this property forms the class NP, [28].
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procedure.
The yes/no decision in the loop refers to checking if the power limits and S IN R  con­
straints are satisfied or not for each link. W hen the constraints are not satisfied i.e. when 
the given radio resources are not sufficient to serve all users in a given traffic map, trans­
mission to some users is switched off and the transmit powers are recalculated. This 
process is repeated until a feasible system is obtained.
Static snapshot analysis is a standard technique to compare resource allocation schemes, 
[29]. The performance o f the scheme is measured in terms of the number o f terminals that 
can be served and network coverage that can be achieved with the given resources. The 
process is repeated for several snapshots and the performance is averaged over all the 
snapshots. When using a static snapshot, the impact o f mobility o f users on the network 
performance is taken into account by taking average of the performance figures over several 
random snapshots. This is referred as Monte Carlo simulations, [30],
Furthermore, any change in an R F  parameter will require repeating the W C D M A  
calculation and the Monte Carlo simulations for the new R F  parameter which defines the 
new input. Therefore larger the size o f the system higher is the number o f steps required 
to reach the desired coverage-capacity solution.
1.5 Research Proposal
Fig. 1.3 shows a scheme for effective automatic planning discussed in [13]. In this model, 
the performance evaluation is divided into ‘full system level simulation’ and ‘ A lternative 
system model’ . The ‘ alternative system m odel’ is used for network optimisation and 
the ‘full system level simulation’ is used for final performance calculation. This research 
investigates novel alternative methods to calculate system capacity. The network K P Is  are 
divided into O K P I and Evaluation K ey  Performance Indicator (E K P I). A n  O K P I is used 
to directly drive a search process, whereas an E K P I is not used to drive a search algorithm. 
The calculation o f E K P Is  uses detailed network dynamics and characteristics compared 
to the process of computing O K P Is where simplified assumptions are made. For example, 
SHO is a feature in a real W C D M A  network and is taken into account during system level 
simulations using advanced W C D M A  simulator. However, for alternative performance 
evaluation the users are assumed to be connected to only one cell at a certain instant.
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Figure 1.3: Automated Configuration Optimisation Scheme
Moreover, E K P Is might include additional performance metrics such as cell dominance 
area which are essential for detailed network analysis but the automatic optimisation 
algorithm may not be tuned for such variations in network performance. On the other 
hand, the O K P Is must be fast to compute since their calculation is repeated for different 
RF  inputs. They should reflect the true network performance and must be sensitive to 
change in network optimisation parameters.
The requirement for the O K P Is is that they are well correlated with the EKPIs, even 
though they may not exactly match the EKPIs. The calculation of E K P I is done using 
an advanced W C D M A  simulator at the end of the optimisation process to validate the 
optimum results from the alternative system model.
It is important to note that a reduction in computational effort in network evaluation 
will have manifold impact on the automatic optimisation process.
This research explores key issues and performance indicators that can be used during 
automatic planning.
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1.6 Structure o f Thesis
The thesis is divided into 8 chapters. The first chapter sets the background and overall 
purpose o f the research. In this chapter specific issues related to 3G network planning 
and optimisation are presented. Chapter 2 reports existing methods o f simultaneously 
optimising transmit powers and user allocation in a network.
Network optimisation is based on performance analysis and network synthesis. 
Chapters 3,4 and 5 are related to network performance ‘analysis’. In chapter 3, a reference 
test network is set up with associated service parameters, propagation models and traffic 
map, and performance simulation results are generated to investigate the interdependence 
between K P Is  and system parameters. Chapters 4 and 5 deal with two different perfor­
mance issues: coverage vs. capacity trade-off and the impact of Orthogonality Factor (O F ) 
on downlink performance, respectively. In chapter 4, the coverage vs. capacity is modelled 
using statistical approximations. In chapters orthogonality factor is modelled analytically 
during network performance calculation. In these two chapters, O K P Is  are generated us­
ing an advanced W C D M A  simulator and analytical methods respectively, and the results 
are compared.
Chapter 6 describes generation of optimum feasible radio networks, which is also re­
ferred as network ‘synthesis’ in [13]. The work is related to previous investigations on 
feasibility and power control in [31] and [32] and combines simulation inputs with analyt­
ical user removal techniques.
Chapter 7 presents discussions on the configuration optimisation problems. A  combi­
natorial optimisation algorithm based on Simulated Annealing technique is developed. It 
is applied for antenna configuration optimisation and site selection. Both macrocell and 
in-building scenarios have been considered for the numerical analysis.
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1.7 Contributions
The original contributions are summarised below:
«  A  novel Semi-Analytical M odel (S eA M ) for calculating near optimum user-capacity 
is proposed. The model takes into consideration transmit power and QoS constraints 
in a multicellular U M TS  network with random user distribution.
® SeAM  is used within a Simulated Annealing framework to find an optimum antenna 
configuration for a multicellular macrocell network.
® An approximate solution o f U L transmit powers is derived. It explicitly relates link 
transmit powers to the feasibility criterion (for details see page 103).
® A  correlation analysis betweenOKPIs generated by a static simulator and analytical 
methods, respectively, has been discussed.
• Clutter-dependent OFs are calculated using a spatial model for each user location 
in a realistic multicellular macrocell network. These OFs are used for simulation of 
W C D M A  capacity. The results are compared with the capacities calculated using 
constant OF, and the difference in capacity is analysed.
Publications
Parts o f this research work has been published and a list of publications is given below:
1. S.Datta, C.Tzaras and M .A . Imran. Impact o f orthogonality factor on U M TS capac­
ity simulation. P M 2 H W 2 N  ’07: Proceedings o f the 2nd A C M  workshop on P e rfo r­
mance m onitoring and measurement o f heterogeneous wireless and wired networks, 
Chania, Crete Island, Greece.
2. S.Datta, C.Tzaras and M .A . Imran. Uplink Coverage-Capacity Estimation us­
ing Analysis and Simulation. The Fourth Advanced International Conference on 
Telecommunications, A IC T  ’08
3. S.Datta, A .Aragon and S.Saunders. Automatic optimisation for U M TS indoor cov­
erage using distributed antenna systems. Fourth International Conference on 3G  
Mobile Communication Technologies (3G  2003) ( IE E  Conf. Pub l.N 0.494) .
Chapter 2
Literature Review
The previous chapter was a background study o f the network planning and optimisation 
o f Universal Mobile Telecommunication System (U M TS ) air interface. In this chapter, 
performance evaluation o f interference limited systems baaed on existing resource optim i­
sation techniques will be discussed.
Calculation o f network performance indicators requires a network scenario and inputs 
from radio model and link-level model, as shown in Fig. 2.1. The network scenario usu-
Figure 2.1: Calculation o f Network K P Is
ally consists of a given distribution of User Equipment (U E )s and NodeBs. The system 
simulation requires link level results as input targets or thresholds, [13]. The performance
18
2.1. INPUTS FOR PERFORMANCE CALCULATION 19
o f a system depends on the accuracy o f link level inputs and on the choice o f radio prop­
agation models. The link level calculation involves computation o f Signal to Interference 
and Noise Ratio (S IN R ) or Eb/Io for desired quality (measured in B it Error Rate (B E R )). 
The Quality o f Service (QoS) o f a user depends on the speed and data rate assigned to it. 
For example, [36] presents link level simulation results for 8 kbps voice service, 384 kbps 
circuit switched data service(long constrained delay) and 480 kbps packet switched data 
service (Unconstrained Delay data). Results are given in terms of Bit Error Rate (B E R ) 
or BLock Erasure Rate (B LE R ) as a function o f Eb/No ratio and mobile speed. The four 
propagation channels considered in this paper are a) Outdoor to Indoor-A, b) Outdoor to 
Indoor-B, c) Vehicular-A, d) Vehicular-B, defined by E TS I and ITU -R , [37].
2.1 Inputs for Performance Calculation
The antennas and propagation characteristics of the system have significant influence on 
the network coverage and capacity calculation. The radio modelling involves determination 
o f antenna characteristics and the propagation channel. Modelling o f the radio elements 
is not within the scope o f this research. It is assumed that the antenna characteristic and 
the propagation models are provided as given inputs.
2.1.1 Propagation M odel
The propagation calculation takes into account the effect of antenna orientation, downtilt, 
path gains, fading, and spatial distribution o f transmitters and receivers in the network.
I f  q be the received signal power and p  be the transmitted signal power, then path 
loss is the ratio o f the received to the transmit power. The empirical measurements of 
q/p, as a function of distance, include the effects of path loss, shadowing and multipath. 
The received power measurements at a given distance are averaged over several wave­
lengths producing what is called the Local Mean Attenuation  at a transmitter-receiver 
distance d, [38]. The classical empirical propagation models calculate the average path 
loss and shadowing, whereas the fast fading is included as a fading margin in link-budget 
calculation.
In classical empirical models, the path loss (L p) is modelled as sum of two logarithmic
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components, the average path loss, L p, and a log-normal distributed random variable, £, 
with zero mean and standard deviation cr^ , in dB, representing shadow fading.
L p[dB] =  Lp[dB\ +  &(\dB] (2.1)
The correlated part o f slow fading is added to the path loss. To obtain the overall link 
loss, the losses in the mobile station and base station equipment and their antenna gains 
must be considered. The link loss ( L  in dB) between the N odeB  and UE is defined as:
L dB =  L p +  L a - G " b -G™ (2.2)
where following definitions are used:
L a =  Antenna pattern loss in dB 
— N odeB  antenna gain in dBi 
G EE =  U E antenna gain in dBi
Different empirical models are suggested in literature to cater for different environ­
mental conditions. The formula for the flat earth models used for macro-cell propagation 
predictions are taken from a network planning simulator. These path loss models have 
been defined in the European Telecommunications Standard Institute (E T S I), [39] for use 
in the Th ird Generation (3G ) radio network.
Simple Okumura Hata and Single Slope models:
L p[dB] =  158.235 -  12.820 log(As s ) +  [44.9 -  6.551og(ABlS)] log (d ) (2.3)
where hBs is the height o f the base station in [m] and d is the distance between the base 
station and the mobile station in [km]. Considering a standard mast height o f a N odeB  
(h Bs ) as 30 m, the formula (2.3) reduces to:
L p[dB ] =  136.866 4-34.786 log(d ) (2.4)
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UMTS models for Vehicular-A channels
L p[dB] =  80 +  20 log (/ ) +  40(1 -  0.004A^) log(d ) -  181og(A/,) (2.5)
where / is the frequency in MHz and A H is the height difference between the base station 
and the mobile station. For A//=15m and /=2000M Hz, the equation (2.5) reduces to a 
single slope model:
L p[dB] =  128.1 +  37.61og(d) (2.6)
Fig. 2.2 shows variation o f path-gain ( —L p dB) predicted using different empirical mod­
els for different transmit-receive distances.
Distance between transmitter and receiver (K m )
Figure 2.2: Path gain vs Distance for different propagation models
Shadow fading is superimposed on the local mean attenuation as a lognormal random 
variable. It is seen that higher path gains are predicted using the Vehicular-A macro- 
cellular model. A  model that predicts a higher path gain will generate higher transmission 
powers for the same input conditions. Consequently, capacity estimates using Vehicular-A 
path loss model will be higher compared to the Okumura-Hata model.
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Figure 2.3: Radiation pattern o f a 90° 15dBi co-polarised base station antenna
2.1.2 Antenna System
The parameters that describe an antenna system are [40]:
• antenna radiation pattern,
• antenna gain,
• antenna polarisation, and
• antenna bandwidth.
The radiation pattern o f an antenna is described by a couple o f 2D principle cuts which 
characterise the half power bcamwidth (-3dB  bcamwidth) and the side-lobe levels (in 
dB). The base station antenna generally has a relatively narrow main beam for a 3G 
application, with gain ranging from lOdB i to 20dBi, and the back-lobe and the side- 
lobe levels between -15 dB and -25 dB, [13]. The radiation pattern o f a mobile antenna 
is assumed to be omnidirectional with OdBi gain. Fig. 2.3 is a polar plot o f the antenna 
loss values (in dB) below the main lobe for a 90° directional antenna used in 3-sectored 
sites. In the direction o f the main lobe the attenuation is OdB. The antenna loss of a non­
isotropic antenna is defined as the loss due to the antenna radiation pattern with respect 
to its main lobe. To calculate antenna loss for a base station antenna it is essential to 
have information of the antenna pattern. The antenna loss calculation uses the horizontal 
and the vertical angles of the UE position with respect to the Node B antenna.
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Fig. 2.4 shows the combined effect of antenna bearing and downtilt on the computation 
o f antenna loss between UE and NodeB . As observed in Fig. 2.4, the relation between
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100 m
a) Antenna gain with no antenna downtilt b) Antenna gain with 5° antenna downtilt
Figure 2.4: Plots showing the variation o f N odeB  antenna gain corresponding to different 
antenna bearing and downtilt angles. The Node B antenna height is 35 m.
antenna loss and distance is not monotonic and depends on the antenna pattern, unlike 
the relation between path loss and distance which is exponential (refer Fig. 2.2). Fig. 2.4 
is generated by changing the azimuth angle o f the Node B antenna from 0° to 360° in steps 
o f 10°. The antenna loss is calculated for different transmit-receive distances (100m to 
1500m, in steps o f 100m). A t 0° azimuth, the antenna points towards the user, and at 
180° bearing the antenna main beam points in the opposite direction to the user. The 
curves are symmetric about 180° and maximum gain occurs at 0° (or 360°) bearing when 
the antenna points in the direction o f the user.
Comparing Fig. 2.4 (a ) and (b ), it is observed for the same azimuth angle, antenna 
pattern gain (which is negative of antenna loss in dB) increases (-30 dB to -10 dB) for 
nearby user locations, e.g. user located 100m from the N odeB  site when the antenna is 
tilted by 5°. For a distant user location (e.g. 200m from the N odeB  site), the antenna 
pattern gain reduces from OdB to -10 dB, when a 5° antenna tilt is applied. This can be 
explained from geometry. The elevation angle changes with the antenna downtilt. W ith 
increasing downtilt the main beam moves towards a nearby user and hence there is a 
decrease in the antenna pattern gain at locations near cell edge. This results in reduced
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interference towards other nearby cells.
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Figure 2.5: Dependance o f antenna gain on NodeB<->UE distance for varying antenna 
heights and downtilts.
Fig. 2.5 is a plot of antenna gains for three different antenna heights 30 m, 50 m and 
100 m. The set o f curves in ‘blue’ correspond to a downtilt o f 0° and the set o f curves 
in ‘red’ represent antenna gain vs distance when a 5° downtilt is applied. When there 
is no downtilt the antenna gain increases and remains constant at OdB for distances 
approximately 1500 m and above for all the antennas. Hence greater coverage is achieved 
with antennas having small downtilt angles when the size o f a cell is 1.5 km or more.
I f  a downtilt is applied the gain increases and reaches a maximum and then drops 
gradually. Consequently, the interference to other cell users in the DL decreases towards 
the cell boundary and there is an increases in the potential o f the network to accommo­
date more users. However, the coverage area for a cell with a downtilted antenna will 
be reduced. An optimum combination o f antenna height and downtilt angle is selected 
during network planning. A  configuration optimisation problem discussed in chapter 7, 
section 7.2.1, will further illustrate the tradeoff.
Additionally, from Fig. 2.5 it is observed that when a 5° downtilt is applied, the 50 m 
antenna reaches a maximum gain (OdB) at a distance o f approximately 500m, whereas 
the 100 m high antenna reaches the maximum gain at approximately 1000 m distance from 
the base. The position of the nulls for different antenna heights can be identified from this
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figure. The nulls shift towards the site when the antennas are tilted.
Serving Cell Assignm ent
Estimation of capacity and coverage requires:
• Assignment of serving cell to each UE within the network, and
• Transmit power allocation in uplink and downlink.
Given a traffic map or user distribution, the first step is to assign a serving cell for each 
UE. The calculation o f the assignment vector is based on the path attenuation between 
the UE and NodeB . An UE is said to be served if its link with its serving cell has S IN R  
above a predefined threshold. In practice, the serving cell selection depends on the C PIC H  
transmit power and link loss between the UE and NodeB. Therefore, a NodeB  may be 
selected as a serving cell o f a UE even when it is not the nearest cell in terms o f distance. 
As shown in [42], the total interference can be reduced if a UE in Uplink (U L ) is assigned 
the cell with strongest pilot signal compared to choosing the nearest cell as the best 
server. In practice, assignment o f serving cell is based on C P IC H  Ec/Io. To model 
this, the serving cell assignment function is recalculated every time there is a change in 
interference distribution in the system.
Offered UEs =  200
X Coordinates (km )
a) Nb-1 antenna downtilt 0°, 
Nb-2 antenna downtilt 0°
Offered UEs =  200
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b) Nb-1 antenna downtilt 0°, 
Nb-2 antenna downtilt 3°
Figure 2.6: Influence of antenna downtilt on the serving cell o f UEs.
In Fig. 2.6, link losses between a UE and the base station antennas are used to de­
termine the serving cell o f the UE. When Nb-1 and Nb-2 have no downtilts, the UEs
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c o n n e c t e d  t o  e a c h  N o d e  B  i s  a p p r o x i m a t e l y  s y m m e t r i c .  W h e n  a  d o w n t i l t  o f  3 °  i s  a p p l i e d  
t o  N b - 2  a  l o w e r  n u m b e r  o f  U E s  a r e  c o n n e c t e d  t o  i t. T h e  u s e r s  l o c a t e d  n e a r  c e l l  e d g e  o f  
N b - 2  a r e  d r o p p e d  b e c a u s e  o f  i n c r e a s e  i n  a n t e n n a  l o s s  a t  t h o s e  l o c a t i o n s  a s  t h e  m a i n  b e a m  
p o i n t s  a w a y  f r o m  t h e  o r i g i n a l  c e l l  b o u n d a r y .  C o n s e q u e n t l y ,  t h e  U E s  w h i c h  w e r e  e a r l i e r  
c o n n e c t e d  t o  N b - 2 ,  w i l l  n o w  h a v e  N b - 1  a s  t h e i r  s e r v i n g  c e l l ,  F i g .  2 . 6  ( a ) .  S e r v i n g  c e l l  a s ­
s i g n m e n t  d e p e n d s  o n  l i n k  l o s s  c a l c u l a t i o n  a n d  i s  a  p r e - r e q u i s i t e  f o r  c a p a c i t y  e s t i m a t i o n .  
A n  i n c r e a s e  i n  t h e  l i n k  l o s s  b e t w e e n  a  U E  a n d  i t s  s e r v i n g  c e l l  m a y  i n i t i a t e  a  h a n d o v e r .
2.2 Performance Evaluation Problem
A s  d i s c u s s e d  i n  t h e  p r e v i o u s  s e c t i o n s ,  t h e  i m p o r t a n t  i n p u t s  t o  t h e  n e t w o r k  p e r f o r m a n c e  
c a l c u l a t i o n  a r e  t r a f f i c  m a p , p r o p a g a t i o n  m o d e l  a n d  a n t e n n a  c h a r a c t e r i s t i c s .  A  t r a n s m i t t e r -  
r e c e i v e r  p a i r  f o r m s  a  l i n k .  T h e  e q u a t i o n  f o r  t r a n s m i t  p o w e r  o f  a  U E  i s  r e f e r r e d  a s  a  l i n k  
e q u a t i o n  a n d  i s  d e r i v e d  i n  t h i s  s e c t i o n .  T h e s e  e q u a t i o n s  w h i c h  a r e  c o u p l e d  t h r o u g h  i n t e r ­
f e r e n c e s  b e t w e e n  U E s ,  f o r m  a  l i n e a r  s y s t e m  t h a t  c a n  b e  s o l v e d  b y  d i f f e r e n t  m e t h o d s .  A  
s t a t i c  s i m u l a t o r ,  r e f e r r e d  a s  S I M  h e n c e f o r t h ,  s o l v e s  t h e  i n e q u a t i o n s  b y  i t e r a t i v e  i m p r o v e ­
m e n t .  T h e  o t h e r  a p p r o a c h  i s  t o  s o l v e  t h e  i n e q u a t i o n s  a n a l y t i c a l l y  i n  a  c l o s e d  f o r m .
T h e  p r o b l e m  b e c o m e s  c h a l l e n g i n g  w h e n  t h e  o f f e r e d  u s e r s  i n  t h e  t r a f f i c  m a p  a r e  t o o  
l a r g e  a n d  t h e  g i v e n  r e s o u r c e s  a r e  n o t  s u f f i c i e n t  t o  s e r v e  a l l  u s e r s .  I n  t h i s  c a s e ,  c e r t a i n  
n u m b e r  o f  u s e r s  h a v e  t o  t o  r e m o v e d  t o  o b t a i n  a  f e a s i b l e  s o l u t i o n  o f  t r a n s m i t  p o w e r s  u n d e r  
Q o S  c o n s t r a i n t s .  T h e  o p t i m i s a t i o n  o b j e c t i v e  i s  t o  m a x i m i s e  t h e  n u m b e r  o f  a c t i v e  u s e r s  
w h i l e  s a t i s f y i n g  r e q u i r e d  Q o S  c o n s t r a i n t s  i n  n - u s e r  i n t e r f e r e n c e  c h a n n e l ,  [ 3 5 ] .  I t  i s  s h o w n  i n  
[ 4 3 ]  t h a t  f i n d i n g  o p t i m a l  r e s o u r c e  a l l o c a t i o n  w i t h  d e p e n d e n t  a n d  d i s c r e t e  Q o S  d i m e n s i o n s  
i s  N P - h a r d 1 , a n d  r e q u i r e s  p o l y n o m i a l  s o l u t i o n .
C o v e r a g e :  D i m e n s i o n i n g  a c t i v i t i e s  i n c l u d e  r a d i o  l i n k  b u d g e t  c a l c u l a t i o n  a n d  c o v e r a g e
a n a l y s i s .  T h e  c o v e r a g e  o f  a  W i d e b a n d  C o d e  D i v i s i o n  M u l t i p l e  A c c e s s  ( W C D M A )  n e t ­
w o r k  i s  m e a s u r e d  b y  t h e  c e l l  r a n g e  a n d  c o v e r a g e  p r o b a b i l i t y ,  f o r  a  p r e d e f i n e d  p r o p a g a t i o n  
e n v i r o n m e n t  a n d  t r a f f i c  m a p ,  [8]. T h e  a r e a  r e l i a b i l i t y  a n d  c e l l  r a d i u s  a r e  c o n s i d e r e d  i n  
c o n j u n c t i o n  t o  d e f i n e  R F  c o v e r a g e ,  [ 4 4 ] .
1This means there is no deterministic method to derive a solution, but given a solution, it is possible 
to check whether the given solution is valid or not.
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T h e  c e l l  r a d i u s  i s  d e f i n e d  a s  t h e  m a x i m u m  d i s t a n c e  a  U E  c a n  b e  f r o m  i t s  s e r v i n g  c e l l  
a n d  s t i l l  r e c e i v e  s i g n a l  t o  a c h i e v e  i t s  Q o S  r e q u i r e m e n t .
T h e  a r e a  r e l i a b i l i t y  a t  a  p o i n t  i s  d e f i n e d  a s  t h e  p r o b a b i l i t y  t h a t  a  U E  l o c a t e d  a t  t h a t  
p o i n t  w i l l  e x p e r i e n c e  a  S I N R  a b o v e  t h r e s h o l d .  O u t a g e  p r o b a b i l i t y  d e p e n d s  o n  t h e  d i s t a n c e  
( d )  o f  t h e  U E  f r o m  t h e  s e r v i n g  c e l l  a n d  o n  i t s  s p r e a d i n g  g a i n  a n d  i s  r e p r e s e n t e d  a s  a  
f u n c t i o n  o f  s  a n d  d .  F o r  a  g i v e n  o u t a g e  p r o b a b i l i t y  ( p )  a n d  p a r t i c u l a r  s e r v i c e  ( s  =  W / R ) ,  
t h e  d a t a - c h a n n e l  c o v e r a g e ,  ( 7 7 ) ,  i s  d e f i n e d  a s  t h e  p r o p o r t i o n  o f  a r e a  e l e m e n t s  w h e r e  t h e  
c a l c u l a t e d  o u t a g e  p r o b a b i l i t y  I P o u t  i s  l e s s  t h a n  t h e  g i v e n  o u t a g e  p r o b a b i l i t y ,  [ 4 5 ] :
V ( s , p )  =  { d  | P o u t ( M )  <  p }  ( 2 . 7 )
T h e  c e l l  c o v e r a g e  a r e a  i s  p r o p o r t i o n a l  t o  t h e  c e l l  r a n g e  a n d  i s  g i v e n  a s  k M .2 , w h e r e  fc i s  a  
c o n s t a n t  o f  p r o p o r t i o n a l i t y ,  w h i c h  i s  a p p r o x i m a t e d  a s  2.6 i n  c a s e  o f  a  h e x a g o n a l  c e l l ,  [8],
p . 1 6 0 .
C a p a c i t y :  F o r  i n t e r f e r e n c e  l i m i t e d  s y s t e m s  t h e  a m o u n t  o f  i n t e r f e r e n c e  d e t e r m i n e s  t h e
s y s t e m  c a p a c i t y .  T h e  s p e c t r a l  e f f i c i e n c y  o f  a  W C D M A  c e l l  i s  c a l c u l a t e d  f r o m  t h e  l o a d  
e q u a t i o n  w h i c h  i s  g i v e n  b y ,  [6]:
^  1 +  f  r
=  E  — w ~  ( 2 -8 )
j— 1 1  4 ---------T—
r ! i ? .i. j J X j
w h e r e  n  i s  t h e  n u m b e r  o f  a c t i v e  u s e r s  i n  t h e  c e l l ,  W  i s  t h e  W C D M A  c h i p  r a t e ,  r j  i s  t h e
t a r g e t  S I N R  o f  t h e  j t h  U E  a n d  R j  i s  t h e  d a t a  r a t e  o f  t h e  j t h  U E .
T h e  t o t a l  w i d e b a n d  n o i s e  r i s e ,  w h i c h  i s  d e f i n e d  a s  t h e  r a t i o  o f  t h e  t o t a l  r e c e i v e d  w i d e ­
b a n d  p o w e r  t o  r e c e i v e d  t h e r m a l  n o i s e  p o w e r ,  i s  g i v e n  b y ,  [8]:
N o i s e  r i s e  =  — - —  ( 2 . 9 )
1  —  rj
rj i s  a  d i m e n s i o n l e s s  q u a n t i t y  a n d  i s  a  m e a s u r e  o f  i n t e r f e r e n c e  l o a d i n g  i n  a  c e l l .  W h e n  77 
b e c o m e s  c l o s e  t o  1 t h e  c o r r e s p o n d i n g  n o i s e  r i s e  a p p r o a c h e s  i n f i n i t y  a n d  t h e  s y s t e m  i s  s a i d  
t o  r e a c h  p o l e  c a p a c i t y .  T h e r e f o r e ,  e q u a t i n g  77 =  1  f r o m  ( 2 . 8 )  t h e  p o l e  c a p a c i t y  ( C )  c a n  b e
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d e r i v e d .  T h e  t h e o r e t i c a l  m a x i m u m  c a p a c i t y  i s  g i v e n  b y  t h e  p o l e  e q u a t i o n :
12101
w h e r e  s  =  W / R  i s  t h e  p r o c e s s i n g  g a i n  o r  s p r e a d i n g  g a i n  o f  a  U E  w i t h  d a t a  r a t e  R  
a n d  a c t i v i t y  f a c t o r  u ,  w h i c h  c o r r e s p o n d s  t o  t h e  p e r c e n t a g e  o f  t i m e  t h e  u s e r  i s  a c t u a l l y
Joth j
t r a n s f e r r i n g  d a t a ,  [3]. / /  =  i s  t h e  r a t i o  o f  o t h e r  c e l l  t o  o w n  c e l l  i n t e r f e r e n c e  i n  U L .
F o r  m a t h e m a t i c a l  m o d e l l i n g ,  a  ‘s y s t e m  o f  l i n k s ’ o r  c o n n e c t i o n s  b e t w e e n  a n  U E  a n d  
N o d e B  i s  c o n s i d e r e d  a n d  u s e r  c a p a c i t y  i s  d e f i n e d  a s  t h e  n u m b e r  o f  u s e r s  w h i c h  a r e  a b l e  
t o  a c h i e v e  t h e  S I N R  t a r g e t  u n d e r  a  g i v e n  r e s o u r c e  o p t i m i s a t i o n  c o n s t r a i n t s .
B o t h  u s e r  c a p a c i t y  a n d  p o l e  c a p a c i t y  a r e  t i m e  v a r y i n g  q u a n t i t i e s  a n d  d e p e n d  o n  t h e  
i n s t a n t a n e o u s  v a l u e  o f  t h e  t o t a l  i n t e r f e r e n c e .
2.2.1 UM TS System  M odel
A  c o n v e n t i o n a l  r a d i o  l i n k  m o d e l  f o r  s y s t e m  p e r f o r m a n c e  e v a l u a t i o n  a s s u m e s  a  t r a n s m i t t e r  
p o w e r  p ( t ) ,  r e c e i v e d  p o w e r  c ( t )  a n d  a  p a t h  a t t e n u a t i o n  l ( t )  a t  a  g i v e n  i n s t a n t  t. T h e  p a t h  
a t t e n u a t i o n  l ( t ) i s  d e f i n e d  a s :  l ( t ) =  c ( t ) / p ( t )  a n d  s a t i s f i e s :  l ( t ) <  1 .  A t  t h e  r e c e i v e r  
t h e  d e s i r e d  s i g n a l  p o w e r  c ( t )  =  p ( t ) l ( t ) .  I f  i n t e r f e r e n c e  f r o m  o t h e r  c o n n e c t i o n s  i s  I ( t )  a n d  
t h e  t h e r m a l  b a c k g r o u n d  n o i s e  i s  n ( t ) ,  t h e  p e r c e i v e d  q u a l i t y  i s  r e l a t e d  t o  t h e  S I N R  w h i c h  
i s  d e f i n e d  a s  7 ( t )  —  p ( t ) l ( t ) / [ I ( t )  4- n ( t ) ] .  I i s  m a d e  u p  o f  t w o  c o m p o n e n t s ,  t h e  a v e r a g e  
a t t e n u a t i o n  (lp ) a n d  s h a d o w  f a d i n g  ( l s ) c a u s e d  b y  d i f f r a c t i o n  d u e  t o  t e r r a i n  v a r i a t i o n .  
T h e r e f o r e ,  I —  lp ( d )  4 -  ls , w h e r e  lp ( d )  i s  t h e  d i s t a n c e  d e p e n d e n t  p a t h  l o s s ,  m o d e l l e d  a s :  
lp  =  K i  4 -  K 2  l o g ( d ) . T h e  s h a d o w  f a d i n g  i s  m o d e l l e d  a s  f i l t e r e d  G a u s s i a n  w h i t e  n o i s e .
I n  U M T S  t h e  a c h i e v e d  d a t a  r a t e  i s  l i m i t e d  b y  t h e  S I N R .  F o r  e r r o r - f r e e  t r a n s m i s s i o n  
( a n d  i f  t h e  i n t e r f e r e n c e  i s  a s s u m e d  G a u s s i a n ) ,  t h e  S I N R  7 ( £ ) ,  [ 2 ]  p .  1 8 0 :
R i  =  W  l o g 2 ( l  4 -  7 C 0 )  ( 2 .1 1 )
w h e r e ,  R i  i s  t h e  u p l i n k  d a t a  r a t e  o f  t h e  i t h  U E ,  a n d  W  W C D M A  c h i p  r a t e .
F o r  a  g i v e n  n e t w o r k  s c e n a r i o ,  t h e  p l a n n i n g  a r e a  a n d  t h e  s e t  o f  c a n d i d a t e  U E s  a r e  
i d e n t i f i e d  i n  t h e  i n i t i a l  t r a f f i c  m a p .  T h e  o f f e r e d  s e t  o f  U E s  i s  g i v e n  b y  I A  —  =
1 , 2 ,  w h e r e  i  d e n o t e s  t h e  U E  i n d e x .  I n  p r a c t i c e ,  a  U E  i s  c h a r a c t e r i s e d  b y  i t s
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s e r v i c e ,  s p e e d  a n d  p o s i t i o n  w i t h i n  t h e  n e t w o r k ,  w h i l e  a  N o d e B  i s  c h a r a c t e r i s e d  b y  i t s  
p o s i t i o n  a n d  a n t e n n a  c o n f i g u r a t i o n s .  A m o n g  t h e  c a n d i d a t e  U E s ,  t h o s e  t h a t  c a n  e s t a b l i s h  
a  s u c c e s s f u l  c o n n e c t i o n  w i t h  o n e  o f  t h e  N o d e B s  a r e  s a i d  t o  b e  s e r v e d .  T h e  s e t  o f  s e r v e d  
U E s  i s  d e n o t e d  b y  A :  A  =  { i  G  U \ j i  >  T * }  , t h e  n o t a t i o n s  7 f ( r e c e i v e d  S I N R  o f  t h e  i t h  U E )  
a n d  F j  ( t a r g e t  S I N R  c o r r e s p o n d i n g  t o  t h e  s e r v i c e  b e i n g  u s e d  b y  t h e  i t h  U E )  h a v e  a l r e a d y  
b e e n  i n t r o d u c e d  i n  t h i s  c h a p t e r .  T h e  c a r d i n a l i t y  o f  A  d e t e r m i n e s  t h e  u s e r  c a p a c i t y .
M in im um  Transm it Pow er Solution
I n  t h e  s u b s e q u e n t  a n a l y s i s  a  f i x e d  N o d e B  a s s i g n m e n t  i s  u s e d  a n d  i t  i s  a s s u m e d  t h a t  a  
U E  i s  p o w e r  c o n t r o l l e d  b y  o n e  N o d e B .  T h e  s e t  c o n t a i n i n g  t h e  i n d i c e s  o f  U E s  a s s i g n e d  t o  
N o d e B  k  i s  d e n o t e d  b y  C ( k ) ,  w h e r e  C ( k ) C  U .
T h e  S I N R  7* o f  t h e  u s e r  i, c o n n e c t e d  t o  c e l l  k i  i s  w r i t t e n  a s :
7 i  =  „  P i h k ‘ =  -  P i  ( 2 . 1 2 )
E M f c  +  4 ’ T , p i f L  +  r L
&  i ? t  ’ 1*  h L
w h e r e
P i  i s  t h e  u p l i n k  t r a n s m i t  p o w e r  o f  t h e  i t h  U E
liki i s  t h e  l i n k  a t t e n u a t i o n  b e t w e e n  t h e  i t h  U E  a n d  i t s  s e r v i n g  c e l l  k i
l j k . i s  t h e  l i n k  a t t e n u a t i o n  b e t w e e n  t h e  j t h  U E  a n d  c e l l  k i ,  t h e  s e r v i n g  c e l l  o f  i t h  U E
r °4 i s  t h e  t h e r m a l  b a c k g r o u n d  n o i s e  a t  c e l l  k i  i n  U L
E a c h  l i n k  r e p r e s e n t s  a  d e d i c a t e d  c h a n n e l  w h i c h  i s  p o w e r  c o n t r o l l e d  b y  t h e  t r a n s m i t t e r .  B y  
c o n t r o l l i n g  t h e  t r a n s m i t  p o w e r  o f  e a c h  n o d e ,  i t  i s  p o s s i b l e  t o  a d j u s t  t h e  c o l l e c t i o n  o f  l i n k s  
w i t h  S I R  a b o v e  t h r e s h o l d  P .
F o r  e a s e  o f  a n a l y s i s ,  t h e  f o l l o w i n g  m a t r i c e s  a r e  i n t r o d u c e d .
T° j
P = W .  *  =  A  [ Z ] v  =  f L , =  , n  ( 2 . 1 3 )
H k i  H ki
T h e  s i z e  o f  m a t r i x  Z  i s  n  x  n ,  w h e r e  n  i s  t h e  n u m b e r  o f  u s e r s  i n  t h e  s y s t e m .  A  s i n g l e  
s e r v i c e  s y s t e m ,  w h e r e  a l l  u s e r s  h a v e  t h e  s a m e  d a t a  r a t e ,  t h e  o b j e c t i v e  o f  o p t i m i s a t i o n  i s  t o  
a c h i e v e  a  c o m m o n  S I N R  ( s a y ,  70) f o r  a l l  l i n k s ,  w h e r e  7,, >  F .  E q u a t i n g  t h e  r i g h t  h a n d  s i d e
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o f  ( 2 .12 ) t o  7 o  a n d  a p p l y i n g  a l g e b r a i c  s i m p l i f i c a t i o n ,  t h e  f o l l o w i n g  r e l a t i o n  i s  o b t a i n e d :
p  =  - ^ —  ( a  +  Z p )  V i  =  1 , 2 ,  • • • , n  ( 2 . 1 4 )
1  +  T o
Z a n d e r  i n  [ 3 2 ]  s h o w e d  t h a t ,  g i v e n  k n o w l e d g e  o f  a l l  p a t h  g a i n s  i n  t h e  s y s t e m ,  i t  i s  p o s s i b l e  
t o  d e t e r m i n e  t h e  m a x i m u m  a c h i e v a b l e  70 i n  t h e  n o i s e - f r e e  c a s e .  A c c o r d i n g  t o  h i s  t h e o r y ,  
w h e n e v e r  t h e  t h e r m a l  b a c k g r o u n d  n o i s e  o f  a  r e c e i v e r  i s  n e g l i g i b l e  ( r ° .  =  0), t h e r e  e x i s t s  
w i t h  p r o b a b i l i t y  1 a  u n i q u e  m a x i m u m  a c h i e v a b l e  S i g n a l  t o  I n t e r f e r e n c e  R a t i o  ( S I R )  7q  
g i v e n  b y :
T o  =  -f T f  \  V i  =  1 , 2 ,  * • • , n  ( 2 . 1 5 )
w h e r e  A* i s  t h e  l a r g e s t  r e a l  e i g e n v a l u e 2 o f  Z, a l s o  k n o w n  a s  t h e  P e r r o n  F r o b e n i u s  ( P F )  
e i g e n v a l u e ,  a n d  70 i s  d e f i n e d  a s :
7 o  =  m a x  ( T o  I 3  p  >  0  : 7 ^ >  70, V i }  ( 2 . 1 6 )
T h e r e f o r e  7 q  i s  t h e  m a x i m u m  p o s s i b l e  S I N R  t h a t  c a n  b e  a c h i e v e d  b y  a l l  a c t i v e  U E s  
s i m u l t a n e o u s l y .  T h e  p o w e r  v e c t o r  p * ,  r e q u i r e d  t o  o b t a i n  t h i s  m a x i m u m ,  i s  t h e  e i g e n v e c t o r  
c o r r e s p o n d i n g  t o  A * .  E q u a t i o n  ( 2 . 1 5 )  i m p l i e s  t h a t ,  i f  t h e  t a r g e t  S I N R  T  o f  a l l  u s e r s  i s  s u c h  
t h a t :  T  <  7q ,  t h e n  t h e  s o l u t i o n  o f  ( 2 . 1 4 )  i s  a l w a y s  p o s i t i v e ,  [ 4 7 ] .  T h i s  t h e o r y  c a n  b e  u s e d  
t o  d e t e r m i n e  w h e t h e r  a  t r a n s m i t  p o w e r  v e c t o r  e x i s t s ,  s u c h  t h a t  a i l  u s e r s  a c h i e v e  m a x i m u m  
p o s s i b l e  S I R .  I f  70 <  To, t h e  s o l u t i o n  o f  p  f r o m  t h e  f o l l o w i n g  s e t  o f  l i n e a r  e q u a t i o n s  i s  
p o s i t i v e :
- Z ) p  =  a  ( 2 . 1 7 )
T h u s  i t  i s  p o s s i b l e  t o  a c h i e v e  r e a l  p o s i t i v e  t r a n s m i t  p o w e r s  w i t h  70 <  7 q -
T h i s  r e s u l t  h o l d s  f o r  s i n g l e  s e r v i c e  e a s e  a n d  i n  a b s e n c e  o f  t h e r m a l  n o i s e  a n d  w i t h o u t  l i n k
p o w e r  c o n s t r a i n t .  W h e n  b o u n d s  a r e  i m p o s e d  o n  i n d i v i d u a l  t r a n s m i t  p o w e r s ,  i t  b e c o m e s  a
l i n e a r  p r o g r a m m i n g  p r o b l e m  w h e r e  t h e  t o t a l  t r a n s m i s s i o n  p o w e r  i s  m i n i m i s e d  s u b j e c t  t o
2 A scalar A is said to be an eigenvalue of the n x n  matrix M  if there exists a n x l  vector x such that 
Mcc =  Xx  or (M  — AIn)cc =  0.
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t h e  f o l l o w i n g  l i n e a r  i n e q u a l i t y  c o n s t r a i n t s :
ii > r (2.18)
w h e r e  T  i s  t h e  t a r g e t  S I N R  t h r e s h o l d  f o r  s a t i s f a c t o r y  l i n k  q u a l i t y .  T h e  M i n i m u m  T r a n s m i t  
P o w e r  ( M T P )  p r o b l e m  w i t h  o u t a g e  a n d  l i n k  p o w e r  c o n s t r a i n t s  c a n  b e  f o r m u l a t e d  a s  a  
G e o m e t r i c  P r o g r a m m i n g  ( G P )  o p t i m i s a t i o n  p r o b l e m ,  [ 4 8 ] .
W h e n  a  m u l t i s e r v i c e  s c e n a r i o  i s  c o n s i d e r e d ,  70 <  7 o  i s  a  s u f f i c i e n t  b u t  n o t  a  n e c e s s a r y  
c o n d i t i o n  f o r  o b t a i n i n g  p o s i t i v e  p o w e r s .  T o  h a n d l e  m u l t i p l e  s e r v i c e s ,  a  d i a g o n a l  m a t r i x  
c o n t a i n i n g  e a c h  u s e r ’s  t a r g e t  S I R  T  i n  t h e  d i a g o n a l  i s  c o n s t r u c t e d ,  [ 4 9 ] :
C a t r i e n  i n  [ 3 1 ]  u s e d  t h e  s a m e  i d e a  a s  G u n n a r s s o n  t o  d e f i n e  a  f e a s i b i l i t y  c o n d i t i o n  f o r  
m u l t i s e r v i c e  s y s t e m s ,  b u t  i n s t e a d  o f  a  t a r g e t  S I N R  m a t r i x ,  h e  u s e d  t h e  e f f e c t i v e  s p r e a d i n g  
f a c t o r s  t o  f o r m  t h e  f o l l o w i n g  d i a g o n a l  m a t r i x :
Sum m ary I n  t h i s  s e c t i o n  t h e  M T P  p r o b l e m  i s  d i s c u s s e d .  T r a n s m i t  p o w e r  i s  r e g u l a t e d  
t o  p r o v i d e  a c c e p t a b l e  c o n n e c t i o n  t o  e a c h  u s e r  w h i l e  l i m i t i n g  i t s  i n t e r f e r e n c e  o n  o t h e r s .  
M i n i m i s a t i o n  o f  t o t a l  U L  p o w e r  i s  d i s c u s s e d  i n  t h e  c o n t e x t  o f  a  W C D M A  s y s t e m ,  s u b j e c t  
t o  m a i n t a i n i n g  a n  i n d i v i d u a l  t a r g e t  S I N R  f o r  e a c h  U E .  I n  [ 5 0 ]  i t  i s  s h o w n  t h a t  t h i s  m i n -
r  = diag(r1} r2, • • • ,rn) (2.19)
S  =  d i a g ( s i ,  § 2, • • • , 5 „ ) ,  w h e r e  s t =  — — .
i {i
(2 .20)
T h e  e q u a t i o n  (2.17) i n  c a s e  o f  m u l t i p l e  s e r v i c e s  i s  e x p r e s s e d  i n  t h e  f o r m :
( S  -  L )p  =  < r (2 .21)
w h e r e  L i s  a  n  x  n  s q u a r e  m a t r i x  w i t h  z e r o  d i a g o n a l  e l e m e n t s  a n d  o f f - d i a g o n a l  e l e m e n t s  
c o n t a i n i n g  t h e  l i n k - g a i n  r a t i o s :
/
H k i
0 f o r  i  —  j
f o r  i f  j
(2.22)
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i m i s a t i o n  o c c u r s  o v e r  a  s e t  o f  p o w e r  v e c t o r s  a n d  b a s e  s t a t i o n  a s s i g n m e n t s .  T h e  s o l u t i o n  o f  
M T P  i s  u n i q u e  f o r  a  g i v e n  a t t e n u a t i o n  a n d  s p r e a d i n g  g a i n  m a t r i x .  H o w e v e r  t h e r e  c a n  b e  
m u l t i p l e  b a s e  s t a t i o n  a s s i g n m e n t s  p r o d u c i n g  t h e  s a m e  m i n i m u m  p o w e r  v e r t e x  a n d  h e n c e  
t h e  s a m e  p o w e r  v e c t o r ,  [ 5 0 ] .  M i n i m i s a t i o n  o f  t o t a l  p o w e r  o v e r  a l l  p o s s i b l e  a s s i g n m e n t s  
i s  o b t a i n e d  b y  f i n d i n g  t h e  m i n i m u m  p o w e r  v e r t e x  a m o n g  a l l  v e r t i c e s .  F o r  p o w e r  c o n t r o l  
p r o b l e m s ,  a  f i x e d  N o d e B  a s s i g n m e n t  i s  g e n e r a l l y  a s s u m e d .  W h e n  t h e  U E < s - » N o d e B  a s ­
s i g n m e n t  v e c t o r  i s  n o t  f i x e d ,  a d d i t i o n a l  c o n s t r a i n t s  a r e  i n t r o d u c e d ,  [ 5 1 ] .  I n  t h i s  c a s e  t h e  
p r o b l e m  t a k e s  t h e  f o r m  o f  n o n - c o n v e x  r e g i o n  a n d  t h e  s o l u t i o n  c a n n o t  b e  o b t a i n e d  i n  a  
c l o s e d  f o r m .
I n  l i t e r a t u r e ,  p o w e r  c o n t r o l  i s  f o r m u l a t e d  a s  a  c o n s t r a i n e d  o p t i m i s a t i o n  p r o b l e m ,  w h i c h  
m i n i m i s e s  t o t a l  t r a n s m i t  p o w e r  a n d  b a l a n c e s  t h e  S I N R  l e v e l s ,  [ 5 2 ,  5 3 ] .  I f  t h e  c o n s t r a i n t  i s  
t o  k e e p  t h e  r e c e i v e d  p o w e r  l e v e l s  c o n s t a n t ,  a s  i n  [ 5 2 ] ,  t h e  a d j a c e n t  c h a n n e l  i n t e r f e r e n c e  i s  
m i t i g a t e d  b u t  t h e r e  i s  l i t t l e  i m p a c t  o n  c o - c h a n n e l  i n t e r f e r e n c e .  H e n c e  f o r  U M T S  s y s t e m s  
S I N R  b a s e d  p o w e r  c o n t r o l  i s  a  m o r e  a p p r o p r i a t e  c h o i c e .  E a r l y  a n a l y t i c a l  w o r k  b y  Z a n d e r  
[ 3 2 ]  a n d  G r a n d h i  [ 5 4 ]  r e c o g n i s e d  t h e  c o n c e p t  o f  S I R  b a l a n c i n g ,  a l s o  k n o w n  a s  m a x - m i n  
S I R  b a l a n c i n g  p r o b l e m .  T h e  M a x M i n  o p t i m i s a t i o n  a p p r o a c h  i s  s h o w n  t o  a c h i e v e  a  f a i r  
d i s t r i b u t i o n  o f  i n t e r f e r e n c e  s u c h  t h a t  a l l  u s e r s  e x p e r i e n c e  t h e  s a m e  S I R  l e v e l ,  a s  l o n g  a s  
t h e i r  Q o S  r e q u i r e m e n t s  a r e  s a m e .  H e n c e  t h i s  m e t h o d  o f  i n t e r f e r e n c e  b a l a n c i n g  i s  w i d e l y  
p r o p o s e d  a s  a  w a y  o f  o b t a i n i n g  b o u n d s  o n  c a p a c i t y .
2.3 Stepwise Removal Schemes
S t e p w i s e  R e m o v a l  S c h e m e s  m i n i m i s e  t h e  i n t e r f e r e n c e  ( o u t a g e )  p r o b a b i l i t y 3  t o  d e r i v e  p e r ­
f o r m a n c e  b o u n d s .  I n  m o s t  c a s e s  t h e r m a l  n o i s e  h a s  b e e n  n e g l e c t e d  d u r i n g  f o r m u l a t i o n  o f  
t h e s e  s c h e m e s .  T o  f i n d  t h e  o p t i m u m  s e t  o f  a c t i v e  u s e r s ,  s a t i s f y i n g  c e r t a i n  Q o S  r e q u i r e ­
m e n t s ,  a l l  p o s s i b l e  c o m b i n a t i o n s  o f  u s e r s  h a v e  t o  b e  e x a m i n e d .  F r o m  t h o s e  t h e  f e a s i b l e  
s u b s e t  w i t h  m a x i m u m  c a r d i n a l i t y  h a s  t o  b e  s e l e c t e d ,  [ 3 5 ] .  A  s y s t e m  i s  d e f i n e d  a s  f e a ­
s i b l e  w h e n  t h e r e  i s  a  p o s i t i v e  s o l u t i o n  t o  t h e  t r a n s m i t  p o w e r s  u n d e r  S I N R  c o n s t r a i n t s .  
T h e  m a t h e m a t i c a l  p r o b l e m  c o n s i s t s  i n  n o t  o n l y  d e t e r m i n i n g  t h e  n u m b e r  o f  u s e r s  t o  b e  
r e m o v e d ,  b u t  a l s o  t o  i d e n t i f y  w h i c h  u s e r s  t o  r e m o v e ,  i n  o r d e r  t o  o b t a i n  a  f e a s i b l e  s y s ­
t e m  w i t h  o p t i m u m  t r a n s m i t  p o w e r s .  I f  t h e  g i v e n  r e s o u r c e s  a r e  n o t  s u f f i c i e n t ,  a  c a l c u l a t e d  
probability that the received SINR is less than the target SINR
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n u m b e r  o f  l i n k s  a r e  r e m o v e d  f r o m  t h e  e x i s t i n g  l i n k s  t o  m a k e  t h e  s y s t e m  f e a s i b l e .
M i n i m u m  o u t a g e  p r o b a b i l i t y  c a n  b e  o b t a i n e d  b y  S t e p w i s e  O p t i m u m  R e m o v a l  A l g o r i t h m  
( S O R A ) .  F o r  a  n  x  n  l i n k  a t t e n u a t i o n  m a t r i x  t h i s  c l a s s  o f  a l g o r i t h m s  r e q u i r e  n  e i g e n v a l u e  
d e c o m p o s i t i o n s  a t  e a c h  r e m o v a l  s t e p ,  [ 5 5 ] .
I n  a  s u b o p t i m a l  S t e p w i s e  R e m o v a l  A l g o r i t h m  ( S R A )  t h e  e i g e n v a l u e  d e c o m p o s i t i o n  i s  
p e r f o r m e d  o n c e  e v e r y  r e m o v a l  s t e p .  F o r  a  n o n - n e g a t i v e  m a t r i x ,  t h e  r o w  s u m s  p r o v i d e  
b o u n d s  o n  t h e  d o m i n a n t  e i g e n v a l u e ,  [ 5 6 ] .  T o  r e d u c e  t h e  c o m p l e x i t y  o f  e s t i m a t i n g  p e r ­
f o r m a n c e  b o u n d s ,  t h e  m o b i l e  k  h a v i n g  t h e  m a x i m u m  r o w  s u m  i s  r e m o v e d  i n  a  r e m o v a l  
s t e p .
A n  u s e r  r e m o v a l  a l g o r i t h m  w i t h  o p t i m u m  p o w e r  c o n t r o l  d i v i d e s  t h e  e x i s t i n g  l i n k s  i n t o  
t w o  c a t e g o r i e s ,  a  r e m o v e d  s e t  7 Z  a n d  s e r v e d  s e t  A , [ 5 7 ] ,  s u c h  t h a t  f o r  a  l i n k  i:
•  s e r v e d  l i n k s :  i  £  7 Z ,  a r e  a s s i g n e d  p o s i t i v e  t r a n s m i t  p o w e r s
©  r e m o v e d  l i n k s :  i  G  R ,  a r e  a s s i g n e d  z e r o  p o w e r
A s  d i s c u s s e d  i n  t h e  p r e v i o u s  s e c t i o n ,  i t  i s  p o s s i b l e  t o  o b t a i n  a  f e a s i b l e  s y s t e m  b y  u s i n g  
a  70 w h i c h  i s  l e s s  t h a n  7 q ,  a n d  s o l v i n g  a  l i n e a r  p r o g r a m m i n g  p r o b l e m .  F r o m  t h e  o r i g i n a l  
s e t  o f  l i n k s ,  s m a l l e r  a n d  s m a l l e r  b a l a n c e d  s y s t e m s  a r e  c o n s t r u c t e d  b y  r e m o v i n g  l i n k s .  T h i s  
p r o c e d u r e  i s  r e p e a t e d  u n t i l  t h e  m a x i m u m  a c h i e v a b l e  S I N R ,  7 * ,  o f  t h e  r e m a i n i n g  s y s t e m  i s  
l a r g e r  t h a n  t h e  t a r g e t  S I N R .  T h i s  m e t h o d  i s  r e f e r r e d  a s  S R A ,  w h i c h  i s  a  c o m m o n l y  u s e d  
‘r e m o v a l  p o l i c y ’. I t  i d e n t i f i e s  m e m b e r s  i n  t h e  s e t  7 Z  c o r r e s p o n d i n g  t o  m i n i m u m  o u t a g e  
p r o b a b i l i t y .  T h e  s t e p s  f o r  t h e  S R A  a r e  a s  f o l l o w s  [ 3 2 ] :
1 .  D e t e r m i n e  7 * c o r r e s p o n d i n g  t o  Z. I f  7 *  >  70 t h e  P F  e i g e n v e c t o r  o f  Z, d e n o t e d  a s  
p * ,  i s  t h e  o p t i m u m  p o w e r  v e c t o r .  E l s e  s e t  n '  =  n ;
2 . R e m o v e  t h e  k t h  l i n k  f o r  w h i c h  t h e  m a x i m u m  o f  t h e  r o w  a n d  c o l u m n  s u m s  i s  m a x ­
i m i s e d ,  a n d  f o r m  t h e  ( n ' ~  1 ) x  ( n ' - l )  m a t r i x  Z '.
3 .  D e t e r m i n e  7 *  c o r r e s p o n d i n g  t o  Z ' .  I f  7 *  >  70 t h e  P F  e i g e n v e c t o r  p *  i s  t h e  o p t i m u m  
p o w e r  v e c t o r .  E l s e  s e t  n '  = n ' - l  a n d  r e p e a t  s t e p s  2  a n d  3 .
B y  t h i s  p r o c e d u r e ,  t h e  l i n k s  a r e  r e m o v e d  o n e  a t  a  t i m e  u n t i l  a l l  t h e  r e m a i n i n g  l i n k s  h a v e  
S I R  l a r g e r  t h a t  70. T h e  r e s u l t a n t  l i n k  m a t r i x ,  d e n o t e d  a s  Z*, i s  t h e  l a r g e s t  s u b m a t r i x  o f  
Z .  S R A  i s  a  w i d e l y  a c c e p t e d  p r o c e d u r e  f o r  c a p a c i t y  c a l c u l a t i o n  b u t  i t  i s  a  l e n g t h y  i t e r a t i v e
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p r o c e s s  w h e n  t h e  s y s t e m  i s  l a r g e  b e c a u s e  S R A  p e r f o r m s  o n e  e i g e n v a l u e  d e c o m p o s i t i o n  a t  
e v e r y  r e m o v a l  s t e p .
I n  c a s e  o f  m i x e d  s e r v i c e s ,  t h e  c o r r e s p o n d i n g  m u l t i m e d i a  l i n k  g a i n  m a t r i x  i s  S _ 1 L  a n d  
t h e  U E  w i t h  m a x i m u m  r o w - s u m  i s  r e m o v e d ,  [ 5 6 ] .
A n  a l g o r i t h m  p r o p o s e d  i n  [ 5 8 ]  c a l c u l a t e s  a  t e r m  r e p r e s e n t i n g  ‘m a x i m u m  i n t e r f e r e n c e ’ 
f o r  e a c h  u s e r  a n d  r e m o v e s  t h e  r o w  a n d  c o l u m n  o f  t h e  m a t r i x  Z  c o r r e s p o n d i n g  t o  t h e  u s e r  f o r  
w h i c h  t h i s  t e r m  i s  m a x i m u m .  T h i s  c e n t r a l i s e d  p o w e r  c o n t r o l  s c h e m e  i s  r e f e r r e d  a s  S t e p w i s e  
M a x i m u m  I n t e r f e r e n c e  R e m o v a l  A l g o r i t h m  ( S M I R A ) .  I t  i s  s h o w n  t h a t  t h e  p e r f o r m a n c e  
o f  S M I R A  i s  c l o s e  t o  o p t i m u m  p o w e r  c o n t r o l  a l g o r i t h m  b u t  t h e  c o m p u t a t i o n a l  c o m p l e x i t y  
i s  m u c h  s m a l l e r  t h a n  S O R A .
F o r  s t e p w i s e  r e m o v a l  s c h e m e s  t h e  m a i n  c o m p u t a t i o n a l  e f f o r t  i n v o l v e s  c a l c u l a t i o n  o f  
P F  e i g e n v a l u e .  A n  a p p r o x i m a t e  s o l u t i o n  f o r  P F  e i g e n v a l u e  i s  d i s c u s s e d  i n  [ 3 5 ]  u s i n g  t h e  
t r a c e  o f  a  m a t r i x .  B a s e d  o n  t h e  a p p r o x i m a t e  s o l u t i o n ,  a  s e l e c t i o n  c r i t e r i o n  i s  p r o p o s e d  
t o  i d e n t i f y  t h e  w o r s t  l i n k .  T h e  p r o b l e m  i n c l u d e s  l i n k  p o w e r  a n d  t o t a l  p o w e r  c o n s t r a i n t s .  
T h e  a u t h o r s  c o m p a r e  t h e  r e s u l t i n g  o u t a g e  p r o b a b i l i t i e s  w i t h  t h o s e  o b t a i n e d  f r o m  S R A ,  
S M I R A  a n d  O p t i m u m  r e m o v a l  a l g o r i t h m s .
A  g r a d u a l  r e m o v a l  a l g o r i t h m ,  p r o p o s e d  [ 3 3 ] ,  i s  b a s e d  o n  d i s t r i b u t e d  c o n s t r a i n e d  p o w e r  
c o n t r o l .  I t  i s  d i f f e r e n t  f r o m  t h e  s t e p w i s e  r e m o v a l  a l g o r i t h m  i n  t h e  s e n s e  t h a t  i t  r e m o v e s  
u s e r s  d u r i n g  p o w e r  u p d a t e s ,  i . e .  b e f o r e  a  s t a t i o n a r y  p o w e r  v e c t o r  i s  r e a c h e d .  I n  t h i s  
c a s e  t h e r e  a r e  t h r e e  o p t i o n s  t o  d e a l  w i t h  t r a n s m i t t e r s  w h i c h  c a n n o t  b e  s u p p o r t e d .  T h e s e  
t r a n s m i t t e r s  a r e  e i t h e r  m o v e d  t o  a n o t h e r  c h a n n e l  i n  t h e  s a m e  c e l l  o r  a s s i g n e d  t o  a n o t h e r  
c e l l  o r  p u t  o u t  o f  s e r v i c e .  I t  i s  s h o w n  t h a t  t h e  o u t a g e  p r o b a b i l i t y  c u r v e  c o r r e s p o n d i n g  
t o  G r a d u a l  R e m o v a l  w i t h  d i s t r i b u t e d  p o w e r  c o n t r o l  c o i n c i d e s  w i t h  t h e  o p t i m u m  r e m o v a l  
a l g o r i t h m .
T h e  s t a t i c  W C D M A  s i m u l a t o r ,  d e s c r i b e d  i n  t h e  n e x t  s e c t i o n ,  i n c o r p o r a t e s  a  m u l t i ­
p l e  r e m o v a l  s t r a t e g y .  T h e  a l g o r i t h m  i n c l u d e s  l i n k  p o w e r  c o n s t r a i n t  a n d  C o m m o n  P i l o t  
C h a n n e l  ( C P I C H )  E c / I o  c o v e r a g e  t h r e s h o l d s  a r e  c h e c k e d  w i t h i n  t h e  i t e r a t i o n  l o o p .
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2.4 Static W C D M A  Simulator (S IM )
S t a t i c  s n a p s h o t  b a s e d  s i m u l a t i o n  i s  u s e d  i n  c e l l u l a r  n e t w o r k  p l a n n i n g  a n d  o p t i m i s a t i o n  
d u e  t o  t h e  h i g h  c o m p u t a t i o n a l  l o a d  o f  t h e  d y n a m i c  s i m u l a t i o n ,  [ 1 8 ] .  S t a t i c  s i m u l a t o r s  
a r e  r e q u i r e d  t o  s i m u l a t e  t h e  w h o l e  s c e n a r i o  i n c l u d i n g  t o p o g r a p h y ,  u s e r  d i s t r i b u t i o n s  a n d  
s e r v i c e s  p r o v i d e d  t o  e s t i m a t e  s y s t e m  b e h a v i o u r ,  [ 4 1 ] .  I n  a  s t a t i c  s n a p s h o t  u s e r s  d o  n o t  
m o v e  a n d  t h e  n e t w o r k  a n a l y s i s  i s  b a s e d  o n  o n e  p a r t i c u l a r  u s e r  d i s t r i b u t i o n .  I n  o r d e r  
t o  t a k e  i n t o  a c c o u n t  t h e  m o b i l i t y  o f  u s e r s ,  t h e  s t a t i c  t o o l  i s  a l l o w e d  t o  g e n e r a t e  m a n y  
s n a p s h o t s ,  e a c h  w i t h  d i f f e r e n t  r a n d o m  d i s t r i b u t i o n  o f  u s e r s  a n d  t h e  p e r f o r m a n c e  e s t i m a t e s  
a r e  a v e r a g e d  o v e r  d i f f e r e n t  s n a p s h o t s .  T h i s  i s  c a l l e d  M o n t e  C a r l o  S i m u l a t i o n  [ 6 1 ] .
T h e  u n i q u e  c o m p l e x i t y  o f  U M T S  s y s t e m  m o d e l l i n g  h a s  m a d e  n e t w o r k  a n a l y s i s  h i g h l y  
d e p e n d e n t  o n  s i m u l a t i o n  t o o l s .  I n  t h i s  s e c t i o n  t h e  f u n c t i o n s  o f  a  s t a t i c  s i m u l a t o r  a r e  
d e s c r i b e d ,  b a s e d  o n  a  n e t w o r k  p l a n n i n g  t o o l 4 . T h e  n e t w o r k  p l a n n i n g  t o o l  o r  s i m u l a t o r  i s  a n  
a d v a n c e d  s o f t w a r e  t h a t  c o m p r i s e s  o f  f o u r  m a i n  m o d u l e s :  a  d a t a b a s e  m o d u l e ,  G e o g r a p h i c a l  
I n f o r m a t i o n  S y s t e m  ( G I S )  m o d u l e ,  p r o p a g a t i o n  m o d u l e  a n d  a  W C D M A  n e t w o r k  a n a l y s i s  
m o d u l e ,  [ 6 2 ] .  T h e  m a i n  c a l c u l a t i o n  s t a g e s  a r e :
@  L o a d i n g  i n p u t s  a n d  i n i t i a l i s a t i o n  o f  s c e n a r i o  
@  C o m b i n e d  U p l i n k  a n d  D o w n l i n k  I n t e r f e r e n c e  C a l c u l a t i o n  
@  P o s t  p r o c e s s i n g  o f  g r a p h i c a l  o u t p u t s
T h e  s i m u l a t i o n  s t a r t s  w i t h  a  g i v e n  s p a t i a l  d i s t r i b u t i o n  o f  u s e r s ,  w h i c h  m a y  o r  m a y  n o t  f o r m  
a  ‘f e a s i b l e ’ s y s t e m .  U s i n g  a n  i t e r a t i v e  s c h e m e ,  t h e  a l g o r i t h m  a d j u s t s  t h e  t r a n s m i t  p o w e r s  
a n d  r e m o v e s  u s e r s  u n t i l  t h e  S I N R  o f  a l l  r e m a i n i n g  u s e r s  r e a c h  t h e  p r e d e f i n e d  t a r g e t .  A  
s t a t i c  s i m u l a t o r  u s e s  i m p o r t e d  l o o k u p  t a b l e s  f o r  l i n k - l e v e l  c a l c u l a t i o n s .
W C D M A  Perform ance Calcu lation
T h e  m a i n  s t e p s  o f  t h e  W C D M A  c a l c u l a t i o n  i s  s h o w n  i n  F i g .  2 . 7 .  I t  i s  s e e ^ i  t h a t  t h e
U L  a n d  D o w n l i n k  ( D L )  t r a n s m i t  p o w e r  c a l c u l a t i o n s  a r e  p e r f o r m e d  i n  a  c o m b i n e d  l o o p .
T h e  s i m u l a t i o n  p r o g r a m  i n  F i g .  2 . 7  t e r m i n a t e s  w h e n  t h e  c o n v e r g e n c e  c r i t e r i a  i s  m e t .  T h e
o p t i o n  o f  a u t o m a t i c  r e p e t i t i o n  o f  t h e  i t e r a t i o n s  w i t h  a  d i f f e r e n t  t r a f f i c  d i s t r i b u t i o n  o r
a n t e n n a  c o n f i g u r a t i o n ,  i s  n o t  i m p l e m e n t e d  i n  a  s t a t i c  s i m u l a t o r .  T h i s  i m p l i e s  t h a t  i f  t h e
4NPSW is a network planning simulator made available in the public domain by the authors of the 
book [6].
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F i g u r e  2 . 7 :  S t a t i c  3 G  S i m u l a t i o n  ( S I M )
s i m u l a t e d  r e s u l t s  a r e  n o t  s a t i s f a c t o r y ,  t h e  i n p u t  p a r a m e t e r s  h a v e  t o  b e  m o d i f i e d  o u t s i d e  
t h e  s i m u l a t o r ,  a n d  t h e  s i m u l a t i o n  s t e p s  i n  F i g .  2 . 7  h a v e  t o  b e  r e p e a t e d .  A  b r i e f  d e s c r i p t i o n  
o f  t h e  s i m u l a t o r  f u n c t i o n s ,  b a s e d  o n  [ 6 ] ,  i s  i n c l u d e d  h e r e  f o r  r e f e r e n c e .
Initialisation and Scenario Calcu lation  I n i t i a l i s a t i o n  i n c l u d e s  p r e p a r a t i o n  o f  t h e  
l i n k - l e v e l  d a t a  ( t a r g e t  S I N R )  a n d  c a l c u l a t i o n  o f  t h e  l i n k  l o s s  c a l c u l a t i o n ,  b a s e d  o n  a  g i v e n  
n e t w o r k  s c e n a r i o .
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B e s t  s e r v e r  c a l c u l a t i o n  T h e  b e s t  s e r v e r  i s  d e f i n e d  a s  ‘t h e  b a s e  s t a t i o n  w h i c h  s a t i s f i e s  
c e r t a i n  q u a l i t y  c r i t e r i a  t o  b e  s e l e c t e d  a s  t h e  s e r v i n g  c e l l  f o r  a  p a r t i c u l a r  m o b i l e  s t a t i o n ’. 
T h e  a s s i g n m e n t  o f  b e s t  s e r v e r  t o  e a c h  U E  i n  t h e  t r a f f i c  m a p  i s  r e f e r r e d  a s  t h e  b e s t  s e r v e r  
c a l c u l a t i o n .  T h e  r e s u l t  i s  a  s e t  c o n t a i n i n g  t h e  N o d e B  i n d i c e s  c o r r e s p o n d i n g  t o  e a c h  U E .  
T h e  c e l l  o w n e r s h i p  i s  d e t e r m i n e d  b y  t h e  d o w n l i n k  p i l o t  E c l o  ( E n e r g y  p e r  c h i p  /  t o t a l  
i n t e r f e r e n c e )  a t  t h e  m o b i l e  s t a t i o n ,  f i r s t  i n  a n  u n l o a d e d  s t a t e ,  a n d  t h e n  i n  s u c c e s s i v e l y  
l o a d e d  s t a t e s  t o  a c c o u n t  f o r  c h a n g e s  i n  c e l l  o w n e r s h i p  ( i f  a n y ) .
I n t e r f e r e n c e  C a l c u l a t i o n s  T h e  i n t e r f e r e n c e  l e v e l s  a r e  c a l c u l a t e d  i t e r a t i v e l y  a n d  i f  s o m e  
p r e d e f i n e d  c o n s t r a i n t s  a r e  n o t  s a t i s f i e d ,  u s e r s  a r e  e l i m i n a t e d  o r  p u t  o u t  o f  s e r v i c e  ( e m p l o y ­
i n g  a  l o a d  c o n t r o l  m e c h a n i s m  r e m o v i n g  u s e r s  e i t h e r  r a n d o m l y  o r  b a s e d  o n  a  p r e a s s i g n e d  
p r i o r i t y ) .  T h e  p o w e r  l e v e l s  o f  t h e  r e m a i n i n g  u s e r s  a r e  a d j u s t e d  i n  e a c h  i t e r a t i o n  l o o p  u n t i l  
a  s t a b l e  i n t e r f e r e n c e  s i t u a t i o n  i s  a c h i e v e d .
I n  t h i s  c o n t e x t ,  a  s t a b l e  i n t e r f e r e n c e  i s  a  c o n d i t i o n  w h i c h  i s  a c h i e v e d  w h e n  t h e  c h a n g e  
i n  i n t e r f e r e n c e s  d u e  t o  c h a n g e  i n  t r a n s m i t  p o w e r s  i s  n e g l i g i b l y  s m a l l .  T h i s  c o r r e s p o n d s  t o
a  b a l a n c e d  s t a t e  w h i c h  i s  d e f i n e d  i n  t h e  p r e v i o u s  s e c t i o n .  T h e  l a r g e s t  a c h i e v a b l e  S I N R
17 *  i s  r e l a t e d  t o  t h e  l i n k  a t t e n u a t i o n  m a t r i x  L  b y  t h e  e q u a t i o n  7 * =  — ■ w h e r e  A *  i s  t h e
A *
l a r g e s t  r e a l  e i g e n v a l u e  o f  L .  T h e  p o w e r  v e c t o r  p  a c h i e v i n g  t h i s  m a x i m u m  i s  t h e  e i g e n v e c t o r  
c o r r e s p o n d i n g  t o  A *  a n d  i s  d e f i n e d  a s  t h e  o p t i m u m  t r a n s m i t  p o w e r .  U s i n g  t r a n s m i t  p o w e r s  
p  t h e  s a m e  S I N R  7 *  i s  o b t a i n e d  f o r  a l l  m o b i l e s  ( r e q u i r i n g  s a m e  s e r v i c e ) ,  s u c h  a  s y s t e m  i s  
s a i d  t o  b e  i n  a n  i n t e r f e r e n c e  b a l a n c e d  s t a t e ,  [ 5 5 ,  3 5 ] .
T h e  n u m b e r  o f  i t e r a t i o n s  r e q u i r e d  t o  o b t a i n  c o n v e r g e n c e  d e p e n d  o n  t h e  s i z e  o f  t h e  
s y s t e m  ( n u m b e r  o f  u s e r s ) .  T h e  o w n  c e l l  i n t e r f e r e n c e  i n  D L  i s  g i v e n  a s :
I ™ " 1 =  ( 1  -  a j q f l k i  ( 2 . 2 3 )
w h e r e ,
o/i : t h e  o r t h o g o n a l i t y  f a c t o r  f o r  t h e  i t h  U E
q f  : t o t a l  t r a n s m i t  p o w e r  o f  c e l l  k
I k i  '■ a t t e n u a t i o n  b e t w e e n  c e l l  k  a n d  U E  i
T h e  U L  a n d  D L  i n t e r f e r e n c e s  a r e  c a l c u l a t e d  i n  s e v e r a l  s t e p s  a s  s h o w n  i n  F i g .  2 . 8 .
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Figure 2.8: Uplink Simulation of (a ) Own-cell interference, (b ) Other-cell interference
Fig. 2.9 shows that the own cell interference is usually higher than other-cell interfer­
ence. Also the DL interference levels are higher than UL interferences.
In every step, one or several UEs are removed. The intermediate values of transmit 
powers and interference values are plotted to show how the simulator algorithm tries to 
obtain a stable interference situation and achieves convergence.
(a)
Iteration Step
(b )
Figure 2.9: Downlink simulation o f (a ) Own-cell interference, (b ) Other-cell interference
UE  transmit powers in U L  The equations for transmit power calculation in UL:
W p ] l iki W  p\likiT
T i  = R i  I i  R  /ownT _  pT +  jo th t  +  r 8
------------ > rT
T i rot T j
(2.24)
where i =  1,2, ...71* and nfc is the number of mobile stations connected to cell k. The 
inequalities are solved as equalities using an iterative algorithm, to produce minimum
2.4. STATIC WCDMA SIMULATOR (SIM) 39
required received power or sensitivity. The single link sensitivity is given as:
r 0T
p lk k . =  t -\  (2.25)
( - ♦ & ) < - «
where the loading r] is defined in (2.8). In order to obtain a positive power solution r] 
should be less than 1.
2 4 6 8 10 12 14
Iteration Step
-  Chopped UE Served UE
> , UEs connected to Nb-1
\
Figure 2.10: Iterative Calculation o f Uplink transmit powers by the Simulator. UEs 
are removed once their link transmit power exceeds the link-limit, which is 23 dBm ( «  
200 m W ) in this case.
Fig. 2.10 shows the UE transmit powers in U L for the Nb-1 during execution of a 
simulation run. It is seen that the transmit power o f some UEs diverge and exceeds the 
link limit at a certain stage. These UEs are removed by the algorithm and the iterations 
proceed till the convergence criterion is reached. The number UEs that are finally kept in 
the system have S IN R  above or equal to target S IN R  (8dB ). The UL transmit power limit 
for this experiment is 23dBm (200m W ). Fig. 2.10 shows that the transmission powers can 
be modelled as a power scries and the divergence condition can be linked to user removal 
criterion. This the motivation for the Semi-Analytical Model described in chapter 6.
B S  t r a n s m i t  p o w e r  i n  t h e  D L  U L and DL iterations are generally combined into a 
single loop to find optimum allocation o f transmit powers in the U L and DL. W ith in each
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l o o p  t h e  C P I C H  E c / I o  c o v e r a g e  i s  c h e c k e d  a n d  m o b i l e s  w i t h  i n s u f f i c i e n t  C P I C H  E c / I o  
c o v e r a g e  a r e  p u t  t o  o u t a g e .  T h e  b a s e  s t a t i o n  t r a n s m i t  p o w e r s  a r e  a d j u s t e d  i t e r a t i v e l y  
u n t i l  t h e  t a r g e t  C / I  r e q u i r e m e n t  f o r  e a c h  m o b i l e  s t a t i o n  ( c o n n e c t e d  t o  t h i s  b a s e  s t a t i o n )  
i s  r e a c h e d .  T h e  S I N R  i n  t h e  D L  i s  g i v e n  b y  t h e  f o l l o w i n g  e q u a t i o n :
4  =  T I ,  . 01
Qi (ki__
JownJ. _j_ JothJ. _j_ j-OJ.
w h e r e  i s  t h e  m o b i l e  s t a t i o n  n o i s e  p o w e r  ( l i n e a r ) .  D u r i n g  e a c h  i t e r a t i o n  t h e  D L  t r a n s ­
m i t  p o w e r s  a r e  c h e c k e d  a n d  l i m i t e d  b y  d e a c t i v a t i n g  t h e  s p e c i f i c  l i n k ,  i f  t h e  l i n k  l i m i t  
i s  e x c e e d e d .  A l s o  N o d e B  t o t a l  t r a n s m i t  p o w e r s  a r e  c h e c k e d  a n d  i n  c a s e  t h e y  e x c e e d  
t h e  m a x i m u m  t r a n s m i t  p o w e r  l i m i t  ( d e n o t e d  b y  < Z m a x ) >  a  c e r t a i n  a m o u n t  [ m i n ( 5 % , ( l -  
0,^ a x / g E ) x 100% ]  o f  t h e  l i n k s  a r e  p u t  t o  o u t a g e .
UL DL c o n v e r g e n c e  c r i t e r i a  T h e  S I N R  7 /  f o r  t h e  m o b i l e  s t a t i o n  i i n  t h e  D L  i s  
c o m p a r e d  t o  t h e  t a r g e t  S I N R ,  T f  a n d  t h e  t r a n s m i t  p o w e r  f r o m  c e l l  k  t o  U E  i  i s  c o r r e c t e d  
w i t h  t h e  A 7i ( i n  l o g a r i t h m i c  u n i t s ) :
=  i t  +  A 1 >> w h e r e  ( 2 . 2 7 )
a 7 j  =  ( 7  -  g )-  3 f °  ( 2 . 2 8 )
T h e  e q u a t i o n s  ( 2 . 2 8 )  a n d  ( 2 . 2 8 )  a r e  i n  l o g a r i t h m i c  u n i t s .  g f l°  i s  t h e  S o f t  h a n d o v e r  ( S H O )  
g a i n  o f  U E  i  i n  D L ,  a n d  q \ k  i s  t h e  l i n k  t r a n s m i t  p o w e r  i n  D L  t o  u s e r  i  f r o m  c e l l  k .
A 7  c a l c u l a t i o n s  a n d  p o w e r  c o r r e c t i o n s  a r e  r e p e a t e d  u n t i l  t h e  m a x i m u m  o f  A 7  i s  l e s s  
t h a n  a  s p e c i f i e d  l i m i t .  T h e  n u m b e r  o f  s t e p s  n e e d e d  t o  d e c r e a s e  t h e  e r r o r  t o  a  t o l e r a b l e  
l e v e l ,  d e p e n d s  s i g n i f i c a n t l y  o f  t h e  n u m b e r  o f  o f f e r e d  u s e r s  i n  t h e  i n i t i a l  t r a f f i c  m a p .  T h e  
l o o p  i s  t e r m i n a t e d  w h e n  A 7  f r o m  i t e r a t i o n  t o  i t e r a t i o n  i s  l e s s  t h a n  a  s p e c i f i e d  v a l u e ,  s a y  
0 . 0 0 0 1 .
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2.5 Analytical Estimation o f Interference
A n a l y t i c a l  m e t h o d s  a r e  u s e d  t o  e s t i m a t e  n e t w o r k  p a r a m e t e r s  w h i c h  c a n  t h e n  b e  u s e d  f o r
a u t o m a t i c  c o n f i g u r a t i o n  t u n i n g .  I n  [ 6 4 ]  a  s i m p l e  e x p r e s s i o n  f o r  c a l c u l a t i n g  r e - u s e  f a c t o r
f  i n  U L  i s  d i s c u s s e d ,  w h e r e  /  —    . H i g h  c o u p l i n g  b e t w e e n  c e l l s  i s  s h o w n
1  - F  1  °  J 1 o w n
t o  g e n e r a t e  l o w  v a l u e s  o f  / .  /  i s  u s e d  a s  a  m e a s u r e  t o  e v a l u a t e  t h e  q u a l i t y  o f  s o l u t i o n s  
g e n e r a t e d  b y  a u t o m a t e d  m e t h o d s .  T h e  i n v e s t i g a t i o n  i s  b a s e d  o n  r e g u l a r  g e o m e t r i c a l  c e l l s  
a n d  i t  i s  s h o w n  t h a t  o n l y  s p e c i f i c  a r e a s  w i t h i n  e a c h  c e l l  o f  t h e  f i r s t  t w o  t i e r s  c o n t r i b u t e  
s i g n i f i c a n t l y  t o  t h e  U L  i n t e r f e r e n c e .
I n  a n a l y t i c a l  w o r k s ,  i n t e r f e r e n c e  i s  u s u a l l y  m o d e l l e d  a s  A d d i t i v e  W h i t e  G a u s s i a n  N o i s e  
( A W G N )  p r o c e s s  i n  t h e  U L .  I n  t h e  D L  t h e  s i t u a t i o n  i s  s l i g h t l y  d i f f e r e n t .  T h e  o t h e r - c e l l  
i n t e r f e r e n c e  i s  a s s u m e d  t o  b e  r a n d o m  b e c a u s e  i t  c o m e s  f r o m  i n d e p e n d e n t  s o u r c e s  a n d  o v e r  
i n d e p e n d e n t  p a t h s .  H o w e v e r ,  t h e  o w n  c e l l  i n t e r f e r e n c e  h a s  a  s t r o n g  c o r r e l a t i o n  w i t h  t h e  
u s e f u l  s i g n a l ,  a n d  s u f f e r s  t h e  s a m e  f a d e s .
A n a l y t i p a l  e s t i m a t i o n  o f  m e a n  a n d  v a r i a n c e  o f  i n t e r f e r e n c e  v a r i a b l e s  w a s  s t u d i e d  a s  
e a r l y  a s  1 9 9 8  [ 6 5 ] .  U s i n g  l o g n o r m a l  a s s u m p t i o n  f o r  i n t e r f e r e n c e  v a r i a b l e s ,  t h e  e x p r e s s i o n s  
a r e  w r i t t e n  a s  a  f u n c t i o n  o f  s y s t e m  p a r a m e t e r s ,  s u c h  a s ,  s h a d o w i n g  s t a n d a r d  d e v i a t i o n ,  
p a t h  l o s s  e x p o n e n t ,  a c t i v i t y  f a c t o r ,  i m p e r f e c t  p o w e r  c o n t r o l  l o o p  s t a n d a r d  d e v i a t i o n  a n d  
s e c t o r i z a t i o n  f a c t o r .  A s  p o i n t e d  i n  , a n a l y t i c a l  c o m p u t a t i o n  o f  c o v e r a g e  a n d  c a p a c i t y  
u s i n g  s t a t i s t i c a l  a v e r a g i n g  o f  i n t e r f e r e n c e  a n d  t r a n s m i t  p o w e r s ,  i s  f a s t  b u t  n o t  a c c u r a t e .  
H o w e v e r ,  m a n y  p l a n n i n g  t a s k s  r e q u i r e  f a s t  a p p r o x i m a t i o n s  o f  p e r f o r m a n c e  i n d i c a t o r s .  
S t a t i s t i c a l  e v a l u a t i o n  o f  n e t w o r k  p e r f o r m a n c e  i s  s t u d i e d  i n  c h a p t e r  4  o f  t h i s  t h e s i s .
S t a e h l e  e t . a l  i n  [ 6 7 ,  6 8 ]  p r e s e n t e d  a n  a n a l y t i c a l  m o d e l  f o r  c o m p u t i n g  t h e  o t h e r - c e l l  
i n t e r f e r e n c e  d i s t r i b u t i o n ,  b a s e d  o n  i t e r a t i v e  c a l c u l a t i o n s  o f  f i x e d  p o i n t  e q u a t i o n s  d e s c r i b i n g  
i n t e r d e p e n d e n c e  b e t w e e n  / o t h  a n d  / o w n . I n  t h e i r  w o r k ,  e x p r e s s i o n s  f o r  m e a n  a n d  s t a n d a r d  
d e v i a t i o n  o f  o t h e r - c e l l  i n t e r f e r e n c e  i n  u p l i n k  a r e  b a s e d  o n  l o g n o r m a l  a p p r o x i m a t i o n  w h i l e  
n e g l e c t i n g  s o f t - h a n d o v e r .  U s i n g  i n t e r f e r e n c e  d i s t r i b u t i o n s  a t  a l l  b a s e  s t a t i o n s ,  t h e  o u t a g e  
p r o b a b i l i t y  w a s  d e r i v e d  f o r  e v e r y  p o i n t  i n  t h e  c o n s i d e r e d  a r e a .  T h e  a l g o r i t h m  s t a r t s  w i t h  
z e r o  t r a n s m i t  p o w e r  ( n o  o t h e r - c e l l  i n t e r f e r e n c e ) ,  a n d  c o n v e r g e s  b e c a u s e  I o t h  i n c r e a s e s  i n  
e v e r y  s t e p  a n d  f i n a l l y  r e a c h e s  a  c o n s t a n t  l e v e l  [ 4 5 ] .  T h e  i n t e r e s t i n g  a s p e c t  o f  t h i s  a p p r o a c h  
i s  t h a t  t h e  t r a f f i c  c o m p o n e n t  c o u l d  b e  s e p a r a t e d  f r o m  t h e  s p a t i a l  c o m p o n e n t .  T h e  t r a f f i c  
c o m p o n e n t  d e p e n d s  o n  t h e  n u m b e r  o f  u s e r s  a n d  n o t  o n  t h e i r  l o c a t i o n .  T h e  i m p a c t  o f  t h e
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s p a c i a l  d i s t r i b u t i o n  o f  u s e r s  i s  i n c l u d e d  i n  a n o t h e r  f a c t o r ,  c a l l e d  t h e  ‘p r o p a g a t i o n  r a t i o ’. 
T h e  p r o p a g a t i o n  r a t i o  o f  a  U E  i  w i t h  r e s p e c t  t o  a n y  N o d e B  k , d e f i n e d  a s :  A ^
H k i
w h e r e  A  i s  a s s u m e d  t o  b e  a l w a y s  l e s s  t h a n  o r  e q u a l  t o  1 ,  c o n s i d e r i n g  t h a t  t h e  U E  h a s  
h i g h e s t  g a i n  w i t h  r e s p e c t  t o  i t s  s e r v i n g  c e l l .
S t a e h l e  e t .  a l  [ 6 9 ]  e x t e n d e d  t h e  b a s i c  m o d e l  b y  i n c l u d i n g  t r a n s m i t  p o w e r  l i m i t a t i o n  a n d  
s o f t - h a n d o v e r  i n  t h e  U L .  W i t h  s o f t - h a n d o v e r  t h e  s e r v i n g  c e l l  a s s i g n m e n t  c a n n o t  r e m a i n  
c o n s t a n t ,  a n d  t h e  U E < - » N o d e B  a s s i g n m e n t  i s  u p d a t e d  i t e r a t i v e l y .  A l s o  i n  t h e  p o w e r  l i m i t  
m o d e ,  t h e  U E s  a r e  r e m o v e d  o r  p u t  o u t  o f  s e r v i c e  u s i n g  i t e r a t i o n s .  E v e n  t h o u g h  t h e  w o r k  i s  
m e n t i o n e d  a s  ‘A n a l y t i c a l ’ m o d e l l i n g ,  t h e  s o l u t i o n  r e q u i r e s  i t e r a t i v e  o p t i m i s a t i o n  t o  a d j u s t  
n u m b e r  o f  a c t i v e  U E s .
S i m p l i f i c a t i o n  i n  n e t w o r k  m o d e l l i n g  h a s  b e e n  s t u d i e d  i n  v a r i o u s  c o n t e x t s ,  h o w e v e r ,  a  
c o m b i n e d  a p p r o a c h  t o  e s t i m a t e  s y s t e m  c a p a c i t y  i s  m i s s i n g .  S o m e  o f  t h e  a n a l y t i c a l  m o d e l s  
s t u d i e d  i n  l i t e r a t u r e  d o  n o t  u s e  a r b i t r a r y  s c e n a r i o s  a n d  i m p o r t a n t  c h a r a c t e r i s t i c s  o f  t h e  
W C D M A  a i r  i n t e r f a c e .  F e w  s t u d i e s  c o n s i d e r  g e n e r a l  W C D M A  n e t w o r k s  w i t h  a r b i t r a r y  
c e l l  l a y o u t ,  s p a t i a l  t r a f f i c  d i s t r i b u t i o n ,  s e r v i c e  m i x  a n d  p r o p a g a t i o n  l o s s e s ,  [ 5 9 ] .
I n  [ 5 9 ,  4 5 ]  t h e  a u t h o r s  p r o p o s e d  a n  a n a l y t i c  m e t h o d  t o  e v a l u a t e  c o v e r a g e  o f  a  g e n ­
e r a l  U M T S  n e t w o r k  w i t h  a r b i t r a r y  N o d e  B  l a y o u t  a n d  s p a t i a l  t r a f f i c  d i s t r i b u t i o n .  I n  [ 4 6 ]  
t h e  a u t h o r s  h a v e  d e r i v e d  t h e  m e t h o d  t o  d e t e r m i n e  w h e t h e r  t h e  n e t w o r k  i s  a b l e  t o  c a r r y  
t h e  o f f e r e d  t r a f f i c  i n  d o w n l i n k .  T h e  d i r e c t  m e t h o d  u s e s  m a t r i x  i n v e r s i o n  t o  c a l c u l a t e  a  
r e a s o n a b l e  s o l u t i o n .  T h e  s u b s e q u e n t  r e s u l t s  a r e  b a s e d  o n  M o n t e  C a r l o  s i m u l a t i o n  w h i c h  
g e n e r a t e s  a  s e r i e s  o f  s n a p s h o t s  a n d  d e t e r m i n e s  t h e  N o d e B  t r a n s m i t  p o w e r  a s s u m i n g  a  
f e a s i b l e  s y s t e m .  T h e  a u t h o r s  t h e n  p r o p o s e d  a  m o d e l  t o  c a l c u l a t e  f i r s t  a n d  s e c o n d  m o m e n t  
o f  N o d e B  t r a n s m i t  p o w e r s ,  a s s u m i n g  l o g n o r m a l  d i s t r i b u t i o n  o f  d e d i c a t e d  c h a n n e l  p o w e r s .  
U s i n g  t h i s  a p p r o a c h  i t  i s  p o s s i b l e  t o  a p p r o x i m a t e  t h e  d i s t r i b u t i o n  a n d  d e r i v e  t h e  p r o b a b i l ­
i t y  t h a t  t h e  s y s t e m  w i l l  b e c o m e  u n s t a b l e  w h e n  c e r t a i n  p o w e r  l i m i t  i s  e x c e e d e d .  H o w e v e r ,  
t h e i r  i n v e s t i g a t i o n  a s s u m e s  f e a s i b l e  s y s t e m  t o  s t a r t  w i t h .
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2.6 Summary
I n  t h i s  c h a p t e r  t h e  i n p u t s  r e q u i r e d  f o r  s t a t i c  s n a p s h o t  a n a l y s i s  h a v e  b e e n  i n t r o d u c e d .  T h e  
s t r u c t u r e  o f  p o w e r  c o n t r o l  a l g o r i t h m s ,  d i s c u s s e d  i n  t h i s  c h a p t e r ,  i n d i c a t e  t h a t  c a p a c i t y  
e s t i m a t i o n  i s  c l o s e l y  r e l a t e d  t o  t h e  e f f i c i e n c y  o f  p o w e r  c o n t r o l  a l g o r i t h m .
T h e  p r o b l e m  o f  m a x i m i s i n g  t h e  n u m b e r  o f  a c t i v e  u s e r s  s a t i s f y i n g  a  r e q u i r e d  Q o S  i n  
n  u s e r  i n t e r f e r e n c e  c h a n n e l  i s  k n o w n  t o  b e  N P  c o m p l e t e .  E x i s t i n g  l i t e r a t u r e  o n  s u b o p t i m a l  
a l g o r i t h m s  h a v e  b e e n  d i s c u s s e d  i n  t h i s  c h a p t e r .  T h e  T r a n s m i t  P o w e r  C o n t r o l  ( T P C )  
s c h e m e s  d e r i v e  u p p e r  p e r f o r m a n c e  b o u n d s ,  b a s e d  o n  a l g o r i t h m s  t h a t  a r e  o p t i m u m  i n  
t h e  s e n s e  t h a t  t h e  i n t e r f e r e n c e  ( o u t a g e )  p r o b a b i l i t y  i s  m i n i m i s e d .  T h e  S t e p w i s e  R e m o v a l  
S c h e m e s  i d e n t i f y  t h e  w o r s t  l i n k s  t o  b e  r e m o v e d  a n d  a r e  b a s e d  o n  c l o s e d  f o r m  s o l u t i o n  o f  
t h e  S I N R  e q u a t i o n s .
I n  c o n t r a s t  a  s y s t e m  l e v e l  s i m u l a t o r  u s e s  a  d i s t r i b u t e d  a p p r o a c h  t o  s o l v e  t h e  S I N R  
i n e q u a t i o n  a n d  o b t a i n  a  n e a r  o p t i m u m  s o l u t i o n .  I t  a d j u s t s  t r a n s m i t  p o w e r s  a n d  r e m o v e s  
s e l e c t e d  u s e r s  i t e r a t i v e l y  w h i l e  c h e c k i n g  c o n s t r a i n t s  s u c h  a s  C P I C H  E c / I o  c o v e r a g e  t h r e s h ­
o l d .  T h e  r e s u l t s  g e n e r a t e d  b y  t h e  W C D M A  s i m u l a t o r  d e s c r i b e d  i n  t h i s  c h a p t e r  a r e  u s e d  
f o r  n e t w o r k  p e r f o r m a n c e  a n a l y s i s  i n  c h a p t e r  3 .
Chapter 3 
Network Performance Simulation 
and Analysis
T h i s  c h a p t e r  i s  d e d i c a t e d  t o  t h e  s t u d y  o f  E v a l u a t i o n  K e y  P e r f o r m a n c e  I n d i c a t o r s  ( E K P I s ) 1 
b a s e d  o n  f u l l  s y s t e m  l e v e l  s i m u l a t i o n s  u s i n g  a n  a d v a n c e d  W i d e b a n d  C o d e  D i v i s i o n  M u l t i ­
p l e  A c c e s s  ( W C D M A )  s i m u l a t o r  ( r e f e r r e d  a s  S I M  i n  s u b s e q u e n t  d i s c u s s i o n ) .  T h e  s i m u l a t o r  
a l g o r i t h m  i s  p r e s e n t e d  i n  c h a p t e r  2 ,  s e c t i o n  2 . 4 .  T h e  n u m e r i c a l  s i m u l a t i o n  r e s u l t s  i n  t h i s  
c h a p t e r  a r e  u s e d  t o  d i s c u s s  c o v e r a g e  a n d  c a p a c i t y  p e r f o r m a n c e  o f  a  m u l t i c e l l u l a r  T h i r d  
G e n e r a t i o n  ( 3 G )  n e t w o r k  a n d  a n a l y s e  t h e  p a t t e r n s  i n  t h e  s p a t i a l l y  d i s t r i b u t e d  d a t a  g e n ­
e r a t e d  b y  t h e  s i m u l a t o r .
T h e  r e f e r e n c e  s c e n a r i o  c o n s i s t s  o f  f o u r  N o d e  B  s i t e s  i n  a r b i t r a r y  l o c a t i o n s  o v e r  a n  a r e a  o f  
1 3 s q . k m .  T h e  n e t w o r k  a r e a  i s  d i v i d e d  i n t o  p i x e l s  w i t h  r e s o l u t i o n  o f  5 0  m  f o r  p r o p a g a t i o n  
c a l c u l a t i o n .  A  U n i v e r s a l  M o b i l e  T e l e c o m m u n i c a t i o n  S y s t e m  ( U M T S )  V e h i c u l a r - A  p a t h  
l o s s  m o d e l ,  d e f i n e d  i n  c h a p t e r 2 ,  i s  c h o s e n  f o r  p a t h  l o s s  c a l c u l a t i o n .  N o d e B  s i t e s  c o n t a i n  
t h r e e - s e c t o r e d  c e l l s .  E a c h  c e l l  h a s  a  9 0 °  d i r e c t i o n a l  a n t e n n a  w i t h  a  b o r e - s i g h t  g a i n  o f  
1 5  d B i  a n d  a  d o w n t i l t  o f  3 ° .  T h e  s i t e  l o c a t i o n s  a n d  a n t e n n a  o r i e n t a t i o n s  c a n  b e  s e e n  
f r o m  t h e  g r a p h i c a l  o u t p u t s  g e n e r a t e d .  A n t e n n a  s e c t o r i z a t i o n  i s  m o d e l l e d  b y  t r e a t i n g  
d i f f e r e n t  s e c t o r s  i n  a  c o - l o c a t e d  s i t e  a s  d i f f e r e n t  s i t e s .  T h e  s y s t e m  p a r a m e t e r s  a r e  l i s t e d  
i n  a p p e n d i x  B .  T h e  t r a f f i c  m a p  c o n s t i t u t e s  a  u n i f o r m  r a n d o m  d i s t r i b u t i o n  o f  U E s  w i t h  
p r e d e f i n e d  d a t a - r a t e s  a n d  s p e e d s  w h i c h  d e t e r m i n e  t h e i r  i n d i v i d u a l  S i g n a l  t o  I n t e r f e r e n c e  
a n d  N o i s e  R a t i o  ( S I N R )  t a r g e t s .  T h e  r e s u l t s  a r e  d i v i d e d  i n t o  S i n g l e  S n a p s h o t  A n a l y s i s  
xthe concept of EKPI has been introduced in chapter 1, section 1.5
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a n d  M u l t i p l e  S n a p s h o t  A n a l y s i s .
3.1 Single Snapshot Analysis
I n  n e t w o r k  p l a n n i n g ,  s t a t i c  s n a p s h o t  a n a l y s i s  i s  u s e d  t o  v i s u a l i s e  n e t w o r k  p e r f o r m a n c e  
w h e n  t h e  s y s t e m  i s  f r o z e n  a t  a  g i v e n  i n s t a n t  o f  t i m e .  I n  t h i s  s e c t i o n  t h e  f o l l o w i n g  g r a p h i c a l  
o u t p u t s  a r e  i n t r o d u c e d ,  w h i c h  w i l l  b e  a n a l y s e d  i n  t h e  d i s c u s s i o n s  t h a t  f o l l o w :
®  L i n k  g a i n  p l o t
®  C o m m o n  P i l o t  C h a n n e l  ( C P I C H )  E c / I o  s t r e n g t h  
©  N e t w o r k  c a p a c i t y  
®  T r a n s m i t  p o w e r
I n i t i a l  e x p e r i m e n t a l  c o n d i t i o n s  a r e  g i v e n  b e l o w :
T a b l e  3 . 1 :  I n p u t  C o n d i t i o n s
U s e r  D a t a  r a t e  : 1 2 . 2  k b p s
S I N R  t a r g e t  : 8  d B  i n  U L  a n d  D L
M a x i m u m  t r a n s m i t  p o w e r  o f  a  N o d e B  : 4 3 d B m
M a x i m u m  t r a n s m i t  p o w e r  o f  U E  : 2 3  d B m
N o d e B  a n t e n n a  h e i g h t  : 3 5 m
N o d e  B  a n t e n n a  d o w n t i l t  : 3 °
3.1.1 Link gain
T h e  l i n k  g a i n  ( d e f i n e d  i n  c h a p t e r  2 ,  s e c t i o n  2 . 1 . 1 )  i s  c a l c u l a t e d  b e t w e e n  e a c h  p i x e l  a n d  t h e  
N o d e B  a n t e n n a s .  T h e  m a x i m u m  l i n k  g a i n s  a t  e a c h  p i x e l  a r e  p l o t t e d  i n  F i g .  3 . 1 .  T h e  i n i t i a l  
s e r v i n g  c e l l  a s s i g n m e n t  o f  a  U s e r  E q u i p m e n t  ( U E )  i s  b a s e d  o n  t h e  l i n k  g a i n  c a l c u l a t i o n .  
T h e  v a r i a t i o n  o f  l i n k  g a i n  w i t h  d i s t a n c e  f r o m  a  N o d e B  i s  e x p o n e n t i a l  a n d  s y m m e t r i c  i n  
t h e  a b s e n c e  o f  s h a d o w  f a d i n g .  T h e  s i m i l a r i t y  o f  t h e  l i n k  g a i n  p a t t e r n s  f o r  a l l  N o d e  B s  c a n  
b e  a t t r i b u t e d  t o  t h e  s a m e  a n t e n n a  h e i g h t  a n d  d o w n t i l t .  U E s  w i t h i n  t h e  b o u n d a r y  o f  a  
p a r t i c u l a r  c e l l  a r e  m o r e  p r o b a b l e  t o  b e  s e r v e d  b y  t h a t  c e l l .  H o w e v e r ,  t h e  c o v e r a g e  a r e a  o f  
a  c e l l  i s  n o t  d e f i n e d  b y  l i n k  g a i n  o n l y  i n  c a s e  o f  a  U M T S  n e t w o r k .  T h e  i n t e r f e r e n c e  p l a y s  
a n  i m p o r t a n t  r o l e  t o  d e f i n e  c o v e r a g e  w h i c h  i s  i l l u s t r a t e d  i n  F i g .  3 . 2 .
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F i g u r e  3 . 1 :  L i n k  g a i n  m a p  s h o w i n g  m a x i m u m  g a i n s  ( d B )  a t  e a c h  p i x e l
3.1.2 CPICH E c/Io  Coverage
T h e  C P I C H  E c / I o  c o v e r a g e  i n  t h e  D o w n l i n k  ( D L )  i s  d e f i n e d  a s  t h e  p e r c e n t a g e  o f  t h e  
n e t w o r k  a r e a  w h e r e  t h e  m e a s u r e d  C P I C H  E c / I o  i s  a b o v e  a  p r e d e f i n e d  t h r e s h o l d  l e v e l .  I t  
i s  d e f i n e d  i n  c h a p t e r  1 ,  s e c t i o n  1 . 1 .
I n  t h i s  n u m e r i c a l  e x p e r i m e n t ,  t h e  C P I C H  t r a n s m i t  p o w e r s  a r e  f i x e d  a t  5 %  o f  t h e  
m a x i m u m  N o d e B  t r a n s m i t  p o w e r  a n d  t h e  r e c e i v e d  C P I C H  E c / I o  l e v e l s  a r e  c a l c u l a t e d  
a t  e a c h  p i x e l .  C o m p a r e d  t o  t h e  p r e v i o u s  F i g .  3 . 1  w h e r e  t h e  p a t t e r n  w a s  s i m i l a r  f o r  a l l  
N o d e B s ,  F i g .  3 . 2  s h o w s  a  s h r i n k i n g  c o v e r a g e  f o o t p r i n t  f o r  N o d e B s  l o c a t e d  c l o s e  t o  e a c h  
o t h e r .  A l s o  t h e  C P I C H  E c / I o  l e v e l s  a r e  l o w  i n  t h e  h a n d o v e r  r e g i o n  b e t w e e n  2  N o d e B s  
d u e  t o  h i g h e r  a m o u n t  o f  i n t e r f e r e n c e  g e n e r a t e d  i n  t h e s e  a r e a s .  I n  t h i s  e x p e r i m e n t ,  i t  i s  
o b s e r v e d  t h a t  w i t h  C P I C H  t r a n s m i t  p o w e r  a s  5 %  o f  m a x i m u m  c e l l  t r a n s m i t  p o w e r ,  m o r e  
t h a n  9 5 %  C P I C H  E c / I o  c o v e r a g e  i s  a c h i e v e d  o v e r  a  1 3 s q . k m .  n e t w o r k  a r e a ,  w h e n  C P I C H  
E c / I o  t a r g e t  i s  s e t  t o  - 1 5  d B .  H o w e v e r ,  i t  i s  i m p o r t a n t  t o  s i m u l t a n e o u s l y  a n a l y s e  t h e  
c o r r e s p o n d i n g  c a p a c i t y  v a l u e s .  T h e  c a p a c i t y  r e s u l t s  a r c  p r e s e n t e d  i n  t h e  n e x t  s u b s e c t i o n .  
T h e  c o m m o n  p i l o t  c h a n n e l  p o w e r s  c a n  b e  a d j u s t e d  t o  b a l a n c e  t h e  l o a d i n g  b e t w e e n  t h e  
c e l l s  a n d  t o  a c h i e v e  t h e  t a r g e t  C P I C H  E c / I o  c o v e r a g e .  T h e  i m p a c t  o f  p i l o t  p o w e r  o n  
t o t a l  b a s e  s t a t i o n  t r a n s m i t  p o w e r  h a s  b e e n  p r e s e n t e d  i n  [ 7 0 ] .  T h e  a u t h o r s  h a v e  u s e d  a  
d y n a m i c  s i m u l a t o r  f o r  t h e  n u m e r i c a l  a n a l y s i s .  I t  i s  s h o w n  t h a t  m a i n t a i n i n g  t h e  p i l o t  p o w e r
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Figure 3.2: C P IC H  Ec/Io Level Plot
between 3% to 15% of maximum base station transmit power it is possible to control the 
mean macrocell total power closer to the target (10 W  in their case). Additionally, the the 
deviation o f powers between cells could also be minimised. However, since the control rules 
in this case gave preference to load balancing than coverage balancing, with an increase 
in pilot powers, the overall C P IC H  Ec/Io coverage is found to decrease even when most 
o f the cells were near 98% covered.
Optimisation o f C P IC H  powers with antenna downtilts in multicellular U M TS net­
works is studied in [71] and the results suggest that the interference in D L is significantly 
reduced and a 37% of pilot power saving is achieved when the base station antennas 
are downtilted. Therefore, pilot channels are able to operate at lower power levels when 
antenna tilts are introduced.
3.1.3 Network Capacity
In this experiment, starting with 800 randomly distributed UEs, 397 UEs are removed 
and the network capacity is computed as 403 (the number of UEs which can get service 
simultaneously).The number and location o f the served UEs is illustrated in Fig. 3.3. In 
this plot, the user locations are shown with dots. Red dots represent served UEs and green 
dots represent ‘chopped’ or ‘removed’ UEs which were originally present in the traffic map
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but could not receive any spectrum resource. Grey lines symbolise the connection o f active 
UEs with their serving cells. The D L transmit power allocation is part of the optimum
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Figure 3.3: Scenario showing the network capacity calculated by the SIM
coverage-capacity calculation by SIM.
The simulator algorithm starts with a set o f offered users and calculates the position 
and number of users that can be served with minimum interference and trasnmit powers. 
Since the algorithm uses transmit power and interference criteria to identify worse links, 
it is observed that removed UEs are predominantly located either at farthest distance 
from a cell or fall in the boundary between two cells belonging to different sites. This is 
because the other-cell interference power generated by a UE is higher when it is at the 
cell boundary.
3.1.4 DL Transmit Powers
In the following experiment individual cell performance is studied. Fig. 3.7 is a combined 
plot o f total cell transmit power in DL and the number o f served UEs in each cell.
Even when C P IC H  transmit power is same for all cells in the network, the total transmit 
power o f a cell is not same for all cells. The total transmit power o f a cell, which is a sum of 
the control channel power and traffic channel power, depends on the traffic channel power
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Figure 3.4: P lot of (i) Served Users and (ii) Total DL Transmit Power o f Node B
of a cell. The traffic power allocation is decided by the power control algorithm which 
assigns transmit power to respective cells to achieve desired coverage-capacity performance 
of the network.
Fig. 3.4 shows a positive correlation between total transmit power o f a N odeB  and 
number of users served by it. Cells with higher transmit powers have higher capacity but 
lower coverage. In the above example, Nb-4 and Nb-9 have high cell capacities and high 
transmit powers, but lower coverage area (compare with Fig. 3.2). Reduction in coverage 
can be attributed to the high amount o f own-cell interference generated in the Uplink (U L ) 
by the active users. Consequently, the served users are concentrated near the cell base. 
This experiment also demonstrates that U L parameters have an influence on the downlink 
performance.
3.2 Multiple Snapshot Analysis
This section presents a study o f network performance due to variation in the input sim­
ulation conditions. For each snapshot, a different random user distribution is generated. 
However, the site locations and Node B antenna heights, downtilts and bearings are kept 
constant when the imput parameters are varied.
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3.2.1 Impact of Varying CPICH Transmit Power
The C P IC H  provides a phase reference for all the downlink physical channels. The pilot 
channels, which are not power controlled, add to the total downlink interference. I f the 
pilot power is too high, the system exhibits unnecessary downlink congestion as the pilot 
consumes power from the transport channels, which is referred to as P ilo t Po llu tion , [74]. 
On the other hand, when pilot power is low, gaps in coverage are created.
C P IC H  transmit power is usually considered an optimisation parameter during network 
planning. Optimum C PIC H  power settings produce balanced cell load while ensuring 
sufficient coverage. I f C P IC H  powers are identical in all cells, there is larger variation 
between the NodeB  transmit powers due to uneven load distribution, as shown in [75]. 
Consequently the system capacity deteriorates.
In the following experiment, the pilot channel power is varied from 5% to 15% of 
the maximum cell transmit power simultaneously in every cell and network capacity and 
C P IC H  Ec/Io coverage are noted. The C P IC H  Ec/Io Coverage is computed with C PIC H  
Ec/Io target threshold o f-15dB . It is observed that the network coverage increases with
(a) (b )
Figure 3.5: Impact C P IC H  transmit power on (a) Capacity and (b ) Coverage.
increase in C PIC H  power but there is a corresponding decrease in network capacity. This is 
expected because with the increase in C P IC H  transmit power, the share of traffic channel 
powers o f a N odeB  reduces when maximum transmit power o f a N odeB  is constant.
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W i t h  a n d  W i t h o u t  S H O
S o f t  h a n d o v e r  ( S H O )  i s  a  f e a t u r e  i n  3 G  w h e n  a  U E  i s  c o n n e c t e d  t o  m o r e  t h a n  o n e  c e l l  
d u r i n g  c h a n g e o v e r  o f  s e r v i n g  c e l l s .  T h i s  p h e n o m e n o n  i s  d e s c r i b e d  i n  d e t a i l  i n  c h a p t e r  1 ,  
s e c t i o n  1 . 2 . 1 .
I n  t h i s  s e c t i o n ,  t h e  n e t w o r k  p e r f o r m a n c e  c a l c u l a t i o n s  f o r  c o v e r a g e  a n d  c a p a c i t y  a r e  
r e p e a t e d  f o r  d i f f e r e n t  v a l u e s  o f  S H O  w i n d o w 2 . E a c h  c u r v e  i n  F i g .  3 . 5  c o r r e s p o n d  t o  a  g i v e n  
v a l u e  o f  S H O  w i n d o w .  A  S H O - w i n d o w  o f  O d B  s i g n i f i e s  n o  S H O .  I t  i s  o b s e r v e d  t h a t  w i t h  
S H O  ( - 1 . 5  d B  o r  - 3  d B )  t h e  n e t w o r k  c a p a c i t y  i s  l o w e r  t h a n  w i t h o u t  a  S H O .  T h i s  i s  b e c a u s e  
p r e s e n c e  o f  S H O  i s  e q u i v a l e n t  t o  a d d i t i o n a l  l i n k s  c o r r e s p o n d i n g  t o  o n e  U E  ( w h i c h  i s  i n  t h e  
S H O  a r e a ) .  T h e  p r e s e n c e  o f  a  S H O  t a k e s  u p  d o w n l i n k  c a p a c i t y  b y  s h a r i n g  a  p o r t i o n  o f  t h e  
s e r v e d  l i n k s .  H e n c e  u s e r  c a p a c i t y  i s  l o w e r  w i t h  a  S H O .  I n  a b s e n c e  o f  a  S H O  a l l  a c t i v e  l i n k s  
w i l l  c o r r e s p o n d  t o  i n d i v i d u a l  U E s .  H e n c e  t h e  c a p a c i t y  w i l l  b e  h i g h e r .  B u t  s i n c e  t h e r e  i s  
n o  s i g n i f i c a n t  d i f f e r e n c e  i n  t h e  t o t a l  n u m b e r  o f  a c t i v e  l i n k s  c a l c u l a t e d  w i t h  a n d  w i t h o u t  a  
S H O ,  t h e r e  i s  h a r d l y  a n y  d i f f e r e n c e  i n  t h e  c a l c u l a t e d  C P I C H  E c / I o  p e r c e n t a g e  v a l u e s ,  w i t h  
a n d  w i t h o u t  a  S H O .  T h e  s m a l l  v a r i a t i o n  r e s u l t s  f r o m  t h e  d i f f e r e n c e  i n  t h e  p o s i t i o n  o f  t h e  
c o n n e c t e d  l i n k s .  I n  F i g .  3 . 5  e a c h  s e t  o f  c u r v e s  ( c o r r e s p o n d i n g  t o  a  d i f f e r e n t  v a l u e  o f  S H O  
w i n d o w )  e x h i b i t  h i g h  p o s i t i v e  c o r r e l a t i o n  b e t w e e n  t h e m  f o r  v a r i a t i o n  o f  C P I C H  t r a n s m i t  
p o w e r .  T h u s  i t  c a n  b e  i n f e r r e d  t h a t  f o r  o p t i m i s a t i o n  o f  C P I C H  t r a n s m i t  p o w e r s ,  O K P I  
c a l c u l a t i o n  w i t h o u t  S H O  i s  s u f f i c i e n t  t o  d r i v e  t h e  s e a r c h  a l g o r i t h m  i n  t h e  r i g h t  d i r e c t i o n .
3.2.2 Impact of Traffic Loading
I n  a  r e a l  n e t w o r k  t h e  t r a f f i c  l o a d  i s  e x p e c t e d  t o  i n c r e a s e  f r o m  t h e  p l a n n e d  e s t i m a t e d  
t r a f f i c .  T h e r e f o r e ,  n e t w o r k s  m u s t  b e  d e s i g n e d  a n d  c o n f i g u r e d  k e e p i n g  p r o v i s i o n s  f o r  f u t u r e  
d e m a n d s .  I n  t h i s  s e c t i o n ,  t h e  i n p u t  t r a f f i c  d e n s i t i e s  a r e  c h a n g e d  b y  v a r y i n g  t h e  n u m b e r  o f  
o f f e r e d  u s e r s  a n d  t h e  t r a f f i c  h a n d l i n g  c a p a b i l i t y  o f  t h e  n e t w o r k  i s  a n a l y s e d  b y  e v a l u a t i n g  
n e t w o r k  c a p a c i t i e s .
2SHO window is a measure in dB, which specifies the difference in received CPICH Ec/Io levels from 
the serving cell and from the other cells in the network. When the level difference is within the SHO 
window, the cells are included in the active set of the UE.
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Network Capacity and U L  Transmit Powers
The same multicellular network scenario with 4 3-sectored sites is selected for the in­
vestigation. The number of offered users is varied from 100 to 600 in steps of 20, and 
performance figures are calculated.
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Figure 3.6: Network Capacity and Average UL Transmission Powers
Fig. 3.6 is a combined plot of the network capacity and UL transmit powers for different 
number of offered users. The network serves almost all users when the number of offered 
users is low. For example, corresponding to 100 offered users, the network capacity is 100 
users. As the number of offered users increases, the number of served users also increases 
but not proportionally. W ith  increased number o f offered users, a selected number of users 
are dropped or removed and the served capacity is calculated. In Fig. 3.6, given 800 offered 
users approximately 400 users can be expected to receive service, which is only 50% of the 
traffic input.
W ith  further increase of traffic load, there is no significant improvement in network 
capacity. Hence the traffic handling capability of the network in this numerical experiment 
is approximately 450 users.
Fig. 3.6 also illustrates a high positive correlation of average UL transmit powers with 
network capacity when the number of offered users are varied. W ith  increase in network 
traffic the interference increases and as a result a UE has to increase its U L link transmit 
powers to overcome the interference and achieve the given S IN R  target. The maximum
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average transmit power o f a UE in UL is 65 m W  as seen in Fig. 3.6.
D L  C e l l  T r a n s m i t  P o w e r s
The total cell transmit power is not constant in the DL. It depends on the network traffic 
and also the distribution o f the active UEs. Fig. 3.7 plots cell transmit power versus the
Figure 3.7: Total DL Transmit Power of N odeB
number of offered users for any three cells (in this case Nb-4, 7 and 12). These cells belong 
to 3 different sites.
From Fig. 3.7 it is observed that as the number of offered users is increased, the total 
DL trasnmit power of a cell increases. This is because with increase in number of offered 
users, the number of served users increases and more traffic channel power is required to 
serve the increased demand. However, after a certain point, the total DL transmit power 
no longer increases, rather starts decreasing with further increase in traffic density. In 
this experiment this occurs around 800 offered users, when the network capacity levels off. 
Beyond this point, further increase in traffic loading, creates optimum situations where 
the Node B transmit powers decreases. This can be explained by the fact that with further 
increase in traffic density, more favorable user locations can be found which are near the 
cell base and require less link transmit powers in DL. I f these users are included in the 
set o f active users, then the network capacity remains the same but due to a different 
selection of user locations, the DL transmit powers decrease. Fig. 3.7 shows that the total
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t r a n s m i t  p o w e r  o f  a  c e l l  s t a b i l i s e s  t o  a  u n i f o r m  p o w e r  l o a d i n g  s i t u a t i o n ,  w h e n  a l l  c e l l s  a r e  
a l l o c a t e d  a p p r o x i m a t e l y  e q u a l  t o t a l  D L  t r a n s m i t  p o w e r s .
3.3 Correlation between the Performance Variables
A n  a u t o m a t e d  a p p r o a c h  t o  s i m u l t a n e o u s l y  o p t i m i s e  W C D M A  n e t w o r k  p a r a m e t e r s  c o r r e ­
l a t i o n  b e t w e e n  K P I s  a n d  t u n i n g  p a r a m e t e r s  a r e  d e t e r m i n e d .  I f  t h e  K P I s  a r e  n o t  s e n s i t i v e  
t o  t h e  t u n e d  p a r a m e t e r s  t h e y  w i l l  n o t  r e a c t  t o  t h e  t u n i n g  a c t i o n s  o f  t h e  o p t i m i s a t i o n  a l ­
g o r i t h m .  I n  [ 7 6 ]  s e v e r a l  s y s t e m  p a r a m e t e r s  s u c h  a s  S H O  a d d i t i o n  w i n d o w ,  t a r g e t  v a l u e s  
o f  U L  n o i s e  r i s e ,  t a r g e t  v a l u e s  o f  D L  t r a n s m i t  p o w e r  a r e  c h o s e n  t o  i n v e s t i g a t e  s e n s i t i v i t y  
r e l a t i o n s  w i t h  K P I s  s u c h  a s  p o w e r  o u t a g e .  C o r r e l a t i o n  p l o t s  a r e  p r o d u c e d  f r o m  d a t a  g e n ­
e r a t e d  f r o m  n u m e r i c a l  s i m u l a t i o n s  b a s e d  o n  h e x a g o n a l  m a c r o - c e l l  s c e n a r i o  a n d  m e t r i c s  a r e  
d e f i n e d  t o  q u a n t i f y  s e n s i t i v i t y  o f  p a r a m e t e r s  t o  K P I s .  I n  t h i s  s e c t i o n  a  s i m i l a r  i n v e s t i g a ­
t i o n  i s  c o n d u c t e d  f o r  a  n o n - h o m o g e n e o u s  n e t w o r k  s t r u c t u r e s  w i t h  s e c t o r e d  c e l l s  d e s c r i b e d  
o n  p a g e  4 4 .
C o r r e s p o n d i n g  t o  e a c h  p e r f o r m a n c e  m e t r i c  d i s c u s s e d  i n  t h e  p r e v i o u s  s e c t i o n ,  a  s t a t i c  
s n a p s h o t  a n a l y s i s  p r o d u c e s  a s  m a n y  d a t a  p o i n t s  a s  t h e  n u m b e r  o f  U E s  a n d  i t  w o u l d  b e  
i n t e r e s t i n g  t o  c a p t u r e  a n y  p a t t e r n  i n  t h e  s p a t i a l l y  d i s t r i b u t e d  d a t a .  P r i n c i p l e  C o m p o n e n t  
A n a l y s i s  ( P C A )  i s  a  t o o l  f o r  s u c h  a n  i n v e s t i g a t i o n .  I t  i s  u s e d  t o  f i n d  i n t e r - c o r r e l a t i o n s  
b e t w e e n  v a r i a b l e s ,  [ 7 7 ] .  T h i s  t e c h n i q u e  c a n  b e  a p p l i e d  t o  r e d u c e  t h e  d i m e n s i o n a l i t y  o f  a  
s e t  o f  v a r i a b l e s ,  b y  t a k i n g  a d v a n t a g e  o f  t h e i r  i n t e r  c o r r e l a t i o n s ,  I n  t h e  c o n t e x t  o f  r a d i o  
n e t w o r k  o p t i m i s a t i o n ,  t h e r e  a r e  a  n u m b e r  o f  v a r i a b l e s  w h i c h  c a n  b e  u s e d  f o r  n e t w o r k  
o p t i m i s a t i o n .  S o m e  o f  t h e s e  v a r i a b l e s  a r e  i n d e p e n d e n t  w h i l e  o t h e r s  a r e  d e p e n d e n t .  I t  i s  
i m p o r t a n t  t o  m a k e  a  s e l e c t i o n  o f  v a r i a b l e s  w h i c h  c a n  b e  u s e d  a s  O K P I s .  I f  t w o  v a r i a b l e s  
a r e  i d e n t i f i e d  t o  b e  h i g h l y  c o r r e l a t e d  t h e n  o n e  c a n  b e  d e r i v e d  f r o m  t h e  o t h e r ,  a n d  n e e d  
n o t  b e  i n c l u d e d  i n  t h e  l i s t  o f  O K P I s .  T h i s  r e d u c e s  t h e  d i m e n s i o n  o f  t h e  v a r i a b l e  s p a c e .
I n  t h e  f o l l o w i n g  e x a m p l e ,  t h e  P C A  m e t h o d  i s  a p p l i e d  t o  i n v e s t i g a t e  i n t e r - d e p e n d e n c e  
o f  n e t w o r k  p e r f o r m a n c e  v a r i a b l e s .  F o r  a  g i v e n  n e t w o r k  s c e n a r i o  w i t h  3 7 3  s e r v e d  u s e r s ,  t h e  
f o l l o w i n g  d a t a  a r e  c o l l e c t e d :
X  : t h e  d i s t a n c e ,  d ,  o f  a  U E  f r o m  i t s  s e r v i n g  c e l l ,  a n d  
Y  : t h e  l i n k  t r a n s m i t  p o w e r  o f  t h e  U E
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T h e  d a t a  i s  r e p r e s e n t e d  i n  a  t w o  d i m e n s i o n a l  m a t r i x  f o r m ,  [ X  Y ] ,  w h i c h  i s  u s e d  a s  i n p u t  
f o r  t h e  P C  A  c a l c u l a t i o n .  T h e  v a r i a b l e s  X  a n d  Y  a r e  c o l u m n  v e c t o r s  c o n t a i n i n g  d a t a  
c o r r e s p o n d i n g  t o  e a c h  U E .  T h e  d a t a  p r e p a r a t i o n  i n v o l v e s  a d j u s t i n g  e a c h  d i m e n s i o n  t o  
h a v e  z e r o  m e a n .  T h e  m a i n  s t e p s  f o r  f i n d i n g  t h e  p r i n c i p l e  c o m p o n e n t  a r e ,  [ 7 8 ] :
1 .  S u b t r a c t  t h e  m e a n  f r o m  e a c h  d i m e n s i o n
2 .  C a l c u l a t e  t h e  c o v a r i a n c e  m a t r i x
3 .  C a l c u l a t e  t h e  e i g e n v e c t o r s  a n d  e i g e n v a l u e s  o f  t h e  c o v a r i a n c e  m a t r i x
4 .  C h o o s e  c o m p o n e n t s  a n d  f o r m  a  f e a t u r e  v e c t o r
5 .  D e r i v i n g  a  n e w  d a t a  s e t
6 .  G e t t i n g  t h e  o l d  d a t a  b a c k  ( i f  n e c e s s a r y )
F i g .  3 . 8  ( a )  s h o w s  a  s c a t t e r  p l o t  o f  X  a n d  Y .  I t  i s  o b s e r v e d  t h a t  Y  i s  p o s i t i v e l y  
c o r r e l a t e d  w i t h  X .
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Mean Adjusted Data : Xa =  X-mean(X)X : Distance of user from serving cell (unit: 100m)
a )  O r i g i n a l  D a t a  i n  t h e  D L  b )  T r a n s f o r m e d  d a t a  i n  t h e  D L
F i g u r e  3 . 8 :  C o r r e l a t i o n  A n a l y s i s  b e t w e e n  d i s t a n c e  a n d  l i n k  t r a n s m i t  p o w e r s  i n  t h e  D L
I n  t h e  D L  t h e  l i n k  t r a n s m i t  p o w e r s  a r e  a p p r o x i m a t e l y  2 0  d B m .  F o r  t h e  g i v e n  d a t a  s e t  
[ X  Y ] ,  t h e  c o v a r i a n c e  m a t r i x ,  c o v ( x y ) i s :
7 8 . 6 2  9 . 9 7  
9 . 9 7  2 . 9 0
(3.1)
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E i g e n  a n a l y s i s  o f  ( 3 . 1 )  r e n d e r s  t h e  f o l l o w i n g  e i g e n v e c t o r s  :
- 0 . 9 9 1 7  0 . 1 2 8 5
- 0 . 1 2 8 5  - 0 . 9 9 1 7
( 3 . 2 )
T h e  c o l u m n s  o f  m a t r i x  ( 3 . 2 )  r e p r e s e n t  t h e  e i g e n v e c t o r s  w h o s e  m a g n i t u d e s  a r e  n o r m a l i s e d  t o  
1 .  T h e  e i g e n v a l u e s  a r e  7 9 . 9 1 ,  1 . 6 1 .  T h e  p r o p o r t i o n  o f  v a r i a n c e  e x p l a i n e d  b y  E i g e n v e c t o r -  
1  i s  9 8 . 0 3 %  a n d  t h e  p r o p o r t i o n  o f  v a r i a n c e  e x p l a i n e d  b y  E i g e n v e c t o r - 2  i s  1 . 9 7 % .
A  s i m i l a r  a n a l y s i s  f o r  t h e  U L  t r a n s m i t  p o w e r s  a n d  u s e r  d i s t a n c e  f r o m  t h e  s e r v i n g  c e l l  
p r o d u c e s  F i g .  3 . 9 .
s -10
3
TD0)
1  -20 
T ?
<
a -30
Mean Adjusted Datq, std(X)=8.87
Eigenvector-1 i std(Y)=7.79
mean(X)=21.7   Eigenvector-2
> *
I 
I
! mean(Y)=3.05
I : : .
I J*.
V V
Active UEs=321 
co rrcoef(X,Y)—0.877 
Eigenvalues(covXY) - 
131, 8.432
-40
-40 -30 -20 -10 0 10 20 30
Mean Adjusted Data UL : Xa =  X-mean(X)
b )  T r a n s f o r m e d  d a t a  i n  U La )  O r i g i n a l  d a t a  i n  U L
F i g u r e  3 . 9 :  C o r r e l a t i o n  A n a l y s i s  b e t w e e n  d i s t a n c e  a n d  l i n k  t r a n s m i t  p o w e r s  i n  U L
I t  i s  o b s e r v e d  t h a t  t h e  c o r r e l a t i o n  c o e f f i c i e n t  i s  l o w e r  i n  t h e  D L  t h a n  i n  t h e  U L .  I n  U L  
t h e  l i n k  t r a n s m i t  p o w e r s  a r e  i n d e p e n d e n t  a n d  c o r r e s p o n d  t o  t h e  r a n d o m  l o c a t i o n  o f  t h e  
U E s .  H o w e v e r ,  i n  t h e  D L  t h e  l i n k  t r a n s m i t  p o w e r s  o f  a l l  U E s  a s s o c i a t e d  w i t h  a  p a r t i c u l a r  
N o d e B  a r e  d e p e n d e n t  s i n c e  t h e  t o t a l  t r a f f i c  c h a n n e l  p o w e r  o f  t h e  N o d e B  i s  s h a r e d  b y  a l l  
t h e  U E s  c o n n e c t e d  t o  it. A s  a  r e s u l t ,  i n  t h e  D L  t h e  l i n k  t r a n s m i t  p o w e r  f r o m  a  N o d e B  
t o w a r d s  a  U E  c o n n e c t e d  t o  i t, i s  n o t  h i g h l y  c o r r e l a t e d  t o  i t s  d i s t a n c e  f r o m  t h e  U E .  A l s o  
t h e  s t a n d a r d  d e v i a t i o n  o f  t h e  l i n k  t r a n s m i t  p o w e r s  i s  h i g h e r  i n  t h e  U L  t h a n  i n  t h e  D L .
T h i s  m e t h o d  c a n  b e  e x t e n d e d  t o  m o r e  t h a n  2  v a r i a b l e s .  I n  o r d e r  t o  c o m p a r e  i n t e r -
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d e p e n d e n c e  o f  t h r e e  o r  m o r e  v a r i a b l e s  a  c o r r e l a t i o n  m a t r i x  i s  u s e f u l .  I n  t h e  f o l l o w i n g ,  a  
c o r r e l a t i o n  m a t r i x  i s  c o m p u t e d  f o r  t h e  p e r f o r m a n c e  v a r i a b l e s  l i s t e d  b e l o w :
1 .  D i s t a n c e  o f  a  U E  f r o m  i t s  s e r v i n g  c e l l  ( m )
2 .  l i n k  l o s s  i n  b e t w e e n  a  U E  a n d  i t s  s e r v i n g  c e l l  ( d B )
3 .  T r a n s m i t  p o w e r  o f  a  l i n k  i n  D L  ( d B m )
4 .  T r a n s m i t  p o w e r  o f  a  l i n k  i n  U L  ( d B m )
5 .  R e c e i v e d  C P I C H  L e v e l  ( p o w e r )  a t  e a c h  U E  l o c a t i o n  ( d B m )
6 .  T o t a l  i n t e r f e r e n c e  i n  D L  ( I o D L )  a t  e a c h  U E  l o c a t i o n  ( d B m )
7 .  C P I C H  E c / I o  a t  e a c h  U E  l o c a t i o n
T h e  c o r r e l a t i o n  b e t w e e n  t h e  v a r i a b l e s  i s  d e s c r i b e d  b y  t h e  m a t r i x  ( 3 . 3 ) .  C o r r e l a t i o n  i s  a  
v e r y  c o m m o n  a n d  u s e f u l  s t a t i s t i c a l  t o o l  t o  a n a l y s e  t h e  i n t e r d e p e n d e n c e  b e t w e e n  v a r i a b l e s .  
T h e  c o r r e l a t i o n  c o e f f i c i e n t  i s  a  s i n g l e  n u m b e r  w h i c h  m e a s u r e s  t h e  d e g r e e  o f  r e l a t i o n s h i p  
b e t w e e n  t w o  v a r i a b l e s .  P e a r s o n ’s  p r o d u c t  m o m e n t  c o r r e l a t i o n  c o e f f i c i e n t  i s  o n e  t y p e  o f  
c o e f f i c i e n t  c a l c u l a t e d  u s i n g  t h e  c o v a r i a n c e  b e t w e e n  t h e  v a r i a b l e s .  I t  i s  a  s y m m e t r i c  m a t r i x  
a n d  i t s  d i a g o n a l  e n t r i e s  a r e  e q u a l  t o  1  b e c a u s e  a n y  v a r i a b l e  i s  a l w a y s  p e r f e c t l y  c o r r e l a t e d  
w i t h  i t s e l f .
1 0 . 8 8 0 . 8 8 0 . 6 9 - 0 . 8 8 - 0 . 8 6 - 0 . 6 7
0 . 8 8 1 0 . 9 9 0 . 7 8 - 1 - 0 . 9 9 - 0 . 6 8
0 . 8 8 0 . 9 9 1 0 . 7 6 - 0 . 9 9 - 0 . 9 9 - 0 . 6 6
0 . 6 9 0 . 7 8 0 . 7 6 1 - 0 . 7 8 - 0 . 7 0 - 0 . 9 0
- 0 . 8 8 - 1 - 0 . 9 9 - 0 . 7 8 1 0 . 9 9 0 . 6 8
- 0 . 8 6 0 . 9 9 - 0 . 9 9 - 0 . 7 0 0 . 9 9 1 0 . 5 7
- 0 . 6 7 - 0 . 6 8 - 0 . 6 6 - 0 . 9 0 0 . 6 8 0 . 5 7 1
A  g r a p h i c a l  r e p r e s e n t a t i o n  o f  t h e  c o r r e l a t i o n  m a t r i x  i s  s h o w n  i n  F i g .  3 . 1 0 .  I t  c a n  b e  
o b s e r v e d  t h a t  t h e  l i n k  l o s s ,  t h e  d i s t a n c e  a n d  U L  t r a n s m i t  p o w e r s  h a v e  a  h i g h  p o s i t i v e  
c o r r e l a t i o n  ( 8 8 % )  w i t h  e a c h  o t h e r ,  w h e r e a s  t h e  c o r r e l a t i o n  c o e f f i c i e n t  w i t h  t h e  D L  l i n k  
t r a n s m i t  p o w e r s  i s  a r o u n d  7 0 % .  O n  t h e  o t h e r  h a n d ,  t h e  C P I C H  L e v e l ,  I o D L  ( d e f i n e d  
a b o v e )  a n d  C P I C H  E c / I o  a r e  h i g h l y  c o r r e l a t e d  w i t h  e a c h  o t h e r  a n d  n e g a t i v e l y  c o r r e l a t e d  
w i t h  t h e  l i n k  l o s s ,  d i s t a n c e  a n d  t r a n s m i t  p o w e r s .  D a t a  a n a l y s i s  o f  s i m u l a t i o n  r e s u l t s  s h o w
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Figure 3.10: Plot showing correlation between different network parameters
a high correlation between some variables. The correlation is higher in the UL (correla­
tion coefficient =  0.88) compared to the DL (correlation coefficient =  0.69), whereas the 
received C P IC H  Ec/Io levels are negatively correlated with the link transmit powers.
A  test of significance is usually conducted to find the probability that the observed 
correlation is not a chance occurrence. I f a significance level of 0.05 is assumed, the criti­
cal value of correlation coefficient for a two-tailed test is 0.193 or -0.193. The correlation 
results obtained here are much higher than 0.193 or much lower than -0.193. Therefore, 
the results can be considered statistically significant. Based on this result it is possible 
to combine seven parameters into two hypothetical variables, which can then be used to 
construct the cost function for a multivariate combinatorial optimisation problem. In this 
context, a cost function refers to the utility function for a automatic configuration opti­
misation problem described in Fig. 1.1. A  cost function is constructed from a combination 
o f one or more O K P Is which represent the network behaviour.
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3.4 Summary
I n  t h i s  c h a p t e r ,  n e t w o r k  p e r f o r m a n c e  v a r i a b l e s  a r e  s i m u l a t e d  a n d  t h e i r  v a r i a t i o n  w i t h  
c h a n g e  i n  i n p u t  c o n d i t i o n s  i s  a n a l y s e d .  I n d i v i d u a l  a n d  j o i n t  b e h a v i o u r  o f  s y s t e m  v a r i a b l e s  
h a v e  b e e n  r e p o r t e d .  T h e  p e r f o r m a n c e  a n a l y s i s  r e v e a l s  i n t e r e s t i n g  c h a r a c t e r i s t i c s  a n d  i n ­
t e r d e p e n d e n c e  b e t w e e n  n e t w o r k  v a r i a b l e s .  I n  n e t w o r k  o p t i m i s a t i o n  t h e  c h o i c e  o f  O K P I s  i s  
l a r g e ,  h e n c e  i t  i s  e s s e n t i a l  t o  h a v e  a  m e c h a n i s m  o f  s e l e c t i n g  v a r i a b l e s  t o  w h i c h  t h e  n e t w o r k  
i s  m o s t  s e n s i t i v e  a n d  e l i m i n a t e  t h e  o n e s  w h i c h  h a s  l e s s  i n f l u e n c e  o n  n e t w o r k  p e r f o r m a n c e .  
T h e  c o r r e l a t i o n  a n a l y s i s  r e p o r t e d  i n  t h i s  c h a p t e r  c a n  b e  u s e d  a s  a  t o o l  t o  i d e n t i f y  s e n s i t i v e  
O K P I s .
Chapter 4 
Coverage Vs Capacity Trade-off
I n  c h a p t e r  3 ,  n e t w o r k  p e r f o r m a n c e  h a s  b e e n  a n a l y s e d  u s i n g  s t a t i c  s n a p s h o t s  s p e c i f y i n g  
e x a c t  l o c a t i o n  o f  u s e r s .  F o r  s t u d y i n g  a v e r a g e  s y s t e m  p e r f o r m a n c e  u s u a l l y  a  s t o c h a s t i c  s y s ­
t e m  m o d e l  i s  u s e d .  I n  t h i s  c h a p t e r  c o v e r a g e - v s - c a p a c i t y  t r a d e - o f f  i s  a n a l y s e d  b a s e d  o n  a  
m o d e l  d e v e l o p e d  i n  [ 7 9 ] .  T h e  s y s t e m  p a r a m e t e r s  a r e  r e p r e s e n t e d  a s  r a n d o m  v a r i a b l e s  a n d  
a n a l y t i c a l  r e l a t i o n s  b e t w e e n  t h e m  a r e  d e r i v e d .  T h e  a v e r a g e  n e t w o r k  p e r f o r m a n c e  c a l c u ­
l a t e d  u s i n g  t h i s  s t o c h a s t i c  m o d e l  a r e  c o m p a r e d  w i t h  t h o s e  c a l c u l a t e d  u s i n g  t h e  a d v a n c e d  
W i d e b a n d  C o d e  D i v i s i o n  M u l t i p l e  A c c e s s  ( W C D M A )  s t a t i c  s i m u l a t o r .  P a r t  o f  t h e  w o r k  
i n  t h i s  c h a p t e r  h a s  b e e n  p u b l i s h e d  i n :
S.Datta, C .Tzaras and M .A . Im ran. U p link  C overage-C apacity  Estim ation  us­
ing Analysis and Simulation. The F ou rth  Advanced In te rn a tio n a l C onference on  
Telecom m unications, A I C T  ’08
4.1 Coverage-Capacity overview
C o v e r a g e  o r  c a p a c i t y  o f  t h e  T h i r d  G e n e r a t i o n  ( 3 G )  s y s t e m  c a n n o t  b e  p l a n n e d  i n d i v i d u a l l y  
b e c a u s e  o f  t h e  i n t e r f e r e n c e  c o u p l i n g  b e t w e e n  t h e m .  T h e  t i g h t  c a u s e - a n d - e f f e c t  r e l a t i o n s h i p  
b e t w e e n  c o v e r a g e  a n d  c a p a c i t y  h a s  s i g n i f i c a n t  i n f l u e n c e  o n  3 G  r a d i o  n e t w o r k  p l a n n i n g .  T h e  
t r a d e - o f f  c h a r a c t e r i s t i c s  i s  i m p l i c i t l y  s h o w n  i n  [ 8 0 ,  8 ]  u s i n g  c e l l  l o a d 1 a n d  n o i s e  r i s e .  I n  
l i t e r a t u r e ,  t h e  o t h e r - c e l l  i n t e r f e r e n c e  i s  u s u a l l y  a  c o n s t a n t  m u l t i p l e  o f  t h e  t h e r m a l  n o i s e  [ 7 9 ]  
o r  t h e  r a t i o  o f  o w n - c e l l  i n t e r f e r e n c e  t o  t o t a l  i n t e r f e r e n c e  a t  t h e  r e c e i v e r  l o c a t i o n  ( f - f a c t o r )
1 ratio of active users to pole capacity [81]
60
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i s  a s s u m e d  t o  b e  c o n s t a n t ,  [ 8 0 ] .  C a p a c i t y  e s t i m a t i o n  b a s e d  o n  s t a t i s t i c a l  a p p r o x i m a t i o n  
o f  t r a n s m i t  p o w e r  d i s t r i b u t i o n s  h a s  b e e n  s t u d i e d  i n  [ 5 9 ]  f o r  d o w n l i n k  a n d  [ 8 2 ]  f o r  u p l i n k .
I n  t h e  f o l l o w i n g  s e c t i o n s ,  p r o b a b i l i t y  d i s t r i b u t i o n s  o f  t h e  s y s t e m  v a r i a b l e s  a r e  c a l c u ­
l a t e d .  T h e  c o v e r a g e  o f  a  c e l l  i s  d e f i n e d  i n  t e r m s  o f  c e l l  r a d i u s .  D e r i v a t i o n  o f  o u t a g e  
p r o b a b i l i t i e s  i s  i n c l u d e d  i n  t h e  d i s c u s s i o n  f o r  e a s e  o f  u n d e r s t a n d i n g  t h e  c o v e r a g e  a n d  c a ­
p a c i t y  c a l c u l a t i o n .
4.2 Calculation o f Outage Probabilities
T h e  S i g n a l  t o  I n t e r f e r e n c e  a n d  N o i s e  R a t i o  ( S I N R )  (7j )  o f  a n  a c t i v e  l i n k  j  i n  u p l i n k  i s  
g i v e n  b y :
W S j  I V 3,
R  I  R
(4.1)
+  / « • > ■  + N
i = l
T h e  v a r i a b l e s  a n d  n o t a t i o n s  u s e d  f o r  t h e  a n a l y s i s  a r e  l i s t e d  i n  t h e  t a b l e  4 . 1 .  w h e r e  R j
s ,
T i
%
R j
I V
N 0
N
I
To w n  
x x  
jT o th
T a b l e  4 . 1 :  D e f i n i t i o n  o f  M o d e l  P a r a m e t e r s
t a r g e t  S I R  f o r  t h e  j t h  l i n k
P o w e r  r e c e i v e d  a t  s e r v i n g  c e l l  f r o m  u s e r  j
S i g n a l - t o - i n t e r f e r e n c e  R a t i o  ( S I R )  o f  t h e  j t h  u s e r
A c t i v i t y  s t a t e  o f  t h e  j t h  u s e r
I n f o r m a t i o n  b i t  r a t e  f o r  t h e  j t h  u s e r
W C D M A  c h i p  r a t e  ( 3 . 8 4  M c p s )
T h e r m a l  n o i s e  d e n s i t y  +  n o i s e  f i g u r e  ( - 1 6 9  d B m / H z )
N o W ,  t h e r m a l  n o i s e  p o w e r
T o t a l  I n t e r f e r e n c e  p o w e r
O w n  c e l l  I n t e r f e r e n c e  p o w e r  a t  t h e  c e l l  x
O t h e r  c e l l  I n t e r f e r e n c e  p o w e r  a t  t h e  c e l l  x
R  b p s  f o r  s i n g l e  s e r v i c e  ( i e .  w h e n  a l l  U s e r  E q u i p m e n t s  ( U E s )  h a v e  t h e  s a m e  d a t a  r a t e ) .  
F o r  a n y  r a n d o m  v a r i a b l e  X , t h e  r a n d o m  v a r i a b l e  1 0  l o g  ( X )  i s  d e n o t e d  a s  X ,  f o l l o w i n g  
t h e  n o t a t i o n  u s e d  i n  [ 8 3 ] .  I f  X  i s  l o g n o r m a l ,  t h e  P r o b a b i l i t y  D e n s i t y  F u n c t i o n  ( p d f )  o f  X  
f o l l o w s  a  n o r m a l  d i s t r i b u t i o n .  U n d e r  a  l o g n o r m a l  a s s u m p t i o n ,  t h e  m e a n  a n d  v a r i a n c e  o f  
r a n d o m  v a r i a b l e s  c a n  b e  d e r i v e d  i n  t e r m s  o f  t h e  m e a n  a n d  v a r i a n c e  o f  t h e  c o r r e s p o n d i n g  
n o r m a l  d i s t r i b u t i o n .
4.2. CALCULATION OF OUTAGE PROBABILITIES 62
T o  o b t a i n  a  s u c c e s s f u l  c o n n e c t i o n ,  t h e  S I N R  i n  ( 4 . 1 )  s h o u l d  b e  a b o v e  a  c e r t a i n  p r e d e ­
f i n e d  t h r e s h o l d ,  s a y  T ,  w h e r e ,
B a s e d  o n  t h e  a s s u m p t i o n  t h a t  t h e  r e q u i r e d  S I N R  7  i s  l o g n o r m a l ,  7  =  1 0  l o g ( 7 ) i s  
G a u s s i a n ,  w i t h  m e a n  / i7 a n d  s t a n d a r d  d e v i a t i o n  cr7 . T h e  m e a n  / i7 a n d  v a r i a n c e  $7 o f  7  i n  
t e r m s  o f  t h e  m e a n  a n d  v a r i a n c e  o f  7 , c a n  b e  d e r i v e d  a s ,  [ 7 9 ] :
f o r  a  c e r t a i n  a m o u n t  o f  t i m e .  A n  o u t a g e  c a n  o c c u r  i f  e i t h e r  o f  t h e  f o l l o w i n g  e v e n t s  i s  t r u e ,
1 .  T h e  p o w e r  c o n t r o l  e q u a t i o n s  d o  n o t  h a v e  a  f e a s i b l e  s o l u t i o n  -  t h e  s i t u a t i o n  i s  r e p r e ­
s e n t e d  b y  t h e  e v e n t  A 0ut* I n  t h i s  c a s e ,  P ( A o u t ) d e n o t e s  t h e  p r o b a b i l i t y  o f  t h e  e v e n t  
A > u t <
2 .  T h e  p o w e r  c o n t r o l  e q u a t i o n s  h a v e  a  f e a s i b l e  s o l u t i o n ,  b u t  t h e  m a x i m u m  t r a n s m i t  
p o w e r  o f  t h e  U E  i s  e x c e e d e d ,  w h i c h  i s  d e n o t e d  b y  t h e  e v e n t  B o u t .
T h u s  t h e  p r o b a b i l i t y  o f  o u t a g e  i s  a  j o i n t  p r o b a b i l i t y  g i v e n  b y :
( 4 . 3 )
( 4 . 4 )
w h e r e  b  =  l n ( 10 ) / 10 .
A  p a r t i c u l a r  u s e r  i s  s a i d  t o  b e  i n  o u t a g e  i f  i t s  S I N R  i s  l o w e r  t h a n  t h e  r e q u i r e d  v a l u e
[79]:
P o u t  =  P ( 4 > „ , )  +  [ 1  -  P ( 4 i 0„ t ) ] P ( B o o t | A ' u t ) ( 4 . 5 )
w h e r e  A ro u t  =  1 —  A o u t . I n  o r d e r  T o  e s t i m a t e  P o u t  i t  i s  n e c e s s a r y  t o  f i n d  m a t h e m a t i c a l  
e x p r e s s i o n s  f o r  P ( A o u t ) a n d  P ( i ? o u t |A.[;u t ) i n  t e r m s  o f  t h e  s y s t e m  p a r a m e t e r s .
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P robab ility  o f O utage - P (A o u t )
T h e  p r o b a b i l i t y  t h a t  t h e  p o w e r  c o n t r o l  e q u a t i o n s  d o  n o t  h a v e  a  f e a s i b l e  s o l u t i o n ,  P ( . A o u t ), 
i s  g i v e n  b y ,  [ 7 9 ] :
'< *->  -  - ( g j + T 21)  <“ >
w
w h e r e  s *  =  — —  a n d  V i ,  t h e  a c t i v i t y  s t a t e  f o r  t h e  i t h  u s e r ,  i s  a n  i n d e p e n d e n t  r a n d o m  v a r i a b l e  
w h i c h  c a n  t a k e  2 v a l u e s ,  Vi =  { 0 , 1 } .  T h e  v a r i a b l e s  {u.i} a r e  m o d e l l e d  a s  i n d e p e n d e n t  
B e r n o u l l i  r a n d o m  v a r i a b l e s  t h a t  t a k e  t h e  v a l u e  1  w i t h  p r o b a b i l i t y  u ,  a n d  t h e  v a l u e  0  w i t h  
p r o b a b i l i t y  ( l - v ) .
H U  —  { l , 2 , . . . , n }  d e n o t e s  t h e  s e t  o f  a l l  U E s ,  a n d  A  d e n o t e s  t h e  s e t  o f  a l l  a c t i v e  U E s  a t  a  
g i v e n  i n s t a n t ,  i e ,  U E s  f o r  w h i c h  V i  —  1 , t h e n  A  C l A .  I f  V  d e n o t e s  a l l  p o s s i b l e  c o m b i n a t i o n s  
o r  s u b s e t s  o f  t h e  s e t  U , t h e n  s u m m i n g  o v e r  a l l  p o s s i b l e  s u b s e t s  o f  a c t i v e  u s e r s ,  P ( A o u t ) i n
( 4 . 6 )  c a n  b e  e x p r e s s e d  a s ,  [ 7 9 ] :
P(A».) = E  pA r  ( E  TXT  ^1 I (4-7)
i F v \ 7 r i S i  +  1  )
w h e r e ,  P ( A )  r e p r e s e n t s  t h e  p r o b a b i l i t y  t h a t  j  o u t  o f  a  t o t a l  o f  n  U E s  a r e  a c t i v e  a t  a  g i v e n  
i n s t a n t .  F o r  i n d e p e n d e n t  B e r n o u l l i  t r i a l s  w i t h  p r o b a b i l i t y  o f  o c c u r r e n c e  v ,  t h e  e q u a t i o n
( 4 . 7 )  c a n  b e  w r i t t e n  u s i n g  t h e  b i n o m i a l  c o e f f i c i e n t :
pm„uo = E  ( ”)  -  o - ' p  ( e  ^  > i )  (4.8)
T h e  p d f  o f  +  l )”1 i s  r e q u i r e d  t o  c o m p u t e  t h e  p r o b a b i l i t y  p f ^ E ^  +  l )-1  >  1 ) .
<= 1 \i=l J
S i n c e  t h e  r a n d o m  v a r i a b l e  7i i s  l o g n o r m a l ,  7* =  1 0  l o g ( 7j )  i s  n o r m a l l y  d i s t r i b u t e d .  T h e  
p d f  o f  ^  —  Wj Rr/i c a n  b e  d e r i v e d  f r o m  t h e  n o r m a l  p d f  i n  t e r m s  o f  t h e  m e a n  (m) a n d  
s t a n d a r d  d e v i a t i o n  ( 07) o f  f y .  I f  ( 1  +  s *)"1 i s  d e n o t e d  b y  t h e  r a n d o m  v a r i a b l e  /?*, t h e n  t h e
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pdf o f Pi is given by, [79]:
/a  0*0 =
10
ln (10) sJ F ko  ^x ( l  -  x )
exp
{101og( # V ) +^}
2<j72
V
(4.9)
/
for 0 <  x <  1. The pdf o f sum of independent random variables is given by the con­
volution of their individual pdfs, [84]. Assuming that the variables f  are independent
j
and identically distributed, the pdf o f f f  Pi can be obtained by repeated numerical con- 
volution o f the pdf o f Pi, given in equation (4.9), with itself. This leads to the numerical 
approximation of P  ^ f f  (s  ^+  I ) -1 >  l^j , for any j.
j
The curves in Fig. 4.1 show the pdf o f f f  Pi w ith different values of j .  It is observed that
i—  1
as j  (number o f active users) increases, the pdf tends to resemble a normal pdf. This is 
intuitively supported from the Central Lim it Theorem.
Figure 4.1: P d f of f f  p  using repeated convolution
The probability of outage, P (A out), is dependent on the number o f active UEs within 
the cell. It is calculated using numerical approximation for P  ^ f f  (s, +  I )-1 >  l^ j.
Fig. 4.2 shows a plot o f P (A out) as a function o f the number o f UEs within a cell. The 
outage probability calculation is repeated for different values of yu7 and cr7. The curves
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correspond to p^ =  7, 8,9 and 07 =  2.5. For a given p^ the P (A out) increases as the number 
o f users in the cell increases until a maximum tolerable outage probability is attained, 
above which the cell cannot accommodate any more users. The maximum limit on user- 
capacity is termed as the pole capacity. In Fig. 4.2 the pole capacity occurs when there is 
a sharp increase in the probability o f outage. The pole capacity o f an isolated single cell 
depends 011 the S IN R  and can be quantified, if the value of outage probability is given. In 
this numerical example, for given values o f mean and standard deviation of SINR, p^ =  7 
and (j^ =  2.5, the pole capacity is approximately 82 users, considering maximum value of 
outage probability, P (A out) =  0.05.
Also it is noted that higher the value o f p^ lower is the pole capacity. This is because 
the increase in Quality o f Service (QoS) requirement (mean value of S IN R  target) results 
in lower user-capacity in a cell.
<  0.03
-•—  in-8,s-1.5,eta-2 
-  - in-8,s-2.5,eta-2 
m-8,s-3.5, eta-2
(a) Variation of P (A out) with p^
0 10 20 30 40 50 60 70 80
Number o f users
(b)Variation o f P (A out) with
Figure 4.2: Probability o f outage, P (A out)
The standard deviation o f the target S IN R  also has a similar impact on the pole 
capacity o f a cell. However, in this case, the higher the value of for a given p^ =  7 , the 
lower is the pole capacity, as can be seen from Fig. 4 .2(b ). Therefore if the target S IN R  
varies over the network the cell capacity is lower.
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Probability of outage due to  link lim it
The transmit power o f a UE ( T  in dBm ) is given in equation (4.10). It is expressed 
in terms o f the received signal power (S )  and distance dependent path loss L (d )  which 
includes the antenna gain and shadow fading. The shadow fading is represented by the 
random variable
T  =  S  +  L (d ) +  C (4.10)
The path loss for a macrocellular system is given by the equation (4.11):
L (d ) =  K i  +  K 2 log (d ) (4.11)
The shadow fading variable is usually modelled as a zero-mean Gaussian random variable 
with variance o| [85].
By definition, P (B out) is the outage due to link limit, ie. the probability that T  exceeds 
‘S'max? the maximum transmit power o f the UE. Thus,
P (Bout) =  F (S  +  L (d ) +  C >  f max) (4.12)
The received power S  is linked to the transmit power through the Signal to Interference 
Ratio (S IR ) equations and it is possible to derive the statistics o f S  in terms of the statistics 
o f the random variable 7 .
The S IN R  o f the j th user in terms o f the received power at the serving cell is given in
(4.1).
The solution o f power control equations in (4.1) results in random variables (S i, S2, S n) 
that are identically distributed but generally dependent on each other. Using the argu­
ment in [79], since the variations in Sj caused by j j  are at least an order o f magnitude 
larger than the variations in Si for any i  f  j ,  it is safe to assume that the random variables 
Sj are approximately independent for n <  npoie. Using lognormal approximation for S j , 
the mean (/is) and variance (5s) o f the pd f o f received power (S ) o f a U E are derived as
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a function o f total number o f UEs in the cell. These are given by:
„ < - >  -  (4 .13,
R
l/(n — l)fjLy
Ss(n) =  } 2  { 4 1 4 )
( t )  ~~ V('n ~ ’ ) ( T  +  D
Since S' is lognormal, S  — 10 log(S') is Gaussian. The mean (p f )  and standard deviation 
(o§ ) o f S  can be calculated in terms o f ps  and 5s, as below:
p g {n ) =  201ogfy5 (n )] -  51og[<fy(n)] (4.15)
1
as (n ) =  ^ {10 log ( n ) ] - 2 0  log fy s (n )] }  (4.16)
Since P (B out) =  F {S  +  L {d )-\ -( >  Smax), it is essential to determine the joint statistics of S  
and L- The means and variances o f these random variables have already been calculated, so 
if the correlation is determined, the probability P(£?out) can be computed. The correlation
between S  and (  is close to zero, [79], since the fluctuations in the required received power
S  are mainly due to multipath fading and the imperfections in power control, whereas the 
variations in (  are due to shadow fading.
In (4.10) L (d )  is a constant when d is the average cell radius. The mean o f the random 
variable T ,  is the sum of the means o f the constituent variables and is given by:
A t  =  As +  L (d )  +  p^ (4.17)
— p§ +  L (d ),  since ^  =  0
=  p§ +  K\ +  K 2 log(d ), replacing L (d )  from equation (4.11)
The standard deviation <jf is given as:
at  =  \/ai +  a< (4.18)
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Then the probability P(£?out|j4;i;ut) can be derived as below:
P ( £ o u t K u t )  =  P ( T ’ > T ,m a x )
=  1 - P  ( f < f max)
Tmax P j'=  1 - 1 - Q
(Tri
=  Q
Tmax I f f
(Jrp
(4.19)
Q (.) is the complementary cdf o f standardised Gaussian random variable with mean =  0 
and variance =  1. It is given by the formula (4.20):
1 f°°
Q (x ) =  J  e x p ( - t 2/2)dt (4.20)
The probability o f outage, P (B out|.A£ut), is mainly dependent on the distance o f the user 
from the serving cell. Fig. 4.3 (a ) plots the values o f P (£ out|j4£ut) as a function o f distance 
of UE from the serving cell for different number of served UEs. It is seen that the maximum 
value ofP(Bout|Aout) 1 f ° r ah the curves. However, since the region where the probability 
is approximately 0.05 (which is assumed to be the maximum tolerable outage probability) 
is o f interest, this part is zoomed in Fig. 4.3 (b ).
(a)Variation o f P (B out|j4£ut) with distance (b )P (B out|Aout) in the region o f interest
Figure 4.3: Probability P (U 0ut|Aout) vs- distance
In this numerical example, for a given distance from serving cell 1000 m, the value of 
P (B out|j4out) is 0.038 for capacity =  70, and P (£ out|j4£ut) is 0.012 if the user-capacity in the
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cell is 20. Thus with increase in capacity, the values of P (B out|A£ut) at the same distance 
from the base station is higher. Fig. 4.3 shows that outage probability is higher if the 
number o f active users within the cell is more for the same cell radius. Also, as the user 
moves away from the serving cell, the outage probability increases if the cell capacity is 
the same.
The total outage probability, given by the equation (4.5), is a function o f P (A 0ut) and 
P(#out|A‘ ut) and hence P out depends not only on the number o f active users in a cell but 
also on the distance o f the UEs from the cell base. The relation between cell-radius and 
user-capacity using a maximum limit on P out is derived in the next section.
Equation relating Cell Radius and User-capacity
For a given allowable outage probability (P max) cell coverage is defined as the distance 
(jRcen) o f a UE from the base station at which the probability o f outage P out equals P max- 
Substituting P max for P out in equation (4.5):
Pmax =  P (A out) +  {1  -  P (A o u t)}P (B out| ^ ut) (4.21)
Substituting the value o f P(.Bout|.A£ut) from equation (4.19) in equation (4.21): get:
P ma* =  P (A » , t )  +  {1  -  P r io „ . )}< 3  ( 4.22)
or G ~ l ~  P (-4°^ )  ^  Tmax — /if
Q  V l - P ( A m t )  J a t  ( }
Replacing the variables j i f  and <jf with their values from equations (4.17) and (4.18)
respectively:
^ - 1  max — P(-Aout)^ _  Tmax —  P g  —  K\ — K 2 log(Rcell) f  a *  a \
Q  V l - P ( A m t )  ) -  ( }
Rearranging the terms in equation (4.24): 
1
lo g (R cen) =
2
Tmax -  K 1 -  P g ( n )  -  yjcr| +  a2~Q 1 j
Pyi(n)
P + (n )
(4.25)
where
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K i,  K 2 are the propagation model constants. For the Hata model, the distance dependent 
path loss for macrocellular environment is given by the L {d ) =  K\ +  K 2 log(ef),
Smax is the maximum transmit power o f the UE,
IPmax is the maximum tolerable outage probability,
— iP(^out) written explicitly as a function o f number of UEs, n.
4.2.1 Impact of Other-cell Interference on Cell Radius
To find an explicit relation between the cell radius and other-cell interference, the mean and 
variance o f received power, derived in the previous section, have been used. Substituting 
/£th with r jN  in equation (4.13):
f is (n ) =  Cm( n ) ( l  +  rj) (4.26)
5s (n ) =  C 6(n ) ( l - { - r ) ) 2 (4.27)
where C m(n ) and C s(n ) are independent o f rj and given by the expressions:
flryN
—  — v (n  — l)/ i7
C m ( n )  —  y y -
~R
n _  57W 2N 2{ W  -  R v (n  -  l)jU7}~2
Equations (4.26) and (4.27) show the analytical relationship o f p s ij i )  and 6s{n) with rj. 
Performing similar substitution o f /°th in equations (4.15):
fi§ {n ) =  Cs(n )  +  101og(l +  rj) (4.28)
° i ( n ) =  j[1 0 1 o gC i(n ) -  201ogCm(n )] (4.29)
where
C 3 (n ) =  20 log Cm (n ) -  5 log C 5 (n )
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From equation (4.29) it is seen that <r|(n) does not depend on rj, ie, on other-cell interfer­
ence. Substituting the value o f P s (n ) in equation (4.24):
lo g (R Ceii) =  Cr (n ) -  lo g ( l  +  rj) (4.30)
IV 2
where
Cr (n ) =  Smax -  Rj. -  C s(fl )  -  ^/u| +  U? Q ~1 (4*31)
Converting i?ceu from equation (4.30) into linear units (m ):
Q^C^ -Cn)
Rcell{n,1l) =  ^  (4.32)
Equation (4.32) shows the functional dependence o f cell radius on interference from other 
cells. The numerical evaluation o f cell radius, capacity and other-cell interference is pre­
sented in section 4.3. In the above discussion, rj o f a cell is approximated with a constant, 
which depends on the disposition o f the other cells in a multi-cellular scenario and on 
the UE distribution. In the next section, a static simulator is used to generate realistic 
values o f rj in a multicellular environment, which are then used in the stochastic model to 
compare the final coverage-capacity results.
4.3 Numerical Results
The values o f the system parameters used for numerical analysis are listed below:
Table 4.2: System parameters
IV =  3.84 M Hz bandwidth
R =  14.4 kbps bit rate
V =  0.45 activity factor
(Jy-y =  2.5 dB standard deviation of SIR
K x =  17.3 dB path loss exponent
k 2 =  33.8 dB path loss exponent
=  23 dBm maximum U E trx. power
Pma* =  0.05 maximum outage probability
=  8 dB standard deviation o f shadow fading
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4.3.1 Results from Statistical Model
Equation (4.24) represents the relation between cell-radius and cell-users, where P/i(n) is 
a function of the number o f active users in the cell. For a maximum outage probability 
Pmax the average capacity vs cell-radius in plotted in Fig. 4.4. It shows as the number of 
active users in the cell increases the cell-radius2 in uplink decreases until the pole capacity 
o f the cell is reached. Also the cell radius is high when mean target S IR  is low for the 
same number o f active users. Cell radius vs. number of active users is plotted for three 
different values of py, keeping Oy — 2.5 dB and 77 =  1.
(a)Narrowband chiprate W  =  1.25 M Hz (b)W ideband chip rate W  — 3.84 M Hz
Figure 4.4: Cell coverage vs Cell capacity for different values of py
The curves are in good agreement with the results presented in [79], repeated here 
in Fig. 4.4 (b ), for comparison o f the W C D M A  capacity with C D M A  capacity. The pole 
capacity, ie. the maximum number o f users that can be served in each case for a W C D M A  
system is approximately three times more than the narrowband system. This is expected 
because the spreading factor o f the W C D M A  system (W  =  3.84 M H z) is about three times 
compared to the spreading factor of a narrow band C D M A  system (W  =  1.25 M H z).
Fig. 4.5 is a plot o f equation (4.32), using Py =  8 and <jy — 2.5 dB. It shows the variation 
o f cell-radius with other-cell interference, when the number o f active users within the cell 
remains constant. The curves in 4.5 correspond to 20, 40 and 60 active users, respectively. 
For lower values of 77, i.e. in case o f lightly loaded networks, the decrease o f cell radius
2 Cell-radius in this context is the maximum distance the UE can be from its serving cell and maintain 
its received SIR above the target
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Figure 4.5: Cell radius Vs rj o f a cell
is more significant compared to highly loaded networks due to the saturation effect. See 
Fig. 4.4.
Combining the influence o f both factors - number of active users within the cell and 
the other cell interference experienced by the cell in the uplink, Fig. 4.6 is obtained.
The effect o f U M TS soft-capacity is readily visible from Fig. 4.6. For a given cell cov­
erage, the capacity is inversely related to other-cell interference (r/) in line with (4.32). 
Coverage-capacity plots such as this can be useful for quick visualisation o f network per­
formance during planning.
4.3.2 Results from SIM
In a static network scenario or snapshot, the distances between the users and the base 
stations are known. The spatial distribution o f users is assumed to be random. As part 
o f the experiment, the number o f offered users within each snapshot is varied in steps and 
static simulation is used to calculate the optimum number o f served users. The number of 
active users calculated by the simulator per cell is compared with the maximum number of 
active users predicted by the stochastic model. The path loss model and other simulation 
parameters are kept the same as in table 4.2 to facilitate the comparison o f the results of
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Figure 4.6: Dependence o f Cell radius on capacity and rj
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the stochastic model with those from the W C D M A  simulator.
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Figure 4.7: Test network showing active users
Fig. 4.7 is presented to indicate the N odeB  locations for the numerical experiment. 
The offered users are randomly located. The number of offered users are varied in the 
experiment. Consequently the number o f served users also vary. Which users are served
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is decided by the static simulator algorithm. If the initial number of offered users is low, 
then the served users are the ones which are near the serving cell and users in the handover 
region are not included since these are the ones that generate high interference. This may 
result in coverage gaps as seen in Fig. 4.7. For the given input conditions such as maximum 
transmit power limit, path loss model, the location of the served users for an arbitrary 
snapshot is shown in this figure.
However this figure is not representative o f an optimised network. It is included mainly 
to show the location of sites. Number o f offered users and active users are varied in this 
experiment essentially to generate what-if situations.
Comparison of statistical formula and simulation results will indicate whether the 
assumptions for statistical analysis are valid or not.
Increasing the number of offered users over the entire network results in a variation in 
the number o f served users within the cell. 77 is different for different cells in Uplink (U L ).
Figure 4.8: Simulated values of 77
In Fig. 4.8 the simulated values of 77 for Nb-1 and Nb-7 are plotted against a different 
number of served users. It is seen that the standard deviation o f 77 for Nb-1 is higher than 
the standard deviation o f 77 for Nb-7, where ?7 =  /°th /N.
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4.3.3 Comparison o f Numerical Results
In this section, analytical results are compared with simulation traces. The simulated
Figure 4.9: Cell Coverage and Capacity calculated using Statistical model and SIM, re­
spectively
number o f served users and cell radius has been plotted in Fig. 4.9 using circles for Nb-1 
and crosses for Nb-7. It is found that the mean value of 77 for Nb-1 is 0.474 and for 
Nb-7 is 0.134 as seen in Fig. 4.8. Using these values in analysis the coverage-capacity 
graph is plotted in the same Fig. 4.9, with /x7 =  8 and cr7 =  2.5. The resultant curves are 
identified as ‘analysis with 77 =  0.474’ and ‘analysis with 77 =  0.134’ (solid and dashed lines, 
respectively).
The results from stochastic analysis are in good agreement with the simulation results 
(see Fig. 4.9). The larger the standard deviation o f 77, the higher is the error when per­
forming a stochastic analysis using an approximation that assumes a constant value o f 7/. 
This effect can be seen in Fig. 4.9 comparing the results for Nb-1 (T]stdev =  0.113) and Nb-7 
fhtdev =  0.033).
Fig. 4.9 validates the conclusions that the deviation in coverage-capacity results are 
more pronounced when:
• there are few active users in the network and the network load is low,
• the standard deviation o f the other-cell interference distribution, 773tdev, is high.
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Hence, in uplink a mean value o f other-cell interference can be used for coverage vs. ca­
pacity analysis if the dispersion o f other-cell interferences is low and the cell loading is 
high.
4.4 Summary
In this chapter, the influence of other cell interference on coverage-capacity trade-off is 
studied, based on a stochastic model. It takes less computational effort to evaluate a net­
work using a stochastic model compared to a system level simulator. The curves generated 
show the nature o f variation o f coverage vs capacity in a cell, outage probabilities with 
distance of UE from serving cell, and variation o f cell radius with other-cell interference.
The other cell interference is simulated for a multicellular environment and used in the 
stochastic model to generate coverage-capacity performance. The performance results are 
compared with those generated using an advanced W C D M A  simulator. Results indicate 
that the performance estimates are sensitive to the other-cell interference factor. There is a 
close match between simulated capacities and analytically calculated capacities when same 
data for other-cell interference is used in both cases. This implies that a stochastic model 
can be used to obtain cell capacity if accurate other-cell interference data is available.
Chapter 5
Impact of Orthogonality Factor on 
W C D M A  Simulation
In the previous chapter, joint coverage-capacity performance o f a cell is studied based on 
the assumption that the target S IN R  has a lognormal distribution when the users are ran­
domly distributed within a cell. The focus was on the accuracy o f other-cell interference 
and how that affects cell coverage and capacity. In this chapter, the impact o f own-cell in­
terference on network performance is analysed using the Orthogonality Factor (O F ) which 
scales the own-cell interference depending on location of users and channel conditions.
In Wideband Code Division Multiple Access (W C D M A ), the users are distinguished 
from each other in the D L by unique spreading codes, in contrast to Frequency Division 
Multiple Access (F D M A ) systems where users are given different radio frequency carriers 
within a local area for the entire call duration. The spreading codes are used to spread 
the narrowband user data signal to a wideband signal for efficient transmission. A t the 
W C D M A  receiver, the user’s unique spreading code is used to de-spread the received signal 
and recover the useful data from it. Downlink signals under the same scrambling code are 
supposed to be perfectly orthogonal when transmitted by the NodeB . However, due to 
multipath propagation the orthogonality is partially lost, [86]. The loss o f orthogonality 
between spreading codes in downlink is modelled by means o f the OF.
In network planning tools, the O F  is usually assumed to be constant within a cell, 
[62, 87]. Also when determining performance o f W C D M A  networks, often a constant OF 
over the whole area o f interest is used in system level simulations, [88]. These assumptions
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may lead to unrealistic results in system level simulations, because in reality the OF 
cannot be constant for all users. Neither is it the same for users within the same cell. The 
numerical investigation in this chapter attempts to find a quantitative estimation of the 
impact o f this simplified assumption, by comparing network capacities based on constant 
O F with network capacities using accurate O F  estimation.
The work reported in this chapter has been published in :
S.Datta, C.Tzaras and M.A. Imran. Impact of orthogonality factor on UMTS capac­
ity simulation. PM 2H W 2 N  ’07: Proceedings of the 2nd A C M  workshop on Perfor­
mance monitoring and measurement of heterogeneous wireless and wired networks, 
Chania, Crete Island, Greece.
5.1 Orthogonality Factor Calculation
O F is a time-varying parameter which depends on the channel profile between transmitter 
and receiver, and on the multipath fading gains at any instant, [89]. A  time averaged OF 
is usually used for performance calculation in static system level simulations. This section 
describes the calculation o f a clutter dependent O F for a user located at a specific distance 
from the serving cell and experiencing certain environmental conditions.
The O F increases with multipath dispersion in the channel. It is a function of the 
power delay profile o f the downlink radio channel. The impulse response of a stationary 
channel is given by the equation, [88]:
where ai are the amplitudes o f L  parts o f the signal arriving with delays ti at the receiver 
due to multipath channel. It is assumed that all the multipaths are resolvable at the Rake 
receiver and time spacing between the multipaths is an integer multiple o f chip duration 
T c. The direction of arrival o f the multipaths and the effects of motion are neglected to
L
(5.1)
model a stationary channel, such that the channel impulse response becomes a function 
o f r  only. The power trace of a wireless channel consisting o f L  multipaths o f a wireless
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channel consisting of L  multipaths is given by [90]:
€ M  =  X > ( t )  I2 (5.2)
1=1
with average power pi — E[\ai\2].
Multipath propagation describes the multiple paths followed by a radio wave to reach 
the receiver after being transmitted. The radio waves that are received in phase reinforce 
each other and produce a stronger signal at the receiving site, while those received out 
o f phase results in a faded signal at the receiver. The amount o f fading in the channel is 
measured by a factor ‘A F ’ (Amount o f Fading) in the paper [91]. The reciprocal o f A F  
provides a measure o f reduction in fading and can be called ‘fading reduction factor’ . The 
fading reduction factor is termed as Diversity Factor (D F ) in [92] since it measures the 
extent o f diversity in the channel.
The DF, denoted by 5 in [92], is defined as:
S M  =  g 2 K (« )] „
where £ is the power trace o f the channel. A  large 5 corresponds to a large number of 
multipaths and high diversity in the channel. In computing the DF, the multipaths must 
have sufficient separation so that they can be resolved within the system bandwidth. Thus 
for bandwidth W , the discrete paths must be separated by which implies that 5 is a 
function of the system bandwidth.
I f  the L  multipaths fade independently, the D F  is given as, [92]:
L
E Pi
m  =  ~L— 1=1----------  (5.4)
E (EKI-P?)
i=  1
The D F  characterises the channel profile in terms o f relative time delays and average 
powers o f the constituent multipaths. The results in [90] suggest that the time-averaged 
OF, denoted by a, increases with multipath dispersion in the channel. This correlation is 
exploited in [92] to obtain a formula for ot in terms of the DF. Tim e averaged O F  for a
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Rayleigh fading channel can be approximated in terms o f the DF, [92]:
a  «  i  (5.5)
Equation (5.5) expresses O F as a function o f power delay profile. How to assign different 
power delay profiles to users depending on their spatial distribution is addressed in the 
next section.
P o w e r  D e la y  P r o f i le  U s in g  a S p a tia l M o d e l In order to calculate clutter dependent 
OFs, a spatial model described in [93] is used. This model can be used to predict distri­
bution o f delay and amplitude o f multipath components at the receiver based on certain 
geographical distribution o f scatterers around the transmitter and the receiver. Three 
kinds o f scatterers are considered in [93]:
® Local scatterers around the mobile 
@ Scatterers around the base station 
@ Distant clusters o f scatterers
Ti is a function o f the distance o f the scattering object from the receiver and can be
given by: n  =  lB lm, where r iB and r;m are the respective distance o f the Ith scatterer 
c
from the base station and mobile station, and c is the velocity o f light. To obtain the delays 
o f individual multipath components, the arrival o f multipath components is modelled as a 
Poisson process, where the Poisson parameter, A(t ), is expressed as a function o f scatterer 
density. The Poisson parameter for the multipath, with a time o f arrival r , is given as,
[93]:
pcir(2eV  -  iP)
=  (5 '6)
where
p : Scatterer density per unit area 
d : Distance covered by first multipath 
r  : time o f arrival o f the multipath 
c : Velocity o f light (3 x l0 8 m/sec)
The Poisson parameter gives the probability of arrival of a component within an infinites­
imal time interval, divided by that time interval. Based on the Poison assumption, it
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is shown in [93] that the inter-arrival time is exponentially distributed with mean delay 
1/A (t). This represents cluster o f multipath components with very short delay close to 
either base station or mobile, followed by lower density of components. In the context of 
network planning using static simulation, i f  d is the distance between user and its serving 
cell, (5.6) gives the inter-arrival time between the multipath components in the power 
delay profile.
A n  expression for mean power delay profile derived in [93] is used to calculate the 
powers o f the above multipath components. This expression uses normalised excess delay 
rn =  ( r  — to)/to, where tq — d/c and the normalised delays can be estimated using (5.6).
The mean signal power from the scatterer can be written in a closed form,
, ,2 64fe8 y V n(2 +  t„ ) ( 3 +  16r„ +  40rn2 +  32rn3 + St *)
15,1 d? T»(l +  T„)«(2 +  r„)3(l +  4r„ +  2T2) 1 0
where h is the geometric mean o f the mobile and base station antenna heights (usually 
equal to 3 m ) and rn =  ( r  — t0)/t0 is the normalized excess delay. The mean power delay 
profile P D P  is obtained by the product:
P D P  =  A (r„)]^ |2 ( 5 .8)
The power delay profiles generated by this method depend only on the distance d 
between the base station and the mobile station and the scatterer density p.
For simulations, the Poisson parameter is calculated using a standard Poisson distribu­
tion from M A T L A B . The inter-arrival times, 7*, are derived from the Poisson parameter, 
relative to To.
5.2 Performance Simulation using Constant OF
In this section, a constant O F is used in the system level simulator to calculate the D L 
transmit powers, cell-eoverage and cell-capacity. The reference network scenario consists 
o f four 3-sectored sites and is the same one used for performance simulations in chapter 3. 
The initial user distribution is random.
Conventionally, a perfect orthogonality is represented by a  =  l,  when there is no in­
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tracell interference; a =  0 refers to no orthogonality between the spreading codes, and any 
other value 0 <  a <  1 reflects partial loss o f orthogonality, [92]. Depending on the value of 
OF, intracell interference can have a significant contribution to the total distortion at the 
downlink receiver output. Consequently, a quantitative knowledge o f this channel-related 
parameter is important for downlink performance studies. In this numerical experiment, 
the constant OF value is changed from 0.1 to 1 in steps o f 0.1 and the performance simu­
lation is repeated. The results are plotted in Fig. 5.1, Fig. 5.2 and Fig. 5.3.
In Fig. 5.1, the Node B indices are plotted in the X-axis and the respective cell transmit 
powers in the Y-axis. The colour shading shows the change in N odeB  transmit power 
corresponding to changes in O F values for each snapshot calculation.
■  OFO.l
■  OFO.2
■  OFO.3
■  OFO.4
■  OFO.5
■  OFO.6
■  OFO.7
■  OFO.8
■  OFO.9
■ OF1
1 2 3 4 5 6 7 8 9 10 11 12
Node-B  Index
Figure 5.1: Variation o f N odeB  Transmit Power with O F
W ith  increase in the value o f OF, the own-cell interference in the DL reduces and 
this is reflected in Fig. 5.1 as reduction o f total transmit power of a NodeB . For example, 
the reduction o f N odeB  transmit power is approximately 50% in case o f Nb-1 , where the 
transmit power reduces from 7000 m W  to 3000 m W , corresponding to change in O F from
0.1 to 1 .
In Fig. 5.2, N odeB  indices are plotted in the X-axis with capacity o f a cell in the Y- 
axis. It is observed that with a higher O F more users can be accommodated in a cell at a 
reduced transmit power. In general, the higher the orthogonality between the spreading 
codes, less is the own-cell interference and higher will be the user-capacity. For example, 
the cell capacity o f Nb-1 increases by 25% when the OF is changed from 0.1 to 1 .
Fig. 5.3 shows change in C P IC H  Ec/Io coverage due to change in OF. It is observed
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Figure 5.2: Variation o f N odeB  Capacity OF
that the cell coverage drops from 100% to 85% for Nb-1 due to change in the OF from 1 
to 0.1 .
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Figure 5.3: Variation o f C P IC H  Ec/Io Coverage per cell with OF
Therefore correct estimation o f O F is key to reliable prediction o f coverage and capacity. 
The results presented here illustrate that both coverage and capacity are high when the 
code-orthogonality is maintained close to 1 in DL. For base stations with low own-cell 
interference ( Nb-5) the coverage and capacity do not vary significantly with change in 
OF.
Relation of O F with distance o f user from serving cell is studied in Ingemann et. al
[94]. It is shown that OF is positively correlated with the shadow fading component o f the 
radio channel and that it increases as the user moves closer to the serving cell. The mean
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value o f the O F is typically larger for users dominated by own-cell interference compared 
to other-cell interference [94]. These effects create an unbalance o f traffic loads (w ith larger 
excess capacity close to the base station ), compared to the case where the O F is assumed 
to be constant within a cell.
5.3 Simulation using Clutter Dependent OF
The amount o f interference power within a N odeB , depends on the extent o f scattering 
objects present in the signal path. The scatterers (such as trees, buildings etc.), referred as 
clutter, produce multipath dispersion in the propagation channel, [95]. A  clutter category 
provides a measure o f the scatterer density in the area.
The numerical simulations in this section use a network scenario1, consisting o f a 
rectangular area of size 6.96 km x 4.24 km. The network area is divided into test points or 
pixels considering a 80 m resolution grid for propagation calculations. Twenty-two sites 
have been located within this network area. Each site has a three sector antenna. The 
location of the sites and the antenna orientations are presented in Fig. 5.4.
The user distribution is not random but based on calculated traffic densities in a given 
traffic map.
Clutter Classes
Since O F depends on scatterer density, it is crucial to correctly classify the environment 
in which the system is operating. Environments are generally classified subjectively, such 
as ‘urban’ or ‘open’ . A  reference o f land usage categories can be found in [85, 96].
A  set o f clutter classes and scatterer density have been identified from a network 
planning simulator for analysis purpose and presented in table 5.1. The clutter category 
‘open’ , for example, refers to open area with less scattering in the signal path and existence 
o f direct line-of-sight. Consequently, the O F is higher in ‘open’ compared to the other 
categories such as ‘Industrial’ or ‘Urban’ . Some o f the clutter classes mentioned in table 5.1 
have been identified in the network area shown in Fig. 5.5. The network area is divided into 
a number o f clusters depending on the assigned clutter categories described in table 5 .1 .
1This corresponds to a real network scenario obtained from Cellular Design Services Ltd., who provided 
sample network scenarios and realistic data in order to perform the simulation analysis.
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Figure 5.4: Reference Network Scenario
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Figure 5.5: Map o f simulation area with clutter classes
The proportion of pixels falling within each clutter category is represented using a pie 
chart in Fig. 5.6. W ithin a cluster, a distribution of orthogonality factors is generated, 
using some assumed scatterer density. The third column in table 5.1 includes a range of 
O F values that is calculated using assumed scatterer densities in each clutter class.
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Clutter
index
Clutter
classes
Orthogonality
Factor
1 Open 0.7-0.8
2 Open in Urban 0.6-0.7
4 Inland Water 0.6-0.8
5 Village 0.6
6 Scattered Urban 0.4
7 Mean Individual Urban 0.4-0.5
8 Dense Individual Urban 0.3-0.5
9 Mean Collective Urban 0.4-0.5
10 Dense Collective Urban 0.3-0.4
11 Isolated High Buildings 0.4 - 0.5
12 Grouped High Buildings 0.2 - 0.5
13 Industrial 0.5-0.6
15 Forest 0.2-0.4
16 Parks 0.5-0.7
Table 5.1: Clutter Classes
■  Parks
■  industrial
®  Grouped bldgs 
' Isolated bldgs
• Dense coll. urban
iMean coll. urban
■  Dense urban
■  Mean urban 
I  Water 
B o p e n  urban 
LJOpen
Figure 5.6: Proportion o f individual clutter categories 
O F  w ith in  a C lu tte r  T y p e
O F is calculated using the equations in section 5.1 for each user depending on its distance 
from the serving cell and its location within a given clutter category. Fig. 5.7 shows 
a certain distribution o f O F values (say OF-distr-1) over the network area. Ten such 
experimental distributions o f OFs are studied. The distribution parameters are shown in
4% 3%
32%
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OF in different Clutter categories
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Figure 5.7: OF within different clutter classes
table 5.2. The capacity simulations and subsequent analyses in the next sections are based 
on these O F values. A  comparison can be made with the measurement results reported in
OF distributions mean Standard deviation
OF-distr 1 0.43 0.15
OF-distr 2 0.43 0.17
OF-distr 3 0.42 0.16
OF-distr 4 0.46 0.13
OF-distr 5 0.48 0.11
OF-distr 6 0.43 0.14
OF-distr 7 0.47 0.18
OF-distr 8 0.43 0.15
OF-distr 9 0.46 0.10
OF-distr 10 0.46 0.12
Table 5.2: Statistics o f O F distribution
[86] for W C D M A  based urban large cells using multiple transmit antennas show that the 
mean and standard deviation of O F varies significantly within a cell depending on receiver 
location with respect to the transmitting base station antenna. The mean value o f O F 
in Single Input Single Output (S ISO ) was found to be is 0.557 which can be improved to
0.64, which is 15.3%, using a four-element bcamformer. The standard deviation o f the 
OFs calculated using measured data was reported as 0.14 in small cells and 0.18 in large 
cells.
Fig. 5.7 is a plot o f OF values corresponding to the clutter indices identified in table 5.1
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in a given snapshot. It is observed that the O F is high for open areas (clutter index 1) 
and parks (clutter index 16) compared to forest (clutter index 15) where the O F can be 
as low as 0.2. Also the clutter class 14 is not found in the network area shown in Fig. 5.5.
5.4 Simulation Results
The capacity simulation is performed using the simulation setup described in the sec­
tion 5.3.
C apacity calculated using A verage OF
Fig. 5.4 presents the simulated capacities with constant OF which is same over the entire 
area for the given scenario. The constant value is varied from 0.1 to 1 in steps o f 0.1 and 
the corresponding network capacity results are plotted in Fig. 5.8.
Figure 5.8: Network Capacity simulation for different values of O F  which is same for all 
users in a snapshot
It is seen that the network capacity increases almost linearly with increase in average 
value o f OF, in other words, higher the value o f OF, lower is the intracell interference and 
higher is the network capacity. In case o f the 12.2 kbps service, with 2000 initial users, the 
capacity varies from 951 to 1454, the absolute difference being 503 users, which is 25% of 
the initial number of users.
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C apacity using C lutter D ependent OF
In this experiment, each user in the initial traffic map is assigned an OF based on the clut­
ter category of of the UE location. Network capacity is simulated for different distributions 
o f O F while keeping other simulation input parameters (such as user locations, NodeB  
antenna configurations) constant. Tw o types of service scenarios have been considered 
separately for the capacity simulation. These are:
• case-1: A ll users requiring 12.2 kbps service, and
• case-2: A ll users requiring 144 kbps service.
The following section describes how the given traffic densities are interpreted in terms o f 
number o f users in order to run the W C D M A  simulator.
T ra ffic  M a p  Traffic densities vary from one clutter class to another. The traffic densities 
(also referred as clutter weights), are used to allocate a proportion o f the total initial 
number of users to different clutters. For example, in Fig. 5.9, the traffic density in clutter 
category 9 is ‘7’ for a 12.2 kbps service. This implies that the number o f 12.2 kbps users 
falling within this clutter category 9 is 0.7 of the total number of users in the initial traffic 
map. W ithin each clutter class the users are located using uniform random distribution.
Fig. 5.9 presents the traffic density information for two service categories mentioned 
above.
Traffic Densities in different 
Clutter categories
□ 12.2 kbps user density 
M 144 kbp6 user density
7
6  - f  
5
$ 2  4(/) T - H
I
1 2  3  4  5  6  7  8  9  1 0  11 1 2  1 3  14
Clutter Categories *
Figure 5.9: Traffic Density within each clutter category
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The path loss calculation uses a proprietary Measurement based Prediction  technique, 
the details o f which is given in [7]. Fig. 5.10 shows the capacity results for 12.2 kbps service 
scenario corresponding to different OF distributions.
12.2 kbps users
1 3 5 0  i  
1 3 0 0  
1 2 5 0  
1200 J 
1 1 5 0  
1100 - 
1 0 5 0  - 
1000
capacity wth mean OF 
capacity with individual OF
3  4  5  6  7  8  9
different OF distributions
10
Figure 5.10: Capacities using average O F and clutter dependent OF, respectively
Curve-1 is generated using clutter dependent O F  values for the users in the initial 
traffic map and Curve-2 is generated using same average value of OF (from table 5.2) for 
each user.
From Fig. 5.10 it is observed that with mean O F the capacities calculated are lower 
than those calculated using clutter dependent O F values. Under the given experimental 
conditions, use o f average produces under-estimation of user capacity.
5.4.1 Comparison of Capacities
The percentage difference between the capacity values is referred as error in capacity 
estimation and is analysed in this section. The errors in capacity for the 12.2 kbps service 
scenario arc plotted in Fig. 5.11.
Numerical results for one particular distribution o f OF, OF-distr-1, is reported in table 
5.3.
From table 5.3 it is seen that the capacity difference can be as high as 17.5% when a 
data rate of 12.2 kbps is used for all users in the traffic map. In a similar investigation 
carried out in [97] to study influence o f code orthogonality on downlink throughput of
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Figure 5.11: Error in capacity and standard deviation of O F distribution
Capacity with average OF 1117
Capacity with clutter dependent OF 1313
Absolute difference in capacities 196
Percentage difference in capacities 17.5 %
Table 5.3: Capacity error for OF-distr-1
Multi Carrier C D M A  (M C -C D M A ) and Orthogonal Frequency Division Multiple Access 
(O F D M A ) systems, it is shown that high data rate services are more sensitive to variation 
in code orthogonality.
In Fig. 5.12, the difference in network capacities are plotted against standard deviation 
o f O F distribution over the network scenario, for a low data rate service (12.2 kbps) and 
a high data rate service (144 kbps), respectively.
The first observation is that the difference in capacities (using constant OF and clutter 
dependent OF respectively) has a positive correlation to standard deviation of OF dis­
tribution. In other words, a higher standard deviation of O F distribution translates to a 
higher capacity error. The correlation coefficient between the standard deviation of OF 
distributions and capacity error is calculated as 0.83 in case a 12.2 kbps service.
The second observation is that the percentage error in capacity is higher for a 144 kbps 
service compared to a 12.2 kbps service. For example, when the standard deviation o f OF 
over the network scenario is around 10%, the capacity error is approximately 10% for a
12.2 kbps service whereas it is around 25% for a 144 kbps service. A  quadratic interpolation
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Standard deviation o f O F  values (% )
Figure 5.12: Error in capacity Vs Standard deviation of OF values for 2 different service 
scenarios
curve is fitted to the data points so that it is possible to interpolate the capacity errors 
given an estimate o f standard deviation o f O F  distribution over the network area.
5.5 Summary
O F plays an important role in determining own-cell interference and hence in calculation 
o f transmit powers and C P IC H  Ec/Io coverages in the DL. In this chapter, variation of 
capacity, coverage and transmit powers with change in OF values has been studied. A  
spatial model to calculate a clutter dependent O F  is discussed. Numerical simulations 
o f W C D M A  capacity are performed with constant O F and clutter dependent O F for a 
realistic network. The results show that the capacity difference is higher when high data 
rate users are present. The capacity difference was found to be approximately 15-20% for
12.2 kbps users and 35-40% in case o f 144 kbps users. The results also show a high positive 
correlation between the capacity error and standard deviation o f the O F distribution over 
the area.
Chapter 6 
Semi-Analytical Model for 
User-Capacity Calculation
The joint management o f transmit power and user allocation is an Non-deterministic 
polynomial time (N P ) complete1 problem for a static snapshot based model. There are 
different approaches to solve this problem such as Stepwise Removal A lgorithm  (S R A ) and 
Static simulation algorithm (S IM ) discussed in chapter 2. For these algorithms the number 
of iterations typically increases with the size o f the system, i.e. w ith the number o f offered 
users. This can be a major lim itation for applying these methods when planning large 
networks. An alternative method to calculate multicell capacity has been proposed in this 
chapter. The method is based on semi-analytical techniques and the solution is obtained 
in two stages. In the first stage the interferences are decoupled and a number o f users are 
identified, which when removed from the system a feasible subsystem is obtained. In the 
second stage, the solution from stage-1 is tuned taking into account the total interference 
for the complete system. This method can use a static snapshot input like an advanced 
W ideband Code Division Multiple Access (W C D M A ) simulator, but the preprocessing 
o f variables and algorithmic procedure is based on an analytical approach. The Semi- 
Analytical M odel (SeAM ) is shown to outperform conventional schemes by being able 
to generate optimum resource allocation solutions using fewer number o f iterations than
1 Search problems that cannot be solved in polynomial time. For many decision problems no 
polynomial-time algorithm is known. Nevertheless many of these problems have a property which is 
not inherent to other decision problems. Namely, that there exists an algorithm, which may not find a 
solution in polynomial-time, but which can at least check in polynomial-time, whether a given string x is 
a solution. Decision problems with this property forms the class NP, [28].
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conventional techniques.
• S ec tion  6.1 describes the equations and theory which form the basis o f SeAM ,
• S ec tion  6.2 describes the UE removal techniques to estimate network capacity,
• S ec tion  6.3 compare performance o f the SeAM  with SIM  algorithm, and 
® S ec tion  6.4 summarises the contents o f the chapter.
6.1 Solution for Optimum Transmit Power
Starting with the same assumptions presented in chapter 2, section 2.2.1, the Signal to 
Interference and Noise Ratio (S IN R ) equations are further analysed in this section. The 
system model includes thermal noise and link power constraints, and takes into consider­
ation multiple services, where each user can have a different S IN R  target. The effect of 
shadow fading is included as a log-normal random variable in the propagation loss cal­
culation. There is no time dependent variable in the treatment o f semi-analytical model. 
This is a static snapshot analysis.
6.1.1 Uplink Analysis
The S IN R  is defined by the equation below:
,T _  „ Pihki __ n Pihki
r T  ~  S i  n
4 T .p )ijk , +  A
l ]  =   , (6.1)
3=  1
where the following notations have been used:
7 j  Received S IN R  in Uplink (U L )
Si =  W /R i Spreading gain o f i th User Equipment (U E )
i j  Total multiple access interference (including thermal noise) in UL
p i Transmit power o f i th U E in UL
lik <  1 Link gain from i th U E to N odeB  k
Thermal background noise at N odeB  k
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In this context, any transmit-receive pair is considered a link. The activity factor is 
included in the link gain calculation and will be expressed explicitly later in the analysis. 
In equation (6.1), ki is not an independent variable but a function o f i. It  is given by the 
assignment function, C (k ), which specifies the serving cell assignment, ie. NodeB<-*UE 
pairs. The NodeB<->UE distances and link gains are computed from the input traffic map.
U plink Transm it Powers
The minimum transmit powers under S IN R  constraints (received S IN R  f f  o f a link is 
equal to the target S IN R  D j  is given by the following equation, [31]:
I  =  r ) .
>  Si n Piltki  =  T j using (6.1),
E p ! ^ + 7 ° !3
3 = 3
T
~t Pi bki i u ~T Ssj ———-— 1  =  1 where sJ
3 = 1
n
S iP ih k i  -  =  Tki V b
i=i
n j Of
^  = r ~  (6-2)
• _ i  Hki ''iki
3 7s*
Using matrix notation the linear system (6.2) can be written as:
rt ’
(5 *  -  L T)p^ =  f ( 6.3)
where the matrices and (column) vectors are defined as:
sT =  (s j, * ' '  » ^ ) T > where sj =  ~ , is the effective spreading factor o f the i th UE, [31],
S7 =  d iag (s {, §2; • •1 ? is a n x n diagonal matrix,2
pT — . . .  ,p f fT is an ordered set or vector whose components determine the trans­
mit powers o f the UEs,
2I f  a  =  (a i, a2, • ■ • , an) T be any vector, then d iagfa i, a2, ■ • ■ , an}  is a commonly used notation to refer
to the n  x n  diagonal matrix with diagonal elements are a i,a 2, . . . ,  an.
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r °T
o-l =  (<r{, crl, ■ "  , crl)r , where crj is the normalised noise power in UL, crj =  ~ ,
Hki
V is a n x n square matrix with zero diagonal elements and off-diagonal elements con­
taining the link gain ratios:
. — ■ for i f j
L\j =  li*i (6.4)
0 for i  =  j
6.1.2 Downlink Analysis
In this section the downlink S IN R  equations with and without common channel powers are 
presented to provide a comparison with the U L  S IN R  equations. The downlink interference 
includes the pilot channel and the orthogonality factor to scale the own-cell interference 
in the DL. The downlink analysis is similar to that for uplink except for the following 
differences, [98]:
• The transmitter and receiver sides are interchanged,
• The common channel powers contribute to the total interference, and
® The interfering signals within the cell are partially orthogonal to the desired signal.
Thus orthogonality factor and the common channel powers are included in the calculation 
of interference powers. W ithout common channel powers, S IN R  in D L is defined as, 
[31, 56, 99]:
i t  =  =  * — ------------------ q^ ~ n  (6.5)
1 ~  a i)Qjlikj +  Qjhkj
j = i  j = ikj^ =ki kjfrk^
Jo w n  j o t h e r
where the following notations are used:
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7 !  Received S IN R  in Downlink (D L ),
l\  Total multiple access interference (including thermal noise) in DL, 
q- Transmit power o f i th link in DL,
lik <  1 Link gain of the i th link,
ai Orthogonality factor associated to the i th UE location
r f  Thermal background noise at i th UE.
In case of perfect power control, the allocation of transmit powers is such that the active 
links have just sufficient S IN R  to establish a connection.
g i________________ Q j l j k i ___________________   ^
(1 — otijq jk^  +  qjkkj +  Tf
j = i  j =1
k j  = fc  j  k j  y-
n i n  1 0|
A v j - r  ~  E  s i r 1 =  f ~  (6-6)
J = i  l i k i  j = 1  H k i  H k i
k j  — k^ k j j t k i
The downlink is characterised by matrices which are analogous to the UL. Using matrix 
^notation, the linear system described by (6 .6) can be written as:
(5 ±  -  =  erf, (6.7)
where the following definitions are used:
s l  =  (a f , 4 , • • •, 4 ) T > where §\ =
Sf — d iag {s j, sj, • • •, }  is a n x n diagonal matrix,
Ql  — fe i) • • • > Qn)T represents the link power vector in DL,
r °l
erf =  (o-f, cr ,^ . . . ,  erf )T , where
i>ki
I ff is a n x  n  matrix with off-diagonal entries given by the link gain ratios multiplied by
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<**3 =  < . (6.9)
• ki f  kj
I f  the orthogonality factors in D L are assumed to be 1, the following holds: Ift =  L l T.
This shows if common channel powers are neglected, as in the analysis presented in 
papers [31, 56, 99], the downlink analysis becomes a dual o f the U L problem and the UL 
and D L performances can be directly related.
I f  common channel powers are included then the D L can no longer be formulated as 
the dual of the U L problem and separate analytical treatment is required. The downlink 
analysis in this thesis is based on a mathematical model which includes common channel 
powers. The S IN R  equation is written as:
, !  0 biih _   Qjhiih
j i  ~  bi
(1 -  ah)(q% -  V iq\ )lhih +  q f l kih + T 0i,
v -..............      v  / ■■■■■«/
7! = S i ^ = * i --------------------------------- m------------------ (6.10)
/°wn kA
JTothe
where,
qCCH  Common control channel power for N odeB  h
n-h
qh =  q\h Total traffic channel power for N odeB  A, UE i k <-» N odeB  h
i h — 1
q f  Total N odeB  transmit power,
lhih <  1 Link gain of the i th UE (connected to N odeB  h ), and N odeB  h,
lkih <  1 Link gain o f the i th UE (connected to N odeB  h ) and N odeB  k ,
and cfr =  q +  qCGH.
The individual SINRs have to be above a certain predefined threshold, say T|, in order 
to establish a successful connection :
Qi lhik = 7 zl >  r j .  (6.11)
(1 -  a h)(q% -  q\)lhih +  £  Qkhih +  ^
k=i k Aii-
ln  case o f perfect power control, the allocation of transmit powers is such that the 
active links have just sufficient S IR  to establish connection. The minimum required SIR
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solution can be calculated by:
Oi7 U
{s l +  ( 1  -  ah)vi}q\ =  - o t hq f  +  E  +  7~
k=1 Lhih 'Jhih
(6 .12)
kfh
T o ta l tra n sm it pow ers  in  D L  Applying dimension reduction in line with [62], the 
linear system described by (6.7) can be written as:
M  q  =  w, (6.13)
where g  ^ is the total traffic channel power for N odeB  A,
Mhk. =  <
nh L ■
E r  =
ih— 1
9 : h =  k
(6.14)
9 =  (1 -  a h) (n h -  1 -
el
(1 ~  Oth)
nti
wh = Y i wIfi
w,1h =  _ ( T 0i +  (l - a h )q CCH +  J 2 qC
CCH lkih
fc=l kj^ h
lhih
(6.15)
(6.16)
(6.17)
The equation (6.13) is in the reduced dimension. M  is a square matrix o f dimension 
m  x  m, where m  is the number of NodeBs in the network.
6.1.3 Feasibility o f Transmit Power Solution
The minimum transmit power solution from (6.3) in the previous section assumes a feasi­
ble3 system. A  linear system can be solved by matrix inversion under the condition that 
the coefficient matrix is invertible.
The S IN R  equations (6.3) and (6.7) related to  U L and D L respectively are o f the form:
(S — L )p  =  a . (6.18)
3 A  feasible system in this context is defined as a linear system which when solved in a closed form 
produces positive power solutions
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The linear system represented by (6.18) is non-homogeneous, with non-singular coefficient 
matrix (S — L ). Therefore (S  — L ) is invertible and there exists a unique solution to the 
system [100]:
p  =  (S -  L ) _1(T. (6.19)
The unique solution of the S IN R  equations is obtained using matrix inversion. The solution 
is guaranteed to be real only if the real coefficient matrix (S — L ) is symmetric. In case o f a 
network system, the coefficient matrix is non-symmetric and (6.19) may produce complex 
solutions of p.
The following paragraph presents the conditions for real positive solution o f (6.19). 
A  network system described by a coefficient matrix fulfilling these requirements is called 
feasible.
F ea s ib ility  C o n d it io n  Equation (6.18) can be written in standard form by multiplying 
from the left with S _1:
( I  -  =  S -1cr. (6.20)
The necessary and sufficient condition for positive solutions o f equations o f the form 
(6.20) can be obtained from Perron-Frobenius’s theorem. By construction, S is diagonal 
and S _1L  is irreducible and non-negative. The solution p  is positive for any S -1cr >  0 if 
and only if [101]:
p (S _1L )  <  1, (6.21)
where p denotes the spectral radius o f the matrix S _1L . I f on the other hand, p (S -1L )  >  1, 
p  can have negative (or complex) components, and the system is called infeasible.
6.1.4 Solution of M T P  using PF  Eigenvalue
In this section an alternative approach to solve for minimum transmit powers is dis­
cussed. The solution is approximate but it explicitly relates transmit powers to the Perron 
Frobenius (P F ) eigenvalues o f a system matrix F , which in turn determines the feasible
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or infeasible state o f the network. The feasibility matrix F  is defined as F  =  S ” 1L. The 
quality o f the approximate solution is assessed by comparing the result with the solution 
generated using matrix inversion.
I f  {A i,  A2, . . . ,  An}  denote the eigenvalues o f F  and { / 1 , /2, . . . ,  f n }  represent the cor­
responding eigenvectors o f F , then by definition of eigenvectors, [102]: F f i  =  \ f i .
The spectral radius o f a matrix F  is defined as, [103]: p (F ) =  max(|Aj|). I f  <x =  S -1cr, 
then using the notation introduced above, (6.20) takes the form:
( I  -  F )p  =  a  &  p  =  F p  +  a. (6.22)
Assuming that the set o f eigenvectors { / 1 , /2, . . . ,  /n}  are normalised and linearly 
independent, the eigenvectors form a basis, and p  and dr can be expanded in terms of 
eigenvectors o f F :
n
P  =  p 'i f l  + P 2/2 +  • • • + p 'nfn  =  (6.23)
j - 1
n
6  =  +  ^2/2 -F . . .  4- d'nfn =  d j f j ,  (6.24)
j =1
where p ' and a1 are the components of p  and cr, respectively, in the new coordinate system. 
Substituting p  and cr from (6.23) and (6.24) in (6.22), the following equation is obtained:
n / n \ n
Erf l = F Erf * + E rf u (6-25)
3 —1 \ j —1 / 3 =1
Since the vectors f i  are eigenvectors o f F , (6.25) can be written as:
E r f r f  =  E  r f r f r f  +  E  r f r f  (6.26)
3=1 j =  1 3=1
A  scalar multiplication o f both sides o f (6.26) with the eigenvector f i  yields:
n n n
Erfrf ' f *  =  E r f r f r f  ■ f *  +  Er f r f  ' A  (6-27)
3 = 1  3=1 3 = 1
The matrix F  is neither symmetric nor anti-symmetric. Therefore, the basis vectors f i  
are, in general, not orthogonal: f i  ■ f j  In the following, U  is used to denote the
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matrix containing the eigenvectors as column vectors, U  =  [ f x f 2 • * • fn}- Using this 
notation, the linear system described by equations (6.27) can be written in matrix form 
as:
(U r U )p  =  (U t U )A j> 4- (U T U )fr , (6.28)
where A  =  d iag {A i, A2, . . . ,  An}  is a n x n square matrix. Since the matrix (XJTU ) is 
invertible, the unique solution o f (6.28) is the trivial solution:
p  =  ( I  — A )  lSr. 
Equation (6.29) can be expressed in component form as:
(6.29)
p 'l
P 2
=
1
- 
s
1
1—Ai 
0 1—X2
0 0 1 At
(6.30)
where the symbols w ith prime indicates components in the eigenvector coordinate system. 
The matrix ( I  — A ) -1 is diagonal only with respect to the basis vectors { f ± ,  /2, . .  •, /«,}• 
In order to obtain the components o f p  in the standard coordinate system, the following 
transformation is required:
P i
_ P n
U11 U In
Uni ’ • * Un
1-Ai
0
0
1
1—Aii
11 u-1 n
u,nl
-1
. (6.31)
The theorem o f Perron-Erobenius states that the largest eigenvalue Ai defined as Ai =  
p (S ~1L ) is unique, and the dominant eigenvector j j  has only positive real components. 
Assuming that the eigenvectors are sorted according to decreasing |Aj|, an approximate 
solution can be obtained by setting:
P - P ' i f i  =  1 ^ A-/ i (6.32)
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Inequation (6.32) shows that for p  to be positive, Ai <  1, which implies that the original 
given system is feasible. Ai is the spectral radius o f the feasibility matrix F and is an 
indicator o f system feasibility. Therefore equation (6.32) provides an explicit analytical 
relation to compute transmit powers for different feasible and infeasible states of the 
network.
Solving Method: Matrix Inversion 
Solving Method: Eigenvalue decomposition (all orders) 
Solving Method: Eigenvalue decomposition (first order)
200 250
UE Index
300 350 400
Figure 6.1: Transmit power vector for a feasible network system with 410 served users. 
Comparison of the solution vector p  calculated by matrix inversion and eigenvalue decom­
position, respectively.
Fig. 6.1 shows the solutions of the S IN R  equation using two different methods: Matrix 
Inversion and eigenvalue decomposition.
To apply the above solution method, a feasible network consisting o f 410 served UEs 
and forming a 410x410 linear system is considered. The solutions o f transmit powers are 
presented in Fig. 6.1. The eigenvalue decomposition using all orders is equivalent to Matrix 
inversion. But if only one eigenvalue and the corresponding eigenvector is used, then the 
solution is an approximate one. For the case presented here, the approximate solutions 
are shown using red diamonds and the continuous black line indicates the power solutions 
using matrix inversion. It is observed that solutions using eigen decomposition match well 
with the exact solution obtained by matrix inversion. Therefore, the Perron Frobenius 
(P F ) eigenvalue produces a good quality approximate solution o f S IN R  equations and the 
result can be used to analyse transmit powers o f feasible and infeasible systems.
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S u m m ary : This section introduced a necessary and sufficient condition for the feasibility
o f a network system described by equation (6.20). An  novel method o f solution o f transmit 
powers using eigenvalue decomposition is discussed. It is based on the feasibility criterion 
in (6.20) and uses the dominant eigenvector o f the feasibility matrix F  to calculate transmit 
powers.
Given the link attenuation matrix L  and the spreading gain matrix S, it is possible to 
determine the state o f the network system (feasible or infeasible) by analysing the spectral 
properties of the feasibility matrix F . However, the main challenge lies in constructing a 
feasible system when the given system is infeasible, which is the topic o f discussion in the 
next section.
6.2 Generation o f Feasible Systems
The feasibility and transmit power solution o f an arbitrary network system was discussed 
in the last section. This section describes the concept of generating a feasible system 
starting from an infeasible one.
The transition o f an infeasible system to a feasible system can be achieved by removing 
a certain number o f link equations, as discussed in chapter 2 in connection to SRA. How­
ever, which links to remove and how to identify the worse links are factors that determine 
the quality of the optimum solution.
The method o f removing links is motivated by a theorem due to Gershgorin, which 
provides an estimate o f eigenvalues o f a matrix without actually performing an eigenvalue 
decomposition. It states that if A is an eigenvalue o f a square matrix A  o f order n  with 
real or complex elements a^, then for 1 <  k <  n  it follows that, [104]:
n\^k — Afej < Y (6-33)
1=1,tyk
This result shows that the row sum o f the kth row excluding the diagonal element is 
greater than or equal to the absolute difference between the kth eigenvalue and the diagonal 
element o f the kth row. Usually, for an arbitrary matrix A , the eigenvalues are complex 
numbers. Equation (6.33) represent circles with specified centres and radii in the complex 
plane for different values of k. The Gershgorin theorem states that each eigenvalue will
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lie within the corresponding circle. From this it is inferred that the row (or column) sums 
o f a square matrix provide an estimate o f upper bound of the corresponding eigenvalue. 
A  numerical example is presented in Fig. 6.2 to clarify the point.
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Figure 6.2: Gershgorin discs lim iting the complex region containing the eigenvalues of 
matrix A. The largest eigenvalue and its upper boundary are shown in red.
Fig. 6.2 shows the Gershgorin discs related to the complex matrix A. The four circles 
correspond to the 4 rows o f A. The centres o f these circles are the respective diagonal 
elements o f A. The location of the eigenvalue A*, is restricted to the corresponding circular 
region with radius XwLi i^k \aki\ a]Qd centre a^k- Each circle encompasses the corresponding 
eigenvalue. For obtaining the exact location o f the eigenvalues, eigenvalue decomposition 
is necessary. However, the row sum of a matrix gives the upper bound o f the corresponding 
eigenvalue.
I f the diagonal elements o f any matrix are zeroes, then the Gershgorin discs are con­
centric circles, and the radius o f the kth circle correspond to the sum of elements in the 
kth row. In the initial system equations 6.20, the real-valued irreducible feasibility matrix 
F has vanishing diagonal elements. Therefore, the Gershgorin discs o f F are concentric 
circles centred at the origin.
I f the row sums o f the feasibility matrix F is much larger than 1, ie. the disc radii 
are larger than 1, it implies that the system can be far from feasible point. For a feasible 
system the largest disc should have a radius less than or equal to 1.
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Reducing the number o f served UEs, by eliminating corresponding rows and columns 
from F, leads to a decrease o f the Gershgorin disc radius and a decrease o f the magnitude 
of the dominant eigenvalue. By removing a sufficient number of UEs, the spectral radius F 
can be reduced such that condition (6.21) is fulfilled. This procedure allows the generation 
o f a feasible system starting from an infeasible one. Also if more circles have radii larger 
than 1 then more users have to be removed to obtain a feasible system.
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Figure 6.3: Spectral radius o f feasibility matrix F [compare with equation (6.20)], versus 
number o f UEs in the system. The graphs refer to a network including four 3-sectored 
sites and show the transition from an infeasible to a feasible system.
Fig. 6.3 demonstrates how the spectral radius o f F changes when users are chopped. Cor­
responding to 500 offered users, the spectral radius of F is 1.3 which is greater than 1 and 
the system is infeasible in the beginning. In order to generate a feasible system, two differ­
ent removal methods are followed. In the first approach, UEs with maximum value o f the 
column sums: £ ,[L ]?;j are removed, where L represents the normalised link attenuation 
matrix defined in (6.4). In the second approach, UEs to be removed are chosen randomly. 
The curves in Fig. 6.3 correspond to the two methods of UE removal. In both cases, two 
UEs per N odeB  are removed in each step, ie. total 24 users are removed in each step as 
there are 12 Node Bs in the scenario. The spectral radii o f F corresponding to the reduced
*  Chopping Method:
0 Chopping Method:
Column Sum
Random Number of Node-Bs=12
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systems is plotted in Fig. 6.3. It is seen that the value o f the spectral radius decreases with 
decrease in number o f UEs. The point p (F )= l  indicates the transition from an infeasible 
to a feasible system. The green curve corresponds to the scheme when the UEs which 
have higher row sums have higher probability for removal. This is because the highest row 
sum gives the maximum disc radius o f the Gershgorin discs. For an infeasible system the 
maximum disc radius w ill be greater than 1. Since in order to obtain a feasible system the 
maximum eigenvalue should be less than or equal to 1, the objective o f the removal scheme 
is to reduce the maximum disc radius by eliminating the row (and column) for which the 
row sum is highest. This is the principle behind removing links and generating feasible 
systems. So by prioritising the links for removal in terms o f link gain which correspond to 
users w ith high row sums, links with poor link quality are removed first.
From Fig. 6.3 a linear dependence is observed between the spectral radius o f F  and the 
number o f UEs (size o f F). The slope of the linear fit can be used as a metric to compare 
efficiency of different removal policies. A  steeper slope indicates a more efficient removal 
algorithm. In this numerical example, the method corresponding to the green curve is 
more efficient than the method corresponding to the blue curve.
6.3 Decoupling o f Own-Cell and Other-Cell Variables
The system of equations (6.2), describing the SIR  in UL, contains interference terms 
leading to a dependence o f the transmit power o f each user on the location and transmit 
power o f all other users. A  decoupled form of the equations is necessary to derive the 
SeAM.
6.3.1 Impact o f Interference on Transmit Powers
Following the approach o f Cartrein [31], the total interference power is separated into 
other-cell and own-cell interference terms:
SiPihki — y  j VjP fjk i — Tki +  f  j  Pjljki Vi (6.34)
Jec(fc) jVC(fc)
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where Vj is the activity factor o f j th user. Tw o new terms are introduced below:
^  =  Y  viPjhk v/c, (6.35)
i6C(fc)
40th =  £  P i1*  v *> (6-36)
HC{k)
where tuk is the total received power (own-cell interference plus signal power) at cell k 
from all users connected to it. /£th is the interference received in cell k from other-cell 
users. Substituting (6.35) and (6.36) in (6.34) gives:
(§i -I- Vi)likpi =  rk. +  I kth +  wk i e C (k )
rk
(Si  +  V i ) l ik iP i  =  Tk +  cuk (6.37)
where rk denotes the total noise power o f cell k. Equation (6.37) shows that the signal 
power o f each user is coupled with the signal powers o f the other users within the same 
cell. Multiplying both sides o f equation (6.37) with and summing with respect to li 5 
renders:
E ^ = £ r i S  (6-38)
ieC(k) ieC(k)
ZF u k =  ( r k +  ojk)   (6.39)
Si
i€.C(k) —  -F 1 
Vi
Using the notation j3k for £  — , and applying algebraic simplification, the following
iec(k ) £i +  i
. . i i viequation is obtained:
T k @ k  / a  A n \ro* =  —  (6.40)
Equation (6.40) is used to eliminate cok, the coupling between own-cell users, from
equation (6.37). The transmit power solution in terms other-cell interference is expressed
as:
(§i +  v< )(l -  Pk)hkiPi =  r k i e  C (k ) (6.41)
«■  Pi =  j z  ,  (6.42)
( Si +  V i)( 1 — /3k) l ik.
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Equation (6.42), which does not contain own-cell interference term, provides a mathe­
matical relation between the user signal power and the other-cell interference power. The 
other-cell interference power is lumped into a single variable, t*,, and is same for all users 
within the same cell. A  similar representation is found in [31] without explicit activity fac­
tor. Equation (6.42) shows that the signal power o f users within the same cell is inversely 
proportional to their transmission gain. Expanding in (6.41) gives:
vi ( ~  +  1)(1 ~  Pk)kkiPi =  rg  +  E  hkiPj i  € C (k ) (6.43)
i  3$C{k)
< ^ P i -  E  P* + PC1 -  P k fik iff 'p jljk i =  pi +  V i ) (  1 -  Pk)Uki\~xTk (6.44)
HC{k )
6.3.2 M atrix Representation o f Interferences
Equation (6.44) can be expressed using the matrices defined below. Here, the not-
normalised link gain matrix, L T , is defined as:
[■^T]jfej =  Ijki h j  =  l j  2 , . . . ,  n  (6.45)
The diagonal matrix L 0 is defined as: [L0]ifc. =  d ia g (^ )  i — 1,2, . . . ,  n. L D is a block 
diagonal matrix defined as:
M «  =  { ljk‘ fOT j e C ( k i )  (6-46)
0 for j  £ C {ki)
The matrix L i  satisfies the relation: L T =  L D +  L i, and is defined as:
M u  =  (  ^  fM  j * Cik), (6.47) 
0 for j  e  C (k i)
Using the notations introduced above, equation (6.44) can be written as:
p -  [V S v ( I  -  B J L o ]"1 U P  =  [V S v (I  -  B J L o J - 'r0 (6.48)
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Defining G  =  V S v (X -  B )L 0, equation (6.48) can be written as:
( I  — G “ 1L I )p  =  G -1r ° , (6.49)
where the following definitions are used:
Sv =  diag i =  1, 2 , . . . ,  n, (6.50)
(6.51)
(6.52)
V  =  diag (v i) z =  l ,2,  . . . , n ,
u3
B  =  diag (P i) i =  1 ,2 ,..., n.
sijeC(i) hi
V i
(6.53)
In order to gain further understanding o f the linear system described by (6.48), it is 
beneficial to group users according to their serving cell. This step is discussed in the 
following section.
6.3.3 Structure of Link Gain Matrices
To compute the link gain matrix each user is first assigned a serving cell. The normalised 
link gain matrix L T , defined (6.45), is expanded in Fig. 6.4:
The snapshot in Fig. 6.4 shows the serving cell assignment. Here the ith row of L T
represents the gain o f the ith U E with respect to its serving cell hi.
The image plot o f L r  is presented in Fig. 6.5. Due to the random location of UEs
and due to random shadowing, the image plot representing matrix L r  [Fig. 6.5 (a)] fails to 
reveal any interesting characteristic of the system. This figure is included to understand 
the importance o f preprocessing the link gain matrices before applying the Semi-analytical 
UE removal techniques.
Applying row and column operations, L T can be sorted according to increasing link 
gain and according to the serving cell. The sorted matrix is shown in Fig. 6.5 (b ). Since the 
link gain is higher with respect to the serving cell, a block diagonal structure is revealed. 
The number of diagonal blocks with lighter shading corresponds to the number o f NodeBs 
within the network. In this case 12 NodeBs can be identified.
Fig. 6.5 (b ) shows that interference is relatively high between NodeBs belonging to the
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Figure 6.4: The components o f the link gain matrix L T correspond to UEs«->NodeB pairs 
related to a given serving cell assignment. In this example, the influence o f shadow fading 
(3dB)  is included in propagation calculation. Size of the matrix is equal to the number 
of offered UEs.
Matrix L r  Matrix L r  sorted
100 200 300 400 500 100 200 300 400 500
(a ) (b )
Figure 6.5: Image plot o f the elements o f matrix (a) h T defined on page 110, (b) h T after 
sorting according to link gain and serving cell. Lighter shading indicates higher link gain. 
The block column marked by a red rectangle refers to UEs served by Nb-1 (compare with 
Fig. 6.4).
same site. Interference between different cells can be estimated by comparing the ‘column- 
blocks’ of the sorted matrix. E.g. the first column of blocks (marked by a red rectangle) 
refers to the link gain of UEs assigned to cell Nb-1. Lighter shading can be detected 
for blocks 1, 3, 10, and 12. The first block (within the marked column) corresponds to
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own-cell interference. The remaining blocks refer to other-eell interference. Comparing 
with Fig. 6.4, it can be seen that the spatial position and the orientation o f Nb-3, Nb-10, 
and Nb-12, lead to a relatively high interference between these NodeBs and Nb-1. Thus 
higher the gain with respect to other-cell higher is the interference generated by that UE.
In the diagonal form, system parameters are expressed explicitly as function o f feasibility 
criterion. This step and the graphical representations are important since they allow 
immediate identification o f the UEs which renders the system infeasible. The UE removal 
algorithm based on the semi-analytical means is discussed in the next section.
The UE removal technique is based on a system model that takes into account:
® other-cell and own-cell interference,
® thermal noise,
® link transmission power constraints, and 
® mixed services and processing gains for W C D M A  system
For further analysis, the transmit powers p  are written as: p  =  p Df fp I) where p D represent 
the transmission powers calculated by including own-cell interference and neglecting other­
cell interference. The component p D can be derived from (6.48) by setting L i =  0:
The solution o f p n  is positive iff the diagonal matrix G  satisfies: Gu >  0. From the 
definition of G , it follows that Gu >  0 iff:
Summary
In this section, the original linear system is first diagonalised and new variables are defined.
6.4 SeAM  UE Removal M ethod
p D =  G - V ° (6.54)
isC( fc)  h i
Vi
<  1 k =  1 ,2 , . . . ,  m, (6.55)
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where m  is the number o f NodeBs in the network. I f  f  is the same for all users served by 
cell k , the sum in (6 .5 5 ) can be calculated using:
C°k =  nk <  -  +  1 ;  i e  C (k ) (6 .56 )
where nk is the number o f active users within cell k, and corresponds to the pole capacity 
(C ° ) o f the cell in absence o f interference. It is shown that even if the number o f users
within each cell o f the network is below their respective C °, and the solution for is
positive, the total solution p  may still contain negative components rendering the system 
including other-cell interference infeasible.
According to equation (6 .4 9 ), the transmission powers including other-cell and own-cell 
interference can be calculated by:
p =  G - f r 0 +  G - ' L x p ,  (6 .5 7 )
P ~  P d +  G ^ L ip .  (6 .58 )
A  necessary (but not sufficient) condition for the feasibility of a network system is given by: 
P d  >  0. This inequality has to be satisfied component-wise and is equivalent to condition
(6 .5 5 ) . Equation (6 .58 ) shows that (for a feasible system) the actual transmission powers 
p  (including interferences) always exceed p D (which excludes other cell interference). The 
ratio between pD and p  is a constant for each cell, and the value o f the constant depends 
on the other cell interference, (6 .3 7 ).
Here a new term is introduces for a system which satisfies (6 .6 1) . Such a system will 
be referred as conditionally feasible system because in this part o f the analysis other-cell 
interference is neglected ( L i  is set to zero). Equation (6 .58 ) implies that a conditionally 
feasible system will always have positive transmission power solutions.
Therefore, starting with an infeasible system, the first step is to neglect other-cell 
interference. I f  the number o f users served by cell k exceeds the pole capacity C ° (defined 
on page 1 1 3 ) ,  users from this cell have to be removed, until (6 .5 5 ) is satisfied.
In general, the maximum allowed transmission power is limited: Pi <  pmax] i  =  
1 , 2 , . . . , n. Since p >  p D , any user satisfying [pD\i >  pmax> has to be removed. I f  a 
U E is removed, own-cell interference reduces, and the powers o f the remaining UEs de­
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creases accordingly. In the following, a user removal process is outlined that takes into 
account the reduction o f the transmission power due to UE removal.
6.4.1 Stage-1: Neglecting Other-cell Interference
It is assumed that all occurring matrices have been sorted according to the procedure 
described on page 112. In this part an alternative matrix B  is introduced [compare with 
(6.53)]:
B
> > 0 0 • • 0 0
1 
...o
0 P [2) 0 • • 0 0 0
0 0 p i r n )  . • 0 0 0
0 0 0 • Mm 0 0
0 0 0 0 d(2)Mm 0
r 
- o 0 0 . • •  0 0 o ( nm)P m
(6.59)
where
nkaUk) _  sp
i fc= i  sik/v ik +  1 ’
nk denotes the number o f users served by cell k , 
and m  denotes the number o f Node Bs present in the network. In order to determine the 
number o f users to be removed from each cell, the power variable p D is derived as:
P d  = V S v ( I  -  B )L 0 (6.60)
Fig. 6.6 presents the components o f p D referring to users served by a particular NodeB , 
for example Nb-11 in the reference network scenario-1. For a small number o f users, 
the transmission powers are relatively low. As the number o f users approaches the pole 
capacity o f Nb-11, in this case 49 users, the transmit powers become too high. I f  the 
number o f users exceeds the pole capacity, the transmission powers become negative.
Starting from number of UEs =  0 up to pole capacity the transmission powers are 
positive and B  <  1. A t pole capacity the powers diverge as B  =  1 (compare to equation
(6.4.1). I f  the number of users exceed pole capacity the powers are negative. Note: The 
magnitudes o f p D are low compared to the divergence value but they are not 0. They vary
6.4. SEAM UE REMOVAL METHOD 116
Num ber o f UEs
Figure 6.6: Initial transmit powers p D. The components shown refer to users served by 
N odeB  11.
from -20 dBm to 40 dBm compare with Fig. 6.7.
Figure 6.7: Transmit powers for a conditionally feasible system. The network scenario 
is shown in Fig. 6.8 The solutions p D take into consideration the reduction o f own-cell 
interference (and transmission power) if UEs are removed.
Fig. 6.7 shows a plot o f p  and p  for a network satisfying condition (6.55). The power 
vector p D and the alternative vector p D are calculated using B  (6.48) and B  (6.59) re­
spectively. The users are sorted according to their link gain with respect to the serving 
cell. It is observed that the calculated transmission powers increase monotonically. This is
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attributed to the high correlation between link gains and UL transmit powers, established 
in chapter 3.
The grouping of UEs according to serving cell is reflected by sudden drops o f the 
transmission powers. These points mark the boundary o f the set of users served by one 
cell. From Fig. 6.7 it is observed that UEs served by cells with many users tend to have 
higher transmission powers (e.g. Nb-11 serving 48 users). On the other hand, UEs served 
by cells with a low number o f active users have relatively low transmission powers (e.g. Nb- 
12 serving 32 users). Fig. 6.8 illustrates the initial user-removal process. Starting from a 
network with 500 offered UEs (compare with Fig. 6.4), 27 users have to be removed from 
the system in order to satisfy condition 6.55. The algorithm removes users with the lowest 
link gain. Due to random shadow-fading effects, these are not necessarily UEs located at 
the largest distance from their serving Node Bs.
X  Coordinates (km )
Figure 6 . 8 :  Initial User-removal using P d  to determine location o f chopped UEs
Users are removed to generate solutions p D below the transmission power limit. How­
ever, if the removal criterion is based on p D itself, a higher number o f users will be chopped 
than required.
The solutions p D provide an improved criterion for removing users, because it takes 
into consideration the reduction o f own-cell interference and transmission power, if UEs
Offered UEs =  500 M ethod 1
Served UEs =  473 
Chopped UEs •— 27
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are removed from a particular cell. The curves corresponding to pD indicate how much 
the reduction in transmit power will be when a user is removed from the system.
Based on the above discussion, user removal in Stage-1 involves the following steps:
4. Remove users i  with [p#]* <  0. The resulting system is feasible if other-cell interfer­
ence is neglected.
5. Remove users i  with [p©]* >  pmax-
6.4.2 Stage-2: Including Other-Cell Interference
Stage-1 describes generation o f a conditionally feasible system starting from an arbitrary 
given network system. The condition for such a system is discussed on page 114 which is 
a necessary (but not sufficient) condition for the feasibility of a network system:
Starting with a conditionally feasible system, i f  other-cell interference is introduced, the 
system becomes infeasible or (if  feasible) the transmission powers may exceed a given link 
power lim it (e.g. 23 dBm). This section presents a discussion how to obtain an uncondition­
ally feasible system from a conditionally feasible one. In this context, an unconditionally 
feasible system is one which produces positive transmit powers, p >  0, when both own-cell 
and other-eell interferences are considered.
A  feasibility condition can be obtained from the recursive equation (6.58). Inserting p 
on the right side o f (6.58) yields:
1. Sort UEs in descending order according to their link gain with respect to the serving
cell.
2. Group UEs according to their serving cell.
3. Determine B  and calculate p#.
pD =  G - ' r 0 >  0. (6.61)
P  =  P d  +  G  ' L i  pD + [G ‘L rjV (6.62)
A  power series solution is obtained when the previous step is repeated several times:
OO
(6.63)
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For a feasible system, the series (6.63) converges. A  necessary and sufficient condition for 
the convergence o f (6.63) is given by [101]:
p(G“1LI) < 1, (6.64)
where p(G-1Li) denotes the spectral radius o f the matrix G _1Li. Condition (6.64) is 
similar to (6.21), but is explicitly formulated in terms o f the interference matrix L i. It 
shows that a conditionally feasible system can be transformed into an unconditionally 
feasible one by removing UEs that generate a high amount of interference. To identify 
undesired users, the interference generated by each UE is calculated.
A t this point the following new terms and notations are introduced. This helps to 
separate the vectors into the components related to each UE: p  =  pWl +  p (2) •+•... +  p (n) } 
where n is the total number o f users. This equation can be represented in component form 
as:
Pi Pi 0 0
P2 0 P2 0
P3 — 0 + 0 0
Pn 0 0 Pn
(6.65)
It is important to realise that each vector pU) contains only one non-vanishing component. 
In a similar way, the vectors p D and p 7 can be separated in terms o f the components related 
to each UE. Using (6.58) and the definition o f p r introduced on page 110, it follows that:
P/e =  P f '3) +  P f ' 3) +  • ' '  +  P/n’j) =  X > ? J) =  G “ 1L ip (j') , (6.66)
2=1
where p f '^  is the transmission power increase o f user i  caused by interference with user j .
In te r fe re n ce  M a tr ix ,  II/ : An interference matrix is calculated to formulate a measure
o f interference generated by a user, contributing towards increase in transmission power
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of another user. It is a n x n matrix TI/ defined as:
n7 = (1) (2) (j) (n)p\J p ff  ■ ■ • pyf • • • P)J (6.67)
where column j  o f matrix IT/ is given by the components o f vector p\jf .
Fig. 6.9 shows the components o f the interference matrix EE/ related to a conditionally 
feasible system with 419 users. Interference is highest between cells geometrically situated 
close to each other. A  measure o f the total interference generated by user j  is given by 
the norm:
T,(i) _  , /n U) . J J ) 
Pin ~  \  Pin p ln ’ (6 .68)
corresponding to the sum of the entries in column j  o f matrix II/.
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50
100
150
200
250
300
350
40 0
llil I
il «i l l i t  11 I  ,llli
f W '!H!
•1 £
50 100
I ii il! t i l l
i 'I -(ill
i ->= ~ t h -  iW
iniilli'iiS 11
150 20 0  250
columns
. .. J i|
rim  !«ti
til !i I I
JHiiiidll.1
300 350  400
*
20
18
16
14
12
10
8
6
4
2
0
Figure 6.9: Interference matrix corresponding to a conditionally feasible system with 419 
users. The shading refers to interference powers expressed in dBm.
Fig. 6.10 presents a plot o f p iy for the 419 UEs corresponding to the conditionally 
feasible system. It is noted that some users generate a significant amount of interference 
resulting in a large increase o f the transmission power o f other users. It is found that
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UE index
Figure 6.10: Interference measure p/s calculated for a conditionally feasible system with 
419 users.
selectively removing these UEs leads to a balance of generated and received interference 
powers and to an overall reduction o f the transmission powers.
In order to generate a feasible system with maximum transmission powers below pmax > 
it is first ensured that the system is conditionally feasible, i.e. [pd]* > 0 ;  j  =  1,2, . . .  , n. 
I f this is not the case, then the user removal (Stage-1) presented in the previous subsection 
is applied.
For a conditionally feasible system, the solution p, required on the right side o f (6.66), 
may not be available. Therefore, the equation (6.63) is used to generate an approximate 
solution by neglecting higher order terms o f the power series. Considering the terms up 
to second order the following equation is obtained:
2
p »  £ [ G ~ 1LI]"pD. (6.69)
n = 0
Based on the interference measure p ^ ,  the following user removal algorithm (Stage-2) is 
proposed:
1. Calculate approximate transmission powers using (6.69)
2. Calculate the interference measure for each user: p ^ ; j  =  1,2, . . .  ,n, using (6.66) 
and (6.68).
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3. Sort users in descending order according to
4. Remove the first ‘n ~ ’ users from the list generated in the previous step.
5. Calculate the spectral radius p (G _1L i) .
6. I f  p (G _1L j )  <  1 determine p  using (6.49). Otherwise, go back to step 1.
7. I f  [p]* <  Pmax] i  =  1,2 , . . .  ,n  terminate iteration. Otherwise, go back to step 1.
Remark: The number o f users removed during each removal step is given by the parameter 
n ~ . The larger n~, the fewer steps are required to generate a feasible system satisfying 
[p]i <  Pmax; i  =  1, 2 , . . . ,  n. I f  n~  is too large, too many users are removed and the max­
imum transmission powers are significantly lower than pmax- Simulations in this section 
have used a variable user chopping number n~, given by:
f  no [p (G _1L i )  -0 .5 ] + 2  for p (G “ 1L i )  >  1 
n~ — < (6.70)
(  1 for p (G _1L r) <  1 and m ax(p ) <  pmax
There is a trade-off between the number o f steps and closeness o f the solution to opti­
mum. Consequently, the chopping function (Eq. 6.70) is tuned to satisfy optimisation 
requirements.
For an infeasible system with a large number o f users, the spectral radius p (G ~ 1L i )  
is large. Therefore, n~ is large during the initial user-removal steps. (O f the order of 
15—50 depending on the value o f p (G ~ 1L I ) and the choice o f the design parameter n0.) It 
decreases fast once the spectral radius approaches unity. In the next section, the impact 
o f n~  on the number o f iterations required to generate a feasible system is discussed.
To demonstrate the user-removal algorithm, a network with 500 offered users (compare 
with Fig. 6.4) is considered. Initially, the system is infeasible. Applying the semi-analytical 
user-removal model introduced in this section, 150 users are chopped in order to generate 
a feasible system. Fig. 6.11 shows the transmission power solutions related to 350 served 
UEs. For the calculation o f pD, other-cell interference has been neglected. Comparing p  
and pD, it is observed that a significant increase of transmission powers due to other-cell 
interference.
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Figure 6.11: Final Power solutions p D and p  generated by the semi-analytical model 
starting from an infeasible system containing 500 offerred UEs.
S u m m ary : It is shown that preliminary analysis o f the network is possible from a sorted
and grouped link gain matrix which revealed a block diagonal structure. Subsequently a 
variable ( p D ) for a conditionally feasible system is derived, which can predict reduction 
o f transmission power (and interferences) when UEs are removed. An interference matrix 
(II/ ), developed based on cumulative interference powers, is used to analyse increase of 
transmit power o f each user due to interference with another user. This measure is used 
to identify worse links.
The first stage generates a conditionally feasible system from an infeasible one. In this 
approach each Node B with its associated users are considered separately. Users rendering 
the system infeasible, and user with transmission powers exceeding the maximum limit 
are removed in one step based on the calculations described in this section. The system 
generated is feasible, under the condition that other-cell interference is neglected.
The second stage generates a feasible system from a conditionally feasible one. The 
collection o f techniques discussed in this section to calculate optimum user capacity an­
alytically is termed as Semi-Analytical Model (SeAM ). In the next section, numerical 
results generated by the SeAM  are compared with solutions obtained from an advanced 
W C D M A  network simulator to validate the performance of the proposed scheme.
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6.5 SeAM  Algorithm  Performance
In this section, transmit power and user capacity calculated using SeAM for given network 
scenarios, are analysed and compared with reference to results from a static W C D M A  
simulator.
N e tw o rk  Scenario : Fig. 6.12 represents a network scenario containing a random dis­
tribution of 500 offered UEs. The given system is infeasible if all offered UEs are active 
simultaneously. UEs are removed based on the SeAM  scheme described in the previous 
section. Removed (or chopped) UEs are marked with red. Served UEs are marked with 
green and the connection to their respective serving cells are shown.
6.5.1 Snapshot Analysis
(a)Semi-analytical model (b)Simulator
Figure 6.12: Scenario showing Served and Chopped UEs
Users located at a large distance from their serving cell have a higher probability of 
being chopped due to their low link gains. It is noticed that UEs geometrically situated 
within the coverage area o f two or more cells have a higher removal probability. This is due 
to the fact that they generate high interference, which leads to increase in transmission 
powers o f other UEs. Such a resource distribution is not desirable.
It is also observed from Fig. 6.12(a) that undesired users are not necessarily located 
at higher distance from the serving cell. This is due to random shadow fading included in
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the path loss model.
Fig. 6.12(b) shows the capacity calculation using the simulator algorithm. The sim­
ulator generated an optimum distribution with 367 served UEs. The capacity estimated 
by the semi-analytical model is 350, which is 17 UEs less than the simulator solution. 
Comparing the two methods, it is noticed that there is a close match o f the location of 
chopped users calculated by SeAM  and SIM respectively.
The next section presents discussion on convergence and efficiency o f the semi-analytical 
technique.
A lg o r ith m  con vergen ce : The curves in Fig. 6.13 show the decrease in the number o f
UEs (ie. size of the feasibility matrix, G _1L/) during UE removal, and the corresponding 
spectral radius of G _1L/, at each step o f the semi-analytical algorithm.
Fig. 6.13(a) refers to the scenario described in Fig. 6.12 with 500 offered UEs, while 
Fig. 6.13 (b ) refers to the same scenario with 800 offered UEs. In both cases it is observed
(a) (b )
Figure 6.13: UE chopping stages for infeasible system with (a) 500 offered UEs and (b) 
800 offered UEs
that a bulk of users are identified and removed in the first step, which makes the system 
conditionally feasible. In the subsequent steps, fine tuning of the solution is done, monitor­
ing the feasibility criteria, until an ‘unconditionally feasible’ state is reached, ( G _1L/ =  1). 
Below the feasibility limit (which is indicated by the green line), the maximum transmit 
power becomes very sensitive to the number o f UEs. Therefore a small number of users 
are removed at each step once the system is this stage.
Fig. 6.13 shows that the number o f removal steps does not depend on the number 
of initially offered UEs. The number of UEs chopped at each iterative step depends on
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function (6.70), discussed on page 122. I f  more UEs are chopped at each step, lower 
number o f steps are needed and the algorithm converges faster, in which case there is a 
chance that ‘good ’ UEs are removed, rendering the transmit power o f the remaining UEs 
higher than optimum. There is a trade-off between the quality of the solution and and the 
number of steps required to obtain it. For the scenario presented here, it is found that 4 
to 5 steps are sufficient to obtain a solution close to optimum. The results are validated 
by comparing with SIM.
Nevertheless, the semi-analytical method takes significantly lower number o f steps 
than SR A  algorithm and also lower number o f steps compared to the simulator algorithm. 
The simulator takes roughly 15 steps for the scenario with 500 offered UEs, and around 
25 iterations for 800 offered UEs, which indicates that the number o f iterations in the 
simulator, increases with the size o f the system.
Computational Effort: In order to estimate the computational effort, 1000 O K P I
evaluations with random user distribution (500 offered users) and random antenna con­
figuration have been performed. On a Dell PowerEdge R900 Server class computer with 
4 x 2.93 GHz Quad-Core Intel Xeon processor, 32GB R A M  and Fedora Core 9 x 64 op­
erating system, the average time to evaluate a 12 cell network with 500 initial UEs is 
1.98±0.50s using SeAM  and 2.33±0.07s using SIM. It is found that the total time to 
execute SeAM  is lower compared to the time required for doing the same evaluation using 
SIM.
Uplink Transmit Powers
Fig. 6.14 is a plot o f the uplink transmit power solutions for the scenario described in 
Fig. 6.12. It shows the transmission powers in dBm against UE index. The UE transmit 
powers vary between -12 dBm to 23 dBm.
The UEs are grouped according to their serving cells and sorted according to link 
gains. Hence the transmit powers when plotted for each UE show a decreasing trend 
within a cell. Also the link transmit power solutions are positive and balanced between 
the cells. The maximum link transmit power in any cell is near the link limit, but does 
not exceed the link limit (23 dBm in this case). This indicates that the system generated 
is unconditionally feasible, and the solution is near optimum, because the maximum link
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Figure 6.14: Comparison o f final power solution and UE locations from Semi-Analytical 
model and Simulator
powers are near the limit.
Since the number of served UEs is lower (350) in case o f the semi-analytical model, 
the link transmit powers are also lower than the powers calculated by the simulator. This 
can be seen e.g. for the powers related to UEs served by Nb-1.
In Fig. 6.14 the chopped UEs are not connected to any NodeB , and are assigned an 
arbitrarily low value as transmit power (-30 dBm for simulator and -25 dBm for the model) 
to include them in the plot. This enables identification of the UE locations removed by 
SIM and SeAM respectively.
Num ber of Served UEs per N o d e B
It is informative to study the number o f users served by each Node B after a SeAM eval­
uation. The initial UE allocation is indicated by the blue bars in Fig. 6.15, e.g. NodeB  
6 is initially assigned 65 UEs. The values o f the system parameters used in this study 
are W  =  3.84 Mcps, R i — 12.2 Kbps, I*  =  8dB. This yields an effective spreading gain: 
Si =  W / (R f f i ) =  49 for the i th UE and a pole capacity o f a Node B in absence o f other-cell 
interference as 49 users. In Node Bs with an initial number of users >  s, at least (n*, — s) 
UEs have to be removed in order to obtain a conditionally feasible system. It is seen that 
more UEs are chopped from those Node Bs which initially connect higher number o f UEs. 
The final result of the cell capacity shows that the user-load is balanced between the cells.
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Figure 6.15: Number of UEs per N odeB  - showing initial offered users, served users : 
Semi-analytical model and Simulator
This is a desirable system design criterion.
Comparison o f the number o f served UEs per cell, between SeAM  and simulator, shows 
that the difference in cell-capacities is very small.
Downlink Transmit Powers
Finally in Fig. 6.16, the DL transmission powers are plotted for the feasible system gener­
ated and discussed above.
The total DL transmit power (qE) o f each NodeB  is calculated using equation (6.13). 
It is observed that the DL transmit powers calculated by SeAM are lower than the DL 
transmit powers generated by the simulator. This is due to the difference in number and 
location o f served UEs. The SeAM  generated a system with 350 served UEs, whereas 
the simulator estimated 367 served UEs. The lower transmission powers lead to a higher 
C P IC H  Ec/Io coverage (97.24%) estimated using SeAM, whereas the C P IC H  Ec/Io cov­
erage calculated by the simulator is 96.67%.
6.5.2 Monte Carlo Simulations
In the previous section, the semi-analytical user-removal algorithm is compared with a 
network simulator focussing on the number and location o f chopped UEs. This section 
reports the influence of different user distributions and traffic loads on the user capacity.
I Initial Infeasible System (500 offered UEs) 
j Final Feasible System: Analytical Model (350 served UEs) 
I Final Feasible System: Simulator (367 served UEs)
9 10 11 12
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Figure 6.16: Comparison o f DL total transmit powers of a feasible system using SeAM 
and SIM
For this purpose, a large number o f network simulations is performed. They can be 
grouped into two ‘numerical experiments’ and are described in the following.
Experim ent-1: Influence of Random U E  Distributions
In the first experiment, different random seeds are used to generate several UE distribu­
tions keeping the number of offered UEs same (600).
Figure 6.17: Comparison o f Capacity Solutions from Semi-Analytical Model and Simula­
tor, for several random snapshots with 600 initially offered UEs
Fig. 6.17 shows the user capacities calculated by SeAM and SIM respectively for the
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100 random UE distributions. The mean and standard deviation o f the user capacities 
are compared below.
M O D E L :
Mean User Capacity 
Standard Deviation
Semi-Analytical
367.2
6.3
Simulator
386.9
5.1
The values presented in the table above show that the capacity calculated by SIM exceeds 
the capacity determined by SeAM  by approximately 20 users. W ith  a low number o f 
iterations, SeAM  removes a comparatively higher number o f UEs. Nevertheless, the results 
generated by SeAM  are in close agreement with the results generated by SIM. This can be
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Figure 6.18: Difference (a) and correlation (b ) between capacity solutions from SeAM  and 
SIM, respectively. The results refer to varying random snapshots with a fixed number of 
600 initially offered UEs.
seen from Fig. 6.18 (a), showing the difference between the capacity determined by SeAM  
and the simulator, respectively. The capacity difference is approximately 5%, depending 
on the UE distribution.
The scatter plot in Fig. 6.18 (b ) shows that there is a relatively high correlation (0.72) 
between the capacity determined by SeAM  and SIM, respectively.
The results show that the semi-analytical uscr-removal algorithm is robust in the sense 
that it performs well for different random UE distributions.
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Experiment-2: Influence of Traffic Density
In this experiment, the initial number o f offered users is varied in the range of 200—800.
Again the user capacities are calculated using SIM and SeAM  and the results are 
plotted in Fig. 6.19. The user capacities increase with increasing number of initially offered 
UEs, which is in line with the observations in chapter 3.
Initial Number of UEs
Figure 6.19: Comparison o f capacity solutions obtained from semi-analytical model and 
simulator, respectively, for varying number of initially offered UEs.
In Fig. 6.19, it is observed that the capacity difference increases if the number o f initially 
offered UEs increases. Nevertheless, Fig. 6.20 (a ) shows that the difference ratio (expressed 
in percentage) does not increase but varies around approximately 5 %.
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Figure 6/20: Difference (a) and correlation (b ) between capacity solutions from SeAM  and 
SIM, respectively. The results refer to a varying number of initially offered UEs.
Fig. 6.20 (b ) shows a correlation o f 0.99 between the capacity determined by SeAM and
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SIM  for this experiment. The high positive correlation between the model capacity and 
simulated capacity in Fig. 6.20 indicates that SeAM  can be used to drive an optimisation 
search in the right direction. In the next chapter it is shown that the semi-analytical 
capacity estimate can serve as a good measure for driving an optimisation search algorithm 
e.g. when determining the optimum Node B antenna configuration using user-capacity as 
O K P I.
The simulation results show that the performance of SeAM  does not depend on the 
number o f initially offered UEs. Therefore, the most significant difference between the 
performance of the two models is the number o f iterations required to generate the results.
For a large number of initially offered UEs (>  400), the number o f iterations required 
by SeAM  is lower by a factor o f approximately 3 compared to the number o f iterations 
required by SIM.
6.5.3 Comparison of Calculated Capacities
User capacity is characterised by the following attributes:
1. total number o f served UEs,
2. location of individual served UEs.
W hen comparing two capacity calculation methods, both the aspects have to be checked. 
The first factor is discussed in the previous subsection.
In the following, a metric is introduced to measure differences in UE locations. I f  U  
be the set of indices assigned to each UE in the initial traffic map, U  is defined as: 
U  — { t i i , V'2, tin} ;  n G  {1 ,2 , . . . ,  n },  where n  is the total number o f UEs.
The list of served UEs (obtained from the numerical model) is represented by the set 
A , where A  C U . A  new set X  — {x \ ,x 2, x n}  is defined, where Xi is given by:
{1 if Ui e  A (6.71)0 if Ui ^ A
The set X  is in the form of a binary number. I f  Xi =  1 the UE with index Ui is selected 
in the set A . I f  Xi =  0 then Ui does not appear in the final selection set A .
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Hamming Distance: The Hamming distance H  is defined as the sum of the number of 
locations, where there is a mismatch between y  and X :
71
H  =  Y , e u  e iS  £, (6.72)
i=l
where 8  =  {e i ,  e2, ..., en}  is defined by: 8 —  y  (8) X ,  and the symbol (8> denotes the binary 
logical operator ‘X O R ’ .
This metric H  can be used to compare difference between two given sets. I f X  and 
y  represent sets o f indices of served UEs calculated by SIM and SeAM  respectively, then 
the hamming distance provides an estimation of the difference between the UE locations 
in the solutions.
(a)
Initial Number of UEs
(b )
Figure 6.21: Hamming distance between sets o f served UE locations calculated using SeAM 
and simulator, respectively, (a) Exp-1: Random UE distribution, 600 initially offered UEs.
(b)Exp-2: Variable number of offered UEs.
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The Hamming distances between the sets o f served UEs calculated by SIM  and SeAM  
respectively, are plotted in Fig. 6.21. For an initial number o f 600 offered UEs and a 
random U E distribution, it is observed that the Hamming distance is approximately 25 
users. On page 129, it is seen that the user capacity calculated by SeAM  is lower by 
approximately 20 users. Therefore, almost all users contained in the set of served UEs 
calculated by SeAM  are also contained in the set o f served UEs generated by SIM.
Fig. 6.21 (b ) shows that the Hamming distance increases if  the number o f initially 
offered UEs increases. This is consistent with the results presented in Fig. 6.19, related to 
the user capacity calculated by SeAM  and SIM, respectively. Nevertheless, the differences 
in UE locations is a small percentage (5%) o f the initially offered UEs.
The numerical analysis in this section show that the performance estimates obtained 
from SeAM  match well with that obtained from a full system level simulation. The single 
snapshot analysis compares the transmission powers and served UEs generated by SeAM  
with those calculated by SIM  for the same input conditions. It is also shown that number 
o f steps of SeAM  algorithm does not depend on the system size. The multiple snapshot 
analysis takes into account the mobility of users and change in offered traffic density. The 
average performance estimates generated by the two methods are well correlated. These 
findings demonstrate that the SeAM  can be used effectively as O K P I calculator within 
configuration search algorithms during automatic network planning.
6 .6  S u m m a r y
The joint optimisation o f transmit powers and user locations is N P  complete and conven­
tionally iterative system level simulation procedures are employed for network performance 
evaluation. In this chapter, a novel semi-analytieal algorithm (SeAM ) is proposed to cal­
culate user capacity starting from a given static snapshot. SeAM  requires two stages for 
solution. Since the traffic distribution may or may not form a feasible system, the first 
stage is to convert an infeasible system to a conditionally feasible system by decoupling 
o f interferences. The second stage is required to fine tune of the solution from stage- 
1 to make the system unconditionally feasible. In this line the original linear systen is 
first diagonalised and new variables defined. In the diagonal form, system parameters are 
expressed explicitly as function of feasibility criterion. The first stage and the graphi­
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cal representations are important because they allow immediate identification of the UEs 
which renders the system infeasible, when conventional simulations take several iterations 
to identify this.
SeAM  can be used to drive automatic optimisation search within a network planning 
tool. This application of SeAM  is discussed in the next chapter.
Chapter 7 
Automatic Optimisation of Antenna 
Configur at ions
Modelling an optimisation problem typically involves a real valued function (o f one or more 
variables) whose extreme value is sought. In the following, this function is called a cost 
function. The performance o f a radio network is determined by a number o f parameters, 
a proper selection o f which ensures desired Quality o f Service (QoS). One approach to 
choose these parameters is to automatically minimise a cost function with respect to 
these parameters, [108]. A  cost function, in its simplest form, can be constructed from a 
combination o f network Optimisation K ey  Performance Indicators (O K P Is ), [108]. In the 
previous chapter, a Semi-Analytical Model (S eA M ) for macrocell capacity calculation is 
discussed. In this chapter, SeAM  is used to evaluate O K P Is and to see how it drives the 
automatic configuration planning routine towards an optimum solution.
In this chapter, an algorithm for automatic network optimisation is proposed. It is 
based on a Simulated Annealing (S A ) programming model, which is designed to optimise 
site-locations and antenna parameters such as height, downtilt, and bearing in a multicel- 
lular network. During network planning, optimisation o f antenna configurations is often 
more critical than optimisation o f base station locations. This is due to the constraints on 
site locations for the installation o f new antennas and due to restrictions on electromag­
netic pollution in urban areas, [5]. Hence service providers have a rather limited choice of 
candidate site locations.
To analyse the performance o f the SA algorithm and o f the optimised networks, two
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numerical optimisation problems are selected: one related to macrocell optimisation and 
the other related to in-building antenna optimisation. The planning considerations can 
be different for an indoor network compared to a macrocell network. In most cases, it is 
difficult to plan an indoor network since the in-building antennas are set up in arbitrary 
locations and may not be active continuously. Instead, they may be energised as and 
when required. Even then an optimum selection o f antenna locations for an in-building 
network helps to prevent leakage from indoor cells degrading performance o f the overlaying 
macrocell network.
The Inbuilding Optimisation part o f the work has been published in:
S.Datta, A.Aragon and S.Saunders. Automatic optimisation for U M TS  indoor cov­
erage using distributed antenna systems, Fourth International Conference on 3G 
Mobile Communication Technologies (3G 2003) (IEE  Conf. Publ.No.494)
7.1 S im u la t e d  A n n e a l in g  A l g o r i t h m
Network configuration optimisation is a trade-off between maximum coverage and capac­
ity and minimum infrastructure costs. From a mathematical point o f view, it falls in the 
category o f ‘combinatorial optim isation’ problems. Given the number of possible con­
figurations to choose from, even for small and simple network systems, the optimisation 
problem is recognised as Non-deterministic polynomial time (N P ) hard and beyond the 
reach o f state-of-art mixed integer programming, [5]. Heuristic methods such as Simulated 
Annealing technique are shown to provide good solutions within reasonable computation 
efforts, [27]. Principles of the Simulated Annealing technique are outlined in this section.
SA is a probabilistic algorithm that explores the search space of a problem by annealing 
from a high temperature to a low temperature state, [109]. The algorithm is based on 
Metropolis et al. [110], which was originally proposed as a means o f finding the equilibrium 
configuration o f a collection o f atoms at a given temperature. The connection between 
this algorithm and mathematical minimisation was first noted by Pincus [111], but it was 
not until 1983 when Kirkpatrick etal. [112] proposed the SA technique as a basis for 
solving discrete combinatorial optimisation problems. Simulated Annealing is based on 
the analogy between the way in which metal cools and freezes into a minimum energy
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crystalline structure (annealing process). This analogy is used to determine a minimum 
for an optimisation problem. The term temperature is used to represent a design factor 
that controls the speed and convergence of the search process. The main elements of a SA 
algorithm are, [109]:-
® Method of representing the possible solutions: Cost Function 
© Generator of random changes in the solutions: Neighbourhood function  
• Means of representing the problem: Problem Function 
© Decision to accept or reject new solution: probability 
© Initial temperature and rules for lowering it: Annealing schedule 
© Terminating criteria for the search
The basic structure of the SA algorithm is outlined below, [109]:
1. Generate starting solution, denoted by x
2. Calculate problem O K P I, denoted by k
3. Calculate the initial cost function, F  =  / ( « )
4. Set the initial optimum: £copi= x , Fopt — F
5. Assign a starting temperature, T A=1  (say)
6. While not yet frozen, do the following:
© While not yet at equilibrium  for this temperature, do the following:
— Choose a random neighbour xnew of the current solution
— Evaluate new problem function, Knew
— Compute new cost function, Fnew =  f(/cneuj)
— Set A = F new -  F
— If A  <  0, (downhill move)
Set x  x ngVJ
I f  F new <  FoPt , set x opt — x
— Else (uphill move)
— I f  exp (-A/Th )>r, set ~x=xnew, where r  is a random number r  G {0 ,1 }
— End not in equilibrium  loop
© Lower the temperature TA 
© End not yet frozen loop
7. Return xop t
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W ith  SA it is possible to start the optimisation process even when the solution region 
is unknown. S A ’s major advantage over other methods is its ability to avoid being trapped 
in local minima. The algorithm employs a random search, which not only accepts changes 
that decrease cost function, but also changes that increase it. In addition to better-cost 
neighbours, which are always accepted, the worst-cost neighbours are also accepted with a 
probability, p, which is gradually decreased during the course o f the algorithm execution, 
his probability is defined as:
p  -  e x p ( - A jT A) (7.1)
where A  is the difference between consecutive energy states, ie. successive cost function 
values, and T A is a control parameter, which by analogy with the original application is 
known as the system temperature. T A is decreased during the execution o f the search. A  
numerical implementation o f SA based on realistic instances is reported and discussed in 
the following sections.
7 .2  M a c r o c e l l  A n t e n n a  O p t im is a t io n
The optimisation parameters considered for each base station cell are antenna height, 
downtilt, and bearing. The bounds on the configuration parameters are shown in the 
table 7.1.
Optimising Parameters Lower bound Upper bound
Antenna Height 5 m 35 m
Antenna Bearing 0° 110°
Antenna T ilt 0° 10°
Table 7.1: Bounds o f the Optimising Parameters
In this experiment, the site heights are varied independently such that the antennas 
belonging to the same site are maintained at the same height. Also when tuning the 
antenna bearings, the angle between the sectors o f a site is maintained at 120°.
The objective of optimisation is to maximise the number o f served users and minimise 
average transmit power of UEs which effectively increases signal coverage. The following
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cost function is proposed for this purpose:
/  =  ( l _ ! 4 )  +  fcI >  ( 7 .2)
nQ n s
where ns is the number o f served UEs, and n0 is the number of initial offered users, and
72
p  is the UL transmit power. —  represents the proportion o f the served UEs. The cost
n 0
or utility (/ ) is lower when ns is high. This implies an algorithm which minimises the 
cost w ill eventually maximise capacity. However, increase in capacity results in increased 
transmit powers which is not desirable from interference perspective. Hence, the average 
transmit power is included in the cost function, (7.2), as a term whose contribution is to 
be minimised.
Here a simple cost function is used to discuss the optimisation algorithm for the com­
parative analysis. Design o f an effective cost function is a critical factor in driving the 
search algorithm in the right direction and in deciding the quality o f the optimum solution. 
In practice the cost function will be more complex and will include other objectives. The 
SA algorithm might require tuning o f algorithm parameters such as temperature, step size 
to ensure effective convergence. The investigation o f complex cost functions is beyond the 
scope o f this research.
7.2.1 Two-Parameter Optimisation
The network selected for optimisation o f Node B antenna parameters is the same network 
presented in chapter 3. It includes four 3-sectored sites, with a total o f 12 antennas. The 
site locations are shown in Fig. 3.2. I f  the optimisation parameters for all antennas are 
varied simultaneously the search space is multi-dimensional. In order to visualise the 
cost function, an arbitrary Node B (Nb-6) is selected and only two parameters (height and 
downtilt) are varied, keeping all other parameters constant. To calculate the cost function, 
the network capacity and U L transmit powers are determined using an advanced W C D M A  
simulator (S IM ).
The cost function, /, corresponding to 2500 random antenna configurations is plotted 
in Fig. 7.1. This figure illustrates the behaviour o f the cost function over the 2-dimensional 
search space. For the scenario considered here, low values o f cost are achieved when the 
antenna downtilt is between 0° and 2° and the antenna height is between 20 m and 30 m.
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Antenn Downtilt (deg)
Figure 7.1: 2 parameter optimisation - Cost Function Evaluation (using S IM ) for 2500 
random antenna combinations
The size of a cell is approximately 1 km as can be seen from the site locations in Fig. 3.2. 
As a result lower antenna tilts (0° to 3°) produce better coverage and cost for antenna 
heights between 20 m and 40 m. But for a 50 m high antenna a higher downtilt (3° to 5°) 
is necessary to achieve the same cost. The results conform with the analysis presented in 
chapter 2, Fig. 2.5.
The design of the cost function also suggests that low tilt angles and high antennas 
generate high interference which is not desirable. Therefore the cost function is minimum 
only for specific antenna combinations and the aim of the SA algorithm is to locate those 
instances. In a cost function space for network optimisation, there can be multiple minima 
implying that different combinations of optimisation parameters can produce the same 
minimum cost. To distinguish between them, priority or weight can be associated with 
different objectives or cost components entering the design of the cost function. In the
2-parameter example considered, the low cost and high cost regions can be distinguished 
easily, but for a multi-parameter optimisation the low cost regions are non-trivial.
A  spatial representation o f the SA optimisation process is shown in Fig. 7.2. The dots 
represent the moves during the search process. The colour indicates the value o f the cost 
function corresponding to the move (antenna height and antenna downtilt) selected by the 
Simulated Annealing algorithm. The sequence of numbers indicates the direction of the 
search. The algorithm is started from a random solution. During the first few iteration
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Figure 7.2: 2 parameter optimisation - T im e evolution of Cost Function (w ith S IM )
steps, moves are generated such that a wide area o f the cost function space is explored. 
Gradually, the control parameter o f the SA algorithm is reduced and the step size decreases 
until the algorithm converges to a solution corresponding to minimum cost.
7.2.2 Multi-parameter Optimisation
In the next step, the parameter space is broadened and antenna parameters such as height, 
downtilt, and bearing for all antennas are varied during the optimisation process. Again, 
the network area presented in chapter 3 including four 3-sectored sites is considered. The 
site heights are varied independently such that the antennas belonging to the same site 
are maintained at the same height. A lso when tuning the antenna bearings, the angle 
between the sectors of a site is maintained at 120°.
In this case the search space has twenty dimensions corresponding to twelve tilt angles, 
four site heights, and four bearing angles. The time evolution o f the optimised parameters 
is compared for two cases: In the first case the SA algorithm is implemented using a SIM 
to calculate O KPIs. In the second case the same optimisation problem is solved using 
SeAM  to calculate O KPIs.
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Cost Evaluation using S IM
As mentioned before, the network consists of four 3-sectored sites. An initial number of 
500 offered users is considered. The Simulated Annealing algorithm starts with a random 
solution o f antenna parameters and searches for parameter combinations that generate the 
optimum capacity, based on cost function, (7.2). Several runs of the SA algorithm have 
been considered, each with different initial starting configurations. One representative 
solution process is presented in Fig. 7.3. It shows the evolution o f the capacity during 530 
iterations of a SA run.
Figure 7.3: Tim e evolution o f Capacity using Network Simulator
The initial capacity is 290 users and the final optimised capacity is 349 users. This 
corresponds to a capacity increase o f approximately 20% obtained by varying antenna 
configurations in a multicellular network. The optimum solution of antenna parameters is 
presented in table 7.2. The bearing angle for each sector o f a site is given with reference to 
the 12 o ’clock position and measured in clockwise direction. Using the antenna parameters 
from table 7.2 the network scenario is evaluated for a random user distribution. Fig. 7.4 
shows the user locations. Removed UEs are marked with green. Served UEs are marked 
with red and the connection to their respective serving cells are shown with grey lines.
In this particular numerical example, the optimised solution provided similar site 
heights of approximately 20 m for all sites. The lower and upper bound for the site
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Optimised Parameters Height (m ) Downtilt (deg) Bearing (deg)
NodeB-1 19.95 0.0 1.5
NodeB-2 19.95 0.6 121.5
NodeB-3 19.95 0.0 241.5
NodeB-4 19.99 0.0 0.0
NodeB-5 19.99 0.1 120.0
NodeB-6 19.99 0.1 240.0
NodeB-7 20.01 0.2 1.5
NodcB-8 20.01 0.6 121.5
NodeB-9 20.01 0.1 241.5
NodeB-10 19.98 0.1 1.5
NodeB-11 19.98 0.7 121.5
NodeB-12 19.98 0.1 241.5
Table 7.2: Optimised Antenna Parameters when W C D M A  simulator is used for perfor­
mance calculation
X Coordinates (km)
Figure 7.4: Scenario optimised using SIM
height was set to 5 m and 35 m, respectively. The optimised antenna downtilts lie between 
0° and 1°. The sector orientations are such that they point away from each other. This 
effectively enables to serve as many UEs as possible.
Cost Evaluation using SeA M
In this section, the network area including four 3-sectored sites presented in chapter 3 is 
considered. The antenna parameters are optimised using the SA algorithm introduced 
in section 7.1 whereas the O K P I calculation is performed by the semi-analytical model
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introduced in chapter 6. The time evolution o f the cost function and capacity are presented 
in Fig. 7.5. A  ‘zero’ capacity in Fig. 7.5 indicates moves for which the cost evaluation for
Figure 7.5: Tim e evolution o f Capacity, when SeAM is used for cost evaluation
a given constraint o f the maximum transmission power leads to empty NodeBs. For a 
uniformly random user distribution (w ith a high number of offered users) this indicates 
that the antenna configuration in question does not represent a desirable design solution. 
The improvement in capacity due to antenna configuration optimisation is comparable 
to the one obtained using a Simulator to perform the O K P I calculation (compare with 
section 7.2.2).
Fig. 7.5 shows that the optimum solution region determined by SA using SeAM matches 
with that found by SA using SIM as core (compare with Fig. 7.1). The optimised antenna 
parameters are presented in table 7.3.
Using the antenna parameters from table 7.3 the network scenario is evaluated and 
the user locations arc plotted in Fig. 7.6. It is seen from Fig. 7.6 that the bearing angles 
calculated using SeAM  are different from those generated by SIM. This implies that the 
optimum antenna configurations may not be same in two cases. However, the capacities 
calculated using the optimised antenna configurations shows good match between the two 
methods, when comparing Fig. 7.6 and Fig. 7.4.
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Optimised Parameters Height (m ) Downtilt (deg) Bearing (deg)
NodeB-1 19.61 0.2 12.04
NodeB-2 19.61 0.81 132.04
NodeB-3 19.61 0.56 252.04
NodeB-4 20.4 1.03 1.33
NodeB-5 20.4 1.14 121.33
NodeB-6 20.4 0.17 241.33
NodeB-7 20.12 0.91 8.31
NodeB-8 20.12 0.2 128.31
NodcB-9 20.12 0.23 248.31
NodeB-10 18.86 0.24 9.63
NodeB-11 18.86 0.19 129.63
NodeB-12 18.86 0.64 249.63
Table 7.3: Optimised Antenna Parameters when SeAM is used for performance calculation
X  Coordinates (km)
Figure 7.6: Scenario optimised using SeAM
Summary In this section, macrocell antenna optimisation based on Simulated Anneal­
ing framework is discussed. The given network is evaluated using SIM and SeAM respec­
tively. It is shown performance evaluation using SeAM  can be used effectively to drive the 
search towards an optimum solution. In the next section, an automatic antenna optimisa­
tion process for in-building scenarios is discussed using Simulated Annealing framework.
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7 .3  I n - b u i ld in g  A n t e n n a  O p t im is a t io n
In this section, optimisation o f antenna configuration of an in-building network is dis­
cussed using SA algorithm. The indoor network is installed using a distributed antenna 
architechture described below. The optimisation problem discussed here deals with finding 
the number and location o f transmitters to achieve desired coverage and leakage target 
under specified constraints. Coverage optimisation of in-building antennas has been stud­
ied in [113]. The effect of downtilt on indoor cell coverage is studied in [21], [116]. A  
smaller downtilt angle is shown to increase the coverage but at the same time capture 
more interference in UL.
Distributed Antenna System Indoor coverage, particularly for 3G, can be best pro­
vided by a separate cellular network. In this context, Distributed Antenna System (D AS ) 
within a building is particularly useful to ensure better line of sight and control o f transmit 
powers, [114]. In a distributed antenna architecture, the signals are distributed amongst 
a number o f antennas, located inside buildings. The total power required from a sin­
gle antenna is reduced, because multiple antennas ensure frequent line-of-sight situations. 
When the indoor area is large, w ith varying construction in different floors, and with 
non-uniform traffic density, it may be required to group the antennas to form zones, each 
zone effectively forming a cell or sector, so that the local mean antenna powers within 
a zone are summed at each user location. A  DAS can provide better control over the 
interference, since the gain o f individual antennas can be tuned as required. Also, the use 
of directional antennas in indoor planning can produce significant benefits by increasing 
coverage without worsening leakage levels.
7.3.1 Coverage and Leakage Calculation
This section describes calculation o f coverage and leakage for the indoor network scenario. 
First the minimum required transmission power for each user is calculated using the aver­
age attenuation between the user and its serving cell, and the UE sensitivity in the absence 
of Multiple Access Interference (M A I ) . The effect of noise rise due to  interference is then 
added to this minimum received signal strength, to arrive at the transmission power re­
quired at an average user location in the cell. Considering a cell loading of about 90%
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(in the worst case) in the downlink, the noise rise (N R ) is calculated as 10 dB. The UE 
sensitivity, obtained from a link budget calculation for a 144 kbps data service [refer to 
appendix C] is 97.3 dBm. Hereby the threshold for the received signal is fixed at 97.3 dBm 
and is defined as the coverage threshold. A  pixel inside the coverage polygon is said to be 
covered if  the received signal is above the threshold.
The leakage threshold is assumed to be 3 dB below the coverage threshold, ie, -100.3 dB 
in this case, considering the situation when soft-handover window is 3dB. Thus the re­
ceived signal should be below 100.3 dBm at any point within the leakage area, to achieve 
the leakage target and restrict the leakage o f inter-cell interference from indoor cell to 
outdoor macro network.
The network area is divided into small squares or pixels and the received signal 
strength, S j, is calculated at each pixel:
where, S j is the received signal power at j th pixel, n  is the number o f active antennas, 
which is a subset of the total number o f antennas, N ,  and is the link loss (linear ratio) 
from i th antenna to the j th pixel.
Area coverage is defined as the percentage o f network area where coverage target is 
met. It is calculated from the following equation:
where S cov is power required to meet coverage threshold, and xp is the number o f pixels 
in the area. Similarly, leakage percentage is calculated from the equation:
n
(7.3)
E  S j > S 'icov
cov(% ) = x 100 (7.4)
E S j <  s3eak
leak (% ) =  3— ~^ x 100 (7.5)
where S leak is the leakage power threshold.
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Coverage and Leakage plots Examples o f coverage and leakage plots are included in 
Fig. 7.7 and Fig. 7.8 respectively, which represents the first floor of an office building.
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Figure 7.7: Composite received power in 1st floor
Fig. 7.7 shows the composite received signal strength in the coverage area. For an 
optimised network the coverage area has sufficient signal strength. The antenna positions 
can be identified from the high signal spots inside the coverage area. For finding an
Composite received powers in dBm
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Figure 7.8: Composite received power in leakage area 1st floor 
optimum solution, a leakage polygon is created at the boundary o f the coverage area and
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the signal strength are calculated from the active antennas to each pixel in the leakage 
polygon. The optimisation algorithm is designed to minimise the signal strength over the 
leakage polygon while maintaining sufficient signal strength in the coverage area.
7.3.2 Formulation o f Optimisation Algorithm
The optimisation problem involves finding a combination of antenna locations (from the 
set o f candidate sites) which maximises the overall coverage and minimises the overall 
leakage. The optimisation objectives are:
® Maximising Coverage,
® Minimising Leakage,
® Minimising the number o f antennas, which reduces the cost o f equipment and in­
stallation.
The constraints are:
• coverage cannot be below a target value, and 
® leakage cannot be above a target value
It is important to note that the objectives are conflicting in nature, since an increase in 
transmission powers o f the antennas, increases both coverage and leakage simultaneously. 
However, the amount o f increase in coverage may not be same as leakage and depends on 
the given network. A  minimum coverage target o f 90% is usually considered in optimisation 
o f coverage, [41]. The signal strengths are plotted within the coverage area. The path loss 
calculation for the in-building scenario is based on Measurement based Prediction (M b P ) 
technique (discussed in [120]), which combines measurements with model predictions.
The optimisation problem is formulated as given a number o f possible locations o f 
indoor antennas, N, identify the best network configuration fo r  which the conditions men­
tioned above are satisfied. The objective is to find the optimum solution set {x l,x2 ,x3 }, 
where x l ,  x2 and x3 are defined as:
© x l  =  No. o f antennas,
• x2 =  transmit power o f antennas (range o f variation 1.1 dBm to 5.1 dBm, in steps 
o f 0.1 dBm)
© x3 =  Combination o f antennas
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Figure 7.9: Ground floor o f terminal building
The optimisation scenario is shown in Fig. 7.9. It is a floor map o f the terminal building 
of an airport with composite signal strength superimposed on the coverage area.
Parameter Space and Cost Function Space Fig. 7.10 plots the coverage and leakage 
calculations for the scenario described in Fig. 7.9. The number o f antennas is varied from 
1 to 5, the transmit power of individual antennas is fixed at 5.1 dBm and the antenna 
gains are set at 5.7 dBi for each antenna. The horizontal axis shows the antenna combi­
nations. ‘Antenna Combination’ refers to the selection o f antenna that are switch ‘On’ 
simultaneously. For example, if 1 active antenna is used there would be 8 possible combi­
nations, with two active antennas the number o f possible combinations is 8C2. Thus from 
n candidate locations any x  locations can be selected in nCx ways. It can be seen that as 
the number o f antennas increases, there is an overall increase in the coverage percentage 
and there is deterioration in terms o f leakage. Also there is noticeable variation in the 
coverage (or leakage) values, for same number but different combination of active anten­
nas. From Fig. 7.10 it is observed that for certain antenna combinations both coverage and 
leakage percentages are high, (which corresponds to instances where coverage and leakage 
requirements are met simultaneously). Therefore, for only few antenna combinations the
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Optimisation Parameters
Figure 7.10: Variation of Coverage and Leakage for different antenna combinations
coverage and leakage criteria are satisfied simultaneously. A small deviation from these 
instances results in degradation o f coverage-leakage performance o f the network.
For 8 candidate sites, the number of possible antenna combinations is 28 — 1 =  255. 
This is with only one type of antenna. W ith  two different antenna types for each location, 
e.g. an omnidirectional and directional, the number o f possible combinations becomes 
6560. Additionally, if the transmit power o f each type of antenna is varied from 1.1 dBm 
to 5.1 dBm in steps of ldB m , then the total number of possible configuration options 
quickly reaches an order of 108. Hence an exhaustive search, which explores the entire 
search space, will require days or months to execute in a high performance computing 
environment. Alternatively, a SA search algorithm scans the search space and concentrates 
on the favourable regions depending on the search criteria.
Cost Function The proposed cost function F  is given by:
F  =  n  +  w {n,p ) +  \u{n,p)\ +  \v(n,p)\ (7.6)
where, n is the number of antennas, p is the transmit power o f an antenna.
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Additionally the following definitions have been used:
w (n ,p )
n * p
(7.7)
u {n ,p )
ki
S cov — cov
(7.8)
v (n ,p )
ki
5 leak -  leak
h
(7.9)
k\ is a scaling factor used to adjust the range o f variation of different parameters.
Setting o f Weights and Thresholds A  decrease in the cost function drives the search 
algorithm towards minimum energy state. However certain states are not acceptable even 
though these states result in a decrease in the cost function value.
For example, in equation (7.6) the cost function decreases when the coverage or leakage 
falls below the target. But this is not an acceptable state because o f the given constraints 
mentioned earlier. In order to handle this issue, weights of different orders o f magnitude 
may be used, so that the energy gap between an admissible and a non-admissible state 
is larger than the maximum change in energy caused by the total effect o f component(s) 
switching between admissible states, [121]. However, the drawback to this approach is 
that the number of different temperatures to be used in the simulated annealing process, 
easily exceeds practical limits. This w ill deteriorate the performance o f the SA search by 
increasing the number o f evaluations required to converge to the minimum energy state. 
A  better alternative is to use different cost functions to take care of conflicting situations. 
The cost function which is used to penalise the move that violates a constraint is termed as 
penalty function. Thus, to model such conflicting constraints, the simple cost function, P , 
is loaded with penalty terms P i and P 2, to generate the corresponding penalty functions 
P i and P 2 defined below:
where P i =  ( \cov — S cov | )/& i, and P 2 =  (|leak — »Sleak \)/ki. For example, if a move 
is such that the value o f the simple cost, (7.6), decreases but cov <  T h cov, then the 
move is penalised by using the penalty function, (7.10), which adds to the cost P , (7.6),
I f  cov < T h cov, P i =  n  +  w (n ,p ) +  \u(n,p)\ +  \v(n,p)\ +  P i 
I f  leak <  p leak? p 2 =  n  +  w (n ,p ) +  \u(n,p) \ +  \v(n,p)\ +  P 2
(7.10)
(7.11)
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the difference by which the calculated coverage falls below the target value. The order of 
magnitude and their range o f variation over the search space must be comparable for all the 
optimisation variables, otherwise the algorithm might be biased towards optimising only 
the one which has higher contribution in the cost. A  smooth cost function is more sensitive 
to optimisation search compared to a discontinuous one produced by high fluctuation of 
cost components.
Moreover, it is also essential to prioritise among the different objectives, otherwise the 
search process may not reach the best optimum solution. For example, minimising the 
transmit power may be a priority from a health & safety perspective, but this may require 
a greater number o f antennas, which in turn increases installation cost. Therefore, if 
minimising transmit powers is more important than installation cost, then higher weighting 
factor is assigned to the cost component representing the transmit power.
Neighbourhood Function The convergence o f the SA algorithm depends on the neigh­
bourhood function. It is a function that is required to generate a small random perturba­
tion to the value o f the parameters thereby inducing suitable variation o f the cost function. 
In case o f the SA algorithm discussed here, the selection of new parameters in a particular 
neighbourhood is random. The step size decreases as the control temperature is decreased 
so that the algorithm converges to the solution which corresponds to  minimum cost.
7.3.3 Numerical Results
The in-building scenario contained 8 candidate antenna sites. In the process o f optimisa­
tion the algorithm selects 3 sites from the 8 candidate sites to achieve the transmit powers. 
The optimisation results are presented in table 7.4.
Optimisation parameters Initial config SA optsn
Number o f antennas 8 3 or 4
P tx  o f each antenna (dBm ) betw. 2.1 and 5.1 betw. 1.9 to 2.2
Coverage (% ) - 90%
Leakage (% ) - 70%
Avg. number o f evals. per run - 550
Value o f minimum cost - 5.51 to 4.28
Table 7.4: Result o f In-building Optimisation using SA algorithm
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Since there is an inherent randomness associated with generating new solutions within 
a SA run, several runs o f SA algorithm is executed with different starting solutions and 
the optimum solutions are compared. The results are reported in the next section.
Simulated Annealing Performance
The SA algorithm was executed 50 times with different random seeds. The optimum solu­
tions generated by different runs of SA algorithm are plotted and the following attributes 
are discussed:
• Average number of evaluations in each run o f the algorithm,
• Consistency or repeatability of the solutions for different runs o f the algorithm,
• Closeness of the solution to the global optimum.
Fig. 7.11 shows cost function vs number of iterations for 3 sample runs o f the algorithm.
Figure 7.11: Optimisation curves for 3 different runs of SA algorithm
Fig. 7.11 shows that initially the value o f the cost function is high. As the search 
progresses, the cost function value decreases quickly within approximately 200 iterations. 
The final number of iterations is different for each run, however, all the SA runs finally 
converge towards the same minimum value, irrespective o f the initial starting parameters. 
The number of iterations per run is a measure o f the efficiency of the algorithm and can 
be used, for example, to compare the SA technique with other combinatorial optimisation
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techniques. The number o f search steps can be reduced by tuning the temperature and 
annealing schedule, but at the cost o f degradation o f solution quality.
Fig. 7.12 is a plot of the final values of the cost function for different runs of the SA 
algorithm.
Optimum value of cost function
number fo runs
Figure 7.12: Value of cost function for 50 runs o f SA
The minimum value varies between F min =  4.28, (which is also obtained from exhaustive 
search, corresponding to a particular combination o f 3 antennas, each having a transmit 
power o f 2.1 dBm) and F max =  5.51 (corresponding to a combination o f 4 antennas with 
transmit power o f 2 dBm each). The solution corresponding to minimum cost o f 5.51 is 
definitely not the global optimum solution, since better cost values exist and is achievable 
through more rigorous search. The optimum solution can be compared with the cost 
function space, Fig. 7.10 to see if it is close to the global minimum.
The quality of solutions can be measured in terms of a ratio R, defined in [109]: 
R  =  W ors tC os t/ O p tim u m C os t, which should be 1 in the ideal case. In the numerical 
example considered here, R=5.51/4.28 =  1.29. A  further improvement in the optimisation 
may be obtained when a different cost function is used. Analysis o f cost functions is not 
included within the scope o f this research.
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The granularity o f the solution with respect to the parameter space depends on the 
implementation of the Simulated Annealing algorithm. For example, the antenna tilt 
could be varied between 0° and 10° in steps of 0.5°, in which case the resolution would be
0.5° and the granularity would be 2 steps per degree.
Fig. 7.13 shows the optimisation parameters corresponding to 50 different runs o f SA 
algorithm.
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Figure 7.13: SA runs - (a ) Decision variables (b ) Optimised K P Is
Fig. 7.13 (a) shows antenna parameters for different runs of the SA algorithm. Fig. 7.13 (b) 
shows optimised coverage and leakage percentages for different, runs o f the SA algorithm. 
The number of antennas is seen to vary between 3 and 4 and the transmit power is vary­
ing between 1.9 to 2.2 dBm. The maximum coverage is maintained around 90% and the 
percentage o f area where the leakage requirement is met is around 70% over the leakage 
polygon. It is observed that the solutions generated by different runs of the SA algorithm 
are reasonably consistent.
7 .4  S u m m a r y
In this chapter, a SA algorithm is introduced and applied to optimise base station antenna 
configurations. It is based on a cost criterion that involves O K P Is such as capacity and 
transmit power.
A  macrocell planning problem for a 12 cell network is investigated, where antenna 
height, downtilt and bearings are considered as optimisation parameters. The network 
is evaluated using SeAM  and SIM respectively, and the SA algorithm is used to find the
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optimum antenna configuration in both cases. It is shown that SeAM  is capable of driving 
the optimisation process towards a near optimum solution.
Additionally, an in-building planning problem with distributed antenna architecture is 
discussed, where the objective is to maximise coverage and minimise leakage areas. It is 
shown that penalty functions are required to handle constraints when multiple conflicting 
objectives are combined in a single cost function.
The results of in-building optimisation are used to analyse the SA  algorithm perfor­
mance. Several SA runs are executed to determine the consistency and repeatability of 
the computed optimum solutions.
Chapter 8
Conclusions and Future Work
This research has concentrated on analytical and semi-analytical network performance 
evaluation and optimisation techniques in the context of radio network planning for Third 
Generation (3G ) systems. Performance evaluation involves joint optimisation of transmit 
powers and user allocation. This mathematical problem is recognised as Non-deterministic 
polynomial time (N P ) hard and the solution process is iterative. In this research a novel 
semi-analytical model have been developed to solve for optimum transmit power and 
user capacity. The proposed algorithm outperforms the existing centralised user-removal 
techniques in terms of computational efforts and the numerical results match well with 
those obtained from advanced static W ideband Code Division Multiple Access (W C D M A ) 
simulator.
Chapter 1 is a review o f radio network optimisation process discussing W CM DA-specific 
issues for macrocell and indoor network planning. It introduces the Optimisation Key Per­
formance Indicators (O K P Is ) used in network planning. It presents the research problem 
and outlines research contributions in the area o f automatic planning.
Chapter 2 reports existing literature on joint transmit power control and user-removal 
techniques. Stepwise removal schemes are based on closed form representation o f Signal 
to Interference and Noise Ratio (S IN R ) equations and remove one user at each step per­
forming an eigenvalue decomposition o f a n x  n  system matrix at each step, where n is 
the number of active users. Therefore the computation effort of the algorithms increase 
with size o f the system. Static snapshot based simulators, on the other hand, compute
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near-optimum solutions such that the SINRs o f the active users are equal to or above the 
threshold. Moreover, network characteristics such as SHO, change o f serving cells due to 
change in interference situation, and C P IC H  Ec/Io coverage checks can be modelled in 
SIM. Simulator algorithms generate near optimum solutions because of the flexibility to 
incorporate different options within a simulation environment. However, the number of 
steps needed for iterative convergence increases with the size o f the system.
In chapter 3, coverage and capacity solutions are simulated for a multicellular network 
under different operating conditions. The performance data are analysed in terms of 
correlation between the O KPIs.
In chapter 4, coverage-capacity characteristics calculated using statistical approximation 
o f system variables are compared with similar results from static simulator. It is observed 
that the difference in coverage-capacity results derived using two different methods is 
dependent on the other cell interference and correlated with the standard deviation of 
other-eell interference.
The influence of own-cell interference on system capacity is investigated in chapter 5 using 
downlink code orthogonality factor. OFs are calculated using a spatial model for a given 
scatterer density and used for simulating W C D M A  capacity for the network. The results 
are compared with capacity generated using constant O F over the entire network area. 
The difference in capacities is found to be highly correlated with standard deviation of 
O F distribution over the network.
In chapter 6, a network performance evaluation model is developed using semi-analytical 
techniques, with detailed discussion on pre-processing o f snapshot variables. The method 
consists o f two parts. In the first part, users with bad link quality are identified and 
removed at one go. In a Universal Mobile Telecommunication System (U M T S ) system, 
the powers of each user depend on the powers of other users. Hence removal o f any User 
Equipment (U E ) implies recalculation o f the SINRs of the reduced system. To replace 
this recalculation process a matrix ( B )  is introduced which describes the transmit power 
reduction due to UE removal. This allows multiple user removal in one step. Analysis 
in this stage ignores other-cell interference to achieve a conditionally feasible system with
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positive transmit power solution.
In the second part, the complete system with own-cell and other-cell interferences is 
considered to fine tune the solution from stage-1.
When compared with capacity calculated by a network planning simulator (S IM ) under 
similar experimental conditions, the capacity results from Semi-Analytical Model (SeAM ) 
are found to match with reasonable accuracy and exhibit high positive correlation with 
the output from SIM. Since the computational effort is lower in SeAM , it is advantageous 
to use SeAM  instead o f SIM  for O K P I calculation during automatic planning.
In chapter 7, automatic planning o f antenna configuration is discussed for macrocell and 
inbuilding scenarios using numerical examples. A  combinatorial optimisation algorithm 
based on Simulated Annealing framework is proposed. The automatic planning for macro­
cells is implemented using SIM  and SeAM  respectively for O K P I calculation, and the 
optimised networks are compared and analysed.
Future Research
Network planning and optimisation encompasses a variety o f issues, which provide scope 
for further investigation and research. The work carried out in this thesis is directed 
towards developing efficient methods for network evaluation and automatic planning of 
W C D M A  based systems, which can be extended for networks using other air-interface 
standards. The following areas cam be explored as a starting point for extending this 
research:
1. Performance evaluation using SeAM  is based on Uplink (U L ) analysis. Since the 
form of the equations in Downlink (D L ) is shown to be o f the same structure as 
in the UL if the powers o f common control channels are neglected, [31, 56}, similar 
techniques can be applied to the D L power control and user allocation as well. I f  
common control channel power is included in the D L analysis the equations are 
slightly different due to introduction o f pilot interference term in the D L analysis. 
Separate D L performance evaluation and D L analysis can be taken up as future 
work.
2. It is recognised that the performance of U M TS system is highly dependent on traf­
CHAPTER 8. CONCLUSIONS AND FUTURE WORK 162
fic distribution and service usage. Using the proposed semi-analytical model it is 
possible to analyse mixed service scenarios. Since this research concentrates on user- 
capacity performance, a single data-rate is applied to all users in the network. To 
analyse multi-service scenarios a throughput based measure is useful and the added 
challenge is to decide the level o f fairness among users. This aspect can be looked 
into in future extensions o f this work.
3. SeAM  is based on a system model which does not include SHO. When SHO is 
included, the resulting S IN R  of a UE w ill be the sum of the SINRs of each SHO link. 
It is shown in [31] that the structural properties of the feasibility matrix remain same 
with the inclusion o f the soft-handover in the system model. The resource allocation 
approach can remain the same and it w ill be interesting to investigate the form of 
the interference matrices and the algorithm convergence properties.
4. In chapter 4, it is shown that the performance using stochastic system model requires 
estimation o f other-cell interference to obtain coverage-capacity estimates. Analyt­
ical techniques for interference estimation is essential for improving the efficiency 
o f coverage-capacity characteristic solution using stochastic system and is a part of 
future research.
5. The SA based numerical search algorithm in chapter 7, uses network capacity for 
macrocells and coverage/leakage as O K P Is  for indoor antenna configuration optimi­
sation. However, it is essential to incorporate other performance indicators in the 
cost function during planning o f real networks and can be included as part of future 
investigations.
Research Implications
This research has contributed towards design and development o f performance evaluation 
and network optimisation methods during automatic planning of radio networks.
Today, a packet optimised W C D M A  air-interface is able to provide data rates exceed­
ing 2 Mbps, [1]. To prepare for the increasing demand o f data rates for future applications, 
3G PP  initiated a study item (S I) in 2004 on the Long Term Evolution (L T E ) o f U M TS 
Terrestrial Radio Access Network (U T R A N ), which is aims beyond what the W C D M A
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air interface can do with High Speed Downlink Packet Access (H SD PA ) in downlink and 
High Speed Uplink Packet Access (H SU PA ) in uplink. The new specification includes 
scalable bandwidth from 1.25 up to 20 MHz, peak data rates up to 100 Mbps (for down­
link) and 50 Mbps (for uplink) respectively, which implies a capacity increase o f 2-4 times 
(HSPA/Rel.6 ). During the Study Item  phase of L T E  in 3GPP, Orthogonal Frequency 
Division Multiple Access (O F D M A ) was selected as the air interface solution for downlink 
and single carrier F D M A  (S C F D M A ) was selected for uplink, [1]. O F D M A  technology is 
designed to transmit high speed data via  multiple parallel narrowband low rate streams,
[122], w ith reduced level o f own-cell interference. O FD M A /SC -FD M A  have several advan­
tages over W C D M A , including high bandwidth scalability, intra-cell orthogonality between 
users and suitability for simple receiver design even for multi-stream Multiple Input Mul­
tiple Output (M IM O ). Furthermore, O F D M A  is suitable both for unicast and multicast 
transmission in DL. Broadcast/Multicast Service (M B M S) is envisaged to play an impor­
tant role during L T E  standardisation process. M BM S was introduced in the Release 6 of 
U M TS  in order to deliver multimedia data from a single source entity to multiple desti­
nations. The downlink capacity in such networks is limited by base station transmission 
power, [123].
System level performance o f wireless networks (3G/LTE/4G) is severely affected by 
substantial interference due to full re-use o f spectral resources in any dimension (e.g. time 
or frequency slots, codes etc.) and multipath propagation, [124]. Next generation mobile 
networks, using an O F D M A  based air interface, w ill require high intercell coordination 
specially at the cell borders, [125]. This research analyses the W C D M A  air-interface. 
W C D M A  is a wide band single carrier system, where both other-cell and own-cell in­
terferences are equally important in determining network performance. In narrow-band 
systems, the inter-cell interference is more significant than own-cell interference. Never­
theless, interference management w ill play an important role in performance optimisation 
and network planning. Resource allocation schemes attempt to coordinate transmission 
between U E to minimise interference and estimate optimum network performance. The 
methods presented in this thesis are based on interference management and hence are 
able to exploit intercell coordination to maximise user capacity. In to apply similar SeAM  
techniques for capacity calculation in other radio access technologies, the optimisation 
variables and objectives have to be modified depending on the system model o f selected
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air interface technology.
In next generation systems, using multicarrier transmission, the additional challenges 
for resource optimisation are subcarrier assignment and bit rate loading for different sub­
carriers. When no subcarrier or power partition can satisfy all user data rates simulta­
neously, the problem amounts to removing users, [126]. Therefore, the feasibility issues 
w ill be similar to the problem presented in this thesis. The joint optimisation o f transmit 
power and scheduling o f users being N P  hard, simplified procedures will be important for 
fast network performance calculation.
Future high capacity networks have to be planned in a hierarchical structure with 
indoor microcells and picocells filling in U M TS  coverage from outdoor macrocells. The 
femtocells have become an attractive device for operators to offer extended services on 
U M TS /LTE  spectra inside buildings. Access control strategy in femtocells is a crucial 
aspect for operators to determine which subscribers to give preferential access to the 
femtocell. In a typical deployment scenario, the femtocells are likely to be placed on a 
different frequency layer from macrocells, [127]. UEs connected to a macrocell are handed 
over to a femtocell only if the macrocell signal quality is poor. Since the femtocells are 
powered up as and when required, configuration o f femtocell parameters can be best done 
by heuristic algorithms, such as the Simulated Annealing technique discussed in this thesis.
4G cells have a much shorter radius, considering the fact that 4G networks are designed 
for much higher data rates. Hence the number o f cells in a network will be higher compared 
to 3G networks, [128]. In future, the network configuration will become more challenging 
due to the increasing number o f optimisation parameters leading to more complex design 
objectives.
Wireless network standards are continuously adapted to new requirements and opti­
misation is essential to ensure the benefits o f the flexible wireless standards. Moreover, 
optimisation of network configuration in the network planning stage itself, w ill be required 
to handle performance issues related to co-existence of different mobile network systems. 
In this context, fast radio resource allocation schemes and effective performance evaluation 
methods will be useful tools for planning radio networks efficiently.
Appendix A  
Numerical Optimisation
Numerical Optimisation is a branch o f computational science that deals with finding the 
best set of parameters to optim ize an objective function. In general, solutions can be 
locally optimum but not globally optimum. Therefore, it is a difficult task to find the exact 
solution o f combinatorial optim ization problems [129]. Optimisation problems consist of 
three distinct parts [109]:
« Objective function: A  function which is maximised or minimised.
• Optimisation variables: Variables which determine the value o f the objective 
function.
® Constraints: A  set o f rules that allow the optimisation variables to take on certain 
values but exclude others.
The goal of an optimisation problem is to find the values o f the variables that maximise 
or minimise the objective function, while satisfying the constraints.
A . l  T y p e s  o f  O p t im i s a t io n  P r o b le m s
Optimisation problems are classified according to the mathematical characteristics of the 
objective function, constraints and optimisation variables. Network configuration optim i­
sation can be classified as a Multivariate Constrained Combinatorial Optimisation Prob­
lem.
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Characteristics Property Classification
Number o f Optimisation 
variables
One
More than one
Univariate Optimisation 
Multivariate Optimisation
Type o f Optimisation 
variables
Continuous real numbers 
Discrete Integers 
Real numbers and integers 
Integers in permutation
Continuous Optimisation 
Integer Programming 
M ixed Integer Programming 
Combinatorial Optimisation
Objective function and 
constraint function
Linear
Quadratic
Non-linear
Linear Programming 
Quadratic Programming 
Non-linear Programming
Problem formulation Subject to constraints 
Not subject to constraints
Constrained Optimisation 
Unconstrained Optimisation
Table A .l :  Optimisation Problem Classes
A . 2  O p t im i s a t io n  T e c h n iq u e s
The type o f optimisation problem decides optimisation technique to be selected. 
Unconstrained Optimisation
Usually a systematic approach is taken to solve an unconstrained optimisation problem. 
These are categorised under descent algorithms. Descent algorithms are further classified 
according to the technique used to choose the search direction.
1. Non-derivative methods
2. Gradient based methods
• Steepest Descent
® Conjugate Gradient
3. Second derivative methods
• discrete Newton 
«  quasi Newton
• truncated Newton
A t each iteration o f Steepest Descent (SD ), the search direction is taken as the negative 
gradient o f the objective function at that point. SD is simple to implement and requires 
modest storage space. However, progress towards a minimum may be very slow, specially 
near the solution. Newton ’s method gives rise to the class o f algorithms that require
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computation o f the gradient vector A f ( x ) ,  and the Hessian matrix A 2f { x ) .  The mem­
ory requirements and computation associated with solving a linear system directly, have 
restricted Newton methods only to small problems, problems with special sparsity pat­
terns, and near a solution after a gradient method has been applied. In broad terms, the 
algorithms based on ‘Systematic’ approach are generally deterministic, since they do not 
contain any random elements. They are generally successful in finding the local optima.
Constrained Problem s
The basic approach to solve a constrained problem is to simplify it into a sequence o f re­
lated problems, each o f which can be solved by familiar methods suitable for unconstrained 
problems.
Multivariate Combinatorial Problem s
Combinatorial Optimisation Problems are special class o f search problems, in which the 
task is to find the optimum permutation of some decision variables. Because it makes 
little use o f information about the objective function (/ ), it typically requires a many 
iterations to find a solution. It can be useful when (/ ) is not smooth or when derivatives 
are impossible to find. This type of problems are solved by non-systematic approach, which 
includes Heuristic Techniques such as Iterative Improvement with Constraint Propagation, 
and Random search Techniques such as Genetic Algorithm, Simulated Annealing, Tabu 
Search, Neural Network.
The ‘non-systematic’ algorithms are stochastic, since they contain random elements, 
and are generally used for large scale global optimisation.
Local Search Algorithms
A  local search or neighbourhood search problem is obtained from an optimisation problem 
by defining a neighbourhood function on the solution set. Given an instance x , the task 
is to compute a locally optimum solution i, ie, a solution that does not have a strictly 
better neighbour [109]. Neighbourhood search methods are iterative improvement pro­
cedures in which a neighbourhood is defined for each feasible solution i, and the next 
solution j  is searched among the solutions in the neighbourhood. Simulated Annealing,
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Genetic A lgorithm  and Tabu search are neighbourhood search methods. Tabu search has 
no guarantee of global optimum. Its role is to guide and orient the search process for 
another local search algorithm. Genetic algorithms use populations o f solutions which 
are encoded as chromosomes, typically bit-strings. The recombination operator proved 
to be a fundamental ingredient in the success o f this search technique. As discussed in
[109] various approaches are not equally successful and a fair amount o f problem specific 
knowledge must be embedded in any algorithm, in order to realise the full potential of 
these techniques.
M ultiple objective functions
In practical applications often there is a requirement to optimise multiple, sometimes con­
flicting, objectives at once. The different objectives can be conflicting in the sense that 
the variables that optimise one objective may degrade other objectives. In such situa­
tions, the problem with multiple objectives are reformulated as single-objective problem 
by either forming a weighted combination of the different objectives or replacing some of 
the objectives by constraints. For most such problems, efficient algorithms that guarantee 
optimum have not been found, and probably will never be found. Hence, there is a focus 
on heuristic optimisation techniques that are able to produce high quality solutions fast, 
but cannot guarantee to find an optimal solution. For problems o f limited size and of a 
certain structure, it is possible to find an exact method (a method that guarantees an 
optimal solution) based on enumeration search, or systematic optimisation methods. For 
other problems (eg, multivariate, combinatorial optimisation problems), non-systematic 
approach, based on heuristics, is the only option. Often an exact method may be used for 
solving sub-parts o f the full optimisation problem.
Summary For most local search problems there is no general procedure for obtaining the 
optimum solution. Additionally, in most cases, the global optimum cannot be guaranteed. 
Therefore, it is more important to select the optimisation technique (e.g. neighbourhood 
search or descent methods) rather than the specific algorithm. In general, any algorithm 
needs to be tailored according to the specific optimisation problem at hand.
Appendix B 
Simulation Parameters
Table B .l: System Parameters
N E T W O R K  SC E N A R IO  
Size o f network 
Resolution o f pixels 
Number o f NodeBs 
Number of Users 
Distribution o f Users
SYSTE M  P A R A M E T E R S
Frequency / =  2000
Channel Spacing 5
Orthogonality factor a =  0.5
Voice activity factor 0.67
Data activity factor 1
Chip rate o f the W C D M A  system W  =  3.84 
Data rate of UE R  =  14.4
Eb/No U L T l =  8
Eb/No D L r A =  8
Thermal Noise Density -174 dBm/Hz
UE P A R A M E T E R S
13
50
12
variable
Random
sq.km,
m
M Hz
M Hz
M H z
kbps
dB
dB
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UE Height 1.5 m
UE antenna gain 1.5 dBi
UE body loss 1.5 dB
UE Noise figure N F ^  =  8 dB
Background noise at mobile terminal r ° l=  -174 +  N F ^  dB
Maximum transmit power lim it o f UE p M a x = 23 dBm
N odeB  P A R A M E T E R S
Maximum total transmit power 43 dBm
N odeB  Noise figure N F ^  — 5 dB
Background noise at basestation r 0J-= -174 +  N F ^  dB
Appendix C 
Indoor Link Budget
T R A N S M IT T E R  UE
UE antenna gain [dBi] 2
Bodyloss [dB] 0
E IR P  [dBm] 26
R E C E IV E R  (N od eB )
Thermal noise density [dBm/Hz] -174
BS Noise figure [dB] 5
Receiver noise density [dBm/Hz] -169
Receiver Noise power [dBm] -103.2
Interference margin [dB] 3
Receiver interference power [dBm] -103.2
Total Noise -f Interefernce power [dBm] -100.2 
Processing gain [dB] 14.3
Required Eb/No [dB] 1.5
Receiver sensitivity [dBm] -112.9
N odeB  Antenna Gain [dBi] 8.1
Cable loss in Node B [dB] 2
Fast fading margin [dB] 4
Max. path loss [dB] 141
Eb/No [dB] 6.1
UE sensitivity [dBm] -108.3
b
c
d—a-j-b+c
f
g =  e +  f
For 50% loading in UL
h
h
i, for 144 kbps datarate 
j, in UL 
k =  h +  j - i
1, for 144 kbps datarate 
m =  k +  (1-j)
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