Abstract Uncertainties in model structures have been recognised often to be the main source of uncertainty in predictive model simulations. Despite this knowledge, uncertainty studies are traditionally limited to a single deterministic model and the uncertainty addressed by a parameter uncertainty study. The extent to which a parameter uncertainty study may encompass model structure errors in a groundwater model is studied in a case study. Three groundwater models were constructed on the basis of three different hydrogeological interpretations. Each of the models was calibrated inversely against groundwater heads and streamflows. A parameter uncertainty analysis was carried out for each of the three conceptual models by Monte Carlo simulations. A comparison of the predictive uncertainties for the three conceptual models showed large differences between the uncertainty intervals. Most discrepancies were observed for data types not used in the model calibration. Thus uncertainties in the conceptual models become of increasing importance when predictive simulations consider data types that are extrapolates from the data types used for calibration.
Introduction
Uncertainties in groundwater simulations originate from different sources. Assuming the applied numerical code to be error free, the main sources of uncertainty are related to (1) data, for use as input as well as calibration targets, (2) parameter estimation, and (3) model structural error. Methodologies to quantify the uncertainties in model predictions due to input data and model parameter uncertainties have been well developed. These includes Monte Carlo simulations, first-order second moment and the generalized likelihood uncertainty estimation methodology (GLUE). For recent applications and discussions on the methods see Beven and Binley (1992) ; James and Oldenburg (1997) ; Christensen and Cooley (1999) ; Feyen et al. (2003) ; Glasgow et al. (2003) .
Uncertainties due to the model structure have been recognised often to be the most important source of uncertainty (Dubus et al., 2003; Neuman and Wierenga, 2003) . The sources of uncertainties in the model structure are manifold, e.g. choice of processes included in the model, the mathematical formulations, boundary conditions, initial conditions, and the hydrogeological interpretation. Uncertainties in the model structure have received a growing attention within the last few years and different approaches have been proposed in the literature. The most common approaches are to assess the model structure error from validation tests where the model predictions are compared with independent field data. A limitation of this approach is that the model structure error can only be assessed with respect to the output variables for which field data are available, and often models are used for making extrapolatory predictions. Another approach, advocated by e.g. Neuman and Wierenga (2003) , uses multiple alternative model structures (conceptual models) whereby the model structural uncertainties more explicitly can be taken into account in the assessment of predictive uncertainty. The limitation of this approach is that the probabilities of the scenarios of alternative conceptual models are not known and that it is impossible to ensure that the multiple conceptual models adequately sample the complete space of plausible models.
A key problem in relation to predictive uncertainty in environmental modelling is that it is possible to identify many combinations of model structures and parameter sets that lead to equally good model representations. This equifinality problem is addressed by Beven (2002) who argues that the range of behavioural models (structures and parameter sets) is best represented in terms of mapping of the 'landscape space' into the 'model space,' and that uncertainty predictions should consider all the behavioural models.
None of the existing approaches for handling model structure errors is generic and they are not widely used in practice. Thus, in practical environmental modelling studies model structural uncertainties are most often neglected and uncertainty assessments confined to parameter and data uncertainty using a single conceptual model. The objective of the present study is to investigate to which extent a parameter uncertainty analysis fails in describing the total uncertainty (due to parameter and structure uncertainties) for output variables that represent different degrees of extrapolation beyond the calibration basis. The study is based on a groundwater modelling case in which three independent hydrogeological models were constructed varying only in the hydrogeological interpretation.
Methodology Site description
The study area is situated in the eastern part of Denmark at the island Sjaelland and covers an area of 300 km 2 (Figure 1 ). To the west and south a fjord and the sea border the area. In the central part the topography varies between þ70 m and þ20 m above 
Geology
Tertiary chalk comprises the lower geological unit in the area overlain by Tertiary limestone and Quaternary deposits. Selandien deposits, composed of a mixture of clay and limestone, are found between the limestone and Quaternary deposits in the western part of the area. The Quaternary was deposited during several glacial invasions during the last glacial period and is characterised by a mixture of clay/till and outwash material (Houmark-Nielsen, 1987) .
Conceptual hydrogeological models
Three hydrogeological models were constructed by interpreting the hydrogeology at varying scale and complexity. The models were built for different purposes by different modelling teams, and were thus independent. Model A represents large scale interpretation and was an extract of the hydrogeological model from the national water resource model (DK-model) (Henriksen et al., 2003a, b) . Nine hydrogeological units were identified with Quaternary sand and clayey till deposits in an alternating sequence overlaying the Tertiary limestone (Figure 2a available geological information from the study area. It was the most detailed model constructed to aid in the water management and to delineate aquifers vulnerable to pesticide and fertiliser application. Seven hydrogeological units were conceptualised from interpreting vertical profiles based on 2,500 borehole informations. Model C was the only conceptual model that explicitly honoured the Palaeocene deposits found in the western part of the study area. The seven hydrogeological units of Model C were represented by five numerical model layers ( Figure 2c ).
Numerical modelling
All three models were set-up as steady-state groundwater-flow models in MODFLOW (McDonald and Harbaugh, 1988) . The internal and external boundaries were held identical in the models, whereas parameterisation differed among the models as described below. The models were calibrated inversely by the universal inverse parameter estimation routine PEST (Doherty, 2002) .
Discretisation. The model area was discretised horizontally into 98 rows and 112 columns with a constant grid-cell dimension of 200 £ 200 m. A digital-terrain map was used to define topography used as the upper surface in all models. The computational layer thicknesses were adjusted to follow the identified hydrogeological units described above.
Boundary conditions. A constant-head boundary of zero metres above sea level was applied where model grid cells and the sea coincide. Inland, most of the outer boundaries were constructed as no-flow boundaries perpendicular to the isopotential lines. In a small part of the northern boundary it was not possible to construct the boundary perpendicular to the isopotential lines due to large abstractions in this area, and a constant head boundary replaced the no-flow boundary. Major streams were simulated as headdependent boundaries using the MODFLOW river package. Drains were applied throughout the model at a constant depth of 1 m. Drains were distributed in the entire area to account for physical drains, streams that may potentially run dry and therefore not described by the river package, small creeks/ditches, and shallow interflow. This methodology has been used successfully by Henriksen et al. (2003b) . The net precipitation (precipitation minus actual evapotranspiration) corresponding to recharge to the upper groundwater layer was adopted from Henriksen et al. (2003a, b) and amounted to 207 mm/year for the rural parts of the study area. This net precipitation was distributed spatially according to topography, land use and surficial geology. Surface runoff was accounted for by reducing the net precipitation in urbanised areas to 60 percent.
Calibration data. The models were calibrated for steady-state conditions based on 1999 data on groundwater heads and mean stream-flow measurements as suggested by Sonnenborg et al. (2003) . Head measurements were available at 130 observation wells. The head measurements were primarily located in the limestone aquifer, with a fairly homogenous distribution, (Figure 1 ). Continuous streamflow measurements were available from three gauging stations in the area, from which the yearly mean discharge for 1999 was used as calibration target.
Parameterisation. In models A and C all sandy deposits were parameterised by a single hydraulic conductivity (K). The clayey till formations were separated into two zones, one representing the upper more fractured clayey till layer and one representing the lower clayey till where the permeability was expected to be lower. Based on 1,105 specific capacity data the transmissivity in the Tertiary limestone was distributed by kriging and divided into seven zones. The specific capacity was believed to provide a reliable mapping of the relative K distribution, whereas the actual level of the K estimates was assumed uncertain. The only adjustable parameter in the limestone was therefore a factor that was multiplied to all zones in the limestone. In model B a single model layer represented the Quaternary deposits with a uniform hydraulic conductivity. The only exceptions were areas in the vicinity of the major streams where zones of local extent were introduced to simulate a different geologic setting in the stream valleys. The limestone was divided into six zones defined primarily from observed hydraulic head. No assumption was made prior to the calibration with regard to the relative magnitude of the hydraulic conductivity zones and the K-values for all zones were independently adjustable in the calibration. The bottom layer in model B was represented by one Kzone. In all three models the drain conductance was assumed uniform in the entire model area. Individual stream conductances were defined for the streams where flow measurements were available while the stream conductance for the remaining streams were assigned a single value.
Performance criteria. The performance of the optimised models was evaluated from the match between observed and simulated groundwater levels and streamflows. The root mean squared weighted residuals (RMSW) with respect to hydraulic head was computed by
h obs;i 2 h sim;j S h;i 2 v u u t where h obs,i and h sim,i are the ith observation and its numerical counterpart, respectively, s h,i is the standard deviation of the ith observation and N h is the total number of observations. Only three mean streamflow measures were available, and the model's ability to simulate streamflow was evaluated from the percentage deviation between observed and simulated cumulative streamflow at the three gauging stations (SQ obs 2 SQ sim )/SQ obs .
Calibration results. All three models could be calibrated with a satisfactory calibration performance (Table 1 ). The models perform similarly well in fitting the hydraulic heads, as expressed by the RMSW, and the fits to the cumulative water balance are also comparable. The optimised parameters and 95% confidence intervals as estimated by PEST are presented in Table 2 . All of the estimates of hydraulic conductivity are within a realistic parameter value range. The parameter estimates for models A and C are very close for all the hydrogeological units. In model B the K-value estimated for the top layer is significantly lower than those of models A and C. This is due to the conceptualisation of the Quaternary deposits. The most sensitive parameter in the Quaternary deposits is the vertical conductivity of the clay formations that controls the vertical water movement to the limestone aquifer. The optimised K-value for the top layer in model B is similar to the values estimated for the Quaternary clay in models A and C. The river conductances and the drain conductance were estimated by a combination of inverse and manual calibration.
Uncertainty analysis
The calibration of the three models demonstrated that it was possible to obtain an almost identical calibration performance for the three models, with realistic parameter values. All three models may thus be accepted and used for predictive simulations. Monte Carlo simulations were used to analyse the effect of parameter uncertainty for each model. The parameterisation used in the inverse calibration was maintained, e.g. the recharge distribution and the homogenous hydraulic conductivity zones and their relative magnitudes in the limestone aquifer for models A and C. Only the magnitude of the hydraulic conductivities and the recharge rate were assumed uncertain. Parameter uncertainty intervals for the hydraulic conductivities were adopted from the 95% confidence intervals as estimated from the inverse optimisation. Unrealistic 95% confidence intervals were estimated for four of the less sensitive hydraulic conductivity zones (toplayer model A; Stream1 and Stream2 model B; Selandien model C); for these zones the upper and lower confidence limits were set to 1.5 decades below and above the optimised value, respectively. Hydraulic conductivities were drawn randomly from a lognormal distribution. Uncertainty in the recharge rate was set to^25 mm/year based on experience from previous studies in the study area. The recharge rate was drawn randomly from a normal distribution, and the spatial distribution in the recharge rate was maintained by drawing a factor that was multiplied to all recharge rates. Monte Carlo simulations were run with MODFLOW (groundwater flow) and MT3DMS (solute transport) (Zheng and Wang, 1999) . Five hundred realisations were generated for all Monte Carlo simulations. Realisations were only discarded if the model failed to converge, which was the case for less than 10 percent in all Monte Carlo simulations.
Results and discussion
The adequacy of using one model with an associated parameter uncertainty analysis to describe the total model uncertainty was assessed by comparing the predictive uncertainties as computed from the Monte Carlo simulations for the three models. The ensemble mean and standard deviation were computed on a grid cell basis for the hydraulic head and groundwater recharge, and the predictive uncertainty intervals were defined as the mean^twice the standard deviation. The degrees of overlaps in the output uncertainty intervals are summarised in Table 3 for the hydraulic head and recharge to the limestone aquifer. The first half of the table is the fraction of grid cells in which the intervals for heads/groundwater recharge have an overlap, which means that the predictive uncertainty intervals of the models comprise a continuous predictive uncertainty interval. For these grid cells the second half of the table provides the average fractional overlap expressed as the fraction the interval in common comprises of the total intervals (see Figure 3) . Thus, the uncertainty intervals for hydraulic head as predicted by the parameter uncertainty analysis for models A and B has an overlap in 69% of the grid cells in the limestone aquifer. In mean, this overlap comprises 44% of the total interval spanned by models A and B.
The largest degree of coincidence of the predictive uncertainty intervals for heads is observed for models A and C that have an identical parameterisation in the limestone. For these two models the predictive uncertainty intervals for the hydraulic head form a continuous interval in 86% of the area with a fractional overlap of 56% on average. The parameter uncertainty analysis is thus not sufficient to include uncertainties due to both parameter and model structure uncertainty for any two models. This becomes even more evident from the quantities computed for the groundwater recharge. An overlap in predictive uncertainty intervals is only found in approximately 50% of the grid cells for any two models. A similar pattern is observed when the degree of overlap in all three models simultaneously is computed. For the hydraulic head an overlap for all three models is found in 62% with an average overlap of 32%. Both of these numbers drop to 25% when computed for the groundwater recharge.
Solute transport was simulated by applying a unit source concentration in areas with agriculture and horticulture. Simulated breakthrough curves were constructed for eleven of the major well fields. To dissolve the spatial variability within a well field two to three breakthrough curves were constructed for each. The variation among simulated breakthrough curves is shown in Figure 4 . In areas where the thickness of the Quaternary deposits is limited, the breakthrough in the abstraction wells was rapid with little variation among the models and small predicted uncertainty in the concentration levels, Figure 3a predicted uncertainty intervals is limited. There is no pattern with one model generally simulating higher breakthrough concentrations or being associated with larger uncertainty intervals. Despite the closer similarities of models A and C these models do not consistently predict concentration profiles that are more similar than those predicted by model B.
Conclusions
In the present study it was found that the model structure had a significant effect on the predictions for all studied output variables, which cannot be fully compensated for by a parameter uncertainty study. With our present knowledge all three models are plausible samples of reality. Hence, the total predictive uncertainty will be underestimated if the model structure uncertainty is not taken into account. It was also found that the importance of the model structure uncertainty for the predictive uncertainties increased with the degree of model extrapolations, i.e. groundwater recharge and solute transport, which were not used as calibration targets. Consequently, it may be concluded that the model structure uncertainty cannot be compensated for by parameter uncertainty and that predictive uncertainties will be significantly underestimated if model structure uncertainty is not explicitly accounted for. Model structure uncertainty will be more dominating as compared to parameter uncertainty the more the model predictions are extrapolations from the basis of model calibration and validation. These conclusions are well in line with other groundwater case studies (e.g. Harrar et al., 2003) and with general conclusions by other authors (Dubus et al., 2003; Neuman and Wierenga, 2003) . As groundwater systems are generally more linear than many other natural systems and as the non-linear features of a system response are described by the model structures there are good reasons to believe that the conclusions may have some generality to environmental models also for other domains. 
