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Resumo
Seja G um grupo finito que age fielmente sobre a a´lgebra das matrizes de ordem dois
M2(C), sobre o corpo dos complexos. E´ bem conhecido que G deve ser um dos grupos:
Zn, Dn, S4, A4 e A5. Berele em 2004 descreveu bases para as G-identidades para M2(C)
para qualquer escolha de G na lista acima. Sua prova e´ baseada na base concreta das
identidades 2-graduadas para M2(C) encontrada por Di Vincenzo em 1993 e no ca´lculo
das a´lgebras de grupos dos grupos correspondentes.
No´s consideramos o problema ana´logo para a a´lgebra de Lie simples tridimensional
sl2(C). Neste caso um resultado cla´ssico mostra que G tambe´m deve pertencer a lista
mencionada acima. No´s usamos a forma concreta das identidades 2-graduadas para
sl2(C) e, ale´m disso, alguns me´todos e te´cnicas desenvolvidas por Berele. Nesta tese,
no´s exibimos bases das G-identidades correspondentes para sl2(C).
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Abstract
Let G be a finite group acting faithfully on the matrix algebra of order two M2(C),
over the complex field. It is well known that G must be one of the groups Zn, Dn, S4,
A4, A5. Berele in 2004 described bases of the G-identities for M2(C) for any choice of
G from the list above. His proofs rely on the concrete basis of the 2-graded identities
for M2(C) found by Di Vincenzo in 1993 and on computations in the group algebras
of the corresponding groups.
We consider the analogous problem for the simple three-dimensional Lie algebra
sl2(C). In this case a classical result shows that the group G must be one of the
above list as well. We use the concrete form of the 2-graded identities for sl2(C), and
moreover, some methods and techniques developed by Berele. In this thesis we exhibit
bases of the corresponding G-identities for sl2(C).
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Introduc¸a˜o
Uma pra´tica comum no desenvolvimento da matema´tica e´ a busca pela generalizac¸a˜o
de conceitos e resultados. Tipicamente tem-se algum ou alguns objetos em que se tem
interesse e caracterizam-se estes objetos pelas propriedades que eles possuem. Por
exemplo, M2(C) e C possuem va´rias propriedades em comum, tais como: operac¸o˜es
de produto e soma definidas sobre eles que satisfazem uma se´rie de relac¸o˜es. A partir
destes dois objetos, e va´rios outros tais como o anel dos polinoˆmios C[x], pode ser
obtida uma lista de propriedades satisfeitas que pode ser generalizada para o conceito
de uma a´lgebra sobre um corpo.
As a´lgebras sa˜o objetos fundamentais na teoria de ane´is que por sua vez se en-
contra dentro da grande a´rea da matema´tica denominada A´lgebra. Algumas a´lgebras
se destacam pelas suas aplicac¸o˜es ou simplesmente pela riqueza de suas estruturas,
como por exemplo as a´lgebras comutativas, as matriciais, as de dimensa˜o finita e as
exteriores. Seguindo a linha de tentar encontrar um padra˜o que caracterize uma classe
de objetos, as a´lgebras mencionadas possuem uma caracter´ıstica em comum, ale´m e´
claro de serem todas a´lgebras, elas satisfazem, cada uma, alguma relac¸a˜o polinomial
em varia´veis na˜o comutativas. Em outras palavras, para quaisquer elementos da res-
pectiva a´lgebra, quando avaliarmos este polinoˆmio o resultado obtido e´ o elemento
nulo. Se uma a´lgebra satisfaz um polinoˆmio na˜o trivial (na˜o nulo) em varia´veis na˜o
comutativas dizemos que ela e´ uma PI-a´lgebra, sigla proveniente do conceito em ingleˆs
polynomial identity. Esta e´ uma das justificativas para o desenvolvimento desta te-
oria, ela generaliza teorias bem estabelecidas que possuem uma se´rie de aplicac¸o˜es e
resultados.
O desenvolvimento da teoria de identidades polinomiais, ou simplesmente PI-teoria,
teve in´ıcio da de´cada de 1930 com os trabalhos de De¨hn e Wagner motivados por pes-
quisas em geometria finita onde apareceram, de forma impl´ıcita, algumas identidades
polinomiais para as matrizes de ordem 2. Conceitos mais alge´bricos relacionados com
PI-teoria encontram-se nos trabalhos de Sylvester por volta de 1870 sobre invariantes
de duas matrizes complexas de ordem 2.
A pesquisa em PI-a´lgebras intensificou-se por volta de 1950 com a demonstrac¸a˜o
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do resultado conhecido como teorema de Amitsur e Levitzki. Este teorema mostra que
a a´lgebra das matrizes de ordem n com entradas num corpo (ou, de modo geral, num
anel comutativo com unidade) satisfazem o polinoˆmio standard de grau 2n, ou seja, a
somato´ria alternada de todos os produtos de 2n matrizes de ordem n e´ sempre igual
a` matriz nula. A importaˆncia do teorema de Amitsur-Levitzki revelou-se de diversas
formas, como por exemplo no teorema de Amitsur de que toda PI-a´lgebra satisfaz
alguma poteˆncia de algum polinoˆmio standard.
Desde enta˜o outros matema´ticos reconhecidos contribu´ıram para o desenvolvimento
da PI-teoria, como: G. Bergman, P. M. Cohn, I. N. Herstein, N. Jacobson, I. Ka-
plansky, A. I. Kostrikin, V. N. Latyshev, Yu. N. Malcev, E. Posner, A. I. Shirshov,
R. Swan, entre outros. A teoria esta´ bem estabelecida e tem-se mostrado uma a´rea
muito pro´spera. Podemos citar alguns algebristas que teˆm trabalhado em PI-teoria,
tais como: Y. Bathurin, A. Berele, M. Van Den Bergh, A. Braun, V. Drensky, E.
Formanek, A. Giambruno, A. Kemer, C. Procesi, Yu. P. Razmyslov, A. Regev, L. H.
Rowen, J. T. Stafford, M. R. Vaughan-Lee, M. Zaicev, E. Zelmanov, entre outros.
A PI-teoria pode de um modo muito geral ser divida em treˆs grandes linhas de pes-
quisa: estudar as propriedades de uma a´lgebra sabendo-se que ela e´ uma PI-a´lgebra,
estudar as classes de a´lgebras que satisfazem alguma famı´lia de identidades polinomi-
ais e estudar o conjunto das identidades polinomiais satisfeitas por uma a´lgebra em
particular. O problema que abordamos nesta tese e´ deste u´ltimo tipo.
Voltando a`s a´lgebras que motivaram de certa forma o desenvolvimento da PI-teoria,
gostar´ıamos de mencionar que apesar da estrutura de algumas delas ser bem conhecida,
pouco pode-se dizer sobre as identidades polinomiais por elas satisfeitas. Por exemplo,
sa˜o bem conhecidas as identidades polinomiais de M2(K), onde a caracter´ıstica de K e´
diferente de 2, mas para caracter´ıstica 2 nada se sabe. E para matrizes de ordem maior
ou igual a 3 nada se sabe nem quando a caracter´ıstica do corpo base e´ zero. Sendo
assim, um caminho natural para o desenvolvimento da teoria foi buscar generalizac¸o˜es
dos conceitos e resultados.
Uma generalizac¸a˜o da PI-teoria e´ o estudo das identidades polinomiais graduadas
de uma a´lgebra graduada. Basicamente dividimos as varia´veis do polinoˆmio de certa
forma que so´ podemos avalia´-las em elementos das componentes “certas”, a definic¸a˜o
formal pode ser encontrada no cap´ıtulo 1.2. Esse conceito generaliza o anterior, pois
podemos considerar a graduac¸a˜o trivial e desta forma obtemos novamente a definic¸a˜o
de identidade polinomial. Apesar de ser uma generalizac¸a˜o os resultados obtidos nesta
nova teoria sa˜o bem mais abrangentes. Por exemplo, a a´lgebra das matrizes n × n
admite uma graduac¸a˜o natural com o grupo c´ıclico de ordem n e e´ conhecida uma base
para as identidades graduadas de Mn(K) para todo n, onde K e´ um corpo infinito.
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As identidades polinomiais graduadas em a´lgebras associativas obtiveram destaque
na pesquisa desenvolvida por A. Kemer. Esta nova ferramenta permitiu que Kemer
desse uma resposta positiva para o problema de Specht (1950): “ Todo T-ideal (ideal
das identidades polinomiais de alguma a´lgebra) em caracter´ıstica 0 e´ finitamente ge-
rado como um T-ideal?” No entanto, a demonstrac¸a˜o deste fato na˜o mostra como
determinar a base. O problema de encontrar bases finitas para os T-ideais continua
em aberto e tem sido resolvido caso a caso.
A teoria de identidades polinomiais graduadas em a´lgebras associativas esta´ bem
desenvolvida. No entanto, identidades polinomiais graduadas em a´lgebras na˜o associ-
ativas ainda na˜o foram muito estudadas. Um exemplo muito importante de a´lgebras
na˜o associativas sa˜o as a´lgebras de Lie. Identidades polinomiais nestas a´lgebras foram
estudadas extensivamente. Recomendamos como refereˆncia sobre o assunto os livros
de Bahturin [2], Drensky [6] e Razmyslov [17]. Ressaltamos que no caso de a´lgebras de
Lie na˜o temos ana´logo completo do teorema de Kemer. Iltyakov demonstrou em [11]
que os ideais de identidades de a´lgebras de Lie de dimensa˜o finita sa˜o finitamente ge-
rados em caracter´ıstica 0. (O resultado de Iltyakov e´ mais geral, mas na˜o precisaremos
entrar em detalhes.)
Por enquanto, o u´nico caso na˜o trivial onde as identidades polinomiais graduadas
de uma a´lgebra de Lie sa˜o conhecidas e´ o da a´lgebra sl2(K) das matrizes de ordem 2
com trac¸o zero, onde K e´ um corpo infinito de caracter´ıstica diferente de 2. Em [18]
foram descritas as poss´ıveis graduac¸o˜es de sl2(K), assim como as respectivas a´lgebras
graduadas relativamente livres, assumindo-se que a caracter´ıstica de K seja zero. Ale´m
da graduac¸a˜o trivial, sl2(K) admite mais treˆs outras graduac¸o˜es dadas pelos seguintes
grupos: Z2, Z2 ×Z2 e Z. Em [14] foram descritas bases finitas das identidades gradu-
adas em cada uma das graduac¸o˜es citadas acima, assumindo-se o corpo infinito e de
caracter´ıstica diferente de 2.
Uma generalizac¸a˜o das identidades polinomiais graduadas e´ o conceito de identi-
dade polinomial de uma a´lgebra com uma ac¸a˜o de grupo, o que denominamos por
G-identidade polinomial. A generalizac¸a˜o e´ no sentido que se o grupo for finito, enta˜o
temos uma correspondeˆncia entre as G-identidades e as identidades polinomiais gra-
duadas. Para maiores detalhes ver Cap´ıtulo 1.4.6.
O estudo das G-identidades polinomiais de a´lgebras com ac¸o˜es de grupos teve
in´ıcio em [8] e tem continuado desde enta˜o. Uma outra refereˆncia para o estudo das G-
identidades polinomiais e´ [7] e a bibliografia deste artigo. Em 2004 Berele descreveu em
[3] bases para asG-identidades polinomiais deM2(C), ondeG e´ um grupo finito que age
fielmente sobre esta a´lgebra. Sua prova usa a forma concreta da base das identidades
2-graduadas para M2(C) encontrada por Di Vicenzo em 1993, bem como ca´lculos
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nas a´lgebras de grupos dos grupos correspondentes. Motivados por este trabalho no´s
consideramos o problema ana´logo para a a´lgebra de Lie simples tridimensional sl2(C),
com o objetivo de contribuir para o desenvolvimento desta teoria.
Esta tese e´ dividida em treˆs cap´ıtulos. No cap´ıtulo 1 introduzimos as principais
definic¸o˜es e conceitos das teorias que sa˜o a base para o desenvolvimento do nosso
trabalho: teoria de PI-a´lgebras, PI-a´lgebras graduadas e G-PI-a´lgebras. Optamos por
na˜o incluir demonstrac¸o˜es das afirmac¸o˜es, pois essas podem ser encontradas em [6] e
[9].
O cap´ıtulo 2 e´ dedicado aos principais resultados e ferramentas desenvolvidos por
Berele em [3], visto que as ideias deste artigo foram fundamentais para a resoluc¸a˜o do
nosso problema. Decidimos incluir algumas das demonstrac¸o˜es (ou pelo menos dicas)
nos casos mais relevantes para o nosso trabalho.
O cap´ıtulo 3 e´ dedicado a` soluc¸a˜o do problema que e´ o objetivo central desta
tese: a determinac¸a˜o de uma base para as G-identidades de sl2(C), onde G e´ um
grupo finito que age fielmente sobre esta a´lgebra. E´ bem conhecido que neste caso
G deve ser um dos grupos: Zn, Dn, S4, A4 e A5. No´s usamos a forma concreta
das identidades 2-graduadas para sl2(C) e, ale´m disso, alguns me´todos e te´cnicas
desenvolvidas por Berele. Assim como em [3], no´s dividimos a soluc¸a˜o em treˆs casos: no
primeiro consideramos G = Zn, no segundo G = Dn e no u´ltimo caso G ∈ {S4, A4, A5}.
Nos dois primeiros casos fazemos uso da decomposic¸a˜o da a´lgebra dos respectivos
grupos e no u´ltimo consideramos sl2(C) como um G-mo´dulo irredut´ıvel.
Os resultados contidos no Cap´ıtulo 3 sa˜o novos e originais, e sera˜o submetidos para
publicac¸a˜o.
4
Cap´ıtulo 1
Definic¸o˜es e conceitos ba´sicos
Neste cap´ıtulo introduziremos algumas definic¸o˜es e conceitos ba´sicos da teoria de iden-
tidades polinomiais, identidades polinomiais graduadas e G-identidades. Nos dois pri-
meiros casos as definic¸o˜es sa˜o dadas primeiramente para a´lgebras associativas, mas as
generalizac¸o˜es para a´lgebras de Lie sa˜o naturais.
1.1 Conceitos ba´sicos da teoria de PI-a´lgebras
O objetivo desta primeira sec¸a˜o e´ introduzir definic¸o˜es e conceitos ba´sicos da teoria
cla´ssica de PI-a´lgebras. Ale´m disso, mencionaremos um resultado muito u´til sobre
identidades polinomiais e identidades polinomiais multilineares.
Nesta sec¸a˜o K denotara´ um corpo infinito, todas as a´lgebras sera˜o associativas com
unidade sobre K e X = {x1, x2, x3, . . .} denotara´ um conjunto infinito enumera´vel.
A a´lgebra associativa livre e´ um dos objetos cruciais para o desenvolvimento da
teoria de PI-a´lgebras, pois e´ o ambiente onde as identidades polinomiais se encontram.
Por esta raza˜o, comec¸aremos por esta definic¸a˜o.
Definic¸a˜o 1.1.1. Seja X um conjunto infinito enumera´vel arbitra´rio e A a categoria
das a´lgebras associativas com unidade. A a´lgebra K 〈X〉 e´ denominada a´lgebra associ-
ativa livre, livremente gerada por X, se para qualquer a´lgebra A ∈ A, toda aplicac¸a˜o
X  A pode ser estendida para um homomorfismo K 〈X〉  A.
Se o nosso conjunto X for um conjunto finito, X = {x1, . . . , xk} para algum k ∈ N∗,
denominamos K 〈x1, . . . , xk〉 a a´lgebra associativa livre de posto k.
A a´lgebra associativa livre pode ser constru´ıda de uma forma bem concreta. Con-
sidere todos os monoˆmios nas varia´veis na˜o comutativas x ∈ X juntamente com o
monoˆmio vazio (ou seja, que na˜o possui nenhuma varia´vel) denotado por 1 e denote
por K 〈X〉 o espac¸o vetorial com base formada por estes elementos. Agora em K 〈X〉
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defina o produto pela justaposic¸a˜o dos monoˆmios, lembrando que as varia´veis sa˜o na˜o
comutativas. Logo, a unidade desta a´lgebra sera´ o monoˆmio vazio e K 〈X〉 munido
com este produto tem uma estrutura de a´lgebra com unidade, que satisfaz a proprie-
dade de que para qualquer a´lgebra A ∈ A, toda aplicac¸a˜o X  A pode ser estendida
para um homomorfismo K 〈X〉  A. Logo, ela e´ a a´lgebra associativa livre, livremente
gerada por X. Por fim, note que K 〈X〉 nada mais e´ que a a´lgebra dos polinoˆmios na˜o
comutativos nas varia´veis x ∈ X.
Agora que ja´ temos definido o ambiente onde as identidades polinomiais se encon-
tram, podemos defini-las.
Definic¸a˜o 1.1.2. Dada uma a´lgebra A, dizemos que f(x1, . . . , xm) ∈ K 〈X〉 e´ uma
identidade polinomial para A, se para quaisquer a1, . . . , am ∈ A temos
f(a1, . . . , am) = 0.
Se f ∈ K 〈X〉 e´ uma identidade polinomial de A denotaremos este fato por f = 0.
Definic¸a˜o 1.1.3. Uma a´lgebra A e´ denominada uma PI-a´lgebra, se A satisfaz alguma
identidade polinomial na˜o trivial.
A´lgebras com identidades polinomiais sa˜o uma generalizac¸a˜o natural de a´lgebras
comutativas e a´lgebras de dimensa˜o finita, por esta raza˜o estas a´lgebras sa˜o exemplos
canoˆnicos de PI-a´lgebras.
Exemplo 1.1.4. Se A e´ uma a´lgebra comutativa, enta˜o f(x1, x2) = x1x2 − x2x1 e´
uma identidade polinomial de A.
Recordamos aqui que A e´ comutativa se, e somente se, ela satisfaz a identidade
acima.
Exemplo 1.1.5. Se dimA = n, enta˜o A satisfaz para todo k > n o polinoˆmio standard
sk(x1, . . . , xk) =
∑
σ∈Sk
(−1)σxσ(1) . . . xσ(k),
onde Sk e´ o grupo sime´trico das permutac¸o˜es de 1 a n e (−1)σ e´ o sinal da permutac¸a˜o
σ.
Para justificar a afirmac¸a˜o do u´ltimo exemplo, escolhemos uma base e1, . . . , en
de A como espac¸o vetorial. Substituindo as varia´veis x1, . . . , xk por e1, . . . , en, de
maneira arbitra´ria, obteremos que sk(ei1 , . . . , eik) = 0, pois k > n e eia = eib para
alguns 1 ≤ a < b ≤ k. Veja que sk e´ alternado e se dois dos argumentos sa˜o iguais, o
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resultado sera´ 0. Agora se a1, . . . , ak ∈ A, escrevemos cada um desses elementos como
combinac¸a˜o linear dos elementos da base e substitu´ımos em sk. Assim, obteremos uma
combinac¸a˜o linear de expresso˜es sk calculadas sobre vetores da base. Como os u´ltimos
valores sa˜o nulos, segue a afirmac¸a˜o.
Pelo u´ltimo exemplo, temos que a a´lgebra das matrizes Mn(K) satisfaz a identidade
standard de grau n2 +1, pois dimMn(K) = n2. O bem conhecido Teorema de Amitsur
e Levitzki afirma que Mn(K) satisfaz a identidade standard s2n, e na˜o satisfaz nenhuma
identidade polinomial de grau < 2n.
Exemplo 1.1.6. Seja E a a´lgebra de Grassmann (ou exterior) do espac¸o vetorial V
sobre o corpo K de caracter´ıstica diferente de 2, dimV =∞. Se e1, e2, . . . e´ uma base
de V , enta˜o E tem como base 1 e todos monoˆmios do tipo ei1 · · · eik , onde i1 < · · · < ik,
k ≥ 1. A multiplicac¸a˜o em E e´ a induzida pela justaposic¸a˜o dos monoˆmios e pelas
relac¸o˜es eiej = −ejei, para quaisquer i e j. Em particular e2i = 0 para todo i. Na˜o
e´ dif´ıcil ver que o polinoˆmio [[x1, x2], x3] e´ uma identidade polinomial para E, onde
[x, y] = xy − yx e´ o comutador de x e y.
Aqui observamos que se a caracter´ıstica de K for igual a 2, a a´lgebra de Grassmann
e´ comutativa.
Podemos deduzir a afirmac¸a˜o do exemplo acima assim. Primeiro observe que o
centro de E e´ a suba´lgebra E0 gerada como espac¸o vetorial por todos monoˆmios de
comprimento par. Depois pode ser visto facilmente que se u e v sa˜o dois monoˆmios
enta˜o [u, v] e´ 0 quando u e v teˆm algum ei em comum, ou quando o comprimento
de algum deles e´ par. Se u e v teˆm comprimentos ı´mpares e na˜o teˆm nenhum ei em
comum, enta˜o [u, v] sera´ mu´ltiplo escalar de monoˆmio de comprimento par, e enta˜o
[[u, v], w] = 0 para qualquer w ∈ E.
Existem outros exemplos na˜o triviais de PI-a´lgebras. Na˜o entraremos em mais
detalhes, pois este na˜o e´ objetivo da tese.
Uma vez definido o que e´ uma identidade polinomial podemos perguntar se o
conjunto de todas as identidades polinomiais de uma dada a´lgebra possui alguma
estrutura mais espec´ıfica.
Denote por T (A) o conjunto de todas as identidades polinomiais de uma a´lgebra
A. E´ fa´cil ver que T (A) e´ um ideal de K 〈X〉. Ale´m disso, ele possui a importante
propriedade de ser invariante por endomorfismos de K 〈X〉 e, por esta raza˜o, T (A) e´
denominado T-ideal de A.
Como estamos falando de ideal, tambe´m podemos nos perguntar se este ideal possui
um conjunto minimal de geradores, mas neste contexto geradores no sentido de T-ideal.
Definic¸a˜o 1.1.7. Seja A uma a´lgebra. Um conjunto B ⊆ T (A) e´ denominado uma
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base para T (A), se e´ um conjunto de geradores de T (A).
Claro que T (A) e´ uma base para T (A), mas tal base na˜o deve ser muito “inte-
ressante” pois na˜o podera´ facilitar em nada o estudo do respectivo T-ideal. Portanto
seria interessante procurar bases “menores”, por exemplo finitas, ou ainda minimais
(no sentido que nenhum elemento da base pode ser removido).
O problema de determinar uma base para um dado T-ideal e´ um dos problemas
mais cla´ssicos da PI-teoria e na maioria das vezes um problema muito dif´ıcil. O
problema principal desta tese vai nesta mesma direc¸a˜o, determinar uma base para um
T-ideal, mas em um contexto mais geral de G-identidades. As definic¸o˜es e conceitos
ba´sicos desta teoria sera˜o abordados na sec¸a˜o 1.4.
A definic¸a˜o abaixo e´ muito importante no estudo dos geradores de um T-ideal, pois
define o que e´ uma identidade ser consequeˆncia da outra.
Definic¸a˜o 1.1.8. Sejam f , g ∈ K 〈X〉 identidades polinomiais de uma a´lgebra A.
Dizemos que g e´ consequeˆncia de f , se g pertence ao T-ideal de K 〈X〉 gerado por f .
Se ainda f e´ consequeˆncia de g, diremos que f e g sa˜o equivalentes como identidades.
Observamos que f e g sa˜o equivalentes quando elas geram o mesmo T-ideal.
Outro objeto de extrema importaˆncia na PI-teoria e´ a a´lgebra relativamente livre
de uma dada a´lgebra. Este conceito e´ muito u´til em geral para determinar se um dado
conjunto e´ base ou na˜o para um T -ideal.
Definic¸a˜o 1.1.9. Dada uma a´lgebra A, a a´lgebra
K 〈X〉
T (A)
e´ denominada a a´lgebra
relativamente livre de A.
E´ imediato deduzir que a a´lgebra relativamente livre de A possui a seguinte propri-
edade universal. Se B e´ qualquer a´lgebra que satisfaz todas as identidades polinomiais
de A, isto e´, T (A) ⊆ T (B), enta˜o qualquer func¸a˜o ϕ : X → B estende-se de maneira
u´nica a um homomorfismo Φ:
K 〈X〉
T (A)
→ B.
Como este objeto e´ um objeto puramente abstrato, na maioria das vezes ele na˜o e´
muito u´til na hora de fazer contas com ele. Por esta raza˜o que normalmente quando se
esta´ trabalhando com uma a´lgebra concreta, construir um modelo concreto para a sua
a´lgebra relativamente livre e´ extremamente u´til. Veremos na sec¸a˜o 1.5 a construc¸a˜o
de um modelo concreto para duas a´lgebras relativamente livres que sa˜o importantes
para o nosso problema.
Na sequeˆncia iremos enunciar um resultado que nos sera´ muito u´til, mas antes
precisaremos definir os conceitos de identidades multihomogeˆneas e multilineares.
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Definic¸a˜o 1.1.10. Um espac¸o vetorial V e´ denominado graduado se ele e´ uma soma
direta de subespac¸os V (n), para todo n ≥ 0, ou seja,
V = n≥0V (n).
Os subespac¸os V (n) sa˜o denominados componentes homogeˆneas de grau n de V .
Um subespac¸o W de um espac¸o vetorial graduado V = n≥0V (n) e´ denominado
um subespac¸o homogeˆneo (ou graduado) de V , se W = n≥0(W ∩ V (n)).
Recordamos que o subespac¸o W de V e´ homogeˆneo se e somente se ele pode ser
gerado (como espac¸o vetorial) por vetores homogeˆneos de V , isto e´, por vetores de
∪n≥0V (n).
De modo similar podemos definir uma multigraduac¸a˜o em um espac¸o vetorial V .
Definic¸a˜o 1.1.11. Um espac¸o vetorial V e´ denominado multigraduado, se ele e´ uma
soma direta de subespac¸os V (n1,...,nm), ou seja,
V = ni≥0V (n1,...,nm).
Os subespac¸os V (n1,...,nm) sa˜o as componentes homogeˆneas de grau (n1, . . . , nm) de V .
Note que se m = 1 na definic¸a˜o acima, o conceito de multigraduac¸a˜o coincide com
o de graduac¸a˜o. Tambe´m, denotando V (n) = ⊕V (n1,...,nm) onde o somato´rio e´ por todas
as m-uplas (n1, . . . , nm) com n1 + · · · + nm = m, obteremos uma graduac¸a˜o em V .
Mais adiante veremos que essas graduac¸o˜es sa˜o casos particulares de uma noc¸a˜o mais
geral.
Exemplo 1.1.12. A a´lgebra polinomial K[x1, . . . , xm] tem uma graduac¸a˜o natural as-
sumindo que os polinoˆmios homogeˆneos de grau n (no sentido usual) sa˜o os elementos
homogeˆneos de grau n (no sentido da definic¸a˜o 1.1.10). Similarmente, K[x1, . . . , xm]
possui uma multigraduac¸a˜o natural que e´ obtida contando a participac¸a˜o de cada
varia´vel nos monoˆmios. Analogamente, no´s podemos definir uma graduac¸a˜o e uma
multigraduac¸a˜o na a´lgebra associativa livre de posto m, K 〈x1, . . . , xm〉, e uma gra-
duac¸a˜o sobre a a´lgebra associativa livre K 〈X〉.
Com as definic¸o˜es e exemplos dados acima podemos definir o que e´ uma identidade
multilinear.
Definic¸a˜o 1.1.13. Um elemento f(x1, . . . , xn) ∈ K 〈X〉 e´ denominado multilinear de
grau n, se f e´ multihomogeˆneo de grau (1, . . . , 1) em K 〈x1, . . . , xn〉 ⊆ K 〈X〉.
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Toda vez que nos referirmos a uma identidade polinomial multilinear fica suben-
tendido que ela e´ multilinear de grau n, onde n e´ o nu´mero de varia´veis da identidade
em questa˜o.
Proposic¸a˜o 1.1.14. Seja
f(x1, . . . , xm) =
n∑
i=0
fi ∈ K 〈X〉 ,
onde para todo i ∈ {1, . . . , n}, fi e´ a componente homogeˆnea de f de grau i em x1.
1. Se o corpo base K conte´m mais que n elementos, enta˜o para todo i ∈ {1, . . . , n}
as identidades polinomiais fi = 0 seguem de f = 0, ou seja, f e´ equivalente ao
conjunto de identidades fi.
2. Se o corpo base e´ de caracter´ıstica zero, ou se a caracter´ıstica de K e´ maior
do que degf , enta˜o f = 0 e´ equivalente a um conjunto finito de identidades
polinomiais multilineares.
Este resultado e´ extremamente u´til e no´s faremos uso de uma generalizac¸a˜o dele.
A sua demonstrac¸a˜o pode ser vista, por exemplo, na pa´g. 40 de [6].
1.2 Conceitos ba´sicos da teoria de identidades po-
linomiais graduadas
Uma generalizac¸a˜o da teoria cla´ssica de PI-a´lgebras e´ desenvolver uma teoria equi-
valente a esta na categoria das a´lgebras graduadas. Nesta sec¸a˜o daremos algumas
definic¸o˜es e conceitos ba´sicos, pois precisaremos de alguns resultados desta teoria para
a soluc¸a˜o do nosso problema. A relac¸a˜o entre identidades graduadas e G-identidades
sera´ dada na proposic¸a˜o 1.4.6 da sec¸a˜o 1.4.
Daqui em diante, a menos que mencionado o contra´rio, G denotara´ um grupo.
Definic¸a˜o 1.2.1. Uma a´lgebra A e´ dita ser G-graduada se:
1. para todo g ∈ G, Ag e´ um subespac¸o de A;
2. A e´ a soma direta como espac¸o vetorial de seus subespac¸os Ag, ou seja, A =
⊕g∈GAg;
3. para quaisquer g, h ∈ G, AgAh ⊆ Agh.
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Naturalmente que as identidades polinomiais graduadas devera˜o ser elementos do
objeto livre desta categoria, que sera´ a a´lgebra associativa livre G-graduada. Sua
construc¸a˜o e´ similar a` da a´lgebra associativa livre.
Seja G um grupo qualquer com unidade denotada por e, e g ∈ G um elemento
arbitra´rio. Xg denotara´ um conjunto infinito enumera´vel, tal que para todo g 6= h ∈ G,
Xg ∩Xh = ∅. Tome X = ∪g∈GXg e considere a a´lgebra associativa livre K 〈X〉. Para
definir a graduac¸a˜o que desejamos em K 〈X〉 teremos que definir uma func¸a˜o wt, que
associa a cada monoˆmio um elemento de G da seguinte forma:
wt(1) = e e wt(x1x2 . . . xm) = wt(x1)wt(x2) . . . wt(xm),
onde para todo i ∈ {1, . . . ,m} se xi ∈ Xg, wt(xi) = g .
Seja m ∈ K 〈X〉 um monoˆmio, enta˜o dizemos que wt(m) e´ o G-grau de m. Agora
para cada g ∈ G definimos
K 〈X〉g = 〈m ∈ K 〈X〉 | m e´ um monoˆmio e wt(m) = g〉 ,
onde o s´ımbolo 〈. . .〉 denota o espac¸o vetorial gerado pelos respectivos vetores.
Logo K 〈X〉 = ⊕g∈GK 〈X〉g e para quaisquer g, h ∈ G, K 〈X〉gK 〈X〉h ⊆ K 〈X〉gh.
Desta forma K 〈X〉 e´ uma a´lgebra G-graduada e e´ denominada a a´lgebra associativa
livre G-graduada.
Com a definic¸a˜o da graduac¸a˜o em K 〈X〉 podemos definir o conceito de identidade
polinomial graduada.
Definic¸a˜o 1.2.2. Seja A uma a´lgebra G-graduada. Dizemos que f(x1, x2, . . . , xm) ∈
K〈X〉 e´ uma identidade polinomial graduada de A, se temos
f(a1, a2, . . . , am) = 0,
para quaisquer ai ∈ Awt(xi), onde i ∈ {1, 2, . . . ,m}.
O conjunto de todas as identidades polinomiais graduadas de A e´ denotado por
TG(A) e e´ denominado TG-ideal de A.
Observamos que f(x1, x2, . . . , xn) e´ uma identidade graduada para A quando f se
anula por quaisquer substituic¸o˜es dos xi por elementos deA que respeitam a graduac¸a˜o.
Isto e´, podemos substituir xi por quaisquer elementos homogeˆneos de A do mesmo grau
de xi.
O conjunto de todas as identidades polinomiais graduadas de uma a´lgebra sera´
invariante por todos os endomorfismos graduados de K 〈X〉. Por esta raza˜o damos a
definic¸a˜o abaixo.
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Definic¸a˜o 1.2.3. Sejam A e B duas a´lgebras G-graduadas. Dizemos que ϕ : A  B
e´ um homomorfismo G-graduado, se:
1. ϕ e´ um homomorfismo de a´lgebras;
2. para todo g ∈ G, ϕ(Ag) ⊆ Bg.
O conjunto de todas as identidades polinomiais graduadas de A e´ denotado por
TG(A) e e´ denominado TG-ideal de A. Como ja´ mencionado TG(A) tem a propriedade
de ser invariante pelos endomorfismos graduados de K 〈X〉.
As definic¸o˜es de base, identidades que sa˜o consequeˆncia uma da outra e a´lgebra
relativamente livre sa˜o todas ana´logas neste contexto.
No cap´ıtulo 2 mencionaremos um exemplo de identidades graduadas, para mais
detalhes ver teorema 2.1.1.
1.3 A´lgebras de Lie
Trabalharemos com a´lgebras de Lie, portanto decidimos conveniente incluir alguns
conceitos ba´sicos sobre estas a´lgebras. Uma caracter´ıstica importante das a´lgebras de
Lie e´ que elas sa˜o na˜o associativas.
Definic¸a˜o 1.3.1. Seja L um espac¸o vetorial sobre K, munido com um produto na˜o
associativo, denotado por [a, b], onde a, b ∈ L. Enta˜o L e´ uma a´lgebra de Lie, se para
quaisquer a, b, c ∈ L, temos que
i) [· , ·] : L× L→ L e´ uma func¸a˜o bilinear;
ii) [a, a] = 0,
iii) [[a, b], c] + [[b, c], a] + [[c, a], b] = 0.
Repare que se a caracter´ıstica de K e´ diferente de 2, a relac¸a˜o [a, a] = 0 pode ser
substitu´ıda pela lei anticomutativa [a, b] = −[b, a]. A segunda relac¸a˜o e´ denominada
Identidade de Jacobi.
As a´lgebras de Lie podem ser obtidas a partir das a´lgebras associativas. Se A e´
uma a´lgebra associativa, definimos para todo a, b ∈ A, [a, b] = ab−ba e denotamos por
A− o espac¸o vetorial de A munido com esta operac¸a˜o. Pode ser verificado diretamente
que A− e´ uma a´lgebra de Lie.
A rec´ıproca tambe´m e´ va´lida. Se L e´ uma a´lgebra de Lie sobre qualquer corpo, o
Teorema de Poincare´, Birkhoff e Witt garante que L e´ suba´lgebra (de Lie) de alguma
a´lgebra A−, onde A e´ associativa. Assim podemos obter inu´meros exemplos de a´lgebras
de Lie.
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Exemplo 1.3.2. Se A = Mn(K), enta˜o A− = gln(K) e´ uma a´lgebra de Lie que
tem como suba´lgebra sln(K), o conjunto das matrizes de trac¸o 0. (Recordamos que
o comutador de duas matrizes quaisquer e´ de trac¸o 0, portanto sln(K) e´ fechada por
comutadores.) As a´lgebras sln(K) sa˜o uma das se´ries de a´lgebras de Lie simples, e
teˆm sido estudadas extensivamente na teoria de a´lgebras de Lie.
Uma a´lgebra de Lie L tal que para quaisquer a, b ∈ L, [a, b] = 0 e´ chamada
abeliana. E´ imediato que se dimL = 1 enta˜o L e´ abeliana e que se V e´ um subespac¸o
vetorial da a´lgebra de Lie L com dimV = 1, enta˜o V e´ uma suba´lgebra abeliana de L.
Exemplo 1.3.3. Seja A = K〈X〉 a a´lgebra associativa livre. Sabemos que A− e´ uma
a´lgebra de Lie. Consideramos a suba´lgebra L(X) de A− gerada pelo conjunto X. Pode
ser demonstrado que L(X) e´ a a´lgebra livre de Lie livremente gerada pelo conjunto X
(Teorema de Witt).
As noc¸o˜es de identidades polinomiais em a´lgebras de Lie, T-ideais, etc., definem-
se na mesma maneira como no caso associativo. Aqui ressaltamos que no caso da
a´lgebra associativa livre e´ fa´cil encontrar um modelo bem concreto e uma base do
espac¸o vetorial K〈X〉. Ja´ para L(X) a descric¸a˜o de uma base na˜o e´ uma tarefa fa´cil
nem trivial. Referimos o leitor para os livros de Drensky [6], Jacobson [12] e cap. 2.3
do livro de Bahturin [2], onde pode ser encontrada a construc¸a˜o da base de Hall e de
Shirshov de L(X).
As definic¸o˜es e as propriedades de identidades multihomogeˆneas, multilineares, etc.
no caso de a´lgebras de Lie sa˜o tambe´m va´lidas. Portanto na˜o iremos as repetir aqui.
Va´rios estudos de identidades em a´lgebras de Lie foram conduzidos. O leitor pode
encontrar muita informac¸a˜o nos livros de Bahturin [2], Drensky [6] e Razmyslov [17].
No cap´ıtulo 3 iremos precisar de duas afirmac¸o˜es te´cnicas desta teoria. As demons-
trac¸o˜es dessas sa˜o bastante imediatas e podem ser encontradas em va´rios livros, por
exemplo em [2]. No entanto, no´s faremos aqui essas demonstrac¸o˜es com a finalidade
de manter o texto um pouco mais fechado.
Os elementos da a´lgebra livre de Lie L(X) sa˜o combinac¸o˜es lineares dos geradores
X e de comutadores. Os comutadores do tipo
[x1, x2], [[x1, x2], x3], [[[. . . [x1, x2], x3], . . . , xn−1], xn]
sa˜o chamados de comutadores normados a` esquerda (ou somente normados). Repare
que todos os colchetes esta˜o agrupados a` esquerda. Nestes casos na˜o iremos escrever
os colchetes. Em outras palavras, usaremos a notac¸a˜o
[x, y, z] = [[x, y], z], [x, y, z, t] = [[[x, y], z], t], . . .
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Proposic¸a˜o 1.3.4. Todo elemento de L(X) e´ uma combinac¸a˜o linear de geradores X
e de comutadores normados a` esquerda.
Demonstrac¸a˜o. Seja f ∈ L(X). Por homogeneidade podemos assumir f homogeˆneo de
grau n ≥ 2. Se deg f = 2 nada temos que demonstrar. Sendo assim, considere n = 3.
Usando-se a anticomutatividade podemos escrever [x, [y, z]] = −[[y, z], x] = −[y, z, x]
e, portanto, este caso esta´ pronto.
Agora assuma deg f = n > 3, enta˜o f e´ uma combinac¸a˜o linear de comutadores
ci. Tome c = ci para algum i. Se c = [a, [x, y], . . .] onde a e´ um comutador normado,
pela identidade de Jacobi temos c = [a, x, y, . . .]− [a, y, x, . . .]. E o resultado segue por
induc¸a˜o. 
Proposic¸a˜o 1.3.5. Seja f ∈ L(X) um elemento multihomogeˆneo que depende da
varia´vel (gerador livre) x. Enta˜o f e´ uma combinac¸a˜o linear de comutadores normados
a` esquerda, cada um dos quais comec¸ando com x.
Demonstrac¸a˜o. Escreva f como uma combinac¸a˜o linear de comutadores normados a`
esquerda e considere um desses comutadores c. Se ele e´ do tipo [x, . . .] na˜o ha´ nada
a fazer. Se ele for c = [x1, . . . , xn, x, . . .], usaremos a identidade de Jacobi repetidas
vezes para obter
c =
n∑
i=1
[x1, . . . , [xi, x], xi+1, . . . , xn, . . .].
Para cada um dos comutadores do lado direito podemos usar uma induc¸a˜o para es-
creveˆ-lo como uma combinac¸a˜o linear de comutadores que comec¸am com [xi, x] e,
portanto, o resultado segue. 
Agora observe que L(X) tem um conjunto gerador (como espac¸o vetorial) que
consiste de comutadores normados a` esquerda. Logo podemos escolher uma base de
L(X) que consiste de tais comutadores. Tal base, via de regra, na˜o sera´ uma base de
Hall e Shirshov. Por outro lado, para as nossas finalidades a existeˆncia de tal base
sera´ importante.
1.4 Conceitos ba´sicos da teoria de G-identidades
polinomiais
Nesta sec¸a˜o introduziremos algumas definic¸o˜es e conceitos ba´sicos da teoria de G-
identidades. Apesar do resultado principal desta tese ser para grupos finitos, muitas
das definic¸o˜es desta sec¸a˜o sa˜o va´lidas para um grupo qualquer. Ale´m disso, todas
as a´lgebras mencionadas sera˜o a´lgebras no sentido mais geral, na˜o necessariamente
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associativas e na˜o necessariamente com unidade, mas sobre o corpo dos complexos.
No entanto, novamente muitas das definic¸o˜es e resultados apresentados sa˜o va´lidos
para a´lgebras sobre qualquer corpo.
Primeiramente vamos introduzir o conceito de uma ac¸a˜o de grupo.
Definic¸a˜o 1.4.1. Seja A uma a´lgebra e G um grupo. Uma ac¸a˜o de G sobre A e´ uma
colec¸a˜o de endomorfismos de A, {αg}g∈G, satisfazendo:
1. αe = idA;
2. para quaisquer g, h ∈ G, αg ◦ αh = αgh.
Denominamos G-a´lgebra A, uma a´lgebra A com uma ac¸a˜o do grupo G.
Note que segue diretamente dos axiomas que cada αg e´ um automorfismo de A.
Segue tambe´m que a func¸a˜o α : G → Aut(A) e´ um homomorfismo de grupos. Aqui
Aut(A) e´ o grupo dos automorfismos da a´lgebra A.
Definic¸a˜o 1.4.2. Sejam (A, {αg}g∈G) e (B, {βg}g∈G) duas G-a´lgebras. Dizemos que
ϕ : A  B e´ um G-homomorfismo, se:
1. ϕ e´ um homomorfismo de a´lgebras;
2. para todo a ∈ A, βg(ϕ(a)) = ϕ(αg(a)).
Daqui em diante trabalharemos na categoria das G-a´lgebras.
Estamos interessados nos grupos finitos que agem fielmente sobre sl2(C), por isso
damos a definic¸a˜o abaixo:
Definic¸a˜o 1.4.3. Dizemos que uma ac¸a˜o do grupo G sobre uma a´lgebra A e´ fiel, se
αg = αh implica g = h.
Observe que na˜o estamos “perdendo”generalidade ao estudar apenas ac¸o˜es fie´is,
pois a partir de uma ac¸a˜o que na˜o e´ fiel podemos construir uma ac¸a˜o fiel, de modo
que esta preserve todas as informac¸o˜es relevantes da ac¸a˜o original.
De fato, seja A uma a´lgebra e G um grupo que na˜o age fielmente sobre A. Considere
o nu´cleo Ker(α) = {g ∈ G : αg = αe} de α. Enta˜o Ker(α) e´ um subgrupo normal de
G. Podemos definir uma ac¸a˜o do grupo quociente G = G/Ker(α) sobre A, induzida
pela ac¸a˜o α da seguinte forma: dado g ∈ G, tome g ∈ G um representante qualquer
desta classe e defina α˜g = αg. Claramente {α˜g}g∈G e´ uma ac¸a˜o fiel de G sobre A. Logo
uma ac¸a˜o na˜o fiel de G pode ser estudada em termos da ac¸a˜o fiel do grupo quociente
G/Ker(α).
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Na teoria cla´ssica de PI-a´lgebras trabalhamos na classe das a´lgebras associativas
com unidade e nesta categoria temos um objeto livre, a a´lgebra associativa livre,
que e´ muito importante no desenvolvimento da teoria. Equivalentemente, sera´ muito
importante na teoria que iremos trabalhar, a teoria das G-a´lgebras com G-identidades
polinomiais, o objeto livre na categoria das G-a´lgebras. Definiremos este objeto na
sequeˆncia.
Definic¸a˜o 1.4.4. Seja X um conjunto infinito enumera´vel e G um grupo finito ar-
bitra´rio. No´s denotaremos por C 〈X;G〉 a C-a´lgebra livre dos s´ımbolos g(x), onde
g ∈ G e x ∈ X e a denominaremos por G-a´lgebra livre. Os elementos de C 〈X;G〉 sa˜o
denominados G-polinoˆmios.
Aqui observamos que se no´s queremos definir a G-a´lgebra livre, na˜o associativa,
teremos de considerar na˜o somente os monoˆmios (como no caso associativo), mas
tambe´m quaisquer distribuic¸o˜es de parenteses.
Note que C 〈X;G〉 admite uma ac¸a˜o natural de G, dada por x 7→ g(x) para todo
x ∈ X e g ∈ G.
Agora ja´ estamos aptos a definir o que e´ uma G-identidade polinomial.
Definic¸a˜o 1.4.5. Dados f ∈ C 〈X;G〉 e uma G-a´lgebra A, f e´ denominado uma
G-identidade polinomial de A, se para qualquer G-homomorfismo ϕ : C 〈X;G〉  A,
ϕ(f) = 0.
O conjunto de todas as G-identidades polinomiais de A e´ um G-ideal de C 〈X;G〉,
que e´ invariante sob todos G-endomorfismos. Por esta raza˜o o denominaremos TG-
ideal.
Note que o TG-ideal e´ o correspondente do T -ideal nesta categoria.
Como mencionado anteriormente, o nosso objetivo e´ estudar as G-identidades de
sl2(C), onde G e´ um grupo finito que age fielmente sobre esta a´lgebra. Se este grupo
ale´m de ser finito for abeliano, o resultado abaixo nos sera´ muito u´til. Este resultado
e´ uma compilac¸a˜o da sec¸a˜o 3.2, do cap´ıtulo 3 de [9].
Teorema 1.4.6. Sejam G um grupo abeliano finito e A uma a´lgebra sobre um corpo
algebricamente fechado de caracter´ıstica zero, enta˜o:
1. Dada uma G-graduac¸a˜o de A, temos como construir uma ac¸a˜o atrave´s do grupo
dos caracteres de G (tambe´m chamado de grupo dual de G).
2. Dada uma ac¸a˜o de G sobre A, temos como construir uma graduac¸a˜o, tambe´m
atrave´s do grupo dos caracteres de G.
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A seguir detalharemos como se realiza a dualidade entre G-graduac¸o˜es e G-ac¸o˜es
quando G e´ um grupo abeliano finito.
O grupo G e´ abeliano e finito e o corpo e´ algebricamente fechado de caracter´ıstica
0. Portanto G tem |G| = n representac¸o˜es na˜o equivalentes de grau 1 (representac¸o˜es
lineares). Como essas representac¸o˜es sa˜o de grau 1, podemos multiplica´-las; e´ imediato
ver que o conjunto dessas representac¸o˜es com a multiplicac¸a˜o, e´ um grupo Ĝ. Este
grupo e´ o grupo dos caracteres (ou o grupo dual) de G. E´ bem conhecido que G ∼= Ĝ,
veja por exemplo[19, p. 26]. Ressaltamos que para termos o isomorfismo entre G e Ĝ
precisamos somente corpo de caracter´ıstica 0 contendo uma ra´ız primitiva n-e´sima de
1, onde n = |G|.
Como as nossas representac¸o˜es sa˜o todas de grau 1, elas coincidem com os seus
caracteres (portanto o nome grupo dos caracteres). Denotamos Ĝ = {χ1, . . . , χn}
os caracteres irredut´ıveis de G. Se χi, χj ∈ Ĝ, enta˜o o produto em Ĝ e´ dado por
(χiχj)(g) = χi(g)χj(g), onde g ∈ G.
A a´lgebra de grupo KG do grupo G decompo˜e-se em soma direta de n co´pias do
corpo K, onde a unidade fi da i-e´sima co´pia (isto e´, o idempotente minimal) e´ dada
pela fo´rmula fi = (1/n)
∑n
j=1 χi(g
−1
j )gj. Verifica-se facilmente que se g ∈ G enta˜o
gfi = χi(g)fi para todo i, e que χi(fj) = δij, o s´ımbolo de Kronecker.
Agora suponha o grupo G agindo sobre uma a´lgebra A. Definiremos uma Ĝ-
graduac¸a˜o sobre A. Seja Aχi = {a ∈ A | g(a) = χi(g)a para todo g ∈ G}. Observamos
que em KG temos f1 + · · ·+ fn = 1, e considerando os elementos da a´lgebra KG como
endomorfismos de A, teremos
a = (f1 + · · ·+ fn)(a) = f1(a) + · · ·+ fn(a),
para todo a ∈ A. Logo agindo com g ∈ G obtemos
g(a) = (gf1)(a) + · · ·+ (gfn)(a) = χ1(g)f1(a) + · · ·+ χn(g)fn(a).
Em particular temos que se a ∈ Aχi , enta˜o g(a) = χi(g)a. Em outras palavras, os Aχi
sa˜o os auto-espac¸os (comuns) das transformac¸o˜es lineares g ∈ G. Assim obtivemos
que Aχi e´ o subespac¸o gerado por todos elementos fi(a), a ∈ A. Segue tambe´m que a
soma dos Aχi e´ direta e e´ igual a A. Um ca´lculo imediato mostra que AχiAχj ⊆ Aχiχj .
Logo A e´ uma a´lgebra Ĝ-graduada e utilizando o isomorfismo entre G e Ĝ obtemos
uma G-graduac¸a˜o sobre A.
Reciprocamente, seja A = ⊕g∈GAg uma a´lgebra G-graduada. Tomemos a ∈ A e
escrevemos a =
∑
g∈G ag, onde ag e´ a componente de a em Ag. Para χ ∈ Ĝ, definimos
χ(a) =
∑
g∈G χ(g)ag. E´ fa´cil ver que isso define uma ac¸a˜o de Ĝ sobre A, e usando-se
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o isomorfismo entre G e Ĝ, obtemos uma ac¸a˜o de G sobre A.
Assim, no contexto de grupos finitos abelianos os problemas de determinar as
identidades polinomiais G-graduadas e as G-identidades polinomiais sa˜o equivalentes.
Para tanto utiliza-se a dualidade entre G e Ĝ.
Uma observac¸a˜o muito importante para o desenvolvimento do nosso resultado e´
que e´ poss´ıvel obter uma versa˜o da proposic¸a˜o 1.1.14, mas agora na categoria das G-
a´lgebras. Enunciaremos este resultado abaixo e a demonstrac¸a˜o dele e´ similar a feita
na pa´g. 40 de [6].
Proposic¸a˜o 1.4.7. Seja
f(g1(x1), . . . , gn(xm)) =
n∑
i=0
fi ∈ C 〈X;G〉 ,
onde para todo i ∈ {1, . . . , n}, fi e´ a componente homogeˆnea de f de grau i em g1(x1).
1. Se o corpo base K conte´m mais que n elementos, enta˜o para todo i ∈ {1, . . . , n}
as G-identidades polinomiais fi = 0 seguem de f = 0, ou seja, f e´ equivalente
ao conjunto de G-identidades fi.
2. Se o corpo base e´ de caracter´ıstica zero, ou se a caracter´ıstica de K e´ maior
do que degf , enta˜o f = 0 e´ equivalente a um conjunto finito de G-identidades
polinomiais multilineares.
Exemplos de G-identidades sera˜o discutidos nos cap´ıtulos 2 e 3.
1.5 Modelo de G-a´lgebras relativamente livres
Um objeto muito importante na teoria cla´ssica de PI-a´lgebras, ja´ discutido aqui, e´
a a´lgebra relativamente livre de uma dada a´lgebra, que e´ o quociente da a´lgebra
associativa livre pelo T -ideal desta a´lgebra. O objeto equivalente a este na teoria
das G-a´lgebras com G-identidades polinomiais e´ o que denominaremos por G-a´lgebra
relativamente livre, que naturalmente e´ o quociente da G-a´lgebra livre pelo TG-ideal
da G-a´lgebra em questa˜o.
A´lgebras livres sa˜o objetos universais, fa´ceis de se definir, mas em geral muito
abstratos para se fazer contas. Na teoria cla´ssica de PI-a´lgebras e´ muito u´til conhecer
um modelo concreto para a a´lgebra relativamente livre que se tem interesse, o mesmo
ocorrera´ neste contexto.
Voltando para o caso cla´ssico, Procesi em [15] comprovou a utilidade de se conhe-
cer um modelo concreto para a a´lgebra relativamente livre da a´lgebra matricial, as
18
chamadas matrizes gene´ricas. Sejam {xrij | 1 ≤ i, j ≤ n, r ≥ 1} varia´veis comutativas
e considere as matrizes Xr = (x
r
ij) ∈ Mn(K[xrij]). Denote por U a K-suba´lgebra de
Mn(K[xrij]) gerada por X1, X2, . . . , enta˜o U e´ isomorfa a` a´lgebra relativamente livre
de Mn(K). Procesi fez uso extensivo do fato que U na˜o tem divisores de 0; em seguida
estudou o centro de U , que e´ um domı´nio (comutativo) e o mergulhou no seu corpo de
frac¸o˜es. Assim o estudo das identidades polinomiais de Mn(K) ganhou um forte im-
pulso e va´rios resultados de peso foram obtidos. Ver para maiores detalhes [15] e [16].
Mencionamos somente que assim foi poss´ıvel relacionar a PI teoria com a teoria dos
invariantes, descrever as identidades com trac¸o para as matrizes n× n, entre outros.
1.5.1 G-a´lgebra relativamente livre de M2(C)
Berele constro´i em [3] um modelo concreto para a G-a´lgebra relativamente livre de
M2(C). Este modelo foi muito u´til para determinar uma base para as G-identidades.
A construc¸a˜o e´ muito parecida com a das matrizes gene´ricas. No´s optamos por recorda´-
la abaixo pois faremos uso extensivo dessa.
Seja F uma extensa˜o puramente transcendental de C,
F = C(ai, bi, ci, di : i ∈ N∗).
As a´lgebras que consideraremos sera˜o todas suba´lgebras de M2(F ). Defina para cada
i ∈ N∗, Xi a matriz gene´rica da forma:
Xi =
(
ai bi
ci di
)
.
Sabemos que a C-a´lgebra gerada pelos Xi, denotada por U(M2(C)), e´ a a´lgebra rela-
tivamente livre de M2(C) sem uma ac¸a˜o de grupo.
Seja G um grupo de automorfismos de M2(C), enta˜o pelo Teorema de Skolem e
Noether podemos assumir que G age por conjugac¸a˜o e que G ⊆ GL2(C), o grupo
geral linear. A ac¸a˜o de G e´ conjugac¸a˜o, portanto se g, h ∈ G ⊆ GL2(C) e g =
λh para algum λ ∈ C, λ 6= 0, g e h agem do mesmo modo. Portanto podemos
assumir G ⊆ PGL2(C) = GL2(C)/Z(GL2(C)), o grupo geral linear projetivo. Aqui
Z(GL2(C)) e´ o centro de GL2(C), que sabemos consiste das matrizes escalares na˜o
nulas. Um racioc´ınio parecido mostra que na verdade podemos assumir G ⊆ PSL2(C),
o grupo projetivo especial. Como na˜o precisaremos tal fato, na˜o iremos entrar em mais
detalhes. Mencionaremos aqui que PGL2(C) ∼= PSL2(C) (pois o corpo dos complexos
conte´m as ra´ızes da unidade).
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Seja U(M2(C), G) a suba´lgebra de M2(F ) gerada por todos g(Xi), onde g ∈ G
e i ∈ N∗. Enta˜o U(M2(C), G) e´ a menor G-suba´lgebra que conte´m os Xi. Esta G-
a´lgebra satisfaz as duas propriedades das G-a´lgebras relativamente livres: ela satisfaz
todas as G-identidades de M2(C) e dados Bi ∈ M2(C), i ∈ N∗, existe um u´nico G-
homomorfismo de U(M2(C), G) em M2(C), que leva os Xi nos Bi. Isto prova o seguinte
lema.
Lema 1.5.1. A a´lgebra U(M2(C), G) constru´ıda acima e´ a G-a´lgebra relativamente
livre de M2(C), considerando M2(C) como uma G-a´lgebra.
1.5.2 G-a´lgebra relativamente livre de sl2(C)
Assim como foi muito importante para Berele em [3] conhecer um modelo para a
G-a´lgebra relativamente livre de M2(C), tambe´m sera´ muito importante para no´s
conhecer um modelo para a G-a´lgebra relativamente livre de sl2(C).
A construc¸a˜o desta G-a´lgebra e´ muito similar a` construc¸a˜o de Berele, a u´nica
alterac¸a˜o e´ que para cada i ∈ N∗, Xi e´ a matriz gene´rica da seguinte forma:
Xi =
(
ai bi
ci −ai
)
.
No mais todos os passos da construc¸a˜o sa˜o os mesmos.
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Cap´ıtulo 2
G-identidades para M2(C)
O nosso trabalho foi motivado pelo artigo [3] de Berele de 2004, onde ele determinou
bases para as G-identidades polinomiais de M2(C), para cada grupo finito G que age
fielmente sobre esta a´lgebra. Como usaremos muitos me´todos e te´cnicas desenvolvidas
neste artigo, dedicamos este cap´ıtulo a apresentar as principais ideias contidas nele.
A maior parte das demonstrac¸o˜es sera˜o omitidas. No entanto, todos os resultados
enunciados ou citados neste cap´ıtulo esta˜o demonstrados ou referenciados em [3].
A classificac¸a˜o dos grupos finitos que agem fielmente sobre M2(C) e´ cla´ssica e bem
conhecida. Esses grupos sa˜o: os grupos c´ıclicos Z/nZ, os grupos diedrais Dn, os grupos
das permutac¸o˜es pares A4 e A5, e o grupo sime´trico S4.
A forma com que Berele aborda o problema de determinar uma base para as G-
identidades de M2(C) e´ estudar cada classe de grupos por vez, ou seja, ele dividiu o
problema em treˆs etapas: primeiro considerou os grupos c´ıclicos, depois considerou
os grupos diedrais e por u´ltimo, os grupos das permutac¸o˜es pares A4 e A5, e o grupo
sime´trico S4. Cada caso sera´ tratado em uma sec¸a˜o distinta deste cap´ıtulo.
2.1 G = Z/nZ
Como e´ conhecida uma base para as identidades Z2-graduadas de M2(C), Z2 sera´
discutido separadamente. Para resolver o problema no caso dos demais Zn, Berele faz
uso da decomposic¸a˜o da a´lgebra de grupo destes grupos.
2.1.1 G = Z2
Seja G = {e, g} = Z2 com a ac¸a˜o sobre M2(C) dada por:
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e(
a b
c d
)
=
(
a b
c d
)
e g
(
a b
c d
)
=
(
a −b
−c d
)
.
Note que para qualquer x ∈ M2(C), e(x) + g(x) e´ uma matriz diagonal. Como
matrizes diagonais comutam, temos a seguinte G-identidade:
(
e(x1) + g(x1)
)(
e(x2) + g(x2)
)− (e(x2) + g(x2))(e(x1) + g(x1)) = 0,
onde x1, x2 ∈M2(C).
Como Z2 e´ abeliano e finito pelo teorema 1.4.6 a base para o ideal das G-identidades
segue imediatamente do teorema de Di Vincenzo em [5], que enunciamos abaixo.
Teorema 2.1.1 (Di Vincenzo). Seja A = M2(F ), onde F e´ um corpo de caracter´ıstica
zero. Considere a seguinte graduac¸a˜o em A pelo grupo c´ıcilico Z2 = {0, 1}, escrito na
forma aditiva,
A0 =
{(
a 0
0 d
)
: a, d ∈ F
}
, A1 =
{(
0 b
c 0
)
: b, c ∈ F
}
e denote por I o TZ2-ideal das suas identidades graduadas. Enta˜o I e´ gerado por
y1y2−y2y1 e z1z2z3−z3z2z1, onde y1 e y2 sa˜o varia´veis pares e z1, z2 e z3 sa˜o varia´veis
ı´mpares.
Desta forma, defina para todo x ∈M2(C), pi0(x) = e(x)+g(x) e pi1(x) = e(x)−g(x).
Observamos que (1/2)pi0 e (1/2)pi1 sa˜o as projec¸o˜es canoˆnicas de M2(C) sobre A0
e sobre A1, respectivamente
Enta˜o segue do teorema 2.1.1 que todas as G-identidades polinomiais sa˜o con-
sequeˆncias de:
pi0(x1)pi0(x2)− pi0(x2)pi0(x1) = 0,
pi1(x1)pi1(x2)pi1(x3)− pi1(x3)pi1(x2)pi1(x1) = 0.
2.1.2 G = Zn (n ≥ 3)
Para justificar a forma da ac¸a˜o de G sobre sl2(C) precisaremos do seguinte lema, cuja
demonstrac¸a˜o pode ser encontrada na pa´g. 205 de [3].
Lema 2.1.2. Se duas ac¸o˜es de um grupo finito G sobre M2(C) sa˜o iguais a menos
de uma conjugac¸a˜o por uma matriz invert´ıvel, enta˜o as G-identidades com relac¸a˜o a
estas duas ac¸o˜es sa˜o as mesmas.
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Seja G = Zn gerado por g ∈ G. Enta˜o g age sobre M2(C) por conjugac¸a˜o por
uma matriz que sera´ denotada por A. Usando a forma canoˆnica de Jordan e o fato
que gn = 1 o lema 2.1.2 implica que no´s podemos tomar A como sendo uma matriz
diagonal da forma
A =
(
α 0
0 β
)
,
onde α e β sa˜o ra´ızes n-e´simas da unidade. Como a ac¸a˜o de g na˜o e´ alterada se a
multiplicarmos por um escalar, podemos trocar α por 1 e β por α/β. Desta forma, g
age sobre M2(C) por conjugac¸a˜o por uma matriz A, tal que An = Id, onde Id denota
a matriz identidade. Podemos ainda assumir que A e´ uma matriz diagonal da forma(
1 0
0 ω
)
, onde ω e´ uma n-e´sima raiz primitiva da unidade.
Enta˜o um ca´lculo direto mostra que a ac¸a˜o de g sobre M2(C) e´ dada por:
g
(
a b
c d
)
=
(
a ω−1b
ωc d
)
.
Agora vamos considerar a decomposic¸a˜o da a´lgebra de grupo CG.
A a´lgebra de grupo CG pode ser escrita como uma soma direta CG = n−1i=0 Cei,
onde cada ei, i ∈ {0, . . . , n− 1} e´ um idempotente primitivo da forma
ei =
1
n
n−1∑
j=0
ω−jigj.
Como G e´ abeliano no´s podemos usar esta decomposic¸a˜o para obter uma equivaleˆncia
entre as G-ac¸o˜es e as G-graduac¸o˜es, como ja´ mencionado no teorema 1.4.6.
Observe que e0 + e1 + · · ·+ en−1 = 1 em CG. Logo M2(C) =
∑n−1
i=0 eiM2(C).
Calcula-se diretamente que se i 6= 0, 1, n − 1, enta˜o eiM2(C) = 0. Denotando
en−1 por e−1, no´s podemos considerar ao inve´s da Zn graduac¸a˜o sobre M2(C) uma
Z-graduac¸a˜o concentrada em {−1, 0, 1}. Desta forma, no´s temos que a ac¸a˜o dos ele-
mentos e0, e1 e e−1 sobre M2(C) e´ como segue:
e0
(
a b
c d
)
=
(
a 0
0 d
)
, e1
(
a b
c d
)
=
(
0 0
c 0
)
e e−1
(
a b
c d
)
=
(
0 b
0 0
)
.
E´ fa´cil ver que para quaisquer x1, x2 ∈M2(C),
e1(x1)e1(x2) = 0 e e−1(x1)e−1(x2) = 0.
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Ale´m disso, segue do teorema de Di Vincenzo em [5] que para quaisquer x1, x2, x3 ∈
M2(C),
e0(x1)e0(x2)− e0(x2)e0(x1) = 0,
e1(x1)e−1(x2)e1(x3)− e1(x3)e−1(x2)e1(x1) = 0,
e−1(x1)e1(x2)e−1(x3)− e−1(x3)e1(x2)e−1(x1) = 0.
Sendo assim, temos o seguinte teorema.
Teorema 2.1.3. Seja G = Zn, onde n ≥ 3. Enta˜o todas as G-identidades de M2(C)
sa˜o consequeˆncias das seguintes:
1. e0(x) + e1(x) + e−1(x) = x;
2. para α ∈ {−1, 1}, eα(x1)eα(x2) = 0;
3. e0(x1)e0(x2) = e0(x2)e0(x1);
4. para α ∈ {−1, 1}, eα(x1)e−α(x2)eα(x3) = eα(x3)e−α(x2)eα(x1).
Para demonstrar este teorema, Berele determina uma base para a G-a´lgebra re-
lativamente livre
C 〈X;G〉
TZn(M2(C))
. Primeiramente ele encontra um conjunto candidato a
base, depois mostra que ele e´ independente mo´dulo as G-identidades de M2(C) e por
fim, mostra que este conjunto gera C 〈X;G〉 mo´dulo as identidades mencionadas no
teorema acima. Esta base e´ dada no teorema abaixo.
Teorema 2.1.4. O seguinte conjunto e´ uma base para a a´lgebra relativamente livre
C 〈X;G〉
TZn(M2(C))
:
1. e0(x)
n;
2. e0(x)
ne1(xi1)e0(x)
me−1(xj1)e1(xi2)e−1(xj1) . . . e1(xiα)e−1(xjα);
3. e0(x)
ne1(xi1)e0(x)
me−1(xj1)e1(xi2)e−1(xj1) . . . e1(xiα);
4. e0(x)
ne−1(xi1)e0(x)
me1(xj1)e−1(xi2)e1(xj1) . . . e−1(xiα)e1(xjα);
5. e0(x)
ne−1(xi1)e0(x)
me1(xj1)e−1(xi2)e1(xj1) . . . e−1(xiα);
onde α ∈ N∗ , n,m ∈ N, i1 ≤ i2 ≤ . . . ≤ iα, j1 ≤ j2 ≤ . . . ≤ jα, e0(x)n denota
e0(x1)
n1 · · · e0(xk)nk e de modo ana´logo definimos e0(x)m.
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2.2 G = Dn
Este caso e´ muito similar ao anterior. Berele considera novamente a decomposic¸a˜o
da a´lgebra de grupo e determina uma base para a G-a´lgebra relativamente livre
C 〈X;G〉
TDn(M2(C))
.
Seja Dn = 〈g, h : gn = h2 = 1, hgh = g−1〉 o grupo diedral, |Dn| = 2n. Sabemos
que se n = 2m, para algum m ∈ N∗, enta˜o
CDn = C C C CM2(C) . . .M2(C)︸ ︷︷ ︸
m−1
.
E se n = 2m+ 1, para algum m ∈ N, enta˜o
CDn = C CM2(C) . . .M2(C)︸ ︷︷ ︸
m
.
Tomando os idempotentes primitivos ei como anteriormente, para cada i, e´ fa´cil
verificar que hei = e−ih. Ale´m disso, se n = 2m as quatro co´pias de C em CDn
sa˜o geradas pelos idempotentes (1/2)(1 + h)e0, (1/2)(1 − h)e0, (1/2)(1 + h)(1 − e0),
(1/2)(1 − h)(1 − e0), e para i > 0 existe uma co´pia de M2(C) com base ei, e−i, hei, e
he−i. Similarmente, se n = 2m + 1 as duas co´pias de C em CDn sa˜o geradas pelos
idempotentes (1/2)(1 + h)e0, (1/2)(1− h)e0, e para i > 0 existe uma co´pia de M2(C)
com base ei, e−i, hei, e he−i.
Relembramos aqui que seG eH sa˜o dois subgrupos finitos e isomorfos em PGL2(C),
enta˜o eles sa˜o conjugados. Esta observac¸a˜o pode ser deduzida usando-se o fato de que
os elementos de PGL2(C) correspondem a rotac¸o˜es em R3. Denotamos por G′ e H ′ os
respectivos grupos de rotac¸o˜es e consideramos a esfera unita´ria em R3. Se A e´ um polo
(isto e´, ponto de intersecc¸a˜o de eixo de alguma rotac¸a˜o com esta esfera) para G′, enta˜o
as rotac¸o˜es de G′ enviam A em pontos A1 = A, A2, . . . , Ak da esfera. Na˜o e´ dificil
ver que A1, . . . , Ak sa˜o de novo polos e sa˜o ve´rtices de algum poliedro regular em R3.
Aqui consideramos tambe´m poliedros degenerados isto e´, pol´ıgonos regulares. Mas
sabemos que se G′ ∼= H ′ enta˜o G′ e H ′ sa˜o conjugados (e ainda por alguma rotac¸a˜o
de R3). Logo G e H sa˜o conjugados. Para maiores detalhes veja [4], pa´g. 65–68.
Mergulhando Dn em PGL2(C) podemos tomar g como anteriormente, uma matriz
diagonal g =
(
1 0
0 ω
)
e h como
(
0 1
1 0
)
. Desta forma, a ac¸a˜o por h e´ dada por
h
(
a b
c d
)
=
(
d c
b a
)
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Se i ≥ 2 cada um dos e±i e he±i age como zero sobre M2(C). Para os demais
elementos, temos que
(1 + h)e0
(
a b
c d
)
=
(
a+ d 0
0 a+ d
)
, (1− h)e0
(
a b
c d
)
=
(
a− d 0
0 d− a
)
,
e1
(
a b
c d
)
=
(
0 0
c 0
)
, he1
(
a b
c d
)
=
(
0 c
0 0
)
,
e−1
(
a b
c d
)
=
(
0 b
0 0
)
e he−1
(
a b
c d
)
=
(
0 0
b 0
)
.
Ca´lculos diretos (e fa´ceis) mostram que
1
2
(1 + h)(1− e0)
(
a b
c d
)
=
1
2
(e−1 + he1 + e1 + he−1)
(
a b
c d
)
e
1
2
(1− h)(1− e0)
(
a b
c d
)
=
1
2
(e−1 − he1 + e1 − he0)
(
a b
c d
)
.
Teorema 2.2.1. Seja G = Dn. Enta˜o todas as G-identidades de M2(C) sa˜o con-
sequeˆncias das seguintes:
1. (1/2)(1 + h)e0(x) + (1/2)(1− h)e0(x) + e1(x) + e−1(x) = x;
2. (1 + h)e0(x) e´ central;
3. (1−h)e0(x1) comuta com todo (1−h)e0(x2), anticomuta com todo e±1(x2) e todo
he±1(x2);
4. para α ∈ {−1, 1}, eα(x1)eα(x2) = 0, eα(x1)he−α(x2) = 0, heα(x1)e−α(x2) = 0 e
heα(x1)heα(x2) = 0;
5. se α ∈ {−1, 1} e f, g ∈ {eα, heα}, enta˜o f(x1)x2g(x3) = f(x3)x2g(x1);
6. para α ∈ {−1, 1}, eα(x1)x2he−α(x3) = he−α(x3)x2eα(x1);
7. para α ∈ {−1, 1}, eα(x1)e−α(x2) = he−α(x2)heα(x1).
Para demonstrar este teorema, novamente Berele determina uma base para a G-
a´lgebra relativamente livre
C 〈X;G〉
TDn(M2(C))
. Para isto, ele faz a demonstrac¸a˜o como
no caso do Zn, n ≥ 3: encontra um conjunto candidato a base, mostra que ele e´
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independente mo´dulo as G-identidades de M2(C) e por fim, mostra que este conjunto
gera C 〈X;G〉 mo´dulo as identidades que ele determina.
Na˜o iremos exibir a base da G-a´lgebra relativamente livre
C 〈X;G〉
TDn(M2(C))
, pois a sua
forma particular na˜o foi relevante para a soluc¸a˜o do nosso problema.
2.3 G = S4, A4 ou A5
Os casos em questa˜o resolvem-se de maneira similar. O grupo G age sobre M2(C) por
conjugac¸o˜es. Logo em cada um dos casos para G, M2(C) se decompo˜e como um G-
mo´dulo em soma direta de dois mo´dulos irredut´ıveis, o centro C e o espac¸o das matrizes
de trac¸o zero. Denotamos por End(M2(C)) a a´lgebra dos endomorfismos de M2(C),
enta˜o Aut(M2(C)) ⊂ End(M2(C)) e´ um subconjunto. Ja´ vimos que M2(C) decompoˆe-
se como soma direta de dois G-mo´dulos irredut´ıveis, M2(C) = C⊕ sl2(C). Aplicando
o Lema de Schur e usando o fato de C ser algebricamente fechado, obtemos que o
subespac¸o de End(M2(C)), gerado pela imagem de G no grupo dos automorfismos
de M2(C) e´ isomorfo a C  M3(C). Portanto, ele conte´m elementos  e ij, onde
i, j ∈ {1, 2, 3}, que agem sobre M2(C) da seguinte maneira. Considere o espac¸o vetorial
M2(C) com a base v0 = Id, v1 = e11 − e22, v2 = e12 e v3 = e21. Enta˜o (A) =
(1/2)tr(A)Id e cada ijvα = δj,αvi. Aqui δj,α = 1 quando j = α e δj,α = 0 se j 6= α.
Teorema 2.3.1. Sejam G = S4, A4 ou A5, e ij ∈ CG como anteriormente. Enta˜o
todas as G-identidades de M2(C) sa˜o consequeˆncias das seguintes:
1. (x) + 11(x) + 22(x) + 33(x) = x;
2. (x) e´ central;
3. para i ∈ {2, 3} e α, β ∈ {1, 2, 3}, cada 1α(x1) comuta com todo 1β(x2) e anti-
comuta com todo ij(x2);
4. para i ∈ {2, 3} e α, β ∈ {1, 2, 3}, iα(x1)iβ(x2) = 0;
5. para {i, j} = {2, 3} e α, β, γ ∈ {1, 2, 3}, iα(x1)jβ(x2)iγ(x3) = 1α(x1)1β(x2)iγ(x3);
6. para α, β ∈ {1, 2, 3}, 3α(x1)2β(x2) + 2β(x2)3α(x1) = 1α(x1)1β(x2);
7. para i, α, β ∈ {1, 2, 3}, iα(x1)x2iβ(x3) = iβ(x3)x2iα(x1).
Para demonstrar este teorema, mais uma vez Berele determina uma base para a G-
a´lgebra relativamente livre
C 〈X;G〉
TG(M2(C))
, onde G = S4, A4 ou A5. E para isto, ele faz a
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demonstrac¸a˜o como nos casos do Zn, n ≥ 3 e do Dn: encontra um conjunto candidato
a base, mostra que ele e´ independente mo´dulo as G-identidades de M2(C) e por fim,
mostra que este conjunto gera C 〈X;G〉 mo´dulo as identidades que ele determina.
Novamente na˜o iremos exibir a base da G-a´lgebra relativamente livre
C 〈X;G〉
TG(M2(C))
,
pois a sua forma particular mais uma vez na˜o foi relevante para a soluc¸a˜o do nosso
problema.
28
Cap´ıtulo 3
G-identidades para sl2(C)
Neste cap´ıtulo no´s determinaremos uma base para as G-identidades de sl2(C), onde G
e´ um grupo finito que age fielmente sobre esta a´lgebra. Vimos em 1.4 que na˜o estamos
perdendo generalidade ao trabalhar apenas com ac¸o˜es fie´is.
O primeiro passo para abordar o problema e´ conhecer quais sa˜o os grupos finitos
que agem fielmente sobre sl2(C). Jacobson no cap´ıtulo IX, sec¸a˜o 5, de [12] demonstra
que o grupo dos automorfismos desta a´lgebra e´ um subgrupo de PGL2, onde PGL2
denota o quociente do grupo linear de ordem 2 pelas matrizes escalares. A classificac¸a˜o
destes grupos pode ser encontrada em va´rios livros, por exemplo em [4].
Aqui recordamos que o caso de sl2(C) e´ bastante ”at´ıpico”. O grupo dos automor-
fismos de sln(C), n > 2, conte´m elementos que na˜o sa˜o automorfismos de Mn(C). Por
outro lado, todo automorfismo de sl2(C) e´ obtido de algum automorfismo de M2(C)
por restric¸a˜o sobre sl2(C), veja [12, Cap. IX, sec¸a˜o 5].
Esta classificac¸a˜o e´ precisamente a mesma dos grupos finitos que agem fielmente
sobre M2(C), sa˜o eles: Zn, Dn, S4, A4 e A5. (Recordamos que estes grupos sa˜o exa-
tamente os grupos de simetrias dos poliedros regulares, isto e´, os grupos finitos de
rotac¸o˜es em R3. Rigorosamente Zn e Dn sa˜o grupos de simetrias de pol´ıgonos regula-
res, mas podemos interpreta´-los como poliedros degenerados.) Isto nos permite usar
muitos dos resultados e te´cnicas desenvolvidos em [3]. Primeiramente encontraremos
algumas G-identidades e posteriormente baseado nestas G-identidades, construiremos
um conjunto gerador para a G-Lie a´lgebra relativamente livre, que e´ independente
mo´dulo as G-identidades de sl2(C). Em outras palavras, encontraremos uma base da
a´lgebra relativamente livre como espac¸o vetorial.
Assim como em [3] no´s trataremos cada classe de grupos por vez, ou seja, dividi-
remos o problema em treˆs etapas: primeiro consideraremos os grupos c´ıclicos, depois
os grupos diedrais e por u´ltimo, os grupos das permutac¸o˜es pares A4 e A5, e o grupo
sime´trico S4. Cada caso sera´ tratado em uma sec¸a˜o distinta deste cap´ıtulo.
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Nos dois primeiros casos faremos uso da decomposic¸a˜o das respectivas a´lgebras de
grupos e no u´ltimo caso no´s consideraremos sl2(C) como um G-mo´dulo.
3.1 G = Z/nZ
Como ja´ mencionado, para abordar este caso usaremos a decomposic¸a˜o da a´lgebra de
grupo destes grupos. No entanto, como e´ conhecida uma base para as identidades
Z2-graduadas de sl2(C), Z2 sera´ discutido separadamente.
3.1.1 G = Z2
Seja G = {e, g} = Z2, de [3] segue que a ac¸a˜o de G sobre sl2(C) e´ dada por:
e
(
a b
c −a
)
=
(
a b
c −a
)
e g
(
a b
c −a
)
=
(
a −b
−c −a
)
.
Note que para qualquer x ∈ sl2(C), e(x)+g(x) e´ uma matriz diagonal. Como matrizes
diagonais comutam, temos a seguinte G-identidade:
[e(x1) + g(x1), e(x2) + g(x2)] = 0, onde x1, x2 ∈ sl2(C).
Agora observe que a a´lgebra sl2(K), onde K e´ um corpo infinito de caracter´ıstica
diferente de 2, admite uma Z2-graduac¸a˜o natural
sl2(K) = K(e11 − e22)⊕ (Ke12 +Ke21).
Ale´m disso, temos que (1/2)(e + g) e (1/2)(e − g) sa˜o as projec¸o˜es canoˆnicas de
sl2(C) sobre os subespac¸os C(e11 − e22) e Ce12 + Ce21, respectivamente.
Teorema 3.1.1 ([14]). As identidades graduadas de sl2(K) com a graduac¸a˜o definida
acima seguem da identidade [x1, x2] = 0, onde x1 e x2 sa˜o varia´veis pares.
Como Z2 e´ abeliano e finito, pelo teorema 1.4.6, a base para o TG(sl2(C))-ideal segue
imediatamente do u´ltimo teorema. Defina para todo x ∈ sl2(C), pi0(x) = e(x) + g(x)
e pi1(x) = e(x)− g(x).
Teorema 3.1.2. Seja G = Z2. As G-identidades de sl2(C) sa˜o consequeˆncias de:
[pi0(x1), pi0(x2)] = 0.
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3.1.2 G = Zn (n ≥ 3)
Como em [3] e mencionado em 2.1.2, em virtude da decomposic¸a˜o da a´lgebra de grupo
do Zn no´s so´ precisaremos analisar a ac¸a˜o de treˆs elementos sobre sl2(C): e0, e1 e e−1.
Desta forma, novamente como consequeˆncia de [3] e mencionado no in´ıcio da sec¸a˜o
2.1.2, no´s temos que a ac¸a˜o dos elementos e0, e1 e e−1 sobre sl2(C) e´ como segue:
e0
(
a b
c −a
)
=
(
a 0
0 −a
)
, e1
(
a b
c −a
)
=
(
0 0
c 0
)
, e
e−1
(
a b
c −a
)
=
(
0 b
0 0
)
.
Portanto, conhecida a ac¸a˜o podemos deduzir algumas G-identidades de sl2(C).
Proposic¸a˜o 3.1.3. Para quaisquer x, x1, x2 ∈ sl2(C), as seguintes igualdades sa˜o
va´lidas:
1. e0(x) + e1(x) + e−1(x) = x;
2. para todo α ∈ {−1, 0, 1}, [eα(x1), eα(x2)] = 0.
Demonstrac¸a˜o.
1. Tome qualquer x =
(
a b
c −a
)
∈ sl2(C). Enta˜o,
e0(x) + e1(x) + e−1(x) = e0
(
a b
c −a
)
+ e1
(
a b
c −a
)
+ e−1
(
a b
c −a
)
=
(
a 0
0 −a
)
+
(
0 0
c 0
)
+
(
0 b
0 0
)
=
(
a b
c −a
)
= x.
2. Para todo α ∈ {−1, 0, 1}, eα(sl2) tem dimensa˜o 1 e e´ claro que eα(x1) comuta
com eα(x2). Portanto,
[e0, e0] = 0; (3.1)
[e1, e1] = 0; (3.2)
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[e−1, e−1] = 0. (3.3)

Denote por I o TG-ideal gerado por {e0(x) + e1(x) + e−1(x) − x, [eα(x1), eα(x2)] :
x, x1, x2 ∈ X,α ∈ {−1, 0, 1}}. Segue diretamente da proposic¸a˜o anterior que
I ⊆ TG(sl2(C)).
Portanto, para provar que
I = TG(sl2(C)),
basta mostrarmos que existe um conjunto que gera LC 〈X;G〉mo´dulo I, onde LC 〈X;G〉
denota a G-Lie a´lgebra relativamente livre, e que e´ independente mo´dulo as G- iden-
tidades de sl2(C).
Para construir um conjunto que gera LC 〈X;G〉 mo´dulo I, basta encontrarmos
um conjunto gerador para todos os produtos finitos (comutadores de qualquer com-
primento finito, com qualquer distribuic¸a˜o dos colchetes) de elementos e0, e1 e e−1,
onde cada um destes elementos participa uma u´nica vez em cada entrada do produto.
Note que em virtude da proposic¸a˜o 1.3.4 precisamos apenas considerar os comutadores
normados a` esquerda. Depois e´ so´ verificar que este conjunto e´ independente mo´dulo
as G-identidades de sl2(C). Para isto, iremos trabalhar com o modelo concreto da
G-a´lgebra relativamente livre de sl2(C). Para determinar este modelo, basta tomar o
modelo mencionado em 1.5.2 e considera´-lo como uma a´lgebra de Lie, onde o produto
e´ dado pelo comutador de duas matrizes.
Com o objetivo de facilitar ca´lculos futuros iremos fixar algumas notac¸o˜es.
Para todo i ∈ N∗, xi ∈ X. Com frequeˆncia iremos identificar os elementos xi ∈ X
com as suas imagens pelo isomorfismo entre LC 〈X;G〉 e o modelo concreto desta
a´lgebra. Um elemento do modelo concreto de LC 〈X;G〉 e´ da forma
Xi =
(
ai bi
ci −ai
)
,
onde ai, bi, ci sa˜o varia´veis comutativas. Para mais detalhes ver cap´ıtulo 1.5.2. Desta
forma, toda vez que escrevermos por exemplo eα(xi), onde α ∈ {−1, 0, 1}, estaremos
identificando eα(xi) com eα(Xi). Logo, segue que
e0(xi) = e0(Xi) =
(
ai 0
0 −ai
)
, e1(xi) = e1(Xi) =
(
0 0
ci 0
)
e
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e−1(xi) = e−1(Xi) =
(
0 bi
0 0
)
.
Mas em algumas situac¸o˜es sera´ importante por exemplo dada a matriz
(
0 0
ci 0
)
saber que ela e´ resultante da ac¸a˜o de e1 no elemento xi ∈ X. Por esta raza˜o, subs-
titu´ıremos as varia´veis ai, bi e ci, por x
(0)
i , x
(−1)
i e x
(1)
i , respectivamente, com o objetivo
de facilitar esta correspondeˆncia. Com esta renomeac¸a˜o das varia´veis obtemos que
e0(xi) = e0(Xi) =
(
x
(0)
i 0
0 −x(0)i
)
, e1(xi) = e1(Xi) =
(
0 0
x
(1)
i 0
)
e
e−1(xi) = e−1(Xi) =
(
0 x
(−1)
i
0 0
)
.
Sendo assim, ao olharmos por exemplo para a matriz
(
0 0
x
(1)
i 0
)
e´ imediato perceber
que ela foi obtida atrave´s da ac¸a˜o de e1 no elemento xi ∈ X.
Como precisaremos fazer contas com uma quantidade finita de elementos da forma
eα(xi), sera´ necessa´rio acrescentar um sub´ındice no ı´ndice i. Logo, escreveremos por
exemplo eα(xik), onde k ∈ N∗. Ale´m disso, a`s vezes cometeremos alguns abusos de
notac¸a˜o escrevendo por exemplo [e0, e0], ao inve´s de [e0(xik), e0(xir)], sempre que o
elemento que sofre a ac¸a˜o do elemento do grupo na˜o for relevante para a conta em
questa˜o.
Tendo todas estas notac¸o˜es claras, sabemos que produtos finitos dos elementos
abaixo sa˜o uma base para LC 〈X;G〉:
e0(xi) =
(
x
(0)
i 0
0 −x(0)i
)
, e1(xi) =
(
0 0
x
(1)
i 0
)
e e−1(xi) =
(
0 x
(−1)
i
0 0
)
.
Como ja´ mencionado, nosso objetivo e´ determinar um conjunto gerador para todos
os produtos finitos de elementos e0, e1 e e−1 em LC 〈X;G〉 mo´dulo I. Para isto pri-
meiramente iremos analisar todos os produtos poss´ıveis de dois elementos envolvendo
e0, e1 e e−1 e verificaremos quais destes produtos seguem de outros. Faremos o mesmo
para os produtos de treˆs e quatro elementos e baseado nos resultados, deduziremos o
conjunto desejado.
Lema 3.1.4. Os seguintes produtos geram todos os produtos de dois elementos em
LC 〈X;G〉 mo´dulo I envolvendo e0, e1 e e−1:
1. [e1, e0];
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2. [e1, e−1];
3. [e−1, e0].
Demonstrac¸a˜o. Utilizando-se que [eα, eα] = 0 para α ∈ {−1, 0, 1} e que o comutador e´
anticomutativo, obtemos o resultado. 
Disto conclu´ımos que todos os produtos poss´ıveis envolvendo e0, e1 e e−1 sa˜o gerados
por produtos que comec¸am ou por e1 ou por e−1.
Outro fato que ira´ nos ajudar em contas futuras e´ pensar na ac¸a˜o de e0, e1 e e−1
como se fosse uma graduac¸a˜o, no seguinte sentido: pensaremos nos elementos e0 como
sendo elementos da componente zero, nos elementos e1 como sendo elementos da com-
ponente um e nos elementos e−1 como sendo elementos da componente menos um.
Nesse sentido, toda vez que fazemos o produto de elementos de mesma componente
obtemos zero como resultado. Ale´m disso, toda vez que fazemos o produto de um
elemento da componente zero com um elemento da componente um ou menos um,
atrave´s de ca´lculos simples e´ fa´cil verificar que obtemos um outro elemento da compo-
nente um ou menos um, respectivamente. Da mesma forma, podemos concluir o que
acontece ao fazermos o produto entre elementos de outras componentes. Usaremos a
seguinte notac¸a˜o para denotar este comportamento:
[e1, e0] v e1, [e1, e−1] v e0, [e−1, e0] v e−1.
Agora vamos analisar o que acontece com todos os produtos poss´ıveis de treˆs ele-
mentos envolvendo e0, e1 e e−1.
Proposic¸a˜o 3.1.5. Os seguintes produtos geram todos os produtos de treˆs elementos
em LC 〈X;G〉 mo´dulo I envolvendo e0, e1 e e−1:
1. [e1, e0, e
′
0];
2. [e1, e0, e−1];
3. [e1, e−1, e′1];
4. [e1, e−1, e′−1];
5. [e−1, e0, e′0].
O uso do ′ e´ so´ para ressaltar que os elementos na˜o sa˜o iguais, o que ficara´ claro
pela demonstrac¸a˜o.
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Demonstrac¸a˜o. Como uma consequeˆncia da proposic¸a˜o 3.1.4, temos que todos os pro-
dutos de treˆs elementos em LC 〈X;G〉 mo´dulo I envolvendo e0, e1 e e−1 seguem de
(isto e´, sa˜o combinac¸o˜es lineares de):
1. [e1, e0, e
′
0] v e1;
2. [e1, e0, e−1] v e0;
3. [e1, e−1, e′1] v e1;
4. [e1, e−1, e′−1] v e−1;
5. [e−1, e0, e′0] v e−1;
6. [e−1, e0, e1] v e0.
Primeiramente note que pela identidade de Jacobi, temos que
[e−1, e0, e1] = [[e−1, e0], e1] = −[[e0, e1], e−1]− [[e1, e−1], e0]
= −[[e0, e1], e−1] = [[e1, e0], e−1] = [e1, e0, e−1]. (3.4)
Portanto, (6) e´ consequeˆncia de (2). Resta mostrarmos que as demais equac¸o˜es
na˜o decorrem uma da outra. Claramente, (1) so´ pode decorrer de (3), assim como (4)
so´ pode decorrer de (5).
Primeiramente computaremos (1) e (3) e veremos que uma na˜o pode decorrer da
outra.
[e1(xi1), e0(xi2)] = e1(xi1)e0(xi2)− e0(xi2)e1(xi1)
=
(
0 0
x
(1)
i1
0
)(
x
(0)
i2
0
0 −x(0)i2
)
−
(
x
(0)
i2
0
0 −x(0)i2
)(
0 0
x
(1)
i1
0
)
=
(
0 0
x
(1)
i1
x
(0)
i2
0
)
−
(
0 0
−x(1)i1 x(0)i2 0
)
=
(
0 0
2x
(1)
i1
x
(0)
i2
0
)
. (3.5)
Logo,
[e1(xi1), e0(xi2), e0(xi3)] = [[e1(xi1), e0(xi2)], e0(xi3)]
=
(
0 0
2x
(1)
i1
x
(0)
i2
0
)(
x
(0)
i3
0
0 −x(0)i3
)
−
(
x
(0)
i3
0
0 −x(0)i3
)(
0 0
2x
(1)
i1
x
(0)
i2
0
)
=
(
0 0
2x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)
−
(
0 0
−2x(1)i1 x(0)i2 x(0)i3 0
)
=
(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)
. (3.6)
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Por outro lado, temos que
[e1(xi1), e−1(xi2)] =
(
0 0
x
(1)
i1
0
)(
0 x
(−1)
i2
0 0
)
−
(
0 x
(−1)
i2
0 0
)(
0 0
x
(1)
i1
0
)
=
(
0 0
0 x
(1)
i1
x
(−1)
i2
)
−
(
x
(1)
i1
x
(−1)
i2
0
0 0
)
=
(
−x(1)i1 x(−1)i2 0
0 x
(1)
i1
x
(−1)
i2
)
.
(3.7)
Logo,
[e1(xi1), e−1(xi2), e1(xi3)] = [[e1(xi1), e−1(xi2)], e1(xi3)]
=
(
−x(1)i1 x(−1)i2 0
0 x
(1)
i1
x
(−1)
i2
)(
0 0
x
(1)
i3
0
)
−
(
0 0
x
(1)
i3
0
)(
−x(1)i1 x(−1)i2 0
0 x
(1)
i1
x
(−1)
i2
)
=
(
0 0
x
(1)
i1
x
(−1)
i2
x
(1)
i3
0
)
−
(
0 0
−x(1)i1 x(−1)i2 x(1)i3 0
)
=
(
0 0
2x
(1)
i1
x
(−1)
i2
x
(1)
i3
0
)
(3.8)
Portanto, (1) e (3) na˜o podem decorrer uma da outra.
Por fim, computaremos (4) e (5) e veremos que uma na˜o pode decorrer da outra.
Segue de 3.7 que
[e1(xi1), e−1(xi2), e−1(xi3)] = [[e1(xi1), e−1(xi2)], e−1(xi3)]
=
(
−x(1)i1 x(−1)i2 0
0 x
(1)
i1
x
(−1)
i2
)(
0 x
(−1)
i3
0 0
)
−
(
−x(1)i1 x(−1)i2 0
0 x
(1)
i1
x
(−1)
i2
)(
0 x
(−1)
i3
0 0
)
=
(
0 −x(1)i1 x(−1)i2 x(−1)i3
0 0
)
−
(
0 x
(1)
i1
x
(−1)
i2
x
(−1)
i3
0 0
)
=
(
0 −2x(1)i1 x(−1)i2 x(−1)i3
0 0
)
.
(3.9)
Por outro lado, temos que
[e−1(xi1), e0(xi2)] =
(
0 x
(−1)
i1
0 0
)(
x
(0)
i2
0
0 −x(0)i2
)
−
(
x
(0)
i2
0
0 −x(0)i2
)(
0 x
(−1)
i1
0 0
)
=
(
0 −x(−1)i1 x(0)i2
0 0
)
−
(
0 x
(−1)
i1
x
(0)
i2
0 0
)
=
(
0 −2x(−1)i1 x(0)i2
0 0
)
.
(3.10)
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Logo,
[e−1(xi1), e0(xi2), e0(xi3)] = [[e−1(xi1), e0(xi2)], e0(xi3)]
=
(
0 −2x(−1)i1 x(0)i2
0 0
)(
x
(0)
i3
0
0 −x(0)i3
)
−
(
x
(0)
i3
0
0 −x(0)i3
)(
0 −2x(−1)i1 x(0)i2
0 0
)
=
(
0 2x
(−1)
i1
x
(0)
i2
x
(0)
i3
0 0
)
−
(
0 −2x(−1)i1 x(0)i2 x(0)i3
0 0
)
=
(
0 4x
(−1)
i1
x
(0)
i2
x
(0)
i3
0 0
)
. (3.11)
Portanto, (4) e (5) na˜o podem decorrer uma da outra. 
Observe que ale´m de obtermos os geradores dos produtos de treˆs elementos, obte-
mos a relac¸a˜o 3.4 que nos sera´ muito u´til em contas futuras.
Ainda na˜o temos informac¸a˜o suficiente para deduzir qual sera´ o conjunto de ge-
radores, por esta raza˜o agora vamos analisar o que acontece com todos os produtos
poss´ıveis de quatro elementos envolvendo e0, e1 e e−1.
Proposic¸a˜o 3.1.6. Os seguintes produtos geram todos os produtos de quatro elementos
em LC 〈X;G〉 mo´dulo I envolvendo e0, e1 e e−1:
1. [e1, e0, e
′
0, e
′′
0];
2. [e1, e0, e
′
0, e−1];
3. [e1, e0, e−1, e′1];
4. [e1, e0, e−1, e′−1];
5. [e1, e−1, e′1, e
′
−1];
6. [e−1, e0, e′0, e
′′
0].
Novamente o uso dos s´ımbolos ′ e ′′ e´ apenas para ressaltar que na˜o se trata de
elementos iguais.
Demonstrac¸a˜o. Como uma consequeˆncia da proposic¸a˜o 3.1.5, temos que todos os pro-
dutos de quatro elementos em LC 〈X;G〉 mo´dulo I envolvendo e0, e1 e e−1 seguem
de:
1. [e1, e0, e
′
0, e
′′
0] v e1;
2. [e1, e
′
0, e0, e−1] v e0;
3. [e′1, e0, e−1, e1] v e1;
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4. [e1, e0, e
′
−1, e−1] v e−1;
5. [e1, e−1, e′1, e0] v e1;
6. [e1, e−1, e′1, e
′
−1] v e0;
7. [e1, e−1, e′−1, e0] v e−1;
8. [e1, e−1, e′−1, e
′
1] v e0;
9. [e−1, e0, e′0, e
′′
0] v e−1;
10. [e−1, e0, e′0, e1] v e0.
Usando a identidade de Jacobi e o fato que o comutador e´ anti-comutativo, pri-
meiramente vamos mostrar que:
• (5) e´ consequeˆncia de (3):
[e1, e−1, e′1, e0] = [[e1, e−1], e
′
1, e0] = −[e′1, [e1, e−1], e0]
= −[e′1, e0, [e1, e−1]] = [[e1, e−1], [e′1, e0]]
= −[[e−1, [e′1, e0]], e1]− [[[e′1, e0], e1], e−1]
= [e′1, e0, e−1, e1]. (3.12)
• (7) e´ consequeˆncia de (4): Para demonstrar isto faremos uso de 3.4.
[e1, e−1, e′−1, e0] = [[e1, e−1], e
′
−1, e0] = −[e′−1, [e1, e−1], e0]
= [[[e1, e−1], e0], e′−1] + [[e0, e
′
−1], [e1, e−1]] = [[e0, e
′
−1], [e1, e−1]]
= −[[e1, e−1], [e0, e′−1]] = [[e−1, [e0, e′−1]], e1] + [[[e0, e′−1], e1], e−1]
= [e0, e
′
−1, e1, e−1] = [e0, e1, e
′
−1, e−1]
= −[e1, e0, e′−1, e−1] (3.13)
• (8) e´ consequeˆncia de (6):
[e1, e−1, e′−1, e
′
1] = −[[e′−1, e′1], [e1, e−1]]− [[e′1, [e1, e−1]], e′−1]
= [[[e1, e−1], e′1], e
′
−1] = [e1, e−1, e
′
1, e
′
−1]. (3.14)
Observe que 3.14 nos garante que no comutador [e1, e−1, e′−1, e
′
1] podemos inverter
a ordem dos dois u´ltimos elementos.
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• (10) e´ consequeˆncia de (2): Para demonstrar isto faremos uso de 3.4.
[e−1, e0, e′0, e1] = −[[e′0, e1], [e−1, e0]]− [[e1, [e−1, e0], e′0]
= −[[e′0, e1], [e−1, e0]] = [[e−1, e0], [e′0, e1]]
= −[[e0, [e′0, e1]], e−1]− [[[e′0, e1], e−1], e0]
= −[e′0, e1, e0, e−1] = [e1, e′0, e0, e−1] = [e1, e0, e′0, e−1] (3.15)
Sendo assim, resta-nos mostrar que as demais equac¸o˜es na˜o decorrem uma da outra.
Claramente, (1) so´ pode decorrer de (3), assim como (2) so´ pode decorrer de (6) e (4)
so´ pode decorrer de (9).
Primeiramente computaremos (1) e (3) e veremos que uma na˜o pode decorrer da
outra.
De 3.6 temos que
[e1(xi1), e0(xi2), e0(xi3), e0(xi4)]
=
(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)(
x
(0)
i4
0
0 −x(0)i4
)
−
(
x
(0)
i4
0
0 −x(0)i4
)(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)
=
(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
x
(0)
i4
0
)
−
(
0 0
−4x(1)i1 x(0)i2 x(0)i3 x(0)i4 0
)
=
(
0 0
8x
(1)
i1
x
(0)
i2
x
(0)
i3
x
(0)
i4
0
)
. (3.16)
Por outro lado, de 3.5 segue que
[e1(xi1), e0(xi2), e−1(xi3)] =
(
0 0
2x
(1)
i1
x
(0)
i2
0
)(
0 x
(−1)
i3
0 0
)
−
(
0 x
(−1)
i3
0 0
)(
0 0
2x
(1)
i1
x
(0)
i2
0
)
=
(
0 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)
−
(
2x
(1)
i1
x
(0)
i2
x
(−1)
i3
0
0 0
)
=
(
−2x(1)i1 x(0)i2 x(−1)i3 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)
. (3.17)
39
Portanto, de 3.17 temos que
[e1(xi1), e0(xi2), e−1(xi3), e1(xi4)]
=
(
−2x(1)i1 x(0)i2 x(−1)i3 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)(
0 0
x
(1)
i4
0
)
−
(
0 0
x
(1)
i4
0
)(
−2x(1)i1 x(0)i2 x(−1)i3 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)
=
(
0 0
2x
(1)
i1
x
(0)
i2
x
(−1)
i3
x
(1)
i4
0
)
−
(
0 0
−2x(1)i1 x(0)i2 x(−1)i3 x(1)i4 0
)
=
(
0 0
4x
(1)
i1
x
(0)
i2
x
(−1)
i3
x
(1)
i4
0
)
. (3.18)
Portanto, (1) e (3) na˜o podem decorrer uma da outra.
Agora computaremos (2) e (6) e veremos que uma na˜o pode decorrer da outra.
De 3.6 temos que
[e1(xi1), e0(xi2), e0(xi3), e−1(xi4)]
=
(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)(
0 x
(−1)
i4
0 0
)
−
(
0 x
(−1)
i4
0 0
)(
0 0
4x
(1)
i1
x
(0)
i2
x
(0)
i3
0
)
=
(
0 0
0 4x
(1)
i1
x
(0)
i2
x
(0)
i3
x
(−1)
i4
)
−
(
4x
(1)
i1
x
(0)
i2
x
(0)
i3
x
(−1)
i4
0
0 0
)
=
(
−4x(1)i1 x(0)i2 x(0)i3 x(−1)i4 0
0 4x
(1)
i1
x
(0)
i2
x
(0)
i3
x
(−1)
i4
)
. (3.19)
Por outro lado, de 3.8 segue que
[e1(xi1), e−1(xi2), e1(xi3), e−1(xi4)]
=
(
0 0
2x
(1)
i1
x
(−1)
i2
x
(1)
i3
0
)(
0 x
(−1)
i4
0 0
)
−
(
0 x
(−1)
i4
0 0
)(
0 0
2x
(1)
i1
x
(−1)
i2
x
(1)
i3
0
)
=
(
0 0
0 2x
(1)
i1
x
(−1)
i2
x
(1)
i3
x
(−1)
i4
)
−
(
2x
(1)
i1
x
(−1)
i2
x
(1)
i3
x
(−1)
i4
0
0 0
)
=
(
−2x(1)i1 x(−1)i2 x(1)i3 x(−1)i4 0
0 2x
(1)
i1
x
(−1)
i2
x
(1)
i3
x
(−1)
i4
)
. (3.20)
Portanto, (2) e (6) na˜o podem decorrer uma da outra.
Por fim, computaremos (4) e (9) e veremos que uma na˜o pode decorrer da outra.
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De 3.17 segue que
[e1(xi1), e0(xi2), e−1(xi3), e−1(xi4)]
=
(
−2x(1)i1 x(0)i2 x(−1)i3 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)(
0 x
(−1)
i4
0 0
)
−
(
0 x
(−1)
i4
0 0
)(
−2x(1)i1 x(0)i2 x(−1)i3 0
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
)
=
(
0 −2x(1)i1 x(0)i2 x(−1)i3 x(−1)i4
0 0
)
−
(
0 2x
(1)
i1
x
(0)
i2
x
(−1)
i3
x
(−1)
i4
0 0
)
=
(
0 −4x(1)i1 x(0)i2 x(−1)i3 x(−1)i4
0 0
)
. (3.21)
Por outro lado, de 3.11 temos que
[e−1(xi1), e0(xi2), e0(xi3), e0(xi4)]
=
(
0 4x
(−1)
i1
x
(0)
i2
x
(0)
i3
0 0
)(
x
(0)
i4
0
0 −x(0)i4
)
−
(
x
(0)
i4
0
0 −x(0)i4
)(
0 4x
(−1)
i1
x
(0)
i2
x
(0)
i3
0 0
)
=
(
0 −4x(−1)i1 x(0)i2 x(0)i3 x(0)i4
0 0
)
−
(
0 4x
(−1)
i1
x
(0)
i2
x
(0)
i3
x
(0)
i4
0 0
)
=
(
0 −8x(−1)i1 x(0)i2 x(0)i3 x(0)i4
0 0
)
. (3.22)
Portanto, (4) e (9) na˜o podem decorrer uma da outra. 
A partir da proposic¸a˜o 3.1.6 podemos concluir algumas informac¸o˜es sobre o con-
junto gerador que estamos construindo:
• e0 e´ o u´nico elemento que pode aparecer mais de duas vezes consecutivas em um
produto. Ale´m disso, a ordem dos e0 na˜o e´ importante, no sentido que podemos
inverter a ordem entre eles sem alterar o produto a menos possivelmente de um
sinal;
• Um produto comec¸ando por e−1 so´ tera´ na primeira entrada e−1 e possivelmente
alguns e0 na sequeˆncia;
• Todos os demais produtos comec¸am por e1;
• Depois do e1 aparece necessariamente e0 ou e−1;
• Depois de e−1 pode aparecer e1 ou e−1.
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Usando estas concluso˜es e a base constru´ıda em [3], mostraremos que o conjunto
gerador e´ o conjunto abaixo:
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
4. [e−1(xi1), e0(x)m];
5. e0(xi1);
onde m ≥ 0, α ≥ 1 e [ek(xi1), e0(x)m], para k ∈ {−1, 1}, denota, respectivamente,
[ek(xi1), e0(xi2), . . . , e0(xim+1)].
Observe que em:
• (1.) a quantidade de e0 e´ m, a quantidade de e1 e´ α e a quantidade de e−1 e´ α;
• (2.) a quantidade de e0 e´ m, a quantidade de e1 e´ α e a quantidade de e−1 e´
α− 1;
• (3.) a quantidade de e0 e´ m, a quantidade de e1 e´ α e a quantidade de e−1 e´
α + 1;
• (4.) a quantidade de e0 e´ m e a quantidade de e−1 e´ 1.
Daqui em diante usaremos a notac¸a˜o de [ek(xi1), e0(x)
m] sempre significando o
mencionado acima, bem como as varia´veis m e α ≥ 1 sempre sera˜o m ≥ 0 e α ≥ 1.
Tambe´m na˜o usaremos mais os s´ımbolos ′ ou ′′ para diferenciar dois elementos eα
dentro de um produto, pois fica subentendido que eles na˜o precisam ser iguais.
Demonstraremos que este conjunto e´ de fato o conjunto gerador que procuramos
por partes. Primeiramente mostraremos que qualquer produto que comece com e1 e´
uma combinac¸a˜o linear de (1), (2) ou (3). Depois, mostraremos que os ı´ndices i, j, l
podem ser ordenados. E por u´ltimo, veremos que qualquer produto que comece com
e−1 e na sequeˆncia tenha algum elemento que na˜o seja e0 decorre de (1), (2) ou (3).
Lema 3.1.7. Qualquer produto que comece por e1 em LC 〈X;G〉 mo´dulo I, pode ser
escrito como uma combinac¸a˜o linear dos comutadores de um dos tipos abaixo:
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
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3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)].
Demonstrac¸a˜o. Para demonstrar este resultado, no´s primeiramente iremos listar todos
os poss´ıveis produtos comec¸ando com e1 e depois mostrar que todas estas possibilidades
decorrem de (1), (2) e (3) do enunciado acima.
Para nos ajudar a listar todos os poss´ıveis produtos iremos construir uma “a´rvore”
de possibilidades, onde cada ramo da a´rvore codifica um produto.
e1

e0
m

e−1

e1

e0
n
{
e−1

e1
 e0
k
{
· · ·
e−1
{
· · ·
e−1

e0
k
{
· · ·
e1
{
· · ·
e−1

e1
 e0
k
{
· · ·
e−1
{
· · ·
e−1
 e0
k
{
· · ·
e1
{
· · ·
e−1

e0
n
{
· · ·
e1

e1
 e0
k
{
· · ·
e−1
{
· · ·
e−1
 e0
k
{
· · ·
e1
{
· · ·
e−1
Logo, as possibilidades listadas sa˜o:
1. e1, e0
m, e−1, e1, e0 n, e−1, e1, e0 k, . . .;
2. e1, e0
m, e−1, e1, e0 n, e−1, e1, e−1, . . .;
3. e1, e0
m, e−1, e1, e0 n, e−1, e−1, e0 k, . . .;
4. e1, e0
m, e−1, e1, e0 n, e−1, e−1, e1, . . .;
5. e1, e0
m, e−1, e1, e−1, e1, e0 k, . . .;
6. e1, e0
m, e−1, e1, e−1, e1, e−1, . . .;
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7. e1, e0
m, e−1, e1, e−1, e−1, e0 k, . . .;
8. e1, e0
m, e−1, e1, e−1, e−1, e1, . . .;
9. e1, e0
m, e−1, e−1, e0 n, . . .;
10. e1, e0
m, e−1, e−1, e1, e1, e0 k, . . .;
11. e1, e0
m, e−1, e−1, e1, e1, e−1, . . .;
12. e1, e0
m, e−1, e−1, e1, e−1, e0 k, . . .;
13. e1, e0
m, e−1, e−1, e1, e−1, e1, . . .;
As diferenc¸as entre estas 13 possibilidades e as treˆs apresentadas no enunciado, e´
que nestas 13 podem ocorrer:
• e0 aparecendo no meio do produto;
• e1 seguido de e1;
• e−1 seguido de e−1.
Vamos resolver cada um destes problemas por vez.
• e0 aparecendo no meio do produto:
(1) e1, e0
m, e−1, e1, e0 n, e−1, e1, e0 k, . . . : seque de 3.12 que
[e1, e0
m, e−1, e1, e0] = [[e1, e0 m], e−1, e1, e0]
= [[e1, e0
m], e0, e−1, e1] = [e1, e0 m+1, e−1, e1]. (3.23)
Portanto, de 3.23 temos
[e1, e0
m, e−1, e1, e0 n, e−1, e1, e0 k] = [e1, e0 m+n, e−1, e1, e−1, e1, e0 k]. (3.24)
Por um argumento ana´logo ao mencionado acima, segue que
[e1, e0
m, e−1, e1, e0 n, e−1, e1, e0 k] = [e1, e0 m+n+k, e−1, e1, e−1, e1]. (3.25)
Agora observe que os casos (2), (3), (4) e (5) tambe´m podem ser resolvidos
usando um argumento ana´logo ao usado em (1).
(7) e (9): segue novamente de um argumento ana´logo ao do caso (1), mas ao
inve´s de usar 3.12 usamos 3.13.
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(10) e1, e0
m, e−1, e−1, e1, e1, e0 k, . . . : para resolver este caso, primeiro vamos
mostrar que:
[e−1, e1, e1, e0] = −[e−1, e0, e1, e1]. (3.26)
De fato, da identidade de Jacobi, da anti-comutatividade do comutador e de
3.12, temos
[e−1, e1, e1, e0] = −[e1, e−1, e1, e0] = −[e1, e0, e−1, e1]
= −[[[e1, e0], e−1], e1] = [[[e0, e−1], e1], e1] + [[[e−1, e1], e0], e1]
= [[[e0, e−1], e1], e1] = −[e−1, e0, e1, e1].
Enta˜o segue de 3.26 e 3.13 que
[e1, e0
m, e−1, e−1, e1, e1, e0] = [[e1, e0 m, e−1, e−1], e1, e1, e0]
= −[[e1, e0 m, e−1, e−1], e0, e1, e1]
= −[[[e1, e0 m], e−1, e−1, e0], e1, e1]
= [[[e1, e0
m], e0, e−1, e−1], e1, e1]
= [e1, e0
m+1, e−1, e−1, e1, e1]. (3.27)
Portanto, de 3.27 temos
[e1, e0
m, e−1, e−1, e1, e1, e0 k] = [e1, e0 m+k, e−1, e−1, e1, e1]. (3.28)
(12) e1, e0
m, e−1, e−1, e1, e−1, e0 k, . . . : para resolver este u´ltimo caso, antes tere-
mos que mostrar que
[e−1, e1, e−1, e0] = [e−1, e0, e1, e−1]. (3.29)
De fato, da identidade de Jacobi, da anti-comutatividade do comutador e de
3.13, temos
[e−1, e1, e−1, e0] = −[e1, e−1, e−1, e0] = [e1, e0, e−1, e−1]
= −[[[e0, e−1], e1], e−1]− [[[e−1, e1], e0], e−1] = −[[[e0, e−1], e1], e−1]
= [e−1, e0, e1, e−1].
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Enta˜o segue de 3.29 e de 3.13 que
[e1, e0
m, e−1, e−1, e1, e−1, e0] = [[e1, e0 m, e−1, e−1], e1, e−1, e0]
= [[e1, e0
m, e−1, e−1], e0, e1, e−1]
= [[[e1, e0
m], e−1, e−1, e0], e1, e−1]
= −[[[e1, e0 m], e0, e−1, e−1], e1, e−1]
= −[e1, e0 m+1, e0, e−1, e−1, e1, e−1]. (3.30)
Portanto, segue de 3.30 que
[e1, e0
m, e−1, e−1, e1, e−1, e0 k] = (−1)k[e1, e0 m+k, e−1, e−1, e1, e−1]. (3.31)
E´ poss´ıvel observar que existe um padra˜o nos ramos da a´rvore descrita anterior-
mente. Desta forma, estes casos cobrem todas as possibilidades. Logo, podemos
concluir que sempre podemos redirecionar os e0 que aparecem do meio de um
produto para a “segunda” entrada dele.
• e1 seguido de e1:
(10) e (11): para resolver este problema, provaremos a seguinte igualdade:
[e1, e−1, e−1, e1] = [e1, e−1, e1, e−1] (3.32)
De fato, da identidade de Jacobi e da anti-comutatividade do comutador, temos
[e1, e−1, e−1, e1] = [[[e1, e−1], e−1], e1]
= −[[e−1, e1], [e1, e−1]]− [[e1, [e1, e−1]], e−1]
= [e1, e−1, e1, e−1].
Portanto, segue de 3.32 que
[e1, e0
m, e−1, e−1, e1, e1] = [[[e1, e0 m], e−1, e−1, e1], e1]
= [[[e1, e0
m], e−1, e1, e−1], e1] = [e1, e0 m, e−1, e1, e−1, e1].
• e−1 seguido de e−1:
Os casos onde este fato ocorrem sa˜o: (7), (8), (9), (10), (11), (12) e (13).
Observe que (10) e (12) ja´ foram corrigidos no item anterior, pois em ambos os
casos no produto ale´m de e−1 consecutivos haviam tambe´m e1 consecutivos.
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(7): aqui temos duas possibilidades, ou o produto acaba em e−1, e−1 e na˜o ha´
nada a fazer ou tem pelo menos mais um e1 na sequeˆncia. Neste caso, segue de
3.32 que
[e1, e0
m, e−1, e1, e−1, e−1, e0 k, e1] = [e1, e0 m+k, e−1, e1, e−1, e−1, e1]
= [[e1, e0
m+k, e−1, e1], e−1, e−1, e1]
= [[e1, e0
m+k, e−1, e1], e−1, e1, e−1]
= [e1, e0
m+k, e−1, e1, e−1, e1, e−1].
(8): este caso e´ exatamente a segunda possibilidade de (7).
(9): ana´logo ao (7).
(12): novamente temos duas possibilidades, se o produto terminar em e−1, apli-
cando 3.32 podemos deixar os dois e−1 juntos nas duas u´ltimas entradas do
produto, se o produto terminar em e1 temos como usar 3.32 duas vezes para
intercalar os e−1 com os e1.
(13): basta usar 3.32 por duas vezes.

Agora recordaremos a seguinte observac¸a˜o que e´ decorrente das proposic¸o˜es 1.3.4
e 1.3.5.
Observac¸a˜o 3.1.8. Dado um comutador de comprimento α, que em alguma posic¸a˜o
contenha um elemento x, podemos assumir sem perda de generalidade que x esta´
na primeira posic¸a˜o deste comutador. De fato, escolhido um determinado elemento
temos como escrever este comutador como uma combinac¸a˜o linear de comutadores que
comecem com este determinado elemento.
Lema 3.1.9. Os ı´ndices dos elementos que aparecem nos produtos
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
4. [e−1(xi1), e0(x)m];
podem ser ordenados, i1 ≤ i2 ≤ . . . ≤ i2α+1+m.
47
Demonstrac¸a˜o. Utilizando a identidade de Jacobi e a anticomutatividade do comutador
podemos trocar os e0 seguidos de posic¸a˜o. Logo, os ı´ndices dos e0 podem ser ordenados
e desta forma na˜o ha´ mais nada a fazer no item (4). Para os demais itens (1) − (3)
resta-nos mostrar que podemos ordenar os ı´ndices dos e1 e e−1.
Pela observac¸a˜o 3.1.8 podemos escolher sem perda de generalidade o menor ı´ndice
do e1 na primeira posic¸a˜o. Desta forma estamos na seguinte situac¸a˜o, apo´s os e0 temos
blocos de e−1 e e1, sendo que:
• no item (1) temos α blocos desta forma, completando o comutador;
• no item (2) temos α− 1 blocos e o comutador termina com mais um e1;
• no item (3) tambe´m temos α blocos desta forma, mas o comutador termina com
mais um e−1.
Vamos mostrar agora como trocar dois e−1 de posic¸a˜o sem alterar as demais en-
tradas destes comutadores. Considere o seguinte comutador:
[e1, 0, e−1, e1, e′−1],
onde 0 denota a sequeˆncia de e0 e de uma quantidade de blocos de e−1, e1. Portanto,
temos
[e1, 0, e−1, e1, e′−1] = −[[e1, e′−1], [e1, 0, e−1]]− [[e′−1, [e1, 0, e−1]], e1]
= −[[e′−1, [e1, 0, e−1]], e1] = [e1, 0, e−1, e′−1, e1]
= −[[[e−1, e′−1], [e1, 0]], e1]− [[[e′−1, [e1, 0]], e−1], e1]
= [e1, 0, e
′
−1, e−1, e1]
= −[[e−1, e1], [e1, 0, e′−1]]− [[e1, [e1, 0, e′−1]], e−1]
= −[[e1, [e1, 0, e′−1]], e−1] = [e1, 0, e′−1, e1, e−1].
Logo, os ı´ndices dos e−1 podem ser ordenados em (1) e (2). Observe que em
(3) resta-nos mostrar que podemos trocar a posic¸a˜o dos dois u´ltimos e−1. De fato,
considere o seguinte comutador:
[e1, 0, e−1, e′−1],
onde 0 denota novamente a sequeˆncia de e0 e de uma quantidade de blocos de e−1,
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e1. Enta˜o, temos
[e1, 0, e−1, e′−1] = −[[e−1, e′−1], [e1, 0]]− [[e′−1, [e1, 0]], e−1]
= −[[e′−1, [e1, 0]], e−1] = [e1, 0, e′−1, e−1].
Completando assim a ordenac¸a˜o dos e−1 em (4).
Por fim, vamos mostrar como trocar dois e1 de posic¸a˜o, exceto o da primeira, sem
alterar as demais entradas destes comutadores. Considere o seguinte comutador:
[0, e1, e−1, e′1],
onde 0 denota a sequeˆncia de e1, todos os e0 e de uma quantidade de blocos de e−1,
e1, terminado em um e−1. Portanto, utilizando 3.4 obtemos
[0, e1, e−1, e′1] = [0, e−1, e1, e
′
1]
= −[[e1, e′1], [0, e−1]]− [[e′1, [0, e−1]], e1]
= −[[e′1, [0, e−1]], e1] = [0, e−1, e′1, e1]
= [0, e
′
1, e−1, e1].
Desta forma podemos organizar os ı´ndices de todos os e1, completando a demons-
trac¸a˜o. 
Observac¸a˜o 3.1.10. Note que qualquer produto que comece por e−1 em LC 〈X;G〉
mo´dulo I, se na˜o for da forma [e−1(xi1), e0(x)
m], enta˜o conte´m algum e1. Logo, pela
observac¸a˜o 3.1.8 ele pode ser escrito como uma combinac¸a˜o linear dos comutadores de
um dos tipos abaixo:
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)].
Lema 3.1.11. O conjunto constitu´ıdo dos elementos
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
4. [e−1(xi1), e0(x)m];
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5. e0(xi1),
e´ independente mo´dulo as G-identidades de sl2(C), ou seja, nenhuma combinac¸a˜o
linear na˜o nula destes elementos e´ uma G-identidade de sl2(C).
Demonstrac¸a˜o. Atrave´s de ca´lculos simples obtemos:
[e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)]
=
(
a11 0
0 a22
)
, (3.33)
onde
a11 = −2m+(α−1)x(1)i1 x(0)i2 . . . x(0)im+1x(−1)im+2x(1)im+3x(−1)im+4 . . . x(1)i2α+m−1x(−1)i2α+m ,
a22 = 2
m+(α−1)x(1)i1 x
(0)
i2
. . . x
(0)
im+1
x
(−1)
im+2
x
(1)
im+3
x
(−1)
im+4
. . . x
(1)
i2α+m−1x
(−1)
i2α+m
;
[e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)]
=
(
0 0
2m+(α−1)x(1)i1 x
(0)
i2
. . . x
(0)
im+1
x
(−1)
im+2
x
(1)
im+3
x
(−1)
im+4
. . . x
(1)
i2α+m−1 0
)
; (3.34)
[e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(x2iα+m−1),
e−1(xi2α+m), e−1(xi2α+1+m)]
=
(
0 2m+αx
(1)
i1
x
(0)
i2
. . . x
(0)
im+1
x
(−1)
im+2
x
(1)
im+3
x
(−1)
im+4
. . . x
(1)
i2α+m−1x
(−1)
i2α+m
x
(−1)
i2α+1+m
0 0
)
(3.35)
e
[e−1(xi1), e0(x)
m] =
(
0 (−2)mx(−1)i1 x(0)i2 . . . x(0)im
0 0
)
. (3.36)
Logo, o resultado segue diretamente da forma de 3.33, 3.34, 3.35 e 3.36. 
Teorema 3.1.12. O seguinte conjunto mo´dulo TG(sl2(C)) e´ uma base para a G-Lie
a´lgebra relativamente livre
LC 〈X;G〉
TG(sl2(C))
:
1. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
4. [e−1(xi1), e0(x)m];
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5. e0(xi1);
onde m ≥ 0, α ≥ 1 e [ek(xi1), e0(x)m], para k ∈ {−1, 1}, denota, respectivamente,
[ek(xi1), e0(xi2), . . . , e0(xim+1)] e i1 ≤ i2 ≤ . . . ≤ i2α+1+m.
Demonstrac¸a˜o. Segue dos lemas 3.1.7 e da observac¸a˜o 3.1.10 que o conjunto acima
e´ um conjunto gerador e segue do lema 3.1.11 que ele e´ independente mo´dulo as G-
identidades de sl2(C). Portanto, e´ uma base para a G-Lie a´lgebra relativamente livre
LC 〈X;G〉
TG(sl2(C))
. 
Como uma consequeˆncia direta do teorema acima temos o resultado que nos da´
uma base para as G-identidades de sl2(C).
Corola´rio 3.1.13. Seja G = Zn, onde n ≥ 3. Enta˜o todas as G-identidades de sl2(C)
sa˜o consequeˆncias das seguintes:
1. e0(x) + e1(x) + e−1(x) = x;
2. Para α ∈ {−1, 0, 1}, [eα(x1), eα(x2)] = 0.
3.2 G = Dn
Como em [3] e mencionado em 2.2, em virtude da decomposic¸a˜o da a´lgebra de grupo
do Dn no´s so´ precisaremos analisar a ac¸a˜o de seis elementos sobre sl2(C), a saber
(1 + h)e0, (1− h)e0, he1, e−1, he−1 e e1.
Desta forma, novamente como consequeˆncia de [3] e mencionado no in´ıcio da sec¸a˜o
2.2, no´s temos que a ac¸a˜o dos elementos (1 + h)e0, (1− h)e0, he1, e−1, he−1 e e1 sobre
sl2(C) e´ como segue:
(1 + h)e0
(
a b
c −a
)
=
(
0 0
0 0
)
, (1− h)e0
(
a b
c −a
)
=
(
2a 0
0 −2a
)
,
he1
(
a b
c −a
)
=
(
0 c
0 0
)
, e−1
(
a b
c −a
)
=
(
0 b
0 0
)
,
he−1
(
a b
c −a
)
=
(
0 0
b 0
)
e e1
(
a b
c −a
)
=
(
0 0
c 0
)
.
Portanto, conhecida a ac¸a˜o podemos calcular algumas G-identidades de sl2(C).
Proposic¸a˜o 3.2.1. Para quaisquer x, x1, x2 ∈ sl2(C), as seguintes igualdades sa˜o
va´lidas:
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1.
(1− h)e0
2
(x) + e1(x) + e−1(x) = x;
2. [(1− h)e0(x1), (1− h)e0(x2)] = 0;
3. para todo α ∈ {−1, 1}, [eα(x1), eα(x2)] = 0;
4. para todo α ∈ {−1, 1}, [heα(x1), heα(x2)] = 0;
5. para todo α ∈ {−1, 1}, [eα(x1), he−α(x2)] = 0.
Demonstrac¸a˜o. Seja x =
(
a b
c −a
)
∈ sl2(C) arbitra´rio.
1. Enta˜o,
(1− h)e0
2
(x) + e1(x) + e−1(x)
=
(1− h)e0
2
(
a b
c −a
)
+ e1
(
a b
c −a
)
+ e−1
(
a b
c −a
)
=
1
2
(
2a 0
0 −2a
)
+
(
0 0
c 0
)
+
(
0 b
0 0
)
=
(
a b
c −a
)
= x.
2. A igualdade [(1− h)e0(x1), (1− h)e0(x2)] = 0 ja´ foi justificada em 3.2 e 3.3.
3. Para α ∈ {−1, 1}, observe que heα(sl2) tem dimensa˜o 1. Logo e´ claro que heα(x1)
comuta com heα(x2). Portanto,
[he1, he1] = 0; (3.37)
[he−1, he−1] = 0; (3.38)
4. Mesma justificativa do item anterior.

Note que este caso e´ muito similar ao caso anterior, onde G = Zn para n ≥ 3. As
diferenc¸as sa˜o que agora temos dois elementos nas componentes −1 e 1, ao inve´s de
apenas um.
• Componente 0: (1− h)e0
(
a b
c −a
)
=
(
2a 0
0 −2a
)
.
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• Componente 1:
e1
(
a b
c −a
)
=
(
0 0
c 0
)
e he−1
(
a b
c −a
)
=
(
0 0
b 0
)
.
• Componente -1:
e−1
(
a b
c −a
)
=
(
0 b
0 0
)
e he1
(
a b
c −a
)
=
(
0 c
0 0
)
.
Deste modo, a base para a G-Lie a´lgebra relativamente livre sera´ muito similar a`
base no caso do Zn, para n ≥ 3, as diferenc¸as sera˜o:
1. e0 sera´ trocado por (1− h)e0;
2. Quando e1 aparece, para a sua posic¸a˜o no´s teremos duas possibilidades: e1 ou
he−1;
3. Quando e−1 aparece, para a sua posic¸a˜o teremos duas possibilidades: e−1 ou he1.
Teorema 3.2.2. Seja G = Dn o grupo diedral. O seguinte conjunto mo´dulo TG(sl2(C))
e´ uma base para a G-Lie a´lgebra relativamente livre
LC 〈X;G〉
TG(sl2(C))
:
1. [e1(xi1), (1−h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
2. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
3. [e1(xi1), (1−h)e0(x)m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
4. [e−1(xi1), (1− h)e0(x)m];
5. (1− h)e0(xi1);
6. [e1(xi1), (1−h)e0(x)m, he1(xim+2), e1(xim+3), he1(xim+4), . . . , e1(xi2α+m−1), he1(xi2α+m)];
7. [e1(xi1), (1− h)e0(x)m, he1(xim+2), e1(xim+3), he1(xim+4), . . . , e1(xi2α+m−1)];
8. [e1(xi1), (1−h)e0(x)m, he1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), he1(xi2α+m), he1(xi2α+1+m)];
9. [he1(xi1), (1− h)e0(x)m];
10. [he−1(xi1), (1− h)e0(x)m, e−1(xim+2), he−1(xim+3), e−1(xim+4), . . . , he−1(xi2α+m−1)
e−1(xi2α+m)];
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11. [he−1(xi1), (1− h)e0(x)m, e−1(xim+2), he−1(xim+3), e−1(xim+4), . . . , he−1(xi2α+m−1)];
12. [he−1(xi1), (1− h)e0(x)m, e−1(xim+2), he−1(xim+3), . . . , he−1(xi2α+m−1),
e−1(xi2α+m), e−1(xi2α+1+m)];
13. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
he−1(xim+k+2), e−1(xim+k+3), . . . , he−1(xi2α+m−1), e−1(xi2α+m)];
14. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
he−1(xim+k+2), e−1(xim+k+3), . . . , he−1(xi2α+m−1)];
15. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
he−1(xim+k+2), e−1(xim+k+3), . . . , he−1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m ];
16. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
e1(xim+k+2), he1(xim+k+3), . . . , e1(xi2α+m−1), he1(xi2α+m)];
17. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
e1(xim+k+2), he1(xim+k+3), . . . , e1(xi2α+m−1)];
18. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
e1(xim+k+2), he1(xim+k+3), . . . , e1(xi2α+m−1), he1(xi2α+m), he1(xi2α+1+m)];
19. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xim+k), e−1(xim+k+1),
e−1(xim+k+2), e1(xim+k+3), he1(xim+k+4), . . . , e1(xi2α+m), he1(xi2α+1+m)];
20. [e1(xi1), (1− h)e0(x)m, e−1(xim+2), he1(xim+3)];
onde m ≥ 0, α ≥ 1, (1 − h)e0(x)m denota o mesmo que e0(x)m no teorema 3.1.12 e
i1 ≤ i2 ≤ . . . ≤ i2α+1+m.
Demonstrac¸a˜o. Para demonstrar este resultado iremos usar a forma da base determi-
nada em 3.1.12
a) [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1), e−1(xi2α+m)];
b) [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), e−1(xim+4), . . . , e1(xi2α+m−1)];
c) [e1(xi1), e0(x)
m, e−1(xim+2), e1(xim+3), . . . , e1(xi2α+m−1), e−1(xi2α+m), e−1(xi2α+1+m)];
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d) [e−1(xi1), e0(x)m];
e) e0(xi1),
e baseado na observac¸a˜o feita anterior ao enunciado deste teorema, vamos fazer as
trocas permitidas:
i) e0 sera´ trocado por (1− h)e0;
ii) Quando e1 aparece, para a sua posic¸a˜o teremos duas possibilidades: e1 ou he−1;
iii) Quando e−1 aparece, para a sua posic¸a˜o teremos duas possibilidades: e−1 ou he1.
Primeiramente vamos trocar em (a) − (e) todos os e0 por (1 − h)e0. Esta troca nos
fornece os produtos (1) − (5) do enunciado. Daqui em diante tomaremos estes cinco
produtos como base para as futuras trocas.
A partir de (1)− (4) no´s obtemos:
• (6)− (9) trocando em (1)− (4) e−1 por he1;
• (10)− (12) trocando em (1)− (3) e1 por he−1;
Com relac¸a˜o aos produtos (13)− (14):
• a partir de (1) no´s podemos obter (13) trocando alguns e1 por he−1, mas na˜o
todos;
• a partir de (2) no´s podemos obter (14) trocando alguns e1 por he−1, mas na˜o
todos;
• a partir de (3) no´s podemos obter (15) trocando alguns e1 por he−1, mas na˜o
todos.
Nestes treˆs casos por argumentos ana´logos aos utilizados no lema 3.1.9, e´ poss´ıvel
ordenar todos os ı´ndices, de modo a deixar todos os e1 nas primeiras entradas e os
he−1 nas entradas posteriores.
Por fim, obtemos os produtos (16)− (20) da seguinte forma:
• a partir de (1) no´s podemos obter (16) trocando alguns e−1 por he1, mas na˜o
todos;
• a partir de (2) no´s podemos obter (17) trocando alguns e−1 por he1, mas na˜o
todos;
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• a partir de (3) no´s podemos obter (18) − (20) trocando alguns e−1 por he1,
mas na˜o todos. Note que em (3) os dois u´ltimos elementos do produto sa˜o da
componente −1. Portanto, teremos treˆs possibilidades:
1. ou os dois u´ltimos elementos sa˜o he1, este e´ o caso (18);
2. ou os dois u´ltimos elementos sa˜o e−1, este e´ o caso (19);
3. ou os dois u´ltimos elementos sa˜o um he1 e um e−1, este e´ o caso (20).
Novamente nestes cinco casos por argumentos ana´logos aos utilizados no lema
3.1.9, e´ poss´ıvel ordenar todos os ı´ndices, de modo a deixar todos os e−1 nas primeiras
entradas e os he1 nas entradas posteriores.
Note que ate´ agora so´ fizemos trocas entre elementos da mesma componente. O
u´nico caso que na˜o consideramos ate´ agora e´ a possibilidade de he1 e he−1 aparecerem
em um mesmo produto, ou seja, trocar um elemento da componente 1 e um elemento
da componente −1. Neste caso, ter´ıamos em algum lugar do produto os elementos
he1(xik) =
(
0 x
(1)
ik
0 0
)
e he−1(xik) =
(
0 0
x
(−1)
ik
0
)
.
Sendo assim, podemos trocar
he1(xik) =
(
0 x
(1)
ik
0 0
)
por e1(xik) =
(
0 0
x
(1)
ik
0
)
,
e
he−1(xik) =
(
0 0
x
(−1)
jk
0
)
por e−1(xik) =
(
0 x
(−1)
jk
0 0
)
.
A primeira impressa˜o e´ que esta troca na˜o e´ permitida, pois estamos trocando elemen-
tos de componentes diferentes, mas como fazemos isto duas vezes e podemos trocar a
ordem dos elementos, uma troca compensa a outra. Portanto, e´ poss´ıvel aplicar este
racioc´ınio por algumas vezes ate´ estarmos em um dos casos tratados anteriormente.
Claramente o conjunto obtido por todas estas trocas e´ um gerador para a G-Lie
a´lgebra relativamente livre e a sua independeˆncia mo´dulo as G-identidades de sl2(C)
segue da forma como foi constru´ıdo. 
Como uma consequeˆncia direta do teorema acima temos o resultado que nos da´
uma base para as G-identidades de sl2(C).
Corola´rio 3.2.3. Seja G = Dn, onde n ≥ 1. Enta˜o todas as G-identidades de sl2(C)
sa˜o consequeˆncias das seguintes:
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1.
(1− h)e0
2
(x) + e1(x) + e−1(x) = x;
2. [(1− h)e0(x1), (1− h)e0(x2)] = 0;
3. para todo α ∈ {−1, 1}, [eα(x1), eα(x2)] = 0;
4. para todo α ∈ {−1, 1}, [heα(x1), heα(x2)] = 0;
5. para todo α ∈ {−1, 1}, [eα(x1), he−α(x2)] = 0.
3.3 G = S4, A4 ou A5
Para resolver este u´ltimo caso, no´s consideraremos sl2(C) como um G-mo´dulo. Segue
da demonstrac¸a˜o do Lema 12 pa´g. 211 de [3], que sl2(C) e´ um G-mo´dulo irredut´ıvel.
A demonstrac¸a˜o deste fato faz uso da teoria de representac¸a˜o do grupo sime´trico S4 e
dos grupos A4 e A5. Como refereˆncia para a teoria de representac¸a˜o do grupo sime´trico
e dos grupos alternativos no´s indicamos [13] e [10].
Para o primeiro caso, onde G = S4, considere λ = (2, 1, 1) uma partic¸a˜o de 4.
Como λ e´ uma partic¸a˜o de 4 ela corresponde a um idempotente minimal e na a´lgebra de
grupo do grupo sime´trico S4. Este idempotente minimal pode ser constru´ıdo utilizando
diagramas de Young. Como e e´ minimal de grau 3 (o grau de e pode ser determinado
pela fo´rmula do gancho), e´ suficiente provar que e(sl2(C)) 6= 0. Atrave´s do diagrama
de Young
1 4
2
3
e´ poss´ıvel determinar que e e´ um mu´ltiplo escalar de
(1 + (14))(1− (12)− (13)− (23) + (123) + (132)).
E´ sabido que S4 e´ gerado por (1234) e (123), enta˜o utilizando a forma expl´ıcita do
mergulho de S4 em PGL2(C), temos
(1234) 7→ 1√
2
(
1 + i 0
0 1− i
)
e (123) 7→
(
1 1
−i i
)
.
Desta forma, e´ poss´ıvel determinar que
e
(
a b
c −a
)
= [2a+ (2− 2i)b+ (2 + 2i)c− 2d]
(
1 i
−i −1
)
6= 0,
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o que completa a demonstrac¸a˜o deste caso.
Para G = A4, como a partic¸a˜o λ na˜o e´ auto-conjugada, o S4-mo´dulo irredut´ıvel
com caracter indexado por λ permanecera´ irredut´ıvel quando restrito a A4. Por fim,
como A4 ⊆ A5 e sl2(C) e´ irredut´ıvel como A4-mo´dulo, ele tambe´m sera´ irredut´ıvel
como A5-mo´dulo. Completando assim a demonstrac¸a˜o que sl2(C) e´ um G-mo´dulo
irredut´ıvel.
Agora consideramos a a´lgebra dos endomorfismos de sl2(C), enta˜o Aut(sl2(C)) ⊂
End(sl2(C)). Como em 2.3, segue que o espac¸o gerado pela imagem de G no grupo
dos automorfismos de sl2(C) e´ isomorfo a M3(C) ∼= C sl3(C). Portanto, ele conte´m
elementos ij, onde i, j ∈ {1, 2, 3}, que agem sobre sl2(C) da seguinte maneira. Con-
sidere o espac¸o vetorial sl2(C) com a base v1 = e11 − e22, v2 = e12 e v3 = e21. Enta˜o
ijvα = δj,αvi, onde δj,α = 1 quando j = α e δj,α = 0 se j 6= α.
Enta˜o, para qualquer x =
(
a b
c −a
)
∈ sl2(C) temos que
11(x) =
(
a 0
0 −a
)
, 12(x) =
(
b 0
0 −b
)
, 13(x) =
(
c 0
0 −c
)
21(x) =
(
0 a
0 0
)
, 22(x) =
(
0 b
0 0
)
, 23(x) =
(
0 c
0 0
)
31(x) =
(
0 0
a 0
)
, 32(x) =
(
0 0
b 0
)
, e 33(x) =
(
0 0
c 0
)
.
Portanto, conhecida a ac¸a˜o podemos calcular algumas G-identidades de sl2(C).
Proposic¸a˜o 3.3.1. Para quaisquer x, x1, x2 ∈ sl2(C), as seguintes igualdades sa˜o
va´lidas:
1. 11(x) + 22(x) + 33(x) = x;
2. para todo α, β ∈ {1, 2, 3}, [1α(x1), 1β(x2)] = 0;
3. para todo α, β ∈ {1, 2, 3}, [2α(x1), 2β(x2)] = 0;
4. para todo α, β ∈ {1, 2, 3}, [3α(x1), 3β(x2)] = 0.
Demonstrac¸a˜o. Sejam x =
(
a b
c −a
)
, x1 =
(
a1 b1
c1 −a1
)
, x2 =
(
a2 b2
c2 −a2
)
∈
sl2(C) arbitra´rios.
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1. Enta˜o,
11(x) + 22(x) + 33(x)
= 11
(
a b
c −a
)
+ 22(x)
(
a b
c −a
)
+ 33(x)
(
a b
c −a
)
=
(
a 0
0 −a
)
+
(
0 0
c 0
)
+
(
0 b
0 0
)
=
(
a b
c −a
)
= x.
2. Observe que para todo α, β ∈ {1, 2, 3}, 1α(x1) e 1β(x2) sa˜o matrizes diagonais
e, portanto, comutam. Logo, para todo α, β ∈ {1, 2, 3}
[1α(x1), 1β(x2)] = 0.
3. Note que para α, β = 2 a justificativa e´ a mesma de 3.3 e para α, β = 3 a
justificativa e´ a mesma de 3.37. As demais contas sa˜o todas ana´logas a estas.
4. Para α, β = 2 a justificativa e´ a mesma de 3.38 e para α, β = 3 a justificativa e´
a mesma de 3.2. As demais contas sa˜o todas ana´logas a estas.

Denote por I o TG-ideal gerado pelos elementos citados na proposic¸a˜o acima. Segue
diretamente desta proposic¸a˜o que
I ⊆ TG(sl2(C)).
Portanto, teremos uma base muito similar aos casos do Zn, para n ≥ 3, e Dn. Observe
que agora temos treˆs elementos em cada componente.
• Componente 0:
11(x) =
(
a 0
0 −a
)
= e0(x), 12(x) =
(
b 0
0 −b
)
e 13(x) =
(
c 0
0 −c
)
.
• Componente 1:
31(x) =
(
0 0
a 0
)
, 32(x) =
(
0 0
b 0
)
= he−1(x) e 33(x) =
(
0 0
c 0
)
= e1(x).
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• Componente -1:
21(x) =
(
0 a
0 0
)
, 22(x) =
(
0 b
0 0
)
= e−1(x) e 23(x) =
(
0 c
0 0
)
= he1(x).
Desta forma, para obter um conjunto gerador mo´dulo TG(sl2(C)) para a G-Lie a´lgebra
relativamente livre a partir da base do caso do Zn, para n ≥ 3, teremos que fazer as
seguintes alterac¸o˜es:
1. Quando e0 aparece, para a sua posic¸a˜o no´s teremos treˆs possibilidades: e0 = 11,
12, ou 13;
2. Quando e1 aparece, para a sua posic¸a˜o no´s teremos treˆs possibilidades: 31,
he−1 = 32, ou e1 = 33.
3. Quando e−1 aparece, para a sua posic¸a˜o no´s teremos treˆs possibilidades: 21,
e−1 = 22, ou he1 = 23.
Tome o conjunto constitu´ıdo dos elementos da base do caso do Zn, para n ≥ 3. A
partir dele vamos fazer todas as alterac¸o˜es mencionadas acima, de modo que obteremos
um outro conjunto que denotaremos por B.
Lema 3.3.2. O conjunto B mo´dulo TG(sl2(C)) e´ um conjunto gerador para a G-Lie
a´lgebra relativamente livre
LC 〈X;G〉
TG(sl2(C))
:
Demonstrac¸a˜o. Segue diretamente da forma como ele foi constru´ıdo. 
Como este conjunto gerador possui muitos elementos, mais de cem, a construc¸a˜o
de um conjunto linearmente independente a partir dele na G-Lie a´lgebra relativamente
livre e´ bem mais complexa que nos casos anteriores. Mas para o que queremos na˜o e´
necessa´rio ter uma base para a G-Lie a´lgebra relativamente livre, um conjunto gerador
e´ suficiente. Para concluir o nosso resultado, resta-nos mostrar que B e´ independente
mo´dulo TG(sl2(C)).
Teorema 3.3.3. O conjunto B e´ independente mo´dulo TG(sl2(C)), ou seja, nenhuma
combinac¸a˜o linear na˜o nula destes elementos e´ uma G-identidade de sl2(C).
Demonstrac¸a˜o. Aqui faremos uso de uma ideia empregada por Azevedo em [1]. Tome
uma combinac¸a˜o linear de elementos de B de modo que
n∑
i=1
λibi 6= 0 mo´dulo I,
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mas
n∑
i=1
λibi = 0 mo´dulo TG(sl2(C)),
onde para todo i ∈ {1, . . . , n}, λi ∈ C, λi 6= 0 e bi ∈ B.
Vamos mostrar que a situac¸a˜o acima na˜o ocorre, o que implicara´ que nenhuma
combinac¸a˜o linear na˜o nula destes elementos e´ uma G-identidade de sl2(C).
Em virtude da proposic¸a˜o 1.4.7, sabemos que todas as G-identidades de sl2(C)
sa˜o consequeˆncia das G-identidades multilineares. Logo, sem perda de generalidade,
podemos tomar todos os bi pertencendo a uma mesma componente multilinear. Note
que cada bi e´ um u´nico comutador.
Agora tome o menor n ∈ N∗ que satisfac¸a a propriedade de
n∑
i=1
λibi 6= 0 mo´dulo I,
e
n∑
i=1
λibi = 0 mo´dulo TG(sl2(C)).
Note que n > 1, pois cada bi 6= 0 mo´dulo TG(sl2(C)). Logo, mo´dulo TG(sl2(C))
temos
n∑
i=1
λibi = 0,
donde segue que
λ1b1 = −
n∑
i=2
λibi
e, portanto,
b1 = − 1
λ1
n∑
i=2
λibi.
Ale´m disso, como b1 6= 0 mo´dulo TG(sl2(C)), segue que − 1
λ1
∑n
i=2 λibi 6= 0 mo´dulo
TG(sl2(C)).
Como estamos considerando bi todos elementos da mesma componente multiho-
mogeˆnea, sem perda de generalidade, podemos considerar todos eles pertencendo a
componente −1. Desta forma, quando identificarmos cada um destes elementos com
um elemento do modelo concreto da G-Lie a´lgebra relativamente livre teremos que
b1 =
(
0 ∗
0 0
)
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e− 1
λ1
n∑
i=2
λibi =
(
0 ∗
0 0
)
,
onde ∗ e´ um monoˆmio nas varia´veis em X. Da mesma forma, teremos que para todo
i ∈ {2, . . . , n},
bi =
(
0 ∗i
0 0
)
,
onde ∗i tambe´m e´ um monoˆmio nas varia´veis em X . Portanto, temos
∗ = − 1
λ1
n∑
i=2
λi∗i,
ou seja, um monoˆmio igual a uma combinac¸a˜o linear de monoˆmios. Logo, nesta soma
alguns elementos devem se cancelar e outros devem ser iguais a menos de um escalar,
o que contraria a minimalidade de n.
O resultado segue, pois a partir de um destes monoˆmios podemos recuperar o
elemento de B cuja identificac¸a˜o no modelo concreto da G-Lie a´lgebra relativamente
livre resultou nele. 
Como uma consequeˆncia direta do teorema acima temos o resultado que nos da´
uma base para as G-identidades de sl2(C).
Corola´rio 3.3.4. Sejam G ∈ {A4, A5, S4} e x, x1, x2 ∈ sl2(C) quaisquer. Enta˜o todas
as G-identidades de sl2(C) sa˜o consequeˆncias das seguintes:
1. 11(x) + 22(x) + 33(x) = x;
2. para todo α, β ∈ {1, 2, 3}, [1α(x1), 1β(x2)] = 0;
3. para todo α, β ∈ {1, 2, 3}, [2α(x1), 2β(x2)] = 0;
4. para todo α, β ∈ {1, 2, 3}, [3α(x1), 3β(x2)] = 0.
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