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Modified Ratio and Product Estimators for Population Mean 
in Systematic Sampling 
 
Housila P. Singh Rajesh Tailor Narendra Kumar Jatwa 
Vikram University, 
Ujjain, M. P., India 
 
 
The estimation of population mean in systematic sampling is explored. Properties of a ratio and product 
estimator that have been suggested in systematic sampling are investigated, along with the properties of 
double sampling. Following Swain (1964), the cost aspect is also discussed. 
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Introduction 
Systematic sampling is one of the simplest 
sampling procedures adopted in practice and is 
operationally more convenient than simple 
random sampling. Apart from the simplicity of 
its concept and execution, systematic sampling 
is likely to be more precise than simple random 
sampling and even more precise than stratified 
sampling under certain specific conditions. In 
sample surveys it is common to use of auxiliary 
information to increase the precision of 
estimates of population parameters. The ratio 
method of estimation is a good example in this 
context; the ratio method of estimation is 
consistent, biased and gives more reliable 
estimates than those based on simple averages 
(Cochran, 1963). 
If an auxiliary variate x  positively 
(high) correlated with the study variate y  is 
obtained for  each  unit  in  the  sample  and the 
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population mean X  of the auxiliary variate x  is 
known, the classical ratio estimator for the 
population mean Y  of the study variate y  is 
defined by 
x
XyyR =                          (1.1) 
 
where y and x  are the sample means of the 
study variate y  and the auxiliary variate x  
respectively, that is, the simple averages of y  
and x  based on the sample. 
If the auxiliary variate x  is negatively 
(high) correlated with the study variate then the 
classical product estimator for population mean 
Y  of the study variate y  is defined by 
,P
xy y
X
=                         (1.2) 
 
which was first developed by Robson (1957) and 
later rediscovered by Murthy (1964). 
Bahl and Tuteja (1991) suggested 
modified ratio and product estimators for 
estimating the population mean Y  respectively 
as 



+
−
=
xX
xXyy expRe                (1.3) 
and 



+
−
=
Xx
XxyyPe exp .             (1.4) 
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Under simple random sampling without 
replacement (SRSWOR), the variances of 
Re,, yyy PR  and Pey  to the first degree of 
approximation are given, respectively, by 
 
( )R random
2 2 2
y x xy x y
Var y
1 1 S R S 2R S S
n N
=
   
− + − ρ                
 
(1.5) 
 
( )P random
2 2 2
y x xy x y
Var y
1 1 S R S 2R S S
n N
=
   
− + + ρ                 
 
(1.6) 
 
( )
( )
Re random
2 2 2
y x xy x y
Var y
1 1 S 1 4 R S S S
n N
=
   
− + − ρ                  
(1.7) 
and 
 
( )
( )
Pe random
2 2 2
y x xy x y
Var y
1 1 S 1 4 R S S S
n N
=
   
− + + ρ                  
(1.8) 
 
where 
( ) ( )
=
−
−
=
N
i
iy YyN
S
1
22
1
1
 
and 
( ) ( )
=
−
−
=
N
i
ix XxN
S
1
22
1
1  
 
are population mean squares of the study variate 
y  and the auxiliary variate x  respectively, xyρ
is the correlation coefficient between x  and y
and 
X
YR = . 
Under the SRSWOR sampling scheme 
 
( ) 211 ySNnyVar 


−= .           (1.9) 
Hasel (1942) and Griffth (1945-46) 
found systematic sampling to be efficient and 
convenient in sampling from certain natural 
populations like forest areas for estimating the 
volume of timber. In the case of estimating the 
volume of timber the leaf area or the girth of the 
tree may be taken as the auxiliary variable 
(Swain, 1964). 
The properties of the ratio estimator Ry  
under systematic sampling have been discussed 
by Swain (1964) and Shukla (1971) presented 
the properties of product estimator Py . This 
article discusses the properties of the modified 
ratio and product estimators Rey and Pey  in 
systematic sampling in the cases of single and 
double sampling and comparisons are made. 
 
Modified Estimators in Systematic Sampling: 
Single Sampling 
Suppose N  units in the population are 
numbered from 1 to N  in some order. To select 
a sample of n units, if a unit at random is taken 
from the first k  units and every thk  subsequent 
unit, then nkN = . This sampling method is 
similar to that of selecting a cluster at random 
out of k  clusters (each cluster containing n  
units), made such that thi  cluster contains 
serially numbered units
( )knikikii 1...,,2,, −+++ . After sampling of 
n  units, observe both the study variate y  and 
auxiliary variate x . Let ijij xandy  denote the 
observations regarding the variate y  and variate 
x  respectively on the unit bearing the serial 
number ( )kji 1−+  in the population
( )njki ...,,2,1;...,,2,1 == . If the thi  sampling 
unit is taken at random from the first k  units, 
then syy  and syx  are defined as: 
 

=
==
n
j
ijisy yn
yy
1
.
1
, 
and 

=
==
n
j
ijisy xn
xx
1
.
1
. 
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Suggested Estimator 
Assuming the population mean X  of 
the auxiliary variate x  is known, Swain (1964) 
suggested the ratio estimator of population mean 
Y of the study variate y  based on the 
systematic samples as 
 
sy
syRsy x
Xyy =                      (2.1) 
 
and Shukla (1971) proposed the product 
estimator based on systematic samples as 
 
X
x
yy sysyPsy = .                   2.2) 
 
The variances of syy  and syx  are given 
approximately by 
 
( ) ( ){ }111 2 −+

 −
= n
n
S
N
NyVar y
y
sy ρ  
(2.3) 
 
where 2yS  is the population mean square for the  
variate y  and yρ  is the intra-class correlation 
between the units of a cluster corresponding to 
the y  variate and is given by 
 
( )( )
( )
ij ij
y 2
ij
E y Y y Y
E y Y
′
− −
ρ =
−
 
( ) ( )( ) ( )
k n
ij ij 2
i 1 j j 1 y
1 kn
y Y y Y
kn n 1 kn 1 S
′
′= ≠ =
= − −
− −
          
 
(2.4) 
 
and 
( ) ( ){ }111 2 −+

 −
= n
n
S
N
NxVar x
x
sy ρ  
(2.5) 
 
where 2xS  and xρ  bear the same meanings as for 
the study variate sy' . 
For large N , the variances of Rsyy and 
Psyy  to the first degree of approximation are 
respectively given by 
 
( )
( ) ( )
( ){ } ( ){ }{ }
2 2 2
Rsy y x xy x y
2 2 2
y y x x
xy x y y x
1Var y S R S 2R S S
n
1 n 1 S R n 1 S
n
2R S S 1 n 1 1 n 1 1 ,
 = + − ρ 
+ ρ − + ρ −

− ρ + ρ − + ρ − − 
                
 
(2.6) 
and 
 
( )
( ) ( )
( ){ } ( ){ }{ }
2 2 2
Psy y x xy x y
2 2 2
y y x x
xy x y y x
1Var y S R S 2R S S
n
1 n 1 S R n 1 S
n
2R S S 1 n 1 1 n 1 1 ,
 = + + ρ 
+ ρ − + ρ −
+ ρ + ρ − + ρ − − 
                 
 
(2.7) 
 
Assuming the intraclass correlation to be the 
same for both the variates y and x , for example,
ρρρ == xy , then the ( )RsyyVar  and( )PsyyVar  respectively reduce to 
 
( )
( )
( ) ( ){ }
2 2 2
Rsy y x xy x y
2 2 2
y x xy x y
R random
1
Var y S R S 2R S S
n
n 1
S R S 2R S S
n
Var y 1 n 1
= + − ρ
ρ −
+ + − ρ
= + ρ −
  
        
(2.8) 
and 
 
( )
( )
( ) ( ){ }
2 2 2
Psy y x xy x y
2 2 2
y x xy x y
P random
1
Var y S R S 2R S S
n
n 1
S R S 2R S S
n
Var y 1 n 1
= + + ρ
ρ −
+ + + ρ
= + ρ −
  
        
(2.9) 
 
Following Bahl and Tuteja (1991), the 
following modified ratio and product estimators 
for population mean Y   are defined respectively 
as 
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



+
−
=
sy
sy
sysy xX
xX
yy expRe         (2.10) 
and 
sy
Pesy sy
sy
x X
y y exp .
x X
 
−
=   + 
       (2.11) 
 
To obtain the biases and variances of the 
estimators syyRe  and Pesyy , ( )01 eYysy += ,
( )11 eXxsy += , is written such that
( ) ( ) 010 == eEeE  and 
 
( )
( )
( ){ }
( )
( )
( ){ }
( )
( )
( ){ } ( ){ }
2
0
sy
2
2
y
y
2
1
sy
2
2
x
x
0 1
sy sy
xy x y
y x
E e
Var y
Y
CN 1
1 n 1 ,
N n
E e
Var x
X
N 1 C
1 n 1 ,
N n
E e e
Cov x , y
XY
C CN 1
1 n 1 1 n 1
N n
=
=
−
= + − ρ
=
=
−
= + − ρ
=
=
ρ
−
= + − ρ + − ρ
                          
     
     
     
     
     
     
(2.12) 
 
where YSC yy =  and XSC xx =  are the 
population coefficients of variation of y  and x  
respectively. 
 
( ) ( )
( )
( )
( )
1
Re sy 0
1
1
1 1
0
1 22
1 1 1 1
0
2
1 1 1
0 2
21
1 1
ey Y 1 e exp
2 e
e eY 1 e exp 1
2 2
e e e eY 1 e 1 1 1 ...
2 2 8 2
e e e1 1 ...
2 2 8
Y 1 e
e 31 e e ... ...
8 8
Y 1
−
− −
  
= + − 
+  
   
= + − +     
    
= + − + + + −         
  
− − + −    
= +    + − + − −    
= +
 
( ) 210 1
21 0 1
0 1
e 3e 1 e ...
2 8
e e e 3Y 1 e e ...
2 2 8
 
− + −  
 
= + − − + −  
 
or 
 
( ) 


−+−≅−
28
3
2
102
1
1
0Re
eeeeeYYy sy . 
(2.13) 
 
Taking the expectations of both sides in (2.13) 
and using the results given by (2.12) the bias of 
the ratio estimator syyRe  to the first degree of 
approximation is obtained as 
 
( )
( ){ }
( ){ } ( ){ }
( ){ }
( ){ } ( ){ }
( ){ } ( ){ }( ){ }
Re sy
2
x x
xy x y y x
2
x
x
y x
2
yx
x
x
B y
3
C 1 n 1
N 1 8Y
nN 1
C C 1 n 1 1 n 1
2
3 1 n 1N 1 C
Y
nN 8 4c 1 n 1 1 n 1
1 n 1N 1 C
Y 1 n 1 3 4c
nN 8 1 n 1
=
+ ρ −
−
=
− ρ + ρ − + ρ −
+ ρ −
−
=
− + ρ − + ρ −
+ ρ −
−
= + ρ − −
+ ρ −
          
              
              
   
  
   
  
   
 
(2.14) 
 
PRODUCT ESTIMATORS FOR POPULATION MEAN IN SYSTEMATIC SAMPLING 
428 
 
where xyxy CCc ρ= . 
Squaring both sides of (2.13) and 
neglecting terms of se'  having power greater 
than two results in 
 
( ) 



−+=− 10
2
12
0
22
Re 4
eeeeYYy sy  
(2.15) 
 
Taking the expectations of both sides in (2.15) 
and using the results given by (2.12) provides 
the variance of the modified ratio estimator 
syyRe  as 
 
( )
( ){ }
( ){ }
( ){ } ( ){ }
Re sy
2
y
2
2 x
x
xy x y y x
Var y
1 n 1 Cy
N 1 C
Y 1 n 1
nN 4
C C 1 n 1 1 n 1
+ ρ −
−
= + + ρ −
−ρ + ρ − + ρ −
            
 
 
For large N , the above expression reduces to 
 
( )
( ){ }
( ){ }
( ){ } ( ){ }
Re sy
2
y
2 2
y 2 x
x
xy x y y x
Var y
1 n 1 Sy
S S1 n 1 R
n 4
R S S 1 n 1 1 n 1
 + ρ −  
= + + ρ −   
− ρ + ρ − + ρ − 
 
(2.16) 
 
and in the case where ρρρ == xy , it reduces 
to 
 
( )
( ){ }
Re sy
2 2 2
x xy x y
Var y
1 1S R S R S S 1 n 1 .yn 4
=
 
+ − ρ + ρ −       
 
(2.17) 
 
From (1.7) and (2.17): 
( ) ( ) ( ){ }11ReRe −+= nyVaryVar randomsy ρ . 
(2.18) 
 
The efficiency of the modified ratio 
method of estimation using systematic samples 
with respect to modified ratio method of 
estimation using sample random sampling is 
 
( )
( ) ( ){ }11
1
Re
Re
−+
=
nyVar
yVar
sy
random
ρ
.    (2.19) 
 
As expected, the ratio method of estimation with 
systematic samples will be more efficient if 
0<ρ . The minimum value that ρ  can take is 



−
−
1
1
n
, when the reduction in variance is 
100%. 
Further expressing (2.11) in terms of 
se' : 
 
( )
( )
( ) ( )
( )
1
1 1
Pesy 0
1 22
1 1 1 1
0
2
1 1 1
0 1
21
0 1
21 0 1
0 1
e ey Y 1 e exp 1
2 2
e e e eY 1 e 1 1 1 ...
2 2 8 2
e e eY 1 e 1 1 ... 1 e ... ...
2 2 8
e 1Y 1 e 1 e ...
2 8
e e e 1Y 1 e e ...
2 2 8
−
− −
   
= + +     
    
= + + + + + +         
  
= + + − + + − + −    
 
= + + − −  
 
= + + + − + 
 
 
or 
( ) 


−++≅− 21
101
0 8
1
22
eeeeeYYyPesy . 
(2.20) 
 
Taking the expectations of both sides of 
(2.20) and using the results given by (2.12) 
provides the bias of the product estimator Pesyy  
to the first degree of approximation as 
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( )
( ){ } ( ){ }
( ){ }
( ){ } ( ){ }( ){ }
Pesy
xy x y y x
2
x x
y2
x x
x
B y
4 C C 1 n 1 1 n 1N 1 Y
nN 8 C 1 n 1
1 n 1N 1 Y
C 1 n 1 4 c 1
nN 8 1 n 1
=
ρ + ρ − + ρ −
−
=
− + ρ −
+ ρ −
−
= + ρ − −
+ ρ −
         
            
   
  
 
(2.21) 
 
Squaring both sides of (2.19) and neglecting 
terms of se'  having power greater than two 
results in: 
( ) 



++=− 10
2
12
0
22
4
eeeeYYyPesy . 
(2.22) 
 
Taking the expectations of both sides in (2.22) 
and using the results given by (2.12) provides 
the variance of the modified product estimator 
Pesyy  as: 
 
( )
( ){ }
( ){ }
( ){ } ( ){ }
Pesy
2
y y
2
2 x
x
xy x y y x
Var y
1 n 1 C
N 1 C
Y 1 n 1
nN 4
C C 1 n 1 1 n 1
.
+ ρ −
−
= + + ρ −
+ρ + ρ − + ρ −
             
 
For large N , this expression reduces to 
 
( )
( ){ }
( ){ }
( ){ } ( ){ }
Pesy
2
y y
2 2
y 2 x
x
xy x y y x
Var y
1 n 1 S
S S1 n 1 R .
n 4
R S S 1 n 1 1 n 1
 + ρ −  
= + + ρ −   + ρ + ρ − + ρ − 
(2.23) 
 
In the casewhere ρρρ == xy , the 
expression (2.23) reduces to 
 
( )
( ){ }
Pesy
2 2 2
y x xy
Var y
1 1Y [C C ] 1 n 1 S
n 4
=
 
+ + ρ + ρ −       
 
 
( )
( ){ }
Pesy
2 2 2
x xy x y
Var y
1 1S R S R S S 1 n 1yn 4
=
 
+ + ρ + ρ −       
 
(2.24) 
 
From (1.8) and (2.24): 
 ( ) ( ) ( ){ }11 −+= nyVaryVar randomPePesy ρ . 
  (2.25) 
 
The efficiency of the modified product 
method of estimation using systematic samples 
with respect to modified product method of 
estimation using sample random sampling is 
 
( )
( ) ( ){ }11
1
−+
=
nyVar
yVar
Pesy
randomPe
ρ
    (2.26) 
 
which is greater than unity if: 
 
( ) ( )
( )
( )
( )
Pe Pesyrandom
Var y Var y ,
1 1,
1 n 1
i.e., if 1 1 n 1 ,
i.e., if 0 n 1 ,
i.e., if 0.
>
>
+ ρ −
> + ρ −
> ρ −
ρ <
  
  
  
    (2.27) 
 
Thus, the modified product method of 
estimation using systematic samples will be 
more efficient than the modified product method 
of estimation with simple random samples if 
0<ρ . The minimum value that ρ  can take is 



−
−
1
1
n
 and, in this case, ( ) 0=PesyyVar , 
that is, the reduction in variance of Pesyy  is 
100%. 
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Comparison of Modified Ratio syyRe  and 
Product Pesyy  Estimators with Usual Unbiased 
Estimator syy , Ratio Estimator Rsyy  and 
Product Estimator Psyy  
For large N , the variance of syy  in 
(2.3) reduces to 
 
( ) ( ){ }112 −+= n
n
S
yVar y
y
sy ρ .     (2.28) 
 
From (2.16) and (2.28) 
 
( ) ( )
( ){ }
( ){ } ( ){ }
( ){ } ( ){ }
( ){ }
( ){ } ( ){ }
( ){ }
( ){ } ( ){ }
Resy sy
2 2
x x
xy x y y x
2 2
yx x y
xy
x x
2 2
yx x
x
2 2
yx x
Var y Var y
1 n 1 R S1
4n 4R S S 1 n 1 1 n 1
1 n 1R S 1 n 1 S
1 4
4n S R 1 n 1
1 n 1R S 1 n 1
1 4
4n R 1 n 1
1 n 1R S 1 n 1
1 4c
4n 1
−
 + ρ − 
=  
− ρ + ρ − + ρ − 
 + ρ −+ ρ −  = − ρ + ρ − 
 + ρ −+ ρ − β = − + ρ − 
+ ρ −+ ρ −
= −
     
     
     
     ( ){ }x n 1
   + ρ − 
 
which is negative if: 
 
( ){ }
( ){ } 011
11
41 <
−+
−+
−
n
n
c
x
y
ρ
ρ
, 
 
i.e., if 
( ){ }
( ){ }11
11
4
1
−+
−+
<
n
n
c
x
y
ρ
ρ
, 
 
i.e., if 
( ){ }
( ){ } 4
1
11
11
>
−+
−+
n
n
c
x
y
ρ
ρ
, 
 
i.e., if ( ){ }( ){ }11
11
4
1
−+
−+
>
n
n
c
y
x
ρ
ρ ,      (2.29) 
where
x
y
xy S
S
ρβ =  is the population regression 
coefficient of y  on x and
R
c β= . 
From (2.6) and (2.16) 
 
( ) ( )
( ){ }
( ){ } ( ){ }
( ){ } ( ){ }( ){ }
( ){ } ( ){ }( ){ }
Re sy Rsy
2 22
x xy
xy x y y x
2 2 2
yx y
x
x
2 2 2
yx y
x
x
Var y Var y
3
R S 1 n 1S 4
n
R S S 1 n 1 1 n 1
1 n 1R S S 3
1 n 1
n R 1 n 1 4
1 n 1R S S 3
1 n 1 c
n 1 n 1 4
−
− + ρ −
=
+ ρ + ρ − + ρ −
+ ρ −β
= + ρ − −
+ ρ −
+ ρ −
= + ρ − −
+ ρ −
     
         
         
     
     
     
 
which is negative if: 
 
( ){ }
( ){ } 04
3
11
11
<−
−+
−+
n
n
c
x
y
ρ
ρ
 
 
i.e., if ( ){ }( ){ }11
11
4
3
−+
−+
<
n
n
c
y
x
ρ
ρ .      (2.30) 
 
Thus, from (2.29) and (2.30) it follows that the 
modified ratio estimator syyRe  is more efficient 
than usual unbiased estimator syy  and Swain’s 
(1964) estimator Rsyy  if: 
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( ){ }
( ){ }11
11
4
3
11
11
4
1
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−+
<<
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ρ  
 
i.e., if 
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( ){ }
( ){ }
x xx x
xy
y y y y
1 n 1 1 n 11 C 3 C
4 C 1 n 1 4 C 1 n 1
+ ρ − + ρ −
< ρ <
+ ρ − + ρ −
(2.31) 
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when the intraclass correlation coefficients for 
both the variates are same (i.e. ρρρ == xy ),  
then condition (2.31) reduces to: 
 
y
x
xy
y
x
C
C
C
C
4
3
4
1
<< ρ .          (2.32) 
 
From (2.7), (2.23) and (2.28) 
 
( ) ( )
( ){ } ( ){ }( ){ }
Pesy sy
2 2 2
yx y
x
x
Var y Var y
1 n 1R S S 11 n 1 c
n 4 1 n 1
− =
 + ρ −   + ρ − +    + ρ −   
     
 
(2.33) 
and 
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( ){ } ( ){ }( ){ }
Pesy Psy
2 2 2
yx y
x
x
Var y Var y
1 n 1R S S 31 n 1 c
n 4 1 n 1
− =
 + ρ −   + ρ − − −    + ρ −   
     
(2.34)
  It follows from (2.33) and (2.34) 
respectively that the proposed modified product 
estimator Pesyy  is more efficient than 
 
(i) usual unbiased estimator syy  if 
 ( ) ( )syPesy yVaryVar < , 
 
i.e., if 
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11
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1
<
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−+
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ρ
ρ
, 
 
i.e., if ( ){ }( ){ }11
11
4
1
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−+
−<
n
n
c
y
x
ρ
ρ . 
 (2.35) 
 
(ii) Shukla’s (1971) product estimator Psyy  if  
 ( ) ( )PsyPesy yVaryVar < , 
 
i.e., if 
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<
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ρ
, 
 
i.e., if 
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3
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n
n
c
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ρ
, 
 
i.e., if ( ){ }( ){ }11
11
4
3
−+
−+
−>
n
n
c
y
x
ρ
ρ .     (2.36) 
 
Thus, from (2.35) and (2.36) it follows that the 
proposed modified product estimator Pesyy  is 
more efficient than usual unbiased estimator syy  
and Shukla’s (1971) estimator Psyy  if 
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4
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11
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4
3
−+
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(2.37) 
 
i.e., if 
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x xx x
xy
y y y y
1 n 1 1 n 13 C 1 C
4 C 1 n 1 4 C 1 n 1
+ ρ − + ρ −
− < ρ < −
+ ρ − + ρ −
(2.38) 
 
In the case where ρρρ == xy , the condition 
(2.38) reduces to: 
 
y
x
xy
y
x
C
C
C
C
4
1
4
3
−<<− ρ .        (2.39) 
 
Modified Estimators in Systematic Sampling: 
Two-Phase (or Double) Sampling 
If the population mean X  of the 
auxiliary variable x  is not known before start of 
the survey, then it may be more efficient to 
conduct the sampling in two-phase (or double) 
sampling by taking a large preliminary sample to 
estimate the population mean X . This method 
is a powerful and cost effective (economical) 
procedure and, therefore, has role to play in 
survey sampling (Hidiroglou & Sarndal, 1998; 
Hidiroglou, 2001). 
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In the present situation the population is 
divided into k  clusters of n  units each 
according to the previous rule and λ  clusters  
( λ  being less than k ) and selected to observe 
only the auxiliary variate x , while another 
cluster is selected to observe both y and x
variates (Swain, 1964).  If x  is the mean of the 
sx'  from the selected λ  clusters, then 
 
1 1
1 ,
n
ij
i j
x x
n
λ
λ
= =
′ =                   (3.1) 
 
such that ( ) XxE =′ , that is, x ′ is an unbiased 
estimator of the population mean X .Swain 
(1964) suggested the double sampling ratio 
estimator with systematic samples as 
 



 ′
=
sy
sy
d
Rsy x
xyy )( .                 (3.2) 
 
The double sampling version of product 
estimator Psyy  in (2.29) is defined by 
 




′
=
x
x
yy sysy
d
Psy
)( .                 (3.3) 
 
Case I 
For large N , ρρρ == xy  and, if the 
first set of λ  clusters and the second cluster are 
chosen randomly and independently, the 
variances of the double sampling ratio ( ))(dRsyy  
and product ( ))(dPsyy  based on systematic samples 
to the first degree of approximation are 
respectively given by 
 
( )
( ){ } ( ){ }
(d)
Rsy
2 2 2 2 2
y x x
xy y x
Var y
S R S1 R S1 n 1 1 n 1
n n2R S S
=
 +
+ ρ − + + ρ −  λ
− ρ  
 
(3.4) 
 
and 
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( ){ } ( ){ }
(d)
Psy
2 2 2 2 2
y x x
xy y x
Var y
S R S1 R S1 n 1 1 n 1 .
n n2R S S
=
 +
+ ρ − + + ρ −  λ+ ρ  
(3.5) 
 
Case II 
For large N , ρρρ == xy  and if the 
second cluster is chosen randomly from the first 
set of selected clusters, the variances of the 
double sampling ratio and product estimators 
based on systematic sampling are respectively 
given by 
 
( )
( ){ }
( )
(d )
Rsy
2 2 2
y x
xy y x
xy y x
2 2
x
Var y
S R S1
1 n 1
n 2R S S
2R S S 11
n 1n R S
=
+
+ ρ −
− ρ
ρ +
+
ρ +λ
−
    
            
   
 
(3.6) 
and 
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( ){ }
( )
(d )
Psy
2 2 2
y x
xy y x
xy y x
2 2
x
Var y
S R S1
1 n 1
n 2R S S
2R S S 11
n 1n R S
=
+
+ ρ −
+ ρ
− ρ
+
+ρ −λ
−
    
            
   
 
(3.7) 
 
Following Bahl and Tuteja (1991) and 
Singh and Vishwakarma (2007) a modified 
double sampling ratio estimator based on 
systematic sampling is proposed a 
 




+′
−
′
=
sysy
sysy
sy
d
sy xx
xx
yy exp)(Re ,        (3.8) 
 
and the modified double sampling product 
estimator based on systematic sampling 
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



′+
′
−
=
sysy
sysy
sy
d
Pesy xx
xx
yy exp)( .         (3.9) 
 
Case I 
For large N , ρρρ == xy  and if the 
first set of λ  clusters and the second cluster is 
chosen randomly and independently, the 
variances of the modified double sampling ratio 
and product estimators based on systematic 
samples to the first degree of approximation are 
respectively given by 
 
( )
( ) ( ){ } ( ){ }
(d )
Re sy
2 2 2 2 2
y x x
xy y x
Var y
S 1 4 R S1 R S
1 n 1 1 n 1
n 4 nR S S
=
+
+ ρ − + + ρ −
λ
− ρ
    
(3.10) 
and
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( ) ( ){ } ( ){ }
(d)
Pesy
2 2 2 2 2y x x
xy y x
Var y
S 1 4 R S1 R S1 n 1 1 n 1
n 4 nR S S
    
=
+
+ ρ − + + ρ −λ+ ρ
(3.11) 
 
Case II 
If the second cluster is selected 
randomly from the first set of selected clusters, 
then the variances of the double sampling ratio 
)(
Re
d
syy  and product 
)(d
Pesyy  estimators to the first 
degree of approximation are respectively given 
by 
 
( )
( ) ( ){ }
( ){ } ( ){ }
(d)
Re sy
2 2 2
y x xy y x
2 2
xy y x x
Var y
1 S 1 4 R S R S S 1 n 1
n
1 R S S 1 4 R S 1 n 1
n
 = + − ρ + ρ − 
 + ρ − + ρ + λ   
(3.12) 
 
and 
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( ) ( ){ }
( ){ } ( ){ }
(d)
Pesy
2 2 2
y x xy y x
2 2
xy y x x
Var y
1 S 1 4 R S R S S 1 n 1
n
1 R S S 1 4 R S 1 n 1
n
 = + − ρ + ρ − 
 + − ρ − + ρ − λ    
(3.13) 
 
For large N and ρρ =y , the variance 
of usual unbiased estimator syy  is given by 
 
( ) ( ){ }112 −+= n
n
S
yVar ysy ρ .     (3.14) 
 
Efficiency Comparisons 
From (3.4), (3.5), (3.10), (3.11) and 
(3.14) in Case I it can be shown that the 
proposed estimator )(Re
d
syy  is more efficient than 
 
(a) the usual unbiased estimator syy  if 
 



+> λρ
11
4 y
x
xy C
C
                (3.15) 
 
(b) Swain’s (1964) estimator )(dRsyy  if  
 



+< λρ
11
4
3
y
x
xy C
C
                (3.16) 
 
and that )(dPesyy  is better than 
 
(a) the usual unbiased estimator syy  if 
 



+−< λρ
11
4 y
x
xy C
C
              (3.17) 
 
(b) the product estimator )(dPsyy  if  
 

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
+−> λρ
11
4
3
y
x
xy C
C
.            (3.18) 
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Combining {(3.15) and (3.16)} and 
{(3.17) and (3.18)} shows that the proposed 
estimator syyRe  is more efficient than syy  and 
)(d
Rsyy  if 
 



+<<


+ λρλ
11
4
311
4 y
x
xy
y
x
C
C
C
C
 
  (3.19) 
and the proposed modified product estimator 
)(d
Pesyy  is better than syy  and 
)(d
Psyy  if 
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

+−<<


+− λρλ
11
4
11
4
3
y
x
xy
y
x
C
C
C
C
. 
(3.20) 
 
From (3.6), (3.7), (3.12), (3.13) and (3.14) in 
case II it can be established that the proposed 
estimator )(Re
d
syy  is better than 
 
(a) the usual unbiased estimator syy  if 
 
y
x
xy C
C
4
1
>ρ                       (3.21) 
 
(b) the ratio estimator )(dRsyy  if 
 
y
x
xy C
C
4
3
<ρ                      (3.22) 
 
and )(dPesyy  is more efficient than  
 
(a) the usual unbiased estimator syy  if 
 
y
x
xy C
C
4
1
−<ρ                      (3.23) 
 
(b) the product estimator )(dPsyy  if 
 
y
x
xy C
C
4
3
−>ρ .                  (3.24) 
 
Combining (3.21) and (3.22) shows that 
the proposed estimator )(Re
d
syy  is more efficient 
than syy  and 
)(d
Rsyy  if 
 
y
x
xy
y
x
C
C
C
C
4
3
4
1
<< ρ , 
 
a condition which is usually met in practice. 
Further from (3.23) and (3.24) it follows that the 
proposed estimator )(dPesyy  is better than syy  and 
)(d
Psyy  if: 
y
x
xy
y
x
C
C
C
C
4
1
4
3
−<<− ρ . 
 
Cost Aspect 
Following Swain (1964), let the cost 
function be of the form 
 
( )nccncnc*C λλ 1010 +=+=     (3.25) 
 
where: 
*C = total cost, 
0c = cost for observing a pair of ( )xy,  on a 
sampling unit, and 
1c = cost for observing x  on any unit of λ  
clusters. 
 
From (3.10), (3.11), (3.12) and (3.13), 
note that all the four variance formulae are of the 
form: 
 
( ){ } ( ){ }1111 21 −++−+= n
n
Vn
n
VV ρλρ . 
(3.26) 
 
The optimum values of n  and λ  can be 
obtained by minimizing the variance function 
for a given cost. The value of λ  which 
minimizes the variance function can be obtained 
by the equation 
 
0=
∂
∂
λ
V
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SINGH, TAILOR & JATWA 
 
435 
 
where 
 
( )
( )
0 1
1
0 1
0 1
2
0 1
c c CV V 1 1
C c c
c c CV 1 1
C c c
  + λ   
= + ρ −   
+ λ     
  + λ   
+ ρ −   λ + λ     
        +
. 
(3.27) 
 
Differentiating (3.27) with respect to λ  and 
equating to zero results in 
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V
cc VV
C C
λ
ρ ρ ρλ
∂
=
∂
 
= − − + −  
 
 
( ) ( ) 



−+=−
C
cV
C
cV 02
21
1 11 ρρλ
ρ
 
 
( ) 


−
+=
11
0
1
22
1 c
C
c
c
V
V
ρ
ρλ
 
 
which gives 
 
( ) 


−
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11
0
1
2
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C
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V
V
opt ρ
ρλ .       (3.28) 
 
Substituting (3.28) in (3.25) results in 
 
( )
( )
opt
0 1 opt
2 0
0 1
1 1 1
Cn
c c
C
V c Cc c
V c 1 c
=
+ λ
=  ρ
+ + 
− ρ 
, 
(3.29) 
 
and substitution of (2.28) and (3.29) in (3.26) 
yields the minimum variance 
 
( ){ } ( ){ }1 2opt opt opt
opt opt opt
V VV 1 n 1 1 n 1 .
n n
= + ρ − + + ρ −
λ
 
(3.30) 
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