Abstract-Symbolic execution, originally introduced as a method for program testing and debugging, is usually incomplete because of infinite symbolic execution paths. In this work, we adapt some well-known notions from partial evaluation in order to have a complete symbolic execution scheme which can then be used to check liveness properties like program termination. We also introduce a representation of the symbolic transitions as a term rewrite system so that existing termination provers for these systems can be used to verify the termination of the original program.
I. INTRODUCTION
There is a renewed interest in symbolic execution [1] , [2] , a well-known technique for program verification, testing, debugging, etc. In contrast to normal execution, symbolic execution considers that the values of some input data are unknown, i.e., some input parameters x, y, . . . take symbolic values X, Y, . . . Because of this, symbolic execution is often non-deterministic: at some control statements, we need to follow more than one execution path because the available information does not suffice to determine the validity of a control expression, e.g., symbolic execution may follow both branches of the conditional "if (x>0) then exp1 else exp2" when the symbolic value X of variable x is not constrained enough to imply neither x>0 nor ¬(x>0). Symbolic states include a path condition that stores the current constraints on symbolic values, i.e., the conditions that must hold to reach a particular execution state. E.g., after symbolically executing the above conditional, the derived states for exp1 and exp2 would add the conditions X>0 and X≤0, respectively, to their path conditions.
Traditionally, formal techniques based on symbolic execution have enforced soundness: if a symbolic state is reached and its path condition is satisfiable, there must be a normal execution path that reaches the corresponding concrete state. In contrast, symbolic execution is complete when every reachable state in a normal execution is "covered" by some symbolic state. Completeness is important for verifying liveness properties-like program termination. For the general case of infinite state systems, completeness usually requires some kind of abstraction (as in infinite state model checking).
In this work, we follow well-known principles from partial evaluation [3] in order to design a complete symbolic execution scheme, that we call closed following the terminology of some partial evaluation literature. In particular, given an initial state with some missing input data, online partial evaluation constructs a complete representation-usually a graph-of all potential executions, and then extracts a residual program from the transitions in this graph. For this purpose, a symbolic execution method is augmented with subsumption and abstraction operators (similarly to those in [4] , [5] ) in order to guarantee that the computed representation is finite (see, e.g., Gallagher's algorithm parameterized by an unfolding rule and an abstraction operator [6] ).
Analogously to the extraction of residual code in partial evaluation, we propose the extraction of rewrite rules [7] from the transitions in the symbolic execution graph. In this way, we obtain a rewrite system that can be used to analyze the termination (or other liveness properties) of the original program in a unified and well-known setting (where powerful termination provers exist for rewrite systems, e.g., AProVE [8] ). An advantage of this approach is that one can "compile in" the language semantics in the symbolic execution graph, so that we extract residual rules from the semantics of the program rather than from its syntax. This pattern is well-known in the partial evaluation literature (a consequence of the first Futamura projection [9] ).
We can find in the literature similar approaches to proving the termination of Haskell [10] , Prolog with impure features [11] and Java bytecode [12] , [13] , [14] by transforming the original termination problem into the problem of analyzing the termination of a rewrite system. COSTA [15] , [16] , a cost and termination analyzer for Java bytecode, follows a similar pattern but produces a constraint logic program instead. All these transformational approaches share a similar pattern: they construct a finite-state representation of the program's computations (often called termination graph [13] ), and a finite set of rules is extracted from this representation.
While all these approaches have proven useful in practice, they are tailored to the specific features of a programming language. Unfortunately, this makes it rather difficult to grasp the key ingredients of the approach and, thus, it is not easy to design a termination tool for a different programming language by following the same pattern. In this paper, we aim at introducing a simpler but higher level scheme for proving liveness properties like program termination which is independent of the considered programming language. We do so by following the principles of partial evaluation.
This language-independent approach may ease the design of new program analyzers for different programming languages and promotes the reuse of existing analysis tools for rewrite systems. Another advantage of defining a unified higher level scheme is that common problems (and solutions!) can be better identified (e.g., scalability issues, improving accuracy, etc).
We show the viability of the scheme with a proof-ofconcept implementation of a termination prover for simple imperative programs with integers, basic arithmetic, assignments, conditionals and jumps. Our preliminary results are encouraging and point out the usefulness of the approach.
The remainder of this paper is organized as follows. Section II introduces the construction of a finite-state symbolic execution graph for a given program. Then, Section III presents the extraction of a term rewrite system from the transitions of the symbolic execution graph. Section IV presents the implementation of a termination prover. Finally, Section V discusses some related work and Section VI concludes. An extended version of this paper including proofs of technical results can be found in [17] .
II. CLOSED SYMBOLIC EXECUTION

A. Programs and Computations
A program P is a tuple Σ, Θ, T , ρ where Σ is a (possibly infinite) set of states, Θ ⊆ Σ are the initial states, T is a finite set of transitions (corresponding to the program statements), and ρ is a function that assigns to each transition a binary relation over states: ρ τ ⊆ Σ × Σ, for τ ∈ T . States are modelled as pairs l, σ where l is the location of the next sentence to be executed and σ is a (finite) mapping from program variables to values (the heap). Formally, Σ = Loc×(Var → Value), where Loc and Var are finite sets of program locations and variables, respectively, and Value is a (possibly infinite) set of values.
Transition relations are (possibly infinite) sets of pairs of states (s, s ), where s is the current state and s is the next state. Transition relations can be compactly described as logical formulas over unprimed and primed variables corresponding to the variables of s and s (so that variables not appearing in the formula are simply not constrained). We also introduce a fresh (i.e., not appearing in the program) variable pc which denotes the program counter.
Example 2.1: Consider the simple imperative program WHILE shown in Figure 1 , where 4 , as shown in the control flow graph depicted in Figure 1 . The transition relations can be defined as follows:
The transition relation R P of a program P is then defined as the union of all transition relations: Fig. 1 ), where the transition relation R WHILE = ρ τ1 ∪ ρ τ2 ∪ ρ τ3 ∪ ρ τ4 . An example computation follows:
B. Symbolic Execution
Symbolic execution [1] , [2] , originally introduced in the context of program testing and debugging, extends normal execution in order to deal with variables bound to symbolic expressions (instead of concrete values). E.g., 
Given a concrete state s and a symbolic state S, we observe that s ∈ γ(S) implies that s and S share the same program location. Analogously, γ(S) ⊆ γ(S ) implies that the symbolic states S and S share the same program location too. Basically, only (symbolic) states that point to the same program location are comparable. We note that our symbolic states are similar to the notion of region in [18] .
In the following, we assume a decidable partial order γ on symbolic states such that, if S γ S then γ(S) ⊆ γ(S ) (the opposite direction does not generally hold in order to have a decidable approximation).
Definition 2.4 (symbolic program):
Let P = Σ, Θ, T , ρ be a concrete program. We say that P = Σ , Θ , T , ρ is a symbolic version of P if the following conditions hold:
e., the program sentences are not changed); 4) ∀(s, s ) ∈ ρ τ and ∀S ∈ Σ such that s ∈ γ(S) there exists (S, S ) ∈ ρ τ with s ∈ γ(S ) (completeness). Note that no particular definition for ρ is given (which typically depends on the considered programming language); the definition above only shows the conditions that it must fulfill. Intuitively, conditions (1) and (2) imply that replacing some values by symbolic expressions do not change the nature of a state. Condition (3) means that symbolic execution does not change the source program (only the input data might be replaced by symbolic values). Finally, condition (4) states the basic completeness of symbolic execution, which guarantee that all concrete transitions have a counterpart in the symbolic program (which is essential to analyze liveness properties).
As before, the transition relation R P of a symbolic program P is defined as the union of all transition relations: R P = τ ∈T ρ τ . Symbolic computations are (possibly infinite) maximal sequences of symbolic states S 0 , S 1 , . . . such that
• S 0 ∈ Θ is an initial symbolic state and • (S i , S i+1 ) ∈ R P for all i ≥ 0 (up to the length of the sequence if it is finite). In the following we assume that, given a transition ( l, θ, pc , l , θ , pc ) ∈ ρ τ , the path condition pc has the form pc ∧ pc where pc are the new constraints (if any) added to the path condition in the considered symbolic execution step. Moreover, we consider that the satisfiability of the path condition is checked at every step. If the domain of path conditions is not decidable, we can use a time bound so that if the constraints are not solved within this bound, the path condition is assumed satisfiable (to preserve completeness, which contrasts with traditional approaches where it is assumed unsatisfiable to preserve soundness).
We will denote symbolic computations as follows:
where τ i is the transition of the step and pc i are the new constraints that are added to the path condition (we will omit the transition label, the path condition, and/or the program's transition relation when they are clear from the context). Example 2.5: Consider again the program WHILE shown in Figure 1 . Let WHILE be its symbolic version. Given the initial symbolic state l 0 , {x → ⊥}, true , we have for instance the following symbolic computation:
Note that we have simplified the path condition X > 0∧X − 1 > 0 to X > 1 and the path condition X > 1 ∧ X − 2 = 0 to X = 2.
C. Closed Symbolic Execution
While previous work has emphasized the production of underapproximations of standard execution (so that no spurious errors are spotted), we are interested in producing overapproximations so that the termination of the original program (as well as other liveness properties) can be preserved through the transformation.
In general, symbolic computations do not terminate due to the use of symbolic values (even if the concrete program admits only finite computations).
Example 2.6:
We have the following infinite computation with the symbolic version WHILE of program WHILE:
by always choosing transition τ 2 from location l 1 . Computations with a symbolic program can be represented by means of a tree-like structure as follows:
Definition 2.7 (symbolic execution graph): Let P = Σ , Θ , T , ρ be a symbolic program. We represent the computations of P for an initial symbolic state S 0 ∈ Θ by means of a (possibly infinite) directed rooted node-and edge-labeled graph G P :
• nodes are labeled with symbolic states from Σ and edges are labeled with transitions from T and logical formulas (denoting new path conditions); • the root node is S 0 ;
• there is an edge labeled with τ from a node labeled with S to a node labeled with S , denoted by S
; R P S (we will ignore τ and/or pc when they are clear from the context). In the literature, one can find two basic operations to make the symbolic execution graph finite: subsumption and abstraction (see, e.g., [4] , [5] ). Basically, subsumption allows us to stop symbolic execution when we reach a state that is an instance of (i.e., it is subsumed by) a previous one.
Definition 2.8 (subsumption transformation): Let P = Σ , Θ , T , ρ be a symbolic program and G P a symbolic execution graph for S 0 ∈ Θ . Let
be a path in the graph with n > 0. If there exists a node labeled with S i , 0 ≤ i < n, such that S n γ S i , we transform G P into G P by deleting the children of S n (and the edges from S n to them). We assume an implicit edge labeled with sub from S n to S i ; we consider these edges implicit to formally keep the graph acyclic. We say that G P is obtained from G P by subsumption. Example 2.9: Consider the infinite computation shown in Example 2.6. The infinite-state path in the graph can be made finite by subsumption as follows:
While subsumption allows one to produce finite-state symbolic execution graphs in many cases, this cannot be always ensured. In some cases, a form of abstraction is also required: Definition 2.10 (abstraction operator): Let S be a symbolic state and let C be a set of symbolic states (e.g., a set of previous symbolic states). We say that α : Σ ×℘(Σ ) → Σ is an abstraction operator if α(S, C) = S implies S S . An abstraction operator generalizes a symbolic state, often taking into account the computation history (i.e., the previous states of the same computation).
Definition 2.11 (abstraction transformation):
be a path in the graph with n > 0. We transform G P into G P by deleting the children of S n (and the edges from S n to them) and adding a subgraph with the (possibly infinite) symbolic execution graph rooted with α(S n , {S 0 , . . . , S n−1 }) and an edge labeled with abs from S n to α(S n , {S 0 , . . . , S n−1 }).
We say that G P is obtained from G P by abstraction. Defining appropriate heuristics for applying abstraction is far from trivial. There is a well-known trade off between accuracy and scalability: too much abstraction makes the analysis useless and too little prevents us from applying it to realistic programs. The definition of appropriate abstraction heuristics is an interesting topic for further research that is out of the scope of this paper.
Example 2.12: Consider the program LIST (slightly modified from [5] ) shown in Figure 2 and the initial symbolic
where V denotes an arbitrary integer and L denotes an object pointing to the head of an arbitrary acyclic singly linked list. Figure 2 shows one infinite symbolic computation starting from this initial state. 2 In contrast to the situation in Example 2.9, subsumption is not enough to stop this infinite computation since S 6 S 1 : given the concrete state s ≡ l 1 , {v → 42, l → l 1 , n → l 1 .next} where l 1 is an arbitrary value of type Node, we have s ∈ γ(S 6 ) but s ∈ γ(S 1 ) (since both l and n should point to the same value in all instances of S 1 ).
Here, we might consider an abstraction operator α that looks for the closest state with the same location and then generalizes the conflicting variables, e.g.,
With this step, we lose the connection between variables l and n, which might imply a loss of accuracy. Note, however, that this connection is not needed, e.g., for proving program termination (as long as we know that the list is acyclic). Observe that, in contrast to our approach, abstraction in symbolic execution is typically used to underapproximate the computation space, so it does not preserve completeness. 3 
Definition 2.13 (closed symbolic execution graph):
Let P be a program and P a symbolic version of P . Let G be a finite graph obtained from the symbolic execution graph G P for S 0 by a finite number of subsumption and abstraction transformations such that every leaf is a final state (i.e., no symbolic transition is possible) or it is subsumed by a previous symbolic state (i.e., there is an implicit edge to a previous state). Then, we say that G is a closed symbolic execution graph for P . The closedness of a symbolic execution graph guarantees that all symbolic executions are covered in the graph (i.e., completeness). We note that our closed symbolic execution graphs have some similarities with the abstract reachability graphs of [18] ; however, completeness in [18] only holds when the graph is finite, which is not always ensured (though some strategies are discussed).
The construction of closed symbolic execution graphs is a well-known problem in the literature of partial evaluation, where appropriate subsumption and abstraction operators have been defined for many different programming languages (specially in the context of declarative programming languages, (see e.g., [19] , [20] , [21] , [22] ).
Finally, we present the main result of this section, which shows that closed symbolic execution graphs are complete.
Theorem 2.14: Let P be a program and P a symbolic version of P . Let G be a closed symbolic execution graph for S 0 and let s 0 ∈ γ(S 0 ). 
3 Actually, [5] already suggests in the conclusion how to compute an overapproximation by also evaluating abstracted states, as we do.
Note that a closed symbolic execution graph can always be computed with a finite number of subsumption and abstraction steps (e.g., by fixing a bound on the number of times a program location can be visited).
III. GENERATION OF REWRITE RULES
In this section, we extract a term rewriting system (TRS in the following) from the closed symbolic execution graph, so that we can prove the termination of the original program using the generated TRS.
Actually, the use of term rewriting is not essential and other rule-based formalisms could be used. For instance, while some approaches consider the translation to term rewriting systems (e.g., [13] , [14] , [10] , [12] , [23] , [11] or [24] , [25] ), other approaches consider a rule-based language similar to constraint logic programming (e.g., [15] , [16] ). We have chosen to generate TRSs because of the extensive literature on the termination of these systems and the active research on the development of termination provers (as witnessed by the annual termination competition [26] ).
A. Integer Term Rewriting
In particular, we consider integer term rewrite systems (ITRS), originally introduced in [27] . These systems extend the usual rewrite systems with integers and some basic pre-defined operators. Here, we consider that the TRS's signature is split into three disjoint subsets: F, the defined symbols of the system, C the data constructors (e.g., the list constructors nil and cons), and • The left-hand side l has the form f (t 1 , . . . , t n ) where f ∈ F is a defined function symbol and t i ∈ Term(C, V) ∪ Z ∪ B is a term made of constructor symbols and variables, an integer or a Boolean value, for all i = 1, . . . , n.
• The right-hand side r has the form f (t 1 , . . . , t n ) where f ∈ F is a defined function symbol and either
is an integer term, i = 1, . . . , n. Observe that no nested defined functions are allowed in both the left-and righthand sides.
• The condition b is an integer constraint including variables, integers, and pre-defined operators.
A rule of the form l → r | true is simply denoted by l → r. We denote variables with capital letters.
Example 3.1:
The following ITRS returns a tuple with the maximum element and the sum of all elements from a list of positive integers (built using the list constructors nil and cons):
M, S) → (M, S) msl(cons(H, T ), M, S) → msl(T, M, S + H) | H ≤ M msl(cons(H, T ), M, S) → msl(T, H, S + H) | H > M
By considering integer and Boolean values a special type of 0-ary constructor symbols, and by assuming implicitly that every ITRS contains an infinite set of pre-defined rules PD for the pre-defined operations on integers and Booleans, the semantics of ITRSs is a simplified form of innermost rewriting (i.e., the counterpart of call-by-value evaluation in functional programming).
For instance, given the ITRS of Example 3.1 above and the initial term mslist(cons (1, cons(3, cons(2, nil) 
)))
we have the following reduction sequence (the reduced subterm is underlined):
mslist(cons(1, cons(3, cons(2, nil))))
→ msl(cons (1, cons(3, cons(2, nil) 
B. From Symbolic Execution Graphs to ITRSs
We now introduce a generic transformation that takes a closed symbolic execution graph and returns a finite ITRS. Basically, we produce an ITRS that mimics the transitions of the closed symbolic execution graph. For this purpose, we first introduce a function that produces a term representation for states:
Definition 3.2 (term representation):
We introduce a function tr : Var × Σ → T (C, V) ∪ Z ∪ B that computes the term representation tr(x, S) for a program variable x according to a symbolic state S. We denote by tr(x 1 , . . . , x n , S) the sequence tr(x 1 , S) , . . . , tr(x n , S).
Function tr is extended to symbolic states by: tr(S) = f S (tr(x 1 , . . . , x n , S) ) where f S ∈ F is a fresh function symbol uniquely associated to S. We also extend tr to concrete states in the natural way: tr(x, l, σ ) = tr(x, l, σ, true ), i.e., we apply tr to the symbolic state l, σ, true that just represents l, σ . Let us now introduce the extraction of rewrite rules from a closed symbolic execution graph: Definition 3.3 (ITRS generation): Let G be a closed symbolic execution graph for a program P . We construct an ITRS as follows:
• The set of defined function symbols F contains a function symbol f S associated to every symbolic state
that depends on the path condition pc and might bind some variables to constructor terms, integers or Booleans. For instance, it might bind some variable L to a list cons(H, T ) if pc includes the constraint L = null. It is intended to backpropagate the path condition to the left-hand side of the rule.
is a substitution that depends on the transition τ and might bind some variable to an arithmetic expression. For instance, it might bind a variable X to X + 1 if this is the effect of transition τ on this variable. -Finally, i(pc) denotes the integer constraints of the path condition pc (note that we might have noninteger constraints like L = null that are dealt with by instantiating variables using ϑ pc ).
• We produce a rule of the form tr(S) → tr(S ), for each edge S abs −→ S .
• We produce a rule of the form tr(S) → f S (tr(x 1 , . . . , x n , S) ), for each edge S sub −→ S , where x 1 , . . . , x n are the program variables.
Observe that the substitutions ϑ pc are used to encode data objects by means of terms (as it is done, e.g., in [12] , [14] ). This is very natural in the context of term rewriting and gives rise to ITRSs that accurately represent the transitions of the original program.
Here, we are only interested in safe extraction methods: Definition 3.4: Let P be a program, G be a closed symbolic execution graph and R be the ITRS extracted from G according to Definition 3.3 and using a term representation function tr. We say that the extraction method is safe if the following conditions hold: 1) s ∈ γ(S) implies that tr(s) matches tr(S) (i.e., there exists a variable substitution ϑ such that tr(s) = tr(S)ϑ). 
where the subsequence tr(S )ϑϑ δ → * PD t is used to evaluate integer expressions to values (either integers or variables). In general, one should require tr to preserve the observable property one is interested in (for proving termination, though, safeness is enough).
Example 3.5: Consider the closed symbolic execution graph for program LIST shown in Figure 3 . It is made finite using the abstraction step described in Example 2.12.
Here, we consider a simple term representation function tr(x, l, θ, pc ) that returns the value of a variable x using the bindings of θ. In particular, linked lists are represented with a list data structure built from nil and cons (i.e., nil denotes an empty list and cons(h, t) denotes a list with head h and tail t).
Given a path condition L = null we produce a substitution ϑ pc = {L → nil}. In contrast, if the path condition is L = null we have ϑ pc = {L → cons(H, T )} for some fresh symbolic variables H and T . Substitutions ϑ τ are not used in this example since we have no update on integer variables.
Using this term representation, we get the ITRS depicted in Figure 4 . The termination of this TRS can be proved using the termination prover AProVE [8] and its extension for ITRSs [27] . The correctness of our approach then guarantees that the original program LIST is also terminating. Our final result states the correctness of the overall scheme for proving termination (similar results could be proved for other observable properties).
Theorem 3.6: Let P be a program and P a symbolic version of P . Let G be a closed symbolic execution graph for S 0 . Let R be the ITRS obtained from G using a safe extraction method. Let s 0 ∈ γ(S 0 ). (tr(x 1 , . . . , x n , s 0 ) ).
IV. SYMBOLIC EXECUTION-BASED TERMINATION TOOL
In order to check the viability of the ideas presented so far, we have developed a proof-of-concept implementation of a termination prover for simple imperative programs with integers, basic arithmetic, assignments, conditionals and jumps (there is no explicit iteration but it can easily be encoded with conditionals and jumps). The implemented tool is called SETT: Symbolic Execution-based Termination Tool. In its current version, only subsumption has been implemented (nevertheless, we succeeded in all the considered examples even without abstraction steps). A web interface to test the tool is available from http://kaz.dsic.upv.es/sett/ Let us illustrate the application of the tool over a couple of simple (though not trivial) examples. Our first example is taken from [28] (here, input() returns a random value provided by the user):
while x>0 and y>0 do if input() = 1 then x := x-1; y := input(); else y := y-1;
Proving the termination of this program is difficult because there is no ranking function into the natural numbers that can prove its termination. Our tool successfully computed a closed symbolic execution and, then, produced the following ITRS:
fun3(x,y) -> if (x>0 and y>0) then fun4(x,y) else fun10(x,y) fun4(x,y) -> if (input=1) then fun5(x,y) else fun8(x,y) fun5(x,y) -> fun6(x-1,y) fun6(x,y) -> fun7(x,input) fun7(x,y) -> fun9(x,y) fun8(x,y) -> fun9(x,y-1) fun9(x,y) -> fun3(x,y) where x, y, and input are variables. The termination of this ITRS can be automatically proved using AProVE [8] .
Another (difficult) termination problem is taken from [29] :
while x>0 and y>0 do if (input()) then x := x-1; y := x; else x := y-2; y := x+1;
s s g g g g g g g g g g g g g g g g g g g g g
t t j j j j j j j j j j j j j j j j j j j fun3(x,y) -> if (x>0 and y>0) then fun4(x,y) else fun11(x,y) fun4(x,y) -> if (input=1) then fun5(x,y) else fun8(x,y) fun5(x,y) -> fun6(x-1,y) fun6(x,y) -> fun7(x,x) fun7(x,y) -> fun10(x,y) fun8(x,y) -> fun9(y-2,y) fun9(x,y) -> fun10(x,x+1) fun10(x,y) -> fun3(x,y) whose termination was also proved using AProVE [8] .
More details and examples can be found in the tool webpage http://kaz.dsic.upv.es/sett/.
V. RELATED WORK
As mentioned in the introduction, there are already several approaches to proving the termination of programs which follow a similar scheme as the one we have presented. This is the case, e.g., of the works that consider the termination of Haskell [10] , Prolog with impure features [11] and Java bytecode [12] , [13] , [14] by transforming the original termination problem into the problem of analyzing the termination of a rewrite system. COSTA [15] , [16] , a cost and termination analyzer for Java bytecode, follows a similar pattern but produces a constraint logic program instead.
The novelty of our approach is twofold. On the one hand, we propose a language-independent approach that may ease the design of new program analyzers for different programming languages by clarifying some common principles of these approaches. On the other hand, we reformulate the scheme using well-known principles from partial evaluation, so that the vast literature on constructing finite symbolic executions can be reused (rather than starting from scratch, as some of the above works have done). Proving that a program terminates for all possible inputs is undoubtedly a fundamental problem that has been extensively studied in the context of term rewriting [7] and logic programming [30] , where powerful termination provers exist (see, e.g., the results from the last termination competition [26] ). In contrast, proving the termination of imperative programs has been mostly overlooked for decades. Recent progress in this area, however, has changed the picture and powerful-and usable-tools have emerged [31] .
One popular branch of work is based on the notion of transition invariants [32] and applies to both sequential and concurrent programs (see [28] for a recent survey). These techniques aim at identifying a set of invariants that approximate the closure of the transition relation of a program, so that if these invariants are well founded, the considered program is terminating. These methods, however, rely on the construction of ranking functions and, thus, our symbolic execution-based approach may be advantageous when the control flow is complex (but can be represented with a finite number of states without losing too much precision). Actually, our preliminary experimental results showed that our scheme succeeds for some typical examples from the transition invariants literature. Unfortunately, a detailed comparison is quite difficult since the main tool based on transition invariants, TERMINATOR, is not publicly available.
Another alternative approach considers the termination of C programs by translating the original program to a term rewrite system [25] . However, in contrast to our approach, the rewrite rules are extracted from the program's syntax.
Consequently, it is (faster but) much less accurate since no information is propagated forward in the computations. In order to alleviate this problem, additional static analyses are proposed, though their impact is difficult to measure.
VI. CONCLUDING REMARKS
In this paper, we have presented a language-independent approach to proving liveness properties by constructing a closed symbolic execution of the program. Then, we have proposed a method for proving program termination by extracting a rewrite system that reproduces the transitions of symbolic execution. We have illustrated the usefulness of our approach by implementing a proof-of-concept termination prover for imperative programs with integers, basic arithmetic, assignments, conditionals and jumps. Our preliminary results are encouraging and point out the practicality of the approach. Hopefully, this higher level approach will be useful to design new analysis tools-by reusing existing techniques for term rewriting-and to get new insights on the overall process.
Complete symbolic execution is a relatively new area, so there are plenty of topics for further research. In particular, we want to design refined heuristics for subsumption and abstraction. Also, it would be worth studying the definition of an instance of the scheme presented in this paper for a dynamic programming language (like JavaScript or Erlang).
