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METHODS FOR THE VISUALIZATION OF PLACENTAL VASCULATURE
IN FETOSCOPIC SURGERY
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University, School of Medicine, New Haven, CT

Twin-to-twin transfusion syndrome is a potentially fatal disease of placental
vasculature in twin pregnancies. It is treated with fetoscopic laser photocoagulation surgery, a procedure in which a surgeon uses an endoscope to find and
cauterize abnormal vascular anastamoses on the placental surface. However,
even after surgery, mortality remains as high as twenty to forty-eight percent,
largely due to anastamoses being missed during the operation. Many technical
challenges contribute to anastamoses being missed, including poor endoscopic
image quality and a limited field of view. Any tools capable of addressing these
challenges would be clinically valuable. This thesis presents the design and validation of a computer assistance system for fetoscopic laser surgery with three
major features: enhancement of endoscopic video, automatic detection and localization of blood vessels, and automatic stitching of endoscopic video frames
into a panoramic map of the placental surface.
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Chapter 1

Introduction

1.1

Overview

Twin-to-twin transfusion syndrome is a potentially fatal disease of placental
vasculature that occurs in twin pregnancies. It is treated with fetoscopic laser
photocoagulation surgery, a procedure in which a surgeon uses an endoscope
to find and cauterize abnormal vascular anastamoses on the placental surface.
Even after surgery, however, mortality of at least one fetus remains as high as
twenty to forty-eight percent, largely due to anastamoses being missed during
the operation. There are many technical challenges that contribute to anastamoses being missed, including poor endoscopic image quality and a limited
field of view. Any tools capable of addressing these challenges would be clinically valuable. This thesis presents the design and validation of a computer assistance system for fetoscopic laser surgery with three major features: enhancement of endoscopic video, automatic detection and localization of blood vessels,
1

and a feature matching strategy that can better facilitate automatic stitching of
endoscopic video frames into a panoramic map of the placental surface.

1.1.1

Published Works Resulting from this Thesis

This thesis incorporates text and figures from four peer-reviewed publications [1, 2, 3, 4] and one oral presentation [5]:

1. Sadda, P., Onofrey, J.A., Imamoglu, M., Qarni, B., Papademetris, X., et al.
2018. Real-time computerized video enhancement for minimally invasive
fetoscopic surgery. Laparoscopic, Endoscopic and Robotic Surgery, 1:27–32.
2. Sadda, P., Imamoglu, M., Dombrowski, M., Papademetris, X., Bahtiyar,
M.O., et al. 2018. Deep-learned placental vessel segmentation for intraoperative video enhancement in fetoscopic surgery. International Journal of
Computer Assisted Radiology and Surgery.
3. Sadda, P., Onofrey, J.A., Bahtiyar, M.O., and Papademetris, X. 2018. Better feature matching for placental panorama construction. In Data Driven
Treatment Response Assessment and Preterm, Perinatal, and Paediatric Image
Analysis, A. Melbourne, R. Licandro, and M. DiFranco, editors, volume
11076 of Lecture Notes in Computer Science, pp. 128–137. Springer.
4. Sadda, P., Onofrey, J.A., and Papademetris, X. 2018. Deep learning retinal
vessel segmentation from a single annotated example: An application of
cyclic generative adversarial neural networks. In Intravascular Imaging and
Computer Assisted Stenting and Large-Scale Annotation of Biomedical Data and
Expert Label Synthesis, D. Stoyanov et al., editors, volume 11043 of Lecture
Notes in Computer Science, pp. 82–91. Springer.
2

5. Sadda, P., Onofrey, J.A., Bahtiyar, M.O., and Papademetris, X. 2018. Deeplearned synthetic video generation for simulating fetoscopic surgery. Presented at the 10th National Conference on Image Guided Therapy, Boston,
MA.

These works are reproduced here with the explicit permission of the publisher [2, 3, 4] or under the terms of the Creative Commons License 4.0 [1].

1.2

Twin-to-Twin Transfusion Syndrome

Twin-to-twin transfusion syndrome (TTTS) is a potentially lethal disease of placental circulation that affects pregnancies in which twin fetuses share a single
placenta. In such pregnancies, the blood circulation of the placenta is typically
divided into two independent halves where each half supplies one of the fetuses. In some cases, however, abnormal vascular anastomoses form between
the portions of the placenta that supply each of the two fetuses. TTTS arises
when these connections allow blood to flow disproportionately from one fetus
(known as the donor) to the other fetus (known as the recipient). The disproportionate distribution of blood can have serious effects on both fetuses, including
neural defects in the donor, cardiac dysfunction in the recipient, and death in
either twin [6, 7].

3

1.2.1

Epidemiology

Given the low rate of twin gestations in relation to single gestations, TTTS is a
relatively rare disease. 70% of identical twin gestations are monochorionic gestations [8], and an estimated 10–15% of monochorionic gestations are affected
by TTTS [6]. At current twin-birth rates [9], this yields an estimate of 4,500 gestations affected by TTTS per year within the United States.

1.2.2

Diagnosis

While the root cause of TTTS is the presence of abnormal anastamoses on the
placental surface, these anastamoses are often only a few millimeters in length
and are therefore not discernible in clinically used imaging modalities [6]. Instead, TTTS is diagnosed by routine ultrasound at prenatal visits [6, 7]. The
net blood flow from the donor fetus to the recipient fetus leads to a surplus of
fluid in the recipient’s amniotic sac (known as polyhydramnios), and a deficit
of fluid in the donor’s amniotic sac (known as oligohydramnios). The presence
and degree of polyhydramnios and oligohydramnios can be assessed on ultrasound [6]. There are also effects on the fetal cardiovascular system (including
cardiomegaly in the recipient) that can be assessed on ultrasound [6].
The severity of TTTS is stratified with the Quintero staging system [10]. This
system assigns a stage between one (least severe) and five (most severe) depending on the degree of polyhydramnios and oligohydramnios, the presence
of certain anatomical defects, the presence of compromised cardiovascular function, and the presence of fetal edema or ascites. Untreated TTTS of stage two or
higher is associated with nearly 100% mortality of at least one fetus [6].
4

1.2.3

Management

Figure 1.1: In twin-to-twin transfusion syndrome, abnormal vascular connections within a shared placenta allow a net flow of blood from a donor
twin (left) to a recipient twin (right). The only definitive treatment
is fetoscopic laser photocoagulation surgery, a procedure in which
a surgeon introduces a specialized endoscope known as a fetoscope
into the uterine environment and uses it to inspect placental vasculature. Any abnormal vascular connections that are found are cauterized with an attached laser (center).
There are several options for managing TTTS depending on the severity of
the disease, including observation, septostomy (puncture of the amniotic membrane that separates the twin fetuses), serial amnioreduction (removal of excess
amniotic fluid from the sac of the recipient fetus), and partial ligation of the umbilical cord of the recipient fetus [11, 12]. However, there is only one definitive
treatment: fetoscopic laser photocoagulation surgery (FLPS). In FLPS, a surgeon introduces a fetal endoscope, also known as a fetoscope, into the maternal
uterus. The endoscope is used to inspect the vasculature on the surface of the
placenta for abnormal anastomoses. Abnormal anastomoses that are found are
selectively cauterized using a laser attached to the endoscope [11]. This procedure is illustrated in Figure 1.1.

5

1.3

1.3.1

Fetoscopic Laser Photocoagulation Surgery

Morbidity and Mortality

While all surgeries carry risk, FLPS has been noted to be a particularly risky
procedure [13, 14]. Unlike most surgeries, which involve only a single patient,
FLPS involves three patients: the mother and her two fetuses. Complications
of FLPS can affect any or all of the three patients. Furthermore, the intrauterine environment is particularly delicate. Slight errors in the handling of the
fetoscope in FLPS can lead to potentially lethal iatrogenic complications such
as chorioamniontic separation (separation of fetal membranes from placental
membranes) [15]; preterm, premature rupture of membranes (rupture of the
amniotic sac) [14]; and chorioamnionitis (infection of the intrauterine environment) [16].
Even in the absence of iatrogenic pathology, FLPS is still associated with a
high rate of morbidity and mortality. The rate of mortality after FLPS is estimated to be between 20 and 48%, primarily due to inadequate treatment of
TTTS during the surgery [13]. Inadequate treatment of TTTS is also associated
with postoperative morbidities, including non-iatrogenic preterm, premature
rupture of membranes [13]; twin anemia-polycythemia sequence [17]; and developmental defects of the cardiovascular and nervous systems [7].

6

1.3.2

Technical Challenges

The high rates of morbidity and mortality after FLPS are due in a large part to
the challenging nature of the surgery.
As discussed in Section 1.2.2, the abnormal placental anastamoses involved
in twin-to-twin transfusion cannot be visualized by any commonly used imaging modality, so there is no preoperative imaging available for surgical planning. Instead, the surgeon must identify the problematic blood vessels intraoperatively, but there are three major issues that limit his or her ability to do
so:

1. The low quality of the video acquired by the fetoscope: While modern laparoscopes can acquire high-fidelity video, the nature of fetoscopic
surgery requires a fetoscope with a diameter that is significantly smaller
than a general-purpose laparoscope. Modern “ultra-thin” fetoscopes can
have diameters as small as 1.0 mm [18]. These small diameters place a
physical maximum constraint on image quality [19]. Additionally, the positioning of the fetuses relative to the placenta can sometimes necessitate
a curved approach, which requires a flexible optical fiber-based fetoscope
as opposed to a rigid lens-based fetoscope, further contributing to poor
video quality. This issue is illustrated in Figure 1.2b.
2. The poor visibility conditions of the uterine environment: While
most laparoscopic and endoscopic procedures are performed in air-filled
spaces, fetoscopy is performed in a space filled with amniotic fluid. Amniotic fluid is turbid, often with a yellowish or greenish coloration and many
floating debris. The intrauterine environment has no ambient lighting; the

7

main light source is the light attached to the tip of the fetoscope, which due
to the turbidity of the amniotic fluid, can only illuminate surfaces within
a few centimeters. The light source attached to the fetoscope also creates
a glare artifact within the field of view. Additionally, other light sources
such as the guide light for the photocoagulation laser and the laser itself
can occlude portions of the field of view. These issues are illustrated in
Figure 1.2a.
3. The limited field of view of the endoscope: The turbidity of amniotic
fluid limits the effective field of view of the fetoscope: Since the light
source attached to the fetoscope can only illuminate surfaces within a few
centimeters, the surgeon is forced to hold the fetoscope no more than a
few centimeters from the placental surface and can only visualize a small
fraction of the surface at any given time. This issue is illustrated in Figure 1.3.

1.3.3

Evolution of Surgical Technique

The high postoperative morbidity and mortality associated with FLPS has lead
to efforts to refine surgical technique in a manner that improves outcomes. In
its earliest form, FLPS involved the coagulation of all vessels that crossed the
placental equator. This strategy was associated with a high rate of placental
loss [13]. This prompted Quintero et al. [20] to introduce the selective technique
for FLPS in 1998. In the selective technique, the risk of placental loss is reduced
by minimizing the area of placental tissue that is coagulated. Only equatorial
vascular anastomoses are coagulated; all other vessels that cross the placental
equator are spared.
8

(a) There are several environmental factors that can obscure the view of blood
vessels through the fetoscope in fetoscopic surgeries: (i) depth of field effects (green) and poor contrast near the
periphery of the field of view (violet)
due to the turbidity of amniotic fluid,
(ii) floating debris in the amniotic fluid
(orange), and (iii) illumination effects–
here caused by the guide light for the coagulation laser (blue).

(b) Physical constraints on fetoscopes,
including small lens diameters and
the use of optical fiber bundles, reduce the quality of the video that
they acquire. This magnified detail
of a fetoscopic video frame demonstrates the presence of optical fiber
artifacts: The dark stippled pattern
of the artifacts corresponds to gaps in
between the fibers of the optical fiber
bundle.

Figure 1.2: A multitude of visual issues complicate fetoscopic laser photocoagulation surgery. These issues are caused both by the poor visibility
conditions in the intrauterine environment (a) and the limitations of
fetoscopes (b).
A decade later, Quintero et al. improved upon their previous technique with
the selective sequential strategy [21]. In this technique, the surgeon attempts to
intraoperatively optimize the redistribution of blood flow between the fetuses
by coagulating the anastomoses in a specific order. Anastomoses that allow
blood to flow from the donor to the recipient are closed first, from largest to
smallest, followed by anastomoses that allow blood to flow from recipient to
donor, also from largest to smallest [13, 21].
The selective sequential technique for FLPS has been shown to be associated

9

Figure 1.3: One of the major limitations in fetoscopic laser photocoagulation
surgery is the small size of the fetoscopic field-of-view. While placentas can have a diameter of 30 cm or more (left), the field-of-view
captures a region of the placenta with a diameter of only 1 to 3 cm
(right). As surgeons cannot visualize the entire placental surface at
once, they must mentally piece together individual views provided
by the fetoscope as in Figure 1.4. This places a high cognitive burden
on the surgeon and increases the risk of operative error.
with better outcomes than the earlier nonselective and selective nonseqential
techniques [13, 22]. However, it also greatly increases the cognitive burden on
the surgeon. The selective sequential technique does not allow the surgeon to
coagulate an anastomosis immediately upon finding it. Instead, it requires the
surgeon to make a mental catalogue of the vascular malformations that he or she
has encountered and the visual landmarks that can be used to navigate back
to these malformations. In the worst case, this cognitive lead can lead to the
surgeon missing one or more anastomoses, resulting to incomplete treatment
of TTTS and a possible need for a repeat surgery. Even if no anastomoses are
missed, the surgery can be prolonged if the surgeon becomes lost while trying
to retrace his or her steps to a previously encountered vascular formation.

10

1.3.4

Methods for Computer Assistance

One can conceive of five manners in which the identification of placental blood
vessels could be made easier:

1. Physically enhancing the fetoscopic image by improving the optical characteristics of the fetoscope
2. Physically improving environmental visibility factors
3. Digitally enhancing the fetoscopic image
4. Automatically detecting and locating blood vessels and denoting their positions on screen
5. Devising alternative methods of visualizing the placenta

The first approach is largely impracticable. The nature of fetoscopic surgery,
which involves highly constrained spaces, requires that fetoscopes are smaller
in diameter than standard endoscopes. Modern “ultra-thin” fetoscopes can
have diameters as small as 1.0 mm [18]. These small diameters place a physical maximum constraint on image quality [19].
The second approach, like the first, is typically not feasible in practice.
While there are methods by which environmental visibility factors can be
manipulated—the turbidity of amniotic fluid, for example, can be reduced by
amniotic fluid exchange, a procedure in which a portion of the amniotic fluid
is removed and replaced with a saline solution [23]—the risks associated with
manipulating the intrauterine environment mid-pregnancy likely outweigh any
benefit that would be provided to the surgeon during a fetoscopic surgery.

11

This work focuses on approaches three, four, and five, where the authors
believe there is room for computer-assisted techniques to help fetoscopic surgeons. The current literature on approaches three, four, and five is discussed at
length in Sections 1.4, 1.5, and 1.6, respectively.

1.4

Fetoscopic Image Enhancement

In laparoscopic and endoscopic procedures, the surgeon typically views the
video output of his or her device on a monitor rather than looking through the
device itself. This leaves ample opportunity for digitally enhancing or otherwise modifying the video while it is in transit from endoscope to monitor.
There are many commonly employed techniques for enhancing images and
video, and some of these have previously been applied to laparoscopic and endoscopic procedures. Florian et al. [24] designed a system that enhanced intraoperative endoscopic video from abdominal surgeries in real time using temporal filtering, distortion correction, and color normalization. A survey of several
surgeons found that they generally preferred the enhanced video to the original,
unenhanced video. Imtiaz et al. [25] described an algorithm for color correction
in gastrointestinal endoscopy. Others have described applications of contrast
enhancement in gastrointestinal endoscopy [26, 27, 28].
Endoscopic image enhancement is also applicable to FLPS. As described
in Section 1.3.2, the technical challenges of FLPS include poor contrast due to
the inability of light sources to penetrate amniotic fluid, distorted colors due to
stained amniotic fluid, and patterned artifacts due to the nature of the optical
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fibers that are used in fetoscopes. All three issues can be reduced or eliminated
by the use of standard image enhancement techniques. To the best of of the authors’ knowledge, however, there is no existing work that demonstrates the applicability of image enhancement to fetoscopy. Section 3.3 of this work presents
the design of a computer algorithm for enhancing fetoscopic video. Section 4.1
demonstrates that the algorithm is fast enough for real-time use and demonstrates that the video enhancement has positive effects on the ability of humans
to quickly and accurately identify blood vessels in fetoscopic images.

1.5

Blood Vessel Detection and Localization

Several prior studies have described methods for automatically detecting and
localizing placental blood vessels within an image. Almoussa et al. [29], Park et
al. [30], and Chang et al. [31] described methods for segmenting blood vessels
within images of ex vivo placentas. Their segmentation algorithms have important applications in pathology, such as the postpartum diagnosis of placental
diseases by analyzing the structure of the placental vascular network. However, any vessel detection technology that is to be used intraoperatively must be
able to detect vessels within in vivo images as opposed to ex vivo images.
The appearance of ex vivo placentas is dramatically different from the appearance of in vivo placentas, and this has significant implications for image
analysis (Figure 1.5). Gaisser et al. [32] simulated ex vivo and in vivo settings
using a placental phantom and found that the performance of various feature
detection algorithms could fall dramatically in the translation to in vivo. A feature detector could detect as many as 73% fewer features in images from an in
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vivo as opposed to images from an ex vivo setting.
More recently, there have been efforts to analyze in vivo placental images.
Perera Bel [33] described a method for segmenting blood vessels from Dopplerflow ultrasound. This method can locate large blood vessels such as the umbilical arteries and vein, which are often several dozen centimeters long. Finding
these large vessels is important as it informs the surgeon’s choice of insertion
point for the fetoscope. However, once the surgeon has inserted the fetoscope
into the uterine environment, he or she is interested in much smaller blood vessels that are on the order of a few millimeters in length. These blood vessels are
too small to be reliably resolved on ultrasound.
Gaisser et al. [32] made an important contribution by demonstrating that
it is possible to use a region-based convolutional neural network (R-CNN) to
detect stable centerpoints within placental blood vessels. This deep-learned approach far outperformed standard feature detection algorithms when applied
to in vivo images in which the amniotic fluid had a yellow coloration, but the
performance significantly degraded when the amniotic fluid had a green coloration, suggesting that the algorithm was not robust to natural variations that
might be encountered in an intrauterine environment.

1.6

Panorama Construction

Image enhancement and automated blood vessel detection can reduce the difficulty of identifying blood vessels in poor visibility conditions. However, they
do not address the issue of the limited fields of view provided by fetoscopes.
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While the surgeon cannot view the entirety of the placenta at once, he or she
will typically scan the fetoscope over a large swath of the placental surface over
the course of the procedure. It should therefore be possible in theory to stitch
the video frames captured by the fetoscope together into a composite map of
the placental surface as illustrated in Figure 1.4.
The idea of placental panorama construction is attractive for two reasons.
First, having a map of the placenta increases the surgeon’s effective field of view.
Second, a map of the placenta can serve as a check at the end of the procedure
to ensure that no anastamoses have been missed.
Panorama construction is not a new problem in the field of image analysis.
In fact, many commercially-available digital cameras and smart phones provide
a panorama feature. Users can take many snapshots of scene by panning their
camera in a wide horizontal arc. The snapshots are then analyzed and automatically stitched into a single composite image.
The panorama software found on digital cameras and smart phones typically operates by using visual correspondences between subsequent snapshots
to determine how they should be stitched together. This is a five-step process:

1. Feature detection: Visual features are selected from the snapshots using
an algorithm known as a feature detector.
2. Feature description: The high-dimensional raw pixel data of each visual
feature is converted into a lower-dimensional vector (known as a descriptor) via an algorithm known as a feature descriptor.
3. Feature matching: The visual features from one snapshot are paired with
their corresponding visual features from the subsequent snapshot, usually
15

via a nearest-neighbor criterion on the their lower-dimensional descriptors.
4. Outlier removal: False positive matches are eliminating using an outlier
detection strategy such as random sample consensus (RANSAC).
5. Homography estimation: A perspective transformation from one snapshot to the next is calculated from the coordinates of the matched visual
features.
Much of the existing work on placental panorama construction in FLPS follows a algorithm similar to the one described above [32, 34, 35, 36]. These
attempts have had limited success and are still not robust enough for clinical
use [37].
There are several factors that make placental panorama construction a significantly more difficult problem than traditional panorama construction. The
first is that the geometry is more complicated. The panorama functions that are
found on digital cameras and smart phones reconstruct a virtual image plane
that is known to be exactly orthogonal to the line of sight of the camera. It is
therefore possible to simplify much of the math to two dimensions. The goal
of panorama construction in FLPS, on the other hand, is to reconstruct the real
plane of the placental surface. This plane can have any orientation with respect to the fetoscopic camera. Indeed, the orientation changes dramatically as
the surgeon manipulates the fetoscope during the course of the surgery. The
calculations for panorama construction must therefore account for a full three
dimensions and the extra degrees of freedom and sources of error that doing so
entails.
Another issue is that the most common general purpose feature detectors,
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Figure 1.4: An example of a panoramic view of placental surface vasculature
created by concatenating video frames acquired from a fetoscope.
This example was manually constructed from thirty minutes of
footage from a fetoscopic laser photocoagulation surgery.
such as SIFT, SURF, and ORB, are optimized to detect corners [36, 38, 39]. General purpose feature descriptors typically focus on the detection of corners as
corners are easy to describe mathematically and do not require applicationspecific training datasets. However, images of placentas mostly contain smooth
curves and contours, which means that general purpose feature detectors have
poor repeatability when applied to fetoscopic video frames and have difficulty
to consistently extracting enough frame-to-frame correspondences to estimate
the motion of the fetoscope [32, 39].

1.6.1

Feature Detection

To the best of the authors’ knowledge, all placental panorama construction studies to date have been evaluated primarily on ex vivo images [34, 36, 38, 40] or
images of placental phantoms [32]. However, there is reason to believe that
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(a)

(b)

(c)

(d)

Figure 1.5: Blood vessels are visible in both ex vivo (a) and in vivo (b) images of
placentas. Ex vivo images, however, are rich in background features
while in vivo images often have backgrounds that are almost entirely
devoid of features. This can be demonstrated by evaluating the SIFT
feature detector [41] on ex vivo and in vivo placental images using
identical parameters (c, d). Each yellow circle represents a single
feature. Orders of magnitude more features are recovered from the
ex vivo image (c) than the ex vivo image (d).
panorama construction algorithms that are successful on ex vivo images might
not translate cleanly to in vivo images. Ex vivo images of placentas tend to have
more visual features and fewer visual distractors than in vivo images [32, 39],
and while blood vessels are identifiable in both ex vivo and in vivo images, ex
vivo images have feature-rich backgrounds whereas in vivo images tend to have
backgrounds that are almost entirely featureless (Figure 1.5).
Gaisser et al. [32] simulated ex vivo and in vivo settings using a placental
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phantom and found that the performance of SIFT and SURF feature detectors
could fall dramatically in the translation to in vivo. When applied to images
from an in vivo setting with amniotic fluid of a yellow coloration, SIFT detected
73% fewer features than it did in an ex vivo setting. SURF detected 45% fewer
features.
The results reported by Gaisser et al. suggest that the underlying issue in
registering in vivo placental images is a dearth of high-quality key points. If few
key points are repeatable between different in vivo views of the same portion
of a placenta, then there will be few matches. A homography calculated from
a small number of matches will be highly sensitive to false or outlier matches.
Furthermore, if the number of matches is low enough it will not be possible to
compute a homography at all.
Bian et al. [42] argue, however, that in many feature matching tasks, the underlying issue is not that there is a lack of good key points or good matches, but
that standard matching techniques have difficulty distinguishing good matches
from bad matches. It follows that better algorithms for determining matches between feature descriptors may be able to produce more accurate homographies
for registering in vivo placental images into a panoramic map.

1.6.2

Feature Matching

Bian et al. [42] argue that when feature matching fails to produce sufficient
matches, the underlying issue is often not a lack of good matches, but difficulty in distinguishing good matches from bad matches. In other words, when
scoring matches (which is typically done by calculating the distance between
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Figure 1.6: One of the main challenges in computing homographies by matching corresponding visual features is an apparent sparsity of feature
matches between images. The traditional thought (left) is that it
is possible to set a decision boundary that cleanly separates false
matches from true matches on the basis of nearest-neighbor match
scores, but even so there are often too few true matches to robustly
compute a homography. Bian et al. propose an alternate hypothesis
(right). They propose that there are many true feature matches, but
if the decision boundary is set high enough to reject most of the false
positive matches, the majority of true feature matches are rejected
as well. This suggests that nearest-neighbor match scores are not an
adequate metric for discerning true matches from false matches.
the feature descriptors of the two matched key points), there tends to be a significant overlap between the score distribution of true matches and the score
distribution of false matches. Setting a high minimum threshold for the match
score minimizes the number of false positive matches but also eliminates many
true matches. This concept is illustrated in Figure 1.6.
Feature descriptor distance is not the only method for scoring matches.
Bian et al. propose scoring feature matches using the observation that true
matches are likely to be neighbored by other true matches whereas false matches
are more frequently found in isolation. Preliminary feature matches are first
generated using the traditional nearest-neighbor approach. One image in the
pair is then divided into a regularly spaced grid. A secondary score for a match
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that falls within the i-th cell of the first image and the j-th cell of the second is
calculated as follows:

S i, j = |Xi, j | − 1

(1.1)

where Xi, j = {x1 , x2 , x3 , ..., xn } is the union of matches found in the i-th cell of
the first image and the j-th cell of the second. This secondary score is used
to determine which cells in the first image are paired with which cells in the
second. A constraint is then enforced in which key points within a given cell in
the first image must match to its paired cell in the second image. Bian et al. refer
to this approach as grid-based motion statistics (GMS).
In practice, GMS produces the best results when neighborhood scores are
calculated over several adjacent grid cells as opposed to a single grid cell. Bian et
al. suggest counting matches over a 3 × 3 region of cells:

S i, j =

9
X

|Xak bk | − 1

(1.2)

k=1

{(a1 , b1 ), (a2 , b2 ), ...(aN , bN )} is the set of corresponding cell pairs between the two
images.
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1.6.3

Use of Surgical Tracking Systems

Creating panoramas by matching visual features has one serious limitation:
the accumulation of error, also known as drift. When creating a panorama by
matching visual features, the computed position of any video frame Ft within
the panorama depends on the previously computed position of the previous
video frame Ft−1 . Any error or uncertainty in the computation of the transformation T (Ft−1 ) is propagated forward into the computation of T (Ft ), T (Ft+1 ),
and T (Ft+k ) for any subsequent video frame Ft+k . This is not an issue for the
panorama function on digital cameras and smart phones, which only have to
analyze a handful of images, but for fetoscopic surgery, where new video frames
are generated at a rate of 30 frames per second, an average registration error of
even a few pixels could become problematic in a matter of minutes.
The concerns over accumulated error have been borne out experimentally:
An experiment by Tella-Amo et al. [38] found a misalignment error of 30 pixels
after just 2.67 seconds. Extrapolating linearly would give an error of over 330
pixels after 30 seconds.
One solution to the issue of drift is to anchor each video frame’s to a static
frame of reference instead of anchoring it to the frame of reference of the previous video frame. One way to provide such a static frame of reference is to track
the motion of the fetoscope with a surgical tracking system [38, 40].
Few groups have applied surgical tracking systems to panorama construction in FLPS [40, 43, 44], and thus far only Tella-Amo et al. [40] have demonstrated a drift-free system for panorama construction.
The system described by Tella-Amo et al. consists of an electromagnetic
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tracker (T ); a marker on the tip of the fetoscope that is external to the maternal
abdomen (F); the camera at the far end of the fetoscope (C), with a projection
matrix K; and the placenta (P). Given this setup, any point pC in the video captured by the fetoscopic camera can be translated to a point pP on the placental
surface by the following relation:

pP = (T PT )−1 · T FT · TCF · K −1 · pC

(1.3)

The transformation pC → pP provided by the tracking system can also be
T

modeled as a homography: Hi = K(Ri −ti nd )K −1 , where Hi is the homography that
relates the i-th video frame to the placental surface, K is the projection matrix of
the fetoscopic camera, {R, t} are the rotation and translation pose parameters of
the fetoscope, nT is the transposed normal vector of the placental plane, and d is
the shortest distance from the focal point of the camera to the placental plane.
This representation allows for the integration of homographies computed by
the matching of visual features with the homography calculated with tracking.
Tella-Amo et al. [40] use a probabilistic system to combine the tracking homography with visual feature homography. The system experiences virtually
zero drift while visual information is available. However, when the view of
the fetoscope is occluded the system experiences significant drift within a short
period of time. This is a functional limitation of the surgical navigation hardware that is currently available on the market. Commercially available surgical
trackers are highly accurate on static targets, but their performance degrades
significantly on when tracking moving targets [45]. As the fetoscope in FLPS is a
moving target, the tracking error is significant. Tracking is useful as it provides
a static frame of reference, but it is not accurate enough to produce placental
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panoramas by itself; information from feature matching must be incorporated
as well.

1.6.4

Evaluation and Validation

Evaluating the accuracy of a completed placental panorama is arguably as difficult as the process of constructing the panorama. The issue is that there is no
definitive ground truth to which a completed panorama can be compared [37];
a perfect panorama would exactly resemble the surface of the placenta, but the
appearance of the placenta is not known until it is delivered many weeks after
the procedure. Even once the placenta is delivered, it is not usable as a ground
truth, as its structure will have changed as it continued to grow over the postoperative months of the pregnancy.
One solution to the lack of a ground truth in panorama construction is to
create an artificial ground truth (i.e. a placental mockup) for which the correct
panorama is known a priori [46].
There have been few studies that focus specifically on simulating the appearance of placentas in FLPS: Peters et al. [47] described the modification of an
existing box trainer for use in teaching FLPS, and Gaisser et al. [39] described
a similar system that was meant to be used as a testbed for computer-assisted
techniques for FLPS.
Physical mockups are not the only way to simulate an object such as a placenta, however. It is also possible to simulate objects virtually by training a
computer model to generate realistic images of those objects.
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Generative adversarial networks [48] are among the most widely used generative models. GANs consist of two neural networks that are trained under
a single loss function: a generative network G that maps inputs from domain
X to outputs from domain Y and a discriminator network D that differentiates
between true outputs and synthetic outputs produced by G. The adversarial nature of the networks comes from the fact that they are trained in tandem under
a single loss function

Ladversarial (G, D, X, Y) = Ey∼p(y) [(D(y) − 1)2 ] + E x∼p(x) [(D(G(x)))2 ]

(1.4)

where the first term is the discriminative loss and the second is the generative
loss. Because the loss terms are summative, a reduction in the value of the discriminative loss for any fixed value of Ladversarial necessarily implies an increase
in the value of the generative loss and vice versa. Conceptually, this means that
a generator that is able to generate highly realistic synthetic images will repeatedly trick the discriminator into classifying them as real images, leading to a
high discriminative loss. Conversely, if the discriminator is highly successful at
distinguishing real images from synthetic images, it must mean that the generator produces images that are different from real images in some detectable way,
thus implying a high generative loss.
GANs have been used to produce convincing synthetic images of a wide
variety of objects, including human faces, clothing, animals, landscapes, maps,
and artwork [49, 50]. Medical applications of GANs include synthesizing CT
and MR images [51], retinal images [4, 52], and images of dermatological lesions [53].
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To the best of the authors’ knowledge, there is no existing study that applies
GANs to the synthesis of placental images. Section 3.6 of this work describes a
novel GAN-based system for generating synthetic images of in vivo placental
surfaces as viewed through a fetoscope. Section 4.4.1 shows that human subjects perceive synthetic placental images created by this novel method to be far
more realistic than synthetic placental images created by methods in the existing
literature.
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Chapter 2

Aims and Purpose
Fetoscopic laser photocoagulation surgery is the only definitive treatment for
twin-to-twin transfusion syndrome [11, 12]. However, even after treatment with
fetoscopic photocoagulation surgery, the mortality rate in twin-to-twin transfusion syndrome is estimated to be as high as 20 to 48%, largely due to anastamoses being missed during the operation [13]. Technical challenges involving
poor endoscopic image quality and a limited field of view likely play a large
role in missing anastamoses, as is described in Section 1.3.2. Any tools capable
of addressing these challenges would be clinically valuable.
This thesis presents the design and validation of methods that can be used
to provide computer assistance in fetoscopic laser photocoagulation surgery.
There are four aims to this thesis:

1. Enhancing the quality of fetoscopic video and demonstrating that this has
a beneficial effect on identifying blood vessels: Increasing the clarity and
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contrast of fetoscopic video has the potential to make the intraoperative
identification of blood vessels easier. Section 3.3 presents a methodology
for automatically increasing contrast and eliminating artifacts within fetoscopic video. Section 4.1 demonstrates that human subjects are better able
to identify placental blood vessels in enhanced images than in unenhanced
images.
2. Automatically localizing and detecting blood vessels and demonstrating
that this can be done with near human accuracy: Automatically localizing
blood vessels within fetoscopic video can be used to provide valuable visual cues to surgeons intraoperatively. Section 3.4 presents a method for
localizing and detecting blood vessels by producing segmentations of fetoscopic video frames. Section 4.2 shows that this method segments blood
vessels with an accuracy similar to that of humans.
3. Providing better algorithms for constructing placental panoramas: As discussed in Section 1.6, panoramic images of the placenta can increase the
effective field of view of the fetoscope, but there is currently no algorithm
that cab produce such panoramas to an adequate level of accuracy. Section 3.5 presents method for feature matching in placental panorama construction. Section 4.3 demonstrates that this method produces better results than the current state-of-the-art.
4. Establishing a ground truth for evaluating placental panoramas by generating realistic synthetic images of in vivo placentas: Section 3.6 presents
a method for generating synthetic images of placentas, and Section 4.4
shows that human subjects perceive this synthetic images to be highly realistic.
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Chapter 3

Methods

3.1

Division of Responsibilities

The research question was formulated by Praneeth Sadda in conjunction with
Dr. Mert Ozan Bahtiyar and Prof. Xenophon Papademetris. The dataset of intraoperative images used in this work was acquired by Dr. Mert Ozan Bahtiyar.
Dr. Metehan Imamoglu assisted with the annotation and categorization of a subset of the images after they were collected. All statistical analysis of the results
was performed by Praneeth Sadda.
Some of the computer code that was used in this work is derived from code
that was initially written by John Onofrey. Other code is derived from work that
was published by Bian et al. [42] and Wang et al. [54]. These works are cited at
the relevant locations within the text. All other code used in the formulation of
this thesis was written by Praneeth Sadda, including the following:
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• The code for contrast-enhancing images and removing optical fiber artifacts as described in Sections 3.3.1, 3.3.2, and 3.3.3
• The code for Frangi-based segmentation as described in Section 3.4.4.
• The code for leave-one-out validation as described in Section 3.4.3.
• The code for homography estimation as described in Sections 3.5.1 and
3.5.2.
• The code for the human perception trials as described in Sections 3.3.4 and
4.4.1

3.2

Image Acquisition

In a process approved by an institutional review board, intraoperative videos
were obtained from ten fetoscopic laser photocoagulation surgeries performed
at Yale-New Haven Hospital. All videos were recorded using a Karl-Storz
miniature 11540AA endoscope (Karl-Storz GmbH, Tuttlingen, Germany) with
incorporated fiber optic light transmission and an outer diameter of 1.3 mm.
The acquired videos had a resolution of 1920 × 1080 pixels with RGB color channels. 544,975 video frames were collected in total, accounting for approximately
five hours of video. The frames were downscaled and the far left and right regions of the frames were then cropped to create square images of a resolution of
1080 × 1080 pixels.
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3.3

Fetoscopic Image Enhancement

3.3.1

Removal of Optical Fiber Artifacts

To remove optical fiber artifacts from the video, we exploit the following observations:

1. The optical fibers in the video are of a fixed size.
2. The optical fibers are smaller than any of the relevant anatomy within the
laparoscopic image—a single blood vessel spans several optical fibers.

We use a modification of a technique known as unsharp masking. Unsharp
masking is a method of sharpening images that is widely available in commercial image editing software, including Adobe Photoshop and the GNU Image
Manipulation Toolkit [55, 56]. It has also been used for the enhancement of radiologic images [56].
In unsharp masking, a blurred version of an image is created. The action of
blurring the image leads to the loss of fine details within the image. The exact
extent to which fine details are lost depends on the intensity of the blur: In a
slightly blurred image only very small details will be lost; in a more heavily
blurred image, larger details will also be lost. It follows that by carefully selecting the intensity of a blurring operation on an image, it is possible to control the
exact size of the details that are lost.
Unsharp masking involves calculating the difference between a blurred version of the image and the original image [55]. Any area where the two versions
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of the image are significantly different is likely to represent a feature that was
present in the original image but was lost in the blurred version of the image.
In our modification of unsharp masking, two blurred versions of the original image are created: one that is heavily blurred and one that is only lightly
blurred. Both versions are compared to the original image to determine which
features were lost. If a feature was lost in the more heavily blurred image but
not in the less heavily blurred image, it can be surmised that the feature’s size
must fall within a specific interval: The feature is small enough to have been
lost in the heavily blurred image but too large to have been lost in the lightly
blurred image.
By carefully selecting the intensities of the two blurring operations, it is possible to ensure that only features that are the size of the empty gaps between
neighboring optical fibers will be lost in the heavy blur and preserved by the
light blur. Specifically, we use a Gaussian blur with σ = 3.0 for the heavy blurring operation and a Gaussian blur with σ = 0.3 for the light blurring operation.
Once the optical fiber artifacts are identified by blurring as described above,
they can be removed from the image using pixelwise arithmetic: Any given
pixel PE in the enhanced fetoscopic video frame is equal to the value of the
corresponding pixel PO in the original video frame plus the value of the pixel
PBH in the heavily blurred video frame minus the value of the pixel PBL in the
lightly blurred video frame.

PE = PO + PBH − PBL
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(3.1)

3.3.2

Contrast Enhancement

An image with poor contrast is one where most pixels tend to have similar
brightness values. This can make it difficult to discern details within the image. For example, suppose that any given pixel in a fetoscopic image can have a
brightness between 0 and 100. If the pixels representing a blood vessel in a fetoscopic image have a brightness of 50 and the pixels representing the background
have a brightness of 55, it would be much more difficult to visually differentiate
between them than if they had brightness values of 10 and 90, respectively.
The goal of contrast enhancement is to do exactly that—to take an image
where the pixel brightnesses tend to cluster within a small range of values (such
as 50 to 55) and scale them so that they are more evenly distributed across the
entire range of possible values (such as 10 to 90, which would better fill the
range 0 to 100).
A naive implementation of contrast enhancement would consider all pixels
in the image at once. However, this often gives a suboptimal result, as reducing clustering of the distribution of pixel brightnesses across the entire image
(i.e. increasing contrast) does not guarantee that there is no clustering (i.e. low
contrast) at the local level. We therefore use Contrast Limited Adaptive Histogram Equalization (CLAHE), a method for contrast enhancement that allows
for local variations in contrast [57, 58].
The images are first converted from RGB (red-green-blue) to HSV (huesaturation-value) format, and CLAHE-based contrast enhancement is applied
only to the value component. This strategy limits the degree of color distortion
caused by the contrast enhancement process.
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Figure 3.1: The steps of the image enhancement pipeline described in this work.
The original video frame (A) first undergoes a modified form of unsharp masking in order to remove optical fiber artifacts (B). While
the effects are subtle in this image, they are better illustrated in a
zoomed-in detail as in Figure 4.1. Next, the contrast in the frame is
increased using Contrast Limited Adaptive Histogram Equalization
(C). Third, the frame is normalized to a rolling average of the video
frames from the fetoscope (D). While this increases the contrast of
blood vessels relative to other objects in the video frame, it removes
color information. In the final step, color information is restored by
recombining the frame with the original video frame using the soft
light technique (E).

3.3.3

Mitigation of the Effects of Stationary Features

Increasing contrast across the entire image, even after allowing for local variations with an approach such as CLAHE, does not necessarily make it easier
to interpret. For example, increasing the contrast of blood vessels can make
them easier to identify, but if the contrast of background features is simultane-
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ously increased, those background features can make the scene visually cluttered, thereby making it more difficult to identify blood vessels.
In order to reduce the degree of contrast enhancement that is applied to background features, we exploit the following observation: Many background features are stationary with respect to the fetoscope. The guide light for the photocoagulation laser, chromatic aberrations near the periphery of the fetoscopic
field of view, and any glare effects from the fetoscopic light source and are in the
same position within every fetoscopic video frame. Blood vessels, on the other
hand, do appear to move across the fetoscopic field-of-view as the fetoscope
scans across the placental surface.
To isolate the stationary features within the fetoscopic video frame, we compute a rolling mean value at every pixel over a 400-frame window. Features
that are present at the same point in every frame, such as the laser guide light
and optical fiber artifacts are added into the numerator of the mean many times
and thus dominate this mean. Features that are present in only a small subset
of frames, such as specific blood vessels, have little effect on the mean as they
were added into the numerator of the mean only a few times.
The effect of these stationary elements on the enhanced fetoscopic video
frame is reduced by dividing the mean frame values from the enhanced fetoscopic video frame values. Specifically, every pixel P ME in the mean-corrected
enhanced frame is a function of the corresponding pixel PE in the enhanced
frame and pixel P M in the mean frame:

P ME =

PE
PM + C
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(3.2)

C is an arbitrary small constant that is used to prevent division by zero.
While correcting the contrast-enhanced video frame to the mean frame as
described above does a good job of reducing the degree to which stationary elements are contrast enhanced, it also has the side-effect of reducing the amount
of color in the video frame: After correction to the mean-frame, the video frame
appears gray and largely devoid of color (Figure 3.1D).
To address this issue, we recombine the mean-corrected video frame with
the pre-contrast enhanced video frame using the “soft light” algorithm, which
is found in several popular image editing software packages (Figure 3.1E). The
soft light blending algorithm blends two images A and B in such a manner that
neutral and gray colors in A take on the colors of the corresponding pixels in
B while preserving the integrity of edges [59]. While the blending step reintroduces stationary elements to the video frame, the reintroduced elements come
from a version of the video frame that has not been contrast enhanced and are
thus lower contrast then the features of interest, such as non-stationary blood
vessels. The output of the blending step is the final version of the enhanced
fetoscopic video frame.

3.3.4

Validation

189 still frames were selected at random from the dataset of fetoscopic videos
described in Section 3.2. The images were downscaled from the original size
of 1080 × 1080 pixels to 256 × 256 pixels to simulate the effect of viewing the
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image from a distance, as surgeons typically view the monitor displaying the
fetoscope’s video output from a distance in actual operative scenarios.
Sixteen medical trainees who were not familiar with fetoscopic procedures
were recruited into a study to evaluate the effect of fetoscopic video enhancement on the ability to identify blood vessels in fetoscopic video. The subjects
were asked to use a computer program that displayed the sequentially displayed a number of fetoscopic video frames. For each video frame, the program
displayed either the enhanced or the unenhanced version at random. Subjects
were not informed of whether they were looking at the enhanced or the unenhanced frame. A blue marker was placed at a randomly selected location within
the image such that there was a 50% probability of the marker lying over a blood
vessel and a 50% probability of the marker lying over some other structure. The
software determined which regions of the image corresponded to blood vessels
by referencing internal copies of the images in which the blood vessels had been
manually demarcated by a physician. Subjects were asked to indicate whether
or not the marker was placed over a blood vessel by pressing a key. Two data
points were recorded for each video frame: whether the subject was looking at
an enhanced or unenhanced version of the video frame and the correctness of
the subject’s response.
The subjects’ performance was also measured on the subset of the most difficult fetoscopic video frames to interpret. This subset was defined as all video
frames where subjects had described the position of the maker (i.e. “on a vessel”
versus “not on a vessel”) with an accuracy of less than 75% across unenhanced
and enhanced video frames combined.
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3.4

Blood Vessel Detection and Segmentation

The design of our FCNN builds upon the “U-Net” architecture described by
Ronneberger et al. [60]. This architecture consists of a convolutional layer that is
divided into contracting and expanding segments. The contracting segment has
a structure similar to that of the typical convolutional network for image classification: Convolutional layers that apply learned filters to the image data are interspersed with max pooling layers that simultaneously reduce the dimensionality of the image and increase the receptive field of downstream convolutional
layers.The expanding segment is essentially the contracting segment in reverse:
This segment consists of upconvolutional layers, which are convolutional layers
followed by image upscaling.
Max pooling operations are a critical part of convolutional neural networks,
as their dimensionality reduction allows for successive convolutional layers to
learn increasingly high-level features within the image. However, the max pooling layers also reduce the resolution of the image, making it difficult to produce
a pixel-perfect segmentation. The key contribution of the U-Net architecture is
to add bridges that connect convolutional layers within the contracting segment
to convolutional layers within the expanding segment. These bridges transfer
image details that may have been lost during max pooling operations in the contracting segment, thus allowing detailed information to be incorporated during
segmentation, while still allowing for the learning of high-level image features
that may be useful during segmentation.
The U-Net architecture is divided into “convolutional units” which consist
of one or more convolutional layers followed by a max pooling layer (within
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Contracting Segment

Convolutional Layer

Expanding Segment

Max Pooling Layer

Upconvolutional Layer

Cross-Connecting Bridge

Figure 3.2: A schematic diagram of the U-Net architecture, a fully convolutional
neural network that is often used for the semantic segmentation of
biomedical images [60]. The architecture consists of a contracting
segment (left), in which convolutional layers are followed by max
pooling layers that downscale the image, followed by a expanding
segment (right), in which convolutional layers are intermixed with
upscaling layers that increase the size of the image. Cross-connecting
bridges (center) connect corresponding layers in the contracting and
expanding segments. These bridges preserve detailed information
that would otherwise be lost during the max pooling operations.
The height and width of each block in the block diagram reflect the
height and width of the image as it is encoded at that point. The
thickness reflects the number of feature channels
the contracting segment) or an upscaling operation (within the expanding segment). This architecture is described in Figure 3.2. Our implementation of the
U-Net differs from the original architecture as described by Ronneberger et al. in
that it contains three contracting convolutional units and three expanding convolutional units, with each unit containing eight convolutional layers (as opposed to the original U-Net architecture, which has two convolutional layers
per unit). The FCNN consists of a total of twenty-five layers.
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3.4.1

Training

345 frames were selected from the ten fetoscopic videos at regularly spaced intervals. The blood vessels within these video frames were manually labeled
twice: once by an expert rater (a maternal-fetal medicine fellow), and once by
a trained, but novice, rater (an undergraduate student). To increase the number of samples available to train the neural network and to make the training
process computationally tractable, we used patch-based training with a minibatch of size 64. In each mini-batch, we randomly selected overlapping 128 ×
128 pixel patches from the entire set of images with replacement. These patches
were augmented with vertical and horizontal reections. Due to the class imbalance between the vessel and non-vessel segments of the training data, we used
a class-weighted cross-entropy loss [61]. Given a vector x of per-pixel predictions, a corresponding vector y of per-pixel ground truth labels, and a positive
weight w by which correctly labeling vessels is valued over correctly labeling
background, the class-weighted cross-entropy loss Ln (x) of the n-th element of
x is defined as

Ln (x) = wyn − log S (xn ) log(1 − S (x))

where S represents the sigmoid function S (x) =

(3.3)

1
.
1+e−x

The FCNN was trained by stochastic gradient descent with a positive weight
of 3000 and an initial learning rate of 10−4 that was adjusted as needed by adaptive moment estimation. Training was stopped after 20,000 iterations, as the loss
over the training dataset had shown signs of convergence by this point.
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3.4.2

Prediction

The neural network generates predictions for novel images in a patch-based
manner. Input video frames are divided into nine regularly spaced 128 × 128
pixel patches with an isotropic stride of 64 pixels. The neural network is evaluated once on each patch to produce nine 128 × 128 patch segmentations. These
patch segmentations are then pieced together into a complete segmentation
of the original 256 × 256 image: At any pixel p in the reconstructed image
where n patches overlap, the value of the reconstructed pixel p is calculated as
a weighted sum of the corresponding patch pixels {p1 , p2 , p3 , ..., pn } where each
patch pixel’s weight is inversely proportional to its distance from the center of
its patch:

p=

n
X

wi pi

(3.4)

i=1

The weighted sum images are thresholded to produce a binary segmentation.
The process of selecting an optimal threshold value for this operation is described in Section 3.4.5.

3.4.3

Quantification

The segmentations generated by the FCNN were compared to the ground truth
segmentations provided by the expert human rater. Sensitivities and specificities were calculated.
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As accuracy can be sensitive to large imbalances in the ratio of positive class
values to negative class values, we instead evaluate the generated segmentations using the Dice coefficient [62], which is less sensitive to such imbalances.
The Dice coefficient was originally formulated in terms of set intersections and
unions, but can be equivalently defined in terms of true positives (TP), false
positives (FP), and false negatives (FN):

D=

2 × TP
2 × TP + FN + FP

(3.5)

A perfectly accurate test will produce only true positives and will not produce any false negatives or false positives and will thus have a Dice coefficient
of one. The worst possible test will produce many false negatives and false positives but no true positives and will accordingly have a Dice coefficient of zero.
Geometrically, the Dice coefficient can be interpreted as a measurement of the
degree of spatial overlap between two regions. Under this interpretation, two
segmentations in which the positive (white) portions overlap exactly will have
a Dice coefficient of one. Two segmentations in which there is no overlap will
have a Dice coefficient of zero. Two segmentations that have a partial overlap
will have an intermediate Dice coefficient.
To evaluate the ability of the FCNN to generalize to new patients, we use
a leave-one-out strategy: One patient is selected from the pool of ten patients,
and all images obtained from this patient are excluded from the pool of training
images sent to the FCNN. Once trained, the FCNN is evaluated on the images
from the excluded patient. As the FCNN did not see images from this patient
during the training phase, its performance on this patient is indicative of its
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ability to generalize to new patients. This process is repeated for all ten patients
such that every patient serves as the excluded patient exactly once.

3.4.4

Implementation of the Frangi Filter

We compare our deep-learned segmentation method to the Frangi vesselness
filter [63], considered to be the de facto standard for vessel enhancement. While
the Frangi vesselness filter is a widely used tool, it often needs fine-tuning to
the particular application. When comparing a novel algorithm to the Frangi
vesselness filter, it is therefore important to specify exactly how the Frangi filter
is used.
We model our usage of the Frangi filter upon the strategy described by Srivastava et al. [64]. Briefly, we preprocess each image with Gaussian blurring to
remove local irregularities within the image, followed by histogram equalization to increase the image contrast. The Frangi filter is applied to compute a
“vesselness” score at each pixel, and the vesselness is thresholded to create a
binarized segmentation.
Unlike Srivastava et al., we do not use a modification of the original Frangi
filter; Srivastava et al. used a modified algorithm because they wished to detect
only lesions to blood vessels and not the blood vessels themselves. As we are
interested in the blood vessels themselves, we do not adopt this modification.
The output of the Frangi filter is often postprocessed with some form of connectivity analysis to eliminate “island” blood vessels. However, this requires
prior knowledge of the geometry of the blood vessels. Jiang et al., for exam-
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ple, enforced the constraint that vessels must follow a tree-like branching pattern [65]. Given the limited field of view of the fetoscope, the branching points
of blood vessels within a given video frame could be outside of the field of view,
making it impossible for us enforce a similar constraint.
The Frangi filter has three tunable parameters: the scale range, β1 , and β2 .
These values define the sizes of the blood vessels that the algorithm detects, the
algorithm’s sensitivity to nonlinear vessels, and the algorithm’s sensitivity to
noise, respectively. The ideal values of these parameters depend on the specific
application. We selected values for these parameters empirically by evaluating
a number of different values on a subset of the available data and selecting those
that gave the best average Dice coefficient.

3.4.5

Selection of Optimal Thresholds

As described in Section 3.4.2, the patch-based segmentation method produces
grayscale images rather than binary segmentations. The output images must
be binarized by applying an arbitrary threshold. This is also true of the Frangi
vesselness filter, which produces a vesselness score at every pixel rather than a
binary vessel or non-vessel designation.
An ideal threshold for the FCNN-based segmentations was determined by
evaluating the FCNN on the validation dataset and thresholding the grayscale
images that it produced at every possible threshold value. At each threshold
value, the binarized segmentations were compared to the ground truth segmentations from the validation dataset. The threshold that yielded binarized
segmentations that had the highest Dice overlap with the ground truth segmen-
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tations was defined as the ideal threshold. Given that we use grayscale images
with a depth of 8-bits, this threshold must be an integer between 0 and 255. The
ideal threshold was determined to be 230.
For the Frangi filter, the choice of threshold affects the optimal alpha and
beta parameters as described in Section 3.4.4. It is therefore impossible to determine optimal alpha and beta parameters without fixing the threshold to an
arbitrary value or to determine an optimal threshold without fixing the alpha
and beta parameters to arbitrary values. We chose to fix the threshold at 230
and to optimize alpha and beta accordingly.

3.5

3.5.1

Feature Matching Across Fetoscopic Images

Feature Matching

Putative matches are typically scored by calculating the distance between the
feature descriptors of the matched key points. Bian et al. [42] argue that this
strategy leads to a significant overlap between the score distribution of true
matches and the score distribution of false matches. Setting a high minimum
threshold for the match score minimizes the number of false positive matches
but also eliminates many true matches. Bian et al. propose an alternative scoring method to feature distance. This method relies on the observation that
true matches are likely to be neighbored by other true matches whereas false
matches are more frequently found in isolation. Preliminary feature matches
are first generated using the traditional nearest-neighbor feature distance approach. Each image in the pair is then divided into a regularly spaced grid. A
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secondary score for a match that falls within the i-th cell of the first image and
the j-th cell of the second is calculated as follows:
S i, j = |Xi, j | − 1

(3.6)

where Xi, j = {x1 , x2 , x3 , ..., xn } is the union of matches found in the i-th cell of
the first image and the j-th cell of the second. This secondary score is used
to determine which cells in the first image are paired with which cells in the
second. A constraint is then enforced in which key points within a given cell in
the first image must match to its paired cell in the second image. This method
can be further generalized to a local neighborhood of K grid cells:
S i, j =

K
X

|Xak ,bk | − 1

(3.7)

k=1

where Xak ,bk is the set of matches from the k-th cell of image a to the k-th cell of
image b. Bian et al. refer to this approach as grid-based motion statistics (GMS).
We apply a GMS match refinement step after the initial nearest-neighbor matching.

3.5.2

Feature Detection and Description

When matching key points with GMS, the quantity of key points is more important than their quality. We therefore use a feature detector that can generate
a large number of key points: the AGAST corner detector [66]. We further increase the number of key points by lowering the AGAST detection threshold to
zero and disabling the suppression of non-max corners. Although GMS is predicated on the notion that low quality key points can produce useful matches,
it remains a fact that not all key points are of equal value. In vivo fetoscopic
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images are filled with visual distractors such as the glare effects and floating
debris in the amniotic fluid. These visual distractors are not useful for computing homographies between placental images. Sections 3.4 and 4.2 show that a
neural network can be trained to segment blood vessels within in vivo placental
images with human-level accuracy. Here we repurpose the segmentations produced by this trained neural network as a key point filter. Only key points that
fall on a placental blood vessel are used; all other key points are discarded. The
remaining key points are described with SIFT descriptors, matched tentatively
with a nearest-neighbors approach, and then definitively with GMS refinement.

3.6

3.6.1

Generation of Synthetic Fetoscopic Images

Network Architecture

This work uses pix2pixHD, a form of generative adversarial network architecture described by Wang et al [54]. The main contribution of pix2pixHD over
previous generative adversarial network architectures is a coarse-to-fine generation strategy that employs two generators: a global generator, G1 , and a local
generator, G2 . The coarse-to-fine approach allows the synthesis of high resolution images with an order of magnitude less memory.
The global generator, G1 , is composed of a series of convolutional blocks followed by several residual blocks, in turn followed by several transposed convolutional blocks. The local generator, G2 , has a similar structure to G1 . The difference is that the residual blocks in G2 do not only directly receive the feature
map from the convolutional blocks of G2 , but instead receive the element-wise
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Figure 3.3: In the pix2pixHD GAN architecture, the generator is broken into a
global generator G1 that is trained on downscaled images and a local generator G2 that is trained on full resolution images. The two
networks are joined such that the residual blocks in G2 receive the
element-wise sum of the feature maps of the transposed convolutional blocks of G1 and and the convolutional blocks of G2 .
sum of the feature maps of the transposed convolutional blocks of G1 and and
the convolutional blocks of G2 . This design is illustrated in Figure 3.3.
The coarse-to-fine nature of the generator arises from the manner in which it
is trained. The global generator G1 is trained first, and is trained on downscaled
versions of the training images rather than the full resolution originals. After G1
is trained, the combined {G1 , G2 } system is trained on the full resolution images.
A final important feature of pix2pixHD networks is their modified adversarial loss function, which includes a feature-matching term:

L f eature (G, Dk ) = E s,x

T
X
1
(i)
[||D(i)
k (s, x) − Dk (s,
N
i
i=1
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(3.8)

3.6.2

Training

Four operative videos were selected at random from the fetoscopic video
dataset described in Section 3.2.
When a single GAN was trained on images from multiple patients (i.e. video
frames from multiple distinct operative videos), there tended to be a form of
mode collapse in which the trained network would only generate synthetic images that mirrored the appearance of a single patient from the training dataset;
the training data from the remaining patients was effectively ignored. This occurred even when all patients were represented in the training dataset in equal
proportions. We therefore opted to train four GANs—one for each patient in
the fetoscopic video dataset.
The training dataset for each GAN was assembled by selecting four frames
at random from a patient’s operative videos. These frames were then manually
converted into schematic diagrams as shown in Figure 4.7. In order to make
training computationally tractable, both the original frames and the schematic
diagrams were cropped from 1920 × 1080 to 1080 × 1080 pixels and then downscaled from 1080 × 1080 pixels to 512 × 512 pixels.
All GANs were trained using the Adam solver with an initial learning rate
of 10−4 that was held constant for 100 epochs and then decayed linearly to zero
over the next 100 epochs.
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Chapter 4

Results

4.1

Fetoscopic Image Enhancement

Subjective inspection of enhanced fetoscopic video frames shows that the enhancement algorithm successfully removes optical fiber artifacts (Figure 4.1).
Subjective inspection also shows that the increased contrast within the enhanced video frames makes blood vessels differ strikingly from the background
(Figure 4.2).
Our algorithm took an average of 0.042 seconds (standard deviation 0.0091)
to enhance a single video frame. This corresponds to a processing rate of 24.58
frames per second, which is slightly faster than the 24 frames per second rate of
standard film-based video capture and is therefore fast enough to process video
in real time.
Subjects’ accuracies in identifying blood vessels in enhanced video frames
50

(a)

(b)

Figure 4.1: (a) A zoomed-in detail of a fetoscopic video frame with optical fiber
artifacts: The dark stippled pattern of the artifacts corresponds to
gaps in between the fibers of the optical fiber bundle. (b) The same
region after removal of optical fiber artifacts via the method described in Section 3.3.1.
were compared to their accuracies in identifying blood vessels in unenhanced
video frames using the Wilcoxon rank sum test. No significant difference was
found overall, but when the analysis was limited to the subset of the most difficult video frames, a significant difference was found.
This subset of the most difficult video frames was defined as any video frame
for which subjects had an accuracy of 75% or less across the unenhanced and
enhanced versions combined. Among the 188 video frames, 31 frames met these
criteria. Subjects identified the positioning of the marker (on a vessel or not on
a vessel) with a mean accuracy of 63.78% on unenhanced images (95% CI ±
5.47) and 74.27% on enhanced images (95% CI ± 1.92). This was a significant
difference according to the Wilcoxon rank sum test (p < 0.01).
When considering all video frames and not just the subset of the most difficult ones, subjects correctly identified whether the marker was over a blood
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Figure 4.2: Results of the full image enhancement algorithm. Top row: Unaltered fetoscopic video frames from three fetoscopies on three different patients. Bottom row: The same frames after enhancement with
the algorithm described in this work.
vessel 85.91% of the time in unenhanced images (95% CI ± 2.06) and 86.09%
of the time in enhanced images (95% CI ± 0.41). No significant difference was
found.

4.2

Blood Vessel Detection and Segmentation

All 345 fetoscopic video frames for which ground truth segmentations were
available were resegmented in three ways: once by a novice (but trained) human rater, once with the Frangi vesselness filter, and once with the U-Net. The
grayscale images produced by the Frangi vesselness filter and the U-Net were
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binarized into segmentations by applying an ideal threshold as described in Section 3.4.5. For each generated segmentation, a sensitivity, specificity, and Dice
coefficient was calculated relative to a ground truth segmentation provided by
an expert human rater. The average sensitivities, specificities, and Dice coefcients and the associated standard deviations are reported in Table 4.1.

Novice
Frangi
FCNN

Sensitivity

Specificity

Dice Coeff.

56.87% ± 21.64%
23.32% ± 17.68%
92.15% ± 10.69%

99.16% ± 1.34%
95.53% ± 2.91%
94.12% ± 3.23%

0.42 ± 0.34
0.19 ± 0.19
0.55 ± 0.22

Table 4.1: Accuracy of segmentations produced by a novice human rater, the
Frangi vesselness filter, and our trained FCNN model relative to
ground truth segmentations provided by an expert rater. Note that
the Dice coefficient is a unitless ratio.
The deep-learned approach to vessel segmentation, the FCNN, far exceeds
the novice human rater and the Frangi filter in terms of sensitivity and Dice
coefcient. While both the novice human rater and the Frangi filter are able to
segment blood vessels with a higher specicity than the FCNN, this is likely an
artifact of the class imbalance in the dataset.
Most images in the dataset have many more pixels that are part of the background than pixels that are within blood vessels. We would therefore expect
segmentation strategies that are heavily biased toward classifying pixels as
background to yield better Dice coefcients. This seems to be the case for the
Frangi filter, which was optimized to maximize the Dice coefficient and therefore has a high specificity and a low sensitivity. The novice human rater has a
similarly poor sensitivity relative to the expert human rater. Indeed, there were
many instances across the dataset where the novice human rater did not identify any blood vessel within the video frame, whereas the expert human rater
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Figure 4.3: The results of running various segmentation algorithms on a particularly difcult fetoscopic video frame that was not included in the
training data. Top left: the input fetoscopic video frame. Top right:
the ground truth segmentation. Bottom left: the segmentation generated by thresholding the Frangi filtered image. The Frangi filter mistakenly identies the glare at the top of the image and the guide light
at the center of the image as blood vessels. Bottom right: the segmentation generated by the FCNN. Note the close correspondence
to the image created by the human rater
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identified several. The FCNN is able to identify many of the same blood vessels that the novice human rater missed, leading to its higher sensitivity score
(Figure 4.3).

4.2.1

Generalizability

The ability of the neural network to generalize to novel patients—that is, patients whose images were not included in the training set—is critical if this
technology is to be applied to clinical practice, as training images for a particular patient will not be available preoperatively. The sensitivity, specicity, and
Dice coefcients listed for the FCNN in Table 1 were calculated exclusively on patients that were not included in the training set using a leave-one-out strategy
as described in Section 3.4.3. The high accuracy of the FCNN on novel patients
demonstrates that it has good generalizability.

4.2.2

Robustness to Variations in the Threshold Parameter

As described in Section 3.4.5, our patch-based method produces a grayscale image that must be binarized with an arbitrary threshold to produce a segmentation. To determine the robustness of the segmentation algorithm to variations in
this threshold, we binarized the grayscale images produced by the neural network at varying thresholds and calculated the sensitivities and specificities of
the segmentations at each threshold value. The results are summarized by the
receiver operating characteristic in Figure 4.4, which shows that the segmentations produced by the FCNN are robust across a wide variety of thresholds. The
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Figure 4.4: The receiver operating characteristic for binarizing the segmentations produced by the FCNN at different decision thresholds. All
possible thresholds (integers between 0 and 255, inclusive) were
evaluated and included in this plot. The area under the curve (AUC)
is 0.987
area under the curve (AUC) is 0.987.

4.2.3

Providing Visual Cues to the Surgeon

Segmentations produced by the FCNN were recombined with the original input
fetoscopic video frames in several ways to produce annotated images, as might
be presented to the surgeon if this technology were to be used intraoperatively.
The annotated images are summarized in 4.5.
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Figure 4.5: Top left: An unenhanced fetoscopic video frame with easily visible blood vessels. Bottom left: An unenhanced video frame with
a difficult to discern blood vessel. By combining the segmentation
provided by the FCNN with the original fetoscopic video frame, it
is possible to enhance the original frame in various ways, such as
highlighting the blood vessels themselves (middle) or their edges
(right). We envision a system in which surgeons can toggle between
the enhanced video and unaltered video at will depending on which
modality bests suits their needs at the given moment

4.3

4.3.1

Feature Matching Across Fetoscopic Images

Synthetic Registration Task

188 video frames were extracted from the dataset of in vivo fetoscopic videos
described in Section 3.2. Each image was randomly rotated between 0 and 360
degrees, translated by up to 64 pixels (one-quarter of the side-length of the viewport) along each axis, and perspective-warped by displacing each of the four
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corners of the image by up to 20 pixels.
Various feature matching algorithms were used to recover the homography
between the original image and the distorted image. Each algorithm was evaluated in terms of success rate, defined as the percentage of image pairs for which
the algorithm found enough matches to compute a homography, and transformation error, defined as the mean distance between a grid of points transformed
by the ground truth homography and the same points transformed by the recovered homography. The results are summarized in Table 4.2.
Algorithm
SIFT
SURF
AGAST + SIFT + GMS

Transf. Err. (px)

Success Rate

143.3 ± 366.2
60.3 ± 65.7
3.2 ± 5.5

49.5%
85.1%
100.0%

Table 4.2: The results of the synthetic registration task described in Section 4.3.1.
Fetoscopic video frames were distorted with randomly generated homographies. Various feature matching algorithms were used to recover the homographies. Each algorithm was evaluated in terms of
success rate, defined as the percentage of image pairs for which the algorithm found enough matches to compute a homography, and transformation error, defined as the mean distance in pixels between a grid
of points transformed by the ground truth homography and the same
points transformed by the recovered homography.
The registration task in this experiment is admittedly trivial: since one image
in each pair is a direct geometric transformation of the other image, a feature descriptor that lacked any invariance to lighting, illumination, or noise would in
theory be able to generate matches across the images. However, this task is sufficient to show that the standard usage patterns of SIFT and SURF are unsuitable
even for very trivial registration problems involving in vivo placental images.
These methods fail to produce enough matches to compute a homography in
a significant fraction of cases, and even when they can produce homographies,
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the homographies are of much lower quality than those produced by matching
AGAST features with GMS.

4.3.2

Natural Registration Task

22 image pairs were selected from the dataset of in vivo fetoscopic videos described in Section 3.2. Each pair consisted of two images that depicted overlapping segments of the same vascular formation. To ensure that the frames were
sufficiently different to make registration a nontrivial task, pairs were selected
such that the video frames in each pair were acquired a minimum of 20 seconds apart. One image from each pair was manually rotated, translated, and
perspective warped in an image editing program until it was aligned with the
other image. The transformation matrix corresponding to the concatenation of
these editing operations was saved as the ground truth homography for that
image pair.
Several feature matching and algorithms were executed on each image pair
in an effort to recover the ground truth homography from visual correspondences. Each algorithm was evaluated in terms of success rate and transformation error, as defined in Section 4.3.1. The results are summarized in Table 4.3
and Figure 4.6. Standard SIFT and SURF approaches perform poorly. SIFT fails
to produce enough key point matches to produce a homography in over one
quarter of cases. SURF is able to generate a homography more frequently, but
the homographies that it produces have a high transformation error relative to
the ground truth. One might expect that applying the deep learned vessel segmentations as a key point mask would help eliminate matches to visual distrac-
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tors and increase match quality. However, applying deep filtering to SURF further reduces the number of available features, and lowering the Hessian threshold to increase the number of SURF features does not lead to better matches.
Matching with GMS consistently produces the best registrations.
Algorithm
SIFT
SURF
SURF + Deep Filter
SURF (0 threshold) + Deep Filter
AGAST + SIFT + GMS
AGAST + Deep Filter + SIFT + GMS

Transf. Err. (px)

Success Rate

97.1 ± 34.6
158.9 ± 143.9
223.5 ± 215.7
118.9 ± 57.0
45.6 ± 21.2
55.1 ± 32.1

72.72%
100.00%
40.90%
100.00%
100.00%
100.00%

Table 4.3: The results of the natural registration task described in Section 4.3.2.
Each algorithm was evaluated in terms of success rate, defined as
the percentage of image pairs for which the algorithm found enough
matches to compute a homography, and transformation error, defined as the mean distance between a grid of points transformed by
the ground truth homography and the same points transformed by
the recovered homography. The algorithms are as follows: (i) SIFT
key point detection and SIFT feature description; (ii) SURF detection
and description; (iii) SURF with key points filtered by a deep learned
mask; (iv) SURF with a deep learned mask and with the Hessian
threshold for detection reduced to zero; (v) AGAST feature detection,
SIFT feature description and subsequent refinement of matches with
grid-based motion statistics (GMS); and (vi) the AGAST/SIFT/GMS
pipeline with the addition of a deep mask.
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(a)

(b)

(c)

Figure 4.6: An example from the natural registration task described in Section 4.3.2. The lower part of image A (left column) contains the upper ends of the blood vessels found in image B (center column). A
composite image (right column) is created by overlaying the registered image A on top of image B. Several algorithms are compared:
(a) Standard SURF key point detection and feature description yields
a high ratio of false matches to total matches. This leads to image A
being misregistered to such an extent that it falls completely outside
of the composite image. (b) AGAST key point detection, SURF feature description, and GMS refinement of matches yields fewer false
matches, but many of these matches are centered in a largely featureless background region. This leads to a number image A being registered to approximately the correct region of B but without proper
alignment of the blood vessels in A to the corresponding vessels in
B. (c) By using a deep-learned vessel segmentation algorithm, it is
possible to limit AGAST key points to those that fall on blood vessels. This results in the algorithm correctly registering image A to
the upper portion of image B. There are enough true matches for
RANSAC-based homography estimation to identify and eliminate
the false matches at the bottom of the images. The blood vessels in A
are correctly aligned to the corresponding vessels in B.
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Adding a deep filter to GMS matching slightly increases the average transformation error. This is the result of images in which there is a single, linear
blood vessel. As the deep filter limits key points to those that lie on a blood
vessel, it causes the set of matched points in such images to be almost co-linear,
and even slight deviations in the positions of matched key points can have a
large effect on the computed homography if they are orthogonal to the axis of
the lone blood vessel.

4.4

Fetoscopic Simulation

Schematic diagrams were created for several images that were not included in
the training datasets for the GANs. The GANs were then used to synthesize
fetoscopic images from these schematic diagrams. The synthetic fetoscopic were
visually compared to the original fetoscopic images. The results are depicted in
Figure 4.7.

4.4.1

Evaluation of Realism Relative to Other Methods

Four types of synthetic fetoscopic images were compared in a human perceptual
study:

1. Photographs of a placental phantom by Gaisser et al. [32, 39] that was
placed within a surgical box trainer and submerged in colored saline to
simulate amniotic fluid.
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2. Photographs of a placental phantom of our own design that was created
by 3D printing a magnetic resonance image of postpartum placenta.
3. Images generated with the use of a cyclic generative adversarial neural
network, as we described our previous work [5].
4. Images generated with the new method proposed in this work—the use
of a pix2pixHD generative adversarial neural network.

Examples of each type of simulation are shown in Figure 4.8.
Ten subjects were recruited into a study to evaluate the realism of each of
the enumerated methods of simulating of fetoscopic images. Subjects were first
shown several examples of real fetoscopic video frames. They were then presented with 32 pairs of images in which one image was a real fetoscopic video
frame and the other image was a simulated video frame. For each image pair,
subjects were asked to indicate which image they believed to be the true image.
The number of correct and incorrect responses were summed all across respondents for each category of simulated image. The results of this experiment are
summarized in Table 4.4.
Image Source
Phantom (Gaisser et al.)
Phantom (Ours)
Unpaired GAN
Paired GAN

Num. Correct

Num. Incorrect

% Accuracy

57
66
61
39

23
14
19
41

71
83
76
49

Table 4.4: Ability of human subjects to differentiate between real and simulated
fetoscopic images.

Subjects were able to distinguish most forms of synthetic video frames from
real video frames with a reasonably high level of accuracy. The exception was
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Figure 4.7: Reconstructing images from schematic diagrams using trained
GANs. Each row corresponds to a different GAN. The left column shows true fetoscopic images. Schematic diagrams were manually created for these fetoscopic images (center column). The
trained GANs synthesized fetoscopic images from those schematic
diagrams, and the results (right column) are highly similar the true
fetoscopic images. Note that the images in the left column were not
included in the training data for the GANs.

64

Figure 4.8: Visual examples of the four fetoscopy simulation methods compared
in Section 4.4.1. Top-left: A placental phantom created by Gaisser et
al. [39] as part of a box trainer for fetoscopic surgery. Top-right: A
placental phantom generated by 3D printing a magnetic resonance
image of a postpartum placenta. Bottom-left: An image synthesized
by a generative adversarial network that was trained on unpaired
data. Bottom-right: The novel method presented by this paper—
an image synthesized by a generative adversarial network that was
trained on paired data.
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the Paired GAN, which generated images that were realistic enough that subjects were only able to correctly distinguish real from false images 49% of the
time—close to what would be expected if the subjects were randomly guessing.
Analysis of the data with a chi-square test with three degrees of freedom yields
a chi-square statistic of 24.5 and p < 0.001, indicating that the pattern observed
in this experiment is unlikely to be the result of random chance alone.
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Chapter 5

Discussion

5.1

Fetoscopic Image Enhancement

We hypothesized that computer enhancement of fetoscopic video could make it
easier to quickly and accurately identify blood vessels within fetoscopic video
frames, potentially providing a benefit to the surgeon and ultimately improving
patient outcomes.
We found that with the most difficult video frames, defined as those for
which subjects had a cumulative accuracy of less than 75%, subjects performed
significantly better when looking at enhanced versions of the frames than when
looking at the unenhanced original versions of the frames.
We also found, however, that when the analysis was expanded to include all
images and not just the most difficult ones, there was no significant difference
in the performance of subjects when looking at enhanced video frames versus
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unenhanced video frames. This may be a reflection of the fact that subjects
were highly accurate on the task overall: If some fetoscopic images are already
clear enough for the easy identification of blood vessels, then further enhancing
them is unlikely to give any additional benefit in terms of accuracy in vessel
identification.
The blood vessel recognition task that subjects were asked to complete involved still video frames. In reality, the surgeon is not limited to using a single
still video frame to identify blood vessels. If the surgeon has trouble identifying
a blood vessel within a particular image, he or she can move the fetoscope to
find an angle from which the blood vessel is more easily discernible. However,
the need for such manipulation increases operative time and the cognitive load
on the surgeon. We therefore believe that making blood vessels more easily
identifiable on the initial view can still provide an important benefit to the surgeon. We envision a system in which the surgeon can toggle enhancement on
or off at will. Thus, the surgeon would be able to switch on enhancement when
the fetoscopic video is particularly difficult to interpret and rely on unenhanced
video at all other times.
The main limitation to the method of video enhancement proposed in this
work is “ghosting,” which refers to the tendency of a mean image computed
from many video frames to show lingering artifacts from previous frames. Using a sufficiently large window when computing the mean can reduce the effect
of this issue.
While the experiments described in this work were performed off-line with
fetoscopic videos that had been recorded several weeks prior, repurposing the
video enhancement algorithm for real-time use is a straightforward task. In a
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typical operating room setup, the video output cable of the fetoscope is connected to a display monitor. This cable can instead be connected to a video
capture device that is in turn connected to a computer. The computer would
run the algorithm described this work on each video frame and display the processed video on the display monitor. We have managed to set up and run such
a real-time video system successfully, but we have not yet validated it experimentally.

5.2

Blood Vessel Detection and Segmentation

Accurately identifying blood vessels is arguably the most important task in
FLPS. The surgeon’s ultimate goal is to find and cauterize abnormal vascular
formations, and the surgeon’s main tool for finding these abnormal formations
is to track normal blood vessels. However, the surgeon’s ability to visualize
blood vessels is impaired by the poor quality of video acquired by standard fetoscopes and by environmental factors such as the turbidity of amniotic fluid.
There is therefore good reason to believe that a system for automatically detecting and localizing placental vasculature within fetoscopic video would be a
valuable aid for surgeons during FLPS.
Traditional techniques for the computerized detection and localization of
blood vessels such as Frangi vesselness filtering and matched filtering do not
translate well to fetoscopic video. This work demonstrates that deep-learned
vessel segmentation is quantifiably better than non-deep-learned methods and
novice humans at identifying blood vessels in in vivo fetoscopic images. We believe that the annotation of blood vessels in fetoscopic video using deep-learned
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segmentations has the potential to be useful to surgeons in the near future: The
ground truth segmentations required for training the network can be prepared
in a matter of a few days, no new hardware is required, and the software can
be easily integrated with existing surgical computer towers. Furthermore, this
method is noninvasive and carries no risk to the patient or fetus.
There are limitations to the approach outlined in this work: The FCNN operates on still video frames and is therefore ignorant of the temporal aspect of
fetoscopic video. Temporal information could be useful in eliminating false positive vessels that “flicker” into existence in one frame only to be eliminated one
or two frames later frames later. Future work could leverage temporal information to give a more accurate result. While we demonstrated that the FCNN is
able to accurately detect and enhance blood vessels in patients that it has not yet
encountered, we have not yet demonstrated that the FCNN is able to generalize
to new fetoscopes, as all data in this study were collected using fetoscopes of
the same brand and model. We plan to investigate whether a single FCNN can
be used to process images from multiple different fetoscope models, or whether
separate FCNNs must be trained.

5.3

Generation of Synthetic Fetoscopic Images

Evaluating the accuracy of an automatically constructed panorama of an in vivo
placenta is a nontrivial problem because there is no reference image of the placenta that the panorama can be compared to. One potential solution is to generate synthetic placental images that correspond to a known anatomy and to
evaluate the panorama construction algorithm on these synthetic images.
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There are existing methods for simulating placentas and images of placentas, but as Section 4.4.1 demonstrates, the existing methods produce results that
are dissimilar enough from real placentas that they can be easily identified by
humans.
Section 3.6 presents a novel method for generating synthetic images of in
vivo placentas from a schematic diagram of placental vasculature, and Section 4.4.1 shows that the synthetic images generated by this method are convincing enough that human subjects’ ability to distinguish them from real images is
no better than what would be expected from random guessing.
The the ability to produce highly realistic synthetic images of in vivo placentas represents an important step forward. However, it remains possible that
the synthetic placental images differ from real images in a way that is subtle to
the human eye but significant to automated panorama construction algorithms.
This means that the ability of a panorama construction algorithm to assemble
a panorama from synthetic images might not be representative of it’s ability to
assemble a panorama from true images. Further analysis is required to determine whether this might be the case. We aim to evaluate the GMS-based feature
matching strategy described in Sections 3.5 and 4.3 on these synthetic images in
future work.

5.4

Concluding Remarks

Fetoscopic laser photocoagulation surgery is the only definitive treatment for
twin-to-twin transfusion syndrome [11, 12]. However, even after treatment with
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fetoscopic photocoagulation surgery, the mortality rate in twin-to-twin transfusion syndrome is estimated to be as high as 20 to 48%, largely due to anastamoses being missed during the operation [13]. Technical challenges involving
poor endoscopic image quality and a limited field of view likely play a large
role in missed anastamoses. This thesis presents the design and validation of
methods that can be used to provide computer assistance in for fetoscopic laser
photocoagulation surgery.
While this thesis presents several significant advancements over the existing literature in computer-assisted fetoscopic surgery, there is still much work
to be done before intraoperative fetoscopic panorama construction can become
a clinical reality. Some research groups have focused heavily on the use of image algorithms (Sections 1.6.1 and 1.6.2) to analyze what the fetoscope records
and others have focused heavily on the use of surgical tracking technology to
monitor the position and orientation of the fetoscope itself (Section 1.6.3). To
date, no group has intermixed both approaches to a significant degree; research
into FLPS that involves surgical tracking technology tends to use rudimentary
image analysis techniques, and research that involves image analysis tends not
to use surgical tracking technology at all. We believe that the next step in developing a system that is robust enough to be used in a clinical trial is incorporate
both types of technology within the same system.
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