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Abstract：In view of the characteristics of small sample and high dimensional data，Generalized Small Samples（GSS） is defined.
It reduces information feature of GSS：feature extraction（dimensionality extraction） and feature selection（dimensionality selection）.
Firstly，unsupervised feature extraction based on Principal Component Analysis（PCA） and supervised feature extraction based on
Partial Least Squares（PLS） are introduced.Secondly，analyzing the structure of first PC，it presents new global PCA-based and PLS-
based feature selection approaches，in addition recursive feature elimination on PLS（PLS-RFE） is realized.Finally，the approaches are
applied to the classification of MIT AML/ALL，it performs feature extraction on PCA and PLS，and feature selection compared
with PLS-RFE.The information compression of GSS is realized.




构，提出基于 PCA 与 PLS 的新的全局特征选择方法，并进一步提出基于 PLS 的递归特征排除法（PLS-RFE）；最后针对 MIT AML/
ALL 的分类问题，实现基于 PCA 与 PLS 的特征选择和特征提取，以及 PLS-RFE 特征选择与比较，达到广义小样本信息特征压缩
的目的。
关键词：广义小样本；主成分分析（PCA）；偏最小二乘（PLS）；特征提取；特征选择
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即优化问题的解 wi 为：ΣX=X′X 的特征值 λi 所对应的特征向量
wi。也即权重向量 W（weighing）可通过计算协方差阵 ΣX 的特征
向量得到，λi 表示第 i 个主成分的方差，wi 表示第 i 个主轴
（weighing）。主成分分析的目的之一是简化数据结构，在实际应




















变量数据集 X 进行压缩的同时，顾及了与预测变量 Y 的相关
程度，其压缩结果将更具有实际意义。
PLS 在自变量集 X 中提取第一潜变量 t1，t1 尽可能多提取
X 的变异信息；同时在 Y 中提取第一潜变量 u1 使 t1 与 u1 的相
关度最大；建立 Y 与 t1 的回归及 X 与 t1 的回归，若回归方程满
足精度要求，则算法结束。否则利用 X 被 t1 解释后的残余信息
以及 Y 被 t1 解释后的残余信息进行第二次的潜变量 t2 的提
取。如此反复，直至达到满足精度要求。































在 PLS 计算中所提取成分 th，一面尽可能多地代表 X 的变
异信息；另一面又尽可能与 Y 相关联，解释 Y 中的信息。为测
量 th 对 X 和 Y 的解释能力，定义 th 的各种解释能力如下。其中
r（xi，xj）表示两变量间相关系数。
定义 2（变异解释量、累计变异解释量） 定义 th 对 X 的变
异解释能力：













ΣRd（xj；th）为成分 t1，t2，…，tm 对 xj
的累计变异解释量。
同理有，定义 th 对 Y 的变异解释能力：










































步骤 1 标准化数据集，以 n×p（p>>n）矩阵 X 表示；







Σλi≥1-α，通常 α 取值满足 1-α≥
0.85；
步骤 3 计算数据阵 X 在前 m 个主轴 wi（i=1，2，…，m）上
的得分 T=（tij）=<Xi，wj>，tij 表示 Xi 在第 j 个主轴上的投影；








及 PMPRESS 对应 Prob>0.1 的最小成分数。同时结合所提取成
分对各个变量（自变量与因变量）的解释能力以及累积解释能
力，以确定成分数 nfac；
步骤 3 计 算 前 nfac 个 成 分 对 应 的 得 分 矩 阵 T=（tij）=
<Xi，wj>，tij 表示 Xi 在第 j 个主轴上的投影；










关键，以下提出基于 PCA 与 PLS 的新的全局特征选择方法，及
基于 PLS 的递归特征排除法（PLS-RFE）。
3.2.1 PCA 特征选择
由 2.1 节的分析，可得以下结论：设 t1 是 X 的第一主成分，




大。也即若只选取一个综合变量代替原始变量 X，则 t1 是 X 的





w1 系数中选择分量绝对值大的特征变量，实现基于 PCA 的特
征选择。
3.2.2 PLS 特征选择
同理，由 2.2 节的分析知，PLS 建模中要求：（1）t1 和 u1 各自
提取 X 与 Y 中尽可能多的变异信息；（2）t1 和 u1 的相关性达到
最大。也即若只选取一个潜变量代替原始变量 X，则 t1 是 X 的
最优选择。第一成分 t1 对应于数据集 X 变异尽可能大的方向，












集中的所有特征由 3.2.2 节中的 PLS 方法进行特征重要性排序
（Feature Ranking），删除排列最后的特征；（2）余下特征重新由
PLS 方法计算，再删除排列最后的特征；如此反复，直至保留特












Golub[1]等人使用高密度寡核苷酸阵列检测了 7 129 个基因表
达水平，原始训练数据包含 38 个样本（27 个 ALL，11 个AML）；
测试数据包含 34 个样本（20 个 ALL，14 个 AML）。Golub 等人
筛出 50 个基因，并根据 38 个训练样本构造了一个分类器，应















































































基于 PCA 的识别率 基于 PLS 的识别率
表 1 基于 PCA/PLS 的特征提取所选前 10 个“潜变量”的识别率
注 数据集：MIT AML/ALL，分类器：SVMs（OSU_SVM3.00），线
性核，参数默认。







（a）基于 PCA 的第一成分在 7 129 个特征上的载荷
















分别使用 PCA 与 PLS 方法来进行特征提取，并对所提取
“潜变量”进行比较分析。步骤为：
（1）使用 PCA（PLS）对数据集进行降维，以 7 129 个基因表
达水平为原始数据空间；
（2）结合各成分贡献率（图 1）及 SVMs 正确识别率，选择恰
当的“综合特征”数。
表 1 为全部（7 129 个）特征经特征提取后的前 10 个“潜变
量”的 SVMs 识别结果：
经 PCA 与 PLS 特征提取后的前 k 个“综合特征”在 SVMs
分类器的识别率如表 1，在成分数为 2 时识别率最高：经 PCA
特征提取后的训练集与测试集识别率分别为 100%与 88.24%，
而经 PLS 特征提取后的训练集与测试集识别率分别为 86.84%
与 97.06%。这结论符合 Nguyen[2-4]等提出的直接选取前 3 个综
合特征的做法。并且当成分数增加时，基于 PLS 的测试样本识
别率明显优于 PCA 的识别率。
从图 1 中知，成分数为 2 时所对应 PCA 的变量变异解释
原始信息达到 30%；对应于 PLS 对原变量变异的解释：解释自




































































































































































































































基于 PCA 的特征选择 基于 PLS 的特征选择 基于 PLS-RFE 的特征选择







相比较于表 1，显然在特征选择后 PLS 与 PLS-RFE 的识
别率已达到 100%，也即在去除冗余与噪声后，分类器 SVMs 表
现更优。同时，从表 2 知基于 PCA 在选择 13 个特征时训练集
全部识别，测试集识别达到 91.2%；而基于 PLS 与 PLS-RFE 在
选择 9 个与 9 个特征时训练集与测试集均全部正确识别。PLS
与 PLS-RFE 方法的结果明显好于 Golub 等人的结果。
4.3 评价
由 SVMs 基于数据集 MIT AML/ALL 进行特征选择与分
类，分别采用留一校验（LOOCV）算法、k-折叉校验（k-fold CV）
算法和保留法（holdout）来评价文中的方法。结果如表 3，其中
在 k 折叉法（4-fold）进行 PLS-RFE 特征选择，平均选择 6.41
个特征时训练与测试均 100%识别，结果好于 PLS 的结果。在






在于所选取主成分与预测变量 Y 无关，只针对解释变量 X 去
寻找对其解释重要的成分，与预测变量 Y 相关性大却在解释
变量 X 中所占比例小的成分有可能被删除。而 PLS 克服了这
些不足，其在对解释变量 X 进行压缩时，顾及与预测变量 Y 的
相关程度。
文章对主成分降维和偏最小二乘降维进行讨论，并尝试利





集上实现基于 PCA 与 PLS 的特征抽取和特征选择，实现广义
小样本信息特征压缩。
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保留法（训练 38 个测试 34 个）
留一法（72 个样本）
k 折叉法（4-fold）
保留法（训练 38 个测试 34 个）
（平均）选择
特征数
5.01
6.95
9
5.01
6.41
9
备注
误判样本#66
随机 50 次
表 2
误判样本 #66
随机 50 次
表 2
误判数
1
0
0
1
0
0
表 3 实验评价结果
注 训练与测试集 100%识别时，平均选择最少的特征数。
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