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We identify several of the spaces in the inclusion chain of BMO spaces in two
variables with certain BMO spaces of operator-valued functions in one variable and
discuss various interesting consequences of this identification. Our main result is a
previously unknown strict inclusion in the chain of BMO spaces in two variables
that translates into the fact that there exists a function b on the bidisk such that the
associated little Hankel operator cb=P
+
1 P
+
2 bP2P1 is bounded on products of nor-
malized Szego˝ kernels kz1 é kz2 , z1, z2 ¥D, but does not extend to a bounded linear
operator on H2(T2). In other words, the well-known result that boundedness of
Hankel operators in one variable can be tested on normalized Szego˝ kernels does
not extend to little Hankel operators in two variables. In the framework of operator
BMO functions, this can be expressed as a new result about BMO spaces of Hankel
operator-valued functions. We also study an interesting link between the celebrated
Carleson counterexample (L. Carleson, Mittag–Leffler Report No. 7, 1974) for
the bidisk and counterexamples to the Operator Carleson Embedding Theorem.
© 2002 Elsevier Science (USA)
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measures.
1. INTRODUCTION
In this note, we employ methods that have recently been developed in the
context of operator-valued BMO functions in one variable to show that
two particular (scalar-valued) BMO spaces in two variables are distinct.
Throughout the paper, we take the viewpoint of considering functions in
two variables as vector-valued functions in one variable. In this way, our
scalar-valued BMO spaces in two variables can be naturally embedded into
spaces of operator-valued BMO functions in one variable, which were
studied in a series of recent papers (e.g., [GPTV1, GPTV2, GPTV3, K,
Pe]). More precisely, using notation from [FS] and [GPTV2], the space
BMOrect of functions in two variables can be naturally identified with a
closed subspace of the space BMOso of operator-valued functions, and the
space BMOcomm of functions in two variables (in [FS] denoted by BMOfact)
can be naturally identified with a closed subspace of BMOc, again a space
of operator-valued functions. This allows us to use the methods and results
of the operator-valued setting for the scalar-valued setting in two variables.
However, the identification proves fruitful in both directions: it turns out
that an old construction of Carleson, the celebrated Carleson Counter-
example for the bidisk, yields a new way of showing that the matrix
Carleson Embedding Theorem does not extend to infinite dimensions, and
we also obtain a new result for Hankel-operator-valued functions.
Our main tool will be a transference method going back to the article
[Bou] of Bourgain, which has been adapted to the situation relevant for us
in [GPTV3], namely the comparison of operator paraproducts to commu-
tators of operator-valued functions with the Hilbert transform.
In contrast to the situation in one variable, there is a whole scale of
BMO spaces in two variables, see, e.g., [ChFef, CoS]. This is due in good
part to the fact that the naive generalization of the Carleson Embedding
Theorem does not hold; i.e., there exists a measure m on D2 such that
m(S(I×J)) [ |I| |J| for all product Carleson
squares S(I×J) over rectangles I×J, (1)
but for which L2(T2) does not embed boundedly into L2(m, D2) (see [C]).
A consequence of Carleson’s construction in [C] is that the BMO space
corresponding to (1), called BMOrect, does not coincide with the dual of
H1(T2), which we here denote by BMOprod (see [Fef]).
In [FS] a further BMO space was introduced, namely the space
BMOcomm of symbols of bounded little Hankel operators, under the name
of BMOfact. This space is placed in the BMO scale as BMOprod ı BMOcomm ı
BMOrect. Furthermore, BMOcomm is the dual of the space of functions in
H1(T2) which factor weakly into H2(T2) functions (see [CRW, A] for
related results).
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In the theory of Hankel operators in one variable, it is well known that
the boundedness of a Hankel operator can be tested on the set of nor-
malized Szego˝ kernels {kz: z ¥D} [B] (see also [Ni]). In what follows we
refer to this fact as Bonsall’s Theorem.
As pointed out in [FS], BMOrect turns out to be the space of symbols of
little Hankel operators which are bounded on the set of products of nor-
malized Szego˝ kernels {kz1 é kz2 : z1, z2 ¥D}.
So the question of which of the inclusions BMOprod ı BMOcomm ı
BMOrect are proper is relevant to both the weak factorization of H1(T2)
and to the validity of a version of Bonsall’s Theorem for little Hankel
operators.
We prove in this article that the second inclusion is proper.
Theorem 1.1.1. With the above notation, BMOcomm e BMOrect. In par-
ticular, Bonsall’s Theorem does not extend to little Hankel operators
cb=P
+
1 P
+
2 bP2P1: H
2(T2)QH20(T
2) + , in the sense that there exists a
symbol b such that cb is bounded on the set of all products of normalized
Szego˝ kernels {kz1 é kz2 : z1, z2 ¥D}, but such that cb does not extend to a
bounded linear operator on H2(T2).
In [GPTV1] and [GPTV2], two interesting BMO spaces of functions
taking values in the bounded linear operators on a Hilbert space H were
introduced. First, the space BMOso of operator functions B which are ‘vec-
torwise’ BMO, in the sense that Be and Bge are in BMO(H) uniformly for
all e in the unit ball of H, and secondly, the space BMOc of those func-
tions which are operator symbols of bounded Hankel operators on
L2(T,H). In [GPTV2] and [GPTV3], it was shown that BMOso ]
BMOc.
Translating Theorem 1.1.1 into the language of operator-valued BMO
functions, we obtain the following more precise result.
Corollary 1.1.2. There exists aHankel-operator-valued functionB: TQ
B(H) such that B ¥ BMOso, but B ¨ BMOc.
2. NOTATION
Let D denote the set of all dyadic subintervals (relative to the standard
grid) of T, and let (hI)I ¥D,
hI=
1
`|I|
(qI+−qI − ),
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denote the standard Haar basis. When dealing with functions in two
variables, we call the set of dyadic intervals in the first variable D1 and the
set of dyadic intervals in the second variable D2. The collection
{hI(t1) hJ(t2)}I ¥D1, J ¥D2 is then the standard product Haar basis. For any
integrable vector- or operator-valued function f in one variable, we will
denote the formal Haar coefficient >T hI(t) f(t) dt by fI. For a function g
in two variables, let gIJ=>I >J hI(t1) hJ(t2) g(t1, t2) dt2 dt1. Furthermore,
mIf is the average of f over the interval I, and mI×Jg is the average of g
over the rectangle I×J. For any square-integrable scalar- or operator-
valued function b and scalar- or vector-valued function f on T, we define
the paraproduct pb by
f=C
I ¥D
hIfI W pbf=C
I ¥D
hIbImIf.
Its adjoint is the operator Dbg, defined by
f=C
I ¥D
hIfI W Dbgf=C
I ¥D
qI
|I|
bgIfI.
As mentioned above, we will denote the dual of H1(T2) by BMOprod, and
we denote the space of all b ¥ L2(T2) for which
||b||2BMOrect= sup
I … T interval, J … T interval
1
|I×J|
F F
I×J
|b(t1, t2)−mIb(t2)−mJb(t1)+mI×Jb|2 dt1 dt2 (2)
is finite, by BMOrect. Its dyadic version is the space BMO
d
rect, where the
supremum is only taken over all products of dyadic intervals.
We will frequently use the identification L2(T2)=L2(T, L2(T)). To
make the roles of the variables clearer, we will sometimes refer to L2(T)
understood as a space of functions in the first variable asH1, and to L2(T)
understood as a space of functions in the second variable as H2. With this
notation, we have the identification L2(T2)=L2(T,H1)=L2(T,H2). Let
P1 denote the Riesz projection in the first variable and P2 denote the Riesz
projection in the second variable on L2(T2). Furthermore, H1 resp. H2
denotes the Hilbert transform with respect to the first variable resp. second
variable.
We now define BMOcomm following [FS] by taking the operator norms
of the little Hankels,
||b||comm=max {||P
+
1 P
+
2 bP2P1 ||L2(T2), ||P
+
1 P2bP
+
2 P1 ||L2(T2),
||P1P2bP
+
2 P
+
1 ||L2(T2), ||P1P
+
2 bP2P
+
1 ||L2(T2)}. (3)
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It will sometimes be convenient to assume that b is antianalytic in both
variables. Then we only have to deal with the little Hankel cb=
P+1 P
+
2 bP2P1. As shown in [FS], ||b||comm can also equivalently be defined by
the operator norm of the nested commutator, ||[H1, [H2, b]]||.
The BMOrect norm of a function b which is antianalytic in both variables
is equivalent to supz1 ¥D, z2 ¥D ||cb(kz1 é kz2 )||, where kz1 , kz2 denote the
normalized Szego˝ kernel in the first resp. second variable, kz1=
(1−|z1 |2)1/2;n ¥N tn1 z¯1 n, kz2=(1−|z2 |2)1/2;n ¥N tn2 z¯2 n. For general b, we
also must consider P+1 P2bP
+
2 P1, P1P2bP
+
2 P
+
1 , and P1P
+
2 bP2P
+
1 and apply
them to the appropriate conjugates of kz1 é kz2 [FS].
Recalling the notation from [GPTV1] and [GPTV2], we define the
space BMOso of functions on T taking values in the bounded linear opera-
tors B(H) on a separable, finite or infinite-dimensional Hilbert space H
by
||B||2BMOso= sup
e ¥H, ||e||=1
sup
I ı T, I interval
max 3 1
|I|
F
I
||(B(t)−mIB) e||2 dt,
1
|I|
F
I
||(Bg(t)−mIBg) e||2 dt4 . (4)
The dyadic version of this space, where the supremum is only taken over all
dyadic intervals, is denoted by BMOdso. A further space of operator valued
functions from [GPTV2] we need is BMOc, defined by ||B||BMOc=
||[H, B]||L2(T,H).
Also, we use the space of Hilbert-space-valued BMO functions
BMO(T,H), defined by
||bŒ||2BMO(T,H)= sup
I ı T interval
1
|I|
F
I
||bŒ(t)−mIbŒ||2 dt,
and its dyadic version BMOd(T,H).
3. BMO ON THE BIDISK AND OPERATOR BMO
Let now b: T2Q C, b ¥ BMOrect. Let b have a finite Haar expansion with
respect to the product standard Haar basis on T2. We associate two opera-
tor-valued functions (in one variable) to b. First, for each e ¥H2, let
B1(t1) e=p
(2)
b(t1, · )e.
Here, p (2) denotes the paraproduct with respect to the second variable.
Secondly, for each f ¥H1, let
B2(t2) f=[H1, b( · , t2)] f,
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where H1 denotes the Hilbert transform with respect to the first variable.
Note that we have assumed that the function b has a finite Haar expansion.
So b ¥ L.(T2) (although of possibly very large norm), and the operators
B1(t1) resp. B2(t2) are well-defined bounded linear operators on H2
resp.H1.
Proposition 3.3.1. With respect to the above notation,
(i) ||b||BMOdrect is equivalent to ||p
(2)
b ||BMOdso and also to the norm of the
bilinear map
H1×H2 Q L2(T2), (f, e)W p
(1, 2)
b fe. (5)
The mapping bW p (2)b identifies BMO
d
rect with a closed subspace of
BMOdso(B(H2)) (namely the subspace BMO
d
so(T, Para) of paraproduct
valued functions).
(ii) ||b||BMOrect is equivalent to ||[H1, b]||BMOso and also to the norm of
the bilinear map
H1×H2(T)Q L2(T2), (f, e)W [H1, [H2, b]] fe. (6)
The mapping bW [H1, b] identifies BMOrect with a closed subspace of
BMOso(B(H1)) (namely the subspace BMOso(T, Hank) of Hankel operator
valued functions).
(iii) ||p (2)b ||BMOso(T, B(H2)) is equivalent to ||[H1, b]||BMOdso(T, B(H1)) and also
to the norm of the bilinear map
H1×H2 Q L2(T2), (f, e)W [H1, p
(2)
b e] f. (7)
Proof. Throughout the proof, we will frequently take the viewpoint
of regarding b as a function in the first variable with values in H2 or as
function in the second variable taking values inH1.
To prove (i), we need two things. First, we need to know that for
bŒ ¥ BMOd(T,H2), the paraproduct
pbŒ: L2(T)Q L2(T,H2), f= C
I ¥D1
hIfI W C
I ¥D1
hIb
−
ImIf, (8)
is bounded, and ||pbŒ || [ c ||bŒ||BMOd(T,H2) for an absolute constant c > 0.
This is well known and easy to prove with the dyadic form of the
Carleson Embedding Theorem. We give the proof here for the convenience
of the reader.
Recall that a sequence {cJ}J ¥D of positive numbers is called a Carleson
sequence, if there exists a constant C > 0 such that for each JŒ ¥D,
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;J ¥D, J e JŒ cJ [ C |JŒ|. In this case, the dyadic Carleson Embedding Theorem
states that the mapping
L2(T)Q L2(T), f= C
J ¥D
hJfJ W C
J ¥D
hJc
1/2
J mJf
is bounded, and its norm depends linearly on C1/2. We can now prove the
boundedness of (8) by observing that
||pbŒf||
2
L2(T,H2)=> C
I ¥D1
hI ||b
−
I ||H2 mIf>2
L2(T)
and that
C
I ¥D1, I e IŒ
||b −I ||
2
H2
=
1
|IŒ| FIŒ ||bŒ(t1)−mIŒbŒ||
2 dt1 [ ||bŒ||2BMOd(T,H2).
Secondly, we also need that for bŒ ¥ BMOd(T,H2), the mapping
DbŒ: L2(T)Q L2(T,H2), f= C
I ¥D1
hIfI W C
I ¥D1
qI
|I|
b −IfI (9)
or equivalently, the adjoint mapping
pbŒ*: L2(T,H2)Q L2(T), g= C
I ¥D1
hI gI W C
I ¥D1
hIOmI g, b
−
IP (10)
is bounded with ||pbŒ* ||=||DbŒ || [ c ||bŒ||BMOd(T,H). This follows easily with the
Cauchy–Schwartz inequality and an argument similar to the above.
Suppose now that b ¥ BMOdrect, and let e ¥H2. For each I ¥D1, we have
1
|I|
F
I
||(p (2)b(t1, · )−mIp
(2)
b(t1, · )) e||
2 dt1=
1
|I|
||p (2)qI(b−mIb)e||
2
L2(T,H1)
[
c
|I|
||qI(b−mIb)||
2
BMOd(T,H1) ||e||
2
H2
. (11)
To check the second part of condition (4) with (p (2)b )
g=D (2)b¯ , consider
1
|I|
F
I
||(D (2)b¯(t1, · )−mID
(2)
b¯(t1, · )
) e||2H2 dt1
=
1
|I|
||D (2)qI(b¯−mIb¯)e||
2
L2(T,H1) [
c
|I|
||qI(b−mIb)||
2
BMOd(T,H1) ||e||
2
H2
. (12)
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But for all J ¥D2 and all I ¥D1, we have
1
|J|
F
J
||(qI(b−mIb))(t2)−mJ(qI(b−mIb))||
2
H1
dt2
=
1
|J|
F
J
F
I
|b(t1, t2)−mIb(t2)−mJb(t1)+mI×Jb|2 dt1 dt2
[ |I| ||b||2BMOdrect .
Thus ||p (2)b ||BMOdso(T, B(H2)) [ c ||b||BMOdrect .
Remark. This argument also shows that the BMO(T,H2) resp.
BMOd(T,H2) conditions for p
(2)
b e and for (p
(2)
b )
g e=D (2)b¯ e, e ¥H2 are
equivalent. So we will only consider the condition on p (2)b e in the remaining
parts of the proof of the proposition.
To prove that the bilinear map (5) is also bounded, we remark that again
by (8), one has for each f ¥H1 and for each e ¥H2
||p (1, 2)b fe||L2(T2)=||p
(1)
p
(2)
b e
f||L2(T,H2)
[ c ||p (2)b e||BMOd(T,H2) ||f||H1 [ c ||p
(2)
b ||BMOdso(T, B(H2)) ||e||H2 ||f||H1 .
Note that we have only used the BMOd(T,H2) condition on p
(2)
b e here.
For the reverse direction, we just observe that for each IŒ ¥D1, JŒ ¥D2,
||p (1, 2)b hIŒ(t1) hJŒ(t2)||
2
=
1
|IŒ|
1
|JŒ| CI e IŒ, J e JŒ
|bIJ |2
=
1
|IŒ| |JŒ| FIŒ FJŒ |b(t1, t2)−mIŒb(t2)−mJŒb(t1)+mIŒ×JŒb|
2 dt1 dt2.
This completes the proof of (i).
To prove (ii), we first observe that
||b||BMOrect= sup
J ı T interval
> qJ
|J|1/2
(b−mJb)>
BMO(T,H2)
.
Here, mJ denotes averaging in the second variable, and we regard
qJ
|J|1/2
(b−mJb) as a function in the first variable with values in H2. By a
version of the Coifman–Rochberg–Weiss Theorem [CRW] for Hilbert
space valued functions it follows that the linear maps
5H1, qJ|J|1/2 (b−mJb)6 : L2(T)Q L2(T,H2), J … T interval,
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are uniformly bounded. For each f ¥H1=L2(T) and each interval J ı T,
we obtain that
F
T
>5H1, qJ|J|1/2 (b−mJb)6 f>2H2 dt1= 1|J| FJ ||[H1, b−mJb] f||2H1 dt2
=
1
|J|
F
J
||[H1, b] f−mJ[H1, b] f||
2
H1
dt2.
(13)
This shows that ||[H1, b] f||BMO(T,H1) [ C ||f||H1 ||b||BMOrect for all f ¥H1
with some absolute constant C > 0. Therefore, ||[H1, b]||BMOso(T, B(H1)) [
C ||b||BMOrect . Since [H1, b]
g=−[H1, b¯], we obtain the same result for the
condition on the adjoint operator function [H1, b]g.
To prove boundedness of the bilinear map (6), we apply the Hilbert
space version of the Coifman–Rochberg–Weiss Theorem again and obtain
that for f ¥H1, e ¥H2
||[H2, [H1, b]] fe||L2(T2)=||[H2, [H1, b] f] e||L2(T,H1)
[ C ||[H1, b] f||BMO(T,H1) ||e||H2
[ C ||[H1, b]||BMOso(T, B(H1) ||e||H2 ||f||H1 .
For the reverse direction, first apply the reverse direction of Coifman–
Rochberg–Weiss Theorem to see that ||[H1, b] f||BMO(T,H1) [ C ||f||H1 , use
(13) to obtain that the linear maps
5H1, qI|J| (b−mJb)6 : L2(T)Q L2(T,H2),
where J runs through all intervals in T, are uniformly bounded, apply
the reverse direction of Coifman–Rochberg–Weiss Theorem again and
conclude that qI|J| (b−mJb) ¥ BMO(T,H1) with uniformly bounded norm
for all intervals J ı T. This finishes the proof of (ii).
The reasoning for the proof of (iii) is very similar. An application of the
version of the Coifman–Rochberg–Weiss Theorem for Hilbert space valued
functions shows that the BMOso(T, B(H2))-norm of p
(2)
b is equivalent to
the norm of the linear map (7), and an application of (8) shows that the
BMOdso(T, B(H1))-norm of [H1, b] is equivalent to the norm of p
(2)
[H1, b] as a
bilinear map on H1×H2. Since the actions of H1 and of p (2) commute, we
have [H1, p
(2)
b ]=p
(2)
[H1, b], and the statement follows. L
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4. A MODIFICATION PROCEDURE
Let B: TQB(H) be an integrable operator-valued function. We write B
in its formal Haar expansion ;I ¥D BIhI and assume that this sum is finite.
Alternatively, we can write B=;k ¥N Bk(r1(t), ..., rk−1(t)) rk(t). Here, rk,
k ¥N, denotes the kth Rademacher function on T, and the operator-valued
function Bk depending on the first k−1 Rademacher functions is obtained
by gathering the Haar coefficients for dyadic intervals of length 2−k
together, Bk(r1(t)), ..., rk−1)=;I ¥D, |I|=2−k qIBI.
We now say that a function B˜: TQB(H) arises from B by modification,
if
B˜(t)= C
k ¥N
Bk(r1(h1+a1t), ..., rk−1(hk−1+ak−1t)) sk(t), (14)
where h=(hk)k ¥N ¥ TN, t ¥ T, and (ak)k ¥N is a fixed sequence of positive
numbers. The sk are scalar functions taking only the values −1, 0 and 1.
This ‘‘modification procedure’’ comes from Bourgain’s method of trans-
ference in [Bou]. There, a vector-valued L2 function on T is isometrically
identified with a vector-valued L2 function on T×TN by
f= C
k ¥N
fk(r1(t), ..., rk−1(t)) rk(t)
W C
k ¥N
fk(r1(h1+a1t), ..., rk−1(hk−1+ak−1t)) rk(hk+akt).
This embedding then allows one to compare any dyadic martingale trans-
form to the Hilbert transform. In the situation of [GPTV3], one addi-
tionally needs to replace the function rk(hk+akt) by 0 on certain ‘‘bad’’
intervals—this is what the function sk does.
We use the following result from [GPTV3].
Theorem 4.4.1 [GPTV3]. There exist constants c1, c2, C > 0 such that
for every n ¥N and every n×n matrix function B on T, there is an n×n
matrix function B˜, arising from B by modification, such that
||pB || [ c1 ||[H, B˜]||+c2 ||B||BMOdso , but ||B˜||BMOso [ C ||B||BMOdso . (15)
Lemma 4.4.2. Let B˜1 arise from B1, B1(t1)=p
(2)
b(t1, · ), by modification,
B˜1(t1)= C
k ¥N
B1, k(r1(h1+a1t1), ..., rk−1(hk−1+ak−1t1)) s1, k(t1). (16)
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Then B˜1(t1)=p
(2)
b˜(t1, · )
, where
b˜(t1, · )= C
k ¥N
(b( · , · ))k(r1(h1+a1t1), ..., rk−1(hk−1+ak−1t1)) s1, k(t1). (17)
Similarly, let B˜2 arise from B2, B2(t2)=[H1, b( · , t2)], by modification,
B˜2(t2)=C
l ¥N
B2, l(r1(h1+a1t2), ..., rl−1(hl−1+al−1t2)) s2, l(t2). (18)
Then B˜2(t2)=[H1, b˜( · , t2)], where
b˜( · , t2)=C
l ¥N
(b( · , · ))l (r1(h1+a1t2), ..., rl−1(hl−1+al−1t2)) s2, l(t2). (19)
Proof. The proof is simply based on the fact that everything is linear.
For each I ¥D1 and each e ¥H2, we have that
B1, Ie=
1
|I|
F
I
B1(t1) dt1e=
1
|I|
F
I
p (2)b(t1, · ) dt1e=p
(2)
(b( · , · ))Ie.
Gathering dyadic intervals of the same length together as above, we obtain
B1e= C
k ¥N
B1, krke= C
k ¥N
p (2)(b( · , · ))k rke
and by linearity of p (2) in the symbol, we obtain
B1e= C
k ¥N
B1, krke=p
(2)
;k ¥N (b( · , · ))krke,
which yields (17). Here, all Haar coefficients are taken with respect to the
first variable. Similarly, for each J ¥D2 and each f ¥H1, B2, Jf=
[H1, (b( · , · ))J] f, and
B2f=5H1, C
l ¥N
(b( · , · ))l rl6 f,
where all Haar coefficients are taken with respect to the second variable.
This yields (19). L
5. OPERATOR PARAPRODUCTS, DOUBLE PARAPRODUCTS
AND CARLESON’S COUNTEREXAMPLE
For b ¥ L2(T2), we define the double paraproduct p (1, 2)b by
p (1, 2)b g= C
I ¥D1, J ¥D2
hIhJbIJmI×J g
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for g ¥ L2(T2), g with finite Haar expansion. It is easy to see that we obtain
the identity p (1, 2)b =p
(1)
p
(2)
b( · , · )
=p (1)B1 with the identification L
2(T,H2)=L2(T2)
and the notation of the previous paragraph.
From Carleson’s example [C], we obtain a function b ¥ L2(T2) such that
||b||BMOdrect [ C for some absolute constant C, b has a finite Haar expansion,
and the norm of the double paraproduct p (1, 2)b is as big as we wish. To see
this, note that Carleson constructs for each N ¥N a collection F of dyadic
rectangles in T2 such that:
1. ;Q ¥ F |Q|=1
2. For each dyadic rectangle R in T2, ;Q ¥ F, Q ı R |Q| [ C |R| for some
absolute constant C
3. |1Q ¥ F Q| [ 1N .
Defining b by
bIJ=˛ |I|1/2 |J|1/2 if I×J ¥ F0 otherwise
and defining g as the characteristic function of 1Q ¥ F Q, we obtain that
1.
p (1, 2)b g= C
I ¥D1, J ¥D2
hIhJbIJmI×J g= C
I ¥D1, J ¥D2, I×J ¥ F
hIhJ |I|1/2 |J|1/2,
so ||p (1, 2)b g||
2
L2(T2)=1.
2. For each dyadic rectangle R in T2,
1
|R|
F
R
|b(t1, t2)−mIb(t2)−mJb(t1)+mRb|2 dt1 dt2=
1
|R|
C
Q ¥ F, Q ı R
|Q| [ C,
so ||b||2BMOdrect [ C.
3. ||g||2L2(T2)=|1Q ¥ F Q| [ 1/N.
Here, we have just written down in the language of paraproducts
Carleson’s example for a measure on T2 which satisfies the Carleson con-
dition on rectangles, but for which the corresponding Carleson embedding
is not bounded (see also [Fef]).
Altogether, we have now a function b ¥ BMOdrect with finite Haar expan-
sion such that ||b||BMOdrect [ C for a fixed constant C, but such that
||p (1)B1 ||L2(T,H2), where B1=p
(2)
b , is as large as we wish.
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6. PROOF OF THE MAIN THEOREM
We are now ready to prove our main result, Theorem 1.1.1.
Proof. Let b, B1 be as above, with ||b||BMOdrect [ CŒ for some absolute
constant CŒ, B1=p (2)b , and ||p (1)B1 ||L2(T,H2) \N. By Theorem 4.4.1, there exists
a B(H2)-valued function B˜1, such that B˜1 arises from B1 by modification,
||B˜1 ||BMOso [ C ||B1 ||BMOdso and ||[H1 , B˜1]||L2(T,H2) \
1
c1
(||p (1)B1 || − c2 ||B1 ||BMOdso ).
With Lemma 4.4.2, we obtain that [H1, B˜1]=[H1, p
(2)
b˜ ]=p
(2)
[H1, b˜], where b˜
arises from b by a corresponding modification in the first variable.
Now define the B(H1)-valued function B2 by B2=[H1, b˜]. Then
||p (2)B2 ||L2(T,H1) \
1
c1
(||p (1)B1 ||−c2 ||B1 ||BMOdso ), and again by Theorem 4.4.1, there
exists B˜2, arising from B2 by modification, such that ||B˜2 ||BMOso [
C ||B2 ||BMOdso and
||[H2, B˜2]||L2(T,H1) \
1
c1
(||p (2)B2 ||L2(T,H1)−c2 ||B2 ||BMOdso )
\
1
c21
||p (1)B1 ||−
c2
c1
||B2 ||BMOdso −
c2
c21
||B1 ||BMOdso .
But by Lemma 4.4.2, [H2, B˜2]=[H2, [H1, b˜˜]], where b˜˜ arises from b˜ by
modification in the second variable. Therefore, to show that ||b˜˜||BMOcomm \
aN, while ||b˜˜||BMOrect [ A for absolute constants a, A, it only remains to
control ||B1 ||BMOdso , ||B2 ||BMOdso and the BMOrect-norm of b˜˜. But this now
follows by Proposition 3.1 from the estimates in the BMOso norm and the
estimate on ||b||BMOdrect :
||b˜˜||BMOrect ’ ||[H1, b˜˜]||BMOso=||B˜2 ||BMOso [ C ||B2 ||BMOdso
=C ||[H1, b˜]||BMOdso ’ ||p
(2)
b˜ ||BMOso
=||B˜1 ||BMOso [ C ||B1 ||BMOdso
=C ||p (2)b ||BMOdso ’ ||b||BMOdrect [ CŒ. L (20)
Remark. We have applied Theorem 4.4.1 to the operator function
B2=[H1, b˜], although this function is not necessarily (n×n)-matrix-valued
for some finite n.
However, an examination of the last part of the proof of Theorem 4.4.1
at the end of Section 4 in [GPTV3] shows that, in order for Theorem 4.4.1
to apply, we only need to ensure that both the operator function
B2=[H1, b˜] and its modification B˜2=[H1, b˜˜] are in L.(T, B(H1)) with
an L.-norm bound depending only on B2, but not on the modification
procedure. Since the function b has a finite Haar expansion in both
variables, both b˜ and b˜˜ are in L.(T2) as sums of a finite number of
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L.-bounded terms. Their L.-norms have an upper bound depending only
on the L2-norm of b and its number of nontrivial Haar coefficients. There-
fore, both B2 and B˜2 have the necessary norm bounds in L.(T, B(H1)),
and Theorem 4.4.1 applies.
7. OPERATOR CARLESON EMBEDDING AND HANKELS
WITH OPERATOR SYMBOL
We will now translate our results into the language of operator BMO
functions.
7.1. Little Hankels and Hankel-Operator-Valued Functions
As shown in Proposition 3.3.1,
b ¥ BMOrect Z B2=[H1, b( · , · )] ¥ BMOso(T, B(H1)),
and the nested commutator [H2, [H1, b]] equals the commutator [H2, B2].
So our example of a b with ||b||BMOrect [ 1, ||b||BMOcomm as large as we wish,
also provides examples for operator functions in BMOso , which are not in
BMOc(T, B(H1)). Such examples were first given in [GPTV2] and
[GPTV3]. But here, we have shown that B2 can be chosen to be Hankel-
operator-valued. In this sense,
BMOc(T, Hank) e BMOso(T, Hank).
Therefore we have proven Corollary 1.1.2.
In [GPTV2], [PiNTV], and [Pe], precise estimates for the dimensional
growth of the BMOc norm in terms of the BMOso norm were obtained. It
would be interesting to determine the precise dimensional growth for
Hankel operator-valued functions.
7.2. Big Hankels and Multiplication-Operator-Valued Functions
In this section we discuss big Hankel operators and the space of func-
tions of bounded mean oscillation on the bidisk, bmo(T2), as done by
Cotlar and Sadosky in [CoS], within our framework of operator BMO
functions.
We recall that for b ¥ L2(T2), the operator Cb=(P1P2) +bP1P2 is called
the big Hankel operator with symbol b. It is easy to see that Cb extends to a
bounded linear operator on H2(T2), if and only if the two ‘‘half-plane
Hankels’’ P+1 Cb and P
+
2 Cb extend to bounded linear operators on H
2(T2).
Let us first consider P+1 Cb=P
+
1 bP2P1. Again, we can understand this
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expression as a Hankel operator relative to the first variable with operator
symbol B, where B(t1)=b(t1, · ) P2 acts onH2. Writing
sup
e ¥H2, ||e||=1
1
|I|
F
I
||(B(t1)−mIB) e||2 dt1
= sup
e ¥H2, ||e||=1
1
|I|
F
I
F
T
|(b(t1, t2)−mIb(t2))(P2e)(t2)|2 dt2 dt1
= sup
e ¥H2, ||e||=1
O((mI |b|2)(t2)− |mIb(t2)|2) P2e, P2eP
=sup
t2 ¥ T
(mI |b|2)(t2)− |mIb(t2)|2,
one sees that
||B||BMOso(T, B(H2))=sup
t2 ¥ T
||b( · , t2)||BMO(T).
Using this characterization of the BMOso-norm, an easy application of
the (scalar) Coifman–Rochberg–Weiss Theorem shows that ||B||BMOc [
C ||B||BMOso , where C is an absolute constant. The projection P2 does not
change our computation, so in analogy to Corollary 1.1.2, we can say that
for multiplication operator-valued functions, the BMOso and the BMOc-
norms are equivalent:
BMOso(T,Mult)=BMOc(T,Mult). (21)
In particular, the Hankel operators P+1 bP1 and P
+
1 b¯P1 are both bounded, if
the multiplication operator b is in BMOso.
Applying the above line of reasoning to both ‘‘half-plane Hankels’’
P+1 bP2P1 and P
+
2 bP1P2, one can show that Bonsall’s Theorem does hold for
big Hankel operators [FS].
We recall that the space bmo(T2) is defined by the norm
||b||bmo= sup
I, J ı T interval
1
|I| |J|
F
I
F
J
|b(t1, t2)−mI×Jb| dt2 dt1.
In [CoS] it is shown that b is in bmo(T2), if and only if b( · , t2) ¥ BMO(T)
uniformly for all t2 ¥ T, and b(t1, · ) ¥ BMO(T) uniformly for all t1 ¥ T. In
this sense, b ¥ bmo(T2) if and only if b ¥ BMOso(T, B(H2)) and b ¥
BMOso(T, B(H1)).
The equivalence of the BMOso and the BMOc-norms, applied to b under-
stood both as a function in the first variable taking values in the multipli-
cation operators on H2 and as a function in the second variable taking
values in the multiplication operators on H1, is mirrored in the following
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known characterization of bmo(T2) in terms of commutators and big
Hankel operators.
Theorem 7.7.1 [FS]. Let b ¥ L2(T2). Then the following are equivalent:
1. b ¥ bmo(T2);
2. Cb and Cb¯ both extend to bounded linear operators on H2(T2);
3. Cb and Cb¯ are both bounded on the set of products of normalized
Szego˝ kernels kz1 é kz2 , z1, z2 ¥D;
4. [H1, b] and [H2, b] both extend to bounded linear operators on
L2(T2).
7.3. Operator Carleson Measures
As shown in Proposition 3.3.1, a relatively simple calculation yields that
for b ¥ BMOdrect and e ¥H2, we have ||p (2)b e||BMOd(T,H2) [ c ||b||BMOdrect ||e||H2 for
some absolute constant c. Furthermore, p (1, 2)b =p
(1)
p
(2)
b( · , · )
=p (1)B1 . In light of this
notation, Carleson’s construction in [C], which provides a b with
||b||BMOdrect [ C for some absolute constant C, for which ||p
(1, 2)
b || is arbitrarily
large, already provides an example for an operator-valued measure satisfy-
ing the operator Carleson condition with constant 1, for which the
corresponding dyadic Carleson embedding has arbitrarily large norm.
This means that by choosing CI=B
g
1, IB1, I for I ¥D1, we obtain a
collection of operators {CI}I ¥D satisfying the operator Carleson condition
C
I ı IŒ
CI [ C |IŒ|, (22)
since for each e ¥H2 and for each IŒ ¥D1, we have
1
|IŒ|
7 C
I ı IŒ
CIe, e8= 1|IŒ| CI ı IŒ ||(p (2)b )I e||2
=
1
|IŒ| FIŒ ||(p
(2)
b (t1)−mIŒp
(2)
b ) e||
2 dt1
[ c2 ||b||2BMOdrect ||e||
2. (23)
However, the mapping
f=C
I ¥D
fIhI W C
I ¥D
hIC
1/2
I mIf (24)
has arbitrarily large norm on L2(T,H2), namely the norm of the double
paraproduct p (1, 2)b .
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Such an example in the operator-valued setting was first provided in
[NTV], using a very technical construction with delicate cancellation
properties. It seems surprising that Carleson’s purely geometrical construc-
tion already embodies a counterexample for the operator-valued setting.
7.4. The Balayage
As in [NTV], we can say even more. The balayage of the sequence
{CI}I ¥D is the operator-valued function SC(t)=;I ¥D qI(t)|I| CI. It was shown
in [NTV] that in general the operator Carleson condition (22) does not
even imply that the balayage is in BMOso. We obtain the same information
from the Carleson counterexample. It turns out that in our case, even the
L2(T,H2) norm of SCe can be arbitrarily large, while OmTSCe, eP=
O;I ¥D1 CIe, eP [ C ||e||2 for all e ¥H2. Choose e to be the constant 1, then
SCe= C
I ¥D1
qI(t1)
|I|
(p (2)b )
g
I (p
(2)
b )I e
= C
I ¥D1, J ¥D2
qI×J
|I| |J|
|bIJ |2 mJe= C
I ¥D1, J ¥D2, I×J ¥ F
qI×J. (25)
Let U=1I ¥D1, J ¥D2, I×J ¥ F I×J. Then by Cauchy–Schwarz
||SCe||
2
L2(T,H2)=F
T
2
: C
I ¥D1, J ¥D2, I×J ¥ F
qI×J :2 dt1 dt2
\ |U|−1 1 C
I ¥D1, J ¥D2, I×J ¥ F
|I| |J|22=|U|−1. (26)
Our example even contains some additional information, since it tells us
that the operator function B1, for which the BMO
d
so-norm is less or equal
to 1, but for which the operator norm of the paraproduct p (1)B1 and the
BMOso norm of the balayage are arbitrarily large, can itself be chosen to be
paraproduct-valued. However, Carleson’s construction does not give us
good information about dimensional growth in the Operator Carleson
Embedding Theorem (sharp estimates for dimensional growth were
obtained in [K], [PiNTV] and [NTV]).
It is easy to see that SC ¥ BMOso is a necessary condition for the
Carleson embedding (24) to be bounded. An application of the operator
Carleson condition (22) gives that SC is in BMOso, if and only if there exists
a constant C > 0 satisfying
> C
I e IŒ
qI
|I|
CIe>2
L2(T,H2)
[ C ||IŒ|| ||e||2
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for all e ¥H2 and all IŒ ¥D1. However, the latter means just that
||(pC)g pChIŒe||2 [ C ||e||H2 for all e ¥H2 and all IŒ ¥D1, (27)
where pC is the dyadic Carleson embedding (24). As the counterexample in
[NTV] and also our example show, (22) in general does not imply (27). It
is an interesting question whether (27) already implies the boundedness of
(24) (see also the remarks in [GPTV1]). This question makes sense both in
the context of general operator sequences {CI}I ¥D and in the context of
double paraproducts p (1, 2)b on the bidisk, where (27) translates into
> C
I ¥D1, I e IŒ, J ¥D2
qI×J
|I| |J|
|bIJ |2 mJe>2
L2(T2)
[ C ||e||2 |IŒ|
for all e ¥H2, IŒ ¥D1, (28)
and boundedness of the dyadic Carleson embedding (24) translates into
boundedness of the double paraproduct p (1, 2)b on L
2(T2).
7.5. Double Paraproducts and Nested Commutators with Martingale
Transforms
Finally, we want to remark that boundedness of the double paraproduct
can also be characterized in terms of nested commutators with dyadic
martingale transforms. Let us first introduce some notation. Let s1 ¥
{−1, 1}D1, s2 ¥ {−1, 1}D2. Then the martingale transforms T (1)s1 and T
(2)
s2
act on L2(T2) by
f= C
I ¥D1, J ¥D2
hIhJfIJ W T
(1)
s1
f= C
I ¥D1, J ¥D2
s1(I) hIhJfIJ
f= C
I ¥D1, J ¥D2
hIhJfIJ W T
(2)
s2
f= C
I ¥D1, J ¥D2
s2(J) hIhJfIJ.
For y1 ¥ {−1, 1}D1, y2 ¥ {−1, 1}D2, we denote T (1)y1 T
(2)
y2
b by by1, y2 . With
this notation, we can state our theorem.
Theorem 7.7.2. Let b ¥ L2(T2). Then the double paraproduct p (1, 2)b
extends to a bounded linear operator on L2(T2), if and only if the nested
commutators [T(1)s1 , [T
(2)
s2
, by1, y2]] are uniformly bounded on L
2(T2) for all
s1, y1 ¥ {−1, 1}D1, s2, y2 ¥ {−1, 1}D2. Moreover, there exists a constant
C > 0 such that,
||p (1, 2)b || [ sup
s1, y1 ¥ {−1, 1}
D1, s2, y2 ¥ {−1, 1}
D2
||[Ts1 , [Ts2 , by1, y2]]|| [ C ||p
(1, 2)
b ||.
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Proof. The first inequality is an application of Theorem 3.4 in
[GPTV1], which gives for any operator function B and dyadic martingales
in one variable, ||pBf|| [ sups, y ¥ {−1, 1}D ||[Ts, By]||L2(T,H) for f ¥ L2(T,H).
Applying this to the operator function p (1)b on H1, and [T
(2)
s 2
, by 2] on H2,
we obtain, for f ¥ L2(T2),
||p (1, 2)b ||L2(T2)=||p
(2)
p
(1)
b
f||L2(T2)
[ sup
s2, y2 ¥ {−1, 1}
D2
||[T (2)s2 , (p
(1)
b )y2]||L2(T,H1)
= sup
s2, y2 ¥ {−1, 1}
D2
||p
(1)
[T(2)s2
, by2 ]
||L2(T,H1)
[ sup
s1, y1 ¥ {−1, 1}
D1, s2, y2 ¥ {−1, 1}
D2
||[T (1)s1 , [T
(2)
s2
, by1, y2]]||L2(T2).
For the reverse direction, remark first that
[T (1)s1 , [T
(2)
s2
, b]] f=[T(1)s1 , [T
(2)
s2
, p
(1)
p
(2)
b
+D
(1)
D
(2)
b
+p
(1)
D
(2)
b
+D
(1)
p
(2)
b
]] f.
If p (1, 2)b =p
(1)
p
(2)
b
is a bounded operator, then
D
(1)
D
(2)
b
=(p
(1)
p
(2)
b¯
)*
is also bounded with the same norm. So it remains to show the bounded-
ness of
p
(1)
D
(2)
b
and D
(1)
p
(2)
b
.
For this, we use Bernard’s characterization of the predual of the space
{b ¥ L2(T2) : p (1, 2)b : L2(T2)Q L2(T2) bounded} [Be], together with [Ch].
Bernard does not use the language of double paraproducts, but of BMO-
martingales with two indices, i.e., L2-martingales Y=(Yk, l)k, l ¥N with the
property that for any measurable subset F ı T2, the square of the L2 norm
of the projection of Y to the space of martingales supported on F is con-
trolled by the Lebesgue measure |F| of F (see [Be, Sect. 6, Definition and
Remarque 2]). In our language, this corresponds to functions b ¥ L2(T2)
with the property that ||; I ¥D1, J ¥D2, I×J … F hI(t1) hJ(t2) bIJ ||2L2(T2) [ C |F|.
Chang’s characterization of Carleson measures on the bidisc [Ch] ensures
that this is indeed the space of symbols of bounded double paraproducts
(see also [ChFef]).
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The predual, denoted in [Be] by K1, is characterized as the space of
functions f on T2 with the property that the dyadic square function
1 C
I ¥D1, J ¥D2
qI×J(t1, t2)
|I| |J|
|fIJ |221/2
is integrable.
Observe that for f, g ¥ L2(T2) with finite Haar expansion, OD (1)
p
(2)
b
f¯, gP=
Ob, f ¾ gP, where f ¾ g=; I ¥D1, J ¥D2 hI(t1) hJ(t2) mJfImIgJ. So it only
remains to be shown that ||f ¾ g||K1 [ C ||f||2 ||g||2. Denoting by f˜I(t2)
the dyadic maximal function of fI in the second variable, f˜I(t2)=
supJ ¥D2, t2 ¥ J |mJfI |, and by g˜J the dyadic maximal function in the first
variable, we obtain
||f ¾ g||K1=F
T
F
T
1 C
I ¥D1, J ¥D2
qI×J(t1, t2)
|I| |J|
|mJfI |2 |mIgJ |221/2 dt1 dt2
[ F
T
F
T
1 C
I ¥D1, J ¥D2
qI×J(t1, t2)
|I| |J|
|f˜I(t2)|2 |g˜J(t1)|221/2 dt1 dt2
[ F
T
F
T
1 C
I ¥D1
qI(t1)
|I|
|f˜I(t2)|221/2 1 C
J ¥D2
qJ(t2)
|J|
|g˜J(t1)|221/2 dt1 dt2
[ 1 C
I ¥D1
||f˜I ||
2
2
21/2 1 C
J ¥D2
||g˜J ||
2
2
21/2 [ 4 ||f||2 ||g||2.
Therefore, by duality, we have that ||D
(1)
p
(2)
b
|| [ C˜ ||p (1, 2)b || for an absolute con-
stant C˜ > 0. The boundedness of p
(1)
D
(2)
b
is shown analogously. Consequently,
there exists a constant C > 0 such that ||[T (1)s1 , [T
(2)
s2
, b]]|| [ C ||p (1, 2)b || for all
s1[−1, 1]D1, s2 ¥ [−1, 1]D2. Since ||p (1, 2)by1, y2 ||=||p
(1, 2)
b || for all y1 ¥ [−1, 1]D1,
y2 ¥ [−1, 1]D2, this completes the proof of the theorem. L
Remark. The space of those b ¥ L2(T2) for which p (1, 2) is bounded can
be regarded as a dyadic analogue to BMOprod(T2) (compare to [ChFef]).
So, in a similar way to the characterization of BMOcomm(T2) in terms of
nested commutators with the Hilbert transform obtained in [FS], we give
here a characterization of this dyadic version of BMOprod(T2) in terms of
nested commutators with martingale transforms.
8. REMARKS
During the preparation of this paper, we learned that M. T. Lacey and
S. H. Ferguson have proved the weak factorisation of H1(T2) into H2(T2).
This implies in particular that BMOcomm(T2)=BMOprod(T2).
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