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Double series over a non-Archimedean field
L. Corgnier, C. Massaza, P. Valabrega
1 Abstract
In the present paper we investigate the convergence of a double series over a
complete non-Archimedean field and prove that, while the proofs are somewhat
different, the Archimedean results hold true.
Keywords: non-Archimedean fields, power series, double series. MSC2010:
12J15.
2 Introduction
Double series, in particular double power series, over the real (or complex) field,
i.e. under archimedean hypotheses, have been thoroughly investigated. The
main results on the reordering of such a series can be found in [4], §169, where
it is proved that a double series over the field of real numbers, under suitable
conditions of absolute convergence, can be arranged in (infinitely) many ways,
without changing its sum. The proof is strongly based on the least upper bound
property, which fails to be true over a non-Archimedean (Cauchy complete)
ordered field.
The aim of this paper is the investigation of such series over a complete
non-Archimedean field. Indeed we can show that, with an approach that does
not involve any least upper bound property, the classical results hold true.
Since the rearranging of the terms of a double series reminds us of the famous
Fubini Theorem (concerning double integrals), we use the term Fubini-type
Theorem.
We investigate in particular the substitution of a power series into another
power series, an operation that gives rise to a double series, so that the stated
results can be applied to this case. We also show by an example that, if our
conditions of absolute convergence fail to be true, then the reordering is not
allowed.
When we substitute a power series S(X) into another power series T (X),
actually two different object have to be considered: the power series T (S(X)),
whose coefficients are formally obtained by algebraic manipulation, and the
composite function T ◦ S. It is not obvious that these two objects lead to
the same domain of definition. In fact we can show by suitable examples that
the power series T (S(X)) may have a domain which is either strictly larger or
striclty smaller than the domain of T ◦ S.
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Our results can also be applied to produce a concrete example of a power
series having a well-identified non-algebraic zero.
3 Preliminaries and notation
K is a complete non-Archimedean field with a countable basis for the neigh-
bourhoods of 0 (see [5] ). In some examples we will consider the complete
non-Archimedean ordered field K = Q̂(ǫ), where ǫ is infinitesimal (see ...).
A series
∑∞
n=0 cn converges to c ∈ K if the sequence of the partial sums
converges to c. The series is absolutely convergent if
∑∞
n=0 |cn| is a converging
series. It is known ([6],...) that
∑∞
n=0 cn is convergent if and only if lim cn = 0,
and therefore a series is convergent if and only if it is absolutely convergent
(which is false over R).
Obviously the sum term by term of two converging series is also a converging
series, whose sum is the sum of the two series. Moreover, if we arbitrarily
associate the terms of a converging series, we obtain a new series that converges
to the same sum (we are considering a subsequence of the sequence of partial
sums).
From now on
∑
cn means
∑∞
n=0 cn.
Lemma 3.1. The sum of every convergent series can be obtained as the differ-
ence of two converging series, each one with non-negative terms.
Proof. Assume that
∑
cn is a converging series. Let us set:
c+n =
|cn|+ cn
2
, c−n =
|cn| − cn
2
Then
∑
c+n ,
∑
c−n are converging series with non-negative terms and, using the
above property on sum of series,
∑
cn =
∑
c+n −
∑
c−n
A reordering of the series C =
∑
cn is by definition a series
∑
dn, where
dn = cf(n), ∀n ∈ N, f : N→ N being a one-to-one function .
Proposition 3.2. Let C =
∑
cn be a converging series. Then every series
obtained from C by a reordering of its terms is still a converging series having
the same sum.
Proof. We first assume that cn ≥ 0, ∀n.
Let f : N→ N be the one-to-one function that defines the reordering, so that
we are considering the new series
∑
dn where dn = cf(n). It is easy to see that
each partial sum of this series Dn =
∑n
i=0 dn is less than or equal to a suitable
partial sum of the original series Cm, and conversely, which implies the result.
In general, it is enough to use the equality
∑
cn =
∑
c+n −
∑
c−n (see 3.1)
and the fact just proved.
2
Remark 3.3. The statements of Lemma 3.1 and of Proposition 3.2 in the
archimedean case hold true only for an absolutely converging series (see [4], ...).
Remark 3.4. The proof of the above proposition shows that performing on
a series any reordering obtained through a suitable bijection of N is allowed.
It is however not allowed to transform a series into a series of series, since the
ordering in a series of series has an ordinal number ω2, which is not the same as
the ordinal number ω of N. The transformation of a series into a series of series
and conversely is studied in the following chapter.
Remark 3.5. If
∑
an is convergent and |bn| ≤ |an|, ∀n, then also
∑
bn is
convergent. It is in fact enough to observe that lim |bn| ≤ lim |an| = 0.
4 Double series and Fubini-type theorems
Let aij be any set of elements in K, where (i, j) ∈ N
2. Choose a bijection f :
N→ N2 and set: f−1 = (φ, ψ) = inverse function N2 → N (i = φ(k), j = ψ(k)).
Then it makes sense to consider the series
∑
k aφ(k),ψ(k). If it is a converging
(hence an absolutely converging) series, we set by definition:
∑
aij =
∑
aφ(k),ψ(k)
Since any reordering of the terms of a converging series is allowed (and does not
change the sum), every bijection f , together with its inverse function, gives rise
to the same sum of the series.
Remark 4.1. Since a double series is transformed by the definition into an
ordinary simple series, all the properties of the preceding section apply to double
series too.
Remark 4.2. In the literature ([4], §169) sometimes the definition of conver-
gence and sum of a double series is given in a different way (in the following
we call it ”Goursat”). In order to verify that Goursat’s definition and ours are
equivalent, we briefly recall [4], §169 (where the series is absolutely converging
over R).
Consider the set N2, and a countable sequence I0, I1, I2, .... of finite subsets,
satisfying the following two conditions:
1- In ⊂ In+1, ∀n
2- ∪nIn = I.
Now set: ∀k = 0, 1, · · ·, Sk =
∑
aij , (i, j) ∈ Ik.
If this sequence is absolutely convergent, we say that the double series is
convergent to limSk. The definition is correct, since it is proved in ([4], §169)
that it is independent on the chosen sequence of subsets, under the hypothesis,
always satisfied in the non-Archimedean case, that the convergence is absolute.
Now consider, according to our definition of a double series, a one-to-one map
f : N → N2 and its inverse f−1 : N2 → N ((i, j) = f−1(k) = φ(k), j = ψ(k)).
Define a Goursat sequence of subsets according to the following iterative rule:
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I0 = {(φ(0), ψ(0))}, Ik+1 = Ik ∪ {(φ(k + 1), ψ(k + 1))}.
With these choices it is readily seen that the sequence S0, S1, S2, .... coincides
with the sequence of the partial sums of the series
∑
aφ(k),ψ(k), and therefore
they are both convergent (to the same limit) or not convergent.
We are now interested in the following two rearrangings of the terms of
the series
∑
aij :
∑
i(
∑
j aij) and
∑
j(
∑
i aij). In fact what we are now going
to perform is not a reordering, as introduced above: it does not depend on a
one-to-one map N→ N, since it involves N2.
If the terms of the double series form an infinite matrix:
a00 a01 · ··
a10 a11 · ··
· · ·
ai0 ai1 · · · aij · ··
· · ·,
the two rearrangings correspond to a sum by rows or by columns (both being
series).
Theorem 4.3. (Fubini-type theorem) Assume that
∑
aij is a converging se-
ries. Then, ∀i,
∑
j aij and
∑
i(
∑
j aij) are convergent. Moreover
∑
i(
∑
j aij) =∑
ij aij.
Proof. Let us start with the case aij ≥ 0, ∀i, j and set: A =
∑
aij . Obviously
it holds:
∑m
j=0 aij ≤ A for every i.
On an Archimedean field this is enough to ensure the convergence of
∑
aij
for every i, because the partial sums are increasing and bounded above. In our
non-Archimedean hypothesis, we choose any integer i0 and set:
bij = aij if i = i0, 0 otherwise.
Since 0 ≤ bij ≤ aij , ∀i, j,
∑
bij is convergent, But
∑
bij =
∑
j ai0j , so that∑
j aij is convergent for every i. From the inequality
∑n
i=0(
∑m
j=0 aij) ≤ A we
obtain, when m tends to ∞,
∑n
i=0(
∑
j aij) ≤ A.
Neither convergence when n tends to infinity nor equality can now be de-
duced, unlike it can be done in the Archimedean case.
Therefore we proceed as follows. Given any ǫ > 0, it holds, if n is large
enough:
∑n
i=0(
∑
j aij) ≥
∑n
i=0(
∑n
j=0 aij) ≥ A − ǫ, since, if n is large enough,∑n
i=0(
∑n
j=0 aij) contains all the terms of any given partial sum of the double
series
∑
ij aij = A. The two inequalities A − ǫ ≤
∑n
i=0(
∑
j aij) ≤ A give the
required result:
∑
i(
∑
j aij) = A.
If aij is not positive for every pair (i, j), it is enough to use a
+
ij and a
−
ij
as introduced in Lemma 3.1 and perform some calculation using the already
obtained result for series with non-negative terms.
Remark 4.4. Of course the Fubini-type theorem can be stated as follows:∑
i(
∑
j aij) =
∑
j(
∑
i aij) =
∑
i,j aij (the sum can be computed either by rows
or by columns).
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A converse Fubini-type theorem can be stated as follows.
Theorem 4.5. With the notation above, assume that both
∑
j aij , ∀j, and
∑
i(
∑
j(|aij |)
converge; then
∑
i,j aij also converges, as well as
∑
j(
∑
i aij). Moreover it holds:∑
i,j aij =
∑
i(
∑
j aij) =
∑
j(
∑
i aij)
Proof. As usual we start with the supplementary condition aij ≥ 0, ∀i, j. Let R
be a partial sum of the series
∑
i,j aij (the terms being arranged in some order).
Assume that, in R, i ≤ n, j ≤ m. Then R ≤
∑n
i=0(
∑m
j=0 aij) ≤
∑
i(
∑
j aij). In
the Archimedean case, this would obviously imply the expected convergence of
the sequence of the partial sums, and so of the double series. In our case we set:
bi =
∑
j aij , A =
∑
i bi (they are converging series by hypothesis). If we choose
any ǫ > 0, there are n such that
∑n
i=0 bi > A − ǫ and integers m0,m1, · · ·,mn
such that
∑mi
j=0 aij > bi− ǫ. If ω ∈ K is any element larger than any integer, we
obtain:
∑n
i=0(
∑mi
j=0 aij) >
∑n
i=0(bi−ǫ) =
∑n
i=0 bi−(n+1)ǫ > A−ǫ−(n+1)ǫ =
A− (n+2)ǫ > A−ωǫ. Therefore there are partial sums of the double series less
than A but as close as we want to A, which means that the increasing sequence
of the partial sums tends to A.
The general case (aij not necessarily positive) follows easily. In fact
∑
i(
∑
j |aij |)
is convergent by hypothesis, hence the double series of the absolute values is also
convergent, as just proved, and so also
∑
i,j aij . Now the required equality fol-
lows from Theorem 4.3.
Remark 4.6. Observe that we require the convergence of the series
∑
i(
∑
j |aij |),
and our proof does not work under the weaker condition of convergence of both∑
j |aij | and
∑
i |
∑
j aij |, or equivalently of both
∑
j aij and
∑
i
∑
j aij . This
is shown by the following example.
Example 4.7. Let
∑
i ki be a series converging to 1 and such that ki > 0, ∀i.
Now set: ai0 = 1 − k0, aij = −kj if j 6= 0. Therefore aij does not depend
upon i. With the notation above, we have: bi = ai0 + ai1 + · · · = 0, so that∑
bi = 0. However the series
∑
i ai0 = a00+ a10+ · · · is not a converging series.
This is not in contradiction with the preceding theorem. In fact observe that
|ai0|+ |ai1|+ · · · converges to 2(1−k0) (∀i), and
∑
i 2(1−k0) does not converge
to any value.
As a corollary of 4.5 we have an application to the product of series.
Corollary 4.8. Assume that
∑
bi converges to B and
∑
ci converges to C.
Then the double series
∑
i,j bicj converges to BC.
Proof. Let us set: aij = bicj . We want to apply Theorem 4.5 to the double
series
∑
i,j aij . So we consider
∑
i(
∑
j |aij |) =
∑
i(
∑
j |bi||cj |), where the in-
ternal series converge ∀i, by hypothesis, to |bi|
∑
j |cj |, while the external series∑
i(|bi|
∑
j |cj |) converges, by hypothesis, to (
∑
j |cj |)(
∑
i |bi|). We conclude
that
∑
i,j(bicj) =
∑
i(
∑
j(bicj) = (
∑
i bi)(
∑
j cj).
The above corollary on product of series has been used, with an ad-hoc direct
proof working only in the case under investigation, in [3].
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Remark 4.9. Observe that, on the field of real numbers, the property of Corol-
lary 4.8 can be proved under the supplementary assumption that at least one
of the two series is absolutely convergent.
5 A generalisation of the Fubini-type theorem
Consider the converging double series
∑
i,j aij , where (i, j) ∈ N
2. Let J be
a subset of N2, finite or countable. The sum restricted to J is defined by
introducing
bij = aij if(i, j) ∈ J , bij = 0 if(i, j) /∈ J
andsetting by definition:
∑
J
aij =
∑
i,j
bij
(the convergence is ensured by the fact that |bij | ≤ |aij |).
Theorem 5.1. Assume that N2 is partitioned into a finite or countable number
of disjoints subsets J0, J1, J2.... , each finite or countable. Then
∑
i,j
aij =
∞∑
r=0
(
∑
(h,k)∈Jr
ahk)
Proof. First of all we choose an order inside each of the subsets Ji (here we
consider the case of Ji countable, in the case of Ji finite the proof is simpler).
Then define cij to be the j
th element of Ji in the chosen ordering. It is easy to
see that the matrix cij is a reordering of the matrix aij . Therefore
∑
i,j aij =∑
i,j cij and an application of theorem 4.3 provides the result.
6 Power series
6.1 Product of power series
The results of section 4 can be applied to the product of two power series,
obtaining the following
Corollary 6.1. If the two power series
∑
i aiX
i,
∑
j bjX
j converge at the same
x ∈ K, then, (
∑
i aix
i)(
∑
j bjx
j) =
∑
k(
∑k
i=0 aibk−i)x
k, (where the latter series
is convergent at x).
Proof. By Corollary 4.8, the double series
∑
ij aibjx
ixj is convergent to the
value (
∑
i aix
i)(
∑
j bjx
j). Moreover, since it is allowed to reorder the terms of
a double series by increasing values of i + j, we obtain the following formula:∑
i,j aibjx
ixj =
∑
k(
∑
i+j=k aibj)x
k.
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As for the ith power of a power series, we have the following
Corollary 6.2. Let S(X) =
∑
j ajX
j be a power series converging at x. Then
(
∑
j ajx
j)i =
∑
j cijx
j , where the cij ’s are given by the recursive formulae:
c00 = 1, c0j = 0 ∀j 6= 0
ci+1 j = ci0aj + ci1aj−1 + · · ·+ cija0
Proof. It is enough to apply i times Corollary 6.1.
6.2 Substitution into a power series
Let S(X) =
∑
j ajX
j, T (Y ) =
∑
biY
i be two power series. If we replace Y
by S(X) into the series T (Y ), we obtain a new object T (S(X)) that can be
transformed into a power series (with variable X) if we perform all the usual
operations on the coefficients as if it were allowed to gather all coefficients of
Xn, ∀n = 0, 1, · · ·, disregrading the (minor) problem that S(X), T (Y ) are power
series and not polynomials. More precisely, we consider T (S(X)) as a new
element of K[[X ]], say T (S(X)) =
∑
n dnX
n, where
dj =
∑
i bicij (∗).
Observe that we are dealing with series whose convergence has to be checked
and that the infinite matrix cij is given by the recursive formulae of Corollary
6.2.
Such a procedure, which is quite natural, makes sense if the series dn, ∀n
attain a value in the complete field K, i.e. if they are converging series. In
this event the replacement gives rise to a new power series, which we can call
T (S(X)).
In order to investigate such a replacement, mainly focusing our attention
on convergence, we call the dn’s satisfying (*) expected coefficients. The
following theorem throws light into the replacement.
Theorem 6.3. Let S(X) =
∑
j ajX
j, T (X) =
∑
i biX
i be two power series
such that:
(i) S(X) has a sum S(x) = k at some x ∈ K, and consequently also∑
j |aj ||x
j | has a sum k¯;
(ii) T (X) converges to T (k¯) at k¯ =
∑
j |aj ||x
j |.
Then
(i) dj , ∀j, is a convergent series
(ii) T (k) =
∑
j djx
j, where the dj’s are the expected coefficients and are
series converging in K.
Proof. Case A.
Assume that ai ≥ 0, ∀i, x > 0 and put: k = S(x). Then T (k) = T (S(x)) =∑
i bi(
∑
j ajx
j)i. By applying Corollary 6.2, the power appearing in the last
formula can be expressed as a convergent power series:
(
∑
j
ajx
j)i =
∑
j
cijx
j
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where the (obviously non-negative) coefficients cij are given by Corollary 6.2.
Therefore we have: T (k) =
∑
i bi(
∑
j cijx
j) and can apply 4.5 to the double
series
∑
ij bicijx
j . In fact the two conditions of 4.5 are fulfilled:
(i)
∑
j |bicijx
j | = |bi|(
∑
j cijx
j) converges to |bi|(
∑
j ajx
j)i;
(ii)
∑
i |bi|(
∑
j ajx
j)i) is convergent by hypothesis.
Therefore we obtain the expected equality:
T (k) =
∑
i
bi(
∑
j
aijx
j) =
∑
j
(
∑
i
bicij)x
j =
∑
j
djx
j
where dj is given by the convergent series dj =
∑
i bicij
Case B.
Assume that x > 0 as for Case A, but don’t put any condition on the sign
of the a′js.
As before, put k = S(x) and k¯ = S¯(x) =
∑
j |aj |x
j . Obviously k¯ ≥ |k|. By
hypothesis T (k¯) is convergent, therefore the results of Case A can be applied to
expand T (k¯) in power series of x, since all the coefficients are non negative in
the series S¯(x). Starting with the coefficients |aj | instead of aj , the quantities
cij are replaced by new quantities c¯ij , and an observation of the recurrence
relations of Corollary 6.2 says that |cij | ≤ c¯ij .
By the same calculation of Case A we have that
∑
|bi|(
∑
j |aj |x
j)i =∑
|bi|(
∑
j c¯ijx
j) is convergent. Therefore in the repeated series
∑
i |bi|(
∑
j |cij |x
j)
all the terms are non negative and not greater then the corresponding terms of a
converging series. Then
∑
i |bi|(
∑
j |cij |x
j) is convergent. Then also the double
series
∑
ij |bi||cij |x
j is convergent, by Theorem 4.5.
In conclusion, this implies the convergence of
∑
ij bicijx
j , and an application
of Theorem 4.3 allows to obtain the result.
Case C
Finally, assume that x < 0, and define y = −x.
We have S(T (x)) = S(T (−y)) =
∑
i bi(
∑
j(−1)
jajy
j). By hypothesis S(X)
is convergent at k¯ =
∑
j |aj ||x
j | =
∑
j |aj |y
j =
∑
j |(−1)
jaj |y
j . Therefore Case
B can be applied, and the result follows from an immediate calculation.
Remark 6.4. Observe that we require the convergence of the series
∑
i bi(
∑
j |aj ||x
j |)i,
and the claim does not hold true under the weaker condition of convergence of
both
∑
j |aj ||x
j | and
∑
i bi|(
∑
j ajx
j)i|, as the following example shows.
Example 6.5. Let ε be a positive topologically nilpotent infinitesimal, i.e.
lim
n→∞
εn = 0
(we suppose that it exists, otherwise the question on convergence of series are
trivial, since any power series is convergent everywhere or only at 0, see [3]).
Consider the series
S(X) = a0 + a1X + a2X
2 + ....
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where
a0 =
1
1− ε
− 1 =
ε
1− ε
a1 = a2 = a3 = ..... = −1
It is immediate that S(X) is convergent at x = ε, with sum 0 .
Consider the series
T (X) = 1 +
X
ε
+ (
X
ε
)2 + ....
It is convergent, for instance, at X = ε2. Moreover we have T (S(ε)) = 1.
Therefore one could expect that the formal substitution of S(X) into T (X)
would produce a power series in X , convergent at ε, with sum 1.
This is not the case; in fact the formal substitution provides:
T (S(X)) = 1 +
a0 + a1X + a2X
2 + .....
ε
+ (
a0 + a1X + a2X
2 + .....
ε
)2 + ....
A reordering according to increasing powers of X is impossible; in fact the
coefficient of the power 0 would be
1 +
a0
ε
+ (
a0
ε
)2 + .... = 1 +
1
1− ε
+
1
(1− ε)2
+ .....
and this series is not convergent, since 11−ε is different from 1 for an infinitesimal
quantity, and consequently its n−th power does not tend to 0.
This is not in contracdition with the last theorem, because the criterion on
the absolute convergence is not satisfied by the example. In fact, consider the
series S¯(X) obtained from S(X) by taking the absolute values of the coefficients
and calculate it at x = ε, obtaining:
S(x) = |a0|+ |a1|x+ |a2|x
2 + .... =
ε
1− ε
+ ε+ ε2 + .... = 2
ε
1− ε
Finally note that the series T (X) is not convergent at 2 ε1−ε . In fact
1 +
2
1− ε
+ (
2
1− ε
)2 + .....
is not convergent.
The following result follows from Theorem 6.3.
Theorem 6.6. If the convergence domains of both S(X) and T (X) are different
from the set {0}, and if T (X) is convergent at a0, then in a suitable neighbour-
hood of 0, T (S(x)) is given by the series T (k) =
∑
j djx
j, where the dj’s are
the expected coefficients and are series converging in K.
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Proof. Case 1: a0 6= 0. We know that
∑
i bia
i
0 is convergent by hypothesis,
and therefore also
∑
i |bi||a0|
i. Moreover
∑
j |aj ||x|
j is convergent for some
x 6= 0, and therefore in a neighborough of 0. It is continuous and takes the
value |a0| at x = 0, then for |x| < k (where k is a suitable value), we obtain∑
j |aj ||x|
j < 2|a0| .
Since the series
∑
i biX
i is convergent at |a0|, it is convergent also at 2|a0|
(see [3]), then
∑
i bi(
∑
j |aj ||x|
j)i is convergent. The conclusion follows from
Theorem 6.3.
Case 2: ao = 0. Let a 6= 0 be any point where T (X) is convergent. Since
S(0) = 0 and S(X) is a continuous function, in a suitable neighbourhood of 0
it holds: |S(x)| < |a|. Then we argue as above.
Remark 6.7. When we are dealing with the double series T (S(X)) we actu-
ally should consider two different objects: the powers series formally obtained
by manipulation of the coefficients, in line with the above theorems, and the
composite function T ◦ S : x→ T (S(x)), ∀x in some domain.
The above Example 6.5 shows that the composite function T ◦ S may be
defined somewhere, while the formal double series does not exist because its
coefficients are diverging series.
The following example shows that the formal power series, existing in this
case, may have a domain which is different from the set {0} but is, nevertheless,
strictly smaller than the domain of the composite function. This would be
impossible if the internal series S(X) had only positive coefficients, as shown by
the proof of Theorem 6.3.
Before we discuss the following example, we recall the so called Faa` di Bruno
formula for the n− th derivative of a composite function f ◦ g ([8]):
D(n)(f ◦ g)(x)
∑
pi∈Pn
f |pi|((g(x))ΠB∈pig
|B|(x),
where
1. π varies in the set Pn of all partitions of the set {1, · · ·, n},
2. B varies in π,
3. |A| denotes the cardinalty of the finite set A.
Such a formula, that can proved by induction on n (see[8] ), can be easily
seen to hold in the non-Archimedean case.
So the n − th derivative is a sum of products of derivatives containing one
and only one element D(n)f(g(x))(g′(x)n), while all other elements have the
form (D(m)f)(D(h1)g)(D(h2)g) · · · (D(hr)g), where m < n so that there is at
least one hi > 1.
Example 6.8. Let K be the usual ordered field Q̂(ǫ) and put: ω = ǫ−1. Set:
S(X) = ǫ− ωX + ω2X2 +
∞∑
n=3
ǫnXn, T (X) =
∞∑
n=0
Xn.
10
We easily see that S(0) = ǫ, T (ǫ) = (1− ǫ)−1 − 1− ǫ2, S(1) = ǫ+
∑∞
n=3 ǫ
n.
Therefore T (S(1)) (composite function T ◦ S computed at 1) does exist.
We want to show that 1 does not belong to the domain of the power series
T (S(X)) obtained by formal substitution. To this purpose we recall that T ◦ S
and T (S(X)) coincide on a neighbourhood of 0 (see 6.6), so that the expected
coefficients of T (S(X)) can be obtained by means of the Faa` di Bruno formula
(see [3] ). It is therefore enough to show that the sequence Dn(T ◦ S)(0)) does
not converge to 0 when n tends to ∞. In fact it holds:
S′(0) = −ω, S”(0) = 2ω2, S(n)(0) = n!ǫn, ∀n ≥ 3,
while T (n)(S(1)) differs from n! by an infinitesimal element.
Now we use the Faa` di Bruno formula ([8]) to see that Dn(ToS)(0) is the
sum of finitely many elements, among which T (n)(S(1))S′(0)n is an infinite of
the same order as ωn, hence larger that the order of all other elements (not
exceeding the order of ωn−1). Therefore limn→∞D
n(ToS)(0)) =∞.
We want to point out that the use of the Faa` di Bruno formula can, in this
case, easily be avoided by a direct computation which shows that in the nth
derivative of T ◦ S the dominant term is of the form T (n)(S′)n.
We wanto to point out that, since the composite function T ◦S is defined at
1, it can be expanded into a power series around 1 itself. But such a power series
must have a domain with empty intersection with the domain of T (S(X)) ( if
two power series expanding the same function are centered at different points
and have intersecting domains, they have the same domain ([3]). This differs
from the archimedean situation.
Remark 6.9. As for a formal double series with domain larger than the domain
of the composite function, we will see in the last section of this paper an example
of a double series T (S(X)) with the following properties:
- T (S(X)) is a polynomial, so that its domain is the whole of K,
- T ◦ S is defined on a domain larger than the set {0} but different from the
whole of K.
Remark 6.10. Corollary 6.6 has the following analog concerning power series
on the field of complex numbers, i.e. analytic functions:
Consider the power series with complex coefficients S(X) =
∑
j ajX
j and
T (X) =
∑
i bjX
i. If their convergence radius are positive, and if S(0) is strictly
internal to the convergence circle of T (X), then T (S(z)) =
∑
j djz
j (where dj
are the expected coefficients, with converging series) , if z belongs to a suitable
neighborough of 0.
The proof in the case a0 = 0 is contained in [2] Chap. I.2. In the case a0 6= 0
we can argue as follows.
Name r1 and r2 the convergence radii of S(X) and T (X), respectively. Since
S(0) = a0, by hypothesis we have |a0| < r2. Consider the two series S(X) =∑
j |aj |X
j and T (X) =
∑
i |bi|X
i, which are different from S(X) and T (X),
but have the same convergence radii. Since S(0) = |a0| < R2, T (S(z)) is
convergent at z = 0, and also when z satisfies to S(z) < r2. Since S(0) < r2
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and S(z) is a continuous functions, this appens for |z| < k, for suitable k.
Then the series T (S(z)) is convergent for |z| < k, and consequently T (S(z)) =∑
i |bi|(
∑
j |aj |z|
j)i is convergent. Then the conclusion follows by an application
of Theorem 6.3, which is well known for the complex case (see [4]).
Remark 6.11. Condition a0 = 0 has the following consequence: the expected
coefficients dj =
∑
i bicij , that a priori are series, become finite sums, and there-
fore the substitution of a series into another series can be performed disregarding
convergence.
The above Theorem 6.6 ensures that, when a0 6= 0, convergence of T (a0)
is necessary and sufficient to have convergent expected coefficients and so to
present T (S(X)) as a formal power series, converging in a suitable neighbour-
hood of 0.
We also want to observe that, if d0 is a converging series, then all the dj ’s
are converging series.
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