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Abstract
Large real-world networks typically follow a power-law degree distribution. To study such net-
works, numerous random graph models have been proposed. However, real-world networks are
not drawn at random. In fact, the behavior of real-world networks and random graph models
can be the complete opposite of one another, depending on the considered property. Brach, Cy-
gan, Lacki, and Sankowski [SODA 2016] introduced two natural deterministic conditions: (1) a
power-law upper bound on the degree distribution (PLB-U) and (2) power-law neighborhoods,
that is, the degree distribution of neighbors of each vertex is also upper bounded by a power
law (PLB-N). They showed that many real-world networks satisfy both deterministic properties
and exploit them to design faster algorithms for a number of classical graph problems like tran-
sitive closure, maximum matching, determinant, PageRank, matrix inverse, counting triangles
and maximum clique.
We complement the work of Brach et al. by showing that some well-studied random graph
models exhibit both the mentioned PLB properties and additionally also a power-law lower
bound on the degree distribution (PLB-L). All three properties hold with high probability for
Chung-Lu Random Graphs and Geometric Inhomogeneous Random Graphs and almost surely
for Hyperbolic Random Graphs. As a consequence, all results of Brach et al. also hold with high
probability for Chung-Lu Random Graphs and Geometric Inhomogeneous Random Graphs and
almost surely for Hyperbolic Random Graphs.
In the second part of this work we study three classical NP-hard combinatorial optimization
problems on PLB networks. It is known that on general graphs, a greedy algorithm, which chooses
nodes in the order of their degree, only achieves an approximation factor of asymptotically at
least logarithmic in the maximum degree for Minimum Vertex Cover and Minimum Dominating
Set, and an approximation factor of asymptotically at least the maximum degree for Maximum
Independent Set. We prove that the PLB-U property suffices such that the greedy approach
achieves a constant-factor approximation for all three problems. We also show that all three
combinatorial optimization problems are APX-complete, even if all PLB-properties hold. Hence,
a PTAS cannot be expected, unless P=NP.
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1 Introduction
A wide range of real-world networks, like Internet topologies [18], the Web [27, 8], social
networks [1], power grids [32], and many other networks [29, 5, 30], exhibit a power-law
degree distribution. Power-law degree distribution means that the number of nodes of degree
k is proportional to k−β , where β > 1 is the power-law exponent, a constant intrinsic to the
network. Networks with a power-law degree distribution are also called scale-free networks
and have been widely studied.
To capture the degree distribution and other properties of scale-free networks, a mul-
titude of random graph models have been proposed. These models include Preferential
Attachment [8], the Configuration Model [2], Chung-Lu Random Graphs [15] and Hyperbolic
Random Graphs [26]. Despite the multitude of random models, none of the models truly has
the same set of properties as real-world networks.
This shortcoming of random graph models motivates studying deterministic properties of
scale-free models, which can be verified on real-world networks. To describe the properties of
scale-free networks without the use of random graphs, Aiello et al. [4] define (α, β)-Power
Law Graphs. The problem of this model is that it essentially demands a perfect power-law
degree distribution, whereas the degree distributions of real networks normally exhibit slight
deviations from power laws. Therefore, (α, β)-Power Law Graphs are too constrained and do
not capture most real networks.
To allow for those deviations in the degree distribution Brach et al. [10] define buckets
containing nodes of degrees
[
2i, 2i+1
)
. If the number of nodes in each bucket is at most
as high as for a power-law degree sequence, a network is said to be power-law bounded,
which we denote as a network with property PLB-U. They also define the property of PLB
neighborhoods: A network has PLB neighborhoods if every node of degree k has at most
as many neighbors of degree at least k, as if those neighbors were picked independently
at random with probability proportional to their degree. This property we abbreviate as
PLB-N. A formal definition of both properties can be found in Section 3. Brach et al. [10]
show that various classical graph problems can be solved more efficiently in networks with
properties PLB-(U,N). The graph problems addressed are transitive closure, maximum
matching, determinant, PageRank, matrix inverse, counting triangles and maximum clique.
Brach et al. [10] also showed experimentally that PLB-(U,N) properties hold for many
real-world networks, which implies that the mentioned graph problems can be solved faster
on these real-world networks than worst-case lower bounds for general graphs suggest.
1.1 Motivation and Results
PLB properties in power-law random graph models
The PLB-(U,N) properties are designed to describe power-law graphs in a way that allows
analyzing algorithms deterministically. As already mentioned, there is a mutitude of random
graph models [2, 15, 8, 26], which can be used to generate power-law graphs. Brach et al. [10]
proved that the Erased Configuration Model [2] follows PLB-U and w. h. p. also PLB-N.
Since the Erased Configuration Model has a fixed degree sequence, it is relatively easy to
prove the PLB-U property, but it is quite technical to prove the PLB-N property. There are
other power-law random graph models, which are based on the expected degree sequence, e.g.
Chung-Lu Random Graphs [15]. Brach et al. argued that for showing the PLB-U property
on these models, a typical concentration statement does not work, as it accumulates the
additive error for each bucket. They leave it as a challenging open question, whether other
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random graph models also produce graphs with PLB-(U,N) properties with high probability1.
In section 4 we address this question and extend the list of random graph models with
the PLB-U and PLB-N property. We prove that Chung-Lu Random Graphs and Geometric
Inhomogeneous Random Graphs are PLB-(U,N) graphs with high probability and that
Hyperbolic Random Graphs are PLB-(U,N) graphs almost surely.
Algorithmic Results
The above results imply that all results of Brach et al. [10] also hold w. h. p. for Chung-Lu
Random Graphs and Geometric Inhomogeneous Random Graphs and almost surely for
Hyperbolic Random Graphs. Therefore the problems transitive closure, maximum matching,
determinant, PageRank, matrix inverse, counting triangles and maximum clique have faster
algorithms on Chung-Lu and Geometric Inhomogeneous Random Graphs w. h. p. and on
Hyperbolic Random Graphs almost surely.
In this work we additionally consider the three classical NP-complete problems Minimum
Dominating Set(MDS), Maximum Independent Set(MIS) and Minimum Vertex
Cover(MVC) on PLB-U networks. For the first two problems, positive results are already
known for (α, β)-Power Law Graphs, which are a special case of graphs with the PLB-(U,L)
properties. Note that this deterministic graph class is much more restrictive and does not
cover typical real-world graphs. On the contrary, our positive results only assume the PLB-U
property. Our algorithmic results can therefore be applied to real-world networks after
measuring the respective constants of the PLB-model. In section 5 we prove our main
lemma, Lemma 5.2 (the potential volume lemma). Using the potential volume lemma, we
prove lower bounds for MDS, MIS and MVC in the order of Θ(n) on PLB-U networks with
exponent β > 2. This essentially means, even taking all nodes as a solution gives a constant
factor approximation. Furthermore, in Theorem 5.5 we prove that the greedy algorithm
actually achieves a better constant approximation ratio. These positive results also hold for
(α, β)-Power Law Graphs.
In section 6, we consider the mentioned NP-Complete problems and prove that these
problems are APX-hard even for PLB-(U,L,N) networks with β > 2. As a side product
we also get a lower-bound on the approximability of the respective problems under some
complexity theoretical assumptions. Since the negative results for (α, β)-Power Law Graphs
imply the same non-approximability on graphs with PLB-(U,L), we only consider graphs
with PLB-(U,L,N) in Section 6.
Technical Ideas
The intuition behind our positive results is simple: In a power law graph with exponent
β > 2, any set of o(n) vertices has a volume of at most o(n). The potential volume lemma
gives upper bounds on
∑
x∈S h(deg(x)) in terms of |S|, where S is any set with a certain
minimum volume. This is done by upper-bounding the density
∑
x∈S h(deg(x))/|S| by the
highest possible density of a set of size |S| in a PLB-U graph. The lemma does not only
enable us to prove the stated intuition formally, but also allows us to give upper bounds on
the approximation ratios of some greedy algorithms.
Our negative results rely on the graph embedding technique introduced by Shen et al. [33]
for (α, β)-Power Law Graphs.
1 We say that an event E holds w. h. p., if there exists an δ > 0 such that Pr[E] > 1−O(n−δ), and almost
surely if it holds with probability Pr[E] > 1− o(1).
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Table 1 Comparison of the approximation ratios achieved by greedy algorithms on networks
with an upper bound on the power-law degree distribution (PLB-U) and β > 2, and on general
graphs. While on general graphs, greedy achieves only a logarithmic or polynomial approximation,
greedy achieves a constant-factor-approximation on graphs with PLB-U and β > 2.
Problem General Graph Graphs with PLB-U
Minimum Dominating Set O(ln ∆) [25] Θn(1) [Theorem 5.5]
Minimum Vertex Cover O(ln ∆) [34] Θn(1) [Theorem 5.8]
Maximum Independent Set O(∆) [17] Θn(1) [Theorem 5.7]
2 Related Work
MDS, MVC and MIS are well studied NP-complete problems. It is know that MDS can-
not be approximated within a factor of (1 − ε) ln |V | for any ε > 0 [19] unless NP ⊆
DTIME(|V |log log |V |) and not to within a factor of ln ∆− c ln ln ∆ for some c > 0 [14] unless
P = NP, although a simple greedy algorithm achieves an approximation ratio of 1 + ln ∆ [25].
Even for sparse graphs, MDS cannot be approximated within a factor of o(ln(n)), since we
could have a graph with a star of n − √n nodes to which an arbitrary graph of the √n
remaining nodes is attached [28].
MIS cannot be approximated within a factor of ∆ε for some ε > 0 unless P = NP [7],
although a simple greedy algorithm achieves an approximation factor of ∆+23 [23]. We also
know from Turán’s theorem that every graph with an average degree of d¯ has a maximum
independent set of size at least n
d¯+1 . This lower bound can already be achieved by the same
greedy algorithm [23, Theorem 1].
MVC cannot be approximated within a factor of 10
√
5 − 21 ≈ 1.36 unless P=NP,
whereas the simple algorithm which greedily constructs a maximal matching achieves an
approximation ratio of 2 [31]. The greedy algorithm based on node degrees only achieves an
approximation factor of ln ∆.
All three problems have already been studied in the context of (α, β)-Power Law Graphs.
Ferrante et al. [21] showed that these problems remains NP-hard for β > 0. Shen et al. [33]
proved that there is no
(
1 + 13120ζ(β)3β
)
-approximation for MDS and no
(
1 + 11120ζ(β)3β − ε
)
-
approximation for MIS when β > 1 unless P = NP, showing that in this case the problem is
APX-hard. For MVC, Schen et al. [33] proved that there is no PTAS when β > 1 under the
Unique Games Conjecture. They also showed that the greedy algorithm achieves a constant
approximation factor for β > 2. Gast et al. [22] also proved a logarithmic lower bound on the
approximation factor when β 6 2 for MDS. Hauptmann et al. [24] gave the first non-constant
bound on the approximation ratio for MIS when β 6 1. In contrast to (α, β)-Power Law
Graphs the PLB-U property captures a wide range of real networks, making it possible to
transfer our results to them.
3 Preliminaries and Notation
We generally consider undirected multigraphs G = (V,E) without loops, where V denotes
the set of vertices and E the multiset of edges. If we consider simple graphs, we state so
specifically. Throughout the paper we use deg(v) to denote the degree of node v, di for the
set of nodes of degree i , d>i for the set of nodes of degree greater than or equal to i. We will
also let bi denote the set of nodes v ∈ V with deg(v) ∈ [2i, 2i+1) and for v ∈ V we let N+(v)
denote the inclusive neighborhood of v in G. We also use dmin and ∆ to denote the minimum
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Table 2 Comparison of the approximation lower bounds for polynomial-time algorithms (assuming
P 6= NP) on networks with an upper (PLB-U) and lower (PLB-L) bound on the power-law degree
distribution and with PLB neighborhoods (PLB-N) with the approximation lower bounds on general
graphs. Even with the additional properties of PLB-L and PLB-N the problems on graphs with
PLB-U remain APX-hard, i.e. these problems cannot admit a PTAS. Better lower bounds for each
problem are in respective theorem, Ω(1) hides the PLB-L parameters β, t and constant c2.
Problem General Graph Graph with PLB-(U,L,N)
Minimum Dominating Set (MDS) Ω(ln ∆) [14] 1 + Ω(1) [Theorem 6.9]
Minimum Vertex Cover (MVC) > 1.3606 [16] 1 + Ω(1) [Theorem 6.10]
Maximum Independent Set (MIS) Ω(poly(∆)) [7] 1 + Ω(1) [Theorem 6.11]
and maximum degree of the graph respectively. For a set of nodes S ⊆ V , the volume of S,
denoted by vol(S) is the sum of degrees of vertices in S, vol(S) =
∑
v∈S deg(v). We denote
the optimal value of an objective function f on input x by optf (x). If not stated otherwise
log denotes the logarithm of base 2.
Now we give a formal definition of the PLB properties for (multi-)graphs.
I Definition 3.1 (PLB-U [10]). Let G be an undirected n-vertex graph and c1 > 0 be a
universal constant. We say that G is power law bounded (PLB-U) for some parameters
1 < β = O(1) and t > 0 if for every integer d > 0, the number of vertices v, such that
deg(v) ∈ [2d, 2d+1) is at most
c1n(t+ 1)β−1
2d+1−1∑
i=2d
(i+ t)−β .
I Definition 3.2 (PLB-L). Let G be an undirected n-vertex graph and c2 > 0 be a universal
constant. We say that G is power law bounded PLB-L for some parameters 1 < β = O(1)
and t > 0 if for every integer blog dminc 6 d 6 blog ∆c, the number of vertices v, such that
deg(v) ∈ [2d, 2d+1) is at least
c2n(t+ 1)β−1
2d+1−1∑
i=2d
(i+ t)−β .
Since the PLB-U property alone can capture a much broader class of networks, for example
empty graphs and rings, this lower-bound is important to restrict networks to those with
an actual (approximate) power-law degree distribution. In the definition of PLB-L dmin is
necessary because in real-world power law-networks the minimum degree is not always 1.
I Definition 3.3 (PLB-N [10]). Let G be a PLB (multi-)graph with parameters β > 2 and
t > 0, and let c2 > 0 be a universal constant. We say that G has PLB neighborhoods
(PLB-N) if for every vertex v of degree k, the number of neighbors of v of degree at least k
is at most c3 max
(
logn, (t+ 1)β−2k
∑n−1
i=k i(i+ t)−β
)
.
Note that throughout the paper we assume the parameters, ci, β, and t, of the above
definitions to be constants.
I Definition 3.4 (Graphical degree sequence). A graphical sequence is a sequence of numbers
which can be the degree sequence of some graph.
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4 Power-Law Random Graphs and the PLB properties
In this section we consider some well known power law random graph models and prove
that w. h. p. or almost surely graphs generated by these models have PLB-U and PLB-N
properties. We chose Chung-Lu Random Graphs, Geometric Inhomogeneous Random Graphs,
and Hyperbolic Random Graphs, because they are common models and rather easy to analyze.
Furthermore, they assume independence or some geometrically implied sparseness of edges,
which is important for establishing the PLB-N property.
4.1 (α, β)-Power Law Graphs
I Definition 4.1 ((α, β)-Power Law Graph [3]). An (α, β)-Power Law Graph is an undirected
multigraph with the following degree distribution depending on two given values α and β.
For 1 6 i 6 ∆ =
⌊
eα/β
⌋
there are yi =
⌊
eα
iβ
⌋
nodes of degree i.
I Theorem 4.2. The (α, β)-Power Law Graph with β > 1 has the PLB-U property with
c1 = 1ζ(β) , t = 0, and exponent β and the PLB-L property with c2 =
1
2ζ(β) , t = 0, and
exponent β.
Proof. The number of nodes of degree i is exactly
⌊
eα
iβ
⌋
. It holds that the number of nodes
of degree between 2d and 2d+1 − 1 is at most
eα
2d+1−1∑
i=2d
i−β = nζ(β)
2d+1−1∑
i=2d
i−β
due to the definition of the degree distribution and the fact that n = ζ(β)eα for β > 1.
Furthermore, since i 6
⌊
eα/β
⌋
,
⌊
eα
iβ
⌋
is at least one. Therefore
⌊
eα
iβ
⌋
> 12
eα
iβ
. It now holds
that the number of nodes of degree between 2d and 2d+1 − 1 is at least
eα
2
2d+1−1∑
i=2d
i−β = n2ζ(β)
2d+1−1∑
i=2d
i−β . J
I Corollary 4.3. A random (α, β)-Power Law Graph with β > 1 created with the Erased
Configuration Model has the PLB-U and PLB-N properties with high probability.
4.2 Geometric Inhomogeneous Random Graphs
I Definition 4.4 (Geometric Inhomogeneous Random Graphs (GIRGs) [11]). For n ∈ N let
w = (w1, · · · , wn) be a sequence of positive weights. Let W =
∑n
i=1 wi be the total weight.
For any vertex v, draw a point xv ∈ Td uniformly and independently at random. We connect
vertices u 6= v independently with probability puv = puv(r), which now depends not only
on the weights wu, wv but also on the positions xu, xv, more precisely, on the distance
r = ‖xu − xv‖. We require for some constant α > 1 the following edge probability condition
puv = Θ
(
min
{ 1
||xu − xv||αd
(wuwv
W
)α
, 1
})
.
I Definition 4.5 (General Power-law [11]). A weight sequence ~w is said to follow a general
power-law with exponent β > 2 if wmin := min {wv | v ∈ V } = Ω(1) and if there is a
w¯ = w¯(n) > nω(1/ log logn) such that for all constants η > 0 there are c1, c2 > 0 with
c1
n
wβ−1+η 6 |{v ∈ V | wv > w}| 6 c2 nwβ−1−η ,
where the first inequality holds for all wmin 6 w 6 w¯ and the second holds for all w > wmin.
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To prove that GIRGs fulfill PLB-U and PLB-N we need the following theorem and some
auxiliary lemmas by Bringmann et al. [12]. For the sake of brevity these lemmas as well as
the remaining proofs of this section can be found in the full version of the paper [13].
I Theorem 4.6 ([12]). Let G be a GIRG with a weight sequence that follows a general
power-law with exponent β and average degree Θ(1). Then, with high probability the degree
sequence of G follows a power law with exponent β and average degree Θ(1), i.e there exist
constants c3, c4 > 0 such that w. h. p.
c3
n
kβ−1+η
6 |{v ∈ V |deg(v) > k}| 6 c4 n
kβ−1−η
,
where the first inequality holds for all 1 6 d 6 w¯ and the second holds for all d > 1.
I Theorem 4.7. Let G be a GIRG whose weight sequence ~w follows a general power-law
with exponent β′ > 2 and an η with β′ − η > 2. Then, w. h. p. G fulfills PLB-U and PLB-N
with β = β′ − η, t = 0 and some constants c1 and c2.
4.3 Hyperbolic Random Graphs
I Definition 4.8. (Hyperbolic Random Graph [26]) Let αH > 0, CH ∈ R, TH > 0, n ∈ N
and R = 2 logn+ CH . Then the Hyperbolic Random Graph GαH ,CH ,TH (n) is a graph with
vertex set V=[n] and the following properties:
Every vertex v ∈ [n] draws coordinates (rv, φv) independently at random, where the
angle piv is chosen uniformly at random in [0, 2pi) and the radius rv ∈ [0, R] is random
according to density f(r) = αH sinh(αHr)cosh(αHR)−1 .
Every potential edge e = {u, v} ∈ ([n]2 ) is present independently with probability
pH(d(u, v)) =
(
1 + e
d(u,v)−R
2TH
)−1
.
I Lemma 4.9 ([11]). Hyperbolic random graphs are a special case of GIRGs.
This lemma directly leads to the following consequence.
I Theorem 4.10. Let G be a hyperbolic random graph with αH > 12 . Then, almost surely G
fulfills PLB-U and PLB-N with β = 2αH + 1− η, t = 0, constant η > 0 and some constants
c1 and c2.
4.4 Chung-Lu Random Graphs
Chung-Lu Random Graphs [15] assume a sequence of expected degrees w1, w2, . . . , wn
and each edge (i, j) exists independently at random with probability min(1, wi·wjW ), where
W =
∑n
i=1 wi. Using exactly the same techniques as for Theorem 4.6 we can prove the
theorem below.
I Theorem 4.11. Let G be a Chung-Lu random graph whose weight sequence ~w follows a
general power-law with exponent β′ > 2 and an η with β′ − η > 2. Then w. h. p. G fulfills
PLB-U and PLB-N with β = β′ − η, t = 0 and some constants c1 and c2.
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5 Greedy Algorithms
In this section we try to understand why simple greedy algorithms work efficiently in practice.
I Definition 5.1. An algorithm is an α-approximation for problem P if it produces a solution
set S with α > |S||opt| if P is a minimization problem and with α >
|opt|
|S| if P is a maximization
problem.
Greedy Algorithm on PLB-U Networks
In this section we state our main lemma, Lemma 5.2, and use it to derive bounds on the
solution size and approximation ratio of covering problems.
I Lemma 5.2 (Potential Volume Lemma). Let G be a (multi-)graph with the PLB-U property
for some β > 2, some constant c1 > 0 and some constant t > 0. Let S be a solution set for
which we can define a function g : R+ → R continuously differentiable and h(x) := g(x) + C
for some constant C such that
1. g non-decreasing,
2. g(2x) 6 c · g(x) for all x > 2 and some constant c > 0,
3. g′(x) 6 g(x)x ,
then it holds that
∑
x∈S h(deg(x)) is at mostc
1 + β − 1
β − 2
1
1−
(
t+2
t+1
)1−β
 g((c1 β−1β−2 nM · 2β−1 · (t+ 1)β−1) 1β−2)+ C
 · |S|,
where M(n) > 1 is chosen such that
∑
x∈S deg(x) >M .
For the proof one can refer to the full version of the paper [13].
All our bounds are in terms of the following two constants, which stem from the Potential
Volume Lemma and which we will define for the sake of brevity:
aβ,t :=
1 + β − 1
β − 2
1
1−
(
t+2
t+1
)1−β
 and bc1,β,t := (c1 β−1β−2 · 2β · (t+ 1)β−1) 1β−2 .
5.1 Minimum Dominating Set
The idea for lower-bounding the size of a dominating set is essentially the same as the one
by Shen et al. [33] and by Gast et al. [22] in the context of (α, β)-Power-Law Graphs: Every
set of o(n) nodes in a power-law graph can dominate only o(n) many nodes. For graphs with
PLB-U this is implied by our Potential Volume Lemma. Finally, we will show that
I Theorem 5.3. For a multigraph without loops and isolated vertices and with the PLB-U
property with parameters β > 2, c1 > 0 and t > 0, the minimum dominating set is of size at
least
(2 · aβ,t · bc1,β,t + 1)−1 n = Θ(n).
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5.1.1 The Greedy Algorithm
Theorem 5.3 implies that taking all nodes already gives a constant approximation factor, but
now we want to show that using the classical greedy algorithm actually guarantees an even
better approximation factor.
The proof of the following theorem is an adaptation of the proof for the greedy Set
Cover algorithm to the case of unweighted Dominating Set.
I Theorem 5.4 ([25]). Let S the solution of the greedy algorithm and opt an optimal
solution for Dominating Set. Then it holds that
|C| 6
∑
x∈opt
Hdeg(x)+1,
where Hk is the k-th harmonic number.
The interested reader can find the proof of the above theorem in the full version [13] of
the paper. By using the inequality from Theorem 5.4 together with the Potential Volume
Lemma 5.2, we can derive the following approximation factor for the greedy algorithm.
I Theorem 5.5. For a multigraph without loops and isolated vertices and with the PLB-U
property with parameters β > 2, c1 > 0 and t > 0, the classical greedy algorithm for Minimum
Dominating Set (cf. [17]) has an approximation factor of at most
log3(5) · aβ,t · ln (bc1,β,t + 1) + 1 = Θ(1).
Proof. From the analysis of the greedy algorithm we know that for its solution C and an
optimal solution opt it holds that
|C| 6
∑
x∈opt
Hdeg(x)+1 6
∑
x∈opt
ln(deg(x) + 1) + 1,
where Hk denotes the k-th harmonic number. We can now choose h(x) = g(x) + 1 with
g(x) = ln(x+ 1). g(x) satisfies (i), (ii) with c = log3(5) and (iii). As we assume there to be
no nodes of degree 0, it holds that∑
x∈opt
deg(x) > n2 =: M,
since all nodes have to be covered. We can now use Lemma 5.2 with S = opt to derive that
|C| 6 (log3(5) · aβ,t · ln (bc1,β,t + 1) + 1) |opt|. J
Note that in PLB networks the maximum degree can be ∆ = Θ(n
1
β−1 ). That means the simple
bound for the greedy algorithm gives us only an approximation ratio of ln(∆ + 1) = Θ(logn).
5.2 Maximum Independent Set
For networks with the PLB-L property only, we can already derive the following lower bound
on the size of an optimal solution.
I Lemma 5.6. A graph with the PLB-L property with parameters β > 2, c2 > 0 and t > 0,
has an independent set of size at least c2(t+1)
β−1
(t+dmin)β(dmin+1) · n or of size at least c2(t+1) · n if we
assume G to be connected and dmin = 1.
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We can even go a step further and show that all maximal independent sets have to be
quite big, even if we only have the PLB-U property. Since the PLB-U property with β > 2
induces a constant average degree, this already gives us a constant approximation factor
for Maximum Independent Set on networks with this property due to Turán’s theorem.
Although we can not give better bounds for the maximum independent set, Theorem 5.3
immediately implies a lower bound for the size of all maximal independent sets:
I Theorem 5.7. In a multigraph without loops and isolated vertices and with the PLB-U
property with parameters β > 2, c1 > 0 and t > 0, every maximal independent set is of size
at least
(2 · aβ,t · bc1,β,t + 1)−1 n = Θ(n).
Especially, it holds that computing any maximal independent set gives an approximation
factor of at most 2 ·aβ,t ·bc1,β,t+1. The above theorem holds since every maximal independent
set is also a dominating set. It is easy to see that these lower bounds do not hold in sparse
graphs in general, since in a star the center node also constitutes a maximal independent set.
5.3 Vertex Cover
From the results we know about Dominating Set, we can also derive some results about
Vertex Cover in graphs without isolated vertices.
I Theorem 5.8. In a multigraph without loops and isolated vertices and with the PLB-U
property with parameters β > 2, c1 > 0 and t > 0, the minimum vertex cover is of size at
least
(2 · aβ,t · bc1,β,t + 1)−1 n.
The above theorem follows because every vertex cover in a graph without isolated vertices is
also a dominating set. Again, the theorem immediately implies an approximation factor of
at most 2 · aβ,t · bc1,β,t + 1.
6 Approximation Hardness for Simple Graphs
To show the actual non-approximability and APX hardness, we use the embedding framework
by Shen et al. [33].
I Definition 6.1 (Embedded-Approximation-Preserving Reduction [33]). Given an optimal
substructure problem O, a reduction from an instance on graph G = (V,E) to another
instance on a (power law) graph G′ = (V ′, E′) is called embedded approximation-preserving
if it satisfies the following properties:
1. G is a subset of maximal connected components of G′;
2. The optimal solution of O on G′, opt(G′), is upper bounded by C·opt(G) where C is a
constant correspondent to the growth of the optimal solution.
I Theorem 6.2 ([6]). Minimum vertex cover, Maximum independent set and Mini-
mum dominating set are APX-complete for cubic simple graphs.
Having shown an embedded-approximation-preserving reduction, we can use the following
lemma to show hardness of approximation.
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I Lemma 6.3 ([33]). Given an optimal substructure problem O, if there exists an embedded-
approximation-preserving reduction from a graph G to another graph G′ and if O is ε-
inapproximable on G, then O is δ-inapproximable on G′, where δ is lower bounded by
εC
(C−1)ε+1 if O is a maximization problem and by
ε+C−1
C if O is a minimization problem.
I Theorem 6.4 ([6, 14]). In 3-bounded simple graphs it is NP-hard to approximate MDS
within a factor of 391390 .
I Theorem 6.5 ([6, 9]). In 3-bounded simple graphs it is NP-hard to approximate MIS within
a factor of 140139 − γ for any γ > 0.
I Theorem 6.6 ([16, 20]). In regular simple graphs MVC is hard to approximate within a
factor of 10
√
5 − 21 ≈ 1.3606 unless P = NP.
We will use this framework as follows: First, we show how to embed cubic graphs into
simple graphs with PLB-U, PLB-L and PLB-N. Then, we derive the value of C as in
Definition 6.1 for each problem we consider. Last, we use Lemma 6.3 together with the
known inapproximability results for the considered problems on cubic graphs to derive the
approximation hardness on graphs with PLB-U, PLB-L and PLB-N.
We start by showing the embedding of cubic simple graphs into simple graphs with
PLB-U, PLB-L and PLB-N. To this end we use stars as the gadgets for our embeddings.
The following is a simple observation and is therefore stated without a formal proof.
I Lemma 6.7. A star of size n has a minimum dominating set and a minimum vertex
cover of size 1 and maximum independent set of size n− 1. Also, these can be computed in
polynomial time.
I Lemma 6.8. Any cubic simple graph G can be embedded into a simple graph GPLB having
the PLB-U, PLB-L and PLB-N properties for any β > 2 and any t > 0.
Proof. Suppose we are given β and t. Again, we want to determine c1 and c2 of PLB-U
and PLB-L respectively. Let n be the number of nodes in graph G and let N = cn be the
number of nodes in GPLB for some constant c to be determined. Like in Lemma 6.3 we have
to ensure a number of conditions to get a graphical degree sequence. To hide a cubic graph
in the respective bucket of GPLB , we need
c1N(t+ 1)β−1
3∑
i=2
(i+ t)−β = c1N(t+ 1)β−1
(
1
(2 + t)β +
1
(3 + t)β
)
> n.
As we will see, we can choose the constant c1 arbitrarily large, so the former condition is no
real restriction. Then we choose the maximum degree ∆ such that
dmax(GPLB) = (cn)
1
β−1 .
In our embedding we just fill each bucket i > 2 with the number of stars of size 2i + 1 it
needs to reach its lower bound. Bucket 1 can get up to n nodes, since we hide the graph G in
it and bucket 0 gets all the degree-one nodes of our star gadgets. By filling a bucket (other
than buckets 0 and 1) we might deviate by at most one from the lower bound of that bucket.
Then, we add additional stars within the bounds of our buckets until we have exactly N
nodes. If we only need one more node, we just add it and connect it to an arbitrary star.
This does not change the properties of the star or the degree of its center enough to make it
change its bucket.
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In order for this to be possible we need to ensure that after filling all buckets to their
lower bound, there is still some slack until we reach N . This is the case if the following
inequality holds true
n+
blog ∆c∑
i=0
(2i + 1)
1 + c2N(t+ 1)β−1 2i+1−1∑
j=2i
(j + t)−β

6 N
c
+ logN
1
β−1 + c2(t+ 1)N +
c2
β − 1N + 2∆ + c2N +
c2
β − 2N(t+ 1)
6 N
(
1
c
+ η + c2
t+ 1 +
c2
β − 1 + η + c2 +
c2
β − 2(t+ 1)
)
6 N,
where in the second line we used the inequalities
blog ∆c∑
i=0
1 + c2N(t+ 1)β−1 2i+1−1∑
j=2i
(j + t)−β
 6 logN 1β−1 + c2(t+ 1)N + c2β − 1N,
blog ∆c∑
i=0
2i
1 + c2N(t+ 1)β−1 2i+1−1∑
j=2i
(j + t)−β
 6 2∆ + c2N + c2
β − 2N(t+ 1)
and choose a constant η > 0 arbitrarily small.
From this last condition we can derive
c > 1 +
η′ + c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
)
1− η′ − c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
) ,
since η and therefore η′ can be arbitrarily small. We choose η′ = c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
)
to get
c = 1 +
2c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
)
1− 2c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
) = 1
1− 2c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
) .
The use of star gadgets means we also have to guarantee that c1 is big enough for all
degree-one nodes to fit into bucket 0. Since c1 can be arbitrarily large, this is no problem.
Now we can essentially choose c1 arbitrarily large and c2 arbitrarily small, guaranteeing
c > 1 and a large enough gap to have a graphical degree sequence. At the same time our
choice of c guarantees that we can fill the graph with exactly N nodes. Furthermore, since
every node has a constant number of neighbors of equal or higher degree, GPLB also fulfills
PLB-N, which always allows us at least c3 logN many neighbors. J
6.1 Dominating Set
I Theorem 6.9. For every β > 2 and every t > 0 Minimum Dominating Set cannot be
approximated to within a factor of 1 +
(
130 ·
(
4 1−
c2
t+1
1−2c2( 1t+1+ 1β−1+ t+1β−2+1)
+ 1
))−1
on simple
graphs with PLB-U, PLB-L and PLB-N unless P = NP.
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Proof. Lemma 6.8 gives us an L-reduction from a cubic graph G to a simple graph GPLB
with the PLB-U, PLB-L and PLB-N properties. The L-reduction from a cubic graph G
to a simple graph GPLB together with Theorem 6.2 implies that MDS is APX hard for
simple graphs with PLB-(U,L,N). Let opt(G) and opt(GPLB) denote the size of a minimum
dominating set for G and GPLB respectively. Let bi be the set of nodes in PLB bucket i, i.e.
the set of nodes v ∈ V with deg(v) ∈ [2i, 2i+1 − 1]. We know that opt(G) > n4 and from
Lemma 6.7 we can derive opt (GPLB\G) = N − n− |b0|. It now holds that
opt(GPLB) = opt(G) + opt(GPLB\G)
= opt(G) +N − n− |b0|
6 opt(G) +N − n− c2
t+ 1N
= opt(G) +
(
c− 1− c c2
t+ 1
)
n
6 opt(G) +
(
c− 1− c c2
t+ 1
)
4opt(G)
=
(
4c
(
1− c2
t+ 1
)
− 3
)
opt(G).
In the context of Definition 6.1 and Lemma 6.3 this means C = 4c
(
1− c2t+1
)
− 3. Due
to Theorem 6.4 it also holds that ε = 391390 in the context of Lemma 6.3. This gives us an
approximation hardness of
1 + ε− 1
C
= 1 + 3
390 · (4c
(
1− c2t+1
)
− 3)
= 1 + 3
390 ·
(
4 1−
c2
t+1
1−2c2( 1t+1+ 1β−1+ t+1β−2+1)
+ 1
)
= 1 +
130 ·
4 1− c2t+1
1− 2c2
(
1
t+1 +
1
β−1 +
t+1
β−2 + 1
) + 1
−1
due to our choice of c in Lemma 6.8. J
By using similar arguments as for Theorem 6.9 we can prove Theorem 6.10 and Theorem 6.11.
I Theorem 6.10. For every β > 2 and every t > 0 Minimum Vertex Cover cannot be
approximated to within a factor of 1 + (1−2c2(
1
t+1+
1
β−1+
t+1
β−2+1))(10
√
5−22)
2c2( 1β−1+ t+1β−2+1)+1
on simple graphs
with PLB-U, PLB-L and PLB-N unless P = NP.
I Theorem 6.11. For every β > 2 and every t > 0 Maximum Independent Set cannot
be approximated to within a factor of 1 + (
1
139−γ)((t+1)(1−2c2( 1t+1+ 1β−1+ t+1β−2+1)))
4c1( 140139−γ)+(t+1)(1−2c2( 1t+1+ 1β−1+ t+1β−2+1))
for any
γ > 0 on simple graphs with PLB-U, PLB-L and PLB-N unless P = NP.
References
1 Lada A. Adamic, Orkut Buyukkokten, and Eytan Adar. A social network caught in the
web. First Monday, 8(6), 2003.
FSTTCS 2016
33:14 Greed is Good for Deterministic Scale-Free Networks
2 William Aiello, Fan Chung, and Linyuan Lu. A random graph model for massive graphs.
In 32nd Symp. Theory of Computing (STOC), pages 171–180, 2000.
3 William Aiello, Fan Chung, and Linyuan Lu. A random graph model for power law graphs.
Experiment. Math., 10(1):53–66, 2001.
4 William Aiello, Fan R.K. Chung, and Linyuan Lu. A random graph model for massive
graphs. In 32nd Symp. Theory of Computing (STOC), pages 171–180, 2000.
5 Réka Albert and Albert-László Barabási. Statistical mechanics of complex networks. Re-
views of modern physics, 74(1):47, 2002.
6 Paola Alimonti and Viggo Kann. Hardness of approximating problems on cubic graphs,
pages 288–298. Springer Berlin Heidelberg, 1997.
7 Noga Alon, Uriel Feige, Avi Wigderson, and David Zuckerman. Derandomized graph prod-
ucts. Computational Complexity, 5(1):60–75, 1995.
8 Albert-László Barabási and Réka Albert. Emergence of scaling in random networks. Science,
286:509–512, 1999.
9 Piotr Berman and Marek Karpinski. On some tighter inapproximability results. In 26th
Intl. Coll. Automata, Languages and Programming (ICALP), pages 200–209, 1999.
10 Paweł Brach, Marek Cygan, Jakub Lacki, and Piotr Sankowski. Algorithmic complexity of
power law networks. In 27th Symp. Discrete Algorithms (SODA), pages 1306–1325, 2016.
11 Karl Bringmann, Ralph Keusch, and Johannes Lengler. Geometric inhomogeneous random
graphs. CoRR, abs/1511.00576, 2015. URL: http://arxiv.org/abs/1511.00576.
12 Karl Bringmann, Ralph Keusch, and Johannes Lengler. Average distance in a general
class of scale-free networks with underlying geometry. CoRR, abs/1602.05712, 2016. URL:
http://arxiv.org/abs/1602.05712.
13 Ankit Chauhan, Tobias Friedrich, and Ralf Rothenberger. Greed is good for deterministic
scale-free networks. CoRR, abs/1610.04217, 2016. URL: http://arxiv.org/abs/1610.
04217.
14 Miroslav Chlebík and Janka Chlebíková. Approximation hardness of dominating set prob-
lems in bounded degree graphs. Inf. Comput., 206(11):1264–1275, 2008.
15 F. Chung and L. Lu. Connected components in random graphs with given expected degree
sequences. Annals of Combinatorics, 6(2):125–145, 2002.
16 Irit Dinur and Samuel Safra. On the hardness of approximating minimum vertex cover.
Annals of Mathematics, 162:439–485, 2005.
17 Ding-Zhu Du, Ker-I Ko, and Xiaodong Hu. Design and Analysis of Approximation Algo-
rithms. Springer Publishing Company, Incorporated, 2011.
18 Michalis Faloutsos, Petros Faloutsos, and Christos Faloutsos. On power-law relationships of
the internet topology. In Symp. Communications Architectures and Protocols (SIGCOMM),
pages 251–262, 1999.
19 Uriel Feige. A threshold of ln n for approximating set cover. J. ACM, 45(4):634–652, 1998.
20 Uriel Feige. Vertex cover is hardest to approximate on regular graphs. Technical report,
Citeseer, 2003.
21 Alessandro Ferrante, Gopal Pandurangan, and Kihong Park. On the hardness of optimiza-
tion in power-law graphs. Theoretical Computer Science, 393(1–3):220–230, 2008.
22 Mikael Gast, Mathias Hauptmann, and Marek Karpinski. Inapproximability of dominating
set in power law graphs. CoRR, abs/1212.3517, 2012. URL: http://arxiv.org/abs/1212.
3517.
23 Magnús M. Halldórsson and Jaikumar Radhakrishnan. Greed is good: approximating
independent sets in sparse and bounded-degree graphs. In 26th Symp. Theory of Computing
(STOC), pages 439–448, 1994.
24 Mathias Hauptmann and Marek Karpinski. On the approximability of independent set
problem on power law graphs. CoRR, abs/1503.02880, 2015.
Ankit Chauhan, Tobias Friedrich, and Ralf Rothenberger 33:15
25 M.Y. Kao. Encyclopedia of Algorithms. Encyclopedia of Algorithms. Springer, 2008.
26 Dmitri Krioukov, Fragkiskos Papadopoulos, Maksim Kitsak, Amin Vahdat, and Marián
Boguná. Hyperbolic geometry of complex networks. Physical Review E, 82(3):036106,
2010.
27 Ravi Kumar, Prabhakar Raghavan, Sridhar Rajagopalan, and Andrew Tomkins. Trawling
the web for emerging cyber-communities. Computer Networks, 31(11-16):1481–1493, 1999.
28 Christoph Lenzen and Roger Wattenhofer. Minimum dominating set approximation in
graphs of bounded arboricity. In Distributed Computing, 24th International Symposium,
DISC 2010, Cambridge, MA, USA, September 13-15, 2010. Proceedings, pages 510–524,
2010.
29 M.E. J. Newman. Random graphs as models of networks. In Handbooks of Graphs and
Networks, pages 35–68. Wiley-VCH, 2003.
30 M.E. J. Newman. The structure and function of complex networks. SIAM Review,
45(2):167–256, 2003.
31 Christos H. Papadimitriou and Kenneth Steiglitz. Combinatorial Optimization: Algorithms
and Complexity. Prentice-Hall, 1982.
32 Arun G. Phadke and James S. Thorp. Computer Relaying for Power Systems. John Wiley
& Sons, Ltd, 2009.
33 Yilin Shen, Dung T. Nguyen, Ying Xuan, and My T. Thai. New techniques for approxi-
mating optimal substructure problems in power-law graphs. Theoretical Computer Science,
447:107–119, 2012.
34 Vijay V. Vazirani. Approximation algorithms. Springer, 2001.
FSTTCS 2016
