In this study, ensemble sensitivity analysis has been applied to examine the evolution of two extreme extratropical cyclones over the Pacific. Sensitivity using, as forecast metrics, forecast cyclone minimum pressure and location, as well as principal components (PCs) of the leading EOFs in forecast SLP variations near the cyclone center, has been computed for medium-range forecasts of up to 7.5 days. Results presented here show that coherent sensitivity patterns can be tracked from the forecast validation time back in time to at least day 26, with the sensitivity signal exhibiting downstream development characteristics in most cases. Comparing the different forecast metrics, sensitivity patterns derived from the PCs of the leading EOFs in forecast SLP variations are apparently more coherent than those derived from cyclone parameters.
Introduction
Extratropical cyclones often cause high-impact weather such as strong winds, heavy rainfall, and severe snowfall, and have significant impacts on regional weather and climate. In particular, explosive cyclogenesis (or ''bomb''; see Sanders and Gyakum 1980) , is particularly hazardous to shipping. There are also some indications that these storms may be less predictable than other less intense storms Baumhefner 1988, 1989; Kuo and Low-Nam 1990) . Forecast uncertainties for these storms may be due to model errors or uncertainties in initial conditions, thus it is of value to investigate how these forecasts depend on the initial conditions. Several methods have been used to diagnose how shortrange forecasts depend on initial conditions. Langland et al. (2002) used an adjoint model to derive perturbations to the initial condition that can lead to reduction of 72-h forecast errors of a U.S. East Coast cyclone. Their results showed that sensitive regions occur mostly upstream of the cyclone, and forecast errors propagate at speeds that are greater than those of the synoptic-scale troughs and ridges. These results are consistent with those of Szunyogh et al. (2000 Szunyogh et al. ( , 2002 who showed that initial analysis errors propagate downstream at an average speed of 308 day 21 , with downstream development playing a significant role in spreading out the effect of additional targeted observations.
With the routine use of ensemble data assimilation and forecasting systems, ensemble sensitivity techniques have been developed to examine how forecasts depend on the initial conditions (Ancell and Hakim 2007; Hakim 2008, 2009) . Briefly, ensemble sensitivity analyses make use of the different evolution of the forecasts among the different ensemble members and employ correlation and regression between the chosen forecast metric and initial condition state vectors from the ensemble members to derive the sensitivity between any forecast metric and initial conditions. Given a forecast ensemble, the computation of sensitivity is straightforward, and the choice of forecast metric is highly flexible.
Owing to the linear nature of the sensitivities traditionally employed, ensemble sensitivity analyses have only been used to examine sensitivity of forecast metrics to initial condition uncertainties for short-range forecasts. While one does not expect the linear assumptions to accurately hold for longer-range forecasts, previous studies have shown that linearly derived sensitivity could still have value out to the medium range. For example, Sellwood et al. (2008) suggested that under certain flow conditions, the ensemble transform Kalman filter may be able to predict signal variance out to 6 days or more. Thus, it is of interest to examine whether ensemble sensitivity analyses can provide useful results out to the medium range.
This paper is organized as follows. The methodology and data used are introduced in section 2. In section 3, the two selected cases are briefly described. Results of ensemble sensitivity analyses will be shown in section 4, while results from perturbed initial conditions experiments will be examined in section 5 to validate the sensitivity results. The conclusions will be presented in section 6. Note that in this paper we will focus on examining whether coherent sensitivity patterns can be derived using ensemble sensitivity analyses out to the medium range (about 7 days), as well as validating that initial condition perturbations derived based on the linear sensitivity analyses are in fact effective in modifying the highly nonlinear evolution of the selected cyclones. Detailed interpretation of the sensitivity patterns, as well as aspects regarding the dynamics and predictability of the cyclones, will be presented elsewhere.
Methodology and data
To compute ensemble sensitivity Hakim 2008, 2009) , an ensemble of forecasts is needed. To generate an ensemble of initial conditions, the ensemble Kalman filter (EnKF) data assimilation system of the Data Assimilation Research Testbed (DART; Anderson et al. 2009 ; http://www.image.ucar.edu/DAReS/DART/) is used. DART employs a Bayesian approach to combine an ensemble forecast of a physical system with observations available at the forecast time, taking into account the model and observation error estimates. The theory and algorithms have been described previously (Evensen 1994; Burgers et al. 1998; Anderson 2003) .
The assimilation uses localization of observations (Anderson 2007) and adaptive ensemble-spread inflation (Anderson 2009) to maintain the quality of the assimilation in the face of unknown and/or unaccounted-for model, observation, and sampling errors. The resulting analyses are a more comprehensive and accurate description of the system (in this case, the atmosphere) than can be provided solely by observations or the model and are generated on the model's native grid. The ensemble spread provides a measure of the analysis uncertainty.
The model used for the data assimilation and forecasts is the National Center for Atmospheric Research (NCAR) Community Atmospheric Model version 3.1 (CAM 3.1; Collins et al. 2006 ), run at T85 horizontal resolution, with 26 hybrid-sigma levels in the vertical. This model is chosen because previous studies (e.g., Sanders and Mullen 1996; Sanders et al. 2000) have suggested that an earlier version of this model run at a resolution of T63 can reproduce the observed climatology of explosive cyclogenesis. A global model is required since we are interested in medium-range sensitivity analyses, and a moderate resolution of T85 is used because ensemble data assimilation and forecasts are computationally expensive and this resolution appears to be sufficient for this study.
The initial ensemble is generated by randomly selecting 80 state vectors from close to the time of the year of each event from a long climate run of the model. Hence, initially the ensemble spread in any variable is similar to its climatological standard deviation. Observations taken from the National Centers for Environmental Prediction (NCEP)-NCAR reanalysis observational data archive are then assimilated using the DART system. Observations assimilated include all rawinsonde wind and temperature observations, aircraft observations, and satellite cloud-drift wind observations. After about 2 days of assimilating data, the ensemble collapses such that from then on the ensemble spread in the Northern Hemisphere becomes similar to the RMS difference between the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) ReAnalysis (ERA-40) and NCEP-NCAR reanalysis data, consistent with previous studies suggesting that the quality of EnKF based analyses are comparable with those generated by operational centers (Buehner et al. 2010; Miyoshi et al. 2010) . Henceforth the analysis made using this system will be called the DART/CAM analysis. The ensemble-mean analysis will be considered as the ''control'' analysis, but the full ensemble of 80 analyses is used for generating forecasts. We always allow seven or more days of assimilating observations before the first ensemble forecast is performed.
Given the ensemble of M forecasts, ensemble sensitivity analyses are conducted to examine the sensitivity of the cyclone evolution to initial condition uncertainties. Following Ancell and Hakim (2007) , the sensitivity of any forecast metric J to a state variable x i can be expressed as
where J M and x iM are 1 3 M ensemble estimates of the forecast metric J and the ith state variable x i , respectively; cov denotes the covariance between two arguments across the ensemble; and var is the variance. Torn and Hakim (2009) called this quantity the sensitivity gradient, and defined ''sensitivity'' as this gradient multiplied by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi var(x iM ) p . Therefore, sensitivity carries the dimension of the forecast metric and describes the change in the forecast metric corresponding to one standard deviation change in the initial condition uncertainties in the selected variable. In this study, we further divide the rhs of (1) by the standard deviation of J M . Therefore, the sensitivity we will display in all figures is actually defined as
Hence, our sensitivity is dimensionless and is equal to the correlation between the ensemble estimates of J and x i . One can interpret (2) as sensitivity computed for forecast metrics with variance normalized to unity. In this study, sensitivities have been computed for several forecast metrics. For each ensemble member, the minimum SLP, longitude, and latitude of the forecast cyclone are determined by finding the grid point with the lowest SLP value within a circle with a radius of 1110 km, centered on a reference point taken to be the cyclone position in the analysis. When any cyclone parameter is used as the forecast metric, only ensemble members with a forecast cyclone within the reference area are included in the sensitivity analysis.
Apart from using cyclone parameters directly, an empirical orthogonal function (EOF) analysis is also employed to determine the dominant patterns of variations in SLP in the forecast ensemble. The leading principal components (PCs) are the projections of the dominant EOF patterns on each of the ensemble members. As will be shown later, we find that typical EOF patterns represent two kinds of uncertainties in the forecast: amplitude and position uncertainties. Using the PC of an EOF as the forecast metric, sensitivity analysis can objectively evaluate the relationship between that uncertainty pattern and the initial state variables. In our EOF analysis the PCs are normalized to have unit variance, while the EOF patterns carry the magnitude and units of SLP anomalies. This is the main reason motivating us to use (2) as the sensitivity measure in this paper so that sensitivity for different forecast metrics can be directly compared. When PCs are used as the forecast metric, all ensemble members are included in the analysis.
One might question the strategy of only selecting the ensemble members that successfully forecast a cyclone within 1110 km of the analyzed cyclone location to perform the sensitivity analysis when cyclone parameters are used as the forecast metric. In doing so, we reduce the chance that an unrelated cyclone is misidentified as the reference cyclone and included in the analysis, which we expect would degrade the correlations. Even with this selective algorithm, our analyses below show that using PCs as the forecast metric still produces better results than using cyclone parameters as the metric. Note that at least 54 members are used to perform the sensitivity analysis in all cases shown in this paper.
In this study, we will focus on sensitivity of the forecast metrics to uncertainties in SLP and 300-hPa geopotential height z. Instead of computing sensitivity of a forecast metric to initial condition uncertainties alone, x iM in (2) can be taken at any time prior to and including the forecast time. As suggested by Majumdar et al. (2010) , examination of the temporal evolution of sensitivity patterns might give indications regarding whether these patterns are actually causally related to the forecast metric. Thus, the time evolution of the sensitivity patterns will be displayed.
Synoptic overview of the cases
Since a goal of this study is to test whether the linearly derived sensitivity structures can actually impact the highly nonlinear evolution of cyclones that had undergone explosive deepening, two of the deepest extratropical cyclones that developed over the western Pacific are chosen for the case studies. We have also examined four other cases including less extreme cases and the results of the ensemble sensitivity analyses are consistent with the cases presented here.
Case 1 is the deepest winter (December-JanuaryFebruary) cyclone found in ERA-40 data between 1979/80 and 2001/02. Based on ERA-40 data, the cyclone can be first detected as a closed low at 0000 UTC 19 December 1981 near 388N, 1328E, with central pressure of about 1015 hPa. Within the next 60 h, it deepened explosively and bottomed out at a pressure of 926 hPa near 518N, 1748E, at 1200 UTC 21 December 1981 (this time will be considered as day 0 for case 1). For comparison, at the same time the central pressure found in our DART/CAM analysis is 924 hPa, and the cyclone minimum pressure is 930 hPa in the NCEP-NCAR reanalysis. The DART/CAM control (i.e., ensemble mean) analysis for this case is shown in Fig. 1a .
Ensemble forecasts are made using the DART/CAM ensemble analyses starting from day 210.5 (0000 UTC 11 December 1981). The ensemble-mean SLP forecasts from days 28.5 to 22.5 are shown in Figs. 1b-h. The ensemble spread (standard deviation is in hPa) for each forecast is shown in shades. We can see that forecasts from days 22.5 and 23.5 capture the cyclone depth and location very well, and the forecast skill starts deteriorating from day 24.5. Nevertheless, even out to day 28.5 ( Fig. 1h) , the ensemble-mean forecast still shows a cyclone with central pressure ,960 hPa close to the analyzed cyclone position. Thus, this case appears to be remarkably predictable as compared to the cases discussed in Sanders et al. (2000) .
Case 2 corresponds to the fourth deepest cyclone found in ERA-40 within the same time period. Based on ERA-40 as well as our DART/CAM analyses, the cyclone reached a minimum pressure of about 939 hPa at 1200 UTC 14 December 1984 ( Fig. 2a ; this time is designated as day 0 for case 2). For this case, the incipient cyclone can be tracked at least back to day 28 as a weak (1005 hPa) cyclone near 118N, 1358E. Best-track data (Hinman et al. 1984) suggests that the incipient cyclone is likely Typhoon Doyle, which developed near 88N, 1388E on 4 December, and dissipated as a significant tropical cyclone near 258N, 1358E at 0600 UTC 11 December. Both ERA-40 and DART/CAM analyses failed to capture the development of the typhoon.
The ensemble forecasts based on our DART/CAM analyses for case 2 are shown in Figs. 2b-h. Again, the 2.5-day forecast shows good agreement with the analysis. However, compared to case 1, the forecast skill seems to deteriorate much faster for this case. Even at day 25.5, less than 20% of the ensemble members forecast a cyclone deeper than 960 hPa within 1110 km of the analyzed cyclone position, and less than 5% of ensemble members 1 do so from days 26.5 to 29.5. Hence for this case, the ensemble shows no hint that such a deep cyclone will develop prior to day 26. Thus this case is apparently much less predictable compared to case 1. As discussed above, this cyclone might have developed from the remnants of Typhoon Doyle, which are not well captured by the analyses. The DART/CAM system run at a resolution of T85 is not expected to capture the impacts of tropical cyclones. Nevertheless, forecasts from days 24.5 and 25.5 do show clear signatures of the development of a significant cyclone, despite the poor representation of the tropical cyclone in the analyses, suggesting that midlatitude forcing plays a significant role on its development. In the discussions below, we will focus on the extratropical forcing that may have influenced the development of the cyclone.
The significant difference between the predictability of these two cases is not only found in our DART/CAM system. We have examined data from the Global Forecast System (GFS) reforecast project (Hamill et al. 2006 ; an 18-member ensemble reforecast dataset made using the GFS model based on the NCEP-NCAR reanalysis plus bred perturbations) from the same dates, and confirmed that case 1 also appears to be much more predictable compared to case 2 in the reforecast data. It would be of interest to investigate whether tropical influence on the development of case 2 may have accounted for some of the differences between the predictability of the two cases. Figure 3 shows the time evolution of the sensitivity of 7.5-day forecasts of cyclone minimum SLP to SLP and 300-hPa z, from day 26 to day 0 (forecast time) for case 1. Sensitivity is plotted in shades, while the ensemblemean forecast for SLP and 300-hPa z are shown by contours. For this case, in the 80-member ensemble, 73 members predict a cyclone within 1110 km of the analyzed cyclone, and only these 73 members are used to compute sensitivity based on cyclone parameters. Note that all shaded regions are statistically significant at the 95% level based on 73 independent ensemble members. Regions of positive (negative) sensitivity indicate that an increase in SLP/geopotential height is associated with an increase (decrease) in the forecast of cyclone minimum SLP. As expected, at the verification time (day 0), the largest positive sensitivity is located within the forecast surface cyclone (feature ''B''), indicating weaker cyclones (positive cyclone minimum SLP anomalies) are associated with higher SLP near the ensemble-mean cyclone center. However, apart from the positive sensitivity near the center of the cyclone, negative sensitivity can be seen to the southeast and southwest of the cyclone.
Sensitivity results

a. Cyclone minimum SLP
Such wave train-like characteristic can also be seen in the sensitivity maps based on 300-hPa z ( panels). At day 0, the largest positive sensitivity (feature B) is located within the upper-level trough, which is nearly vertically stacked above the surface cyclone. This indicates that cyclone pressure is increased with a weakening of this trough. At the same time, large negative sensitivities are seen both downstream and upstream of the trough center, with the downstream negative sensitivity (''C'') located close to the downstream ridge axis, indicating that weakening of the downstream ridge is also connected with a weaker surface cyclone. FIG. 3 . Sensitivity (in shades) of cyclone minimum pressure to (left) SLP and (right) 300-hPa z for case 1 (1981) 7.5-day forecasts. Contours represent ensemble-mean forecast. The letters (A, B, etc.) in the panels label features described in the text.
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Going backward in time, the sensitivity patterns in both SLP and 300-hPa z systematically shift westward toward a statistically significant sensitivity feature (''A'') over Europe on day 26. The upper-level and surface patterns are consistent with each other, showing a more or less equivalent barotropic structure. At the initial time (day 27.5), the sensitivity patterns become very noisy (not shown), probably due to the very small amplitude in the initial condition uncertainties over the Eurasian continent given the large number of observations there.
One point we want to emphasize is that if we go forward in time, especially from days 25 to 0, we can see the sensitivity signal not only propagating eastward but also exhibiting significant downstream development characteristic (Chang 1993) . For example, on day 25, there is a negative signal near 308E (A). On day 24, a new positive signal (B) develops downstream at around 1008E. Subsequently, a new negative signal (C) can be seen developing on day 22 near 1708E, and finally a new positive signal (''D'') developed on day 0 near 1308W. This is consistent with previous studies that indicate that initial condition uncertainties (or errors) propagate downstream resembling downstream-developing wave packets, with the leading edge of the signal spreading downstream faster than the speed of individual trough/ ridge systems (Langland et al. 2002; Szunyogh et al. 2000 Szunyogh et al. , 2002 Hakim 2005) . Figure 4 shows the sensitivity maps for case 2. The left panels in Fig. 4 are computed based on 7.5-day forecasts of minimum cyclone pressure, while the right panels are based on 5.5-day forecasts of minimum cyclone pressure as forecast metric. Only the sensitivity to 300-hPa z is shown. For the 7.5-day forecast ensemble, only 54 members predict a cyclone within the reference area, while for the 5.5-day ensemble, 70 members predict a cyclone at day 0.
First let us examine the sensitivity computed based on 7.5-day forecasts. Even at the verification time (day 0), the sensitivity pattern is not as distinct as that shown in Fig. 3 . There is a negative region around 658N, 1808, suggesting that weakening the downstream ridge corresponds to the weakening of the surface cyclone. This negative signal can only be traced back to around 1408E at day 22. Over the entire period, we can see correlations between 1208W and 608E, but there is no indication that these signals propagate toward the region around the cyclone and thus we hypothesize that these signals are spurious (see Majumdar et al. 2010) . Unlike case 1, we cannot see any clear signs of downstream development in the sensitivity signal.
Sensitivity maps computed based on 5.5-day forecasts are shown in the right panels of Fig. 4 . From days 25.5 to 23, we can see a large area of positive sensitivity over high latitudes north of North America (''X'') remaining more or less stationary, but with amplitude decreasing with time, finally disappearing on day 22, similar to the signal over the same region for the 7.5-day ensemble (left panels). A region of negative sensitivity (A) exists over Europe that later apparently develops and decays with downstream development (to B then C) from days 23 to 0 and propagates into the cyclone area. In summary, for case 2, the sensitivity signal of 7.5-day forecasts is weak and relatively noisy, without significant signs of downstream development, which is different from case 1. On the other hand, sensitivity related with 5.5-day forecasts shows both a quasi-stationary signal and a downstream development signal, with coherent sensitivity signals traceable from the cyclone region from day 0 back to the initial time (day 25.5).
b. Cyclone longitude and latitude
The sensitivity of the 7.5-day forecast cyclone longitude of case 1 to SLP and 300-hPa z is shown in Fig. 5 . For this case, the main sensitivity pattern stayed largely in place around the date line throughout the entire forecast period without displaying much eastward propagation or downstream development. There is another cluster of sensitivity over northern Europe and the North Atlantic between days 26 and 24, but this cluster appears to weaken and disappear between days 24 and 23 with no sign of propagating toward the final cyclone region, thus we speculate that this cluster of sensitivity signal is not causally related to the cyclone development.
We have also examined the sensitivity of the 7.5-day forecast cyclone latitude of case 1 to SLP and 300-hPa z (not shown). Over the forecast period, statistically significant coherent signals can be traced from near the ensemble-mean cyclone location at day 0 all the way back to day 26. However, compared to Fig. 3 , the significant sensitivity signal for cyclone latitude only extends back to the east of 608E, and does not appear to extend as far westward nor show as much downstream development as that for cyclone minimum SLP. Nevertheless, these results do show that coherent sensitivity patterns can be found for cyclone parameters out to the medium range.
c. PCs of leading EOFs
Based on the results shown above, both sensitivity of cyclone minimum pressure and longitude shows significant signals dating back to 26 days. However, for both cases, noisy signals exist and inconsistency occurs, especially for the case based on longitude. We speculate that some of this noisiness has arisen due to the fact that cyclones with similar minimum pressure (or longitude or latitude) may not really be alike, since they may occur at very different locations related to the mean cyclone. Thus, using cyclone parameters to compute sensitivity effectively averages over cases that do not necessarily evolve in a similar manner. This motivates us to use an EOF method to separate out dominant patterns of variability related to cyclone amplitude and position uncertainties (see also Gombos et al. 2012) .
EOF analyses are conducted based on SLP variance and covariance statistics on day 0 within the boxed regions shown in Fig. 6 . The box is chosen to include the peak in the SLP variance related to uncertainties of the FIG. 4 . Sensitivity (in shades) of cyclone minimum pressure to 300-hPa z for case 2 (1984) for (left) 7.5-and (right) 5.5-day forecasts. Contours represent ensemble-mean forecast of 300-hPa z.
218 cyclone being forecasted, but the results are not sensitive to small changes in the size or location of the box. For case 1, the first two leading EOF patterns for the 7.5-day forecast of SLP near the ensemble-mean cyclone location (marked by a filled circle in each panel) are shown in the top panels of Fig. 6 . EOF1 displays a strong negative anomaly maximizing north of the ensemble-mean cyclone position, thus it indicates strengthening of the forecast cyclone as well as a northward shift. EOF2 is an east-west dipole with a negative center to the west and a positive one to the east, with the ensemble-mean cyclone position located just within the negative region, thus it indicates a westward shift of the cyclone with slight strengthening. The correlations between PC1 and FIG. 5. As in Fig. 3 , but for cyclone longitude.
cyclone minimum pressure and latitude are 20.653 and 0.524, respectively. For PC2, the correlation is 20.399 with cyclone longitude and 20.271 with cyclone pressure. All these correlations are significant at the .95% level.
With the PCs of these two patterns, we can compute sensitivity maps related to these two patterns. In Fig. 7 , the left panels show the sensitivity of PC1 to 300-hPa z; positive (negative) values indicate that increase (decrease) of height over that region is related to an enhancement of the EOF1 pattern (Fig. 6a) . At the verification time (day 0), the largest negative region lies over the trough (558N, 1808) , while a positive sensitivity lies close to the downstream ridge. This suggests that deepening of this trough and strengthening of the downstream ridge corresponds to the strengthening of the cyclone. From days 0 to 26, the group of sensitivity signals shifts westward and fades out. However, even at day 26, one can see significant negative signal over eastern Asia near 1108E (''G'') and a small region of positive sensitivity (A) over Europe.
The rhs panels in Fig. 7 show the sensitivity of PC2 to 300-hPa z. Recall that EOF2 represents a westward shift of the cyclone. At day 0, a dipole (B and C) centered near 558N, 1808 exists suggesting that the southwestward shift of this trough is correlated with the westward shift of the cyclone. Looking backward in time, there is an apparent westward shift of the entire pattern, together with significant downstream development characteristics, all the way back to day 26 (A). Over the entire period, apart from the propagating signal, there is another group of sensitivity of both signs (X) staying more or less in place near the final cyclone location and later apparently merging with signals B and C to form the dipole mentioned above. The first two EOF patterns for case 2 are shown in Figs. 6c,d . For EOF1, the ensemble-mean cyclone position is located deep inside a negative anomaly, thus EOF1 is related to strengthening of the cyclone. EOF2 is an east-west dipole centered near the ensemble-mean cyclone position, with a negative center to the west and a positive one to the east, thus EOF2 is related to a westward shift of the cyclone. The correlation between PC1 and cyclone pressure is 20.482, and between PC2 and cyclone longitude it is 20.512, both significant at the .95% level. Figure 8 shows the sensitivity of the two PCs to 300-hPa z. For both cases, from days 26 to 0, we can see a wave train of signals propagating from Eurasia eastward FIG. 7 . Sensitivity (in shades) of (left) PC1 and (right) PC2 to 300-hPa z for case 1, 7.5-day forecasts.
toward the final cyclone region (groups marked A to D). There are also some apparently spurious sensitivity signals for EOF1 over the Atlantic between days 25 and 21. Nevertheless, results shown in Figs. 7 and 8 suggest that coherent sensitivity signals can be traced at least back to day 26 if the PCs of EOF analyses are used as the forecast metrics, with the sensitivity signal being more coherent compared to those for cyclone parameters, especially for the less predictable case 2.
Perturbed initial condition experiments
Results shown in the preceding section suggest that ensemble sensitivity analyses can apparently capture 
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coherent forecast uncertainties arising from uncertainties in the initial conditions even out to the medium range. However, it is unclear whether these linearly derived sensitivity patterns can really affect the development of these cyclones, given the highly nonlinear nature of the evolution of the cyclone and the ambient flow. Thus, perturbed initial condition experiments are conducted to quantitatively assess whether initial condition perturbations derived from ensemble sensitivity analyses can indeed impact the cyclone forecasts. An initial condition perturbation is derived by regressing the forecast metric J with the initial condition ensemble, following a procedure outlined in appendix A of Torn and Hakim (2009) . We will use the short-hand D J (forecast initial time) to represent such perturbations:
In (3), J M is the 1 3 M ensemble estimate of the forecast metric J evaluated at the forecast valid time, while x iM corresponds to the ensemble estimate of the state vector at the initial time; a is the amplitude change in the forecast metric J predicted by ensemble sensitivity when D J is applied. The D J is then added onto each member of the initial condition ensemble, and the entire ensemble forecast is rerun as a perturbed ensemble. After the perturbed ensemble has been integrated, at the forecast validation time, the forecast metric J is derived from each ensemble member and compared to the same metric derived from the corresponding member of the control (i.e., original unperturbed) ensemble, and the difference between the two metrics computed to give the actual change in J (DJ) obtained from that member. The ensemble mean and spread in DJ are then computed and plotted against the value of DJ predicted based on ensemble sensitivity analyses. This procedure is repeated for perturbations with different amplitudes (a) having both positive and negative signs.
a. Perturbations based on cyclone parameters
The results for case 1 based on a metric J of cyclone minimum pressure at day 0 for 2.5-day forecasts (i.e., forecast initializing from 0000 UTC 19 December 1981), denoted hereafter as D SLP (22.5 day), are shown in Fig. 9a . Note that the error bars plotted in this figure have different meanings from those in Fig. 8 of Torn and Hakim (2009) . In Torn and Hakim, the error bars represent the spread in J for each ensemble (R. Torn 2011, personal communications) . Here, the error bars represent the ensemble spread in DJ rather than the spread in J itself. We believe that this is a more appropriate quantity to reflect the impact of the imposed perturbation.
Consistent with the results shown in Torn and Hakim (2009) , for short-range forecasts, when the amplitude of the imposed perturbations are small (predicted changes of less than 6 hPa), the imposed initial condition perturbations are able to modify the cyclone evolution such that the actual change in the minimum cyclone pressure in the forecasts is close to the change predicted by ensemble sensitivity analyses. However, even for these small perturbations, the points still lie a bit off diagonal (actual change ;75% of that predicted), probably due to the highly nonlinear nature of the cyclone evolution, as well as the fact that the initial perturbations obtained from the linear regression are not exactly in nonlinear balance with the ambient flow. Sampling errors could also lead to differences between the predicted and actual impact. Similar differences between the predicted and actual changes can also be seen in Fig. 8 of Torn and Hakim (2009) .
For larger imposed perturbations, the actual changes deviate even more from the predicted changes. For the largest imposed negative perturbation, the actual change realized from the perturbed ensemble is 210.5 hPa (;62% of the predicted change). Note that the average forecast minimum cyclone pressure in the original unperturbed ensemble is 926.0 6 2.8 hPa, already close to the analyzed depth of the cyclone. In this perturbed ensemble, the imposed perturbation successfully modifies the cyclone evolution such that the ensemble average cyclone minimum pressure becomes 915.5 hPa. Note that no cyclone with pressure lower than 923.5 hPa is found in the Pacific in a 30-yr climatological run that we conducted using CAM at T85.
Next, we examine similar experiments conducted for the 3.5-day forecasts [D SLP (23.5 day)] initialized at 0000 UTC 18 December 1981 (Fig. 9b) . For this case, the imposed perturbations are not as effective as those derived for the 2.5-day forecast in changing the cyclone evolution. For all eight experiments shown in Fig. 9b , the actual changes realized in the perturbed ensemble experiments are between 45%-50% of the changes predicted by ensemble sensitivity analyses. Apparently the impact of nonlinear evolution of the cyclone becomes more important when the forecast lead time is extended. Nevertheless, in all cases, nearly all ensemble members realize a DJ having the same sign implied by the ensemble sensitivity analyses.
The results for D SLP (25.5 day) forecasts are shown in Fig. 9c . For this case, the actual changes realized in the perturbed ensemble become even smaller (43%-49% of predicted changes for positive anomalies, and 26%-38% for negative anomalies) compared to the 3.5-day forecast case. In addition, it is clear from the ensemble spread (full error bars) that even though the ensemble-mean changes for all ensembles have the same sign as the predicted changes, a significant number of ensemble members actually realized pressure changes of the opposite sign to those predicted. Nevertheless, the ensemblemean pressure changes are still highly significant (.99% significant based on the Student's t test). Note that the 95% confidence limits for the ensemble-mean pressure changes are shown as horizontal bars on the error bars. Figure 9d shows the results based on D SLP (27.5 day) forecasts initialized at 0000 UTC 14 December 1981. For this case, as discussed in section 4, only 73 out of the 80 members in the control ensemble forecast a cyclone within 1110 km of the analyzed cyclone location. Hence, the initial condition perturbations are generated only based on these 73 members. Figure 9d shows that for this extended range, the perturbed initial condition experiments are largely unable to realize the predicted changes. For the eight cases shown, the actual ensemble-mean changes achieved range from 6%-13% of the predicted changes.
We have conducted initial condition perturbation experiments using other cyclone parameters. For cyclone longitude, at 7.5 day [D lon (27.5 day)], the actual changes realized in the experiments are between 26% FIG. 9. Ensemble-mean cyclone minimum pressure differences (hPa) as determined by perturbed initial condition experiments (ordinate) vs the differences predicted by ensemble sensitivity analyses (abscissa) for forecasts initialized at (a) 0000 UTC 19 Dec 1981 (2.5-day forecast), (b) 0000 UTC 18 Dec 1981 (3.5-day forecast), (c) 0000 UTC 16 Dec 1981 (5.5-day forecast), and (d) 0000 UTC 14 Dec 1981 (7.5-day forecast). The diagonal line indicates perfect agreement between the predicted and perturbed model results. The full error bars denote ensemble spread (one standard deviation) in the pressure differences, while the horizontal bars on the error bars denote 95% confidence limit for the ensemble-mean pressure difference. and 2% of the predicted changes, while for cyclone latitude [D lat (27.5 day)], the realized changes are between 15% and 28% of those predicted. Similar experiments have also been conducted for case 2 with similarly discouraging results. Thus, it appears that initial condition perturbations derived from ensemble sensitivity analyses may only be effective out to a forecast range of 5.5 days, and is no longer effective at a range of 7.5 days.
In section 4, we have shown that using the first two leading PCs as the metric, we are able to obtain sensitivity patterns that apparently evolve more coherently than those derived using the forecast cyclone parameters. Here we will test whether initial condition perturbations derived based on these PCs can be more effective than those derived based on cyclone parameters in modifying the cyclone evolution.
b. Perturbations based on EOF analyses
The leading two EOF patterns for 7.5-day forecasts for case 1 have already been shown in Figs. 6a,b . The PC corresponding to each EOF can be used as the forecast metric to derive an initial condition perturbation to be added onto the initial conditions to form a perturbed ensemble. The ensemble-mean changes in SLP near the forecast cyclone for these two cases are shown in Figs. 10a,b. These should be compared to the EOF patterns themselves (Figs. 6a,b) .
Comparing Figs. 10a,b to 6a,b, we can see that in both cases, the differences in SLP between the perturbed and control ensembles show patterns that closely resemble the EOFs (pattern correlation equals 0.93 for EOF1 and 0.89 for EOF2). However, the amplitudes of the changes are less than those predicted: the RMS SLP difference shown in Fig. 10a is equal to 45% of that shown in Fig. 6a , while that shown in Fig. 10b equals 37% of that shown in Fig. 6b . Nevertheless, Fig. 10a explains 63% of the variance 2 shown in Fig. 6a , while Fig. 10b explains 52% of the variance shown in Fig. 6b .
As discussed in section 4, the PCs of these EOFs are significantly correlated with the cyclone parameters. Changes in cyclone parameters related to SLP changes projecting onto these EOFs can be predicted by regressing the PCs of these EOFs with the cyclone parameters. For example, for the present case, PC1 is highly correlated with cyclone minimum pressure (r 5 20.65) in the control ensemble, and regressing PC1 with cyclone minimum pressure predicts that a one standard deviation change in EOF1 should give rise to an 28.2-hPa change in cyclone pressure. Similarly, regressing PC1 with cyclone latitude (r 5 0.52) predicts that a one standard deviation change in EOF1 is equivalent to a 1.48 change in cyclone latitude, and regressing PC2 with cyclone longitude (r 5 20.40) predicts that a one standard deviation change in EOF2 is equivalent to a 23.18 change in cyclone longitude. These predictions can again be compared to the actual changes in cyclone parameters realized in the perturbed initial condition experiments. The results of such comparisons are shown in Fig. 11 . Figure 11a shows the actual changes in cyclone central pressure in the perturbed forecast ensemble that started from D PC1 (27.5 day), plotted against the changes predicted based on regressing PC1 with the forecast central pressure in the control ensemble, for forecasts initialized at 0000 UTC 14 December 1981. Compared to the results based on D SLP (Fig. 9d, reproduced as Fig. 11b for easier comparison), it can be seen that D PC1 is more effective in changing the cyclone minimum pressure than D SLP . The actual changes shown in Fig. 11a are between 11%-31% of those predicted, while those shown in Fig.  11b are between 6%-13% of those predicted. Similar results for cyclone latitude are shown in Figs. 11c,d . The actual changes in cyclone latitude based on D PC1 come out to be between 31%-60% of those predicted, while those based on D lat come out to be 15%-28% of those predicted. For cyclone longitude (Figs. 11e,f) , the actual changes in cyclone longitude based on D PC2 are between 40%-65% of those predicted, while those based on D lon are completely ineffective in modifying the forecast cyclone longitude (Fig. 11f) .
We have also conducted similar experiments for case 2. The two leading EOF patterns for case 2 for 7.5-day forecasts have been shown in Figs For this case, PC1 is significantly correlated with cyclone minimum pressure (r 5 20.48), while PC2 is significantly correlated with cyclone longitude (r 5 20.51). None of the three leading PCs are significantly correlated with cyclone latitude. Comparisons between actual changes in cyclone minimum pressure and the predicted changes based on D PC1 are shown in Fig. 12a . Similar changes based on D SLP are shown in Fig. 12b . Again, D PC1 perturbations are more effective in changing cyclone pressure than D SLP . Nevertheless, for 7.5-day forecasts for case 2, even D PC1 are not quite effective in changing cyclone pressure, with the actual changes between 12%-35% of the predicted changes. For comparison, D SLP perturbations are entirely ineffective in changing the cyclone minimum pressure (Fig. 12b) . For cyclone longitude, D PC2 perturbations (Fig. 12c) are quite effective in changing cyclone longitude, with the actual changes being between 48%-65% of those predicted. On the other hand, D lon (Fig. 12d) are again completely ineffective in changing cyclone longitude.
The results shown in Figs. 11 and 12 show that for 7.5-day forecasts, initial condition perturbations derived from regressing with the leading PCs are much more effective in changing cyclone parameters than those derived based on regressing with the cyclone parameters themselves. Nevertheless, the results suggest that these initial condition perturbations are more effective in changing cyclone location than the central pressure. Thus, it is of interest to see how effective these perturbations are in changing cyclone pressure for shorterrange forecasts. Results for 5.5-day forecasts for case 1 are shown in Figs. 13a,b. For this case, PC1 is highly correlated with cyclone pressure (r 5 20.76). The D PC1 perturbations (Fig. 13a) are slightly more effective in changing cyclone minimum pressure than D SLP (Fig. 13b) , with the former generating changes that are between 30%-61% of those predicted, while the latter result in changes ranging between 27%-48% of predictions. For 5.5-day forecasts for case 2, PC2 is highly correlated with cyclone pressure (r 5 20.70). For this case, D PC2 (Fig. 13c) are significantly more effective in changing cyclone minimum pressure than D SLP (Fig. 13d) , with the former generating changes that are between 42%-57% of those predicted, while the latter result in changes ranging only FIG. 11 . As in Fig. 9 , but for forecasts initialized at 0000 UTC 14 Dec 1981 (7.5-day forecast for case 1) for the following: (a) Cyclone minimum pressure difference (hPa) for perturbations derived based on regression with PC1. between 8%-31% of predictions. Thus, we see that initial condition perturbations derived based on regressing with the leading PCs are rather effective in modifying cyclone minimum pressure in both cases for 5.5-day forecasts.
Conclusions and discussion
In this study, we have applied ensemble sensitivity analyses to examine the evolution of two extreme extratropical cyclones over the Pacific. Sensitivity using, as forecast metrics, forecast cyclone minimum pressure and location, as well as PCs of the leading EOFs in forecast SLP variations near the cyclone center, has been computed for medium-range forecasts from day 27.5.
Our results show that coherent sensitivity patterns can be tracked from the forecast validation time back in time at least to day 26, with the sensitivity signal exhibiting downstream development characteristics in most cases. This is not surprising since previous studies (e.g., Hakim 2005) have suggested that the development of forecast uncertainties and errors resembles downstream developing wave packets, and that cyclogenesis over the western Pacific is affected by wave packets propagating eastward across Asia into the west Pacific (Chang 2005) .
Comparing the different forecast metrics, our results suggest that, in the medium range, sensitivity patterns derived based on the PCs of the leading EOFs in forecast SLP variations are apparently more coherent than FIG. 12 . As in Fig. 11 , but for forecasts initialized at 0000 UTC 7 Dec 1984 (7.5-day forecasts for case 2) for the following: (a) Cyclone minimum pressure difference (hPa) for perturbations derived based on regression with PC1. those derived based on cyclone parameters, even though these PCs are usually significantly correlated with the cyclone parameters. We speculate that this is due to the fact that cyclones with similar central pressures (or longitude or latitude) are not necessarily alike, while those exhibiting large projections on the same EOF are probably more similar to each other. Moreover, the leading PC explains more of the variance of the ensemble than does any of the individual cyclone parameters, accounting for more of the degrees of freedom of the ensemble and incorporating sensitivity to strength and location. Therefore, it might not be surprising that better predictions can be made when the PCs are used as forecast metrics. Gombos et al. (2012) conducted PC-based ensemble sensitivity analyses on short-range forecasts of Supertyphoon Sepat. In that study, the authors also found that the leading PCs are highly correlated with uncertainties in the cyclone's strength and position, and they interpreted EOFs related to positional uncertainties as indicative of along-track and cross-track uncertainties, instead of longitude and latitude uncertainties. After examining a number of cases, we believe that these two interpretations are complementary, with one interpretation better for some cases and the second more suitable for others. For example, the EOFs for the case discussed in Gombos et al. (2012) can be better described as representing along-and cross-track uncertainties. FIG. 13 . As in Fig. 11 , but for 5.5-day forecasts for cyclone minimum pressure difference (hPa) for the following: (a) Forecast initialized at 0000 UTC 16 Dec 1981 (case 1), and perturbations derived based on regression with PC1. (b) As in (a), but for perturbations derived based on regression with cyclone minimum pressure. (c) As in (a), but for forecasts initialized at 0000 UTC 9 Dec 1984 (case 2). (d) As in (c), but for perturbations derived based on regression with cyclone minimum pressure.
Alternatively, for case 2 discussed here, the cyclone is moving toward the northeast on day 0. EOF 2 is mainly an east-west dipole, and PC2 is significantly correlated with cyclone longitude, but not with cyclone latitude, thus EOF 2 clearly corresponds to uncertainties in cyclone longitude and not to either along-or cross-track uncertainties.
To test whether the linear sensitivity analyses provide quantitatively accurate guidance under the highly nonlinear evolution of the atmospheric flow, perturbed initial condition experiments have been conducted. Forecast metrics at the forecast validation time are linearly regressed with the initial condition ensemble state vector to obtain initial condition perturbations, and these perturbations are added onto the initial condition of each ensemble member to form a perturbed ensemble. Changes in the forecast metrics from the perturbed ensemble are then compared against those predicted by the linear sensitivity analyses. Our results suggest that initial condition perturbations derived based on cyclone parameters as forecast metrics are effective in modifying cyclone evolution for short-range forecasts (2-3 days), consistent with previous studies. However, the effectiveness diminishes quickly in the medium range. For example, at a 5.5-day lead time, actual changes in cyclone pressure (based on initial condition perturbations derived from forecast cyclone pressure) realized in the perturbed ensemble are on average less than 40% of those predicted, and at 7.5 days, realized changes are less than 15% of those predicted. However, better results are obtained when the PCs of the leading EOFs in SLP variations around the forecast cyclone location are used as the forecast metrics. Even at a 7.5-day lead time, actual changes in cyclone latitude and longitude obtained from the perturbed initial condition ensembles can be as large as 65% of those predicted. For cyclone minimum pressure, results are not as good: actual changes in cyclone pressure vary between 10%-35% of those predicted at day 7.5 and 30%-60% of the predicted changes at a lead time of 5.5 days. Nevertheless, these results are still significantly better than those obtained based on initial condition perturbations derived based on predicted cyclone minimum pressure itself. These results suggest that while the development of these cyclones may be highly nonlinear, error growth during their development may still be quasi-linear in nature out to the medium range.
We have also conducted similar initial condition perturbation experiments on shorter-range forecasts (2-4 days), and our results (not shown here) suggest that in this time range, cyclone parameters and PCs based on EOF analyses are both effective in providing initial condition perturbations that can modify cyclone evolution. Nevertheless, we believe that even in the short range, EOF analyses can still provide useful forecast metrics, especially for physical quantities that exhibit high spatial and temporal variability, such as precipitation distribution during high-impact weather events (e.g., snowbanding events; Novak et al. 2004 Novak et al. , 2008 .
In this paper, we examined two cases of extreme cyclone development. One may wonder whether these cases are so special that the results may not be generally applicable. For example, these cases may be much more predictable than others, such that in most other cases, there may not be indications of explosive cyclogenesis in the medium-range forecast. In this event, medium-range ensemble sensitivity analysis will not be useful. We have examined 23 cases of explosive cyclogenesis over the western Pacific that are possibly influenced by upstream wave packets over northern Asia (Chang 2005 ) using GFS ensemble reforecast data, and 18 of these cases show strong indications of the significant cyclogenesis event out to day 26 or earlier, suggesting that the cases we examined here are not more predictable than many other cases. Out of these 18 cases, we have conducted ensemble sensitivity analyses on 6 cases (including the 2 cases presented above), and for all 6 cases, ensemble sensitivity signals relating to cyclone development can be traced back to at least day 26. We have also conducted perturbed initial conditions experiment on one other case and the results are consistent with the two cases that are discussed above. It would certainly be valuable for a large sample of cases to be examined to document the general properties of medium-range sensitivity statistics, but a different strategy has to be taken for that purpose, perhaps by utilizing data provided by the The Observing System Research and Predictability Experiment (THORPEX) Interactive Grand Global Ensemble (TIGGE) instead of generating our own ensemble for all cases.
As discussed in section 3, case 2 might have developed from a tropical cyclone, which is not well captured by our analyses. In this study, because of the limitations of our analysis/forecast system, we have mainly focused on the impacts of extratropical forcing on the evolution of the cyclone. Investigating whether tropical impacts on cyclone development can be diagnosed by sensitivity analyses out to the medium range would be another interesting extension of this study.
In this study, we have shown that ensemble sensitivity analyses can be applied in the medium range to provide coherent sensitivity patterns, and validated that initial condition perturbations derived based on ensemble sensitivity analyses do succeed in modifying cyclone evolution, with the caveats that PCs derived from EOF analyses of forecast SLP variations should be used as forecast metrics instead of cyclone parameters themselves, and that the changes achieved in the perturbed ensembles have amplitudes smaller than those predicted by the ensemble sensitivity analyses. In our experiments, the initial condition perturbations over the entire globe have been used. Some of the remote perturbations that show no tendency of propagation toward the cyclone region may have arisen from spurious correlations. In future studies localized perturbations will be applied to examine how (or whether) each perturbation identified from ensemble sensitivity analyses may affect the final evolution of the cyclone.
