The statistical associating fluid theory for potentials of variable range plus dipole ͑SAFT-VR+ D͒ is extended to study associating dipolar fluids. In the SAFT-VR+ D approach dipolar interactions are taken into account through the use of the generalized mean spherical approximation to describe a reference fluid of dipolar square-well segments. This enables the effect of the dipolar interactions on the thermodynamics and structure of fluids to be explicitly described. Predictions for the thermodynamic properties and phase behavior of dipolar associating square-well monomers with one, two, and four association sites are considered and compared with new isothermal-isobaric and Gibbs ensemble Monte Carlo simulation data. The results show that the SAFT-VR+ D equation provides a good description of the phase behavior of dipolar associating fluids. Additionally we have applied the new theoretical approach to study the vapor pressure and saturated liquid density of water.
I. INTRODUCTION
Fluids with anisotropic interactions, such as polar or hydrogen bonding interactions, are important not only to the traditional oil and chemical industries, but also in environmental and biological systems; water, for example, is essential to all known forms of life and is considered the universal solvent. An accurate description of the phase behavior and thermodynamic properties of polar and associating fluids is therefore relevant to a diverse range of fields and applications.
Conventional engineering equations of state such as cubic equations, which provide a good description of the phase behavior of simple molecules and their mixtures, cannot easily be used to predict the phase equilibrium of associating and/or polar components. For example, such models cannot be used to study both the vapor-liquid equilibrium ͑VLE͒ and liquid-liquid equilibrium of alcohol-hydrocarbon mixtures using a single set of interaction parameters, 1 as the parameters are very sensitive to the state conditions to which they are fitted. Increasingly both industrial and academic interests are moving to the development and application of more advanced thermodynamic models that explicitly account for the molecular level interactions and so more accurately describe the physical nature of complex fluid systems.
Perhaps the simplest approach to modeling polar and/or associating fluids is the cubic-plus-association ͑CPA͒ equation, 2 which combines the Soave-Redlich-Kwong cubic equation of state with Wertheim's first order thermodynamic perturbation theory to describe hydrogen-bonding interactions. The CPA equation has been successfully applied to study a wide range of systems, including the VLE of alcoholwater-aliphatic hydrocarbon ternary mixtures using interaction parameters determined from the binary mixtures. 3 However, to describe fluids such as acetone, which are both polar and associating, self-association is used to mimic the strong interactions within the fluid, since the theory does not explicitly account for polar effects. 4 An alternative approach to modeling associating and/or polar components is to use a molecular-based equation of state, such as the associated perturbed anisotropic chain theory ͑APACT͒ developed by Ikonomou and Donohue. 5 APACT models pure fluids that associate through hydrogen bonding interactions and takes into account interactions due to dipole and/or quadrupole moments; 6 however, for systems involving multipolar associating components, such as ethanol+ pentanol, an analytical solution cannot be determined and the chemical and material equilibria must be solved numerically. At a similar level of theory, the molecular-based statistical associating fluid theory ͑SAFT͒ proposed by Chapman et al. 7 also explicitly takes into account nonsphericity and association interactions. SAFT, based on Wertheim's thermodynamic perturbation theory ͑TPT͒, 8 has proven to be a powerful equation of state for modeling associating and nonassociating chain fluids and their mixtures. In the SAFT framework, the free energy is written as the sum of four separate contributions as follows:
where N is the number of molecules, k B Boltzmann's constant, and T the temperature. A ideal is the ideal free energy, A mono the contribution to the free energy due to the monomer segments, A chain the contribution due to the formation of bonds between monomer segments, and A assoc is the contribution due to association. Hence, a SAFT fluid is a collection of monomers that can form covalent bonds; the monomers interact via repulsive and attractive ͑dispersion͒ forces, and, in some cases, association interactions. Many different versions on the original SAFT equations have been reported in a͒ Author to whom correspondence should be addressed. Electronic mail: c.mccabe@vanderbilt.edu the literature which essentially correspond to different choices for the reference or monomer fluid, and different theoretical approaches to the calculation of the monomer free energy and structure. 9 In particular, several versions of the SAFT equation of state have been specifically developed to model polar fluids. In these, the dipolar and/or quadrupolar interactions are generally incorporated through the addition of the corresponding terms to Eq. ͑1͒. For the dipolar term, both the expansion proposed by Gubbins and Gray 10 ͑which describes the interaction of dipolar hard sphere fluids using an angular pair correlation function͒, and the more rapidly converging Padé approximation of Stell et al., 11 have been widely adopted. For example, Muller and Gubbins 12 applied the expansion to describe water as a hard, spherical, associating, dipolar fluid within Wertheim's TPT theory, achieving good agreement with simulation and experimental data; Kraska and Gubbins 13 later extended the LennardJones-SAFT theory of Muller and Gubbins using the multipolar expansion for the dipolar-dipolar interaction to study the phase behavior of alcohols and water and their mixtures with n-alkanes. Similarly, based on Wertheim's TPT, Nezbeda and Weingerl 14 developed a molecular-based equation of state for water that considers the dipole interaction as a perturbation term and Liu et al. 15 presented a SAFT-like equation of state based on a dipolar Yukawa potential for polar and associating fluids. However, a common feature of these equations of state is to treat nonspherical dipolar molecules as spherical dipolar fluids. As a result, the orientation of the dipolar interaction and the possibility of multiple polar sites within a molecule cannot be taken into account.
In contrast, Jog et al. 16 developed a SAFT equation of state ͑EOS͒ for tangent hard sphere chains with dipoles on alternate segments. In this work, although the position of the dipole moment is considered, the hard sphere pair correlation function is used to describe the pair correlation function between nondipolar and dipolar hard spheres at contact, and so neglects the effect of the dipole and its orientation. Using the same approach to describe dipolar interactions, Tumakaka and Sadowski 17 have extended the perturbed-chain SAFT ͑PC-SAFT͒ EOS to describe mixtures of nondipolar and polar molecules and Dominik et al. 18 have modeled the phase equilibria and thermodynamic properties of ethers and esters using PC-SAFT with dipolar contributions due to Jog et al. and Sagger and Fischer; 19 the two approaches were found to yield similar results for the systems studied. More recently, Gross and Vrabec 20 have developed a contribution for dipolar interactions based on third order perturbation theory which uses simulation data for the vapor-liquid equilibria of the two-center Lennard-Jones plus point dipole fluid to determine the model constants. The proposed term has been incorporated into the PC-SAFT equation of state and has been shown to improve the description of pure component and mixture phase equilibria for dipolar fluids over the original PC-SAFT approach.
In previous work we developed the SAFT-VR+ D equation to describe the phase behavior and thermodynamic properties of dipolar fluids 21 through a combination of the SAFT-VR approach and the generalized mean spherical approximation ͑GMSA͒. The SAFT-VR equation is a version of the SAFT approach that models dispersion interactions through a potential of variable range 22 and has been successfully used to describe the phase equilibria of a wide range of industrially important systems; for example, alkanes of low molecular weight to simple polymers, [22] [23] [24] and their binary mixtures, 25, 26, 29, 30 perfluoroalkanes, 27 water, 31 refrigerant systems, 32 and carbon dioxide, 26, 28, [31] [32] [33] have all been studied. In the modification of the SAFT-VR approach proposed by the authors to accurately treat dipolar fluids ͑SAFT-VR +D͒, the position and orientation of the dipole moment are explicitly described and its effect on the structure of the fluid incorporated through the use of a dipolar square-well reference fluid. With the SAFT-VR+ D equation an accurate description of the PVT and phase behavior of dipolar squarewell monomer and chain fluids, in which one or more segments are dipolar, can be obtained. In the current work, we extend the SAFT-VR+ D approach to model dipolar associating fluids. Constant NPT and Gibbs ensemble Monte Carlo simulations have been performed to test and validate the new equation for dipolar associating fluids with one, two, and four association sites.
The remainder of the paper is organized as follows: in Sec. II we present the SAFT-VR+ D model and theory for dipolar associating fluids. In Sec. III, details of the molecular simulations performed are presented. Results for the phase behavior of pure dipolar associating fluids are presented and compared with simulation data in Sec. IV along with results from the application of the SAFT-VR+ D approach to study the phase behavior of water. Finally, concluding remarks are made and future work discussed in Sec. V.
II. THEORY
In the SAFT-VR+ D approach molecules are modeled as hard spheres of diameter that can interact through the combination of a dipole moment embedded in the center of the sphere, a square-well interaction to describe the dispersion interactions, and short-range attractive square-well sites to describe association interactions that mimic hydrogen bonding. Hence the pair potential for the dipolar associating fluids studied in this work is defined by
where r is the vector between the center of the two monomers r = ͉r͉, i = ͑ i , i ͒ the set of angles defining the orientation of the dipole in monomer i, and ⍀ i the orientation of associating site i relative to vector r. u SW ͑r ; ͒ and u dipole ͑r 1 2 ͒ represent the isotropic square-well and anisotropic dipolar interaction potentials, respectively, and are given by
where defines the range of the attractive square well and
where
Here r is the unit vector in the direction of r joining the center of the segments and n i the unit vector parallel to the dipole moment of segment i. The quantity u ab HB in Eq. ͑2͒ represents the association potential and is modeled by an anisotropic short-ranged square well interaction, where a and b represent the interacting associating sites. As can be seen in Fig. 1͑a͒ the association sites are situated at a distance r d from the center of the sphere. Sites of type a can bond to sites of type b on different molecules with an attractive energy HB when the two sites are closer than a distance r c apart. Sites of the same kind do not interact with each other.
In the SAFT-VR+ D approach for dipolar associating fluids the Helmholtz free energy A can be written as a sum of three separate contributions as follows:
We will summarize each contribution to the free energy in turn. Note we do not consider the chain term as the systems studied in this work are monomer fluids; however, the SAFT-VR+ D approach is straightforwardly applied to associating chain fluids through the addition of the chain term given in earlier work 21 to Eq. ͑5͒.
A. Ideal contribution
The free energy of an ideal gas is given by
where = N / V is the number density of molecules, V is the volume of the system, and ⌳ is the thermal de Broglie wavelength. Since the ideal term is treated separately, the remaining terms are residual free energies.
B. Monomer contribution
The contribution to the Helmholtz free energy due to the monomer segments is given by
where a M is the excess Helmholtz free energy per dipolar square well monomer segment. Within the GMSA, 34 a M is given by
where a dipole is the contribution of the free energy due to the anisotropic dipolar interactions and the isotropic term a isotropic is given within the perturbation theory of Barker and Henderson 35 by
where ␤ =1/k B T and a HS is obtained from the Carnahan and Starling 36 equation
As in the original SAFT-VR approach, using the mean-value theorem, the first perturbation term 37 a 1 SW can be obtained as
where g HS ͑1; eff ͒ can be evaluated using the Carnahan and Starling equation;
Here, eff is the effective packing fraction that in the range
with coefficients 
͑15͒
The second perturbation term a 2 SW is obtained from the first density derivative of a 1 SW within the local compressibility approximation 
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where K HS is the hard-sphere isothermal compressibility of Percus and Yevick 38 ͑PY͒,
From Wertheim's solution of the Ornstein-Zernike equation for dipolar hard spheres with the MSA closure, 39 the excess free energy due to the dipolar interactions is obtained as
͑18͒
Here = , where is a scaling parameter determined from
with q PY ͑͒ the dimensionless inverse compressibility of Percus and Yevick 39 given by
and y the strength of the dipolar effect
C. Association contribution
Based on the theory of Wertheim, the contribution due to association for s sites on a molecule is obtained as 40 
where the sum is over all s sites of type a on a molecule, and X a is the fraction of molecules not bonded at site a,
The function ⌬ a,b , which characterizes the association between site a and site b on different molecules, can be written as
where g M ͑͒ is the contact value of the monomer-monomer radial distribution function, f a,b = exp͑− a,b HB / kT͒ − 1 is the Mayer f function of the a-b site-site bonding interaction a,b HB , and K a,b is the volume available for bonding. 41 
III. MOLECULAR SIMULATIONS
We have performed Monte Carlo ͑MC͒ simulations in the isothermal-isobaric ͑NPT͒ and Gibbs ensembles ͑GEMC͒ to determine the PVT and phase behavior of several model dipolar associating fluids in order to compare with the theoretical results from the SAFT-VR+ D equation for dipolar associating fluids. Molecular simulation studies of associating fluids can be challenging due to the strong association interactions between molecules that can lead to the formation of stable clusters and poor sampling of phase space. As a result, several biasing schemes have been proposed to ensure efficient sampling in MC simulations of associating systems. 42, 43 In particular, Tsangaris and de Pablo 43 proposed the bond-bias MC method and compared results from regular GEMC simulations with those using the bond biased move for associating Lennard-Jones monomer fluids with various [3] [4] [5] [6] . The reduced temperature is given by T * = k B T / , the reduced pressure is given by P * = P 3 / , and the reduced energy is given by E * = E / N. association strengths. They concluded that regular GEMC simulations would fail for systems in which the association energy is ten times or larger than the dispersion energy. In the simulations reported, we study systems with low association energy compared to the dispersion interactions ͑i.e., HB Ͻ 10͒ and therefore did not employ any biasing techniques.
As discussed above in the SAFT-VR+ D model of dipolar associating fluids, the association sites are situated at a distance r d from the center of the sphere. Different association sites on the same or different molecules can be bonded with an attractive energy HB when the two sites are closer than a distance r c apart. In the simulations an alternative, but equivalent, potential model based on the distance between two molecules and their respective orientations is used, 
ͮ
where i and j are the angles between the center-to-center vector and the direction vectors on the respective atoms i and j. In Wertheim's theory bonding is limited at each association site to dimers, however, it is possible to get higher order association in the simulations. Recently, Docherty and Galindo 44 have performed extensive simulations to illustrate that the formation of higher order clusters depends on both the size of the association site, the strength of the site-site interaction, and the state condition. In this work the angular cutoff c is set to 27°in order to restrict bonding to dimer formation. 41, 45 The cutoff distance r 12 ͓Fig. 1͑b͔͒ is related to the bonding volume K a,b by
The reaction field method, which has been used previously to calculate the vapor-liquid phase behavior of systems with long-range dipolar potentials, 26, 46 is applied to take into account the long-range dipolar interactions. The reaction field approach replaces the molecules beyond a cutoff distance by a dielectric continuum, the effect of which is taken into account by including a new term into the dipolar potential, viz.,
where r RF is the cutoff distance beyond which the pair potential vanishes and RF the dielectric constant of the continuum. In our simulations, the value of r RF is set to 2.5, and RF to ϱ.
In the NPT ensemble simulations, one cycle consists of three kinds of trial moves: N trial displacements of randomly TABLE IV. NPT MC simulation results for systems 8 and 9. The reduced temperature is given by T * = k B T / , the reduced pressure is given by P * = P 3 / , and the reduced energy is given by E * = E / N. chosen molecules, N trial rotations, and one volume change.
The maximum extent of each trial move is adjusted to give an individual acceptance probability of 30%-40%. In the GEMC simulations, particle exchanges using the traditional Widom particle insertion method 47 are performed in addition to the three trial moves described above. Each simulation was started from an initial configuration in which 256 molecules are placed on a lattice in the simulation box. An initial simulation of 100 000-500 000 cycles was performed to equilibrate the system, before averaging for between 1 000 000 and 4 000 000 cycles. The thermodynamic properties of the system were obtained as ensemble averages and the errors estimated by determining the standard deviation. Before studying the dipolar associating fluids of interest in this work, to check the accuracy of our simulation code, we performed NPT simulations for several hard associating fluids and obtained good agreement with the results of Jackson et al. 48 for fluids with one and two association sites and Slovak and Nezbeda 49 and Ghonasgi and Chapman 50 for fluids with four association sites.
IV. RESULTS AND DISCUSSION
We have applied the SAFT-VR+ D approach to study the PVT and phase behavior of several dipolar associating fluids. In order to validate and test the predictive ability of the SAFT-VR+ D EOS for associating fluids before application to real dipolar associating fluids, such as water and alcohols, NPT and Gibbs ensemble Monte Carlo simulations have been performed for several dipolar associating fluids with one association site ͑system 1͒, two association sites ͑system 2͒, and four association sites with different strengths of the association energy ͑systems 3-5͒, association volume ͑sys-tems 6 and 7͒, and dipole moment ͑systems 8 and 9͒. The details of each system studied are given in Table I . The results of the NPT simulations are reported in Tables II-IV and  those of the GEMC simulations are given in Table V .
In Fig. 2 we present the PVT behavior for dipolar associating fluids with one association site ͓system 1, Fig. 2͑a͔͒ and two association sites ͓system 2, Fig. 2͑b͔͒ , with all other parameters the same ͑i.e., *2 =1, = 1.5, r 12 * = 1.05, * =1, and HB * =5͒. From Fig. 2 , we find that the fluid with two association sites exhibits higher densities at a given temperature and pressure than the fluid with one association site, which would be expected given the greater cohesion energy between the molecules, and that good agreement is obtained between the simulation results and theoretical predictions for each of the systems studied. It is important to note that the theoretical curves contain no adjustable parameters and are the SAFT-VR+ D predictions for the same system as that simulated; hence, this is a direct test of the SAFT-VR+ D theory for dipolar associating fluids. In Fig. 3 we present the PVT behavior for dipolar associating fluids with four association sites and different association energies ͑systems 3-5͒. For each system studied the remaining SAFT-VR+ D parameters are the same: *2 =1, = 1.5, r 12 * = 1.05, and * = 1. From  Fig. 3 , we find that the fluids with higher association energy exhibit higher densities at a given temperature and pressure than those with lower association energy. Similarly, when compared with the PVT behavior for dipolar associating fluids with one and two association sites ͑system 1 and 2͒, the fluid with four association sites and all other parameters the same ͑i.e., system 4͒ exhibits higher densities at a given temperature and pressure. Again, good agreement is observed between the simulation results and theoretical predictions for each of the systems studied over a wide range of temperatures and pressures.
We have also determined the fluid phase diagram for systems 4 and 5 in order to further test the SAFT-VR+ D approach. From the results presented in Fig. 4 , and as would be expected, we find that the fluid with the higher association energy ͑ HB * = 7, system 5͒ has a higher critical temperature and wider phase envelope than the fluid with a lower association energy ͑ HB * = 5, system 4͒. Additionally good agreement is obtained between the simulation results and theoretical predictions for both systems studied. From these results, we can conclude that the SAFT-VR+ D approach provides a good description of the thermodynamic properties of dipolar associating fluids with one, two, or four association sites as a function of association energy ͑i.e., from Fig. 5 and when compared to those for system 4 ͓Fig. 3͑b͔͒ we note that as r 12 * increases the density of the system decreases at a given pressure and temperature, which reflects weaker intermolecular interactions between the molecules for smaller values of r 12 * . Good agreement is again observed between the theoretical predictions and the simulation data. We have also studied the phase diagram for system 6, the results of which are presented in Fig. 6 . From a comparison of Figs. 6 and 4 ͑bottom line, system 4͒ we see that as the cutoff distance is increased the critical temperature of the dipolar associating fluid increases, due to the increase in the attractive association interaction. Good agreement is seen between the theoretical phase diagram from the SAFT-VR+ D approach and the GEMC simulation data, though we note slight deviations are observed at low temperature ͑T * Ͻ 1.1͒. The observed deviations could be due to the association interactions prohibiting efficient sampling of phase space or a shortcoming in the theory. We note that good agreement is obtained at low temperatures for system 4, which has a shorter association range and therefore overall weaker association interactions. Furthermore, if we compare the results for system 6 with those for system 7 ͑Fig. 7͒, which has a lower association energy ͑ HB * = 3.0͒ with the other parameters the same, we again see that the SAFT-VR+ D approach provides good agreement with the simulation data at low temperatures. We 
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Phase behavior of associating fluids J. Chem. Phys. 127, 084514 ͑2007͒ therefore conjecture, since the underprediction is only observed in the liquid density at low temperatures for system 6 in which the association energy is at its strongest, that the association interactions are preventing efficient sampling of the system. We now turn to the effect of the strength of the dipole moment on the PVT and phase behavior of dipolar associating fluids. In Fig. 8 we present the PVT behavior of dipolar associating fluids with four association sites with different dipole moments, namely, systems 8 and 9 for which . From Fig. 8͑a͒ , we see excellent agreement is observed between the predictions from the SAFT-VR+ D approach and simulation data. However, the SAFT-VR+ D approach slightly underpredicts the density at a given temperature and pressure for system 9, as shown in Fig. 8͑b͒. In Fig. 9 , isotherms for system 9 are presented at higher temperatures ͑T * = 2.2, 2.4, 2.6, 2.8͒ and we note that better agreement between the simulation results and theoretical predictions are observed. We have also studied the phase equilibria of systems 8 and 9 as shown in Fig.  10 . For system 8, we obtain excellent agreement between the simulation results and theoretical predictions from the SAFT-VR+ D approach; however, we see a slight deviation between the theoretical predictions and simulation data for system 9 with the higher dipole moment, which is consistent with earlier work. 21 Having seen that SAFT-VR+ D equation can accurately describe the fluid phase behavior of dipolar square-well associating fluids with one, two, and four association sites, we now turn to the study of real fluids, and specifically water. The experimental dipole moment for water is used in the calculations and the remaining parameters are determined by fitting to experimental vapor pressure and saturated liquid density data. 51 These are reported in Table VI along with those for the original SAFT-VR approach. 52 We compare the results obtained with those from the original SAFT-VR equation in Fig. 11 . From the figure, we can see that the predicted critical temperature from the SAFT-VR+ D approach is slightly lower than that of the SAFT-VR EOS though both methods overpredict the critical point due to the analytic nature of the equations of state. 24 Although from a visual inspection the agreement with experimental data from the two approaches is comparable, the SAFT-VR+ D equation provides a slightly more accurate correlation of both the vapor pressure and saturated liquid density of water than the SAFT-VR equation when the absolute average deviations ͑AADs͒ are calculated: the AAD over the whole phase diagram is 0.92% for the vapor pressures and 2.87% for saturated liquid densities for the SAFT-VR+ D approach, compared with 1.18% and 3.06%, respectively, for the SAFT-VR equation. We also note from Fig. 11 that both the SAFT-VR and SAFT-VR+ D equations do not capture the experimentally observed density maximum of water at lower temperature. We find that in order to capture this behavior a temperature-dependent segment diameter is needed; a similar result is obtained using the SAFT1 equation, 53 which uses temperature-dependent parameters to describe the water phase diagram.
V. CONCLUSION
The SAFT-VR+ D approach for dipolar associating fluids has been presented and NPT MC and GEMC simulations performed to obtain simulation data with which to compare and validate the SAFT-VR+ D approach for dipolar associating fluids. The theoretical predictions are found to be in good agreement with the simulation data for dipolar associating fluids with one, two, and four association sites. The effect of the range of association energy and association volume on the thermodynamic properties and phase behavior has also been studied and good agreement obtained between the theoretical predictions and simulation data, though slight deviations are seen for the saturated liquid densities at low temperature/pressure for the strongest association system studied. This is conjectured to be due to poor sampling in the GEMC simulations due to the formation of clusters of associating molecules, rather than a deficiency of the theory. The comparison between the theoretical predictions and simulation data illustrates that the SAFT-VR+ D approach can accurately describe the thermodynamic properties of dipolar associating fluids. Additionally, we have applied the SAFT-VR+ D approach to water. Although the improvement seen in the description of the fluid phase diagram is minimal compared to the original SAFT-VR approach, the dipolar model for water allows us to explicitly study the effect of the dipolar interactions on solvent properties. Hence it will be especially useful for modeling electrolyte solutions 54 and waternonpolar mixtures in which the asymmetry in solute-solvent and solvent-solvent interactions drives the nonideality in such systems. 
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