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Abstract
Let G be a connected, reductive algebraic group over an algebraically
closed field of zero or good and odd characteristic. Let B be a Borel sub-
group of G. We characterize spherical conjugacy classes in G as those in-
tersecting only the double cosets BwB in G corresponding to involutions in
the Weyl group of G.
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Introduction
The Bruhat decomposition of a connected reductive algebraic group G over an
algebraically closed field states that the two-sided cosets of G with respect to a
Borel subgroup B (Bruhat cells) are naturally parametrized by the elements in
the Weyl group of G and have a well-understood geometrical behaviour. It is a
fundamental tool in the theory of algebraic groups, as it is relevant for the compre-
hension of the geometry of the flag variety G/B, for instance, in the computation
of its cohomology. Besides, intersection of Bruhat cells corresponding to opposite
Borel subgroups (double Bruhat cells) play a significant role in the description of
the symplectic leaves of a natural Poisson structure on B ([10]). New interest has
been raised by Bruhat cells and double Bruhat cells for their applications to total
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positivity ([13]) and to the theory of cluster algebras. For instance, as it has been
very recently shown, double Bruhat cells serve as a geometric model for cluster
algebras of finite type, since every cluster algebra of finite type with principal co-
efficients at an arbitrary acyclic initial cluster can be realized as the coordinate
ring of a certain double Bruhat cell ([26]).
The interplay between conjugacy classes in an algebraic group and the Bruhat
decomposition has been successfully exploited in the past. Probably the first re-
sults in this sense are in [24] where the Bruhat decomposition of a semisimple
algebraic group G is used for the construction of a cross-section for the collection
of regular conjugacy classes of G.
More recently, [11] and [12] have provided an analysis of the intersection of
conjugacy classes in a Chevalley group with Bruhat cells corresponding to gener-
alized Coxeter elements and their conjugates.
If we consider spherical conjugacy classes, that is, those conjugacy classes
of a group G on which B acts with finitely many orbits, it is natural to inquire
about their intersection with Bruhat cells. A characterization of spherical con-
jugacy classes has been given in terms of a formula involving the dimension of
the class O and the maximal element w in the Weyl group W of G for which
O∩BwB is non-empty. This is obtained in [5] over the complex numbers and in
[6] over an arbitrary algebraically closed field of zero or odd good characteristic.
The motivation in [5] was the proof - in the spherical case - of a conjecture due
to De Concini, Kac and Procesi on the dimension of irreducible representations
of quantum groups at the roots of unity ([9]). The proof relied on the classifi-
cations of spherical nilpotent orbits ([19]) and of reductive spherical pairs ([4])
and on geometric properties of spherical homogeneous spaces in the complex set-
ting ([4],[18]). In [6] a different approach was developed and a crucial step in
the argument was that every spherical conjugacy class intersects only Bruhat cells
BwB for w an involution in W . The aim of the present paper is to show that this
property fully characterizes spherical conjugacy classes.
Theorem Let G be a connected reductive algebraic group over an algebraically
closed field of zero or good, odd characteristic. A conjugacy class O in G is
spherical if and only ifO intersects only Bruhat cells corresponding to involutions
in the Weyl group of G.
The paper is structured as follows: after fixing notation and recalling basic
facts about spherical homogeneous spaces and conjugacy classes in §1, we analyse
the case of G simple of type G2 in full detail in §2. The reason for doing so is
twofold. On the one hand we would like to give an idea of the techniques involved
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through an example, and on the other hand it would not be more efficient to treat
the case ofG2 together with the others because separate descriptions for behaviour
of roots with different length ratios are needed.
In §3 we restrict our attention to those conjugacy classes intersecting only
Bruhat cells corresponding to involutions. For such a class O we consider the
maximal elementw ∈ W for whichO∩BwB is non-empty and the set ofB-orbits
in O that are contained in BwB, the so-called maximal B-orbits. The properties
of a special class of representatives x of maximal B-orbits are analyzed, allowing
a description of the centralizer Bx in B. This is achieved by using the same
strategy as in [6]. The proofs therein are rather laborious and need a case-by-case
analysis but they apply also to the present situation so we use them referring to
[6]. The hypothesis on the class O imposes restrictions on the representatives x in
maximal B-orbits: for instance, if x = w˙v ∈ N(T )U then v lies in the subgroup
generated by the root subgroups Xα for which wα = −α. This condition is
powerful for a general w but it is empty when w is the longest element w0 in W
and it acts as −1 in the geometric representation. For this reason we deal with
this situation separately and an unpleasant case-by-case analysis is needed in the
doubly-laced case. This is done in §4, where the theorem in this case is proved by
showing the sufficient condition that the maximal B-orbits are finitely-many.
The rest of the paper is devoted to an estimate of the centralizer Gx in G of a
representative x in a maximalB-orbit. Indeed, sinceO is parted into finitely many
B-orbits if and only if it has a dense B-orbit ([3, 15, 17, 25]), we may conclude
that O is spherical once we prove that the dimension of a maximal B-orbit equals
the dimension of O. In §5 we consider the general case and we construct some
families of elements contained in Gx ∩ XαsαB for different roots α. We need
different strategies according to the behaviour of α with respect tow. In particular,
when wα = −α we apply the results in §4. Once we have constructed enough
elements in Gx we show using the intersections Gx ∩ BσB and induction on the
length of σ that the image of Gx through the projection of G on G/B is dense in
the flag variety obtaining the sought equality of dimensions.
1 Preliminaries
Unless otherwise stated G will denote a connected, reductive algebraic group over
an algebraically closed field k of characteristic 0 or odd and good ([23, §I.4]).
When we write an integer as an element in k we shall mean the image of that
integer in the prime field of k.
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Let B be a Borel subgroup of G, let T be a maximal torus contained in B
and let B− be the Borel subgroup opposite to B. Let U (respectively U−) be the
unipotent radical of B (respectively B−).
We shall denote by Φ the root system relative to (B, T ); by ∆ = {α1, . . . , αn}
the corresponding set of simple roots and by Φ+ the corresponding set of positive
roots. We shall use the numbering of the simple roots in [2, Planches I-IX].
We shall denote by W the Weyl group associated with G and by sα the re-
flection corresponding to the root α. By ℓ(w) we shall denote the length of the
elementw ∈ W and by rk(1−w) we shall mean the rank of 1−w in the geometric
representation of the Weyl group. By w0 we shall denote the longest element in
W and ϑ will be the automorphism of Φ given by −w0. By Π we shall always
denote a subset of ∆ and Φ(Π) will indicate the corresponding root subsystem of
Φ. We shall denote by WΠ the parabolic subgroup of W generated by the sα for α
in Π. Given an element w ∈ W we shall denote by w˙ a representative of w in the
normalizer N(T ) of T . For any root α in Φ we shall write xα(t) for the elements
in the corresponding root subgroup Xα of G. Moreover, we choose xα(1) and
xα(−1) so that xα(1)x−α(−1)xα(1) = nα ∈ sαT so that the properties in [22,
Lemma 8.1.4] hold.
If Π ⊂ ∆ we shall indicate by PΠ the standard parabolic subgroup of G whose
Levi component contains the root subgroups corresponding to roots in Φ(Π) and
by P uΠ its unipotent radical. If Π = {α} we shall simply write Pα and P uα .
For w ∈ W , we will put
(1.1) Φw := {α ∈ Φ+ | w−1α ∈ −Φ+}
(1.2) Uw = 〈Xα | α ∈ Φw〉, Uw = 〈Xα | α ∈ Φ+ \ Φw〉
so that BwB = Uww˙B for any choice of w˙ ∈ N(T ). We shall denote by Tw the
subgroup of T that is centralized by any representative w˙ of w.
We shall make extensive use of Chevalley’s commutator formula ([7, Theorem
5.2.2]): for α and β linearly independent roots and a, b ∈ k there are structure
constants cijαβ in the prime field of k such that
(1.3) xα(a)xβ(b) = xβ(b)xα(a)
∏
i, j>0
xiα+jβ(c
ij
α,βa
ibj)
where the product is taken over all (i, j) such that iα + jβ ∈ Φ and in any order
for which i + j is increasing. Moreover, cijα,β ∈ {±1,±2,±3} and 3 occurs only
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if Φ has a component of type G2, so cijαβ 6= 0.
Given an element x ∈ G we shall denote by Ox the conjugacy class of x in G
and by Gx (resp. Bx, resp. Tx) the centralizer of x in G (resp. B, resp. T ). For a
conjugacy class O = Ox we shall denote by V the set of B-orbits into which O is
parted.
Definition 1.1 Let K be a connected algebraic group. A homogeneous K-space
is called spherical if it has a dense orbit for some Borel subgroup of K.
It is well-known ([3], [25] in characteristic 0, [15], [17] in positive character-
istic) that X is a spherical homogeneous G-space if and only if the set of B-orbits
in X is finite.
2 B-orbits and Bruhat decomposition
Let V be the set of B-orbits in a conjugacy class O in G. Since G = ⋃w∈W BwB
there is a natural map φ : V →W associating to v ∈ V the element w in the Weyl
group of G for which v ⊂ BwB.
It is shown in [6] for G simple that if O is spherical as a homogeneous space
then the image of φ consists of involutions. The same proof holds for G reductive.
This motivates the following definition.
Definition 2.1 Let G be a connected reductive algebraic group. A conjugacy
class O in G is called quasi-spherical if the image of φ consists of involutions.
Remark 2.2 Regular conjugacy classes in simple algebraic groups of rank greater
than 1 cannot be quasi-spherical. Indeed, by [24, Theorem 8.1] regular classes
meet Bruhat cells corresponding to Coxeter elements.
2.1 The case of G2
We aim at showing that every quasi-spherical conjugacy class is spherical. In
order to illustrate this result explicitely, we analyze quasi-spherical conjugacy
classes for G simple of type G2 by inspection, making use of the classification
of unipotent conjugacy classes (see, for instance, [16, Section 7.12]) and of the
commutator formula (1.3).
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Theorem 2.3 Let G be simple of type G2. Then every quasi-spherical conjugacy
class of G is spherical.
Proof. Let α and β denote the short and long simple roots, respectively, and let
O be a conjugacy class in G. We first assume that O is unipotent so it is either of
type A1, A˜1, subregular or regular ([16, Section 7.18]). If O is of type A1 or A˜1
then O is spherical, hence quasi-spherical by [5, Proposition 6, Proposition 11]
which hold for arbitrary k. Alternativley, one may use [19, Theorem 3.2] and [14,
Theorem 4.14]. If O is regular it cannot be quasi-spherical by Remark 2.2.
The element u = xβ(1)x3α+β(1) ∈ G does not lie in the regular unipotent con-
jugacy class by [24, Lemma 3.2(c)]. Its conjugate w˙0uw˙−10 = x−β(a)x−3α−β(b)
with ab 6= 0 lies in BsβBs3α+βB = Bsβs3α+βB by [22, Lemma 8.1.4(i), Lemma
8.3.7] and sβs3α+β is not an involution. Then its class is not quasi-spherical and
by exclusion it is the subregular unipotent conjugacy class, so the statement holds
for unipotent conjugacy classes.
Let us now consider a representative x ∈ O ∩ B with Jordan decomposition
x = su ∈ TU with s 6= 1. Then Gs is connected and reductive ([16, Theorem 2.2,
Theorem 2.11]). We shall analyze the different cases according to the semisimple
rank srk of Gs.
If srkGs = 0 then O is regular, hence it is not quasi-spherical by Remark 2.2.
If srkGs = 1 and u 6= 1 then O is regular, hence it is not quasi-spherical. Let
us assume u = 1. Up to conjugation by an element in N(T ) we may assume that
Gs is either H1 = 〈T,X±β〉 or H2 = 〈T,X±α〉.
If Gs = H1 conjugation of s by x−α(1)x−α−β(1) yields
s1 = sx−α(a)x−α−β(b)x−2α−β(c)x−3α−β(d)x−3α−2β(e) ∈ O
for a, b, c, d, e ∈ k with ab 6= 0. Conjugation by a suitable element in X−2α−β
gives
s2 = sx−α(a)x−α−β(b)x−3α−β(d
′)x−3α−2β(e
′) ∈ O
for d′, e′ ∈ k. Conjugation by a suitable element in X−3α−β gives
s3 = sx−α(a)x−α−β(b)x−3α−2β(e
′) ∈ O
and conjugation by a suitable element in X−3α−2β gives
s4 = sx−α(a)x−α−β(b) ∈ O ∩ Bsαsα+βB
so O is not quasi-spherical.
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Let Gs = H2. Conjugation of s by x−3α−β(1)x−β(1) yields
s1 = sx−β(a)x−3α−β(b)x−3α−2β(c) ∈ O
for some a, b, c ∈ k with ab 6= 0. Conjugation by a suitable element in X−3α−2β
gives
s2 = sx−β(a)x−3α−β(b) ∈ O ∩ Bsβs3α+βB
so O is not quasi-spherical, concluding the analysis if srkGs = 1.
Let srkGs = 2 with s 6= 1. Up to conjugation by an element in N(T ) we may
assume that Gs is either
H3 = 〈T,X±β, X±(3α+β), X±(3α+2β)〉 or H4 = 〈T,X±β, X±(2α+β)〉.
If Gs = H3 of type A2 and u = 1 then O is spherical by [5, Proposition 6, The-
orem 16] whose proofs hold in arbitrary good odd characteristic. Let us assume
that u 6= 1. If u is regular inH3 thenO is regular by [24, Corollary 3.7], hence it is
not quasi-spherical. It remains to analyze the class of x = sx−β(1). Conjugating
by x−α(1) and reordering the terms gives
x1 = sx−β(1)x−α−β(b)x−2α−β(c)x−3α−β(d)x−3α−2β(e)x−α(f) ∈ O
for some b, c, d, e, f ∈ k with f 6= 0. We can get rid of the term in X−α−β
conjugating by a suitable element in X−α−β. Then we can get rid of the term in
X−2α−β conjugating by a suitable element in X−2α−β and, finally, we can get rid
of the term in X−3α−2β by conjugating by a suitable element in X−3α−β obtaining
x2 = sx−β(1)x−3α−β(b1)x−α(f) ∈ O
for some b1 ∈ k. If b1 = 0 then O ∩ BsβsαB 6= ∅ so O is not quasi-spherical. If
b1 6= 0 we have, for some h ∈ T and some nonzero ai ∈ k:
x2 = shxβ(a1)nβxβ(a2)x3α+β(a3)n3α+βx3α+β(a4)x−α(f)
= shxβ(a1)nβx3α+β(a3)xβ(a2)x3α+2β(a5)n3α+βx3α+β(a4)x−α(f)
∈ TXβX3α+2βnβn3α+βX3α+2βXβx−α(f)
⊂ Bnβn3α+βP
u
αx−α(f) ⊂ Bnβn3α+βx−α(f)U ⊂ BX2α+βnβn3α+βU
so O ∩ Bsβs3α+βB 6= ∅ and O is not quasi-spherical.
Let Gs = H4 be of type A1× A˜1. If u = 1 thenO is spherical by the argument
in [5, Theorem 16]. If u has nontrivial components both in A1 and in A˜1 then O is
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regular, hence it is not quasi-spherical. We are left with the analysis of the classes
of y = sx−β(1) and z = sx−2α−β(1).
Conjugating y by x−3α−β(1) we get y1 = sx−3α−β(a)x−β(1)x−3α−2β(b) for some
a, b ∈ k with a 6= 0. Conjugation by a suitable element in X−3α−2β yields
y2 = sx−3α−β(a)x−β(1) ∈ O ∩Bs3α+βsβB
hence Oy is not quasi-spherical.
Conjugating z by x−α(1) we get z1 = sx−α(a)x−2α−β(1)x−3α−β(c) for some
a, c ∈ k with a 6= 0. Then conjugating z1 by a suitable element in X−α−β
we obtain the element z2 = sx−α(a)x−α−β(d)x−3α−β(c1)x−3α−2β(c2) for some
c1, c2, d ∈ k with d 6= 0. We can get rid of the term in X−3α−β conjugating by
a suitable element in X−2α−β and then we can get rid of the term in X−3α−2β
conjugating by a suitable element in X−3α−2β .
Thus z3 = sx−α(1)x−α−β(d) ∈ O ∩ Bsαsα+βB hence Oz is not quasi-
spherical. This exhausts the list of conjugacy classes for G of type G2 and we
have verified that all quasi-spherical conjugacy classes are spherical. .
3 Maximal B-orbits
Let O be a conjugacy class of G. Since O is an irreducible variety there exists a
unique element in W for which O ∩ BwB is dense in O. We shall denote this
element by zO. Denoting by X
Y
the Zarisky closure of X in Y we have
O ⊂ O
G
= O ∩ BzOB
G
⊂ BzOB
G
=
⋃
σ≤zO
BσB
so the element zO is maximal in the image of φ (cfr. [5, Section 1]). We will call
maximal orbits the elements v in V for which φ(v) = zO and we shall denote by
Vmax the set of maximal B-orbits in O.
Lemma 3.1 The following are equivalent for a conjugacy class O in G.
1. O is spherical.
2. Vmax contains only one element.
3. Vmax is a finite set.
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Proof. It follows from [5, Corollary 26], [6, Corollary 4.11] that if O is spherical
then Vmax contains only one element, namely the dense B-orbit so 1 implies 2 and
2 trivially implies 3. Let us show that 3 implies 1. Since ∪v∈Vmaxv = O ∩ BzOB
is dense in O we have O ⊂ ∪v∈VmaxvO with O irreducible ([16, Proposition 1.5])
and Vmax a finite set. Then there necessarily exists v0 ∈ Vmax which is dense in
O. 
Let us analyze the maximal B-orbits in quasi-spherical conjugacy classes.
Lemma 3.2 Let O be a quasi-spherical conjugacy class with w = zO. Let v ∈
Vmax and let x = uw˙v ∈ v with u ∈ Uw, w˙ ∈ N(T ) and v ∈ U . Then for every
α ∈ ∆ such that wsα > w in the Bruhat order we have:
1. sαw = wsα so wα = α;
2. v ∈ P uα , the unipotent radical of Pα;
3. X±α commutes with w˙.
Proof. This is proved as [6, Lemma 3.4], since the proof therein uses only maxi-
mality of w and that O is quasi-spherical. 
Lemma 3.3 Let O be a quasi-spherical conjugacy class with w = zO, let Π =
{α ∈ ∆ | w(α) = α} and let wΠ be the longest element in WΠ. Then w = wΠw0.
Proof. By Lemma 3.2 if α ∈ ∆ and wα ∈ Φ+ then wα = α. The statement
follows from [21, Proposition 3.5]. 
The Lemmas above show that maximal B-orbits in quasi-spherical conjugacy
classes behave similarly to the dense B-orbit v0 in a spherical conjugacy class.
The analysis of zO given in [6] applies.
Proposition 3.4 The following properties hold for a quasi-spherical conjugacy
class O with w = zO = w0wΠ.
1. Π is invariant with respect to ϑ = −w0;
2. The restriction of w0 to Φ(Π) coincides with wΠ;
3. Φw = Φ \ Φ(Π), notation as in (1.1);
4. Uw = 〈Xγ | γ ∈ Φ(Π) ∩ Φ+〉 and it normalizes Uw, notation as in (1.2);
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5. Uw commutes with w˙ if x = uw˙v ∈ O ∩ UwN(T )U .
Proof. The proof is as in [6, Section 3]. 
In [6] an analysis of the possible Π for which φ(v0) = w0wΠ = zO for the
dense B-orbit v0 of a spherical conjugacy class in a simple algebraic group was
given. The proof of [6, Lemma 4.1] can be adapted to the case of maximal B-
orbits in quasi-spherical conjugacy classes, yielding the following statement.
Lemma 3.5 LetO be a quasi-spherical conjugacy class and letw = w0wΠ = zO.
Let α and β be simple roots with the following properties: (β, β) = (α, α);
w0(β) = −β; β 6⊥ α; β ⊥ α′ for every α′ ∈ Π \ {α}.
Then {α} cannot be a connected component of Π. In particular, the list of
the possible subsets Π for which zO = w0wΠ for G simple coincides with the list
given in [6, Corollary 4.2].
Proof. The proof follows as in [6, Lemma 4.1] since it only uses maximality of w
and that O is quasi-spherical. There, the proof is given for G simple but it holds
for G reductive, too. 
Let O be quasi-spherical with w = zO = w0wΠ and let Φ1 = Φ∩Ker(1+w).
Then Φ1 is a root subsystem of Φ and we put Φ+1 = Φ+ ∩ Φ1. If we write w =∏
j sγj as a product of reflections with respect to mutually orthogonal roots then
each γj lies in Φ1. We shall denote by W (Φ1) the subgroup of W generated by
reflections with respect to roots in Φ1, so w ∈ W (Φ1).
Lemma 3.6 Let notation be as above and let β ∈ Φ. Then β ∈ Φ1 if and only if
β ⊥ Π and ϑβ = β.
Proof. If β ⊥ Π and ϑβ = β then wΠβ = β and w0β = −β thus β ∈ Φ1.
Conversely, if wβ = −β then for every α ∈ Π we have β ⊥ α because α and
β lie in distinct eigenspaces of the orthogonal transformation w. Let now α ∈ Φ
and wβ = −β. We have
(ϑβ, α) = −(w0β, α) = −(wwΠβ, α) = −(wβ, α) = (β, α)
and since this holds for every α, we have the statement. 
Let us denote by G(Φ1) the subgroup of G generated by T and the root sub-
groups X±β with β ∈ Φ1. Let UΦ1 = 〈Xβ, β ∈ Φ+1 〉.
The following Lemma is an analogue of [6, Lemma 4.8, Remark 4.9] for quasi-
spherical conjugacy classes.
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Lemma 3.7 Let O be a quasi-spherical conjugacy class and let zO = w0wΠ. Let
w˙ ∈ N(T ) be a representative of w. Then for every x = w˙tv ∈ w˙B ∩ O we have
v ∈ UΦ1 , w ∈ W (Φ1) and x commutes with (Tw)◦Uw.
Proof. The proof when G is simple follows exactly as in [6, Lemmas 4.5, 4.6, 4.7,
4.8, 4.9]. Indeed, for their proofs we only need w to be maximal, O to be quasi-
spherical and the list in [6, Corollary 4.2]. The general case is a consequence of
the case of G simple. 
Lemma 3.8 LetO be a quasi-spherical conjugacy class and letw = w0wΠ = zO.
Then 〈X−α, α ∈ Π〉 commutes with every x = w˙tv ∈ w˙B ∩ O.
Proof. It is not restrictive to assume G to be simple. By Lemmas 3.2 and 3.7 it is
enough to show that X−α commutes with v for every α ∈ Π. If this were not the
case, by (1.3) there would occur in the expression of v at least one root subgroup
Xγ with nontrivial coefficient and with γ − α ∈ Φ. We consider such a γ of
minimal height. By Lemma 3.7 and [2, Chapitre 6, §1.3] this could happen only
if Φ is doubly-laced and α is a short root. Then we would also have α + γ ∈ Φ,
which is impossible because Xα commutes with v by Lemma 3.7. 
A consequence of Lemma 3.7 is the following result.
Proposition 3.9 LetO be a quasi-spherical conjugacy class, letw = zO = w0wΠ
and let v ∈ Vmax. Then dim(v) = ℓ(w) + rk(1− w).
Proof. Let n be the rank of G and let x = w˙v ∈ v. By Lemma 3.7 the centralizer
Bx of x in B contains (Tw)◦Uw. On the other hand, if b = uwuwt ∈ UwUwT
commutes with x we have
w˙vuwuwt = u
wuwtw˙v = u
wuww˙(w˙
−1tw˙)v = uww˙uw(w˙
−1tw˙)v
where for the last equality we used Lemma 3.2. By uniqueness in the Bruhat
decomposition we have uw = 1 so Bx ⊂ TxUw because Uw ⊂ Bx. Moreover, if
t ∈ Tx we have
w˙(w˙−1tw˙)v = tw˙v = w˙vt ∈ w˙TU
and uniqueness of the decomposition in TU gives t ∈ Tw. Therefore (Tw)◦Uw ⊂
Bx ⊂ T
wUw and dim v = |Φ+| + n − (|Φ+| − ℓ(w)) − (n − rk(1 − w)) =
ℓ(w) + rk(1− w). 
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4 The case zO = w0 = −1
In this section Φ is such that w0 acts as −1 in the geometric representation of W .
If O is a quasi-spherical conjugacy class intersecting the big Bruhat cell Bw0B
then Φ1 = Φ and Π = ∅ so Lemma 3.7 gives no restriction to a representative
x = w˙v ∈ O ∩ w˙U . For this reason we use a different approach for such classes.
By Lemma 3.1 if a conjugacy class has finitely-many maximal B-orbits then it is
spherical. The aim of this Section is to show that every quasi-spherical conjugacy
class O intersecting Bw0B has only finitely-many maximal B-orbits. This will
be achieved by counting the possible representatives of a maximal B-orbit lying
in w˙0U for a fixed w˙0 ∈ N(T ). Next Lemma shows that every maximal B-orbit
meets w˙0U .
Lemma 4.1 Let G be simple and let O be a quasi-spherical conjugacy class with
zO = w0 = −1. For any v ∈ Vmax and any representative w˙0 of w0 in N(T ) we
have v ∩ w˙0U 6= ∅.
Proof. Let x = uw˙0tv ∈ v ∩ Uw˙0B. Then for every s ∈ T we have xs =
s−1u−1uw˙0tvus = w˙0s
2tu′ ∈ v ∩ w˙0TU and since the map s 7→ s2 ∈ T is onto
([1, III.8.9]) we may choose s so that xs ∈ v ∩ w˙0U . 
Lemma 4.2 Let O be a quasi-spherical conjugacy class with zO = w0 = −1. Let
w˙0 be a representative of w0 and let x = w˙0v ∈ O∩w˙0U , with v =
∏
γ∈Φ+ xγ(cγ)
in a fixed ordering. Let α and β be adjacent simple roots of the same length.
Then the number of possibilities for cα and cβ is finite and cα+β is completely
determined by the ordering, cα and cβ.
Proof. Let P = P{α,β} with unipotent radical P u. Let us assume that α precedes
β in the ordering. We may write: x = w˙0v ∈ w˙0xα(cα)xβ(cβ)xα+β(cα+β)P u. For
h ∈ k we put y(h) := nαxα(h)xxα(−h)n−1α . Then, for some nonzero structure
constants θ1, θ2, θ3, c11αβ and some t1 ∈ T we have
y(h) ∈ nαw˙0x−α(θ1h)xα(cα − h)xα(h)xβ(cβ)xα+β(cα+β)xα(−h)n
−1
α P
u
= w˙0t1xα(θ1θ2h)x−α(θ3(cα − h))nαxβ(cβ)xα+β(cα+β + hcβc
11
αβ)n
−1
α P
u.
Let h1 and h2 be the solutions of
X2(θ1θ2θ3)− cαθ1θ2θ3X − 1 = 0
12
so that −(θ1θ2hi)−1 = (cα − hi)θ3. By [22, Lemma 8.1.4 (i)] we have
y(hi) ∈ w˙0t1nαt2xβ+α(c
′
β)xβ(θ4(cα+β + hicβc
11
αβ))P
u
⊂ w˙0nαt3xβ(θ4(cα+β + hicβc
11
αβ))P
u
β ⊂ O ∩ Bw0sαB
for some t2, t3 ∈ T , some c′β ∈ k and some nonzero structure constant θ4. Since
w0sα+ββ = α ∈ Φ
+
, conjugation of y(hi) by nβ would yield an element in
O ∩ Bw0sα+βsβB unless
(4.4) cα+β + hicβc11αβ = 0.
As sα+βsβ is not an involution, (4.4) must hold for both i = 1, 2 thus we have
either h1 = h2 so that
∆α = θ
2
1θ
2
2θ
2
3c
2
α + 4θ1θ2θ3 = 0, or(4.5)
cβ = cα+β = 0.(4.6)
Let us now consider, for l ∈ k, the element
z(l) = nβxβ(l)xxβ(−l)n
−1
β
∈ nβxβ(l)w˙0xβ(cβ)xα(cα)xα+β(cα+β + cαcβc
11
αβ)xβ(−l)n
−1
β P
u.
Repeating the same argument for β we see that there are nonzero structure con-
stants η1, η2, η3, η4 so that if lj is a solution of
η1η2η3X
2 − cβη1η2η3X − 1 = 0
then
z(lj) ∈ O ∩ w˙0nβTxα(η4(cα+β + cαcβc
11
αβ − ljcαc
11
αβ))P
u
α
so conjugation by nα would yield an element in O ∩ Bw0sα+βsαB unless
(4.7) cα+β + cαcβc11αβ − ljcαc11αβ = 0
for both j = 1, 2. This forces either l1 = l2 and therefore
∆β = η
2
1η
2
2η
2
3c
2
β + 4η1θ2θ3 = 0, or(4.8)
cα = cα+β = 0.(4.9)
If (4.5) holds then cα 6= 0 so (4.8) holds. Then the possibilities for cα and cβ are
finite. Besides, by (4.7) the coefficient cα+β is completely determined by cα, cβ,
and the structure constants.
If (4.6) holds then (4.8) cannot hold so cα = cβ = cα+β = 0, whence the state-
ment. 
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Lemma 4.3 Let O, zO, x, v be as in Lemma 4.2. Let α and β be adjacent simple
roots with 2(α, α) = (β, β). Then c2α+β and cα+β are completely determined by
the ordering, cα and cβ.
Proof. It is not restrictive to assume that α precedes β and α + β in the ordering.
Let P = P{α,β} and P u be its unipotent radical. Then
x ∈ w˙0xα(cα)xβ(cβ)xα+β(cα+β)x2α+β(c2α+β)P
u.
Conjugation by nαxα(h) for h ∈ k yields
y(h) ∈ w˙0t1xα(η1h)x−α(η2(cα − h))xβ(η3(c2α+β + hcα+βc
11
α,α+β + cβh
2c21α,β))P
u
β
for some t1 ∈ T and some nonzero structure constants η1, η2, η3. If h1, h2 are the
solutions of
η1η2X
2 − cαη1η2X − 1 = 0
then y(h1), y(h2) lie inO∩Bw0sαB and nβy(hi)n−1β ∈ O∩Bw0sα+βsβB unless
(4.10) c2α+β + hicα+βc11α,α+β + cβh2i c21α,β = 0
for both i = 1, 2. Besides, h1 + h2 = cα and h1h2 = −(η1η2)−1. Thus we have
either
∆α = (η1η2cα)
2 + 4η1η2 = 0 and c2α+β = acαcα+β + bcβc2α(4.11)
or c2α+β = ccβ and cα+β = dcβcα(4.12)
for a, b, c, d ∈ k. On the other hand, reordering terms we have:
x ∈ w˙0xβ(cβ)xα(cα)xα+β(cα+β + cαcβc
11
αβ)x2α+β(c2α+β + c
2
αcβc
21
αβ)P
u.
Conjugation by nβxβ(l) for l ∈ k gives an element
z(l) ∈ w˙0t2xβ(θ1l)x−β(θ2(cβ − l))xα(θ3(cα+β + cαcβc
11
αβ − lcαc
11
αβ))P
u
α
for some t2 ∈ T and some nonzero structure constants θ1, θ2, θ3, c11αβ. For the
solutions l1, l2 of
θ1θ2X
2 − cβθ1θ2X − 1 = 0
the corresponding elements z(l1), z(l2) lie in O ∩ Bw0sβB and nαz(li)n−1α ∈
Bw0s2α+βsαB unless
(4.13) cα+β + cαcβc11αβ − licαc11αβ = 0
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for i = 1, 2. It follows that we have either
∆β = (θ1θ2cβ)
2 + 4θ1θ2 = 0 and cα+β = dcαcβ(4.14)
or cα+β = cα = 0.(4.15)
Arguing as in Lemma 4.2 we see that cα+β and c2α+β are completely determined
by the ordering, cα and cβ . 
Lemma 4.4 Let Φ be a simply- or doubly-laced root system for which w0 = −1.
Let O, zO, x, v be as in Lemma 4.2. Then, for every γ =
∑
j∈J njαj ∈ Φ
+ with
J ⊂ {1, . . . , n} there is a polynomial pγ(X) ∈ k[xj , j ∈ J ] depending only on
the fixed ordering of the positive roots and the structure constants of G such that
the coefficient cγ in the expression of v is the evaluation of pγ(X) at xj = cαj for
every j ∈ J .
Proof. We shall proceed by induction on the height ht of the root γ. Let us assume
that the claim holds for all γ with ht(γ) ≤ m − 1. By Lemmas 4.2 and 4.3 the
statement holds for m = 1, 2 so we assume m ≥ 3.
Let ν ∈ Φ+ with ht(ν) = m. Then there exists β ∈ ∆ for which ht(sβν) ≤
m− 1. We put
(4.16) y = nβxn−1β = w˙0t
∏
γ∈Φ+
xsβγ(θγcγ)
for some nonzero structure constants θγ . Here the products have to be intended in
the fixed ordering of the γ’s. We have:
y = w˙0t(
∏
γ<oβ
xsβγ(θγcγ))x−β(θβcβ)(
∏
γ>oβ
xsβγ(θγcγ))
where <o indicates that a root precedes another in the fixed ordering and the ex-
pression makes sense also if cβ = 0. Then
y = w˙0tx−β(θβcβ)x−β(−θβcβ)(
∏
γ<oβ
xsβγ(θγcγ))x−β(θβcβ)(
∏
γ>oβ
xsβγ(θγcγ))
= xβ(ηcβ)w˙0t(x−β(−θβcβ)(
∏
γ<oβ
xsβγ(θγcγ))x−β(θβcβ))(
∏
γ>oβ
xsβγ(θγcγ))
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for some nonzero structure constant η. Conjugation by xβ(−ηcβ) yields
z = w˙0t(x−β(−θβcβ)(
∏
γ<oβ
xsβγ(θγcγ))x−β(θβcβ))(
∏
γ>oβ
xsβγ(θγcγ))xβ(ηcβ)
= w˙0t
∏
γ∈Φ+
xγ(dγ) ∈ w˙0tU ∩O
where the last equality indicates reordering of root subgroups. By the induction
hypothesis applied to z and sβν, the coefficient dsβν is evaluation at the dα for
α in the support of sβν of a polynomial qsβν(X). Besides, each dµ differs from
θsβµcsβµ by a (possibly trivial) sum of monomials in the θµ′cµ′ , cβ and the structure
constants coming from application of (1.3) when reordering root subgroups. More
precisely, we have
(4.17) dµ = θsβµcsβµ +
∑
∗(
p∏
l=1
cilνl)c
j
β
where ∗ denotes a coefficient depending on the structure constants and the sum
is taken over the possible decompositions µ =
∑p
l=1 ilsβνl + jβ for il > 0 and
j ≥ 0. In particular, if µ is simple there is no such decomposition: in this case
dµ = θsβµcsβµ and by Lemmas 4.2 and 4.3 the coefficient csβµ is evaluation of a
polynomial at the cα for α in the support of sβµ, and such support is contained
in {β, µ}. Thus, by the induction hypothesis dsβν is evaluation of a polynomial
q(X) at the cα for α in the support of ν. We wish to prove that the same holds for
cν . Contribution to dsβν as in (4.17) may occur when
(4.18) sβν =
p∑
l=1
ilsβνl + jβ
for il > 0 and j ≥ 0. Then ht(sβνl) < ht(sβν) ≤ m − 1. We wish to show
that ht(νl) ≤ m − 1 for every l so we may apply the induction hypothesis to cνl .
Suppose that there is a decomposition (4.18) and an l for which ht(νl) ≥ m for
some l. Since
m ≤ ht(νl) ≤ ht(sβνl) + 2 ≤ ht(sβν)− 1 + 2 ≤ m
we would necessarily have ht(ν) = ht(νl) = m; ht(sβνl) = m − 2; ht(sβν) =
m − 1 thus sβν = sβνl + α for some α ∈ ∆. Applying sβ to this equality we
would have ν = νl + sβα contradicting ht(ν) = ht(νl).
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Thus induction applies and
cν = ∗q(cα)α∈supp(ν) +
∑
∗
p∏
l=1
(pνl(cα)α∈supp(νl))
ilcjβ
is evaluation of a polynomial depending only on the structure constants. 
Remark 4.5 The proof of Lemma 4.4 can be adapted to show that if Φ is simply-
laced and v ∈ P uα for some α ∈ ∆ then v = 1 so x = w˙0 and O is a symmetric
space.
Proposition 4.6 Let Φ be irreducible, simply-laced, with w0 = −1 and let O be
a quasi-spherical conjugacy class with zO = w0. Then O is spherical.
Proof. If Φ = {±α} is of type A1 the statement follows from even dimensionality
of conjugacy classes ([20, Prop. 4.3]). Indeed, dimO ≤ 2 and for a representative
x of a maximal B-orbit in O we have dimB.x = ℓ(sα) + rk(1 − sα) = 2 by
Proposition 3.9. Thus, B.x is dense in O.
We assume now that the rank of Φ is at least two. By Lemma 4.1 every v ∈
Vmax meets w˙0U for every choice of w˙0 and by Lemmas 4.2 and 4.4 there is only
a finite number of elements in O ∩ w˙0U . We conclude using Lemma 3.1. 
Proposition 4.7 Let G be simple of type F4 and let O be a quasi-spherical con-
jugacy class with zO = w0. Then O is spherical.
Proof. By Lemma 3.1 we need to show that there are only finitely many maximal
B-orbits. By Lemma 4.1 it is enough to show that there are only finitely many
elements in w˙0U ∩O for a fixed w˙0 ∈ N(T ). By Lemma 4.4 it is enough to show
that there are only finitely many possibilities for cα for α ∈ ∆. Applying Lemma
4.2 to the pair α1, α2 we see that for x = w˙0v ∈ O∩ w˙0U there is a finite number
of possibilities for the coefficients cα1 and cα2 in v. Applying Lemma 4.2 to the
pair α3, α4 we see that there is a finite number of possibilities for cα3 and cα4 ,
concluding the proof. 
Proposition 4.8 Let Φ be irreducible of type Cn and let O be a quasi-spherical
conjugacy class with zO = w0. Then O is spherical.
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Proof. If n = 2 by Proposition 3.9 we have 6 = dimB = dim v for every
maximal B-orbit v. On the other hand dimO < 2|Φ+| = 8 because O cannot
be regular (see Remark 2.2). It follows from even dimensionality of conjugacy
classes ([20, Prop. 4.3]) that dimO = dim v so v is dense and O is spherical.
Let us now assume that n ≥ 3. Let w˙0 ∈ N(T ) be fixed and let x = w˙0v =
w˙0
∏
γ∈Φ+ xγ(cγ) be as in Lemma 4.2. By Lemmas 3.1, 4.1 and 4.4 it is enough
to prove that there is a finite number of possibilities for cα for α ∈ ∆. By Lemma
4.2 we have either ∆αi = 0 for i = 1, . . . , n− 1 or cαi = 0 for i = 1, . . . , n− 1.
In the first case, Lemma 4.3 with α = αn−1 and β = αn gives ∆αn = 0 so there
are finitely many possibilities for all cγ . We shall thus focus on the case cαi = 0
for i ≤ n − 1. Then Lemma 4.3 with α = αn−1 and β = αn gives cα+β = 0.
We claim that cγ = 0 for every short root. We proceed by induction as in Lemma
4.4 and we look at possible the contribution as in (4.17) to cν with ν = sβµ and
ht(µ) < ht(ν). This would correspond to a decomposition of the short root sβν =∑
ijsβνj + iβ with ij > 0 and i ≥ 0. If i > 0 we have nontrivial contribution
only if β is a long root, for cβ = 0 if β is short. Thus, both for i = 0 and i > 0
there is at least one νj which is short and then ht(sβνj) ≤ ht(sβν) − 1 = m − 2
so ht(νj) ≤ m − 2 + 1. By the induction hypothesis cνj = 0 and there is no
contribution coming from this decomposition, so the claim is proved.
In other words, putting γn = αn and γi = sisi+1 · · · sn−1αn for i = 1, . . . , n−
1 we have x = w˙0
∏n
i=1 xγi(ai) for some ai ∈ k. We claim that there can be
only finitely many elements of this type in a fixed class O. It is not restrictive
to assume that G = Sp2n(k). Then, G is the subgroup of GL2n(k) of matrices
preserving the bilinear form associated with the matrix
(
0 I
−I 0
)
with respect to
the canonical basis of k2n. We choose B as the subgroup of G of matrices of
the form
(
X XA
0 tX−1
)
where X is an invertible upper triangular matrix, tX−1 is
its inverse transpose and A is a symmetric matrix. Then the computations above
translate into:
x = x(D,A) = w˙0v =
(
0 D
−D−1 0
)(
I A
0 I
)
=
(
0 D
−D−1 −D−1A
)
for some diagonal matrices D and A with D fixed and invertible. It is immediate
to verify that for two diagonal matrices A and A′, the characteristic polynomials
of x(D,A) and x(D,A′) are the same only if D−1A and D−1A′ coincide up to a
permutation of the diagonal entries. Therefore there are only finitely many ma-
trices of the form x(A,D) in a single conjugacy class O. Since by Lemma 4.1
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each maximal B-orbit in O contains some x(A,D) or some of the finitely many
representatives with ∆αj = 0 for every j, there are only finitely many maximal
B-orbits in O and we may conclude by using Lemma 3.1. 
Proposition 4.9 Let Φ be irreducible of type Bn and let O be a quasi-spherical
conjugacy class with zO = w0. Then O is spherical.
Proof. The case n = 2 is dealt with in Proposition 4.8 so we may assume n ≥ 3.
Let w˙0 ∈ N(T ) be fixed and let x = w˙0v be as in Lemma 4.2. We shall show
that there is a finite number of possibilities for cα for α ∈ ∆. It follows from
Lemma 4.2 that we have either cα = 0 for every long simple root α or ∆α = 0
for every long simple root α. In the first case, Lemma 4.3 with α = αn and
β = αn−1 shows that (4.14) cannot be satisfied so cαn = 0 as well. Hence, there is
no freedom for the cα in this case and we shall focus on the second case. Let ∆′ =
{α1, . . . , αn−1} and P = P∆′ . Then x = w˙0v1v2 with v1 ∈ 〈Xα, α ∈ ∆′〉 and
v2 ∈ P
u and we might assume that the fixed ordering of the roots is compatible
with this decomposition. By Lemma 4.4 the factor v1 is completely determined
by the cα for α ∈ ∆′ so there are finitely many possibilities for it. If there were
infinitely many elements in O ∩ w˙0v, there would be infinitely many elements
in O ∩ w˙0v1P u for some v1. We shall show that this cannot be the case. It is
not restrictive to assume that G = SO2n+1(k). We describe G as the subgroup of
SL2n+1(k) of matrices preserving the bilinear form associated with

1 0 00 0 In
0 In 0


with respect to the canonical basis of k2n+1. We may choose B to be the subgroup
of matrices of the form

 1 0
tγ
−Xγ X XA
0 0 tX−1

 where X is an invertible n × n
upper triangular matrix, tX−1 is its inverse transpose, γ is a column in kn, tγ
is its transpose and the symmetric part of A is −2−1γtγ. The above discussion
and Lemma 4.1 translate into the assumption that there would be infinitely many
conjugate matrices of the form
x(V, λ) = w˙0v1v2 =

(−1)
n 0 0
0 0 I
0 I 0



1 0 00 V 0
0 0 tV −1



 1 0
tγ
−γ I A
0 0 I


=

(−1)
n 0 tγ
0 0 tV −1
−V γ V V A


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where: γ is a vector in kn; V is a fixed upper triangular unipotent matrix; A is a
matrix whose symmetric part is −2−1γtγ and by Lemma 4.4 the coefficients of A
and γ depend polynomially on λ = γn and the coefficients of V . The characteris-
tic polynomial qλ(T ) of x(V, λ) depends polynomially on λ thus qλ(T ) = qµ(T )
for at most finitely many µ in k unless qλ(T ) is independent of λ. We claim that
this is not the case. In order to prove this, we need a more explicit description of
V .
Using Lemma 4.2 one can show that, up to conjugation in SO2n+1(k) by diagonal
matrices of type diag(1,−Ij, In−j,−Ij , In−j) the matrix V is an upper triangular
unipotent matrix with all 2’s in the first off-diagonal. Inductively as in Lemma
4.4, using Lemma 4.2 one sees that V is the upper triangular unipotent matrix
with only 2’s above the diagonal. Thus it is enough to exhibit two matrices x1
and x2 of shape

(−1)
n 0 tγ
0 0 tV −1
−V γ V M

 with V as above, lying in quasi-spherical
conjugacy classes and with distinct characteristic polynomials.
Let n be even. For ζ a square root of 2 in k we take γ1 = 2ζ(1,−1, 1, · · · , −1)
and M1 =


0 −2 2 −2 · · ·
2 −4 2 −2
.
.
.
2 −2 0
.
.
.
.
.
.
.
.
. −2
.
.
.
.
.
.
.
.
.
2
.
.
.
.
.
.
.
.
. −4


. Then the matrix x1 with γ = γ1 and
M = M1 is conjugate to a1 =

1 0 00 −A1 0
0 0 −tA1

 where A1 is the upper trian-
gular unipotent matrix with (1, 0, 1, · · · , 0, 1) on the first upper off-diagonal and
zero elsewhere. Using the Jordan decomposition of a1 and the formulas in [8,
§13.1] which hold in good characteristic by [16, Theorem 7.8] we see that the
dimension of the conjugacy class Oa1 of a1 is n2+n = ℓ(w0)+rk(1−w0). Since
x1 lies in w˙0U we deduce from [5, Theorem 5], [6, Corollary 4.10] that Oa1 is
spherical, hence quasi-spherical. Therefore x = x1(V, 2ζ). Let us now consider
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M2 =


4 −2 2 −2 · · ·
2 0 2 −2
.
.
.
2 −2 4
.
.
.
.
.
.
.
.
. −2
.
.
.
.
.
.
.
.
.
2
.
.
.
.
.
.
.
.
. 0


. Then the matrix x2 with γ = 0 and M = M2
is unipotent and lies in the conjugacy class corresponding to the Young diagram
(3, 2n−2, 12) whose dimension is again n2+n. The classOx2 is thus spherical (see
also [19, Theorem 3.2] and [14, Theorem 4.14]) hence quasi-spherical. It follows
that x2 = x(V, 0) and the characteristic polynomials of x1 and x2 are different.
Let now n be odd and let ξ be a square root of −2 in k. We may consider
γ3 = −2ξ(1,−1, 1, · · · ,−1, 1) andM3, constructed asM2, and the corresponding
matrix x3. One verifies that x3 is unipotent and lies in the conjugacy class associ-
ated with the Young diagram (3, 2n−1), whose dimension is n2+n. As above, this
class is spherical, hence quasi-spherical so x3 = x(V,−2ξ). On the other hand,
taking γ = 0 and M4 constructed as M1 we get a matrix x4 which is conjugate to
a2 =

1 0 00 −A2 0
0 0 −tA2

 where A2 is the upper triangular unipotent matrix with
(1, 0, · · · , 1, 0) on the first upper off-diagonal and zero elsewhere. As for n even
we see that the dimension of Oa2 is n2 + n and since x4 lies in w˙0U we deduce
as above that Oa2 is spherical, hence quasi-spherical. Thus, x4 = x(V, 0) and the
characteristic polynomials of x3 and x4 are distinct. It follows that in a fixed class
O there can only be finitely many elements of type x(V, λ). By Lemma 4.1 each
maximal B-orbit contains an element of type x(V, λ) or a representative with all
cα = 0, so there are only finitely many of them. We may conclude using Lemma
3.1. 
Remark 4.10 If H is a connected reductive algebraic group the radical R(H) of
H is a central torus ([22, Proposition 7.3.1]) contained in all Borel subgroups of
H . Thus, a conjugacy class O in H is spherical (resp. quasi-spherical) if and
only if its projection into the semisimple group K = H/R(H) is spherical (resp.
quasi-spherical). Moreover, a conjugacy class in K is spherical (resp. quasi-
spherical) if and only if its projection into each simple factor of K is spherical
(resp. quasi-spherical). Thus, the results we obtained so far apply also to the case
of reductive groups. In particular, if G is connected, reductive with w0 = −1 and
O is quasi-spherical in G with zO = w0 then O is spherical.
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5 Curves in the centralizer
In this section we aim at the understanding of Gx for x ∈ w˙U ∩ O with O quasi-
spherical andw = zO. We shall focus on searching suitable families of elements in
Gx by making use of the particular form of the chosen representative x guaranteed
by Lemma 3.7. By Lemma 3.8 if wα = α then X−α ⊂ XαsαB ∩ Gx. Now we
aim at finding elements in XγsγB ∩ Gx for the remaining roots γ ∈ Φ+, namely
those such that wγ ∈ −Φ+. We shall first analyze those γ for which wγ = −γ,
that is, γ ∈ Φ1, by looking at Gx ∩G(Φ1) = G(Φ1)x. By Lemma 3.7, x ∈ G(Φ1)
so since w is the longest element in W (Φ1) we may use the results obtained in §4.
Lemma 5.1 Let O be a quasi-spherical conjugacy class in G, let w = zO and let
x ∈ w˙U ∩ O. Let α ∈ Φ1 ∩ ∆. Then for all but finitely many c ∈ k there exists
bc ∈ B such that xα(c)nαbc ∈ Gx ∩G(Φ1).
Proof. We have x ∈ G(Φ1) by Lemma 3.7. The element w is the longest element
in W (Φ1) and its restriction to W (Φ1) is −1. Let us consider the conjugacy class
O′ of x in G(Φ1). It is quasi-spherical because B1 = B ∩ G(Φ1) is a Borel
subgroup of G(Φ1) containing T . Therefore O′ is spherical in G(Φ1) by Remark
4.10.
Let P be the minimal parabolic subgoup of G(Φ1) associated with α and let
P u be its unipotent radical. Let x = w˙xα(a)v with v ∈ P u and, for any nonzero
c ∈ k, let yc = n−1α xα(−c)xxα(c)nα ∈ O′. We have, for some nonzero structure
constants θ1, θ2, θ3 and for t1, t2 ∈ T :
yc ∈ n
−1
α (w˙x−α(−θ1c)xα(a+ c)P
u)n−1α
= w˙t1xα(−θ2θ1c)x−α(θ3(a + c))P
u
= w˙t1xα(−θ2θ1c)x−α((θ2θ1c)
−1)x−α(−(θ2θ1c)
−1 + θ3(a+ c))P
u
= w˙nαt2xα(θ2θ1c)x−α(−(θ2θ1c)
−1 + θ3(a + c))P
u
where for the last equality we have used [22, Lemma 8.1.4 (i)]. Then, if
−(θ2θ1c)
−1 + θ3(a + c) 6= 0
we have yc ∈ B1wsαB1sαB1 = B1wB1 because wsα < w in the Bruhat ordering.
Thus, for all but finitely many c ∈ k the element yc lies in B1wB1 ∩ O′. By
Lemma 3.1 applied to O′ this intersection is the dense B1-orbit B1.x so for all but
finitely many c ∈ k there is bc ∈ B1 such that b−1c ycbc = x, that is, xα(c)nαbc ∈
Gx ∩G(Φ1). 
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Next we shall consider the roots γ for which wγ 6= ±γ. The set of all such
roots is Φ2 = Φ \ (Φ1 ∪ Φ(Π)). Let Φ+2 = Φ2 ∩ Φ+. Every α ∈ Φ+2 determines
the following subsets of Φ:
Φ+(α) =
⋃
j>0
(jα+Ker(1 + w)) ∩ Φ+ ⊂ Φ+(Π) ∪ Φ+2 ;
Φ−(α) =
⋃
j>0
(jα +Ker(1 + w)) ∩ (−Φ+) ⊂ (Φ(Π) ∪ Φ2) ∩ (−Φ
+)
and Φ(α) = Φ+(α) ∪ Φ−(α). Fixing an ordering of the roots, we define:
(5.19) Uα =
∏
β∈Φ+(α)
Xβ ⊂ U ; U
−
α =
∏
β∈Φ−(α)
Xβ ⊂ U
−.
Lemma 5.2 Let Φ be a simply or doubly-laced irreducible root system, let w =
w0wΠ and let α ∈ Φ+2 . We have:
1. The subsets Uα and U−α are subgroups of U and U−, respectively.
2. The subgroups Uα and U−α are independent of the chosen ordering of the
roots.
3. Uα ∩ UΦ1 = 1.
4. If X−β ∈ U−α then Xβ 6∈ 〈UΦ1 , Uα〉 = UΦ1Uα.
5. UαU−α = U−α Uα.
6. w(Φ(α)) ⊂ Φ(α)
7. If Φ is simply-laced and wα + α 6∈ −Φ+ then w˙U−α w˙−1 ⊂ Uα.
8. If Φ is doubly-laced and wα+ α 6∈ −(Φ+ ∪ 2Φ+) then w˙U−α w˙−1 ⊂ Uα.
9. If Φ is doubly-laced and wα + α = 2β ∈ −2Φ+ then Xβ ⊂ U−α and
w˙U−α w˙
−1 ⊂ UαXβ. Besides, Xβ commutes with Uα.
10. If Φ is simply- or doubly-laced and wα + α = β ∈ −Φ+ then w˙U−α w˙−1 ⊂
UαXβ . Besides, Xβ commutes with Uα.
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Proof. The first two assertions follow from iterated application of (1.3). Statement
3 follows directly from the definition of Φ(α). Statement 4 is easily seen by
looking at the coefficient of α in the expression of β. Statement 5 follows from
4 and (1.3). The sixth statement follows once we write w = ∏γ sγ for mutually
orthogonal roots γ ∈ Φ1. Let us prove 7 and 8. If w˙U−α w˙−1 ⊂ U then w˙U−α w˙−1 ⊂
Uα because w is the product of reflections with respect to roots in Φ1. Hence, it
is enough to show that wµ ∈ Φ+ for all µ ∈ Φ−(α). If we had wµ ∈ −Φ+ for
µ = jα+y with j > 0 and y ∈ Ker(1+w) we would have µ ∈ Φ(Π) so wµ = µ,
that is
(5.20) 2µ = µ+ wµ = jα+ y + jwα− y = j(α + wα) ∈ −2Φ.
Thus α + wα 6∈ Φ for it could neither be a positive nor a negative root, so
(α,wα) ≥ 0. Taking (2µ, 2µ) we would have
(5.21) 2(µ, µ) = j2((α, α) + (α,wα)) ≥ j2(α, α).
If (α, α) = (µ, µ) then j = 1 and (α,wα) = (α, α) which is impossible proving
statement 7. If (α, α) = 2(µ, µ) we have again j = 1 and (5.20) gives 2µ =
α+wα contradicting our assumption in the doubly-laced case. If 2(α, α) = (µ, µ)
we have j2 ≤ 4 so j ≤ 2. Then either j = 2 and µ = α + wα ∈ −Φ+ against
our assumptions, or j = 1 and 3(α, α) = 4(α,wα). Since this can never happen,
µ 6∈ Φ(Π) and statement 8 holds.
Let us prove 9. Let µ = jα + y ∈ Φ−(α), with y ∈ Ker(1 + w) and j > 0 and
let us assume that wµ ∈ −Φ+. It follows from the proof of 7 and 8 that we have
2µ = j(α+wα) = 2jβ. Hence j = 1 and β = µ so Xβ is the only root subgroup
in U−α that is mapped onto a negative root subgroup under conjugation by w˙, and
it is mapped onto itself. Moreover, for every γ = iα + y′ ∈ Φ+(α) with i > 0
and y′ ∈ Ker(1 + w) we have 2(β, γ) = (α + wα, iα+ y′) = i(α, α) + i(α,wα)
because α + wα is orthogonal to Ker(1 + w). Since (α, α) = (wα,wα) we have
sα(wα) ∈ {wα− α, wα, wα + α, } so 2
(α,wα)
(α,α)
∈ {0,±1}. Thus (β, γ) > 0 and
therefore β + γ 6∈ Φ so Xβ commutes with with Xγ and w˙U−α w˙−1 ⊂ UαXβUα =
UαXβ.
Let us prove the last assertion. Let us assume that β = α + wα ∈ −Φ. If for
some root ν = jα + y ∈ Φ−(α) we had wν ∈ −Φ+ we would have, as before,
wν = ν and 2ν = ν + wν = j(α + wα) = jβ ∈ 2Φ so j = 2 and β = ν. Thus
w˙U−α w˙
−1 ⊂ UαXβUα. As in the proof of 9 we verify that β + γ 6∈ Φ for every
γ ∈ Φ+(α) whence Xβ commutes with Uα and w˙U−α w˙−1 ⊂ UαXβ. 
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Lemma 5.3 Let G be a simple algebraic group, let O be a quasi-spherical con-
jugacy class with w = zO = w0wΠ and let x = w˙v ∈ O ∩ w˙U . Let α ∈ Φ2
be such that α + wα 6∈ −Φ+. Let us also assume, if Φ is doubly-laced, that
α+wα 6∈ −2Φ+. Then for every c ∈ k there exists an element in xwα(c)Uw∩Gx.
Proof. Since wα 6= α we have wα ∈ −Φ+. For every c ∈ k we consider the
elements
y(c) = xα(c)xxα(−c) = w˙xwα(θc)vxα(−c) ∈ O
where θ is a nonzero structure constant, and the elements
z(c) = xwα(θc)w˙xwα(θc)vxα(−c)xwα(−θc)
= w˙xα(ηθc)(xwα(θc)vxwα(−θc))(xwα(θc)xα(−c)xwα(−θc)) ∈ O
where η is a nonzero structure constant. By making use of (1.3) we shall show
that for a suitable uc ∈ Uα, possibly trivial, we have
u−1c z(c)uc = x
∏
γ∈Φ+\Φ1
xγ(cγ) ∈ w˙U ∩ O.
Lemma 3.7 will force cγ = 0 for every γ ∈ Φ+ \ Φ1 so u−1c z(c)uc = x and we
have u−1c xwα(θc)xα(c) = u′cxα(c)xwα(θc) ∈ Uαxwα(θc) ∈ Gx. Taking inverses
will give the statement because c is arbitrary, Uα ⊂ U = UwUw and Uw ⊂ Gx by
Lemma 3.7.
By hypothesis wα + α is either in Φ+ or it is not a root. Therefore we have
xwα(θc)xα(−c)xwα(−θc) = v
′ ∈ Uα. Besides, we have v =
∏
γi∈Φ
+
1
xγi(ci) so
that
xwα(θc)vxwα(−θc) =
r∏
i=1
(xγi(ci)
∏
ai,bi>0
xaiγi+biwα(dabi))
where we intend dabi = 0 if aiγi+biwα 6∈ Φ. We proceed as follows: ifwα+γ1 ∈
−Φ+ we apply (1.3) in order to move the term in Xwα+γ1 to the left of xγ1(c1)
whereas if wα + γ1 ∈ Φ+ we apply (1.3) in order to move the term in Xwα+γ1
to the right of xγr(cr). At each step we might get extra factors either in Uα or in
U−α and we repeat the procedure. Formula (1.3) can always be applied because we
need never to interchange factors in Xβ with factors in X−β (cfr. Lemma 5.2(4)).
Therefore we have:
xwα(θc)vxwα(−θc) = u
−vu ∈ U−α vUα
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because the coefficients of the terms in v are never modified. By Lemma 5.2 (5)
we have xα(ηθc)u− = u−u+ ∈ U−α Uα and thus
z(c) = w˙u−u+vuv
′ = w˙u−vu
′ = ucw˙vu
′ ⊂ Uαw˙vUα
where for the second equality and the inclusions we have used Lemma 5.2 (4,7,8).
Conjugation by u−1c yields u−1c z(c)uc ∈ O∩ w˙vUα hence the term in Uα vanishes
by Lemma 3.7. Then u−1c xwα(θc)xα(c) = u′cxα(c)xwα(θc) ∈ Gx ∩ Uαxwα(θc)
and we have the statement. 
Lemma 5.4 Let O be a quasi-spherical conjugacy class, let w = zO = w0wΠ. If
for some γ ∈ Φ+ \ Φ(Π) and for every scalar c there is an element in x−γ(c)Uw
centralizing x ∈ O ∩ w˙U then for every γ′ ∈ WΠγ and for every d ∈ k there is
an element in x−γ′(d)Uw centralizing x.
Proof. By Lemmas 3.7 and 3.8, the centralizer of x contains X±α hence nα,
for every α ∈ Π. Conjugation by nα preserves Uw and Uw and maps X−γ onto
X−sα(γ), whence the statement. 
Lemma 5.5 Let G be a simple algebraic group with Φ doubly-laced. Let O be a
quasi-spherical conjugacy class with notation as above. Let α ∈ Φ+2 be such that
wα + α = 2β ∈ −2Φ+. Then for x ∈ w˙Uα ∩ O and for every c ∈ k we have
xwα(c)U
w ∩Gx 6= ∅.
Proof. Let z(c) be defined as in the proof of Lemma 5.3. We have again
xwα(θc)vxwα(−θc) = u
−vu ∈ U−α vUα.
Let us first assume that β ∈ −Π. Then u− = xβ(a)u− with u− ∈ U−α ∩ w˙−1Uαw˙
by Lemma 5.2 (2,9). We have
z(c) = w˙xα(θηc)xβ(a)u−vuxα(−c) = w˙xβ(a)xα(θηc)u−vuxα(−c)
by Lemma 5.2 (9). Applying repeatedly (1.3) and Lemma 5.2 (5) we have for
some u′ ∈ Uα, u
′
−, v− ∈ U
−
α , and a′ ∈ k
z(c) = w˙xβ(a)u
′
−vu
′ = w˙xβ(a + a
′)v−vu
′
with uc = w˙v−w˙−1 ∈ Uα. We claim that a+a′ 6= 0. Otherwise, for some nonzero
structure constant θ′ we would have, by Lemma 5.2 (9),
z(c) = xβ((a+ a
′)θ′)ucw˙vu
′ ∈ BsβBwB = BsβwB
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with sβw > w contradicting maximality of w. Thus, a + a′ = 0 and we may
proceed as in the proof of Lemma 5.3. Moreover, ucXα ⊂ Uw.
If β 6∈ −Π then there is σ ∈ WΠ such that σβ ∈ −Π and σα ∈ Φ+ because the
support of α contains at least one simple root outside Π. Since w is the identity
on Φ(Π) it commutes with σ and we have σwα ∈ −Φ+ and σα + wσα ∈ −2Π.
By the first part of the proof for every c ∈ k there is an element in xσwα(c)Uw
centralizing x and we may apply Lemma 5.4 to get the statement. 
Lemma 5.6 Let G be a simple algebraic group with Φ simply or doubly-laced.
Let O be a quasi-spherical conjugacy class with notation as above. Let α ∈ Φ+
be such that wα + α = β ∈ −Φ. Then for x ∈ w˙U ∩ O and for every c ∈ k we
have xwα(c)Uw ∩Gx 6= ∅.
Proof. Let us first assume that β ∈ −Π. We have Xβ ⊂ U−α and w˙U−α w˙−1 ⊂
XβUα by Lemma 5.2(10). We have β + wα = 2wα + α = w(wα + 2α) 6∈ Φ.
This follows as in the proof of Lemma 5.2 (9,10).
Let z(c) be as in the as in the proofs of Lemmas 5.3 and 5.5. As above we
have:
xwα(θc)vxwα(−θc) = u
−vu ∈ U−α vUα.
We may apply (1.3) to move xα(ηθc) to the right of v in the expression of z(c).
Then we have
z(c) = w˙u−vu
+xwα(θc)xα(−c)xwα(−θc)
with u− = xβ(h)u′− ∈ XβU−α , uc = w˙u′−w˙−1 ∈ Uα ∩ Uw and u+ ∈ Uα. Ap-
plying once more (1.3) to xwα(θc)xα(−c) gives only a nontrivial extra term in
Xβ by Lemma 5.2 (10). Then, for some h1, h2 ∈ k and some u′ ∈ Uα we
have z(c) = xβ(h1)ucw˙vu′xβ(h2). Conjugation by u−1c xβ(−h1) yields an ele-
ment z′(c) in xUαXβUα ∩ O ⊂ BwBXβB ⊂ BwsβB ∪ BwB. Maximality of
w forces h1 + h2 = 0 so the Xβ-factor in z′(c) is trivial. Lemma 3.7 implies that
z′(c) = x so, using that β + α, β + wα 6∈ Φ we have
u−1c xβ(−h1)xwα(θc)xα(c) = u
−1
c xα(c)xwα(θc)xβ(h) ∈ Gx
with uc ∈ Uw. By Lemma 3.8 we have xβ(h) ∈ Gx so u−1c xα(c)xwα(θc) ∈ Gx
and taking the inverse yields the statement for β ∈ −Π.
If β 6∈ −Π we may apply Lemma 5.4 as we did in Lemma 5.5. 
We have constructed enough elements in Gx and we are ready to prove the
main result of this paper.
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Theorem 5.7 Let G be a connected, reductive algebraic group over an alge-
braically closed field k of characteristic zero or good and odd. Then every quasi-
spherical conjugacy class O in G is spherical.
Proof. By Remark 4.10 it is enough to prove the statement for G simple. Type G2
has already been discussed in Section 2.1 so we only need to consider Φ simply
or doubly-laced. Moreover, when zO = w0 = −1 the statement has been proved
in Propositions 4.6, 4.7, 4.8, 4.9 so we shall prove the remaining cases. Let v be
a maximal B-orbit in O. We will prove the statement by showing that dim(O) =
dim(v), so that v is dense in O. To this end, we need to show that for some x ∈ v
we have dimGx = dimBx + |Φ+|. We will do so by using x ∈ w˙U ∩ O for
w = zO.
Let us consider the restriction πx to Gx of the natural projection π of G onto
the flag variety G/B. Let gB be in the image of πx. We may assume that g ∈ Gx
and then it is not hard to verify that π−1x (gB) = gBx so each non-empty fiber has
dimension equal to dimBx. Since dimG/B = |Φ+| it is enough to prove that πx
is dominant and use [22, Theorem 5.1.6]. We shall prove that πx(Gx) ∩ π(BσB)
is dense in π(BσB) for every σ ∈ W . In particular, this is true for σ = w0 so
πx(Gx) ∩ π(Bw0B) is dense in π(Bw0B) thus πx(Gx) is dense in G/B.
More precisely, if we identify π(BσB) = π(UσσB) with the affine space
A
ℓ(σ) through the map π(uσ˙B) = π(
∏
γ∈Φσ
xγ(cγ)σ˙B) 7→ (cγ)γ∈Φσ , we will
show by induction on ℓ(σ) that πx(Gx) ∩ Aℓ(σ) contains the complement in Aℓ(σ)
of finitely many hyperplanes.
For σ = 1 there is nothing to say. Suppose that the statement holds for ℓ(σ) ≤
s and let us consider τ ∈ W with ℓ(τ) = s + 1. Then τ = σsα for some σ ∈ W
with ℓ(σ) = s and some α ∈ ∆ with σα ∈ Φ+. Besides, Φτ = Φσ ∪ {σα} so
U τ = UσXσα. By the induction hypothesis the set U ′ of elements u in Uσ for
which uσ˙b lies in Gx for some b ∈ B contains the complement of finitely many
hyperplanes in Uσ ∼= Aℓ(σ).
There are three possibilities: α ∈ Π, α ∈ ∆ ∩ Φ1 and α ∈ ∆ ∩ Φ2.
If α ∈ Π we have Xαnα ⊂ Gx by Lemma 3.7. Then for every u ∈ U ′ and every
c ∈ k there is b ∈ B for which (uσ˙b)(xα(c)nα) ∈ Gx. Let b = xα(r)v for r ∈ k
and v ∈ P uα . Then for some v′ ∈ P uα and for some nonzero structure constant η
we have
(uσ˙b)(xα(c)nα) = uσ˙xα(r + c)nαv
′ = uxσα(η(r + c))σ˙nαv
′ ∈ Gx.
Since c is arbitrary and η 6= 0, if α ∈ Π then πx(Gx) ∩ π(BτB) contains
π(U ′XσατB) so it contains the complement of finitely many hyperplanes in Aℓ(τ).
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Let now α ∈ ∆ ∩ Φ1. By Lemma 5.1 for all but finitely many c ∈ k there is
bc ∈ B such that xα(c)nαbc ∈ Gx. Thus, for every u ∈ U ′ and for those c there is
b ∈ B for which (uσ˙b)(xα(c)nαbc) ∈ Gx. Let b = xα(r)v for r ∈ k and v ∈ P uα .
Then for some v′ ∈ P uα and for some nonzero structure constant η we have
(uσ˙b)(xα(c)nαbc) = uσ˙xα(r + c)nαv
′bc = uxσα(η(r + c))σ˙nαv
′bc ∈ Gx.
Since all but finitely many c were possible and η 6= 0, also in this case πx(Gx) ∩
π(BτB) contains π(U ′xσα(c)τB) for all but finitely many c, thus it contains the
complement of finitely many hyperplanes in Aℓ(τ).
Finally, let α ∈ Φ2 ∩ ∆. Then by Lemmas 5.3, 5.5, and 5.6 for every c ∈ k
there exists uc ∈ U such that x−α(c)uc ∈ Gx. For c 6= 0 this element is equal to
xα(c
−1)tcnαxα(c
−1)uc for some tc ∈ T by [22, Lemma 8.1.4 (i)]. Thus, for every
u ∈ U ′ and c 6= 0 there is b ∈ B for which (uσ˙b)(xα(c−1)tcnαxα(c−1)uc) ∈ Gx.
Let b = xα(r)v for r ∈ k and v ∈ P uα . Then for some v′ ∈ P uα , t′c ∈ T and for
some nonzero structure constant η we have
(uσ˙b)(xα(c
−1)tcnαxα(c
−1)uc) = uσ˙xα(r + c
−1)nαt
′
cv
′xα(c
−1)uc
= uxσα(η(r + c
−1))σ˙nαt
′
cv
′xα(c
−1)uc ∈ Gx.
Then again, πx(Gx) ∩ π(BτB) contains the complement of finitely many hyper-
planes in Aℓ(τ) and we have the statement. 
As a consequence of Theorem 5.7 we get the sought characterization.
Theorem 5.8 Let O be a conjugacy class in a connected reductive algebraic
group G over a field of zero or good odd characteristic. Then O is spherical
if and only if O ⊂ ⋃w2=1BwB.
Proof. This is obtained combining Theorem 5.7 with [6, Theorem 2.7], whose
proof holds also for G connected and reductive. 
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