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Abstract 
 
Radio Frequency Identification (RFID) is gaining significant thrust as the preferred 
choice of automatic identification and data collection system. RFID technology has been 
increasingly deployed in a wide range of applications, such as animal tracking, automatic toll 
collection and mass transportation. A RFID system consists of a transponder (i.e., tag), which 
is attached to the objects to be identified, an interrogator (i.e., reader) that creates an RF field 
for detecting radio waves, and a backend database system for maintaining expanded 
information on the objects and other associated objects. While RFID provides promising 
benefits in many applications, there are serious data management issues that must be 
overcome before these benefits can be fully realized.  
In this thesis, we address the RFID data quality and reliability problems. RFID data is 
fundamentally different from the traditional relational and data warehouse technologies. 
These differences pose great challenges and they need to be fully considered in RFID data 
management systems. Also, RFID uses radio waves to capture data 
automatically. Unfortunately, despite vast improvements in the quality of RFID technology, a 
significant amount of erroneous data is still captured in the system. The observed read rate in 
real world RFID deployments is often in the 60-70 % range. Such level of error rates render 
raw RFID data essentially useless for mission-critical applications such as healthcare and 
inventory management systems. Moreover, RFID data are large, dynamic and time-
dependent. Therefore, missed and unreliable readings are very common in RFID applications 
and often happen in situations of low-cost, low-power hardware and wireless 
communications, which lead to frequently dropped readings or with faulty individual readers. 
RFID data stream is full of duplicate readings. The duplicate data results in unnecessary 
transmissions and consumes network bandwidth. 
In this thesis, we studied the issues contributing to the low quality and unreliability of 
the RFID and propose several approaches to enhance the RFID data quality and reliability. 
RFID naturally generates a large amount of duplicate readings. Duplicate readings can 
produce conflicting information to the system such as tagged object being counted twice. 
Removing these duplicate readings from the RFID data stream is paramount as it does not 
contribute any new information to the system and wastes the system resources. In this thesis, 
we present a data filtering approach that efficiently eliminates the duplicate data from RFID 
data streams. We will also present experimental results of the data filtering algorithm to show 
that the proposed approach provides a significance improvement in the quality of RFID data 
processed. Another problem with RFID systems is that the captured data has significant 
percentage of errors particularly as a result of miss reads. Unreliable readings are often 
happen due to low-power, faulty individual readers and wireless communications. We studied 
the problem of faulty readings due to faulty readers that continuously send readings and 
developed an approach to detect and remove such faulty readings from the RFID data stream. 
We also developed an energy-aware RFID data filtering approach to address the frequently 
dropped RFID readings due to low-power. 
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Chapter 1 
 
 
 
Introduction                          
 
RFID (Radio frequency identification) systems are vastly emerging as primary 
object identification mechanism especially in the supply chain management. 
Automation is one of the RFID advantages compared to the traditional barcodes [1]. 
The manual work of scanning is omitted with the use of RFID. Take the example of 
items replenishment on the shelf. In practice, employees need to monitor manually 
every shelf in the store to ensure the item quantities are sufficient. This task is repeated 
for a number of times in a day. This is not efficient as it is time consuming and not all 
the shelf needs regular monitoring. By using RFID, no manual monitoring is required. 
Monitoring is carried by readers that will alert the system for shelf replenishment if the 
items quantity falls below the threshold. 
Figure 1.1 shows the typical components of an RFID system. The lowest layer 
of the system consists of RFID tags. A tag contains the Electronic Product Code (EPC) 
that is the unique ID for the tag. Tags are attached to an item and can be read by the 
reader. The RFID readers query tags to obtain data and forward the resulting 
information through the middleware to the backend applications or database servers. 
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The applications then respond to these events and application processes orchestrate 
corresponding actions; such as ordering additional products, sending theft alerts, raising 
alarms regarding harmful chemicals or replacing fragile components before failure. 
 
 
 
Figure 1.1: RFID System Architecture 
 
 
In many applications such as manufacturing, distribution logistics, access 
control, and healthcare, the ability to uniquely identify, real-time product track, locate 
and monitor individual objects is indispensable for efficient business processes and 
inventory visibility. The use of RFID technology has simplified the process of 
identifying, tracking, locating and monitoring objects in many applications. RFID uses 
radio-frequency waves to transfer identifying information between tagged objects and 
readers without line of sight, providing a means of automatic identification, tracking, 
locating and monitoring. Many organizations are planning to or have already exploited 
RFID to achieve more automation, efficient business processes, and inventory visibility. 
For instance, after implementing RFID system, Wal-Mart reportedly reduced out-of-
stocks by 30 precent on average. 
An increasing number of major retailers such as Wal-Mart, The Home Depot, 
Kroger, and Costco have installed RFID based inventory management systems in their 
warehouses and distribution centres. Take the example of items replenishment on the 
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shelf. In practice, employees need to monitor manually every shelf in the store to ensure 
the item quantities are sufficient. This task is repeated for a number of times in a day. 
This is not efficient as it is time consuming and not all the shelf needs regular 
monitoring. By using RFID, no manual monitoring is required. Monitoring is carried by 
readers that will alert the system for shelf replenishment if the items quantity falls 
below the threshold.  
 
1.2 Research Significance 
Although RFID systems are vastly emerging as primary object identification 
mechanism, the raw data collected by RFID readers are inherently unreliable [23, 17].  
Since data unreliability would lead to inaccurate decisions or responses, it is imperative 
that the data is cleaned before being sent to the backend system for use by RFID 
applications. There are several factors that lead to the RFID data unreliability: noise 
reading, missed reading, duplicate reading.  A noise reading at one’s check-out point 
will trigger false alarm to a customer who has paid for the purchased items. The system 
here can be considered not reliable and useless because it cannot detect the purchased 
item correctly. The system should be able to filter noise readings completely to avoid 
such thing from happening.  
Another unreliability of the RFID data is due to duplicate readings. A reading is 
said to be duplicate when multiple readings of the same tagged object are observed 
simultaneously due to multiple readers or by a single reader over a period of time.  For 
instance, in the items replenishment example, multiple RFID readers are needed to 
achieve shelf replenishment. However, multiple readers could generate duplicate 
readings. The duplicate reading would represent in incorrect quantity of items on the 
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shelf. For instance, the system will have views that the shelf still have enough quantity 
of items and does not need replenishment while the real case it is not.  
Another class of unreliability of RFID data occurs due to missed readings. This 
occurs for a number of reasons including faulty readers and readers with low power. In 
such situations, it is important to ensure that the system received all the readings on the 
tagged objects. The existence of missed readings will affect the system reliability such 
that the system is unable to monitor or record the object accurately. Therefore a 
mechanism to detect missed readings in RFID data stream is a must to ensure that the 
system operate correctly. 
  
1.3 Research Problems 
This thesis deals with RFID data unreliability problem and proposes energy efficient 
RFID data stream filtering techniques. In particular we address the following four 
research issues in this thesis: 
x How to filter noise readings in efficient manner: Noise reading is one of the 
major problems in RFID data management [4][5]. Noise reading or false 
positive reading, is a reading on a tag that has been corrupted, due to some 
reasons, making out new tag ID that actually did not exists in the reader 
vicinity. The new tag ID, if not filtered, will be considered and process as a 
correct reading, causing application to have inaccurate record on objects. This 
record then will be used to generate important information such as current 
number of items or a record on object’s location. Thus, noise reading must be 
filtered out from the data stream to avoid any misleading information being 
generated in the system. 
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x How to filter duplicate readings in efficient manner: Duplicate readings are 
considered as a serious problem in RFID.  Duplicate readings detection and 
elimination is a part of data cleaning problem. It detects and removes errors 
and inconsistencies from data and improves its quality. Presence of similar 
duplicate records causes over representation of data which is unnecessary. The 
source of the problem originate from (i) RFID reader continuously read tags 
even there is no event occurred (ii) Multiple readers are use for the same 
vicinity, and (iii) Multiple  tags used on the same object to increase reading 
reliability. This thesis present ideas for making duplicate detection algorithms 
faster and efficient with aim to preserved readings to the authorized reader. 
x How to detect missed readings: Missed readings can occur in RFID system 
without being noticed by the user. This happen when the reader experience 
faulty either temporarily or permanent. The reader still generates readings 
which make it looks still working properly. However, the reader missed a 
majority of the reading and the reader must to be quarantined from sending 
new readings. The events of faulty reader need to be detect quickly to control 
the potential damage it can bring to the system.  
x Energy savings mechanism: The problem of RFID is it will keep reading on 
tagged object as long the object is in its vicinity. This cause duplicate readings 
and energy consumption for unnecessary readings. There is also other reader 
that reading on the same tag that makes the duplication problem worst and 
wasting the energy. It is critical to ensure this will not happen especially when 
RFID is used in emergency cases [5] while the reader and tag has limited   
power supply on its board. The power might have been fully consumed before 
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the tag can complete its mission. Therefore a mechanism for energy savings is 
very important and addressed in this thesis. 
 
1.4 Research Objectives 
To achieve the research aim, three main research objectives are identified and need to 
be fulfilled: 
1. To develop a taxonomy of RFID data filtering system that contributes 
understanding towards current approaches, issues and challenges related to the 
topic; 
2. To develop an efficient approach to filter noise readings in an efficient manner.  
3. To develop an efficient approach for filtering duplicate readings in RFID data 
stream;  
4. To propose an approach to detect missed reading that may be caused by faulty 
reader in order to ensure the system is working correctly; and 
5. To propose mechanism to achieve energy aware RFID data stream filtering 
approach. 
 
1.5 Methodology 
The proposed work will be carried out based on the experimental computer 
science method [6]. This method examines the research work to demonstrate two 
important concepts: proof-of-concept and proof-of-performance.  
To demonstrate the proof-of-concept, some important steps were performed. First, 
the research area within RFID data filtering is critically reviewed to provide the 
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overview that leads to the formulation of valid problem statements. From this review, 
the research work is justified. Then, the proposed approach of RFID data filtering is 
designed and analytically analysed. 
Proof-of-performance is demonstrated by conducting the implementation for the 
filtering algorithm using simulations. In those simulations, various parameters and 
workloads were used to examine and demonstrate the viability of the proposed solutions 
compared to the similar baseline solutions. Also, analytical analysis of some proposed 
algorithms is performed to evaluate the correctness. 
 
1.6 Research Contributions 
We detail the thesis contributions as the following: 
1. RFID data filtering taxonomy. This thesis presents taxonomy of RFID Data 
filtering. It investigates related concepts, describes the design themes and 
identifies implementation components required. The presented taxonomy is 
mapped to current RFID system to demonstrate its applicability. Also, the 
mapping assists to perform a gap analysis in this research field. 
2.  Noise filtering.  The thesis introduces approach to filter noise data in RFID data 
streams. The noise is detected by the number of its occurrence which is normally 
less than correct readings. The approach is compared with other baseline method 
and proves that it performance is superior to others.  
3. Duplicate filtering. The thesis presented an efficient mechanism to remove 
duplicate reading from RFID data streams. The proposed algorithm used 
landmark windows structure to store more readings for better comparison to 
produces more reliable results compare to other existing approaches.  
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4. Missed reading detection. The thesis presents a mechanism to detect missed 
reading that caused by faulty reader in the system. The detection of missed 
reading is extremely important to ensure that the readings does not go through 
into system and be treated as correct readings.  
5. Energy Savings Mechanism. This thesis introduces mechanism to achieve energy 
savings in RFID system by reducing a number of readings to be made. Energy 
saving is very important as some RFID is depending on onboard battery that 
have limited life time. In some cases the hardware is expected to perform longer 
especially in the case of emergency.  
 
To summarize, the work presented in this thesis is in line with the current trends 
that enable RFID data filtering without having to build a dedicated infrastructure [5, 
14]. Therefore, it is our thesis to present RFID data filtering solutions that are scalable 
and efficient. 
 
1.7 Thesis Organization 
The chapters of this thesis are derived from various papers published during the PhD 
candidature. The remainder of the thesis is organized as the following: 
x Chapter 2: RFID Data Filtering System. This chapter provides an in-depth 
analysis and overview of existing RFID data filtering approaches, presented 
within a comprehensive taxonomy.  
x Chapter 3: Noise Filtering. This chapter presents an approach to filtering noise 
and duplicates reading in RFID data stream. This chapter is derived from the 
following publication:  
9 
 
o Hairulnizam Mahdin, Jemal Abawajy (2009). An Approach to Filtering 
RFID Data Streams. 10th International Symposium on Pervasive 
Systems, Algorithms, and Networks, pp. 742-746. 
x Chapter 4: Filtering Duplicate Readings from RFID Data Streams. This chapter 
presents an approach to filter duplicate reading in RFID .  The results presented 
in this chapter are derived from the following publications:  
o H. Mahdin, and J. Abawajy (2010). An Approach to Filtering Duplicate 
RFID Data Streams, Lecture Notes on Computer Science: U- and E-
Service, Science and Technology, pp. 125-133. Springer: Heidelberg.  
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Chapter 2 
 
 
 
 
 
 
Literature Review 
 
This chapter provides comprehensive review about the various data management issues in 
RFID. It serves the purpose to understand the current undertakings to ensure data quality in 
RFID. It focused on three major RFID data issues which are noise readings, duplicate 
readings and missed readings. The chapter include in-depth analysis on existing approaches, 
listing the advantages and disadvantages of each approach that specifying on solving the data 
problems. The literature can be used by researcher to understand the background of RFID 
data filtering, the challenges and expectation in the future. 
 
2.1 Introduction 
RFID identification works by reader reading ID on tag and send it to the middleware 
for processing. Before readings can be transformed into information, it needs to be filtered. 
The RFID data stream contains unreliable data such as noise reading and duplicates. Noise 
reads will produce incorrect information such as incorrect stock quantity. Duplicate readings 
need to be removes because it over-represents the data and does not contain new information 
for the system. It needs to be removed to avoid unnecessary processing being performed. 
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 There are two types of filtering: (i) low level data filtering and (ii) semantic data 
filtering [7]. Low level data filtering clean raw RFID data streams. For examples removing 
duplicate and noise readings from the data stream.  The semantic data filtering filters data 
based on demands from system such as list of manufacturers that did shipment in July. In this 
thesis we worked on low level data filtering with focus on noise and duplicate readings. We 
also focus on detecting faulty reader and energy savings in data filtering. 
The RFID data stream is different from the common relational and data warehousing 
because of (i) large size of data (ii) simple tuple structure (iii) inaccuracy and (iv) temporal 
and spatial information that make it require new data management approach [8][9]. The size 
of the data stream is very large because the reader can read multiple tags in seconds and 
repeat it for indefinite times. To illustrate the RFID data size, consider small store that have 
10,000 items. In single reading cycle there will be 10,000 readings generated. If the readings 
are repeated for every 10 minutes, in eight hours there will be already 480,000 tuples. It is not 
easy to dig up information by using query to this large data.  
The tuple structure actually is very simple and has very few attributes. Basically it has 
three attributes which is <tagID, readerID, time>. The tuple contain the identification for the 
item, the location of the item is based on the reader ID (because the reader is usually have 
fixed location) and the time when the reading took place. This simple tuple can provide 
valuable information to the businesses when being analyse with the whole data stream. For 
example, the data stream can represent visually the movement of the items from one place to 
another. However, the filtering process must be carried out to ensure only correct readings are 
used to produce information. It also must be done in efficient way to ensure the performance 
is up to par and fulfil the system needs. This chapter presents and analyse the existing 
filtering approaches has been proposed in order to achieve these objectives. 
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2.2 RFID System Architecture 
A typical RFID system consists of a transponder (i.e., tag), which is attached to the 
objects to be identified, an interrogator (i.e., reader) that creates an RF field for detecting 
radio waves, and a backend database system for maintaining expanded information on the 
objects and other associated objects. Figure 2.1 shows RFID-enabled a generic system of 
interest. Generally RFID system architecture is made of four layers: tags, readers, 
middleware and database and enterprise applications. 
 
Database & Application
Middleware
reader1
Tag1 Tag2 Tag3
Filters
Tagn
reader2 readern
Network
 
Figure 2.1: An RFID-enabled system architecture. 
 
2.2.1 Tag 
In RFID environment, objects to be tracked and monitored are attached with an RFID tag. A 
tag contains memory to store the identifying information of the object to which it is attached 
and an antenna that communicates the information via radio waves. Tags can be classified 
based on their power sources: passive, active and semi-active tags. Active and semi-active 
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tags have their own battery on-boards. Active tags can emit their signal to the reader to start 
the communication while semi-active and passive tag needs to wait the signal from the reader 
to power them up before replying to the signal. The battery on boards owned by semi-active 
tags is only used for processing purposes. For passive tags, it uses the power supplied from 
the reader for both processing and communicating.  Passive tag is the most commonly used 
tags in the market and has an indefinite operational life compare to other tags. Relative to 
both active and semi-active tags, passive tags are very cheap and they are widely used in very 
large quantities in many applications such as supply chain management. 
 
Table 2.1: Tags read ranges  
Tag Types Read Ranges 
Low Frequency Passive 4-15 ft 
Low Frequency Active 8-100 ft 
High Frequency Passive 6-23 ft 
UHF Passive 8-21 ft 
UHF Semi-Passive 15-100 ft 
UHF Active 100 – 1500 ft 
Microwave Passive 1-10 meters 
Microwave Active More than 1000ft 
 
The size for a tag can range from 1 bit (EAS tag), 64 bits to 1 kb for passive tags and 
up to 128 kb for active tags. The type of tags affects the read ranges and the type of 
interference that it has effect to. Low frequency (LF) tag is used to tag animals because it has 
good penetration over the flesh [10]. In the area that has many metal objects high frequency 
(HF) tag is the best. For environment that contains water, metal and human body use ultra 
high frequency (UHF) tag. It is importance to deploy the right tag to increase the chances of 
getting the correct readings. 
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Table 2.2: The advantages and disadvantages for each type of tag 
Type of tags Advantages Disadvantages 
Passive 
Unlimited life-time Short read range distance 
Cheap 
Not possible to integrate with 
sensors 
Small size: make it easy to be used 
with any object 
The tag remains readable for a very 
long time, exposed user to privacy 
breach. 
Active 
Longest read range 
The tag cannot function without 
battery power, which limits the 
lifetime of the tag. 
Capability of initiating 
communications 
Expensive 
Capability of performing 
diagnostics 
Larger in size. Limit application 
Highest data bandwidth 
Long term maintenance that is 
costly if need to replace battery 
Capability to determine the best 
communication path. 
Battery outages in an active tag can 
result in expensive misreads.  
Semi-passive  Longer read range than passive tag Limited life-time 
 
Generally, passive tags are most used tags in many applications because of its cheap 
price than the others [11]. They were use massively mostly in the supply chain application. 
However, due to the low-powered hardware and the massive number of the tags, it raises 
many issues in data management and security. Most of the researches discussed in this thesis 
are based on the passive tags. Table 2.2 list the advantages and disadvantages of each type of 
tag. 
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2.2.2 Readers 
The RFID system is assumed to contain multiple networked RFID readers deployed to 
collaboratively collect data from tagged objects in their vicinity. The reading distance ranges 
from a few centimetres to more than 300 feet depending on factors such as interference from 
other RF devices [10]. The RFID readers query tags to obtain data and forward the resulting 
readings to the middleware. The middleware processes these data and then send it to the 
backend applications or database servers. The applications then respond to these events and 
orchestrate corresponding actions such as ordering additional products, sending theft alerts, 
raising alarms regarding harmful chemicals or replacing fragile components before failure. 
There are two types of RFID reader: fixed and mobile. Fixed RFID reader is installed 
at specific checkpoint to read objects passing by. It is also installed to monitor objects around 
them such as items on the shelf.  The reader also can be mounted on moving object such as 
forklifts to read the objects that the forklift is carrying. The mobile RFID reader is a handheld 
device and usually used to read fixed tag. It can be carried around to read tags in a larger area 
that needs number of fixed reader to do that. However it is not suitable to be used for constant 
monitoring as it needs humans to operate and moving it around which is not cost effective. 
One of issues that always been discussed with mobile reader is the energy saving approach. 
Mobile reader has limited life time because it depends on the battery. The energy saving 
become critical when mobile reader is going to be used in critical condition such as in 
emergency and natural disaster. During an emergency mobile reader might be used for a long 
time which requires efficient energy usage to prolong the reader life time. 
The most important thing in choosing reader and tag for the system is the compatibility 
between the two. Each reader in a market has different read range and frequency they can 
operate. It is important to ensure that the reader’s signal is able to read the tags and the tag’s 
signal also able to reach back to the reader.    
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The typical reader’s read rate on EPC Class1 Generation 2 tags is 1600 reads per second 
[10]. This contributes to the problem of duplicate readings. Although we can increase the 
distance between each reading cycle, there is opposing challenge on it. There are objects that 
are going to stay for a short while in the vicinity. By increasing the distance between reading 
cycle, the reader will missed to read this object which increase the false negative. This issue 
are among the main challenges in providing reliable and efficient RFID systems. 
 
2.2.3 Middleware 
The middleware acts as the centre of RFID systems [12][13]. The primary function of 
RFID middleware is to process large amounts of data within a short period. It collects and 
processes the readings from readers for the use of enterprise applications and enterprise 
database. The process such as filtering and aggregation transform raw data into required 
format for the application. Both low level filtering and semantic data filtering can be 
performed at the middleware. The semantic data filtering is based on the requirement given 
by the application from the next layer. It also provides custom format for data storage before 
it is sent to the database. The middleware also coordinate the readers’ activities, ensure 
reliability in data transmission, improving network communications and allowing 
heterogeneous devices to collaborate together [12]. It also provides user interface to allow the 
user control and configure the process.   
 
2.2.4 Enterprise Application & Database 
The highest layer in RFID system architecture is the enterprise applications and 
database. After readings have been filtered and convert into required formats, it will be sent 
to this layer. Examples of enterprise applications include the Supply Chain Management 
(SCM) and the Enterprise Resource Planning (ERP). This layer converts the data from 
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middleware into meaningful information. It then can delivers information to other application 
system or database. Therefore, a user can refer to the designation database or obtain data in 
the XML format [12]. The system makes business decision based on this information. For 
example user can gather check the objects that are below threshold in their stock. From this 
information they can make decision to order new stock from the supplier. 
 
2.3 RFID Data Filtering Approaches 
In this section, we provide in-depth analysis on current data filtering approaches. We 
categorized the approach based on their technique and data problem. First, we look at the 
type of reading classes in RFID.   
 
2.3.1 Reading Classes 
The type of readings generate by reader could be generally classified into four classes: 
true positive, false positive, false negative and duplicate readings. Each of these readings can 
be possibly generated when a tag tries to reply a signal to reader. That is basically the only 
data that being sent from the tag. The reader ID and time are recorded when the tag ID reach 
the reader.  
Only true positive reading is acceptable in the RFID system. The other types of 
reading are the three major anomalies that need to be removed or smoothed from the data 
stream [14]. Each anomaly has different impact to the RFID system. The unreliable data is 
considered as one major concern by businesses before acquiring RFID into their system. 
They are being listed as one of the major hindrance in achieving widespread adoption of 
RFID technology [15]. 
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(i) True positive 
True positive is correct readings made by the reader. It returns the actual ID on the tag 
to the reader. The structure of tag ID according to the EPC Tag Data Standard consists of four 
parts: Header, EPC manager, Object Class and Serial Number as shown in Figure 2.2 [10]. 
Header identifies the length, type and structure of EPC, EPC Manager identifies the 
manufacturer, Object class identify the type of product and Serial Number is the unique 
identifier for the item. 
 
01.0000E78.00019A.000198CFE
Header (0-7 bits)
EPC Manager (8-35 bits)
Object Class (36-59 bits)
Serial Number (60-95 bits)
 
Figure 2.2: Structure of EPC tag data 
 
(ii) False positive 
The second reading class in RFID readings is false positive, also known as noise 
reading. The reading returns tag ID that does not exist in the system. The corrupted reading 
can be caused by: (i) low power signal, (ii) signal interference, (iii) signal collision, and (iv) 
infrastructure obstacle [8]. Low power signals occur when the tag is located at the end of 
reader’s vicinity or the reader trying to read too many tags at the same time [16].  The tag will 
not be having sufficient power to reply the signal back to the reader successfully. The radio 
signal also can be weaken by interference from metal and water [16].  
The third cause of noise reading is the signal collision which is common in RFID. 
Signal collision occurs when two or more tags responding to the reader at the same time [17]. 
It also occurs when the tag is being read by more than one reader [18]. The signal collision 
can change the content of the signal which creates new ID that did not exist in the system. 
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Another source of noise readings is the infrastructure obstacle such as the orientation of the 
objects and obstacles from the surrounding environment. When numbers of pallets are 
coming together, some of the tags can be buried deep in the pallet arrangement, which made 
them hard to be read. The amount of power coming to them is not enough for the tag to 
responds to the reader correctly, which results in noise readings.  
The effect of false positive or noise readings is it reports an existence of an object that 
is not exists, causing the system to take wrong decision opposing the reality. For example a 
noise read at the security check-out in a shopping mall will trigger alarm indicating that a 
customer did not pay for an item. The noise read also can indicate inaccurate number of items 
available in the store which causing delays in ordering new stock. The noise readings need to 
be removed from the data stream to avoid such confusion in those examples. A pro-active 
step that can be taken to reduce the noise readings problem is to ensure that the right tag is 
used for the application. For example it is better to use high frequency (HF) tag to read object 
that is build up from metal compare to ultra high frequency (UHF) tag because HF tag have 
good performance with metal. 
 
(iii) False negative 
The third type of reading is the false negative or missed reading. False negative is a 
reading that supposedly performed by the reader but is being left from entering the data 
stream. The source of problem can be the same as noise reading, in this case the signal did 
not reach the reader at all to transmit the data. False negative also can occur due to the 
filtering process itself. Some of the filtering process put a threshold for a reading to be 
counted as correct reading within a specific time period. When the object only resides in the 
vicinity for a short time period, the number of readings made on it is less than the threshold. 
Therefore it is being removed from the data stream and left undetected. The effect of false 
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negative to the system is opposed to false positive errors. While false positive add the 
quantity ups from the reality, the false negative reduces the real quantity. There problem with 
the incorrect quantity is like business loss because some of the items shipped to customer is 
not being detected. Simple ways to increase the chances of the tag being read is by increasing 
the number of read cycle or use more than one reader to read the same area [19].  
 
(iv) Duplicate reading 
The next reading class that considered as anomaly is duplicate reading. Duplicate 
reading is common problem in RFID. It is exists because RFID reader has the ability to read 
the same tag number of times as long the tag’s is still the reader’s vicinity.  Duplicate reading 
need to be removed because it over represent the data, unnecessarily occupying the memory 
space and require unnecessary processing. We are only interested on the data that indicate the 
occurrence of events. For example on smart shelf application, the readings that are most 
important are when the item is put on the shelf and when it is being pickup by customer. That 
can indicate the current number of items that are currently available on the shelf. Another 
source of duplicate readings is because more than one reader is covering the same vicinity to 
increase the reliability of the readings. In some cases, the reader’s vicinity was overlapped 
with each other that causing the redundancy. Figure 2.3 shows the RFID types of readings 
and Table 2.3 represent the summary of anomalies reading classes in RFID. 
 
100E
Readings
Time ID
100 100E True Positive
200 300E False Positive
300
400 100E Duplicate
False Negative
Reading Types
-
500 100E Duplicate
 
Figure 2.3: Types of reading possibly generated when reader reads tag 100E 
22 
 
Table 2.3: Summary of reading classes considered as anomalies in RFID 
Reading 
Classes 
Descriptions Sources 
False 
positive 
readings  
Additional 
unexpected 
readings are 
generated.  
RFID tags outside the normal reading scope of a reader 
are captured by the reader.  
Unknown reasons from the reader or environment. 
False 
negative 
readings 
RFID tags are 
not read by the 
reader at all.  
When multiple tags are to be simultaneously detected, 
RF collisions occur and signals interfere with each 
other, preventing the reader from identifying any tags.  
A tag is not detected due to water or metal shielding or 
RF interference. 
Duplicate 
Readings 
Numbers of 
same readings 
by the reader(s) 
Tags in the scope of a reader for a long time and read by 
the reader multiple times. 
Multiple readers are installed to cover larger area or 
distance, and tags in the overlapped areas are read by 
multiple readers. 
To enhance reading accuracy, multiple tags with same 
EPCs are attached to the same object, thus generate 
duplicate readings. 
 
2.3.2 Basic of RFID Data Filtering 
Figure 2.3 depict the basic pattern in RFID data stream that need to be filtered. It 
contains true positive, noise, missed and duplicates reading. At time 100 the reader read the 
tag correctly which it generate the ID 100E. However at time 200 it produced noise reading 
where it generate tag ID 300E, which is not exists in the reader interrogation area. At time 
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300 it misses to read the tag but at time 400 and 500 it read the tag correctly which create 
duplicate readings in the data stream. 
 Basically, the occurrence of true positive is higher than false positive [19]. The false 
positive can be filtered by removing readings that have low readings. The problem now is 
how to set the threshold and how to perform the filtering efficiently. The second anomaly, the 
false negative can be solved by adding more reading cycles, so that tag have more chances to 
be read. By filtering the duplicate reading too, the missed reading can be recovered. For 
example, it has gone missing at time 300, but at time 400 and 500 it is being read again. 
That’s mean the tag exist in the reader interrogation area from time 100 to 500. Based on this, 
the problem of false negative has been solved. The problem now when we increase the 
reading cycle, there will be higher probability on false positive and duplicate readings 
occurrence. Our research will be focusing on filtering these anomalies which in the same time 
recover the missed readings.   
 
2.3.3 Filtering Approaches 
We divide filtering approaches into seven categories: (i) windows-based, (ii) query 
processing (iii) Bloom filter (iv) peer to peer filtering (v) slotting algorithm (vi) data 
modelling and (vii) in-network filtering. The first category is the window-based which 
segment readings using a window. By using windows we can have only the latest N readings 
to be filtered together to ensure the freshness of the results. The second category, query 
processing uses Structure Query Language (SQL) and its variance such as Expressive 
Structure Language (ESL) to filter the data stream.  Next category is by using Bloom filter 
and its variance. Bloom filter achieve space efficiency by allowing some false positive. The 
fourth category is peer comparison, where the approach takes the advantage of reader 
networks by comparing the reader’s readings with each other. The approach can filter noise 
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reading and recover missed reading. Then we have the slotting algorithm, which aim to put 
reader into different slot to avoid signal collision, which is the main source of noise reading. 
The sixth category is by using data modelling. By having specialized data model for RFID, 
the filtering of anomalies data can be done automatically. The storage of the readings needs 
to follow the data structure in the model that does not allow duplicate data. The last category 
is the in-network filtering. The filtering is done in-network. One of the approaches is to 
eliminate redundant reader to save energy. In the same time it reduces the duplicate readings 
by letting less reader to operate. 
 
2.3.3.1 Windows-based 
The incoming readings from reader can be filtered by comparing their number of occurrence. 
Noise readings are low in occurrence compared to true positive readings [19]. Therefore, a 
threshold can be set based on the occurrence rate of noise reading. For example if noise 
readings can occur no more than three times in 10 cycle readings, the threshold can be set to 
4. Only readings that appear more or equal to 4 in the specified range can be verified as true 
positive. The specified range can be expressed in terms of the number of readings or time 
unit. A window can be used to realize the range based on either number of elements or using 
time unit. Generally two types of windows that usually use in data filtering are: (i) sliding 
windows (ii) landmark windows. Figure 2.4 shows the movement differences between each 
window.  
 
(i) Sliding window 
In general, a sliding window with size of N works by keeping N recent readings from 
RFID data stream. When new reading coming in, the current position P of reading R will 
change to (P+1). Therefore reading with position (P > N) in the sliding windows will be 
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removed out automatically. By this sliding window always can maintain the recentness of the 
readings. Many works has used sliding windows to filter the sensor data stream such as in 
[19-21]. 
 
start end start end
Time Time
(a) (b)  
Figure 2.4: (a) Sliding windows, and (b) landmark windows  
 
Baseline Denoise [19] is among the approaches that use sliding windows to filter 
noise readings. The threshold is defined based on the reader error rate. The error rate can be 
gathered by testing the reader in the real environment. The readings from the reader are 
compared with the objects available in the reader interrogation. The percentage of noise 
readings is the error rate for the reader. 
 Baseline Denoise works by counting the number of similar readings in the window of 
each new incoming reading. Before the counting, the incoming reading needs to be inserted 
in the windows. If the number of similar readings in the current window is bigger than the 
threshold, the reading is regarded as a true positive. It will be marked as true positive in the 
window and can be sent to next processing level. If the same reading comes again in the 
window, the marking on previous reading is used to prevent the reading from being sent 
again to the next level. This is to avoid the duplicate readings.  
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 The problem with any approach that uses sliding windows in its original form is it 
need to scan along the windows whenever new element or reading coming in. It can really 
decrease the performance of the filtering process especially for RFID that use to make a very 
frequent readings for every seconds. When there are too many readings coming in at a time, 
the processing time in the sliding windows can grew exponential. It is also inefficient to scan 
almost the same readings in the window every time new reading is coming in. When the 
window is full and new reading coming in, there are only two changes made to the windows: 
(i) the removal of the oldest reading, and (ii) the addition of newest reading. The other 
reading remains the same despite the size of the windows. Efficiency in filtering will be 
decrease when the window is getting bigger. 
 Clearly, sliding windows is not suitable to process RFID data stream if it is used in its 
original form. RFID frequently update its reading, which will cause bottleneck to the filtering 
process. Sliding windows is suitable to be used with RFID if it can avoid the repetitive 
scanning process on its element. This is shown in [20] where they merge sliding windows 
with Bloom filter to avoid the lengthy process of scanning.  
The same approach has been used in [19] to filter duplicate readings using sliding 
windows. In Baseline_merge, for new incoming reading, if there is another similar reading in 
the windows, the reading will be considered as duplicate. It only will be output when there is 
no similar reading in the existing windows.  
The problem with this approach is how to determine the ideal size of max_distance. 
The max_distance is the length of the sliding window. The max_distance size cannot be too 
big because it the scanning process would be too long to cover the whole windows. It’s also 
cannot be too small because the duplicate reading may appear again in another windows thus 
leaving the duplication problem unsolved. Figure 2.5 shows the difference between longer 
and shorter max_distance. 
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T1,T1,T2,T1,T1,T2,T1,T1,T1,T2,T1,T1
T1,T2,T1,T1 T1,T2,T1,T1
Max_distance
Max_distance
=T1,T2
=T1,T2
Max_distance
=T1,T2
 
Figure 2.5: Longer max_distance takes long time to scan along the window, shorter 
max_distance leaving some duplicate data unfiltered 
 
In [21], they proposed that the threshold th that used in [19] and others that using the 
same method should be updated periodically. This is because the error rates might change 
over the time. In their proposal, first filter readings using the current threshold th in sliding 
window. Then check the filtered readings correctness by examined the data format and other 
associated value such as header information. Then set new threshold th based on the error 
rates. However, it is useless to check on the new threshold if the percentage of the error rates 
is higher than threshold. For example, refer to Table 2.4. In Table 2.4, reading of tag T1 and 
T2 is recorded. Threshold is set to 6. T1 will be verified as correct reading at time 800. 
However T2 is regarded as noise because it does not pass the threshold. Instead Ta is 
regarded as correct because it appears more than 6 times. According to [21], the threshold 
needs to be update to 3 based on this situation. The problem is Ta the noise reading also can 
pass the threshold. In this example, the changing of threshold has decrease false negative but 
at the same time increase false positive. For this case, we regarded the system as malfunction 
because the error rate is higher than the correct readings.  
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Table 2.4: RFID raw reading example 
Time Reading T1 Reading T2 
0 T1 Ta 
100 Tf Ta 
200 T1 Ta 
300 Tf T2 
400 T1 Ta 
500 Tf T2 
600 T1 Ta 
700 T1 Ta 
800 T1 Ta 
900 T1 Ta 
1000 T1 T2 
 
 
(ii) Landmark Window 
The second type of window that can be used to filter RFID reading is landmark 
window [12]. When landmark window started, it will not remove any of its elements until it 
meets specified time or points. When it meets the specified point, it will empty the entire 
windows. Like the other windows, landmark window size can be defined by time unit or 
number of elements. Let say a landmark window can hold up N readings, when the (N+1)th 
reading arrive, the whole windows will be emptied. If the landmark window is defined using 
time, such as 8.00 am every Monday, then every 8.00 am Monday the landmark window will 
empty its window and then start to received new readings again.  
The advantage of using landmark window compare to sliding window is the 
comparison among the readings is more reliable because it involves bigger data. Sliding 
windows only compare with current data that limited to its sizes. For example refer to Table 
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2.5. If we filter using sliding windows of size 5 with threshold 3, T1 be detected as correct 
reading at time 600, where it have appears three times from time 200 to 600. By using 
landmark window of size 10, T1 can be detected as correct reading earlier at time 500. This is 
because landmark windows, still keep the reading of T1 at time 0 and 200. The use of 
landmark window to filter sensors data streams has been shown in [22-24]. 
 
Table 2.5: RFID raw reading example 
Time Reading T1 
0 T1 
100 Tf 
200 T1 
300 Ta 
400 Tf 
500 T1 
600 T1 
700 T1 
800 T1 
900 T1 
1000 T1 
 
However, there are two weaknesses of landmark windows: (i) it requires bigger size 
memory than sliding windows to store all the data and (ii) the windows is too big to be 
scanned along. These two weaknesses make landmark window inefficient to filter RFID 
readings. It is a norm for RFID reader to generate a lot of readings. Either defined by time or 
number of elements, the size of landmark window is big. If the size is small like sliding 
windows, the filtering done by landmark windows then will not very reliable. This is because 
when it met the starting point it needs to remove all readings and start again with an empty 
window. There is no previous reading to compare it. Some of reading might be evict from the 
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window without having the chances to be compared. When the window is empty the filtering 
result will be delayed before they got enough reading to be compared.  
If the weaknesses of landmark windows can be can be solved, landmark windows can 
be the best strategy to filter RFID readings. This is because it can hold all the readings in the 
same windows, let say for one day. The status of previous readings has been identified and 
recorded. Whenever there is any repeating reading coming in, the window can identify 
instantly the status of the reading whether it is true positive or unreliable readings. 
 
2.3.3.2 Query Processing 
Jeffery et.al. used query statements to clean RFID data stream [16]. They proposed a 
framework to clean data from sensor device such as RFID readers. The framework, the 
Extensible Sensor Stream Processing (ESP) separates the cleaning process from the 
application. It use declarative cleaning mechanism based on spatial and temporal 
characteristics of sensor data.  
 
(i) Extensible Sensor Stream Processing (ESP) 
There are 5 stages in ESP:  Point, Smooth, Merge, Arbitrate and Virtualize as shown 
in Figure 2.6. At Point, ESP filters all readings from each sensor that match specified 
predicate that may refer to a reading at particular day or time. Then at second stage, Smooth, 
ESP uses the temporal granule defined by the application to correct for missed readings and 
to detect outliers in a single sensor stream. In stage 3, Merge,  it group all readings from the 
sensors using GROUP BY,  and use aggregate function to produce output reading based on 
spatial granule. The Arbitrate stage deals with conflicts such as duplicate readings, between 
data streams from different spatial granules. The query groups its input stream by spatial 
granule and then use HAVING clause to filter readings from spatial granules that do not 
31 
 
match a predicate. The Virtualize stage combines readings from different types of devices 
and different spatial granules. The Virtualize query uses the JOIN construct to combine 
readings from different sources based on timestamps, IDs, or other common attributes. 
However [8] stated that ESP is not suitable for all RFID application because the nature of 
RFID tagged items that are dynamically moving where it is hard to determine the right spatial 
and temporal granule. The temporal granule cannot be too small as it cannot filled the missed 
reading while big temporal granule will failed to capture tag movements. It is the same 
problem with the spatial granule.  
 
Reader A
Reader B
Point
Point
Smooth
Smooth
Merge Arbitrate Virtualize Application
 
Figure 2.6:  Stages in ESP 
 
To address the problem in [8], Jeffery et al proposed SMURF (statistical sMooting for 
Unreliable RFID data), the first declarative, adaptive smoothing filter for cleaning raw RFID 
data streams [25]. SMURF solve the problem uses a sampling-based approach to find the 
right temporal window size and thus solving the weakness of ESP. SMURF set the window 
size dynamically in response to the data. They outline two opposing requirement to have the 
ideal smoothing windows: ensuring completeness for the set tag readings and capturing the 
tag dynamics due to the movement of the tag. However, the problem to determine the right 
spatial granule is still open for exploration [8]. 
The weakness of this approach is its delay the filtering process until the readings 
already in the database. In [26], the author outlines seven principles of effective RFID data 
management, which one of it is to filter readings as early as possible at the source’s location. 
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The delays will cause all anomalies data been carried in the network which increase the 
network traffics. Some of the application also requires readings to be filtered early to provide 
reliable real time information to the system. It is important to supply system with current 
information so that action can be taken quickly if something unusual occurs. For example the 
shipping at a local store can be monitored by real time. If theft occurs the system can issue 
warning to inform about the event occurrence. If filtering cannot be done such critical 
information like this cannot be presented and tracked early. 
 
(ii) Expressive Stream Language (ESL)   
ESL is SQL-based stream language that can suit with common RFID data processing 
tasks [27]. However, some of task, such as checking the workflow of events, cannot be done 
easily using SQL. One of the operators that proposed in the [28] is the Exception_SEQ 
operator. The operator can check the whether the event’s workflow is following the pre-
determine sequence. The operator can raise exception if tuple A arrived instead of tuple B. 
Based on this the exception operator can be used to raise alarm when noise reading coming 
into the data stream. It can filter immediately the noise reading from entering system. 
However, this approach only suitable if we already have the list of expected readings. It’s 
only suitable to be used to check whether the readings are following the pre-determine list or 
sequence as stated. Example the application is like wearable RFID reader to check sequence 
of object used in completing a given task. The operator does not suitable to be used to filter 
readings on object that are unknown to the system.  
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2.3.3.3 Bloom-Filter based Approach 
Bloom filter [29] can represent a data in its bit array of size m that is done through a 
number of hash functions. Each hash function that runs on the data will return a number 
which referring to the counter position in Bloom filter. The counter’s value is turn to one 
from zero when it is being hashed. To test whether a data has been stored in the filter, the 
data need to be run through the same hash functions. If the value of all counters from the 
hashing process is positive, that’s mean the data already have been inserted in the filter. If 
there is more than one counter that is zero, its mean that the data is new and have not been 
inserted in the filter. Bloom filter achieve efficiency by having constant operation in checking 
the existence of the data through the hashing process by allowing some false positive. The 
operation of Bloom filter is shown in Figure 2.7. In Figure 2.7(a) the word “Apple” is 
inserted into Bloom filter using 3 hash functions. In Figure 2.7(b) the “Orange” is checked 
whether it has been inserted to the filter using the same number of hash functions. The first 
and third hash return counter that is zero which means “Orange” has never been inserted in 
the filter. 
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0
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Hash 3
1
0
0
1
0
1
0
BF
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Hash 2
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Figure 2.7: (a) Insertion of “Apple” in the filter and (b) checking whether “Orange” already 
has been in the filter. 
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Bloom filter has been used to filter duplicate data in its original and modified form. In 
[30], Bloom filter is used to filter duplicate data from being sent to the coordinator site. The 
readings that come to remote site will be inserted in the Bloom filter. Then the copy of the 
Bloom filter is sent to the coordinator sites. The coordinator site then updates its filter with 
the new reading and sent it to the other remote site. If the same reading being produced again 
at any of the remote sites, it will be ignored because it has been inserted in the filter. 
However, this approach is not feasible to be implemented because the coordinator needs to 
send the updates to each remote site whenever there is an update to its Bloom filter. To 
reduce this problem, they proposed the Lazy approach where the coordinator needs to send 
the update only to the sites that send new readings. By this the overhead processing can be 
reduced significantly. However this approach is still does not suitable for RFID application 
because RFID generate too many readings. Even if the reading cycle is set with bigger 
interval, when the reader performs readings, they can read all the objects in their vicinity 
repetitively in a short time. There will be a latency to update the coordinator and remote sites 
each times new reading coming in. 
One weakness of Bloom filter is that it does not allow deletion. This is because a 
single counter in Bloom filter can be hashed number of times by different data. Turning the 
counter to zero will affect other data that is not involved in the deletion. To solve this 
problem, Counting Bloom filter (CBF) [31] introduces the use of integer array instead of bit 
array. It allows the counters in the filter to store 8 bits data rather than 1 bit as in Bloom filter. 
When a CBF counter is hashed, the counter value will be increase by 1. When deletion is 
made, the respective counter value will be decreased by 1. Figure 2.8 shows the deletion 
process in CBF. Figure 2.8(a) shows that word “Apple” is hashed and inserted into CBF at 
counter 0, 3 and 5. In Figure 2.8(b) word “Orange” is hashed and inserted at counter 1, 3 and 
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6. Counter 3 which also has been hashed by “Apple” is increase to 2 in CBF. At Figure 
2.8(c), the word “Apple” is deleted from CBF, where all the respective counters are decrease 
by 1. 
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Figure 2.8: (a) Insertion of “Apple” in CBF (b) Insertion of “Orange” in CBF  (c) Deletion of 
“Apple” in CBF 
 
From Figure 2.8(c), we can see that to delete element from CBF, the element must be 
known, otherwise CBF does not have method to identify the original element in its filter. In 
RFID application, reading that is no longer coming in, can indicate that the object has leaved 
the reader vicinity. Therefore the reading can be deleted from memory. However, if we use 
CBF to filter RFID reading, it cannot remove the old readings by itself, because it cannot 
identify which counters represent this reading. In [20], they introduce Decaying Bloom filter 
(DBF) to solve this problem. DBF can delete old readings from its filter automatically by 
incorporate sliding windows movement in its filter.    
The counters in DBF will start with the sliding windows size, and its value will be 
decreased automatically by one when new reading is coming. If the same reading occurs, all 
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the respective counters will be set back to the sliding window size. If there is no new reading 
on the same tags, the reading will be evicted from the filter gracefully resulting from 
decrement process.  
The purpose of Bloom filter is to achieve space-efficient with some allowable false 
positive. The false positive occurs when all the hashed counters is positive for an element that 
have not been inserted in the filter. At one level, all the hashed element will be identified as 
false positive when the Bloom filter has become ‘full’ [20]. It is when almost or all the 
counters have been used to represent the hashed elements. To avoid this, the size of Bloom 
filter must be big enough to cover the number of elements that going to be inserted in the 
filter. Old elements must be removed whenever is possible to reduce the probability of false 
positive.  
 
2.3.3.4 Peer-to-Peer Filtering 
Objects in certain RFID applications move by passing through a sequence of readers 
that monitors their movement. Examples of the application are airport baggage handling in 
[32] and factory assembly line [33]. The objects moves through the same readers, thus the 
reading from the readers can be compared with each other. This approach is used in [34] 
where reading from one reader is used to validate reading generate by neighbouring reader. 
The purpose is to filter noise reading from entering the data stream. Missed reading also can 
be recovered if more than one neighbouring reader did read the object. 
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Figure 2.9: (a) DCCP of the system (b) BPL derived from (a) 
 
 In order to identify the neighbour for each reader, Data Cleaning Cluster Path (DCCP) 
needs to be established. DCCP is the path that used by the objects to passed the readers. 
Based on DCCP, the Business Processing Logic (BPL) is identified. The BPL can be viewed 
as the summary of the path that taken by the object. The example of DCCP and its BPL is 
shown in Figure 2.9. Physically there are four readers R1, R2, R3 and R4. Objects will be 
moving from R1 to R4 through either R2 or R3. Based on this path, BPL will be having three 
main nodes which are R1, R2+R3 and R4. The BPL will be used to verify the readings 
generated at each node. 
In this approach, there are three phases of data cleaning: initialization phases, local 
correction phase and peer correction phase. In the initialization phase, all the readings from 
current, previous and next node will be stored in one table. This table has the structure of 
<TagID, Pre, Current, Next, Status>. In the second phase, the local correction phase, the 
reading of current node will be compared with the reading of previous and next node. The 
readings that are not detected by current node, will be changed as detected if the previous and 
next node did read the tag. The status for this reading will be put as OK. For other condition, 
the status will be set to PAUSE. In the final phase, the peer correction phase, the correction 
will be made based on the peer readings as what have been done in the local correction phase. 
38 
 
However, they did not show clearly how to change the status of the reading except when we 
are having positive reading at both previous and next node. 
 The problem with peer to peer approach is the possibilities of delays in the 
verification process. The verification need to wait for current reader to read the object. If 
something unexpected occurs to the system, such as conveyor line gets stuck, or theft, the 
verification process cannot be completed.  
They also did not show how to verify the reading from the first reader that did not 
have reading from previous node. It only shows how to verify read at current node that have 
previous and next node. The algorithm is also stores a lot of duplicate data in the table. Every 
reading in the system except for the initial and last reader will be inserted in the table at least 
three times. It will be inserted as current, previous and next reading in the same table. Based 
on this the duplication removal cannot be performed until the data cleaning process is 
finished. 
 In RFID, the occurrence of missed readings caused by faulty readers is possible. 
Faulty readers are one of the sources for unsuccessful readings [35]. There is need to validate 
the reader correctness to ensure they do the reading correctly.  In [36], they observed that the 
RFID reader recorded failures 77 times in updating the status of the electronic seal on the 
cargo send to Kenya. The reader failures along with other failures such as GPS failures 
contribute 33.5% trips that contain error and alerts from the overall trips. The failure is 
considered high and must be addressed to increase system efficiency and to minimize loss.  
A simple method to check the correctness of the reader is by using a reference tag, 
which is located near the reader [37]. As long as the reader can read the tag, the reader is 
considered working correctly. However, the reference tag itself can be faulty. If the reader 
cannot read the reference tag, it does not necessarily mean that the reader is faulty. This 
approach leads to duplicate readings problems and in the case of moving tags like in the 
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baggage handling scenarios, the reference tag could not indicate that the reader is working 
correctly because the reading static tags is easier as compared to readings  moving tags. The 
moving tags might disappear from the reader vicinity before it has the chances to be read by 
the reader.  
Redundant readers could be used to mask faulty reader [38-39]. More than one reader 
can be used to monitor the same vicinity. When one of the readers fails, the backup readers 
will step in and do the reading of the tagged objects. More than one tag also can be attached 
to the object hopping that at least one of the tags could be read properly by the reader. This 
approach also suffers from the redundant reading problems. One of the interesting issues is 
how to provide the backups after faulty reader has been identified. In [38], they specify a 
number of logical relationships between the readers in the RFID network. Based on the 
relations, backup reader can be specified when a faulty reader is detected. The most common 
relationship that can be found in the RFID readers is the sequence relation. Sequence relation 
is in the application where the tag will be moving from one reader to another in a predefine 
path, which is similar for objects moving on the conveyor belt. Figure 2.10 shows the logical 
relation between readers and the tag movement through the reader derived from the work by 
[40-41]. The logical relations that can be implied in this figure can be sequence, direction and 
location which are based on the motive of tags movement [40]. Tags maybe moved along a 
set of readers (sequence), based on the movement of the bearer (direction) or moved from 
location to location that already set for them (location). The tags are moved through Reader1 
and end up at either Reader8 or Reader9. Based on the logical relations, the faulty readers 
detected can be covered by other readers in the relation. For example if Reader1 failed it can 
be covered by Reader2 because all the tags will move to Reader2 after the Reader1.  
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Figure 2.10: Logical relation among the readers and tags movement 
 
Many research for detecting faulty sensors have been presented in the literature such 
as in [42-43]. Ding et. al. [42], proposed an algorithm that computes the median of signal 
measurements to identify faulty sensor nodes and filtered out extreme measurement by faulty 
sensors. Median can be used to represent the centre of readings and can show the extreme 
readings from faulty sensors. Other statistical measures that are commonly exploited for these 
purposes are the mean and variance [36], while [44] used median and mean to filter out 
extreme values in the data. Similarly, Jeffery et al. [35], used the mean across both temporal 
and spatial windows to correct faulty sensor values. Faulty sensors can be identified by 
monitoring measurement deviations from the joint mean, median and others [46]. The 
Marzullo’s Interval Fusion (MIF) algorithm [43], finds an interval that is agreed by the 
majority of the readings. MIF has been used in other areas such as the Network Time 
Protocol [47] to find the correct sources in synchronizing clock time among the nodes in the 
network. We will use the MIF to identify faulty readers in RFID network by comparing the 
readings with each other. In the paper, we will compare the performance of Marzullo’s 
algorithm with median and mean to identify readings that produced by faulty readers. 
Marzullo’s algorithm form a part of Network Time Protocol (NTP) and is used to 
choose the correct sources for detecting the exact time and to filter out false tickers from 
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different time sources [47]. NTP is developed by Dave Mills and is use to synchronizes 
clocks of computer system over packet-switched, variable-latency data network. NTP is 
among the oldest Internet protocol that still been used today. Maintaining the correct time 
stamp for events occurring in the networks is very important especially for security reason. A 
well time-define chronology can depicts reliable pictures of incidents occurring among the 
correlated network devices. To suit the needs of NTP, the algorithm has been modified 
slightly to yield a bigger interval.  
Figure 2.11 shows how the clocks time can be different in the networks. Server X and 
Y are the NTP servers exchanging messages with each other. ‘m’ is the message X sends to Y 
and m‘ is the message Y replies to X. m and m‘ form a pair of messages while T1 to T4 are 
timestamps. Timestamp recorded for the events at each server can be different because of the 
network latency. To find the best estimate time Marzullo’s algorithm is used to compare a 
collection of time intervals. Time intervals that did not intersect the interval produced from 
Marzullo’s are considered as false tickers. Marzullo’s is used to get the best estimate on the 
intervals because it is impossible to get the accurate time when involving different network 
devices [48].  
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Figure 2.11: Time latency in exchanging message in networks 
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2.3.3.5 Slotting algorithm 
Slotting algorithm is used to arrange reading slots for readers. The objectives includes 
(i) avoid signal collision among reader or tag which can reduce the probability of noise and 
missed readings (ii) reduce reading duplication for tag that resides in the overlapped vicinity 
and (iii) energy saving by putting some reader into sleep mode. For reader signal collision we 
will be referring to Time Division Multiple Access (TDMA) based approach while for tag 
collision is the tree-based approach. 
Distributed Color Selection (DCS) and Variable-Maximum Distributed Color 
Selection (VDCS) or known as Colorwave is TDMA-based approach to put reader into 
different slot in order to avoid signal collision among the adjacent readers [49]. It works by 
grouping the reader into slot based on the number of their neighbouring readers. Only reader 
in the slot will be turn on when it is called. The other slot will be turn to sleep. The slot is 
assigned in a way that no adjacent readers will be operating at the same time. However, if 
there is still collision, the reader need to called random generator to get new slot. The 
adjacent reader also needs to be assigned new slot. This is happening in the middle of reading 
process which will delay the system. More energy also is spent to give notice to other reader 
on the new changes. The method of assigning the slot to the reader is shown in Figure 2.12. 
 
R1 R2 R3
R2 R3R1
R1 R2 R3
R2 R3R1 R4
R4
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Figure 2.12: (a) Three readers group into two slots (b) R2 and R3 is assigned to the same 
slot 
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In Figure 2.12(a) there are three adjacent nodes represent reader R1, R2 and R3. DCS 
will ‘color’ the nodes based on the number of adjacent nodes. R1 and R3 get the same color 
because both have one adjacent node. R2 have two adjacent nodes and get another color. 
When the system start R1 and R3 will start reading together and R2 will started in the new 
slot. 
However there will be collision as shown in Figure 2.12(b). R2 and R3 have the same 
number of adjacent nodes and were given the same colour. When they started reading their 
signal will collide with each other. When this occur, the reader need to choose new colour 
randomly. The other adjacent nodes also need to choose the new colour. The number of new 
slot assign to the reader now will be increase and this is not good for reading quality because 
it may generate false negative. A tag can get out from the reader vicinity before it gets the 
chances to be read by the reader. Colorwave, the extended version of DCS, minimize the 
number of colour that the reader can choose off. This is to control the number of slot in the 
reader networks. However, it does not solve the main problem of reader collision as shown in 
Figure 2.12(b). Our suggestion is to gather all the information on the readers and their 
adjacent readers, and centrally arrange the slot to get the best results. TDMA based approach 
is not suitable to be used in filtering noise readings for application that require all readers to 
be operated at the same time. For example all reader at the warehouse bay need to be turn on 
whenever the truck sending the shipment has arrived. If slotting algorithm is used the process 
of loading objects from the truck needs to follow the slotting schedule which is not efficient. 
A variant of TDMA has been proposed and known as MRFID [50]. MRFID is the 
enhancement of TDMA that takes into account the mobility of RFID reader. The adjacent 
reader will be put into a different slot to take turn in performing readings. However, this 
approach cannot be applied to applications that require all the readers to be operated at the 
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same time. Moreover switching off some readers will increase the probability of missed 
readings. For example at one’s warehouse different shipment can arrive at the same time. The 
tagged objects are loaded next to each other. If readers have their own schedule to be 
operative, the loading process needs to wait for the reader to be active before it can be start. 
Otherwise the object load into the warehouse will be left unrecorded. 
Signal collision also can happen among tag. An approach to avoid collision is by 
using tree-based anti collision approach [51].  Among the popular approach are Binary Tree 
(BT) protocol and Query Tree (QT). The approach works by matching the tag ID bitwise 
where the tag can be read one by one. The process is known as singulation [52]. This feature 
is only available for EPC Global Gen2 RFID. For example we have 4 tags as listed in Table 
2.6. The reader will start to read tag that begins with ‘0’ to respond. There are three tags 
which are Tag1, Tag2 and Tag3 that will respond. The reader only wants to read one tag at a 
time. It will send signal again requesting tag that started with ‘00’. There are two tags which 
are Tag1 and Tag2 that will respond. The reader then will go for tag that start with ‘000’, 
only one tag will respond which is Tag1. The reader will start communicating with this tag. 
Then the reader will go for tag that begins with ‘001’ until it finished all tag. This approach is 
effective but it takes time and has number of iteration to complete the reading process to 
finish. We need an approach that is simple and reliable but in the same time is efficient in 
terms of reading the tags and filtering noise and duplicate readings.  
 
Table 2.6: List of tag ID 
Tag ID 
Tag 1 00010101000100 
Tag 2 00100101101010 
Tag 3 10101001101110 
Tag 4 01010101000100 
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2.3.3.6  Data Modelling 
Data modelling can be used to enforce filtering on RFID data streams. The structure 
of data model facilitates pre-filtering on the readings. Readings has to be stored in a way that 
specified the data model. This is shown in RFID Cube model where readings are grouped 
together based on location and time [52]. RFID Cube is proposed as a model for RFID data 
warehousing. The large size of RFID data stream requires such model to ensure efficiency in 
data storage. The removal of duplicate readings is done during initial phase of RFID Cube 
implementation. Figure 2.13 shown how readings are grouped together based on their time. 
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Figure 2.13: RFID readings is merge based on time_in and time_out 
 
The model design is based on the following observations:  (i) a lot of duplicate 
readings generated in RFID applications (ii) objects tend to move and stay together (iii) 
objects can be grouped based on locations and (iv) queries from the management can be very 
specific. The way that the aggregation going to be performed must not affect the information 
contains in the data stream. If it is not done properly the data can lost some information and 
unable to provide answer to specific queries. To remove duplicate readings, the model 
merges the readings based on the object time_in which indicate when the reading is started 
and time_out which refer to time on the object’s last reading.  The merging formed a new 
tuple contains which is <EPC, location, time_in, time_out>. In the experiment, 188 records 
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can be minimize to 17 records only. This is a 91% reduction from the actual records. 
Preserving the time_out can provide information on how long the objects has resides in the 
vicinity. If there is any abnormal pattern on the object compared to others in its batch, it may 
indicate something unusual like the object have been left out from shipment.  
RFID Cube is suitable to remove duplicate readings in RFID. However, like the query 
approach, it will delay the removal until all data have been gathered together. This will 
burden the network traffic to carry all duplicate readings from one site to another in RFID 
system. Instead, the aggregation should be started when the first reading on the objects 
arrived. When same reading is coming in again, update the time_out only. After a while the 
reading can be sent to the next level to be process.  
The second data model proposed is Data Model for RFID Application (DMRA) [53]. 
DMRA is an extension to current Entity Relationship (ER) model. RFID data is different with 
other sensor data that make them less suitable to be modelled using DFD. RFID data contain 
state changes of an item that need to be preserved. By integrating the RFID application logic 
in the data model, the task to filter noise and duplicate readings will be easier. This is because 
the data model has enforced data structure that pre-filter the readings. It extends the ER 
model with two new features: temporal relationship and nested relations. The two type 
temporal relationships in RFID entities are relationships that generate events and relationship 
that generate histories. Timestamp is used as attribute for events-based relationship while 
tstart and tend for recording histories. This feature provides DMRA with nested relation that 
can be used with read-write RFID applications. The RFID reader will write a new value 
associated with the same tag which indicates the nested relations. For example a temperature 
sensor can record different temperature readings but it is associated with the same tags. This 
will reduce the duplicate readings because the other attributes of the tag such as reader_ID 
does not need to be recorded repeatedly.  
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2.3.3.7 In-Network filtering 
Carbunar [54] proposed Redundant Reader Elimination (RRE) algorithm to detect 
redundant reader. Its objective is to save energy by turning off the redundant reader.  
Duplicate reading from different reader also can be reduced. The requirement for this 
algorithm is rewriteable tag. This technique will disable some redundant reader when the 
other reader is activated. RRE works as follows: each reader will take turn reading tags in 
their vicinity. The reader will write the number of the tags it has covered, to all the covered 
tags with the reader’s Id. When next reader take it turns to read, it only can rewrite the tag 
only if the number of tags it covered is bigger than the amount written on the tags.  The 
reader that has the highest number of tag covered will lock the tag. Reader that has not locked 
any of its covered tags is declared redundant. In Figure 2.14, by using RRE only R2 will be 
put into operations. The others are declared redundant and will be removed or turn off.  
 
R1 R4R2
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+T1
+T4
+T3
+T2
 
Figure 2.14: R1, R3 and R4 are redundant  
 
However, the authors stated that this algorithm will have problem to work in a place 
where every reader discover the same count tags as shown in Figure 2.15. By using RRE, 
only R1 and R5 will be detected as redundant. This is not the optimal solution because R3 
can also be declared redundant.  
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Figure 2.15: Only R1 and R5 are redundant using RRE. 
 
Another approach [55] extends the RRE by assigning weights to the reader based on 
their number of neighbours. Reader will take turn reading the tags, and reports it to the 
central system. The reader with the most weight and read the most tag will lock the tag. 
Reader that did not have any tag will be declared as redundant. 
Both approaches are not practical for RFID because the tags are always moving 
around. It would not stay long at one’s vicinity. When it is moving to other vicinity, it cannot 
be detected because the other reader has been removed. The slotting should not base on the 
tag location unless the tag is stationary which is rare to be found in RFID application. Tag is 
only stationary when it is use to mark a place such as a building for maintenance purposes 
[56]. The tag contains the information about the building such as recent date of maintenance 
done. In this case, only the reader is moving to read the tag for a while. There is no need to 
arrange slot for the reader as what RRE proposed. 
In [57] they proposed Energy-Efficient In-Network RFID Data Filtering Scheme 
(EIFS) to filter duplicate readings in wireless sensor network. The objective of EIFS is to 
reduce the burden at the central processing and distributed the filtering task to the cluster 
head. Readers are divided into cluster and will send the readings to their cluster head. There 
are two level of filtering: (i) intra-cluster filtering and (ii) inter-cluster filtering. For intra-
cluster filtering, the cluster head will only filter data that came from the node within the 
cluster. The data is identified through a special field in the data packet known as f field. If the 
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value of f field is 1, that’s mean the data packet came from within the cluster. The cluster 
head will filter duplicate reading and set the f field to zero. Then the data packet is sent to the 
base station. When the data pass by any intermediate cluster head, the cluster head will know 
that the data is already filtered at its own cluster. 
For inter-cluster filtering, if the intermediate cluster head found that the data from 
other cluster is duplicates with its data, it will send feedback message to the cluster head. The 
cluster head will change the route of the duplicate data, to the nearest neighbour cluster head. 
The purpose is to eliminate the duplicate data close to its source. For this approach, they 
assume the tag is not moving or the movement is sparse.  
In this paper, they did not identify the approach to filter the duplicate readings. The 
approach focusing on the location to perform the filtering with the aim to reduce transmission 
in order to achieve energy saving. The problem with inter cluster filtering is, when the cluster 
head change the routing of the duplicate data to the nearest neighbour cluster head, the 
duplicate data problem still exists. First, the intermediate cluster head detected that the data is 
duplicate with its data. It then send message to the cluster head to change route for the 
duplicate data, which purposes is to eliminate the duplicate data in the next round at the other 
neighbouring cluster head. However, the same data still exist at the intermediate cluster head 
and same data also still exist at the neighbouring cluster head. Figure 2.16 presents this 
problem.  
In Figure 2.16, CH1 send its data to the intermediate node CH2. CH2 found the data 
is duplicates with its data. It send message to CH1 to change the route via CH1 neighbour 
which is CH3. The purpose is to remove the data early at CH3 with assumption that the data 
also will be detected at as duplicate data at CH3. However the same data at CH2 and CH3 
still exists where they will meet only at the sink node. The approach need to be modified in a 
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way that no similar data from different cluster will be send to the sink node. This will really 
reduce the data transmission and save the energy at each node. 
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Figure 2.16: New route for data from CH1 after CH2 found duplicate 
 
2.4 Summary 
This literature presented number of approaches to filter readings for RFID data 
stream. The listed approaches show that they are emphasizing on enhancing data quality and 
system’s efficiency. The data quality is very important to ensure the system’s reliability. This 
is because RFID data stream is used by backend application to make important business 
decision. Inaccurate data will generate loss to the business as they lead to the generation of 
incorrect information. The system’s efficiency is also important to ensure that RFID able to 
response to user need quickly, such as accurate and undelayed tag identification.  To achieve 
this we need to remove unnecessary readings such as duplicate readings that are not 
contributing new information to the system. In this thesis, based on the discussion and 
analysis, we are proposing number of approaches to remove data anomalies efficiently in 
order to generate clean and reliable RFID data streams. 
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Table 2.7: Summary of the data filtering approaches 
Approach Advantages Disadvantages 
Sliding window Real-time filtering. 
Need to scan along the sliding 
windows each time new reading 
coming which is inefficient. 
Landmark 
window 
Reliable filtering because 
compares more readings than 
sliding windows. 
The size of the windows can be 
too big. Need to scan along the 
window each time new reading is 
coming. 
ESP 
Reliable filtering process, 
filtering is done by comparing the 
whole data stream. 
Deferred filtering. Need to wait 
all readings to be complete before 
start filtering. 
Peer to peer data 
cleaning  
Able to filter noise reading and 
recover missed reading. 
Need to wait for previous and the 
next to complete readings before 
can do filtering which is 
complicated. 
Bloom filter, 
Decaying Bloom 
filter 
Efficient approach which is very 
fast and use less memory. 
Need to allow some false 
positive. Does not store the 
original data. 
RFID Data Cube 
Merge all duplicate readings into 
single readings. 
Deferred filtering. Cannot provide 
real-time filtering result. 
Distribute Color 
Selection (DCS), 
Colorwave, Tree-
based 
Reduce noise readings by 
avoiding signal collision. 
All the reader cannot be turn on at 
the same time. Some applications 
need all reader to be turn on at the 
same time. 
In-network 
filtering 
Filter duplicate readings at local 
nodes, reduce burden on network 
traffic. 
Not practical to be used with 
RFID because assume tag is not 
moving. 
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Chapter 3 
 
 
 
 
 
Noise Filtering in RFID Data 
Stream 
 
 
RFID is gaining significant thrust as the preferred choice of automatic identification and 
data collection system. However, there are various data processing and management 
problems such as noise readings which hinder wide scale adoption of RFID systems. 
Noise readings need to be removed from RFID data stream because its affect data 
reliability. Even its presence is at low percentage it can make an application useless to 
the business. It prevents RFID from providing accurate reports to the system. The 
readings failed to represent actual objects in the system. To this end we propose an 
approach that filters the captured data including noise removal. Experimental results 
demonstrate that the proposed approach improves noise filtering process when 
compared with the existing method. 
 
3.1 Introduction 
In recent years development, RFID has took over human roles in monitoring and 
verifying objects details. They were performing the labour intensive job which is 
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impossible to be done before, easily. Counting on hundred thousands of objects in 
single shipping is not a problem for RFID, which can be done automatically in short 
time with minimum human intervention. However, like humans, RFID is prone to error. 
The result could be more devastating because RFID is dealing with large volumes of 
objects in short times. One of the major errors they made is noise readings. Noise 
reading or false positive reading is common in RFID especially in low-powered 
hardware and in dense reader deployment. They exist because of many factors such as 
weak signal and signal interference. 
Noise reading needs to be filtered because it was incorrect reading that can 
affect system reliability. Each reading generated by the reader represent actual object 
resides in its vicinity. Unfiltered noise reading will simply certify the existence of 
absent object. It adds up the number of objects being monitored. It failed the RFID from 
reporting the actual situation at the given moment. For example RFID systems will 
inform users that there are still enough stock in the store while it is not. Because of 
noise reading too the system is unable to report correct ID for specific object. The object 
then cannot be tracked due to non-existence of its record in the system. It will let 
counterfeiting to get away easily due to the system’s unreliability. 
Although noise reading is not a new issue in sensor data management, the RFID 
noise reading cannot be filtered based on traditional data stream approach. The 
characteristic of RFID data is very unique compared to other sensor’s data. The data is 
large in volume and contain simple attributes but require fast handling to fulfil the need 
for real time data. Thus it needs new filtering approach that can handle these 
requirements very well. The specific objective of this chapter is to detect and correct 
data recording errors to increase data quality. To this end, we propose an approach to 
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clean the RFID data stream from noisy readings. Two contributions are made in this 
chapter. First, we introduce a new method that identifies the correct readings efficiently. 
The second contribution is to minimize duplicate readings from the incoming data 
streams.  
 
3.2 Problem Overview 
In this section we provide various definitions for noise readings, sources and the 
consequences of noise readings. We also discussed on how to minimise noise read and 
the strategy that can be used to filter noise readings. 
 
3.2.1 Definition of noise reading 
Noise reading can be simply stated as unexpected reading from the reader. One 
type of unexpected reading is reading on tag that did not exist in the vicinity. This can 
happens due to some factors such as interference and weak signal. The original data sent 
by the tag to the reader is corrupt and it making out a new tag Id. The new tag Id 
represents the tag that did not exist and thus is a noise reading.  
The other type of reading that considered as noise is an unexpected reading on 
tag that actually resides in the reader vicinity. For example in [58], the user wears RFID 
reader at their wrist to detect the appliances that they used. However the reader not only 
read the appliance used by user but also the appliance that located near the user. The 
noise causing the application failed to generate the correct list of activity done by user 
based on the appliance being used. The reading on the object that they did not hold is 
considered as noise although the object is actually present in the reader’s vicinity.  
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Figure 3.1: Tagged objects on a conveyor belt 
 
Table 3.1: Tags reading example 
Time  Tag Reader Remarks 
01:00 T1 R1 Correct reading 
01:00 T2 R1 Correct reading 
01:00 T7 R2 Noise reading, object did not exists 
01:00 T3 R2 Correct reading 
01:00 T4 R3 Noise reading, object has been put outside the 
conveyor 
01:00 T8 R2 Noise reading, object did not exists 
01:00 T5 R3 Correct reading 
 
Figure 3.1 shows reader R1, R2 and R3 are reading on tag T1, T2, T3, T4 and 
T5. The tags are moving on a conveyor belt based on the arrow direction. Each tag is 
attached to an object. The readings by the reader are listed in Table 3.1. In Table 3.1, all 
the readings shown are made at the same time. There are three noise readings as 
remarked. First, T7 by R2 is a noise reading because T7 is not exists in R2 vicinity. 
Second, T4 by R3 is considered as noise because T4 has been put aside from the 
conveyor, because has defects and rejected from the production. However because of it 
56 
 
location it still being read by R3. Next is T8 by R2. This is noise like T7 because it does 
not exist in R2 vicinity.  
 
3.2.2 Effects of noise readings  
Unfiltered noise reading decrease system’s reliability in many ways. The 
readings will be counted as correct reading and is used by application to make important 
business decision. The result could be devastating. For example, RFID reader is used to 
prevent unchecked book from leaving the library. If someone tries to do it, an alarm will 
be sounded. Let say someone is going out with a checked book, but unfortunately at the 
same time the reader is producing noise reading that make the alarm sounded and 
alerted the library personnel. When they check the person there is nothing wrong with 
it. Here it shows how noise reading wasting time for both parties. When the real event 
occurs, the offender might just go away because the personnel thought it was false 
alarms. In another example, is on a smart shelf application. The reader generates noise 
reading which makes the count of items on the shelf incorrect. Based on the readings 
there are 4 items left on the shelf but in actual occurrence there are only one item left. 
The store personnel could not make correct decision because the system showing that 
the items on the shelf s still above the threshold. They also do not prepare to order for 
new stock. When they realize the actual situation, the business already experience losses 
due to late response to act to over current situation.    
 Both scenario shows that how noise reading can affect system reliability and 
bring loss to businesses. The stakeholders rely on RFID 100% to feed them with the 
correct and accurate information and help to gain business advantages. The RFID has 
enable minimization of human labour and achieved something that is impossible to be 
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done with the barcodes before. If RFID unable to perform the job reliably that’s mean 
the system is useless to the user. Therefore, mechanism to filter noise reading efficiently 
is paramount in RFID to ensure system reliability. 
 
3.2.3 Sources of noise reads 
Noise reading is common problem in RFID systems especially those using 
passive tags [8]. There are many factors that can lead the generation of noise reading. 
The first factor that can cause noise reading is weak signal [59=61]. Noise reading can 
occur when the tag did not have enough power to reply the reader signal. It can be 
caused by the location of tag that is far from the reader. Every reader has two different 
detection areas: major detection and minor detection area. If the tag is located at minor 
detection area they may received not enough power. The tag is unable to respond 
correctly when they have limited power. The signal can be lost during transmission 
which caused missed reading or corrupted and be noise read. Weak signal also can be 
caused by the tag load for the reader.  When there are too many tags to be covered by 
one reader, the power distribution would be affected. There are tags that will receive 
less power that make them unable to reply the signal correctly. They are many works in 
the literature such as in [62-64] discussing on balancing tag loads to ensure proper 
power distribution. The tag and reader performance also plays roles in producing 
required signal strength. The manufacturer produce read and tag with different 
capability such as read range and read rate. Others factors influencing the signal 
strength includes tag’s orientation on the object, the movement rate of the tags and type 
of the tag used in the system. The tag orientation on the object affects the probability to 
be read. Tags might be hidden underneath of object that makes them get less power 
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from the reader. The tag’s movement rate need to be aligned with it capability to pick 
up the power from the reader. If the tag is moving too fast, they cannot get enough 
power to ensure proper signal transmission to the reader. 
 The second factor that causes noise reading is the signal interference. Signal 
interference occur when surroundings environments contains substance from metal and 
water which is not friendly to RFID system at ultrahigh frequency. The substance can 
distort or prevent the signal from reaching its destination correctly. For example signal 
from UHF tags will end up absorbed by waters or bounce back by metal.   
Signal collision happens in RFID when two readers simultaneously want to read 
same tag. The signal collides and distorted. It affects the tag’s ability to reply to the 
reader. Signal collision also happens among the tags when two tags want to reply to the 
same reader at the same time. The signal collides before it can reach the reader and 
corrupt the data it carries.  
 
3.2.4 Noise readings minimisation 
To minimize the occurrence of noise reading, there are number of strategies can 
be applied. To increase the reliability of the readings, use more reader to read the tag. 
The reader can confirm with each other whether a reading is a noise or not. However 
this strategy increase cost to purchase additional reader, its maintenance and data 
processing. The use of multi tags also can helps to reduce noise readings. Sometimes 
due to improper handling on the object the tag orientation is far from the reach of the 
reader. The use of multi tags increase the chances for the tag to be read easily. Smooth 
readings process can ensure correct readings.  Figure 3.2 shows the use of multi tags on 
one object. The advantage of using multi tags is we do not have to worry the chances of 
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the tag being read despites poor handling of the object. The reader can reach either of 
the tag that available in different object surfaces. However the drawback of this method 
is increasing in volume of duplicate reading that need to be filtered. 
 
Tag 1
Tag 1
Tag 1
Reader Object  
Figure 3.2: Tag orientation on the object influence signal strength 
 
To avoid signal collision, there are many anti-collision algorithms for both 
reader and tag. Anti-collision tag algorithm such as Aloha [65] can prevent tag’s signal 
from colliding. The tag will take turn to be read based on their ID. There are no tags 
going to be read at the same time.  The anti-collision algorithm for reader such as DCS 
and Colorwave [66] provides reader scheduling method to avoid the reader collision. 
Reader will take turn to with their adjacent reader to read the tag. However there is anti 
collision in EPC Gen 2 protocol algorithm that causing tag to be collides all the time 
[67]. The tag never makes it to be identified by the reader.  
 To reduce the chances of noise readings, the system must be setup accordingly. 
For example the type of tags to be use must be able to work with the object they are 
going to be attached and the surrounding materials. If there are interference source, the 
type of tag used must be able to overcome it. Make sure that the distance between the 
reader and tag is near to transfer the power. This is because the signal detection will 
drop automatically when the tag is not in the detection area. Using the high quality and 
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powerful devices also helps to reduces noise readings. However this option may not 
viable to the business because of cost restriction. The tag need to be cheap enough 
where it cost would not be significant to be attached to the business merchandise. 
 
3.2.5 Noise Readings Filtering Strategies 
There are number of approaches have been proposed to remove out noise 
readings from RFID data stream. For example, Baseline Denoise [19], peer to peer 
cleaning [34] and ESP [68]. We divided noise readings filtering strategies into three 
categories which is threshold based, peer to peer comparison and rule-based. On the 
first strategy, only readings that appear more than threshold can be confirmed as correct 
reading. Reading that did not passed the threshold is considered as noise readings. This 
method is based on the principle that tag resides near the reader will have more 
readings. Therefore it suits to filter noise reading that represent reading on tag that did 
not exists or tag in the reader vicinity but unexpected.  
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Start EndCount the number readings:
IF Pass threshold THEN correct reading;  
Figure 3.3: Noise readings removal based on threshold 
 
Figure 3.3 shows the use of threshold in removing noise reading as used in [19]. 
They use sliding windows to count on the appearance of each reading. The counting is 
done in sliding window, where when new reading coming in, they count similar reading 
in the window. If the count passes the threshold, the reading is considered as valid. 
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However if more readings are coming in a short times, the algorithm will have longer 
processing times because they need to go to every reading in the windows for each 
incoming reading.   
The second strategy is peer to peer where reading is compared from different 
reader. In [67] stated that reading comparison also can be done among the antennae that 
spaced several meters from one another on the conveyor belt. This comparison on 
reader readings has been presented in [34]. A reading is considered as noise if similar 
reader could not be found from the adjacent readers. However, this method only suitable 
if the application has number of readers that are networked together. The approach also 
delays tag identification because it need to wait the tag to pass by another reader or 
antennae.  
The next approach is using rule-based where reading is group based on pre-
determine criteria. Noise and duplicate readings will be automatically removed out from 
the data stream when the criteria are imposed on the data stream. This is shown in [68] 
where ESP imposed criteria on the data stream to evict noise readings.  However ESP is 
not suitable for RFID application that need to process data in real time manner. In need 
to wait for the reading process to be complete to produce reliable results. 
The algorithm that we proposed used the threshold method. The way we work is 
to filter without the use of sliding windows because sliding windows do not have the 
capability to handle large data from RFID reader. In the performance analysis it shows 
that our approach performs better than the existing approach. We opted to use threshold 
method because it does not require new architecture and easy to be adapt by any RFID 
system. It is unlike the peer to peer strategy that only suits certain RFID architecture. 
They will also generate more readings which will cause duplicate readings. They take 
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more time to filter large volume of readings which will delay the result.  
 
3.3 The Denoising Algorithm 
Tagged objects will have multiple reading cycles while they are within the area 
of detection. During the reading process, sometimes noise readings are generated. 
According to [19], these noise readings have low occurrence rate compared to correct 
readings. Based on this, we use a number of reading occurrences per time to distinguish 
between correct and noisy readings. We specify the number of occurrence, or count 
threshold and time threshold based on the reader error rate. Reading that appear below 
count threshold in a given time is considered as noise and will be discarded from further 
processing. We keep track on the number of occurrence of each distinct readings and 
the time length for the occurrence to happen. To get the time length, the initial and latest 
reading of the tag need to be saved and updated. The details of the tag are stored in a list 
which holds the data on tag id, reader id, initial and latest timestamp, number of 
occurrence and output status. The id can be both reader id and tag id for tags that 
covered by multiple readers. Or the id can be tag id for those covered by a single reader. 
 The pseudo-code in Figure 3.4 shows the proposed algorithm. In the algorithm 
the CHold and THold parameters denote the count threshold and the time threshold 
respectively. The algorithm maintains a list of recently received readings from the tags 
along with the number of times that the reading is received and the time of the last 
reading. The time length is calculated based of the difference between the latest and 
initial time of reading for the tag. 
For each incoming reading R, the reader checks if the reading is already in the 
list (step 2 - step 9). In step 2 to 5, new readings along with the arrival time are stored in 
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the first available position in the list. The arrival time are stored both in the initial and 
latest timestamp to provide us the time length in case a reading only appeared once. 
This is useful when cleaning process is carried out which aimed at removing reading 
that identified as noise reading from the list. For the new reading, the count of 
occurrence is set to one to indicate it has been detected for the first time. If the reading 
is already in the list (step 6 – step 11), we update the latest timestamp with the arrival 
time and increase the number of occurrences by one. Updating the latest timestamp will 
give us new time length that indicates how long the tag has been read by the reader. 
 
Algorithm Noise Removal Algorithm (NRA) 
INPUT: R, timestamp, CHold, THold 
BEGIN 
  1: FOR each incoming reading R DO 
  2:  IF R is not in the list THEN 
  3:      Store R in the list’s first available position 
  4:               Store detection time in R INITIAL.timestamp and   
                        LATEST.timestamp  
  5:               Increment R count by 1 
  6:          ELSE 
  7:               Increment R count by 1 
  8:               Update detection time in R LATEST.timestamp  
  9:          ENDIF 
10:          IF (R count>=CHold) THEN 
11:                     IF R has not been output before THEN 
12:                          Output R with INITIAL.timestamp 
13:                          Set STATE-OF-OUTPUT as true 
14:                    ELSE 
15:                          OUTPUT R with LATEST.timestamp 
16:                    ENDIF            
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17:          ELSE 
18:                    IF (time_length >=THold) THEN 
19:                         Delete R from the list 
20:                    ENDIF    
21:          ENDIF 
22:          FOR each tag record in the list DO 
23:                   IF (current_time-LATEST.timestamp) >=THold 
24:                         Delete tag record from the list 
25:                   END IF 
26:          ENDFOR 
27: ENDFOR 
END  
 
Figure 3.4 : Noise Removal Algorithm (NRA) 
 
In step 10, we checked whether the reading is more or equal to CHold. If yes, 
this mean the reading is a correct reading and will be output for further processing. The 
reading will be output with initial time if it has not been output before (step 12) and its 
state-of-output then is set to true. Otherwise it will be output with the latest timestamp 
(step 15). In step 17, if the count of occurrence is less than CHold, then we will check if 
the time length it has been reside in the list is more than THold. If yes, this indicate the 
reading has low reading occurrence and is regarded as noise reading. It is removed from 
the list in step 19. 
There were readings that need to be removed from the list to avoid the list from 
being full of expired readings. The first type is correct reading that has been left 
undetected for certain period of time. When this happens, it indicates that the tagged 
object has left the detection area. The record is no longer needed in the list. The second 
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type is the reading that has been detected less than CHold and occurs less than in THold 
time. This type of noise reading will be left uncovered by the previous steps in the 
algorithm. To remove these types of reading, we will run check on all reading in the list. 
The reading that has been not detected more than the THold time will be deleted from 
the list. The undetected period can be derived from current time minus the latest time 
detection of the reading. The size of the list must be enough to cater the number of 
objects it is expected to handle plus the number of noise reading based on the reader’s 
noise rates. If the noise is 10% and the number of object is one hundred at a time, the 
size of list then must be bigger than 110 space to ensure every reading can be processed 
by the algorithm.    
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Figure 3.5: Tag 1 and Tag 2 reading from time 0 to 90.  
 
To demonstrate, how the algorithm works, we use a simple example based on 
the reading values and times show in Figure 3.5. We set the CHold to 3 and THold to 
50. At time 10, two new reading are inserted in the list that is tag T1 and tag T2. After 
time 30, the number of occurrence for tag T1 is equal to the CHold therefore it will be 
regarded as correct reading. At this point also we have new reading tag T3 registered in 
the list. After time 40, it is tag T2 turns to be successfully filtered as correct reading 
because its number of occurrence is equal to 3. At time 80, the number of occurrence for 
tag 3 is equal to CHold but the time taken since the first detection is 60secs are more 
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than specified THold. Therefore tag T3 is regarded as noise reading and will be 
discarded from the list.   
The advantage of NRA is it preserved the readings when the object was first and 
last detected. Certain application needs these readings to keep records on how long the 
objects have been kept in specific vicinity. Figure 3.6 shows the tag reading model with 
number of possible reader locations. In certain application there is only one reader either 
at Loc A or Loc B. Reader at Loc A will do readings on the arrival of the object only. 
For example the application wants to validate the number of object that has been 
shipped by the supplier. For reader at Loc B, this setup can be found on smart shelf 
application where the reader monitors the current number of objects. Our algorithm can 
cater the requirements of these applications. This is because the first and the last 
readings on the object are kept by NRA. Unlike Baseline Denoise [3.12], it only saves 
record on the first reading when the object is validated as correct. 
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Figure 3.6: Tag reading model 
 
Keeping update on the latest reading on each object is very useful in case there 
is theft on the object under RFID system. The records can be used as an indicator to 
detect when such malicious event has occurred. The other benefits of having the first 
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and the last readings on each object is the automatic removal on duplicate readings. 
RFID reader generates a lot of readings on the same object as long the object resides in 
its vicinity. This kind of readings is a duplicate reading which did not bring new 
information to the system. Thus this reading can be removed to avoid unnecessary 
processing and storage on it.  
 
3.4 Performance Analysis 
In this section we explain the experimental setup and discuss the results derived 
from the experiments. The NRA algorithm proposed in this chapter is compared with 
Baseline Denoise algorithm [19]. We will use response time to compare filtering 
process of the two algorithms. Besides time efficiency, our focus also is on the filtering 
correctness. Time efficiency is important in RFID-enabled applications because real 
time decision making is crucial to help businesses gain its competitive advantages. In 
the first part we will explain the experimental setup and then followed by results and 
discussions 
 
3.4.1 Experimental setup 
The purposed of this experiment is to measure the performance of the algorithms 
under different arrival rate. For the first experiment, we set a number of sample data 
with different arrival rate derived from the Poisson processes. The arrival rate for each 
sample is set to 1 tag/second, 5 tags/second, 50 tags/second and 500 tags/seconds 
respectively. Each tag is repeated ten times and each sample contains 10 tags. Each tag 
is set to have 5% noise rate.  
In the second experiment, the algorithms performance is tested under different 
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noise ratio. The arrival rate is set to 50 tag/second. Each tag is repeated 10 times and the 
noise ratio applied is 10%, 20%, 30%, 40% and 50%. The CHold and THold in our 
algorithm are set to be the same with threshold and the sliding windows size in Baseline 
Denoise.  
In both experiments, the algorithms were compared each other in terms of 
filtering correctness and time taken execute the filtering process. All the algorithms 
were written in C.  
 
3.4.2 Result and Discussion 
In the first experiment, both algorithms filter all the noise readings correctly. 
The total noise removed is 100%. Both algorithms have the same performance because 
the same principle in removing the noise. They also use the same parameters such as 
CHold in NRA that equal to threshold in Baseline. THold in NRA depict the size of 
sliding windows in Baseline Denoise. However, the way they perform the filtering 
process is not the same. In the same experiment, we discover that the processing time 
between both algorithms is difference especially with larger arrival rate samples. The 
result is shown in Figure 3.7.  The first two sample data, each with 1 tag/second and 5 
tags/second arrival rate, the time execution are almost the same. When the tag arrival is 
increased to 50 tags/second the processing time for Baseline Denoise shows a slight 
increment.  For the next sample data, we increase the arrival rate 10 times bigger than 
previous where it is 500 tags/second, show the greatest differences.  The processing 
time for Baseline Denoise is 14 seconds while NRA still tooks only 2 secs to do the 
filtering.  
Every time when each new reading coming in, Baseline Denoise need to search 
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and count similar readings in the sliding window. It is repetitive process that consumes 
a lot of time. It goes from one reading to another which is from the start till the head of 
the windows. The process involves constant operation. The total time involves are 
linearly related with the number of readings to be processed. If one reading takes 0.01 
sec, then 1000 readings will take 10 secs. On the other hand, NRA is different from 
Baseline Denoise. NRA does not have constant operation for each reading. It’s 
processing times depends on the speed of the searching modules to complete. For 
example, when new reading coming in, NRA will search similar reading in the list. 
When it has found the similar reading, the search will be stop and NRA will do the next 
process such as counting the number of occurrences. NRA does not have to go each 
reading in the list like Baseline Denoise need to do. If the reading is new, it will occupy 
the nearest available position in the list. This procedure makes the newest reading easy 
to be located afterwards. We perform the second experiment to prove the performance 
of NRA against Baseline Denoise. 
 
 
Figure 3.7: Time execution under different arrival rate 
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In the second experiment, the algorithms performances are tested under different 
noise ratio. Both algorithms correctly filter noise readings from all the samples. The 
total noise readings removed is 100% for both algorithms. For time processing 
comparison, the result is shown in Figure 3.8. The result in the second experiment 
confirms the result from first experiment where NRA performs superiorly faster than 
Baseline Denoise. Average processing time for NRA is 0.125 while for Baseline 
Denoising is 0.308. The difference in noise rate did not have much effect to both 
algorithms. The NRA graph shows that its operation is not constant where it has 
different processing time on each sample. This supports our arguments in for the results 
in the first experiment where NRA performance depends on the searching modules. 
NRA performance can be improved by embedding more efficient searching method into 
the algorithm to shorten the processing time.  
 
 
Figure 3.8: Time execution under different noise rate 
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3.5 Summary  
In this chapter, we identify the need to filter RFID stream efficiently and 
proposed filtering method to eliminate noise from RFID readings. The method utilizes 
the number of reading occurrence per time as the basis of the filtering process. We 
minimize the need to maintain a long list of sliding windows thus increase the filtering 
efficiency. From the experiments, our algorithm has successfully filtered noise readings 
from the data stream. The experiments results shows that the algorithm filters noise 
reading more efficiently compare to other existing approach. Its performance is stable 
and does not affect with the volumes of readings it need to process. It also removes 
large number of duplicate readings where only the first and the last occurrences of the 
reading are kept. This reduces data transmission that will make tag identification 
become faster as needed by many RFID systems. The algorithm is easy to adapt by any 
RFID system either on single or networked readers without requiring new 
infrastructure.  
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Chapter 4 
 
 
 
Filtering Duplicate Readings  
 
RFID generates a large amount of duplicate readings. Removing these duplicates from 
the data stream is paramount as it does not contribute any new information to the system 
and wastes RFID system resources. Duplicate readings can produce conflicting 
information to system such as tagged object being counted twice due to the overlapped 
reader vicinity. In this chapter, we propose a data filtering approach that efficiently 
eliminates the duplicate data.  
 
4.1 Introduction 
In many applications such as manufacturing, distribution logistics, access control, and 
healthcare, the ability to uniquely identify, real-time product track, locate and monitor 
individual objects is indispensable for efficient business processes and inventory 
visibility. The use of radio-frequency identification (RFID) technology has simplified 
the process of identifying, tracking, locating and monitoring objects in many 
applications. RFID uses radio-frequency waves to transfer identifying information 
between tagged objects and readers without line of sight, providing a means of 
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automatic identification, tracking, locating and monitoring. Many organizations are 
planning to or have already exploited RFID to achieve more automation, efficient 
business processes, and inventory visibility. For instance at Wal-Mart, after 
implementing RFID pilot project on selected stores they reportedly reduced out-of-
stocks by 30 percent on average.  
While RFID provides promising benefits in many applications, there are issues 
that must be overcome before these benefits can be fully realized. One major hurdle to 
be fully addressed is the problem of duplicate readings generated dynamically in very 
large data streams. It is reported that the size of RFID data at Walmart’s warehouse can 
be up to petabytes scale [69]. In another report, one supplier has received more than 
19,000 reads for single case at one read point [70]. The problem of duplicate readings in 
RFID is a serious issue that needs an efficient approach to solve it [8]. While the current 
RFID reader accuracy is improving, redundant data transmission within the network 
still occurs in RFID systems. Some of the factors that contribute to the duplicate data 
generation include unreliability of the readers and duplicate readings generated by 
adjacent readers.   
A reading is defined as duplicate when it is repeated and does not deliver new 
information to the system. In one RFID project to monitor parking area, to avoid the 
duplicate readings, the readings are only recorded when the vehicle left the area [71]. 
Otherwise there will be a lot of duplicate readings if the readings on the vehicle while 
they still in the area is recorded. This is because RFID readers will keep reading on the 
objects as long the object is in their vicinity. The duplicate readings unnecessarily 
consume system resources and impose traffic burdens on the system. Because RFID-
enabled applications primarily use RFID data to automate business processes, 
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inaccurate and duplicate readings could misguide application users [72]. Therefore, 
RFID data must be processed to filter out duplicates before an application can use it. 
Although, there are many approaches in the literature to filter duplicate readings 
[19, 20, 30], most of the existing approaches focus on data level filtering. They also 
tend to have high computation costs and they do not reduce much the transmission 
overhead. Moreover, they tend to focus on a single RFID reader system whereas we 
focus on a system with multiple readers. Many applications used multiple readers for 
different purposes including increasing the reading ability [74]; reading objects passing 
by different doors at the warehouse [17]; and supply chain management [75]. However, 
the use of multiple readers creates duplicate readings, where readers perform readings 
on the same tagged object. It also could tarnish the correctness of information produced 
by the system, such as over counting on object that resides in the overlapped area.  
 
4.2 Problem Overview 
A typical RFID system consists of a transponder (i.e., tag), which is attached to the 
object to be identified, an interrogator (i.e., reader) that creates an RF field for detecting 
radio waves, the middleware and a backend database system for maintaining expanded 
information on the objects and other associated information. The RFID system is 
assumed to contain multiple networked RFID readers deployed to collaboratively 
collect data from tagged objects in their vicinity. The reading distance ranges from a 
few centimetres to more than 300 feet, depending on factors such as interference from 
other RF devices. The RFID readers query tags to obtain data and forward the resulting 
information through the middleware to the backend applications or database servers. 
The applications then respond to these events and orchestrate corresponding actions 
75 
 
such as ordering additional products, sending theft alerts, raising alarms regarding 
harmful chemicals or replacing fragile components before failure. 
Duplicate readings exist at the reader level and at the data level [8]. Duplicate 
readings at the reader level exist when the tagged object is being read by more than one 
reader. This can happen when there are overlaps in the reading vicinity of multiple 
readers. In contrast, duplicate readings at the data level occur when an RFID reader 
keeps reading the same object repeatedly. This will occurs when the tagged object does 
not move from the reader’s vicinity. In this case, the useful readings are those that 
indicate the tagged objects entering and leaving the readers reading vicinity. The other 
readings between these two events are not useful as they do not indicate any new event 
in the system. Therefore these readings can be filtered out from the data stream as the 
application has no interest in them.  
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Figure 4.1: An RFID-enabled system for warehouse loading bay. 
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To illustrate the problem of duplicate readings at the reader level, we use an 
RFID-enabled system for a warehouse loading bay as shown in Figure 4.1. A warehouse 
can have a number of loading bays for pallets loading from a truck. Each bay is 
equipped with an RFID reader. When truck arrives, the pallet load into the warehouse 
will be automatically detected by the reader through their tags. Using this system, the 
pallet or an item does not need to be scanned manually, which saves time and labour 
costs. However, the reading range of reader 1 can overlap with the reading range of 
reader 2, as shown in Figure 4.1. This leads to duplicate readings [17]. If the readings 
on pallets in other reader vicinity are taken into account, the system will have an 
incorrect quantity derived from the readings. These duplicate readings need to be 
filtered out so that each reader for each bay will only report the pallets in the designated 
bay. It also can mislead information on the object’s location and the time of arrivals. 
The object is detected to be at the two places at the same time unless the system knows 
that the reader is placed next to each other. In another example, on the conveyor line, an 
overlapped reader’s area could make one object being read by the furthermost reader 
first. This reading will change the object sequence in the system. Incorrect action maybe 
imposed to the wrong object due to the incorrect sequence recorded in teh system. 
Therefore, efficient methods for detecting and removing duplicate readings are of great 
importance for the development of wireless RFID networks.  
In the environments where multiple RFID readers are deployed to monitor and 
track tagged objects, a duplicate reading due to overlapped readers is unavoidable and 
continues as long as the tag is in the overlapped regions. The duplicate readings results 
in unnecessary transmissions and consume network bandwidth. Enterprise applications 
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are interested in a single reading copy, which makes appropriate data filtering 
mechanisms an important component of any RFID system. 
Two possible ways of avoiding duplicate readings due to readers overlapping are 
to control the number of active readers at any given time [19, 20] or to restrict the 
reading ranges of the readers [17]. An approach based on a radio frequency absorbing 
material to stop the RFID propagation from dispersing to neighbouring reader’s area is 
discussed in [17]. The material is placed between readers to prevent a reader from 
reading neighbouring tags. However, this solution is not feasible in most applications 
because of the design constraints and its high cost. An alternative approach is to 
systematically and selectively switch off readers to avoid redundant reading [54, 55]. In 
the Redundant Reader Elimination (RRE) algorithm [54], the readers take turns reading 
the tags in their vicinity. The reader will write on each tag the total number of tag they 
have read along with the reader’s ID. The next reader can only overwrite the tag if the 
number of the tags it’s reading is greater. The reader that did not write on any tag will 
be switched off. The problem with the RRE algorithm is that it is not practical to switch 
off readers in an environment where tags are not stationary since it requires a way to 
predict tag movements [8].  
Approaches that explore the Bloom filter for filtering duplicate readings in RFID 
has recently emerged in the literature [20, 30]. The main idea of the standard Bloom 
Filter (BF) [29] is to represent an element in a form of positive counter in a bit array of 
size m using k number of hash functions. All bits in BF are initially set to 0 and will be 
replaced by 1 when it is hashed by the element. To test whether an element is a member 
of a set, the element will be run through the same hash functions used to insert the 
elements into the array. The element is said to be the member of the set if all the bits in 
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which the element was mapped to is positive. For each new element, the corresponding 
k bits in the array are set to 1. 
 
4.3 RFID Data Stream Filtering Approach 
In this section, we discuss the proposed multi-level duplicate RFID reading filtering 
approach. The overall approach is shown schematically in Figure 4.2, where we classify 
reader detection ranges as a major or a minor detection region such that tags read inside 
the major detection area have 95% read rate while the tag read in the minor detection 
region have 5% read rate [45, 76]. All incoming readings received by a given reader can 
be filtered locally at the reader (i.e., local filtering) before the reading is sent to the 
middleware for another level filtering (i.e., global filtering). The global filter at the 
middleware will filter duplicate readings among the readers before sending the data to 
the backend database or application. 
 
4.3.1 Duplicate Data Removal Algorithm (DRA) 
Algorithm 1 shows the pseudo-code of the reader-level filtering, which we refer to as 
Duplicate Removal Algorithm (DRA). Note that the algorithm in Algorithm 1 is 
different from the one we proposed in [73]. Unlike the previous algorithm that used two 
filters, in this algorithm the number of filters has been reduced from two to only one. 
Removing one of the filters reduces the number of tasks needed to filter duplicate 
readings but does not reduce the accuracy and efficiency of the filtering result. By 
reducing the number of tasks it increases the efficiency and makes the approach less 
complicated. Also note that the algorithm in Algorithm 1 incorporates landmark 
window in the duplicate filtering process. Landmark windows can be defined either by 
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time or unit. Landmark window will remove all data when the time or unit is met. For 
example if window is defined by time, it can be such as 8.00 am every day. This mean 
that the landmark window will start at 8.00 am every day. When it reaches 8.00 am the 
next day, it will remove all the elements in its windows and then start again. The same if 
it is defined by unit. Let say a landmark window can hold 500 elements. When the 
window has achieved 500 elements, it will remove all the elements and start again new 
windows. 
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Figure 4.2: Multi-level RFID data filtering approach. 
 
The input to DRA is the reading count for each tag (C) and the tag identification 
(TID). The reading count (C) is needed to compare which reader have the higher 
reading on the tag (identify through TID). To do the comparison, DRA used an integer 
array, which allows its array counters to hold 8 bits data instead of 1 as in Bloom filter. 
The proposed algorithm also uses a landmark window which naturally suits the Bloom 
filter. We use a landmark window because RFID object movement cannot be easily 
predicted. Some of the objects may stay for a long time in the same area. Sliding 
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windows are more suitable for applications that always have new readings that have not 
been recorded before. 
 
Algorithm DRA 
INPUT: C, TID 
BEGIN 
1: IF (Elements == True) THEN 
2:      DRA[] = {0} 
3: ENDIF  
4: FOR (each incoming TID) DO 
5:          FOR (i = 1 TO k) DO 
6:               Pos Å Hashi(TID) 
7:               IF (DRA[Pos] == 0) | | (C > DRA[Pos]) THEN 
8:                     CounterNum [i] Å Pos 
9:               ELSE 
10:                     EXIT 
11:             ENDIF 
12:         ENDFOR 
13:         FOR (i = 1 TO k) DO 
14:             Pos Å CounterNum [i] 
15:             DRA[Pos] Å C 
16:         ENDFOR 
17: ENDFOR 
END DRA 
 
Figure 4.3: Duplicate Removal Algorithm. 
 
In Figure 4.3, steps 1-3 implement the landmark windows. At step 1, the 
algorithm checks if the number of readings stored in the filter is met. If it is true, all 
DRA counters will be reset to zero (step 2). This can be easily converted to time unit if 
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required. Next at step 4, a reading count for each tag is done at each reader and is sent 
with the TID to the filter which will run this algorithm. For step 5–11, each incoming 
TID will be hashed and its condition checked. If the hashed counter value is 0 or smaller 
than C, the position will be retained in the filter. If one of the hashed counters did not 
satisfy the condition in step 7, the algorithm will exit (step 10) from all loop and start 
back to step 1 to receive a new reading. If all hashed counters satisfy the condition in 
step 7, steps 13–16 are carried out where the new value of C is stored in the DRA 
counter. 
We give an example of inserting values in DRA from the hashing process. We 
have tag 1 from reader 1 with reading counts of 30. Tag 1 is hashed 3 times and the first 
hash return 0, the second hash return 1 and the third hash return 3. The value of 30 will 
be inserted to these hashed counters in DRA as shown in Table 4.2. To have the 
complete views, we give another example to show how DRA works. Initially, all the 
counters in DRA are set to 0. When new reading record arrives, DRA will only insert 
the count of the reading if the count is higher than current hashed counters values. Each 
time a reading is inserted into DRA, it means at that time the reader has the highest 
reading on that tag.  
 
Table 4.1: The condition of DRA after tag 1 is hashed 3 times. 
DRA 30 30 0 30 0 0 
Counter positions [0] [1] [2] [3] [4] [5] 
 
For example, refer to Table 4.3 and Figure 4.4. Table 4.3 lists the readings on 
tag 1 and tag 2 by two readers which are R1 and R2. Each reader will send the number 
of readings on their tag for every 100 s to the global filter. Initially all counters in DRA 
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are set to 0 as shown in Figure 4.4(a). At time 100, R1 sends reading on tag 1 which is 
12. The tag 1 is hashed k times and will be inserted in filters since there were no other 
readings previously. 
 
 
Table 4.2: Reading on tag A1 by different readers. 
Time Reader ID Tag ID Count of readings 
100 R1 1 12 
100 R2 1 3 
200 R1 2 3 
200 R2 2 10 
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Figure 4.4: The state of DRA based readings in Table 3. 
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All the hashed counters (shaded boxes) in DRA will be given value of 12 to 
represent the number of count as shown in Figure 4.4(b). Then reading on tag 1 by R2 
arrived with number of readings 3. Tag 1 is hashed and returns the same counters like 
the previous reading. However this reading will be ignored by the filter because the 
number of readings by R2 on tag 1 is lower than the previous (Figure 4.4(c)). At time 
200, R1 arrived with reading on tag 2 with number of readings 3. Tag 2 will be inserted 
in the filters since all the hashed counters returns 0 which means this is the new reading 
for tag 2 (Figure 4.4(d)). Now R1 has 2 objects (including tag 1). When reading from 
R2 arrives, it also reads tag 2 but with the higher reading than R1 did. The algorithm 
will insert the new number of readings on tag 2 by R2 in the filter and remove the 
previous reading of tag 2 by R1 (Figure 4.4(e)).  
 
4.4.2 False positive rate of DRA 
Our DRA follow the property of Bloom filter that achieve space efficiency by allowing 
a small and acceptable false positive rate (FPR). A false positive occurs in DRA when a 
reading is detected incorrectly as a duplicate in the same window. Suppose that n 
distinct elements are inserted into the DRA, the FPR is                        
                   ܨܴܲ ൌ ͳെ ሺͳെ ͳ݉ሻ݇݊ ሻ݇ ൎ ൬ͳെ 
െ݇݊݉ ൰
݇
                        (4.1)
where k is the number of hash functions and m is the number of counters in the integer 
array. When m and n are given, FPR is minimized when  
 
                                 ݇ ൌ ݉݊ ሺʹሻ ൎ ͲǤ͹
݉
݊                                (4.2) 
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Thus, we have  
                                          ܨܴܲ ൎ  ʹെ݇ ൎ ͲǤ͸ͳͺͷ݉݊                              (4.3) 
Based on equation (4.3), we derived Table 4.4 which lists the false positive ratio with 
different combination value of m/n and k. Based on the table, the number of hash 
functions is the main factor in determining the rate of false positive rate. It also 
determines the amount of computation to run the hashes and the number of counter that 
will be written to add the reading into the filter. Sometimes less number of hashes is 
used to increase the performance of the filter. 
Table 4.3: False positive rate with different m/n and k combination 
m/n k k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8 
2 1.39 0.393 0.400       
3 2.08 0.283 0.237 0.253      
4 2.77 0.221 0.155 0.147 0.160     
5 3.46 0.181 0.109 0.092 0.092 0.101    
6 4.16 0.154 0.0804 0.0609 0.0561 0.0578 0.0638   
7 4.85 0.133 0.0618 0.0423 0.0359 0.0347 0.0364   
8 5.55 0.118 0.0489 0.0306 0.024 0.0217 0.0216 0.0229  
9 6.24 0.105 0.0397 0.0228 0.0166 0.0141 0.0133 0.0135 0.0145 
10 6.93 0.0952 0.0329 0.0174 0.0118 0.00943 0.00844 0.00819 0.00846 
 
DRA does not have false negative because the all the counters will be set back to 0 at 
the same time. False negative occur when the algorithm is unable to detect reading 
correctly as duplicate. This only will be happens if some of the counters are set back to 
zero while the filtering process is going on.  
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4.4.3 Landmark Window in DRA 
By checking the existence of duplication using the hash functions, the weaknesses of 
landmark window is solved. If landmark window is used in its original form, we need to 
scan along the landmark window every time new reading is coming in. This is not 
efficient as landmark window size is very big. The window size needs to be big so that 
we can gain the advantage of landmark window where all readings can be compared in 
the same window. The process to check the reading’s duplicates are done by hashing the 
reading and check only k number counters, where k is the number of hash functions. If 
not, the scanning of the duplicate need to go through from the first element in the 
window until the end it met with the duplicate the scanning of the elements need to be 
done one by one in the window. This is not efficient compared to scanning by hashing. 
Time efficiency is very important as many applications require real time processing to 
release immediate decision making.  
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Figure 4.5: Example of filtering in (a) sliding windows and (b) landmark windows. 
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The use of landmark window instead of sliding windows in our approach is 
detailed here. By using landmark windows, all readings that have been read will be kept 
in the window and will not be removed until specific point is met. This is different from 
sliding windows that will remove old readings when the window is full. Therefore there 
will be some new readings that will be left unfiltered because the previous same reading 
has been removed. This is shown in Figure 4.5. There are readings by R1 on T1 and T3. 
We compare the movement of landmark window and sliding window to filter duplicate 
reading from R1. Readings that marked by strikethrough is a duplicate. From the figure 
we can see that sliding windows unable to detect T3 at time 70 as a duplicate. This is 
because there is no other copy of T3 reading in the same window. This is different with 
landmark window, which still have the copy of T3 at time 20. Therefore T3 at time 70 
in landmark window is declared as duplicate. 
 
4.4.4 Memory Requirement in DRA 
The memory usage in DRA is more efficient compare to the siding windows 
because it represents an element in an integer array which saves a lot of memory space. 
For example, to store two readings in DRA, with false positive rate as low as possible 
0.00846, it just needs 20 counters in the array with 8 hash functions. This is equal to 80 
bytes instead of 128 bytes in sliding windows, if each tag is 64bytes. Moreover, sliding 
windows require all the readings to be inserted in its windows including the duplicates. 
That’s mean the size of sliding windows is depending on the window size. Figure 4.6 
illustrate the memory requirement in DRA and sliding windows.  
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Figure 4.6: Memory comparison of DRA and sliding windows 
 
Figure 4.6 shows the comparison on memory requirement between DRA and sliding 
windows. To store readings taken from figure, DRA requires 80 bytes integer array, 
while sliding windows with 5 elements needs 320 bytes, 4 times more than DRA. Tags 
memory size can be up to 1kb nowadays. When the tag size is bigger, sliding windows 
need to allocate more memory to hold the readings while DRA still maintain the same 
counter size. Memory management is very important with RFID because they generate 
large data stream that must be handle efficiently to ensure system efficiency.  
 
4.5   Performance Analysis 
In this section, we use simulation to analyse the performance of the proposed duplicate 
reading detection and removal algorithm. We will first discuss the experimental setup 
and then present the results of the experiment and the discussion. 
4.5.1 Experimental Setup 
We model an RFID system with multiple readers and tags. The number of readers is set 
to five and we generated the data streams using Binomial distribution as in [45] and 
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[76]. We increasingly vary the percentage of tags that resides in the overlapped reading 
range of the readers to test the robustness of the proposed algorithm.  
 
4.5.2 Results and Discussions 
We compare the performance of the proposed algorithm against the sliding windows-
based approach [19], the Bloom filter [29] and Decaying Bloom filter (DBF) [20] in 
terms of accuracy, time execution and false positive rate. We note that a slight 
modification is made to these algorithms to fit in with the problem that we are solving. 
We compare it with Decaying Bloom filter (DBF). 
 
4.5.2.1. False Positive Rate as a Function of Hashing Function 
In this experiment, we want to analyse the false positive rate (FPR) of DRA. A 
false positive occurs in DRA when a reading is detected incorrectly as a duplicate in the 
same window. We perform this experiment to find out the ratio of array size m to the 
number of readings n along with number of hash functions k that will return the lowest 
FPR. The result from this experiment will be used to set the parameters in the next 
experiments.  
Figure 4.7 shows the FPR of DRA using different number of k with counter size 
m = 5,000 and Figure 4.8 shows the FPR of DRA using different number of hash 
functions k with counter size m = 15,000. The number of readings varied from 500 to 
5,000 with increment of 500 for each sample. Each sample is tested with different 
number of hash function k from 2 to 7. FPR is at the lowest when the number of 
readings is 500 and k is 7. The results show that the lowest FPR is achieved when the 
number of reading is less than 1,000 and the number of hash function is 7. In Figure 4.7, 
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when the size of sample is less than 1,500, FPR approaches almost zero percentage. 
Based on this result we conclude that to get the lowest FPR possible for DRA, the 
counter size m must be 10 times bigger than the number of readings if the number of 
hash functions is at least 7. We used this finding when running DRA for the next 
experiments to get the best results. 
 
 
Figure 4.7: FPR of DRA as a functions k with counter size m = 5,000  
 
 
 
Figure 4.8: FPR of DRA as a functions k with counter size m= 15,000 
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4.5.2.2. Comparative Analysis of False Positive rate 
In this section, we compare the proposed approach (i.e., DRA) with the standard Bloom 
filter-based algorithm (BF) and the DBF approach. Figure 4.9 presents the FPR for each 
filtering algorithm. On average DRA and Bloom filter have the higher FPR compared to 
DBF because they use landmark windows that can become ‘full’ when the number of 
readings increases.  
A ‘full’ Bloom filter is a situation where many of the counters in the filter has 
been hashed and hashing new elements returns on all hashed counters. In contrast DBF 
on average have lower FPR because they used sliding windows that always removed old 
readings from its counter. By this DBF cannot be easily becoming full. However, this 
does not mean DBF is better than DRA because as the result shown, we just need to 
choose the right filter size for DRA to get low FPR. The result from this experiment 
supports the conclusion we derived from previous experiment where DRA needed a 
filter size that is 10 times bigger than the number of readings. 
 
 
Figure 4.9: Comparison of FPR between Bloom filter approach. 
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4.5.2.3. Rate of Unfiltered Duplicate Readings 
In this experiment, we investigated the rate of unfiltered duplicate by DRA, 
Baseline, DBF and Bloom filter. This experiment measure the percentage of readings 
that are not being filtered correctly. Filtering correctly means that only readings that 
have the highest count on the tag will be inserted into the filter. For this experiment we 
generate 200 tags readings for two readers. The number of overlapped readings will be 
varied from 5% to 50% for each data set. Tags that are located in the major detection 
region will have 80% read rate while the minor detection region will have a 20% read 
rate. The reading cycle will be repeated for 10 times. The overlapped readings were 
scattered randomly in the data stream. 
Figure 4.10 shows that DRA performs better than Baseline, DBF and Bloom 
filter in filtering the duplicate readings. DRA has the lowest unfiltered rates compared 
the other algorithms. The highest is the Bloom filter. This is because Bloom filter could 
not store the data on the number of readings and reader ID which is needed to perform 
this task correctly. The sliding windows approach has the problem of filtering correctly 
when duplicate readings were scattered or skewed in the data stream. When the readings 
are scattered there are readings that cannot be compared with each other in the same 
windows. DBF also has the same problem as the Baseline approach because it is based 
on the sliding windows. DRA also performs better than other algorithms where its 
accuracy does not affected much with the additional of overlapped readings compared 
to others.  
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Figure 4.10: Percentage of unfiltered duplicate readings. 
 
4.5.2.4. Execution Time Analysis 
In this section, we examine the execution time of the algorithms to filter the 
duplicate readings as a function of number of readings and as a function of the tag 
arrival rate. Figure 4.11 shows the execution time of the algorithms to filter the 
duplicate readings as a function of number of readings and Figure 4.12 as a function of 
the tag arrival rate. Figure 4.11 shows the results the execution time to filter the 
duplicate readings in the first windows for every algorithm. In the experiment, the size 
of the sliding windows is set to be at the same size as the number of readings.  
Thus, each approach will only use one sliding windows to process the readings. 
In this experiment, DBF took longer time than Baseline to complete the filtering. This is 
because the number of counters it has to maintain is very big to match with the number 
of readings. Every counter need to be decreased by 1 each time new reading is coming 
to simulate the sliding windows. DRA and Bloom filter took the least time to perform 
the filtering. 
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Figure 4.11: Time execution as function of number of readings. 
 
 
Figure 4.12: Time execution as function of tag arrival rate 
 
Figure 4.12 shows the execution time of the algorithms to filter the duplicate 
readings as a function of the tag arrival rate. In the experiment, the data set generated 
have different number of reading arrivals per cycle is set to 20, 40, 80, 160, 320, 640 
and 1,280. As can be seen, DRA performs better in terms of execution time than other 
algorithms. Baseline, which is based on the sliding windows approach, takes more time 
to execute, especially when the readings have high arrival rates per cycle. This is 
because it has to go through along the windows that become bigger with the increase of 
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tag arrival rate for each new incoming reading. The same thing occurs in DBF. This is 
different from DRA where the arrival rate does not have an exponential effect on its 
time processing. Unlike Baseline and DBF, DRA does not have to go through along the 
windows to check for the duplication. The operation of hashing the tag ID and checking 
its existence in the filter is a constant operation O(n). For the Bloom filter the 
performance is equal with DRA. However as the previous result shows, it has very high 
unfiltered duplicates which make it unsuitable to perform this task.  
 
4.6 Summary 
In this chapter, we have studied the RFID data duplication problem and proposed a new 
approach that efficiently filters duplicate readings. We compared the performance of the 
proposed approach with several existing approaches. The results show that proposed 
approach has low false positive rate which illustrates the improved correctness of the 
filtering process. Our approach is more efficient in terms of time and memory usage 
whereas the results from the experiment show it to have better execution time than the 
others. In this chapter we also demonstrated how sliding windows are not suitable to be 
use in RFID scenarios where the tag’s movement cannot easily be predicted. The sliding 
windows consumes too much memory when the arrival of tags becoming higher per 
time unit. To solve this problem, we explore and proved that the flexibility of landmark 
windows can be used to handle the enormous size of raw RFID readings. The data 
representation in landmark windows is made in hashed format to ensure efficiency in 
the filtering process. Our findings have open up the potential of landmark windows to 
be the better option for the purpose of increasing efficiency and accuracy for data 
filtering solution. 
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Chapter 5 
 
 
 
 
Missed Readings Detection in 
Faulty RFID Reader 
 
RFID used a set of readers to monitor the movement of objects from one node to 
another. The reader identifies the objects moving through them and let the system takes 
appropriate action as defined.  However, there is possibility that the reader would not 
function correctly due number of reasons such power instability and signal interference. 
During the failure, the reader will be unable to read the tags correctly. The readings 
contain a lot of missed readings or no readings at all. Failing to identify object will 
definitely failed the system operational. Therefore an approach to detect the occurrence 
of missed readings is paramount to the RFID system. Moreover, the occurrence of 
faulty reader can happens without being notice by users. Early detection will reduce the 
business loss and provides possible minimal recovery efforts. In this chapter, we 
proposed an approach to detect missed readings by faulty RFID reader. The experiments 
results show the accuracy of the proposed approach compared to other existing 
methods.  
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5.1 Introduction 
As RFID is used in many types of applications, some of which are critical, 
dependability aspects of RFID such as fault-tolerance and reliability is becoming 
apparent. In many RFID application domains, such as supply chain management and 
logistics, distributed RFID readers are used to capture RFID data that need to be 
disseminated to a variety of applications [77]. For example, networked of readers are 
used in baggage handlings at the airport to help minimize lost baggage [78-80] and for 
security reasons [81-82]. When the baggage passes through the vicinity of the reader, 
the reader reads the tag and sends the reading to the system. Based on the reading, the 
system will choose the right route for the baggage to its destination. If the reader failed 
to function correctly, it will miss the reading, lost track of the baggage and route it to 
the wrong destination. Both passenger and carrier will experience loss because of this 
event. 
There are number of reasons that could lead a reader to missed readings such as 
power failure, hardware defect, natural disasters, counterfeiting and wear-out 
equipment. Missed readings are common error that occurs in RFID system. In [83] they 
monitor the reader read rates for seven days. Out of seven, there are six days where the 
read rates are all above 85%. The other one day the read rate was only 52.17%. They 
discover the source of low read rate is because of the existence of faulty reader in the 
system. The consequences are inaccurate reports and high uncovered numbers of 
transponder that they need to retrieve from the objects.  
The missed readings need to be detected as soon when it first emerges. This is to 
minimize the error made by the system because of these incorrect readings. This will 
helps in minimizing recovery efforts. If it’s late to be realized, it is not easy to undo all 
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the action has been taken. For example, item can be mistakenly shipped to the wrong 
customer. It is not easy to track the shipping and to retrieve back the individual item. In 
manufacturing plant the action cannot be reversed when modification has been 
permanently made on the object such as when painting or part joints. Therefore a 
mechanism to detect missed readings in RFID system is very important to avoid these 
consequences. In this chapter we proposed an approach to detect missed readings by 
comparing the readings among the readers. The experiments results show that the 
mechanism we used yields more accurate results with different level of missed readings 
compared to other methods. 
 
5.2 Missed readings in RFID 
Missed reading is one of the dirty data that produce by RFID reader beside noise 
and duplicate readings. Previously, we have work to filtering both noise and duplicate 
readings. Missed reading or known as false negative readings is a reading on existing 
tag that failed to be read by the reader. Missed reading is a common problem in RFID 
where the read rate is often 80% [8]. This is due to some reasons like low-powered 
hardware and signal interference. The missed reading problem becomes worst if it 
happens for long time and involving many tags. This can be caused by a faulty reader.  
Figure 5.1 shows missed readings in Reader A, Reader B and Reader C. Reader 
A is functioning correctly while Reader B and Reader C is a faulty reader. Reader A has 
less number of missed readings compared to Reader B. The missed readings in Reader 
A can be caused by signal interference or signal collision that is normally happen 
between readers or tags. However for Reader B and Reader C the reader itself has been 
faulty where the consequence is it produces too many missed readings or no readings at 
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all. If there is no mechanism to monitor the readings in the system, the faulty reader will 
be operated for long time until the user realized the error that has been made in the 
system. Our aim is to evaluate the readings generate by these readers in order to detect 
any occurrence of missed readings caused by faulty reader. Once detected, the faulty 
reader must be isolate from the system to stop it from supplying incorrect data to the 
system.  
 
Tag 1 Tag 2 Tag 3 Tag 1 Tag 2 Tag 3
100sec
110sec
120sec
130sec
140sec
150sec
160sec
170sec
read
no read
Reader A
Functioning Reader
Reader B
Faulty Reader
Tag 1 Tag 2 Tag 3
Reader C
Faulty Reader  
Figure 5.1: Missed readings by functioning (Reader A) and faulty reader (Reader B and 
Reader C) 
 
In order to avoid missed readings, [19] suggest that we increase the number of 
reading cycle. According to them, this will increase the chances of the tag to be read by 
the reader. However in situation where the reader is already faulty, this approach would 
not make any differences. The faulty reader must be identified, removed and replaced 
from the system. In [84] they compared readings among the sensors to detect any 
anomalies in the sensor’s reading. They calculate the mean of all the readings and each 
reading from the sensor need to be within the average to be considered as correct. If the 
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readings is not within the average then it is contains faulty readings. The use of mean 
may not yield accurate results as mean cannot represent the majority very well. For 
example we have samples containing correct value of 70, 80 and 90 and the other 
sample with incorrect value of 10. The mean of these samples is 62.5 which are not 
representing correctly the correct samples.  
 
5.2.1 Types of reader faults 
There are two types of fault which are permanent and temporary. Permanent 
fault means the devices is beyond repairs and need to be replaced to ensure the system 
operations. It can happen because of damaged component due to low quality of 
hardware, power overload or parts wearing out. For permanent failure, reader need to be 
isolated from the system and replaced with other functioning reader [85]. The readings 
in a period which the reader have been detected also need to be removed and replaced if 
possible.  
 A temporary fault is the one that results from temporary environmental impact 
or incorrect state of components. For example, the change in environment such as 
power failures, signal interference, physical disturbance may cause temporary fault on 
the reader. It will stop generating faulty readings once the problem source is corrected. 
However faulty readings that have been generated must be removed and recovered. 
Reader that is placed next to the faulty reader can be used to recover the readings if they 
are used to cover the same objects. 
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5.2.2 Sources of faulty reader 
First, the incompatibility with other component could prevent reader from 
functioning correctly. It can be incompatible with the RFID component itself such as 
tag. The issues with the tag are the different in frequency and read range. The reader can 
send signal to the tag but the tag may not be able to reach the reader. The reader also 
can be faulty when the firmware update did not go well with the reader [86]. Firmware 
is software that controls the functionality of the reader [87]. Some of the reader can 
upgrade their firmware. Reader need to update with the new firmware to meet new 
requirement from the operating system. It can be either fully or partly malfunction.  
Part wearing out is normal for electrical devices like RFID reader. The 
stakeholder needs to ensure that the premises where the reader resides can supply stable 
electrical power. As an electrical device the readers can be prone to failure due to 
instability in power supply. Inconsistent power supply will prevent the reader from 
sending strong signal to the tag. Weak signal will only produce noise or missed 
readings. In [86], they provides a checklist to prevent readers from failures. One 
example in the list is to check whether the reader has been properly grounded. This is to 
avoid the reader from being damaged due to the electrostatic discharge.  
 
5.2.3 Faulty reader in RFID system 
Faulty reader is a serious issue that need to be addressed to ensure system 
operations works normally. They prevent the system from completing the task correctly. 
In [88] due to reader failure the system failed to determine accurately the location of the 
tag. The impact of faulty reader to the system can be devastating. The malfunction will 
fail to read a tag correctly and this causing the system to response incorrectly. For 
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example, incorrect objects will be shipped to buyer [89], unable to provide exact 
location of the object [90], missing object records [91] and many others.  
According to [92] RFID reader failure is unavoidable and should be detected as 
soon as possible to ensure the system reliability. There are many works in literature that 
discussing on reader failure problem such as [93-95]. In [96], they proposed approach to 
detect malfunction reader through reader communication. In [97] they suggest the used 
of metal housing to protect the reader from physically damaged. Sen et. al. [94] stressed 
the importance on reader monitoring to ensure that they are working properly. The 
system needs to detect reader malfunction quickly to avoid serious consequences. It is 
desirable if the system could predict the failure on the reader before it happens. This can 
be done by keep records on the reader and do regular maintenance and checking on the 
reader. The reader can be checked based on its physical appearance where any signs of 
physical damage could indicate that the reader has been malfunction. 
A mechanical strategy to detect faulty reader using laser indicator has been 
patented [98]. The laser is attached to the reader in a way that it will get the power 
supply from the reader. If the reader is experiencing unstable power supply, the laser 
will be affected too. When the laser did not beam its light that’s mean the reader has a 
power problem. However this approach requires human monitoring on the laser beam. 
If there is no regular monitoring they also cannot tell whether the reader has been faulty. 
Moreover, power supply is not the only reason that can contribute to a reader failure. In 
[37] they proposed to check the reader correctness by using a reference tag. If the reader 
can read the tag that’s mean the reader is working properly. Again this approach needs 
human intervention regularly to place the control tag in the system. The reader only can 
be checked for it correctness only when it was tested with the tag. We need a specific 
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approach that will monitor the readings all the time and alerted the system if any 
abnormalities occurred.   
In the case where reader has been faulty, [99] suggest alternative backup to ensure 
system smoothness. Type of backup suggested is the use of barcodes to identify objects 
or password to authorised access. However the use of barcodes to replace RFID is not 
suitable because of the technology differences. Barcodes needs human intervention 
which involves tedious manual work. It cannot last longer to cover the RFID because it 
will drop system productivity. The use of password to authorized access when a reader 
is faulty is not an option as user will not remember the password after comfortable using 
the RFID-based access card. Therefore the faulty reader needs to be replaced or repaired 
to be used in the system. The simplest strategy can be tried to recover faulty reader is by 
restarting them. This will clear the memory and may put the reader back to function.   
 
5.3 Missed Readings Detection Approach 
Functioning reader will generate readings that contain some noise and missed 
readings.  In this case, every reading from the same reader is compared to each other to 
seek any abnormalities such as low reading that could indicate noise readings. However 
for faulty readers majority of the readings it generates are erroneous and contains a lot 
of missed readings. Therefore the readings cannot be compared with each other. It needs 
to be compared with readings from other reader in the same network. If the readings 
from one reader are not in the same range of readings like other reader, it can be 
considered as faulty.  
We assume that the system is composed of ࡾ ൌ ሼܴͳǡܴʹǡǥ ǡܴ݊ሽ interconnected 
homogenous readers and ࢀ ൌ ሼ ͳܶǡ ܶʹ ǡǥ ǡ ܶ݉ ሽ tags such that ݊ ا ݉ . An RFID tag is 
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attached to an object and each tag contains unique ID known as Electronic Product 
Code (EPC).  The ࡾ readers are strategically placed to monitor the movement of tagged 
objects from one checkpoint to another. RFID readers can be either stationary or 
mobile. Besides reading tags, readers also can perform other functions such as writing 
data, setting password, locking data and killing tag [100]. Based on the reading, the 
system will determine the action that would be taken on that object. For example, the 
reading will determine the color that will be sprayed on the object based on the code 
read by the reader.  
The premise we start with is that faulty readers will generate missed readings or 
generate no readings at all. Specifically, after t time of tagged moving objects reading, 
the number of object reads by the faulty readers can be zero or lower than the 
functioning readers. To solve this problem we adapt the Marzullo’s interval fusion 
algorithm [43] to identify the faulty readers.  
As a way of illustration, we use the data shown in Table 5.1 from four readers: 
Reader1, Reader2, Reader3 and Reader4. Each reader reads a number of objects at 
every reading cycle. After 10 reading cycles, we summarize the lowest (lb) and the 
highest number (hb) of tagged objects read by each reader. We then generate interval 
(lb, hb) based on the majority of the readers. The interval then is separated to form a 
new tuple which is <offset, type>. To distinguish between lb and hb, type in <offset, 
type> is used to mark the differences. The lb will be marked by negative type (-) the 
while hb is marked by a positive type (+). 
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Table 5.1: Number of objects read by each reader 
Time Reader1 Reader2 Reader3 Reader4 
100 secs 93 98 108 61 
200 secs 91 96 90 65 
300 secs 83 99 89 74 
400 secs 95 112 80 68 
500 secs 104 118 114 61 
600 secs 121 99 124 67 
700 secs 92 109 107 69 
800 secs 115 90 95 68 
900 secs 102 84 106 69 
1000 secs 90 117 101 72 
Lower bound (lb) 83 84 80 61 
Higher bound (hb) 121 118 124 74 
 
The value for type is always 1. The offset represent the value of lb in the form of 
c-r, while hb in the form of c+r, where r is the difference from the centre of the interval 
c to either lb or hb and computed as follows: 
 
                                   ݎ ൌ ݄ܾെ݈ܾʹ                                     (5.1) 
 
In contrast, c is the centre of the interval that can be calculate using the following 
equation 
                                          ܿ ൌ ݄ܾ െ ݎ                                (5.2) 
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For example, the interval for Reader1 is (83,121). The value of r for this interval 
is r=(hb-lb)/2=(121-83)/2=19 and the value of c is hb-r=121-19=102. The lb for this 
interval (83,121) will be written as <102-19,-1> and the hb is <102+19,+1>. All the 
intervals from table 1 will be converted to this form. The tuples then will be sorted as 
shown in Table 5.2. 
The interval fusion algorithm now can be used to detect the missed readings 
from faulty reader based on the readings consensus. The algorithm will produce interval 
that is agreed by the majority of the readers. A reader with a reading value that 
intersects with this interval is considered as a properly functioning reader while those 
readers that do not fall within the range of the intervals are considered as faulty readers.  
 
Table 5.2: The tuple <offset, type> from Table 1 after sorted ascending 
Index i <offset, type> Description 
0 <67.5-6.5,-1> Reader 4 lower bound 
1 <67.5+6.5,+1>  Reader 4 higher bound 
2 <102-22,-1>  Reader 3 lower bound 
3 <102-19,-1> Reader 1 lower bound 
4 <101-17,-1> Reader 2 lower bound 
5 <101+17,+1> Reader 2 higher bound 
6 <102+19,+1> Reader 1 higher bound 
7 <102+22,+1> Reader 3 higher bound 
 
From Table 5.2, the interval is (84, 118). Based on this interval, Reader4 is 
considered faulty because its interval (61, 74) does not intersect with the derived 
interval (84, 118) chosen by the majority of the readers.  
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Figure 5.2: Illustration of interval intersection 
 
As an illustration, we plot each reader readings and their intersections with the 
intervals as shown in Figure 5.2. The grey area shows the readings of the properly 
functioning readers that intersect with interval produced by the algorithm. 
To ensure that only functioning reader will send their reading to the middleware, 
the interval (lb,hb) from the fusion process is sent back to each reader. The readers will 
compare their readings locally with this interval from the fusion process to validate their 
readings. If the interval does not intersect with each other, the reader is regards as faulty 
and is prevented from sending the readings to the middleware. This can save energy 
consumption by performing the validation locally where it reduces the network load 
from being used to send the unreliable readings. 
To perform this, we used ValidateReading algorithm as shown in Figure 5.3. At 
step 1, the algorithm starts by receiving the readings from the tags. In step 2 and step 3, 
after a number of reading cycles specified by the application is true, the interval from 
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the readings will be produced. In step 4, if the interval’s low bound is equal or smaller 
than the lb, and the interval’s higher bound is equal or higher than hb, the readings for 
the whole cycle is considered as correct. At step 5 the readings is sent to the 
middleware. Otherwise, the readings will be discarded from the reader and this indicates 
a faulty reader (step 7). The number of reading cycle will be reset to start the process 
again.  
 
 
 
 
 
 
 
 
 
 
Figure  5.3: ValidateReading Algorithm 
 
ValidateReading algorithm is used as a control measures to ensure the 
correctness of the readings produce by each reader in the system. It can be turned on all 
time for life-critical application to ensure no errors in the reading at all. It also can be 
used occasionally as regular maintenance for the system to check the validity of the 
readings from the readers involved. 
 
Algorithm ValidateReading (parameter (lb,hb)) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
INCOMING READING 
     IF (Number of Reading Cycle == TRUE) 
          Get lowbound and upperbound from readings 
               IF (lowbound <= lb) AND (highbound >= hb) 
                    Send readings to middleware 
               ELSE 
                    Discard readings 
               ENDIF 
         Reset number of reading cycle 
     ENDIF 
END 
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5.4 Performance Analysis 
In this section, we present experimental results conducted to study the 
performance of the approach discussed in this chapter. As stated in [8], we model faulty 
readers having low read rate as compared to the properly functioning readers. This is to 
depict the occurrence of missed readings. As in [101-103], tag readings are generated 
based on Poisson processes. We study the rate of both false positive and false negative 
to examine the performances of the Marzullo-based algorithm as compared to median 
and mean approaches to study their accuracy and the robustness. The median and mean 
are commonly used to identify outliers in a data as shown in [84]. The outliers can 
intuitively represent the readings that produced by faulty readers.  
 
5.4.1 Comparative Analysis 
In this experiment, we want to investigate the false positive rate under different 
percentage of faulty readers. In the experiment, the number of faulty readers was varied 
from 20% to 50%. The tag arrival rate is varied from 90 to 110 tags per cycle for 
functional reader while 30 to 50 tags per cycle for the faulty readers.  
Figure 5.4 shows the result for false positive rate under different percentage of 
faulty readers. Marzullo-based algorithm is the most accurate and robust with no false 
positive on all samples. In contrast, the mean and median algorithms have very high 
false positive rate especially when the number of faulty readers reach 50% of readers in 
the system. As the percentage of the reader increases, the intervals produced by 
Marzullo-based algorithm become smaller. The interval produced by Marzullo-based 
algorithm tends to represents the majority of readings by the functioning readers. This 
makes readings from faulty readers to rarely lie within the intervals and subsequently 
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lead to detection of the faulty readers. However, the median and mean algorithms 
always represent the center of all readings and disregard the sources whether it is 
majority or not. This tendency led the median and mean algorithms to fail capturing 
faulty readings from the faulty reader beginning with the number of faulty readers reach 
40% in the sample. For Marzullo-based approach, even when the faulty reader is 50%, 
there are no false positive results because the faulty readers’ readings have short interval 
ranges (because of low tag arrival) that do not intersect with the derived intervals.  
 
 
Figure 5.4: False positive rate comparison under different percentage of faulty reader 
 
Figure 5.5 shows the false negative rate under different percentage of faulty 
readers. Marzullo-based algorithm has the lowest rate as compared to the median and 
mean algorithms. The median and mean algorithms show a big drop in their 
performance where the false negative increased almost linearly with the addition of 
faulty readers. This happens because some of the correct readings have very high read 
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rate that left them from being in the majority readings. When we run the algorithms, 
these correct readings with very high rate do not intersect with the interval produced. 
Although Marzullo-based algorithm also have the false negative but the false negative is 
still low compared to the median and mean algorithms. When the number of faulty 
readers increased, there are many correct readings undetected as correct by median and 
mean algorithms as compared to Marzullo-based approach. 
 
 
 
Figure 5.5: False negative rate comparison under different percentage of faulty reader 
 
 
5.4.2 Sensitivity to tag detection rate 
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In this experiment we want to test the robustness of the approach under different 
tag arrival rate. In the experiment, we fixed the number of faulty reader at 30% but 
changed the arrival rate for the tags from 10 to 80. Figure 5.6 shows the false positive 
rate under different tag detection rate by faulty readers. The Marzullo-based approach 
has about 24% false positive when the tag detection rate is 70. This is because some of 
the readings from faulty readers have reading rate that are nearly at the same rate with 
the functioning readers. This allows the faulty readers readings to intersect with the 
interval produced. Figure 5.6 also shows that the result we get in Figure 5.4 is consistent 
where there are no false positive for all the approach when the number of faulty readers 
is at 30%.  
 
 
Figure 5.6: False positive rate comparison under different tag arrival rate 
The false positive starts to show on the mean algorithm when the tag detection 
rate for the faulty readers is increased to 60. This is because the centre of readings 
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generated by the mean algorithm has decreased making it intersects with the readings 
from the faulty readers. In contrast, the median and Marzullo-based approaches are only 
affected when the tag detection rate for the faulty readers is at 70. However Marzullo-
based approach still performs better than the median algorithm because it takes into 
account both the majority of the readings and each intervals of the reading individually. 
The median algorithm does not look at the readings individually but only consider the 
centre of the readings based on the number of appearances. 
 
 
 
Figure 5.7: False negative rate comparison under different tag arrival rate 
 
Figure 5.7 shows the false negative rate under different tag detection rate. The 
mean approach generated the highest false negative, followed by the median algorithm 
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and Marzullo-based approach. The later remains stable throughout the different tag 
detection rate and generated below 10% false negative. There is false negative in 
Marzullo-based approach because there are sample readings that generate correct 
readings. This is because the Poisson process generates the reading randomly and 
causing some of the readings that meant for correct reader to appear and have the same 
rate with faulty readers readings. However the performance of Marzullo-based 
algorithm is better compared to median and mean in all sample readings. 
From all these experiments, we conclude that the interval generate from the 
Marzullo-based algorithm is more suitable to be used to identify correct faulty sources 
as compared to the median and mean approaches. The mean does not depict the 
majority of agreed sources. It takes the center of all readings including correct and 
faulty readers readings. The median performs better than mean when the majority of the 
data is reading from functioning readers. However, it cannot perform better than 
Marzullo because Marzullo-based considered each reading interval individually that 
make it more accurate to represent the center of the correct readings. 
 
5.5 Summary 
RFID components such as the readers are prone to failures with serious consequences to 
the overall system. This mandates fault management that includes monitoring the health 
of RFID readers and accessing the RFID reader configurations remotely. Therefore, an 
approach that detects the missed readings with the aim to minimize the impacts of the 
faulty readers on the system reliability and dependability is of paramount importance. In 
this chapter, we proposed an approach to detect missed readings from faulty readers in 
networked RFID system environments. From the experimental results, we conclude that 
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Marzullo’s algorithm is suitable to be used in solving the problem of detecting the 
occurrences of missed readings that indicate faulty readers in RFID networks. Missed 
readings need to be detected early to ensure the reliability of system is not affected.  The 
mechanism to detect missed readings must be done automatically instead of manual 
checking that is not efficient. One of the ways to do this is by using Marzullo’s 
algorithm as proposed in this chapter. The proposed algorithm is not only able to detect 
missed readings but also abnormal readings.  For example readings range that are too 
high could indicate replay attacks or objects stuck at one reader that caused it to be read 
too many times. Any readings that are not in the range should be taken seriously to 
ensure the correctness of the system operations.  
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Chapter 6 
 
 
 
 
 
 
Energy-Aware Data Filtering 
Mechanism 
 
In this chapter, an energy-aware RFID data filtering approach is proposed. In RFID, the 
amount of energy used is determined by the tag load for each reader. Tags need the 
power from reader in order to complete the reading process. Currently, the energy often 
used unwisely because of reader’s behaviour that keeps reading on tags that stays in 
their vicinity. This creates duplicate readings that did not contribute new information to 
the system. Moreover it needs to be filtered to ensure system efficiency. To avoid 
energy wasting, readers need to be slotted and schedule accordingly which 
automatically minimize the chances of duplicate readings. Slotting readers also lower 
the risk of signal collision. Signal collision is the major factor that generates noise and 
missed readings. Results from experiments shows that our proposed approach achieve 
energy savings significantly. Besides slotting, there we also proposed other strategies to 
achieve energy saving in RFID. Energy savings is important to reduce the system 
operational cost and helps to prolong the devices lifetime. It also helps to reduce 
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emissions from electronic devices that have been said as keen contributor to the global 
warming.  
 
6.1 Introduction 
The reading process in RFID requires energy to complete the process of sending 
and receiving signals between the reader and the tag. For passive tags, they need to 
accumulate the energy from the reader’s signal before they can transmit their data to the 
reader. For active tags, they have battery on boards that will supply them the energy to 
send the signal to the reader. Basically, the amount of energy used in RFID is based on 
the tag load of the reader [104]. The number of tags contributes directly towards the 
amount of energy consumption in RFID application.   
 The problem with RFID reader is it will continuously read the tags as long these 
tags resides in their vicinity. This is unnecessary because its only create duplicate 
readings. It wastes the reader energy to read the same tag. The reader then also needs to 
transmit the readings to the middleware which also uses energy and occupy the network 
bandwidths. Each reading incurs cost to stakeholder and this really needs to be avoided 
if the readings are confirmed useless to the system. 
The energy savings in RFID is paramount especially for mobile RFID devices 
where the energy is not renewable and hard to be replaced.  Energy savings also can 
prolong the devices lifetime which help businesses obtain higher return-on-investment. 
In certain circumstances, such as deployment at a natural disaster place [105], energy 
savings conscience is very important as the energy resource were limited and hard to be 
renew. For example the use of active tag to detect trapped coal miners in the tunnel 
[105]. The evacuation need to be done quickly before the battery on the tag dried out.  
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In this chapter, we present how data filtering with energy awareness is achieved 
through reader slotting. The readers are slotted and schedule in a way that no adjacent 
reader will do reading at the same time. Based on this the risk of signal collision is 
minimized significantly and the need to repeat readings because of the collision can be 
avoided. We also discussed on the use of tag session and the ‘gate reader’ to achieve 
energy savings in RFID. 
 
6.2 Problem Overview 
In this section we present the motivational application and energy profiling that 
describes how energy is spent and dissipates in RFID system. 
 
6.2.1 Motivational Application 
One of the common RFID applications is the object’s monitoring. It is used to 
records the current state of objects at one places such as in the warehouse or in a 
supermarket. The readings will generate information like the current number of objects 
in that places or information on the object’s location. For this type of information, 
reader actually does not need to be operational all the time. If the reader were left 
operated on the time where there is no movement with the objects, it will only record 
duplicate readings. The reader can be put into a sleep mode alternately to achieve the 
energy savings.  
There are number of scheduling or slotting algorithm in the literature such as 
Distributed Color Selection (DCS) and Variable-Maximum Distributed Color Selection 
(VDCS) or known as Colorwave [49]. They are approaches to slots reader to avoid 
signal collision among the adjacent readers. However we have highlighted the weakness 
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of these algorithms in the literature review where it cannot give the optimal solution for 
the reader scheduling. There are still readers resides next to each other that will be 
operative at the same time. In certain cases DCS and Colorwave need to be run more 
than once before they can provide the best solution for the reader scheduling. This 
consumes times and wasting the energy. Our proposed algorithm can generate the 
optimal reader scheduling at the first attempt. 
 
6.2.2 RFID Energy Profiling  
In this section, we listed the activity in RFID that consumes energy. Energy profiling is 
one way to identify where the energy is wasted. Energy consumption in RFID involves 
activities as follows: 
i. Reader sends signal to the tag 
Reader need to send signal in order to read the data contains in the tag. The signal 
will power up the tag to reply the reader. The amount of energy needed to transmit 
the signal is linearly related with the number of tags in the reader vicinity.  
ii. Tag replying signal to the reader 
For passive tag they will use the power they gain from the reader signal to transmit 
the data to the reader. For active tag they have their own power source from their 
battery on board.  
iii. Reader sends reading to other reader or the middleware 
Reader can exchange data with other reader by sending their signal. The reader also 
needs to transmit readings they did to the middleware.   
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iv. Middleware processes the readings from the reader 
The middleware will filter and smooth the readings from the reader before the 
readings can be used by the application or database.  
 
T1
R1
T2
T3
T4
T6
R2T5
T7
T8
 
Figure 6.1: Readers and tags deployment in RFID system 
 
Based on the list above, we list out the potential energy dissipations in RFID based on 
Figure 6.1: 
i. Duplicate readings   
Reader such as R1 in Figure 6.1 will read tag T1 to T5 repeatedly as long the tag is 
resides in the reader vicinity. There are also duplicate readings from different 
reader where T3, T4 and T5 are being read by both R1 and R2. For active tags they 
may send the signal to the reader repeatedly which can exhaust their battery.  
ii. Signal collisions 
There is a potential signal collision among the readers because of the overlapped 
vicinity. When signal collision occurs, the reader cannot read the tag correctly and 
requiring the signal to be send again. Signal collision can also occur among the tags 
which prevent the signal correctly reaching the reader. The signal collision have 
higher chances to occur when the reader are having higher tags load [106]. 
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iii. Data transmissions from reader to middleware 
Data transmission will waste energy if they were used to transfer erroneous data 
such as duplicate and noise readings. Noise readings occur because of the signal 
collision.  
iv. Data processing at the middleware 
The high rates of duplicate and noise readings require more time to process the data. 
Noise data can slow the tag identification process.  
 
Based on this finding we suggest that the reader does not need to be operative all the 
time. They can be operated alternately with the adjacent reader to do the readings. The 
benefits are less signal collision, duplicate and noise readings which will save energy. 
Putting the reader in the sleep mode itself will also saves energy on the reader.  
 
6.3 Energy Model 
The energy consumption for RFID depends on the data size (bit), rate (kbps), time taken 
to transmit data and power supply. The time taken to transmit the signal can be 
calculated using Eq. (6.1): 
 
                                                ൌ                                        (6.1) 
 
where ID is the size of tag id and rate is the tag data rate [107]. Energy can be calculated 
using Eq. (6.2): 
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                                                    ൌ ሺܸܫሻ                                             (6.2) 
where V (volts) is the power supply and I (amperes) is the current consumed during 
scanning [108].  
There are three modes of operation for RFID: (i) scan (ii) idle and (iii) sleep. The 
highest energy consumption is while the reader is in the scan mode, follows by idle and 
then sleep mode. During sleep mode the reader will use a very little any energy.  Wake 
up signal can be sent from the middleware to change the reader mode such as from sleep 
to scan mode. Figure 6.2 shows different energy states in RFID reader. 
 
Active (Scan/
Idle)
Sleep
Wake up signal Send to sleep
 
Figure 6.2: Energy State in RFID reader 
 
Table 6.1 shows the current values for readers from different models including 
SkyeModule M8, SkyeModule M1 and SkyModule M1 Mini at different mode [108]. As 
we can see there are significant differences in current consumption between each mode. 
The current consumption during sleep mode is less than 1% during scan mode for each 
model. For idle mode the consumption it is about 10-25% from the scan mode. 
To calculate the energy to read one tag, let say the data rate is 26kbps and power 
supply is 6 volts. Using the equation (6.1) and (6.2), the energy needed to read one tag 
with data size of 96 bits using the SkyeModule M1- Mini is 1.329 joules. Only one 
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reading on the tag is needed. When the reader read the tag for the second time, it 
considered duplicates and wastes energy.  
 
Table 6.1: Current consumption in different reader mode  
*Based on data size 96bits, power supply 6 volts, data rate 26kbps 
 
While putting the reader in sleep mode to save energy, one thing that need to take 
into account is the energy required to send wake up signal to the reader. The energy 
must not exceed the savings that we accumulate from the sleep mode compared to the 
energy used when the reader is idle. According to [109], the equation to calculate the 
energy to switch from sleep mode to scan mode is 
 
   ܧ ൌ ൫ܫܽܿݐ݅ݒ݁ െܫݏ݈݁݁݌ ൯ܶܸʹ                               (6.3) 
 
The wake up signal does not contain any data, and the time to wake up SkyModule M1 
Mini is 0.1 seconds [40]. Based on equation (6.3), the energy needed to wake up this 
reader is 0.035964 joule. If the reader is sleep for 10 minutes, the energy used is 0.18 
joule.  Therefore the amount for both activities which are sleep and switching mode is 
only 0.25964 joule.  If the reader is left to be idle, the amount of energy used for ten 
minutes will be 54 joule. The savings we made for putting the reader into sleep mode is 
Power supply Sleep (mA) Idle (mA) Scan (mA) 
Energy to read 
one tag (joules)* 
SkyeModule M8  <0.1  50 250-650 5.538 
SkyeModule M1-Mini 0.06 15 60 1.329 
SkyeModule M1  0.06 10 110 2.437 
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a staggering 99% of savings. The energy savings will be much more if there are tags to 
be read, and the readings are duplicates which really need to be avoided. 
To save the energy, readers need to be slotted and scheduled to be operative. To 
avoid any missed reading on tag that moves from the reader vicinity without being read, 
the reader will take turns to be active with the reader resides nearby them. In the case of 
tag moving from the reader vicinity without being read (because the reader is sleeping) 
the neighbouring reader will cover the readings on the tag. This is because the way we 
slot the reader to take turns with their neighbours to be active. 
 
6.4 Algorithms 
  In this section we present two algorithms to achieve energy savings in RFID. The 
first algorithm is a slotting algorithm where a number of networked RFID readers are 
put into different slot to avoid collision during system operation. By having slots in the 
reading, some reader can be put into sleep mode which save energy. The second 
algorithm put a reader into sleep mode if it that does not have any tag to be read, either 
because of its vicinity is empty or because all the tag have been read by other reader 
previously. We also proposed strategy to achieve energy savings in networked readers 
by identifying the ‘gate’ reader. 
 
6.4.1 Slotting mechanism for networked RFID readers 
Slotting reader is one way to achieve energy savings. The benefit of slotting is to 
avoid collision among the readers. A simple principle to slot the reader is by not having 
neighbouring reader operated at the same time. Neighbouring reader can take turns to 
perform the propagation. The number of slot produced from this algorithm need to be at 
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possible minimum to avoid the risk of miss reading. Otherwise tag might be gone out 
from the system before it gets to be detected because the length time of each slot taken 
to complete. Our algorithm SELECT is shown in Figure 6.3 produces the minimum 
number of slots.  
 
Algorithm Slot Selection (SELECT) 
INPUT: ReaderID, neighbourID  
VAR:x=0,y=0 
Begin 
1: FOR(each readerID[x]) 
2:         IF (readerSlot[x] == 0) 
3:               readerSlot[x]++;  
4:         END IF            
5:         FOR (each neighbored[y]) 
6:               IF (neighbourSlot[y] == readerslot[x] 
7:                    readerSlot[x]=neighbourSlot[y]+1   
8:               END IF 
9:         END FOR  
10: END FOR  
END 
 
Figure 6.3: Slotting algorithm for networked RFID readers 
 
Algorithm in Figure 6.3 is a centralized algorithm where it gathers all the 
information about all reader in its networked before producing the time slot. By doing it 
centralized the information is sufficient to produce the best slotting result. The 
requirement of this algorithm is the list of reader with their neighbouring readers. For 
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the best result, the list must be in descending orders where the list started with readers 
that have highest number of adjacent readers. 
At step 1, the algorithm begins with a loop to process every reader in the list. 
Each reader will take turn to be assigned with slot. At step 2, the algorithm checks 
whether the current reader has been assigned a slot. If not, it will be assigned to the first 
slot (step 3). At step 5, every adjacent reader to the current reader is checked for their 
slot. If there is adjacent reader that has the same slot like the current reader (step 6), the 
slot for current reader will be changed to the next slot which is slot 2 (step 7). The 
process will be repeated until all adjacent reader for the current reader has been checked. 
Then the algorithm will start again with the next reader in the list. 
 
 
 
Figure 6.4: Multiple networked RFID readers sitting next to another 
 
When the algorithm starts, it processes the first reader in the list, which is R5. It 
will assign R5 to slot 1, as R5 has not been slotted yet. Then the algorithm check the 
adjacent readers to R5, whether any of them have been put in the same slot like R5. It 
found that no other adjacent reader has been put in the same slot. Then it goes next to 
R1 R2 R3
R4 R5 R6
R7 R8 R9
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the second reader which is R2. According to the algorithm, R2 also is assigned to the 
slot 1. But when it checks the adjacent reader of R2, it founds that R5 has been put into 
slot 1. Therefore it change R2 into the next slot, slot 2. For the next reader, R4, is 
initially assigned to slot1. But the adjacent reader to R4, R5 and R2 has been assigned to 
slot 1 and 2. Therefore R4 is assigned to slot 3. The algorithm continues until it finishes 
assign slot to all reader in the list. 
 
Table 6.2: List of reader derived from Figure 6.4 
Reader Adjacent reader 
R5 R1, R2, R3, R4, R6, R7, R8, R9 
R2 R1, R3, R4, R5. R6 
R4 R1, R2, R5, R7, R8 
R6 R2, R3, R5, R8, R9 
R8 R4, R5, R6, R7, R9 
R1 R2, R4, R5 
R3 R2, R5, R6 
R7 R4, R5, R8 
R9 R5,R6, R8 
 
The result for slotting reader in Figure 6.4 is shown in Figure 6.5. In Figure 6.5, there 
are 4 slots for the nine readers. None of the slot contains adjacent readers operating at 
the same time. At a particular time, only one slot will be operating. The other readers 
will be put into sleep mode which saves energy. 
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3 2 4
4 1 3
3 2 4
3 2 4
4 1 3
3 2 4
3 2 4
4 1 3
3 2 4
3 2 4
4 1 3
3 2 4
(a) (b) (c) (d)
 
Figure 6.5: Every reader is assign a slot by SELECT (a) only reader in slot 1 
operating (b) 2 reader in slot 2 operating (c) slot 3 operating and (d) slot 4 is operating. 
 
There are other algorithms in the literature that works on the same problem such 
as Distribute Color selection (DCS) and its variant the Colorwave. However, if we used 
DCS or Colorwave to slot the same readers in Figure 6.4, in the first round of slotting 
there will be adjacent readers that operate together at the same time which will cause 
collisions. This is shown in Figure 6.6. When the collision occurs, the reader need to be 
assign to new slot, and so does the other adjacent readers. This will delayed the reading 
process which can increase the chance of missed reading. The number of slot produced 
also can be higher than what our algorithm produced. The higher number of slot is not 
good to monitor the tag movement. This is because every slot needs to wait longer time 
to wait for other slots to finish first. 
In Figure 6.6(c) the reader signal in slot 5 will collide with each other causing the 
all the reader and its adjacent to be assign new slot. This results in whole restructuring of 
the slot where all the readers were involved as shown in Figure 6.6(d). The number of 
slot becomes 5 slots which will take longer time to finish and consume more energy. 
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3 5 3
5 8 5
3 5 3
(a) (b) (c) (d)
3 5 3
5 8 5
3 5 3
3 5 3
5 8 5
3 5 3
4 3 5
2 1 4
4 3 5
 
Figure 6.6: Slot assigned by using DCS, two slot are working well as shown in (a) 
and (b), but slot 5 in (c) experience collision and (d) is the new slot assign after the 
collision. 
 
6.4.2 Energy Savings Algorithm 
One feature of Gen2 tag is the tag session [106]. A tag can have up to four sessions 
where one tag can communicate with four readers simultaneously. This means the tag 
can differentiate the reader that talk to it and preserved the communication with other 
reader. For example previously during tag counting there only can be one reader doing 
the job without interruption from other reader. If another person comes in with mobile 
reader, it will interrupt the counting process. But with session the counting can goes on 
and the mobile reader will have different session with the tag. If the tag has been read by 
reader A, reader B does not have to read it until the new cycle of the slot. By this we can 
save the energy to read the tag. 
The second algorithm we want to proposed takes advantages of ‘session’ features 
of Gen2 tags. The reader will only be put into wake up mode if there is new tag that has 
not been read by other reader in the same slot cycle. For example let say Tag 1 has been 
read by Reader 1 in slot 1. It will hold its session with R1 until the next slot 1. If Tag 1 
moves to Reader 2 area, and Reader 2 is operating in Slot 2, Reader 2 does not have to 
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read Tag 1. If there are no other tags, Reader 2 can be put into sleep mode to save the 
energy.   
 
Algorithm Energy Savings (ESave) 
 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
var count; 
Begin 
   IF (Slot ==True) 
  LOOP (Scan each tag) 
         Scan tag  
         Get tag status 
              IF session ==0 
                  count++ 
              ENDIF 
   END LOOP 
        IF (count>0) 
        Read tag 
   ELSE 
        Sleeps 
        END IF 
        count=0; 
     ENDIF 
END 
 
Figure 6.7: Algorithm to save energy on reader by putting it in the sleep mode 
 
The algorithm is used with SELECT algorithm we proposed in the previous 
section. ESave algorithm is shown in Figure 6.7. At step 1, when the slot started, the 
reader will listen to the tag in its interrogation area. If there is tag, the reader checks for 
the tag session. If the tag has not held any session with other reader in the same slot, 
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increase the variable count by 1 (step 6-8). Then at step 10, it checks the values of count, 
if it greater than zero it means that there is a tag need to be read. Otherwise the reader 
will be put into sleep mode. The variable count then is reset to zero to ready for the next 
slot. By using this algorithm, the reader check whether the tag has been read by other 
reader based on the tag session. The tag will hold the session until the next cycle of the 
slots start. During the new cycle it will be read by the reader where it is located. 
 
6.4.3 ‘Gate’ Reader 
RFID readers can be related logically based on the tag movement [34]. Based on 
this logical relation, we can set which reader that can be turned off without loss of 
information. This strategy has been used in other sensors scheme such motion detection 
[110]. In [110], when there are people moving around, the sensor will awake the camera 
to capture the image of the object. This saves energy because the camera does not have 
to be turned on all the time. The same concept can be applied to the networked RFID 
readers. For example, in Figure 6.8, only Reader 1 needs to be turned on all the time. 
This is because it was the first reader that will be passed by the tagged objects. Reader 2 
and Reader 3 are in sleep mode until they received the signal from Reader 1 requesting 
them to be active. Reader only needs to be active when they know that there are tags 
moving towards them. Example applications that can use this approach are baggage 
handlings at airport [111] and manufacturing plants [112]. 
To save more energy, reader that has been passed through by all the tags can 
sleep when they have been idle for certain time. In this approach only the first reader 
need to be always active.  
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Figure 6.8: Reader 1 act as gate reader allowing other reader to be in sleep mode 
 
 
6.5 Performance Analysis 
In this section we present result from the experiments we conduct to calculate the 
amount of energy that can be saved by using our proposed algorithm SELECT and 
ESave. It is compared with the one that is not using any energy savings mechanism 
(label as no-slotting) and with DCS. For all the experiments we setup 9 readers at fixed 
location such as shown in Figure 6.4. The reader then is slotted using the proposed 
algorithm. Then we randomly placed 200 tags in the interrogation area of these readers. 
The number of tags is increased by 200 for each sample. We calculated the energy 
savings for each approach.  The energy consumption calculated is the energy to read the 
tag, the energy in sleep mode and energy to wake up the reader from sleep mode. 
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Figure 6.9: Comparison of amount of energy consumption using slotting algorithm 
 
In the first experiment we want to investigate the amount of energy that can be 
saved by putting the reader into different slot. The result is shown in Figure 6.9. Our 
proposed approach use the lowest energy followed by DCS and no-slotting. Although 
the amount of differences shown in the graph is small (except for no-slotting) but this 
comparison is made based on the best possible setting of each approach. This means that 
the experiment did not take into account the problem of DCS that need to restructure the 
slot when collision occurs. It also did not take into account the need for no-slotting 
approach to do reading again due to collision. In the normal practice reading need to be 
made again when the collision occur. The small difference between SELECT and DCS 
is because the small difference in the number of slot. DCS have only additional one slot 
compared to SELECT. In the next experiment we will use algorithm ESave to put the 
reader in the sleep mode whenever it is possible. 
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Figure 6.10: Comparison of amount of energy consumption  
 
In the second experiment we apply ESave to both SELECT and DCS. SELECT 
still save more energy than DCS as shown in Figure 6.10. The amount of energy saved 
by both algorithm also increase compare to the first experiment. This is because the tags 
in the reader area have been read by other reader or there is no any tag in the area. The 
difference of algorithm SELECT and DCS performance by using and not using ESave is 
also shown in Figure 6.11. We can see that each sample have different percentage of 
savings. This is because the distribution of the tags to the reader in each sample is 
different. Therefore the number of these ‘jobless’ readers are different from sample to 
sample. ESave save energy by putting these readers into sleep mode. It ensures only the 
right reader is awake to perform the job.  
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Figure 6.11: The percentage of energy savings  
 
6.6 Summary 
In this chapter we proposed two algorithms to achieve energy savings in RFID. 
The first algorithm is SELECT which is used to arrange readers into slot. The purpose of 
readers slotting is to avoid adjacent reader from sending signal at the same time that can 
causes collision. Based on the case study SELECT produced better slotting arrangement 
compare to DCS and Colorwave. By having better slotting mechanism, signal collision 
can be avoided. Energy used can be minimized because there is no need for signal 
retransmission to replace the collided signals. The second algorithm ESave uses the 
advantage of session in Gen2 tag to identify the tag that has been read. The reader can be 
put on the sleep mode if all tag in the reader interrogation has been read. By this energy 
savings can be achieved. The results show that our algorithms provide mechanisms to 
achieved energy savings significantly. The algorithms also contribute in reducing noise, 
duplicate and missed readings to guarantee the data quality and reliability in RFID.  
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Chapter 7 
 
 
 
Conclusion and Future 
Directions                                       
 
This thesis focused on developing solutions for major data filtering issues in RFID data 
stream. In this chapter, we will summarize the contributions and findings of the theses. 
We then discussed future directions and other potential research problems ahead.  
 
7.1 Conclusion 
RFID is said to be the key technology in the modern supply chain management. It is 
also declared as the greatest contribution from the twenty first century. With the 
advantages offered, it is undeniable RFID will become dominant in our life in near 
future. When the tag is cheap enough, every objects moving or not moving can be 
tagged for identification purposes. The tag memory also will be bigger and cheaper 
which can be used to store more data.  However, due to the RFID operating nature that 
uses radio frequency, the reader generates erroneous data that must be clean before it 
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can be used. Otherwise the faulty readings will lead system to generate misleading 
information for the users.  
 In [8], Derakshan et. al. list out three major data error in RFID that need to be 
removed and recovered from RFID data stream. The data are noise reading, duplicate 
reading and missed reading. There are many works in literature focusing on these 
problems, yet there are no single solutions to solve them together. In chapter two of this 
thesis, we provide taxonomy for RFID data filtering to discuss the strength and 
weakness of approaches proposed by other authors. Based on the analysis and 
discussion, we came out with our solutions to solve the data error problems in RFID. 
Our first research problem is to filter noise reading from the data stream. We 
distinguish noise and correct reading based on their number of occurrence. Noise 
reading has less number of occurrences than the correct reading. The same problem has 
been discussed in [19] to remove noise reading using sliding window. We removed the 
use of sliding window to simplify the process. By using sliding window, the same 
process needs to be done for each incoming reading which is not efficient. We provide a 
list that can hold the readings with details on their number of occurrences and time of 
detection. When new reading is coming, the algorithm will search the similar reading in 
the list. If there is one, the searching will be stopped and the reading in the list will be 
updated with the new reading. However, if it cannot find similar reading in the list, the 
new reading will occupy the first available position in the list. Based on this method, we 
don’t have to go to every reading each time new reading is coming. The search will stop 
when it find the similar reading. Here, we have the chances to save significance time in 
the searching process which made its very efficient.  Experiment results show that our 
approach performs better in terms of time execution from the Baseline Denoise [19]. 
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They filter the same noise reading and did it in real time manner. Other approaches like 
in [16, 28] are using deferred method where they only filter after certain time which can 
be too late to be detected if something unexpected happen such as theft. The filtering 
process need to be done in real time manner to provide the business with the latest 
information. Our algorithm also contributes to reduce large number of duplicate reading 
by only storing the first and latest reading.  Instead of storing the duplicate reading, we 
record the number of occurrences of each unique reading. The duplicate readings need 
to be discarded because it does not contribute new information to the system. 
The second problem is to eliminate duplicate readings in networked RFID 
readers environment. In the first problem, we already contribute to removing duplicate 
in single reader, where only the first and the last reading of a tag are recorded. For the 
second problem, we focused on removing duplicate readings in networked readers with 
reading preservation on the reader who owns the readings. Sometimes a tag in one’s 
reader vicinity can be read by other readers that cover other vicinity. This creates 
duplicate reading that is unnecessary. Only one reader need to preserve the reading. 
This is also to avoid confusion on the tag’s location which can determine based on the 
reader. We preserved the reading to the right reader based on the number of readings. 
This is because tag that located near the reader will have more reading than tag that 
located far from the reader. The data duplication exists because the outside reader has 
the access to read the tag and receive the reading. In this chapter, we also contributed in 
demonstrating the advantages of landmark window, by integrating it with Bloom filter. 
Unlike the sliding window, landmark window can compare more readings in the same 
time frame without decreasing its efficiency by using the filter. With larger readings the 
results produces by landmark window is more reliable as compared to sliding window. 
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The algorithm works by hashing the readings to the window with minimum probability 
of false positive. The use of hash functions to store the reading also save significant 
time and memory. Our approach performs better in terms of time execution and the 
filtering accuracy compare to the other method. We successfully removed the duplicate 
readings from the data stream and restored the reading to rightful reader based on the 
number of reading occurrences. 
 For the third problem we provided mechanism to detect missed readings that are 
caused by faulty readers. Faulty readers generate missed readings or no reading at all. 
To detect missed readings, we compared the readings among the readers. The 
comparison is performed by producing reading range that was agreed by majority of the 
readers. Readings from a reader that did not fall into this range is conclude as faulty 
readings that contain missed readings or other faulty readings. It is very important to 
detect the missed readings to that indicate reader correctness to ensure system 
reliability.  
 In the fourth problem, we provided solution to energy-aware RFID data 
processing problem. We proposed energy saving mechanism by scheduling the reader’s 
readings. As shown in the literature review, existing methods do not provide the best 
solution for scheduled readings. Our approach is simple yet maximises the savings that 
can be achieved. By appropriately scheduling the reading events, the readers will take 
turn to do the readings. The reader does not need to be on all the time and as result can 
save energy. Moreover, reading event scheduling contributes in reducing (i) noise 
readings and (ii) duplicate readings. This is because by scheduling the reader can avoid 
signal collision which is among the factors of noise readings existence. Duplicate 
readings also can be reduced because the reader does not going to performs the reading 
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all the time. The algorithm shows significant energy savings that is much needed 
especially with mobile RFID components that depends on the on-board battery.  
 
7.2 Future Directions 
We list out a number of future research directions in line with the problems discussed in 
this thesis. There are opportunities to enhance the proposed solutions and exploring 
other potential issues in order to ensure the technology can performed at its best to 
benefit the users.  
 
7.2.1 Dynamic Settings 
In the future we plan to use dynamic settings for our parameter in removing noise and 
duplicate readings. In removing noise readings, the threshold need to be dynamic based 
on the current noise rate. The challenge is to ensure that the new requirement only needs 
minimal computational effort to maintain the algorithm efficiency. 
For duplicate readings removal, the dynamic setting can be imposed on the size 
of the landmark window. It can be done based on the tag departure rate from the 
reader’s vicinity. The benefit of this enhancement is it improves processing time due to 
the suitable windows size. Most of existing approaches in the literature set the dynamic 
value for the window size based on the tag arrival rate. However, tag departure rate is 
more suitable than the tag arrival rate in determining the window size dynamically 
because it indicates which reading can be removed from the window automatically 
without affecting the quality of data filtering. To test the practical relevance of the 
proposed duplicate reading detection and removal algorithm, we plan to implement and 
test the algorithm in actual deployment environments. 
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7.2.3 Faulty Readings Detection 
For future works, we plan to work on expanding the research in providing the fault 
tolerance mechanism in RFID. We also want to perform the interval fusion process 
dynamically. The process should be done only when there are incorrect readings in the 
reader’s readings. By this we can reduce the work load instead of doing it periodically. 
We also aim to modify the proposed approach for usage in applications that do not have 
constant movement of objects like in retail store. For the time being the algorithm only 
suitable to be used with networked readers that monitor the same objects that moving 
constantly in the system. 
 
7.2.4 Data Filtering Framework 
There is a need to specify RFID data filtering framework that comprises all the 
solutions provided in this thesis plus with security considerations. The framework 
specifies the organization of faulty readings including noise, duplicate and missed 
reading detection, removal and recovery. It needs to be flexible as every application 
may have different requirement on the data management. Then it can be tested based on 
case studies to justify the reliability of the framework. 
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