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The sequence of GonEarov polynomials is the sequence of polynomials 
biorthogonal to the linear functionals ~(a~) II’, where D is the differential 
operator and ~(a~) the evaluation at ai. Thus, the GonEarov polynomials g, 
are defined by the relations 
~(a~) Dig,@; a 0 ,..., a,_ 1) = n! ai,. 
We note firstly that, as implied by our notation, the nth GonEarov 
polynomial depends only on a,,,..., a,- I and secondly that our normalization 
differs from the usual one. Another way of defining the Goncarov 
polynomials is by the Appell relation [ 11 
exf = x g,(x; a0 ,..., a,- 1) t”eanf/n!. 
?I=0 
Yet another alternative is to specify them “operationally” by the equation 
Dgll(x;ao,...,an~,)=ng,~,(x;a ,,..., a,-,) 
and the initial conditions 
g,(a,; a,,..., a,-,) = 6,“. 
This description is evidently equivalent to the integral formulas 
g,(x; a,,..., a n-~)=n/x gn-l(t;a,,...,a,_,)dt 
aa 
= n! 
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The GonEarov polynomials were studied for their interpolation properties 
(see, for example, [ 7 ] or [2 1). In this note, we show that they also arise in 
geometric probability. 
THEOREM 1. LetO~a,_,~a,_,~...~a,~x. Then, 
g,(x; a,,...,a,-,1/x” 
is the probability of dropping n points on the interval [0, x] according to the 
uniform distribution such that the ith largest point Xa, satisfies Xa, > a,-i. 
Proof We proceed by induction on n. Recall that the density of the nth 
largest point (or nth order statistic) is, as a function of t, nt”-‘lx” in the 
interval IO, -XI and zero elsewhere [4, p. 231. Now, denote by 
P,(x; a0 ,..., an-, ) the probability in question. By conditioning on the largest 
point dropped, we have 
P,(x; aO,..., a ,-,,=(x P,-,(t; a, ,..., a,-J nt”-’ dt/x”. 
(10 
Hence, by the induction hypothesis and the integral formulas, we obtain 
x”P,(x; ao,..., a .-,)=nlx gn-l(t;a,,...,a,_,)dt 
(Lo 
= g,(x; a0 ,..., an- ,>. I 
This result suggests a discrete analog of the GonEarov polynomials. The 
sequence d,(x; ao,..., an- 1 ) of dtrerence Gonchrov polynomials is defined by 
any one of the following equivalent descriptions: 
1. e(ai) d’d,(x; a0 ,..., a,- ,) = n! din, 
where A is the forward difference operator dp(x) =p(x + 1) -p(x); 
2. (1 + t)” = F d,(x; (x0,..., a,- ,) t”( 1 + t)an/n! ; 
n=O 
3. dd,(x; a, ,..., a,- ,) = nd,- ,(x; a, ,..., a,- ,) 
and 
&(a,; a,,..., anml> =6,“. 
The difference GonEarov polynomials have the following combinatorial (i.e., 
discrete probabilistic) interpretation. 
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THEOREM 2. Let 0 < a,-, < . . . < a,, < x, where x, a,, ,..., a,- 1 are non- 
negative integers. Then, d,,(x; a,, ,..., a,-, ) is the number of injectivejiinctions 
from { l,..., n} to { 1, 2 ,..., x} such that (*) the ith largest point in the image is 
strictly greater than a,, _ i. 
Proof: Let &(x; a,,..., a ,-,) denote the number of such functions. 
Consider the difference 
AC?= &(x t 1; a,, ,..., a,-,) - r?,,(x; a0 ,..., a,-,). 
It is the number of injective functions from {I,..., n} to {l,..., x + 1) 
satisfying (*) such that x t 1 is in the image: for, if x t 1 is not in the 
image, then that particular function contributes to both the first and second 
terms in the difference and hence, not at all. An alternate way of counting 
such functions is to choose an integer i from {l,..., n}, map it to x t 1, and 
then map the remaining integers {I,..., i - 1, i t I,..., n} injectively into 
{L..., x} in accordance with (*). But this is precisely the number 
n&-,(x; aI ,..., a,-,). 
Thus, the sequence a,, satisfies recursion (3). Moreover, as a, s 1 (there 
being exactly one function from the empty set), the n t 1st difference 
A”+’ d n is identically zero. By Newton’s formula, a,, is a polynomial in x. 
Finally, when n > 0, there is no way of mapping { I,..., n} to { l,..., a,} such 
that the largest integer in the image is strictly greater than a,, ; therefore, 2, 
satisfies the initial conditions (3). I 
The difference GonEarov polynomials have not been studied except for one 
special case ([ 1, p. 341 or [6]); they should have interpolation properties 
similar to those of the GonEarov polynomials. 
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