Abstract. We consider the question of learning in general topological vector spaces. By exploiting known (or parametrized) covariance structures, our Main Theorem demonstrates that any continuous linear map corresponds to a certain isomorphism of embedded Hilbert spaces. By inverting this isomorphism and extending continuously, we construct a version of the Ordinary Least Squares estimator in absolute generality.
Part 1. Structure Theory
Introduction
Suppose that we are provided with randomly sampled data of the type y = Υ(v), and our goal is to estimate the parameter v. We assume throughout that parameters and data are sampled from topological vector spaces V and Y , respectively, and that Υ : V → Y is a (known) continuous linear map. The spaces V and Y encode the types of parameters and data we may work with.
1 An estimator is a (partial) function Υ : Y → V that is consistent with all possible data (i.e., (Υ • Υ)(y) = y for all y in the domain). Throughout, we assume that the covariance structure of the random parameters is known (or hyperparametrized), in order to learn about unknown parameter values using observed data values.
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In Section 2, we describe the structure theory of probability measures on topological vector spaces (largely developed by Vakhania, Tarieladze and Chobanyan [63, 61, 62, 60, 58] ). The basic structure is encoded in diagram (2.4), which ensures that we may represent the covariance structure using Hilbert subspaces U ⊆ V and U Υ ⊆ Y (i.e., Cameron-Martin spaces). The deep structure is that U Υ is isomorphic to a subspace U Υ ⊆ U . By restricting the domain of the map Υ, our Main Theorem (Theorem 2.5) ensures that the restriction map Υ : U → U Υ corresponds to orthogonal projection onto U D , and therefore that Υ :
is an isomorphism of Hilbert spaces. As a consequence, the inverse map Υ −1 : U Υ → U Υ is well-defined and continuous. In Section 3, we exploit this structure to construct the general Ordinary Least Squares estimator Υ OLS : Y → V , simply by defining Υ OLS := Υ −1 on the Hilbert subspace U D ⊆ Y , and extending continuously to its maximum possible domain.
3
Recall Hadamard's definition of a mathematical problem: "a problem is well-posed if its solution (1) exists, (2) is unique, and (3) depends continuously in the observed data [and hyperparameters]" [52, slide 59] . In Section 4, we state the problem of linear regression, which is solved by the OLS estimator. Our Gauss-Markov theorem (Theorem 4.2) ensures that the OLS estimator is the "best linear unbiased estimator" (BLUE) in general. Continuity of the OLS estimator y → Υ OLS (y) is assured by the existence result (Theorem 3.1), and joint continuity with the hyperparameters is assured under mild metrizability assumptions on the parameter and data spaces (Lemma 3.2). 4 This geometric structure is all familiar to experts in coordinate-free statistics [65] , though our level of generality is novel. In Section 5, we state the problem of linear conditioning, which is solved by finding a continuous disintegration for the law with respect to Υ. We define the "stochastic OLS estimator" by adding independent residual noise to the estimated value Υ OLS (y). Our Theorem 5.7 demonstrates that the stochastic OLS estimator defines a continuous disintegration if and only if the law of the parameters is an "uncorrelated implies independent" (UII) measure. Gaussian measures are the prototypical example of UII measures (and the motivation for the general definition), hence Gaussian measures always admit continuous disintegrations through continuous linear maps (Corollary 2.6).
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1 By making minimal topological assumptions on spaces and mappings throughout, we ensure maximal applicability of our results. 2 A hyperparameter parametrizes a probability distribution over parameters. In practice, estimating the covariance structure empirically is a difficult second-order problem, and we do not consider it here. We treat hyperparameters as either fixed or continuously varying. 3 Technically, the domain for the OLS estimator is the closed subspace U D ⊆ Y . If the mean vector m ∈ V is known (or hyperparameterized), we require that the OLS estimator map the data mean m Υ := Υ(m) map to full mean m. In that case, the domain can be extended to the affine space m Υ + U D . If U D is the reproducing kernel Hilbert space (RKHS) for a strictly positive-definite kernel, then U D is dense in Y (i.e., U D = Y ). 4 Precisely, if V is a Fréchet space and Y is a Banach space, then the function (θ, y) → Υ OLS,θ (y) is jointly continuous. 5 This extends Theorems 2 & 3 of [37] , where a certain necessary and sufficient condition was found for Gaussian measures to satisfy the continuous-disintegrations property, which is now seen to be always satisfied.
is to predict all values of a random array given only the values on a restricted index set. Our Theorem 6.6 ensures that covariance structures may always be represented using covariance tensors in the vectorvalued setting. Using an arbitrary covariance tensor, we construct the OLS estimator for general array mappings (Theorem 6.6), which yields the kriging predictor as an immediate consequence (Corollary 6.3).
12
Our work generalizes the current state-of-the-art kriging predictor, which requires Hilbert-valued arrays on finite-dimensional index spaces [48] . In Section 7.1, we state the problem of classification, which is to partition the index space given sets of labeled data. The solution is provided by the support-vector machines (SVM) algorithm of Cortes and Vapnik [15] , which reduces the classification problem to a convex optimization problem in Hilbert space. We present a general version of the SVM classifier for arbitrary index spaces, highlighting the role played by topological compactness (rather than finiteness).
Our article demonstrates that a structural approach is a valuable way to formulate and solve problems in coordinate-free statistics. Our Main Theorem ensures that the only essential metric structures are those on Cameron-Martin spaces, and these are a derived consequence of underlying covariance structure. Consequently, unnecessary topological assumptions (like bases and metrics) may safely be removed from spaces and mappings, increasing the range of applicability of mathematical results. Our general estimators and classifiers, being constructed in a formal, mathematical language, may readily be converted into functional programs. 13 Finally, we hope that tools like estimators and classifiers may prove to be as useful for the mathematics community as they have been for those in statistics and machine learning. T.L.'s research and travel supported in part by NSF PIRE grant OISE-07-30136.
Structure Theory of Probability Measures on Topological Vector Spaces
Let V denote a topological vector space, representing the parameter space for our system of interest. i.e., V is a vector space (over field of scalars S := R or C), it is equipped with a topology, and the operations of vector addition and scalar multiplication are both continuous with respect to this topology. We make minimal topological assumptions on V , namely, that it is complete and Hausdorff and its dual space separates points.
14 The dual space V * consists of continuous linear functionals f : V → S; separating points means that for any v, v ′ ∈ V , there exists a continuous linear functional f ∈ V * so that Re
12 Optimality of these estimators is ensured by the Gauss-Markov theorem. 13 e.g., using a language like Haskell, Clojure or R.
14 Completeness means that Cauchy nets (and sequences) converge and Hausdorff means that points may be separated by closed sets.
minimality of these assumptions ensures that nearly any topological vector space is potentially usable in statistical modeling.
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For example, if the system is described by N scalar parameters, then V = S N ∼ = C(N, S). If the system is described by continuous (scalar-valued) time series, then V = C(R, S). If the system is described by a vector-valued time series, then V = C(R, V 0 ), where V 0 denotes some other topological vector space of values. 16 If the system is described by a vector-valued array (indexed by some space I), then V = C(I, V 0 ).
All these examples are "array spaces", which will be discussed more in Part 3. A linear model is described
; general linear models permit the spaces B, X and Y to be array spaces.
2.1. Random Parameters. We suppose that the parameter vector for the system is random, and its law is to be described by some (Radon) probability measure on V . 17 We ignore the issue of whether there exists a single "true" law P true for the system, and consider only statistical models: (hyper-)parameterized families of probability measures {P θ } on parameter space V (cf. McCullagh [47] ).
We make minimal topological assumptions on statistical models: hyperparameter space Θ should be topological, and the model function θ → P θ be continuous (in the topology of weak convergence of measures).
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Beyond this, we are indifferent to the nature or interpretation of the parametrization: the space Θ could range from a single point (Θ = {true} or {θ 0 }) to the full simplex of all (Radon) probability measures on V (Θ = ∆(V )). If Θ is a topological manifold (as it often is in applications), then it can be equipped with a Fisher-Rao information metric, encoding statistical structure of the (hyper-)parameterization [3] .
Remark 2.1. In the linear modeling setting (y = xβ + ε), this corresponds to a family of measures {P θ } on the joint parameter space, V := B × Y , which allows us to control the joint distribution of the parameterand-noise. Our perspective is Bayesian; the data, noise and parameters are all assumed to be stochastic. The parametrization θ → P θ allows us to further hedge our uncertainty, without committing us to a fixed hyperparameter.
We make two structural assumptions on the statistical model. First, P should satisfy the separable-support hypothesis, meaning that support set supp P θ is separable (has a countable dense subset) and has full measure in V . 19 In practice, this is not a strict assumption, since separability seems to be a necessary precursor for computability [55] . If parameter space V is separable, then the separable-support hypothesis is automatically satisfied.
15 For a long list of non-trivial topological vector spaces, see [33] . 16 Discontinuous time series may be studied using Skorokhod space V = D(R, V 0 ) [64] . In that case, V 0 should be metrizable (e.g., Fréchet). 17 We recall the basic definition. Let B(V ) denote the Borel σ-algebra of V . A (Borel) probability measure is a countablyadditive function P : B(V ) → [0, 1] satisfying the constraints P (∅) = 0, P (V ) = 1 and P (A ∪ B) = P (A) + P (B) − P (A ∩ B) for any A, B ∈ B(X). A Radon probability measure is also inner regular, meaning that probabilities of open sets may be approximated by probabilities of upward converging compact sets. i.e., P (A) = limγ P (K γ ) when K γ ↑ A. For an introduction to measure theory, see Folland [23] or Bogachev [9] . 18 i.e., if θ γ → θ is a convergent net (or sequence) of hyperparameters, then the measures P θ γ are tight and converge weakly to P θ [8] . 19 i.e., P θ supp P θ = 1 for all θ. Recall that the support is the intersection of all closed sets of full measure. If the support set is non-separable, then it may not exist, may equal the empty set, or may not have full measure [63] .
We also assume that P satisfies the finite-variance hypothesis, which states that every continuous linear functional has finite variance: var θ (f ) < ∞ for all f ∈ V * and θ ∈ Θ. 20 In practice, many data are heavytailed (and infinite-variance), so care should be taken with statistical modeling in such contexts (cf. Remark
2.3).
Under these two assumptions, every measure P θ admits a covariance structure. The key representation theorem is [61, Theorem 3 .ii], which ensures that P θ admits a mean vector m θ ∈ V and a covariance operator k θ : V * → V . 21 The mean vector is the Pettis integral of P θ , in the sense that
The covariance operator k θ : V * → V is a symmetric, nonnegative-definite, continuous linear operator which satisfies cov θ [e|f ] = e[k θ f ] for all f, e ∈ V * . 22 Model continuity ensures that the mean and covariance parametrizations θ → m θ and θ → k θ are continuous. 23 Vakhania's theorem [63] ensures that
we refer to the space m θ + k θ V * as the affine support of measure P θ . Identity (2.1) allows us to reduce statistical questions about P θ to geometric questions about the space m θ + k θ V * .
The proof of Lemma 2.2 can be found in Appendix B.1.
This construction is familiar in the probability literature. The embedding H θ ֒→ V was originally discovered by Cameron and Martin [12] for the special case of Brownian motion. Gross [26] generalized the construction in his formulation of abstract Wiener spaces, as a general way to construct Gaussian measures on separable Banach spaces. Dudley, Feldman & Le Cam [19] demonstrated that this is the only way to construct Gaussian measures. In spatial statistics (V = C(I, V 0 )), the Cameron-Martin space U θ corresponds to the reproducing kernel Hilbert space (RKHS) for a covariance kernel on I, and k θ corresponds to the integral operator (Section 6.1). Embedding the index space into Hilbert space is known as the "kernel trick"
in machine learning (Section 7.1).
There is a second natural embedding, 34 The model P Υ : Θ → ∆(Y ) (defined by θ → P Υ,θ ) satisfies the finite-variance and separable-support hypotheses.
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The push-forward measure P Υ,θ has mean vector m Υ,θ := Υ(m θ ) ∈ Y and covariance operator Υk θ Υ * :
The affine support of P Υ,θ equals m Υ,θ + Υk θ Υ * Y * , and Vakhania's theorem (2.1) implies that
is called the Paley-Wiener integral of h. 29 The Girsanov theorem [24] deals with the special case of Brownian motion (i.e., Wiener measure), and the theorem by Lenglart [43] deals with the general case of semimartingales. For a recent introduction, see Protter [53] . 30 The case of finite 1st moment (but infinite pth moment for p > 1) is extremely difficult, and there are few rigorous results. 31 We assume that V and Y are complete and Hausdorff, and their dual spaces separate points.
for any integrable function s : Y → S. 34 The adjoint generalizes the transpose of a matrix, and is defined by the formula
i.e., the adjoint Υ * acts on a linear functional by pre-composing with Υ. Adjoint operators are known as "Koopman operators" in the literature on dynamical systems [11] . When the space V is finite dimensional, the adjoint map Υ * is also called the transpose of Υ. No metric structure on either V or Y is necessary to define Υ * : the adjoint map is purely topological and algebraic. 35 To see this, suppose that θ γ → θ is a convergent net (or sequence) in Θ, and let s : Y → S be a continuous, bounded function. 
The unlabeled arrows denote the maps π Υ,θ and η Υ,θ , respectively.
The proof of Lemma 2.4 can be found in Appendix B.2. The (less) restricted maps Υ : U θ → U Υ,θ and Υ : A θ → A Υ,θ are surjective. In the first case, the kernel of Υ| U θ equals U ⊥ Υ,θ . In the second case,
on the domain U Υ,θ . Since the three maps ι
and ι Υ,θ : H Υ,θ → U Υ,θ are Hilbert-space isomorphisms, their composition Υ : U Υ,θ → U Υ,θ is also a Hilbert-space isomorphism. 37 The space H Υ,θ depends only on the covariance operator k θ , the continuous linear map Υ and its adjoint Υ * . 38 The continuity of the inverse maps is with respect to both the subspace and Hilbert topologies on U Υ,θ and A Υ,θ . Note that the inverse of m Υ,θ is fixed to be m θ , even though the fiber Υ −1 (m Υ,θ ) may possess multiple elements. The inverse maps Υ −1 θ depend on the hyperparameter. 39 The maps ι Consequently, the inverse map Υ −1 : U Υ,θ → U Υ,θ is also a Hilbert-space isomorphism, hence well-defined and continuous. 40 It easily follows that the kernel of Υ : U θ → U Υ,θ is the space U ⊥ Υ,θ . The corresponding claims for the affine spaces follow by shifting by the mean.
In [37] , LaGatta found a necessarily and sufficient condition for a Gaussian measure to admit a continuous disintegration with respect to Υ. That condition corresponded to continuity of the inverse map Υ −1 : U Υ,θ → V ; indeed, the Main Theorem ensures that this condition is always satisfied. Adapting the argument of [37,
Theorem 3], Corollary 2.6 follows mutatis mutandis.
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Corollary 2.6. Gaussian measures always admit continuous disintegrations through continuous linear maps.
The Ordinary Least Squares Estimator
Using the Main Theorem, it is straightforward to construct the Ordinary Least Squares (OLS) estimator. Recall that an estimator of Υ : V → Y is a (partial) function Υ : Y → V which is a right-inverse of Υ. This condition means that (Υ • Υ)(y) = y for any possible data y ∈ supp P Υ,θ , ensuring coherency between the estimate and the data. (1) The OLS estimator is unbiased, and maps the mean in Y to the mean in V . i.e., Υ OLS,θ (m Υ,θ ) = m θ .
(2) Estimation is contravariant (i.e., reverses the order of composition). Consider sequential continuous linear maps
The proof of Theorem 3.1 may be found in Appendix B.3. Theorem 3.1 ensures that the OLS estimator is continuous, which is important across all applications. Under some (mild) metrizability assumptions on the spaces V and Y , we can in fact prove a stronger continuity result: the OLS estimator varies jointly continuously in both the data and the hyperparameters. The long version and proof of the Strong Continuity Lemma may be found in Appendix A. 40 Alternatively, the continuity of Υ −1 follows from the Banach-Schauder theorem: the map Υ : U Υ,θ → U Υ,θ is a surjective map of Hilbert spaces, hence is an open map. 41 The results in [37] are stated for a Banach space V . The more general Corollary 2.6 follows from our Theorem 5.7. 42 A right-inverse is known as a section in category theory [44] . 43 The joint domain is the extended parameter space Θ f := {(θ, y) : y ∈ supp P Υ,θ }, equipped with the subspace topology inherited from Θ × Y .
Part 2. Some Problems in Statistics
We now apply the structure theory to some problems in statistics. In Section 4, we demonstrate that the OLS estimator solves the problem of linear regression. In Section 5, we construct the stochastic OLS estimator, which solves the problem of linear conditioning for "uncorrelated implies independent" (UII) measures.
The Problem of Linear Regression and the General Gauss-Markov Theorem
The problem of linear regression is to optimally estimate an unknown parameter v given the observed data y = Υ(v). The optimality condition is to simultaneously minimize estimated variance and mean-squared error (both defined with respect to the parametrized covariance structure of the law of v). The Gauss-Markov theorem (Theorem 4.2) resolves this problem: the OLS estimator is optimal among the class of unbiased linear estimators.
Auxiliary Operators.
Since the OLS estimator Υ OLS,θ : supp P Υ,θ → supp P θ is well-defined and continuous, its adjoint operator Υ * OLS,θ : V * → (supp P Υ,θ ) * is also well-defined and continuous.
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Let Υ : supp P Υ,θ → supp P θ denote an arbitrary continuous linear estimator. 45 We define the lifted
, which gives the result of estimation by Υ after observing the value Υ(y). We define the residual estimator
, which gives the displacement of this estimation from the original value v.
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The Gauss-Markov theorem relies on the following geometric lemma, which states that any estimator corresponds to an oblique projection in the relevant Hilbert spaces, and orthogonality is achieved only in the case of the OLS estimator. Optimality of orthogonal projection corresponds to statistical optimality of Ordinary Least Squares. Proof. Idempotence is assured since any estimator is a right-inverse. i.e., L
It is straightforward to verify that L Υ maps A θ into A Υ,θ . By the Main Theorem, the OLS estimator extends orthogonal projection, since
Since the estimator Υ is continuous and linear (by assumption), then so are the lifted estimators L Υ and R Υ . Consequently, the adjoint auxiliary operators L * Υ
are well-defined and continuous. 47 These also correspond to oblique projections in the dual of the Hilbert space. These adjoint projections equal the original projections only in the case of Ordinary Least Squares. 44 The adjoint estimator acts by pre-composing a continuous linear functional by
for all y ∈ L Υ,θ and f ∈ V * . Conveniently, the adjoint is defined on the maximal domain V * . 45 Being an estimator means that Υ • Υ is the identity on supp P Υ,θ . 46 Both L Υ , R Υ : A θ → A θ are continuous linear operators defined on the closed affine support
which contains the support supp P θ . 47 The adjoined lifted estimators L * Υ and R * Υ are functions V * → (supp P θ ) * . Pointwise, these adjoints are defined by (
The estimated variance is the amount of variance "explained" using the estimator Υ. The mean-squared error is the residual variance after estimation.
The bias of a functional f (with respect to Υ) is defined by bias Υ,θ (f ) :
, and is the (negative) average residual vector. An estimator is unbiased if and only if bias Υ,θ (f ) = 0 for all f ∈ V * .
Theorem 3.1.1 implies that the OLS estimator Υ OLS,θ is unbiased. A trivial consequence of the definitions is the bias-variance tradeoff, which states that
for all functionals f ∈ V * .
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Theorem 4.2 (Generalized Gauss-Markov Theorem). The OLS estimator is the "best linear unbiased estimator" (BLUE), minimizing both expected variance and mean-squared error. This means that, if Υ is any continuous linear estimator (possibly biased), then
for any functional f ∈ V * , with equality if and only if It is easy to see that the OLS estimator is inadmissible (not optimal) when compared with nonlinear estimators. If one is estimating three (or more) functionals simultaneously, then the (nonlinear) James-Stein estimator Υ JS [31] improves total mean-squared error. 49 Nonetheless, OLS is a workhorse of statistics, and is sufficient for many practical purposes.
The Problem of Linear Conditioning and Stochastic Estimators
An estimator Υ : Y → X is a powerful tool, as it selects a single plausible data source v = Υ(y) given an observation y = Υ(v). However, this functional consistency is also a drawback, as there is no room for uncertainty in the prediction. To accommodate uncertainty, we define a stochastic estimator of Υ (with respect to P θ ) to be any measure-valued function y → P θ|Υ=y which satisfies the coherency and continuity constraints:
(1) (Coherency) For all possible data y ∈ P Υ,θ , the measure P θ|Υ=y is supported on the fiber Υ −1 (y) ⊆ V . 48 There are versions of the bias-variance tradeoff for arbitrary loss functions [27] ; equation (4.2) corresponds to the loss function being mean-squared error. See [17] for a general formula for various loss functions, and [50] for a nice application of bias-variance tradeoff to feature selection. 49 The James-Stein estimator can be improved by considering the positive-part James-Stein estimator Υ JS + [4] , which is itself inadmissible owing to a certain smoothness constraint [42] .
(2) (Continuity) The function y → P θ|Υ=y is weakly continuous.
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The continuity condition ensures that probability estimates are robust to perturbations in the data. A stronger condition is joint continuity in the data and hyperparameters, meaning that (θ, y) → P θ|Υ=y is jointly continuous.
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In Section 5.2, we demonstrate how every estimator Υ can be used to construct a stochastic estimator P Υ,θ|Υ=y : estimate the value Υ(y), and add independent residual noise. 52 Our Proposition 5.5 demonstrates that, under mild metrizability assumptions, the stochastic OLS estimator (θ, y) → P OLS,θ|Υ=y is jointly continuous.
5.1. The Problem of Conditioning. The problem of conditioning is to construct a (Bayes) optimal stochastic estimator, i.e., one whose statistics agree with conditional probabilities. This means that optimal stochastic estimators are exactly continuous disintegrations, and satisfy the disintegration equation
for every integrable s : V → Y . By the disintegration theorem [39, 21] , measurable disintegrations exist in wide generality, but such abstract arguments fail to ensure continuity.
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In Section 5.4, we demonstrate that any stochastic estimator defines a continuous disintegration of a certain "convolution measure". If the convolution measure agrees with the original measure, then trivially, the stochastic estimator is seen to be optimal. In Section 5.5, we discuss the class of "uncorrelated implies independent" measures, which includes the class of Gaussian measures as the prototypical case. Our Theorem 5.7 demonstrates that the UII condition is equivalent to the measure equaling its OLS convolution measure.
Consequently, the stochastic OLS estimator is optimal exactly for the class of UII measures, hence Gaussian measures always admit continuous disintegrations through continuous linear maps (Corollary 2.6). This completely resolves the problem of conditioning for UII measures and continuous linear maps. Their "average-case optimal algorithm" is a special case of the OLS estimator, and their Proposition 4.1 is a version of the generalized Gauss-Markov theorem.
LaGatta [37, Theorem 2] essentially resolved the problem of linear conditioning for Gaussian measures on Banach spaces, without any hypothesis of finite rank. 54 To ensure continuity of the OLS estimator, LaGatta required a certain necessary and sufficient condition to define ("M < ∞"), corresponding to the continuity 50 i.e., if y γ → y is a convergent net (or sequence), then the measures P θ|Υ=y γ converge weakly to P θ|Υ=y . The continuity constraint ensures that, for all B ∈ B(V ), the real-valued function y → P θ|Υ=y (B) is (Borel-)measurable. 51 i.e., if (θ γ , y γ ) → (θ, y), then P θ γ |Υ=y γ → P θ|Υ=y weakly. 52 Conversely, every stochastic estimator defines an estimator, where we set Υ(y) to be the mean vector of the measure P θ|Υ=y . For a structural approach to continuous disintegrations using category theory and groupoids, see Censor and Grandini [13] . For applications of disintegrations to statistics, see Chang and Pollard [14] .
5.2. Constructing Stochastic Estimators. Let Υ : V → Y be a continuous linear map, and let Υ : Y → V be an arbitrary continuous linear estimator (e.g., the OLS estimator Υ OLS,θ ). We use this estimator to define a certain stochastic estimator y → P Υ,θ|Υ=y . This measure is centered on the estimated value Υ(y), and samples are displaced from this value by the addition of residual noise. This measure is unbiased exactly if Υ(m Υ,θ ) = m θ .
To formalize this construction, we define two auxiliary measures. Let L Υ := Υ • Υ and R Υ := I V −L Υ denote the lifted and residual estimators (as in Section 4.1). We define the auxiliary measures by pushing the original measure through these operators. The lifted measure
is an isomorphic copy of the data measure P Υ,θ , but supported in parameter space V . The residual measure
represents the distribution of residual noise.
Lemma 5.2. The lifted measure P Υ,θ has mean vector Υ(m Υ,θ ) and covariance operator
Proof. By Lemma 4.1, the lifted estimator corresponds to an oblique projection. Since projections are idempotent (and Hilbert space is self-dual), the different covariance representations are seen to hold.
Fix a data value y. To construct the measure P Υ,θ|Υ=y , we simply translate the residual measure P we define
Lemma 5.3. Let Υ be any continuous estimator. The measure-valued function y → P Υ,θ|Υ=y satisfies the coherency and continuity constraints, hence is a stochastic estimator. Theorem 5.7 demonstrates that the stochastic OLS estimator is optimal only in the case for "uncorrelated implies independent" measures. Even if stochastic OLS does not define a continuous disintegration, next 55 i.e., each P Υ,θ|Υ=y is supported on Υ −1 (y), and y → P θ|Υ=y varies continuously. The domain of y → P Υ,θ|Υ=y is the same as dom Υ, which should contain supp P Υ,θ as a subset. Lemma 5.3 works for biased, non-linear estimators in addition to unbiased, linear estimators. If Υ is measurable (but not continuous), then y → P Υ,θ|Υ=y is measurable (but not continuous).
result ensures that the mean and covariance structure of P θ|Υ=y is guaranteed to be correct for P Υ,θ -almost every y. If the higher moments are not a concern in a given application domain, then the stochastic OLS estimation is satisfactory for most practical purposes.
Proposition 5.4. Let y → P θ|Υ=y be a disintegration of P θ with respect to Υ. For P Υ,θ -almost every y, the mean and covariance of the stochastic OLS estimator P OLS,θ|Υ=y agrees with that of P θ|Υ=y .
The proof of Proposition 5.4 may be found in Appendix B.5.
The next result ensures joint continuity of the stochastic OLS estimator under a mild metrizability assumption on the parameter and data spaces.
Proposition 5.5. Suppose V and Y are both Banach spaces. The joint stochastic OLS estimator (θ, y) → P OLS,θ|Υ=y is jointly continuous.
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The proof of Proposition 5.5 can be found in Appendix B.6.
Convolution Measures and Continuous Disintegrations.
In general, it is difficult to verify whether a stochastic estimator defines a continuous disintegration: this involves checking the disintegration equation (5.1) for every integrable function. However, it is straightforward to construct a certain measure for which the stochastic estimator is trivially a continuous disintegration. As a consequence, checking optimality of a stochastic estimator reduces to verifying whether a measure equals the corresponding convolution measure.
Given an estimator Υ, we define its convolution measure by the formula P * Υ,θ
The convolution measure corresponds to the following stochastic algorithm. Sample a random y with respect to P Υ,θ , and estimate Υ(y). Sample an independent random v ′ with respect to P θ , and compute the
. Then the sum v := Υ(y) + ζ has law P * Υ,θ .
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Theorem 5.6. The stochastic estimator y → P Υ,θ|Υ=y always defines a continuous disintegration of the convolution measure P * Υ,θ (with respect to Υ). The disintegration equation states that
for all integrable s : V → S. Consequently, the stochastic estimator y → P Υ,θ|Υ=y defines a continuous disintegration of the original measure if and only if P θ = P * Υ,θ .
Proof. The latter equality in the definition (5.4) is justified by the definition of the lifted measure, P Υ,θ = L Υ * P θ = Υ * Υ * P θ = Υ * P Υ,θ . Using definition (5.3), the latter expression of (5.4) is replaced by Y V s(v) P Υ,θ|Υ=y (dv) P Υ,θ (dy), which proves (5.5).
If P θ = P * Υ,θ
, then there exists an integrable s for which
, using (5.5).
56 i.e., if (θ γ , y γ ) is a net (or sequence) which converges to (θ, y) in Θ f , then the net (or sequence) of measures P OLS,θ γ |Υ=y γ is tight and converges weakly to P θ|Υ=y . 57 Note the importance of independence here. Suppose instead that y and v ′ are maximally dependent, i.e., y = Υ(v ′ ). In this case, the residual noise would be exactly the difference ζ := v ′ − Υ(y). Consequently, v := Υ(y) + ζ = v ′ , so v would have law P θ (rather than P * Υ,θ ).
UII Measures and the Stochastic OLS Estimator.
We say that a measure satisfies the "uncorrelated implies independent" (UII) hypothesis when its dependence structure is functionally characterized by its covariance structure. Equivalently, the following statement is satisfied for all functionals f ∈ V * :
if f is Υ-uncorrelated, then f is Υ-independent. 
Part 3. Some Problems in Machine Learning
We now apply the structure theory to some problems in machine learning. In Section 6, we solve the problem of prediction using the OLS kriging predictor; we also prove a general representation theorem for covariance tensors for vector-valued arrays on arbitrary index spaces. In Section 7.1, we solve the problem of classification using a general support-vector machines classifier.
The Problem of Prediction and the OLS Kriging Predictor
Many problems in machine learning can be recast as problems in spatial statistics, i.e., the study of random associative arrays (a.k.a. key-value pairings). 59 A general solution is provided by "kriging predictors", as developed by the geostatistician Danie Krige in his master's thesis [36] , and formulated theoretically by Georges Matheron [46] . Let I denote a topological space of indexes (or keys), and let V denote a topological vector space of primitive values. We assume that index space I is separable and locally compact Hausdorff (LCH), and that value space V is locally convex, complete and Hausdorff. 60 Formally, a V -valued associative array is a (continuous) function a : I → V ; its set of key-value pairs is simply the graph i, a(i) ⊆ I × V .
Under these minimal topological assumptions, the space of all arrays V I := C(I, V ) is itself a topological 58 The basic ingredient in the proof that associated random variables are UII is Lebowitz's basic distribution function inequality [40] . 59 Associative arrays are a flexible structure for describing data of many different types: relational databases (like SQL) are just indexed families of tabular arrays, and graph databases (like neo4j) are just indexed families of key-value pairings (associative arrays). 60 The topology of a locally convex space is generated by seminorms.
vector space (equipped with the compact-open topology). 61 A random associative array is described by a probability measure P on array space V I . This satisfies the assumptions of Section 2.1, so the structure theory of this article applies.
Remark 6.1 (Arrays of Arrays). Let I and J be index spaces, and let V be a (Fréchet) value space. An array-of-arrays can be thought of as either a V -valued array (indexed by the product space I × J) or a V J -valued array (indexed by I). Since V is Fréchet, its topology is compactly generated [29] ; consequently, the exponential law V I×J ∼ = (V J ) I is guaranteed to hold.
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Example 6.2 (Time Series and Spatio-Temporal Statistics). A time series is an associative array a : T → V , where the index set is a closed subset T ⊆ R called "time". A spatial field is an associative array a : S → V , where the index set is a closed subset S ⊆ R 3 called "space". A spatio-temporal field is an associative array a : S × T → V , where the index set is "space-time" S × T ⊆ R 3+1 . 63 In light of Remark 6.1, we may consider spatio-temporal fields as time-varying spatial fields (V S ) T , as spatially-varying time series (V T ) S , or as fields which vary jointly in space and time V S×T .
In most applications, the value space V is finite-dimensional, and each dimension corresponds to a particular attribute of interest. e.g., in hydrological applications, one considers V = R 3 , corresponding to the Hydraulic Conductivity, Porosity, and Tortuosity of a porous medium.
Because of the indexing, the covariance structure of a random array admits a representation using a covariance kernel. In the scalar-valued case (V = S), the covariance kernel is a (continuous) function c : I × I → S which is symmetric and non-negative definite. 64 In the vector-valued case, the situation is more subtle: the covariance kernel is actually a covariance tensor c : I × I → V ⊗ cov V (Theorem 6.6). 65 We will discuss the scalar-valued case in Section 6.4, and the vector-valued case in Section 6.5. The particular tensor product V ⊗ cov V is inherited from the covariance structure. If V is not Fréchet, then the inverse of the curry operator may not be continuous. An example of a non-Fréchet value space is the (cartesian) product space V = r∈R R, which is much larger than the (Fréchet) space R R := C(R, R) [30] . for any points sn ∈ S and in ∈ I. By Kolmogorov's extension theorem [32] , condition (6.1) is equivalent to the condition I I c(i, i ′ )ψ(di)ϕ(di) ≥ 0 for all "co-arrays", i.e., compactly supported Radon measures on I (cf. Section 6.2). 65 In the vector-valued case, the non-negative-definite condition (6.1) is replaced by n sns n ′ (en ⊗ e n ′ ) c(in, i n ′ ) ≥ 0 for all sn ∈ S, in ∈ I and en ∈ V * . 66 Note: the individual arrays a : I → V are highly nonlinear objects (we do not even assume linear structure on I. The space V I , however, is linear, since the sum of two arrays is an array, as is any scalar multiple. 67 In practice, the words "predictor" and "estimator" are largely used as synonyms. Estimators estimate parameters, and predictors predict unseen values. In this section, the unseen values are represented as a parameter array a : I → V .
By exploiting the structure theory, we may use OLS to construct a natural kriging predictor Υ OLS,c : The OLS kriging predictor is a "best linear unbiased predictor" (BLUP). The following diagram commutes:
If V is a Banach space and D is compact, then (c, y) → Υ OLS,c (y) is jointly continuous.
When both I and D are finite, the well-definedness of the OLS estimator is a straightforward exercise [65] . When I is infinite and D is finite, the "average-case optimal algorithm" of Vakhania and Tarieladze [58] is exactly the OLS estimator. When I and D are both infinite and V is a Banach space, the OLS estimator corresponds to the map m of [37] . Our construction generalizes the current state-of-the-art kriging predictor [48] , which is defined for finite-dimensional I and Hilbert space V .
The kernel should be chosen to ensure certain qualitative properties of the estimated arrays. For example, if I is a smooth manifold, the data are C k -smooth, and the covariance function is C 2k+1 -smooth, then the predicted kriging functions will also be C k -smooth. If prediction is to have no effect beyond some threshold, compactly covariance functions may be chosen [25] . 
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Of particular importance is the scalar-valued case, where V = S = V * . Here, array space S I = C(I, S)
consists of all (scalar-valued) continuous functions on I, and co-array space (S I ) * = M c (I, S) consists of (scalar-valued) compactly supported Radon measures on I. When I is finite, both array space S I and co-array space (S I ) * are isomorphic to S |I| . When I is infinite, S I and (S I ) * are not isomorphic. 68 We suppose that c is strictly positive-definite, so that the OLS estimator is well-defined for all possible array data y ∈ V D . 6.3. Random Arrays. Let P be a probability measure on V I = C(I, V ), representing the distribution of a random associative array, and let E denote its expectation operator. Co-arrays are continuous linear functionals, hence measurable functions V → S. The mean of an arbitrary co-array ϕ ∈ (V I ) * is the scalar
The covariance is a (pre-)inner product on co-array space, and is defined by
for all co-arrays ψ, ϕ. 71 We assume throughout that P satisfies the finite-variance assumption, which means that the covariance cov[ψ|ϕ] < ∞ for all co-arrays. The finite-variance assumption assures that the covariance inner product is well-defined, and we define the covariance function c(i, i
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Using a covariance function, we may explicitly construct the covariance structure. Let k : (S I ) * → V denote the integral operator with kernel c, defined by (kϕ)(i) : space U ⊆ C(I, S) is the Hilbert-closure of the span of {c i }; its existence is justified in this case by the Moore-Aronszajn theorem [7] , or in general by our Lemma 2.2.
The following commutative diagram summarizes the relevant structure in the scalar-valued case:
Note that the probability measure P was not necessary for this construction: only the covariance kernel c
(and its integral operator k).
The kernel trick in machine learning is represented by the map k • δ : I → U , which allows us to compute geometric quantities in Hilbert space using only the covariance function. An important geometric invariance is the covariance metric on I, which is a continuous function t c : I × I → [0, ∞), and is defined by t c (i, i
71 Complex conjugation may be ignored when working with real scalars. 72 Since I and V are both separable, the space C(I, V ) is readily seen to be separable [54] . Therefore the separable-support hypothesis is automatically satisfied. 73 Formally, δ i (B) := 1 if i ∈ B and := 0 if i / ∈ B. 74 In practice, the covariance function is typically provided explicitly, and encodes knowledge about the data to be observed (e.g., qualitative features like smoothness, or quantitative features like similarity degrees). 75 Theorem 3.ii of [61] ensures that the operator k is continuous. 76 Note: tc is actually a pseudo-metric, and tc(i, i ′ ) = 0 if and only if data at i and i ′ are maximally correlated.
Remark 6.4 (Almost-Sure Continuity). We assumed explicitly that P is a probability measure on C(I, S), which corresponds to the statistical hypothesis that random arrays are continuous almost surely. Dudley [18] discovered that a.s.-continuity corresponds to a certain "integrated entropy" condition being satisfied; modern proofs are due to Talagrand [57] .
Let D be an arbitrary compact subset of I. 
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If IntEnt D = ∞, then a random array is almost surely discontinuous on D. In this case, no probability measure with covariance c may be supported on the set C(I, S), and a different function space should be chosen.
6.5. Covariance Tensors (Vector-Valued Case). The content of the next theorem is that we may represent the covariance kernel as a covariance tensor c : I × I → V ⊗ cov V . In infinite dimensions, tensor products are not unique, so this construction requires more care to define.
78 For an application of covariance tensors in random differential geometry, see [38] .
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Remark 6.5 (Background: Tensor Products). Recall that a tensor product V ⊗ V consists of all linear combinations of elements of the form v ⊗v ′ , closed under a suitable topology.
there is a unique tensor product, and
2 . When V is infinite dimensional, it admits multiple types of tensor products, ranging from the projective tensor product V ⊗ proj V and the injective tensor product V ⊗ inj V [56] . A space is nuclear if and only if it has a unique tensor product.
81 If H is a Hilbert space, there is a tensor product H ⊗ Hilb H which is itself a Hilbert space.
82
We start by mimicking the scalar-valued construction in Section 6.4. First, define the extended Dirac point-mass e-δ i , which assigns weight e ∈ V * to index point i ∈ I. 83 Parametrization by e is necessary since there may not exist a canonical unit 1 ∈ V * (contrary to the scalar case). 84 As a co-array, the extended point-mass e-δ i acts on an array a by evaluation: e-δ i [a] := e a(i) . In this setting, the Dirac δ-function is a continuous embedding δ :
The covariance tensor is encoded by the scalar-valued function c(e, i; e ′ , i ′ ) := cov e-δ i e ′ -δ i ′ .
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Theorem 6.6 demonstrates that we may alternatively represent the covariance kernel as a covariance tensor c :
is defined by integrating against the tensor-valued covariance kernel: (kϕ)(i) : 
contrary to the cartesian product, since s(v, v ′ ) = (sv, sv ′ ). 81 Nuclearity of V corresponds to the map V ⊗ proj V → V ⊗ inj V being an isomorphism. All finite-dimensional spaces are nuclear. There are no infinite-dimensional nuclear Banach spaces, though there exist nuclear Fréchet spaces. 82 Infinite-dimensional Hilbert space is not nuclear. 83 Each e-δ i is a V * -valued measure. Formally, e-δ i (B) := e if i ∈ B, and := 0 if i / ∈ B. Note that 0-δ i = 0 for all i. 84 When there is a unit (e.g., if V * is an algebra), then 1-δ i = δ i for all i. 85 By separability, the span of Dirac point-masses is dense in co-array space. 86 The covariance satisfies the scaling c(se, i; e ′ , i ′ ) = s · c(e, i; e ′ , i ′ ) = c(e, i; se ′ , i ′ ) for all s ∈ S.
Hilbert closure of the one-point kernel functions c e
, where the evaluation by e ′ is on the second tensor component. 87 As in the scalar-valued setting, the space U is the reproducing kernel Hilbert space (RKHS) for the kernel c.
Theorem 6.6 (Covariance Kernel Representation Theorem). Let P be a finite-variance probability measure on V I = C(I, V ). There exists a tensor product V ⊗ cov V and a (continuous) function c :
which is symmetric, non-negative-definite, and satisfies the relation cov[e-δ i |e
all e, e ′ ∈ V * and i, i ′ ∈ I.
The proof of Theorem 6.6 can be found in Appendix B.8.
The following commutative diagram summarizes the relevant structure in the vector-valued case:
The map k • δ : V * × I → U again enables the kernel trick: geometric quantities in Hilbert space U can be computed using either the scalar-valued kernel c(e, i; e ′ , i ′ ) or the tensor-valued kernel c(i, i ′ ).
Remark 6.7 (Almost-Sure Continuity). In the vector-valued case, almost-sure continuity can still be studied using covariance metrics, though now the construction is more subtle. Using the kernel trick, the covariance metric on U pulls back to a covariance (pseudo-)metric, defined by t c (e, i; e ′ , i ′ ) := c(e, i; e, i) − 2 Re c(e, i; e and
There is a natural map Υ :
89 Since Υ is continuous and linear, the structure theory of Section 2.2 applies.
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Assume that P is a probability measure on V I , describing the law of a random array, and let c :
operator, which acts on co-arrays. 91 Let k : (V I ) * → V I be the covariance operator (i.e., the integral 87 In the special case that c(i,
In that case, the one-point functions satisfy c e ′ i ′ (i) = n αnvn(i) ⊗ e ′ v ′ n (i ′ ) . 88 Under the covariance scaling, we have that tc(re, i; e ′ , i ′ ) = r · tc(e, i; e ′ , i ′ ) = tc(e, i; re ′ , i ′ ) for all real scalars r ∈ R ⊆ S. For the pulled-back metrics, the scaling satisfies t rf c (i,
The function Υ can be computationally implemented using the higher-order "map" function, applying the function w indexwise to the array a • i ∈ V D . In Clojure code, (defn Upsilon [a] (map w (comp a i))). 90 For the kriging example of Corollary 6.3, i : D ֒→ I is the subset inclusion map, and w : V → V is the identity transformation.
The restriction map Υ :
The adjoint Υ * is defined by sending a co-array ν ∈ (W D ) * to a certain co-array Υ * ν ∈ (V I ) * , which satisfies the identity
operator of c). Let P Υ := P • Υ −1 denote the push-forward measure on W D , describing the outcome of a random sample of Υ. 92 It is straightforward to see that the covariance tensor of P Υ is a continuous function
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Let U be the Cameron-Martin space of k, which is generated by one-point functions c ei := e c(i, ·) , where the evaluation of e ∈ V * is on the first tensor component. Let U D be the Cameron-Martin space of k D , which is generated by one-point functions c D,
, where the evaluation of f ∈ W * is on the first tensor component.
By the Main Theorem (Theorem 2.5), the restricted data mapping Υ : U → U D corresponds to orthogonal projection onto the subspace U D .
94 Consequently, the map Υ : Define the (extended) Dirac δ-functions δ :
* as in Section 6.5.
Let w * × i : W * × D → V * × I denotes the cartesian product map. 97 The following commutative diagram encodes the full structure in this setting: (5) The separation vector ξ can be written as a unique difference of convex combinations of support vectors. That is, there exist probability measures ν 0 and ν 1 supported on X 0 and X 1 , respectively,
where the integrals are Pettis integrals. 108 Furthermore, there exist probability measures ν 0 and ν 1 on the support-point sets
for all i. Therefore, if the combination measures ν ℓ are known, the solution array i → ξ(i) can be computed using solely the covariance kernel.
The proof of Lemma 7.2 can be found in Appendix B.9.
With the separation vector ξ in hand, it is easy to construct the SVM classifier. Let x 0 ∈ X 0 denote an arbitrary support vector from the initial data set. We partition Hilbert space U into two parts by projecting any point onto the ray from x 0 in the direction of ξ:
and
where we break a tie in favor of the second label. We construct the partition of index space by pulling the sets U 0 and U 1 back through via kernel map:
This reduces the problem of classification to finding the convex coefficients ν 0 , ν 1 as in (7.2) . In the finite case, the convex coefficients can be found by solving the Karush-Kuhn-Tucker problem, as observed by 107 That is, for each solution u ℓ , there exists a probability measure p ℓ supported on X ℓ such that u ℓ = X ℓ x ℓ p ℓ (dx ℓ ). This is a Pettis integral, and is characterized by the fact that v, u ℓ = X ℓ v, x ℓ p ℓ (dx ℓ ). 108 Decomposition (7.1) is characterized by the fact that v, ξ as in Section 6.1. We define the fuzzy OLS classifier by λ(i) := Υ OLS (y)(i), i.e., simply by extending the data using OLS estimation.
The Gauss-Markov theorem implies that the fuzzy classifier λ is geometrically optimal, minimizing estimated variance and mean-squared error. By [28, Theorem 5] the SVM classifier κ is also geometrically optimal, being a maximum-margin classifier for the covariance metric t c . This suggests a deeper connection between OLS and SVM, which we leave open for future work.
Conclusion
In this article, we have presented a structural approach for resolving problems in non-parametric statistics. Our general formalism allows us to deal simultaneously with finite-dimensional and infinite-dimensional spaces. A minimality of assumptions ensures maximal applicability of our solutions. Our Main Theorem is a novel result in the structure theory of probability measures on topological vector spaces, and enables the construction of an Ordinary Least Squares estimator in absolute generality. We use the OLS estimator to solve the problem of linear regression, and we construct a stochastic OLS estimator to solve the problem of linear conditioning for "uncorrelated implies independent" measures. We prove a new representation theorem for covariance tensors, show that OLS can be used to define a good kriging predictor for vector-valued arrays on arbitrary index spaces, and we construct a general version of a support-vector machines classifier. We hope that our article has illuminated some of the deeper connections between probability theory, statistics and machine learning, and that future researchers can learn from and extend our results. The on the second line of (B.7) vanishes as γ → ∞, since ζ → s Υ OLS,θ (y) + ζ is continuous and bounded and the measures P ⊥ Υ,θ γ converge weakly to P ⊥ Υ,θ . To control the quantity on the first line of (B.7), we use our metric assumptions, the fact that s is Lipschitz, and the triangle inequality to calculate: This completes the proof.
120 By the Disintegration Theorem [39] , measurable disintegrations are guaranteed to exist, though they may not be continuous. 121 The definitions of the operator norms depend on both · V and · Y . 122 The Portmanteau Theorem [34] implies weak continuity of the function (θ, y) → P θ|Υ=y .
B.7. Proof of Theorem 5.7. Suppose that P θ = P * Υ,OLS,θ , and let f be Υ-uncorrelated. We claim that f is Υ-independent. Let A ∈ B(S) and B ∈ B(Y ) be Borel sets. It suffices to prove that f −1 A and Υ −1 B are independent sets (with respect to P θ ). We calculate
1 A f (υ + ζ) 1 B Υ(υ + ζ) P ⊥ Υ,OLS,θ (dζ)P Υ,OLS,θ (dυ), (B.9)
since P θ = P * Υ,OLS,θ = P Υ,OLS,θ * P ⊥ Υ,OLS,θ by assumption. We next simplify expression (B.9). Note that f vanishes on the lifted Cameron-Martin space A Υ,θ , since f is Υ-uncorrelated. Since A Υ,θ ∩ supp P Υ,OLS,θ is dense in supp P Υ,OLS,θ and f is continuous, we have that f (y) = 0 almost surely. Similarly, note that Υ vanishes on the orthogonal space U using Fubini's theorem [23] . This was the important step, and the rest is straightforward calculation. Observe that the first term of (B.10) equals this is justified using the fact that P Υ,OLS,θ is a probability measure, Fubini's theorem (again), the fact that f (υ) = 0 (almost surely), and the UII property (again). A similar argument shows that the second term of (B.10) equals P θ Υ −1 B . Consequently, P θ f −1 A ∩ Υ −1 B = P θ f −1 A P θ Υ −1 B , which proves that f is Υ-independent. Now, suppose that f ∈ V * is Υ-uncorrelated but not Υ-independent. Therefore, there exist Borel sets A ∈ B(S) and B ∈ B(Y ) so that P θ (f −1 A ∩ Υ −1 B) = P θ (f −1 A)P θ (Υ −1 B). By following the previous argument in reverse (which uses only the fact that f is Υ-uncorrelated), we have that P θ (f −1 A)P θ (Υ −1 B) = P Υ,OLS,θ * P ⊥ Υ,OLS,θ f −1 A ∩ Υ −1 B . Therefore, P θ = P * Υ,OLS,θ , hence P θ is not UII (with respect to Υ).
B.8. Proof of Theorem 6.6. For each pair (e, i) ∈ V * × I, define the kernel array k ei := k e-δ i = (k • δ)(e, i) ∈ U ⊆ V I . Let V * ⊗ cov V * denote the tensor product defined by formal combinations of e ⊗ e ′ , and equipped with the minimal topology so that the map e ⊗ e ′ → k ei ⊗ Hilb k e ′ i ′ is continuous for all (i, i ′ ).
Let V ⊗ cov V denote the tensor product defined by formal combinations of v ⊗ v ′ , and equipped with the minimal topology so that the map v ⊗ v ′ → (e ⊗ e ′ )[v ⊗ v ′ ] is continuous for all (e, e ′ ) ∈ V * ⊗ cov V * .
Since V * ⊗ cov V * is dense in the dual space (V ⊗ cov V ) * , a tensor is characterized by the action of all tensor-functionals on it. Therefore, for each (i, i ′ ), there exists a tensor c(i, i ′ ) ∈ V ⊗ cov V so that 
