ABSTRACT Fuzzy job-shop scheduling problems (FJSPs) with various imprecise factors are a category of combination optimization problems known as non-deterministic polynomial-hard problems. In this paper, a hybrid algorithm HICATS combining discrete imperialist competition algorithm (ICA) and Tabu search (TS) is proposed to solve FJSPs with fuzzy processing time and fuzzy due date. The objective function is maximizing the minimum agreement index, which is on the basis of the agreement index of fuzzy due date and fuzzy completion time. In the proposed algorithm, ICA conducts the global search and TS performs the local search. The imperialist is used to guide the colonies in the same empire. So, local search approach based on TS is applied to the imperialist to perform fine-grained exploitation. The 6 × 6 and 10 × 10 FJSPs with fuzzy processing time and fuzzy due date are tested to evaluate the performance of the proposed algorithm HICATS in this paper. The highly effective performance of HICATS is shown against the best performing algorithms from the literature. Experimental results demonstrate the advantages of our proposed algorithm HICATS on the feasibility and robustness compared with other algorithms.
I. INTRODUCTION
In real-world, job-shop scheduling problems (JSPs) considering man-made factors has been well-known as a class of NP-hard problems [1] . Timely solving JSPs is very difficult and important in the fields of management, industry and economy. The assumption that the duration times of JSPs have crisp value is often impractical. JSPs considering fuzzy processing time due to man-made factors and fuzzy due date, which may tolerate a certain amount of delay in the due date, may be more appropriate. Fuzzy JSPs (FJSPs) [2] , [3] as the new type of JSPs have gained widespread attention, especially, fuzzy systems have been widely used in industrial processes in recent years [4] - [6] .
The history of crisp JSPs started mid-1960s when many exact methods were proposed, but the history of FJSPs only began mid-1990s when branch and bound algorithms [3] were used for solving FJSPs. Although FJSPs are very significant in the real-world, only a few studies concentrated on it which indicates that FJSPs stay in the infancy stage. Exact methods applied in dealing with JSPs often waste unnecessary computational time. Motivated by this phenomenon, researchers attempt to utilize approximate techniques to solve FJSPs and some approximate methods have been developed to find a good solution in a short time. Optimal solutions cannot generally be provided by approximate methods for every time. But these methods can save computational time and approach near-optimum solutions. Approximate algorithms can be classified into two classes: heuristic algorithms [7] or meta-heuristic algorithms [8] . Heuristic algorithms utilize experience-based techniques, while meta-heuristic algorithms refer to high-level iterative techniques and guide a subordinate heuristic through intelligent concepts to explore the solution space and exploit a solution closed to the optimal solution.
In 1996, Kuroda and Wang [3] proposed a branch and bound algorithm for solving the dynamic JSPs. Then many meta-heuristic algorithms such as genetic algorithm (GA), particle swarm optimization (PSO), ant colony optimization (ACO) are designed to improve the performance of the algorithm [9] . In recent decades, GA have been applied to solve FJSPs in some studies. The first application for FJSPs utilized GA is Tsujimura in 1995 [10] . The objective is to minimize the fuzzy makespan for the FJSPs with fuzzy processing time. Ghrayeb [11] , [12] and Li et al. [13] also used GA to solve this type of FJSPs. In 1999, Sakawa and Mori [14] were the first to apply an efficient GA for FJSPs with both fuzzy processing time and fuzzy due date. They incorporated the concept of similarity among individuals into GA and regarded maximized the minimun agreement index as the objective function. Then Sakawa and Kubota [15] used GA algorithm for multi-objective FJSPs with fuzzy processing time and fuzzy due date. The method by using the most promising regions of a neighborhood to intensify the search space for GA is often unavailable and thus an efficient GA algorithm should hybridize a local search algorithm or another meta-heuristic algorithm. Therefore, Song et al. [16] hybridized GA and ACO, Wang et al. [17] modified GA based on the immune principles and Li et al. [18] proposed a hybrid discrete particle swarm optimization algorithm for solving FJSPs. Liu et al. [19] proposed an improved quantum genetic algorithm based on earliness/tardiness penalty coefficient. Unfortunately, the proposition of intelligent algorithms and the meta-heuristic algorithms remains in the infancy stage because only a few studies have used tabu search (TS), simulated annealing (SA) and PSO, especially imperialist competitive algorithm (ICA) has never been used for FJSPs. But in 2011, Behnamian et al. [20] proposed a discrete version of colonial competitive algorithm to determine a schedule that minimizes sum of the linear earliness and quadratic tardiness in the hybrid flowshops scheduling problem. So in this paper, we proposed HICATS combined ICA and TS for solving FJSPs. In ICA, empires composed of imperialists and colonies are first initialized. Each imperialist or colony represents a solution for the problem. In each empire, imperialist is the best solution in each generation and its colonies will be assimilated by the imperialist for better position. At the same time, competition exists among all the empires and thus powerless empires will be eliminated. Therefore, the population will converge to near-optimal solutions when the algorithm terminates. ICA has the ability of fast convergence, however, it is easy to fall into a local optimum. Hence, a local algorithm should be hybridized into ICA to avoid this drawback. TS as a kind of local search algorithm, just has excellent ability on exploitation. Therefore, we propose a hybrid algorithm to combine ICA with TS that can well solve FJSPs with fuzzy processing time and fuzzy duedate. Since job-shop scheduling problems are also important for practical industrial processes, we are going to apply the proposed algorithm in practical applications in the future. Because the controlled plants are generally nonlinear in practical industrial processes, [21] by using backstepping technique, new adaptive fuzzy controllers are designed to guarantee the tracking performance under the effects of input dead-zone and the constraints of prescribed tracking performance functions. Due to the extensive data exchange over the Ethernet, there is a strong possibility that random packet dropouts and induced delays happen. Therefore, [22] utilizes output feedback faulttolerant control (FTC) and predictive compensation strategy to solve this phenomenon and incorporate such effects into the overall consideration in the industrial processes. Due to that most of the components are connected through Ethernet in complex industrial processes such as vehicle industry, power grids, and complex chemical industrial processes, [23] investigates the data-based optimal control for a class of networked industrial processes with double-layer architecture. Although the job-shop scheduling problems are complex and timely solving JSPs is very difficult and important in industry, meta-heuristic algorithms included HICATS solve JSPs in a short time and with a superior performance compared the exact methods that makes it possible applying HICATS for a class of industrial processes.
The rest of this paper is organized as follows: Section 2 briefly introduces fuzzy job-shop scheduling problem. Section 3 gives the fuzzy operations for triangular fuzzy number. The related algorithms are briefly given in Section 4 and the proposed algorithm HICATS included the framework and each step is also presented in detail in Section 4. Section 5 illustrates the experimental results and compares the performance of HICATS with the existing excellent algorithms from the literature to demonstrate the superiority of our proposed algorithm. The conclusion is given in section 6.
II. FUZZY JOB-SHOP SCHEDULING PROBLEM
Generally, m × n fuzzy job-shop scheduling problem [14] is described as follows. Let m jobs J j (j = 1, 2, . . . , m) visit n machines M r (r = 1, 2, . . . , n), and O[j, i] denotes the ith operation of job J j , where i ∈ (1, 2, . . . , n) shows the position of the operation in the sequence of the jobs. Since different assumptions and constraints can result in different fuzzy jobshop scheduling problems, we introduce the following characters which are considered in this paper.
1. Each job can be processed on each machine just once in a predefined order.
2. Each machine can process only one operation at a time.
3. Each operation cannot be commenced until the previous processing operation has been completed.
The notations used in the problem statement are as follows: m = number of jobs n = number of machines 
The agreement index AI can be shown in Fig.2 and is defined as the area value of shaded part intersected by membership function divided by the area of the B j member function. The objective of this paper is to seek for the schedule sequence which can maximize the minimum AI .
III. FUZZY OPERATION
In FJSPs, the key step is to obtain fuzzy completion time based on fuzzy processing time. The operations on the fuzzy processing time include addition operation, max operation, and the comparison between two fuzzy numbers. Addition operation is used to obtain the fuzzy completion time and max operation is used to determine the fuzzy start time. Since the processing time is denoted by triangular fuzzy numbers, the start time and completion time of each job are also fuzzy numbers after taking the sum or a large operation.
The addition, max and comparison operation of two triangular fuzzy numbers P = {p 1 , p 2 , p 3 } and Q = {q 1 , q 2 , q 3 } are defined by the following:
Addition operation on P and Q:
Max operation on P and Q:
Comparison operation on P and Q: for comparison operation, the following three criteria are adopted:
Guideline 1:
e., we use the value of C 1 to compare the two triangular fuzzy numbers.
Guideline 2: C 2 ( P) = p 2 , i.e., we use the value of C 2 to compare the two triangular fuzzy numbers when the value of C 1 for the two triangular fuzzy numbers is equal.
Guideline 3: C 3 ( P) = p 3 − p 1 , if C 1 and C 2 of the two triangular fuzzy numbers are all equal respectively, we use the value of C 3 to compare the two triangular fuzzy numbers.
IV. RELATED AND PROPOSED ALGORITHMS
A. RELATED ALGORITHMS 1) GENERAL IMPERIALIST COMPETITION ALGORITHM (GICA) [20] Step1-Empire initialization: generating population and representing solution.
For the D−dimensional optimization problem, a country can be represented as:
The cost of a country is estimated by the cost function f :
In optimization algorithm, the initial population size is N pop , N imp is the number of the most powerful countries as imperialists and the rest N col (N col = N pop − N imp ) of the countries are assigned to these empires according to the power of imperialists as their colonies. To assign the colonies among imperialists proportionally, the normalized cost of the mth imperialist is defined by:
where C m and c m are the normalized cost of the mth imperialist and the cost of the mth imperialist, respectively. The normalized power for this imperialist is defined by
The normalized power of an imperialist reveals the approximate number of colonies that should be possessed by this imperialist. Therefore, the initial number of colonies of the mth empire is
where NC mcol is the initial number of colonies of the mth empire and N col is the total number of colonies. To generate each empire, we randomly choose NC mcol colonies and allocate them to each imperialist. Fig. 3 shows the initial population of each empire including imperialist and colonies with same color. It is obvious that bigger imperialists have greater number of colonies while weaker ones have less. Imperialist 1 has the most colonies and forms the most powerful empire. Step 2-Colonies assimilation: moving the colonies of an empire toward their relevant imperialist. Each imperialist has their own colonies and attempts to develop their colonies. This process is called assimilation and is shown in Fig. 4(a) in which the colony moves toward the imperialist by x units. The new position of colony is shown by bigger icon. During this process, colonies of an empire move toward the imperialist. x ∼ U (0, β × d), which β is a random variable with uniform distribution. The original direction of movement is the vector from colony to imperialist. To search wider area around the imperialist, the researchers add a random amount of deviation to the direction of movement. Fig. 4(b) shows the new direction and θ ∼ U (−γ , γ ) angle is a random number with uniform distribution, where γ is a parameter that adjusts the deviation from the original direction.
Step 3-Exchanging positions of the imperialist and its colony: While colonies move toward their imperialist, one of them may reach to a position better than that of its imperialist. In this case, the imperialist and the colony switch their positions. Then algorithm will continue by the new imperialist and colonies start moving toward position of new imperialist. Fig. 5 shows the position exchanged between the imperialist and the best colony which is shown in a dark blue color and better than its imperialist. Step 4-Total cost of empire: The power of the entire empire is mainly determined by its imperialist. Although the power of colonies is small, it still has some impacts. Therefore, the total cost of the mth empire is defined as follows:
where TC m is total cost of the mth empire and ξ is a positive real number between 0 and 1. Different values show the corresponding weights that the proportion of imperialist is in the total cost. The small value for ξ causes the cost of the entire empire to mainly depend on the cost of imperialist.
As the value of ξ increases, the importance of the role of the colony will be incremental. In our experiments, the value of ξ is 0.1. Step 5-Imperialist competition: In ICA, all the empires are trying to occupy colonies from other empires and control them. Empire competition will make the weakest empire lose their colonies which will be allocated to stronger empires. In the process of competition, each empire is likely to possess the colonies. However, the more powerful empire will have more opportunities to occupy the colonies and become stronger. Due to the competition, the weakest empire will lose all its colonies and be collapsed finally. Fig. 6 shows the process of the imperialist competition for possessing the weakest colony between power empires. The population is composed of N imp empires. Possession probability of each VOLUME 4, 2016 empire is computed based on its total power. Normalized total cost of the mth empire is obtained by (10) where TC m and NTC m are total cost of mth empire and normalized total cost, respectively. Then the possession probability of each empire is
It is obvious that p 1 + p 2 + . . . + p N imp = 1. The colonies are carved up by empires based on their possession probability. Based on the computation speed, a new method that has a less computational effort than roulette wheel selection is used in this algorithm. At the beginning, we construct a vector
with the same size as − → P and its elements must be uniformly distributed random numbers between 0 and 1.
Based on vector − → D , we will allocate the weakest colony in the weakest empire to another empire with maximum index in − → D .
Step 6-Eliminating the powerless empires and convergence: In imperialist competition, weaker empires will collapse and their colonies will be carved up by others. Many criteria are made to eliminate the powerless empires. For example, the algorithm can be stopped when there is just one empire left, running iterations reaches the max decades or the best solution doesn't improve for predefine decades.
2) THE TABU SEARCH ALGORITHM
TS is proposed by Glober in 1986, which is a famous local search algorithm to solve combination optimization problems and is a convenient tool for designing efficient approximation algorithms for FJSPs. The algorithm starts with an initial solution x initial and finally an associated set of feasible solutions can be obtained by applying a simply modification to x initial . This modification is called move. In TS algorithm, in order to avoid falling into local optimum and increase diversity, a move is created even if it is worse than the current solution. At the same time, tabu list is introduced and used to memory better local neighbors which have been searched and will be neglected. After a subset of feasible solution is created according to the tabu list. The best optimal solution will be selected as the next solution x next . This loop is stopped when the stopping criterion is satisfied. 
B. PROPOSED ALGORITHM HICATS
GICA was originally introduced as an optimization technique for continuous problems. However, many optimization spaces are discrete in which variables and levels of variables have qualitative distinctions. In this paper, FJSPs are a category of discrete optimization problems. So moving the colonies of an empire toward their imperialist may produce infeasible solution. So the steps of solution representation and colonies assimilation are different from GICA. ICA performs global search very well, however, it is easy to fall into local optimum. In order to overcome the weakness of premature convergence for ICA, therefore, we propose the hybrid algorithm HICATS combined ICA and TS in this paper. The flowchart of HICATS can be shown in Fig. 7 , which are described further as follows:
Step 1: Set parameters of the algorithm and generate countries to construct the population. Evaluate each country in the population and generate empires composed of imperialists and its colonies. Each imperialist is the local best in empire.
Step 2: Apply TS-based local search for the imperialist in each empire.
Step 3: Move the colonies toward their imperialist.
Step 4: Compare the objective values between imperialist and its colonies in the same empire and exchange the positions of imperialist and its colony.
Step 5: Calculate the total power of an empire and compete among all the empires, then eliminate the weakest empire when it loses all of its colonies.
Step 6: If the termination condition is not fulfilled, go back to step 2. Otherwise, output the optimal solution in the current population and stop the algorithm. 
1) INDIVIDUAL REPRESENTATION
The goal of optimization is to find the optimal solution of the problem. An appropriate format for representing a solution must be determined. For FJSPs with m jobs and n machines, the individual is represented by m × 3n matrix of fuzzy completion time [4] and is denoted by m × 3n real string [11] , respectively. In this study, m × n integer values are used for each individual. Each value is the job number and the sequence of values represents the corresponding operations of the job. Therefore, each job number occurs n times in each individual. A random method without any experience is used to produce countries in the empire. For example, Fig. 8 shows three-job-three-machine FJSPs case in which one random individual is represented by {2, 3, 2, 1, 3, 2, 1, 1, 3}. The advantage of this way is easy to implement and to maintain population diversity. The disadvantage is lack of experience.
2) COLONIES ASSIMILATION
Several methods are proposed to move colonies of an empire toward their relevant imperialist. One good way is to use a kind of uniform crossover namely position-based operator [20] . In this operator, we compound imperialist sequence and its each colony in each empire respectively which is similar to crossover in GA and produce a new sequence as a new position for the relevant colony. To describe how it works, we will illustrate the following numerical example. 1. Choose the imperialist sequence (IM) and one of its colonies (CO) in an empire.
2. Generate a binary template (BT) and randomly produce a binary number (0 or 1) to each block.
3. Copy the blocks of IM which correspond to ''1''s in BT to the same positions in the new sequence (NS).
4. The blocks are deleted from CO. This is because these blocks have already been selected from IM and the repetition of a block in the new sequence is avoid.
5. Complete the remaining empty block with the remain in the CO for NS and the sequence should be preserved.
3) TS-BASED LOCAL SEARCH
In HICATS, each colony can be assimilated by its imperialist and then improve itself. Thus, the whole algorithm has a speed convergence. However, the classical ICA is easy to fall into local optimum. Therefore, the exploitation is performed by TS to search the better solution nearby the current best solution and to escape from local optimal in this paper. In the proposed algorithm, TS is applied on the each imperialist. How to produce the solution and the tabu list which are very important in TS algorithm. In our study, two operations of different jobs were exchanged to obtain the nearby solutions. For example, for 3 × 3 FJSPs, the nearby solution can be obtained from the current solution through TS-based algorithm in Fig. 9 . In order to avoid a repeat switching, a two dimensional tabu list is introduced to record this exchange. Because jobs are different and the operations of each job are also different, the store operation can use a job ascending order to avoid duplicate record.
V. EXPERIMENT A. PARAMETER SETTING
For a fair comparison, several fixed parameters for the experiment are set as shown in Table. 1 which should be consistent with the literature in [14] . The initial countries is 30 for 6 × 6 FJSPs and 40 for 10 × 10 FJSPs. Due to the countries composed of the imperialists and colonies introduced in HICATS, the two parameters setting are very important and affect the performance of the algorithm. In order to balance the computational efficiency and convergence accuracy, the number of imperialists is set 3. So the numbers of colonies are 27 and 37, respectively. The size of tabu list is set m × n and the length of tabu is set √ m . The algorithm stops when the number of generations is 50 and 80, respectively. 
B. EXPERIMENTAL RESULTS AND SIMULATION RESULTS
In order to analyze the performance of the proposed algorithm, eight numerical examples with different scales [14] , [15] are processed by HICATS. The fuzzy processing time and fuzzy duedate of 6 × 6 FJSPs and 10 × 10 FJSPs are shown in Table. 2 ∼ Table. 5 and  Table. 6 ∼ Table. 9, respectively. Each operation of all jobs in the tables must be conducted in the sequence. In these tables, p(q 1 , q 2 , q 3 ) denotes that the corresponding operation is to be done on the machine p with the fuzzy processing time (q 1 , q 2 , q 3 ); (d 1 , d 2 ) means the fuzzy duedate of each job. For example, in Table. 9, the first operation of job 1, 8 (2, 3, 4) denotes that the operation O 11 is processed on M 8 with the fuzzy processing time (2, 3, 4) and (45, 60) is the fuzzy duedate of the first job.
Firstly, HICATS is tested on case 4 (6 × 6 FJSP) and case 8 (10 × 10 FJSP) compared with GA, SA in [14] . We adopt the same parameter settings proposed by Sakawa and Mori [14] except the number of objective function evaluation. The minimum agreement indices for the approximate optimal solutions obtained from ten trials are shown in Tables. 10 and Table. 11, respectively. From the two tables, it can been seen that the result of the proposed algorithm is superior to SA obviously and similar with GA. Therefore, HICATS is an effective algorithm and a new solution approach for the FJSPs. Furthermore, to clarify the state of the trend towards convergence for the case 4 and case 8, the convergence graph of the maximum minimum agreement index in each generation for all trials used HICATS are shown in Figs. 10 and Fig. 11 , respectively. Table. 12 and Table. 13 list the fuzzy Gantt charts of the optimal solutions obtained by the proposed algorithm HICATS for case 4 (6 × 6 FJSP) and case 8 (10 × 10 FJSP), respectively. In the Gantt chart, the left column M r represents all the machines and each machine faces a base line which is used to place all operations on the machine one by one in the scheduling sequence. The two groups of values under each operation are the fuzzy starting time and fuzzy completing time for the corresponding operation. For example, in the Table. 12, O [2, 1] is the first operation of job 2 and is done on VOLUME 4, 2016 machine M 1 , the fuzzy starting time is (0,0,0) and the fuzzy completing time is (3, 4, 5) . From the the Gantt chart, it is very intuitive to see the fuzzy starting time and fuzzy completion time of each operation for every job and easy to observe the implementation order on each machine. Table. 15 shows the computational results with the same parameter settings of HICATS, RKGA and SMGA [24] . It is obvious that HICATS performs better than RKGA and SMGA on average optimal solutions for all instances except for case 1. Hence, the proposed algorithm has the best robustness among three algorithms. But the best optimal values are worse than RKGA for case 8. For case 7, HICATS obtained the average value and optimal solution are better than all of the algorithm contained RKGA and SMGA. So Table. 14 list the Gantt charts of the optimal solutions 0.62879 which is convenient for the researcher compared the result.
Form Table. 10, Table. 11 and Table. 15, it can be concluded that HICATS performs better than GA, SA, RKGA and SMGA (except one instance, case 8).
For four 6 × 6 FJSPs, HICATS and RKGA own similar optimal solutions. The proposed algorithm HICATS has different search mechanism due to many subsets called different empires composed of imperialist and colonies in population (countries). So the algorithm can perform parallel searching in the local region at the same time and speed up the searching of each region. Tabu search operated on each imperialist can avoid trapping in local optimum. HICATS executes for global search through empire competition. So HICATS possesses the faster convergent speed for all instances.
C. COMPUTATIONAL TIME COMPLEXITY
The superiority and effectiveness of our proposed algorithm have been demonstrated by the above experiments. In this section, we calculate and analyze the time complexity to verify the efficiency of HICATS. The scale of problem D = m × n is only considered in the time complexity. In HICATS, there are mainly six procedures as follows: (2) Construct empires. In this step, three empires are generated. The time complexity of construct empires needs 3O(D). (5) Total cost of empire, imperialist competition and eliminating the powerless empires. The total time complexity of total cost of empire, imperialist competition and eliminating the powerless empires is 3O(1).
(6) Output. This step requires O (1) .
Though the calculation of HICATS in every iteration has certain increase, the improvement of search space accelerates the speed of obtaining optimal solution. Therefore, the time complexity and computational complexity of the HICATS are actually lower than ICA. Due to GA included mutation and crossover, the time complexity of GA are 2NTO(D 2 ). Hence, the time complexity and computational complexity of the HICATS is lower than GA. From the [14] , the computation time of SA is much larger than that of GA. Therefore, from the aspects of computational complexity, HICATS is also an effective algorithm for FJSPs.
VI. CONCLUSIONS
This paper proposed a hybrid algorithm HICATS by incorporating imperialist competition algorithm (ICA) and tabu search (TS) for solving the FJSPs with the fuzzy processing time and the fuzzy duedate. TS-based local search was implemented on the imperialists to conduct local search and avoid falling into local optimum, while the ICA performs global search. The performance of the proposed algorithm was evaluated by a number of fuzzy job shop scheduling problems and compared to several traditional algorithms. The simulation results indicated that the proposed algorithm could avoid the premature convergence and had superior ability of searching the global optimal or near-optimum solutions. Computational experimental results demonstrate the robustness and efficiency of the proposed algorithm. In the future, other intelligent algorithms will be combined with ICA to solve the fuzzy job shop scheduling problem.
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