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Abstract 
Stys, T. and K. Stys, O(h4) locally overconvergent semidiscrete scheme for the equation u, = u,, + f(t, x, u), 
Journal of Computational and Applied Mathematics 34 (1991) 221-231. 
In the equation u, = u,, + f (t, x, u) the second derivative u,, is approximated by the finite-difference operator 
L, which has 0( h*) local truncation error at the points h and 1 - h next to the ends of the interval [0, l] and 
0( h4) at the interior mesh points 2h, 3h,. . . ,l - 2h. It is proved that the obtained semidiscrete scheme is 0( h4) 
globally convergent. The semidiscrete scheme is solved by the pure implicit finite-difference scheme combined 
with the method of iteration and the Gauss elimination method for tridiagonal matrices. The nonstationary 
Liouville’s equation u, = a,, + emu has been solved by the proposed algorithm. 
Keywords: Finite-difference method, local overconvergence, quasilinear parabolic equations. 
1. Introduction 
Let us note that the second derivative u,, may be approximated by the finite-difference 
operator 
i 
-$(u;_, - 2u, + u;+& if i=l, N-l, 
L/pi = 
so that 
~(-ui_,+16u,_,-30uj+16tr,,,-~;+~), if i=2,3,...,N-2, 
L/p; = u,,(x;) + Q;(h) 
and the truncation error 
h2 a”4-g - 
Qi(h) = I 12 a-/ ’ if xi-l < <i < xi+17 i=l, N-l, h4 a6u(ti) - 90 ax6 ’ if xi__2 < 5; < xi+2 9 i=2,3 Ye.-, N-2, (1) 
where xi = ih, ui = u(xi), i = 0, l,.. ., N, Nh = 1. 
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This kind of finite-difference approximation applied even to a simple equation like 
-U,,+q(+=f(x), O<X,<I, (2) 
U(0) = ug and u(l) = uN, (3) 
leads to a nontrivial analysis of convergence. As has been proved in [l], the finite-difference 
scheme 
-Lhv,+qiv,=f;, i=l,2 ,..., N-l, (4) 
ug = Ug and vN=uN, (5) 
for (2) is 0( h4) globally convergent and therefore the scheme (3) is locally overconvergent at the 
points x1 and x,.-i neighbouring the boundary. 
Finite-difference schemes which are globally overconvergent (superconvergent) are considered 
in the papers [4,5]. In this paper we shall develop the idea of locally overconvergent schemes 
initiated in [l]. Namely, we shall prove 0( h4) global convergence of the following semidiscrete 
scheme: 
dv 
L=L,~,+f(t, xi, ui), dt i=l,2 ,..., N-l, 
which approximates the equation U, = u,, + f( t, x, u). 
We shall solve the stiff system of ordinary differential equations (6) by the pure implicit 
finite-difference scheme combined with the method of iteration and the Gauss elimination 
method for tridiagonal matrices. To illustrate the method, we shall solve the nonstationary 
Liouville’s equation u, = u,, + eKU. 
2. Initial-boundary value problem 
Let us consider the following equation: 
au a=u -=- 
at ax= +f(t, x, 4, O<x,<l, t>o, 
with the initial condition 
u(0, x)=g(x), O<x<l, 
and with the boundary conditions 
u(t, 0) = u,,(t) and u(t, 1) = UN(t), 
(7) 
(8) 
t>o. (9) 
We assume that the given function f( t, x, p) is continuous and possesses a nonpositive 
derivative f,( t, x, p) < 0 for t > 0, x E [0, 11 and p E (- 00, co). The functions uo( t), uN( t) and 
g(x) are continuous for t >, 0 and x E [0, 11. Additionally, we assume that there exists a unique 
solution of the initial-boundary problem (7)-(9). Conditions for existence of a unique solution of 
the above problem are given in [2, p.3511 (see also [3]). 
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3. Semidiscretization and convergence 
Assuming that u( t, x) is six times continuously differentiable with respect to the variable x 
and these derivatives are uniformly bounded, we may approximate (7) with the conditions (8) 
and (9) by the following system of ordinary differential equations: 
du 
~=&u,+f(t,xi,ui), dt i=l,2 ,..., N-l, 
with the initial conditions 
u;(O)=g(x,), i=o, l)...) N, 
and the boundary conditions 
(11) 
u,(t) = u,(t) and UN(t) = UN(t), O<t<T. 02) 
Let us note that the local truncation error c#+( h, t) of the semidiscrete scheme (10) given by the 
formula (1) satisfies the inequality 
03) 
where K is a constant independent of h. 
Now, we shall prove the following theorem. 
Theorem 1. The semidiscrete scheme (lo)-(12) is globally convergent and its error zi( t) = v,(t) - 
u,(t), i=O,l,..., N, satisfies the inequality 
IIzll(t)<TKh4, O<t<TT, (14) 
where the norm is defined by 
IIZII = JG (15) 
and K is a constant independent of h. 
Proof. Substituting ui = zi + ui into (lo), we obtain the following system of equations: 
dz. 
2 = LhZi + L,u; - 2 + f(t, xi, ui + z;), dt i=l,2 ,..., N-l. 
Since 
-$+L/&+f(t, xi, ui+zi) 
au. a2u. = -2+ 1 +f(t, xi, Ui) + 
af (t, xi, ui + 8Zi) 
at ax= au 
zi + @;(h, t) 
af(t, xi, ui+ ez,) 
au z; + Qi(h, t) 
for certain 0 -C 8 < 1, the error z, satisfies the equations 
dz; 
dt - L,+ af(t’ X’~~i+BZi))z.+@.(h, t), i=l,2 ,..., N-l, i 
I I 
with homogeneous initial-boundary conditions. 
(17) 
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Let us rewrite (17) in the following matrix form: 
dz 
x=Mz+@, z(O)=O, z&)=z,(t)=O,O<t<T, 
where 
z=(+ Z2,...,ZN-i > > @= Pq, @2,..-,%A M=D+M,, 
&=u~+~$z~, O-c8;<1, i=l,2 ,..., N-l, 
1 
M,=- 
12h2 
X 
-24 12 0 0 0 ... 0 0 0 0 0 
16 -30 16 -1 0 ... 0 0 0 0 0 
-1 16 -30 16 -1 ... 0 0 0 0 0 
(j (j (j 6 (j ..: -1 16 -3; 16 -1 
0 0 0 0 0 .a- 0 -1 16 -30 16 
0 0 0 0 0 --* 0 0 0 12 -24 L 
The matrix M satisfies the following inequality: 
(MA, A) <o 
for every real A. Indeed, we have 
(MA, A) = (DA, A) + (M,,X, A). 
(18) 
By assumption we have (DA, A) < 0 for every real A. Using Green’s matrix G with the entries 
(see VI) 
Gij = 
{ 
ih(l -jh), if i <j, 
jh(1 -ih), if i>j, 
for i, j = 1, 2,. . . , N - 1, we shall show that (A&,X, A) < 0 for every real A. Namely, the matrix 
G satisfies the following equation: 
where E is a unit matrix, and 
2 -1 0 *a* 0 0 0 
-1 2 -1 a.* 0 0 0 
M,=l 0 . -1 . 2 . :” 0 . 0 . 0 .
h2 
. 
: ; : 0. : : : 
0 0 0 *a* -1 2 -1 
0 0 0 *** 0 -1 _ 2_ 
The matrix Mi is positive definite. Therefore 
(Gp, p) = (GM;"X, M;‘2X) = (M,GX, A) = ;(A, h) >, 0 (19) 
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for p = MI ‘/*A and every real A. So, the matrix G is also positive definite. Now, let us note that 
where 
12 0 0 -*a 0 0 0 
-1 14 -1 ... 0 0 0 
0 -1 14 **. 0 0 0 
s= * . 
(j (j (-j ..: -i 14 -; 
0 0 0 *** 0 0 _ 12_ 
Evidently, the matrix S is positively diagonally dominant. Therefore 
(SX, A) 20 for all real A. 
Hence 
(-Mop, p) = (-M,G"*X, G"*h) = ( -MoGh, h) = A) 20 
and 
(MA, A) = (DA, A) + (k&A, A) ,(o. 
for every real A. 
We may represent the error z as the product of a unit vector e and its length R, i.e., 
z = eR (20) 
where R =(Hz, z) *I*, H = diag(1, h*, 1,. . . ,l, h*, l), (He, e) = 1 and (He, e,) = 0. 
Substituting z = eR into (18) and then multiplying both sides of the equation by the vector 
He, we obtain 
$ = (He, Me)R+ (He, a)_ (21) 
Since (MA, A) < 0 for all real A, the coefficient (He, Me) < 0. Therefore 
g < (He, @) 
and 
O<R(t)~Tsup [(He, @)I forOGt<T. 
Because 
sup I( He, @) 1 < sup( He, e)l’* sup( Ha, @)l’* < Kfih4, 
then 
0 < R*(t) = h*zf + z; + -a - +z;_* + h*z;_, 4 T2K2Nh8. (24 
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Evidently, from (22) 
+ 1 z; 1 < TKh4, O<t<T, i=2, 3 ,..., N-2, (23) 
where K is always a generic constant independent of h. 
Now, we shall estimate the components zi and zN_, of the error z. From (17) when i = 1 and 
from the boundary condition zO( t) = 0, t > 0, we have 
Integrating (24), we obtain 
zl(t) =/b{ [ $z2(s) + @,(h, s)] explt( g - $) dr) ds. 
Because f, < 0, 1 z*(t) 1 < TKfih4 and l @,(h, t) I G TKh2, from (25): 
(24) 
(25) 
< +TKfih4. (26) 
In a similar way, we may estimate zN_i( t), so that 
I z&t) I < +TKmh4. (27) 
Combining (23), (26) and (27), we shall get the following estimation of the error z(t): 
llzll~t~=(~~~~1z~~t~)*‘2~TKh4; O<t<T. •I 
4. Pure implicit iterative scheme 
We shall solve the stiff system of ordinary differential equations (10) by the following pure 
implicit scheme: 
q+’ - wi” 
k 
=~p;+l+f(t, xi, w:+‘), i=l,2 ,..., N-l, 
wio=gi, i=O,l,..., N, 
WO 
n = $ 
0, w; = u;cr, n=O,l,...,K k’ 
where win = w(nk, ih). 
Let us rewrite scheme (28) in the following form of algebraic equations: 
Pw~~‘--R~~“+‘+Qw:,fi’= -4”+‘, i=l,2 ,..., N-l, n=O,l,..., $, (29) 
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where 
if i=l, N-l, 
if i=2, 3 ,..., N-2, 
if i=l, N-l, 
R= 
if i=2, 3 ,..., N-2, 
/w,“+kf(t, x,, w:+‘), if i=l, N-1, 
&(-w,‘?; + 2w;+’ - w,Y,+,‘) + kf(t, x,, w:+l), 
\ if i=2,3 ,..., N-2. 
Because R = 1 + P + Q 2 1, i = 1, 2,. . . , N - 1, the system of algebraic equations (29) is 
stable (see [7, p.4411). 
Now, let us consider the following method of iteration: 
pwn+l.l+l 
r-l 
_ RW,n+l./+l + Qw;+‘,‘+’ = _E]“+bt, 
n+l,l+l _ 
WO 
_ g+l, ,;+l.‘+l = q++::‘, w; =g,, 
i=l,2 )...) N- 1, I=O,l,..., WI, n=O,I )...) ;, (30) 
where m is the least integer for which the error Er of the m th iteration satisfies the following 
inequality: 
Er = 
r 
; y (Wy+l,m+l _ W;+l,m 2 
)I 
i/2 
< ~. 
i=l 
It has been confirmed by several tests that the above iterative method converges fast (in the 
example given below m = 10 when c = 0.0001 and h = 0.1). In general, the iterative method 
converges under additional restrictions put on the function f. For instance, if the partial 
derivative f,(t, x, p) is uniformly bounded by y, i.e., 
dfk x3 P> 4 16 
aP 3 
for all t > 0, 0 < x < 1 and - 00 < p < m, this iterative method converges. Namely, let 
zl+l = Wn+l,l+l _ Wn+l 
I I I 7 i=l,2 ,..., N-l, 
be the error of the (I + 1)st iteration. Then the error 
=I+1 = 
(zi+‘, .;+*, . . .) z;+ill) 
satisfies the following system of equations: 
AZ. ‘+’ = Bz’ + kDz’, (31) 
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where 
A=E+;kA, and B = &kg,,, 
3 
-; -2 2 -1 0 0 
*** 
. . . 00  0 
A&$ 0 . -1 . 2 . -1 . :” 0 . 0 .
(j (j 6 (j ..: -i ; 
() 0 () () . . . _; + 
0 0 0 0 0 -.. 0 0 
0 2 0 -1 0 *** 0 0 
j&z-$ -1 . 0 . 2 . 0 . -1 . :” 0 . 0 :
d d d d 
. . . 
0 -*- 2 0 
0 0 0 0 0 ... 0 0 _ 
Let us substitute to (31) 
z’= Gel. 
Then 
AGet+’ = BGet + kDGe’ 
or 
Ge I+’ + tkA,Ge’+’ = &kB,Ge’ + kDGe’. 
Now, we note that 
A,G= kdiag(j, l,..., 1, a) 
and 
B,,G= ;So, 
where 
SO = 
-000 0 ... 00 
1 2 1 0 .** 0 0 
0 1 2 1 **- 0 0 
. . . . . . . . . . . 
(j (j 
0 
.:. .*. . 2 . 1 . 
_o 0 0 0 ... 0 o_ 
(32) 
(33) 
(34) 
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Multiplying both sides of (32) by et+’ and using the relations (33) and (34) we obtain 
(Ge’+‘, e ‘+I)+ $~[$(e~+‘)‘+ (ei+‘)*+ ... +(e:_+i)2+ $(e:f:)*] 
= &(&e’, e’+‘) + k(DGe’, e’+‘). 
Because (Ge’+‘, e’+‘) > 0, 
(e 1+1 , e’+‘) < &(S,,e’, e’+‘) + h(DGe’, e’+‘). 
Hence 
229 
(35) 
II e ‘+’ II < k II S, II II er II +A II D II II G II II e’ II. 
Evidently I( S, 11 < 4 and by the assumption I( D II < $.Now, we shall show that 
IIGII 1 <a. 
Indeed, by (19) we have 
(GP, II> = ;(M,~P, P>. 
(36) 
Because 
(GP., P) < &(L P) and II G II G A. 
Finally, from (36) we obtain 
II e ‘+I II < II e’ll 
for I = 0, 1,. . . _ Thus, by the contraction principle, the iterative method converges. 
5. Algorithm 
Applying the Gauss elimination method to the implicit iterative scheme (30) we arrive at the 
algorithm given below. 
Evaluation of the coefficients (Y, and the initiaI value wp: 
f Or 
end 
a1 := 0; 
i:= 1,2 )...) N- 1; 
P 
(Y 1+1 := R - aiP ’ 
wo := g;; I 
. . I. 
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Evaluation of the coefficients /I,” + ‘A+ ’ : 
f or n := 0, 1 ?..‘, T/k 
p;” := “o”+l; 
/ := 0; 
repeat 
l:=l+l; 
for i:=l, 2,..., N- 1; 
p;,‘,‘,‘i’ := pKt;;~+;n+l.l ; 
end i; 
Evaluation of the terms wF+‘,‘+ I: 
n+l,l+l := 
WN 
n+l. 
uN ) 
f or i:=N-1, N-2,...,0; 
W,n+lJ+l := “;+lW[“+fil’l+l + p;++ll,l+l; 
end i; 
until Er < C; 
end n; 
The above algorithm is stable with respect to round-off error since the coefficients (Y; < + for 
all i=l,2 ,..., N-l. 
6. Numerical results 
Now, we shall apply the above method to solve the nonstationary Liouville’s equation 
au ah _ = - + ecu 
at ax2 ) O<x<l, t>,o, (37) 
Table 1 
N=lO, h=O.l, T=l, k=O.l, m=20 
t w(t, x) 
x = 0.1 x = 0.2 x = 0.3 x = 0.4 x = 0.5 x = 0.6 x = 0.7 x = 0.8 x = 0.9 
0.1 0.0235 0.0395 0.0499 0.0557 0.0573 0.0557 0.0499 0.0395 0.0235 
0.2 0.0330 0.0572 0.0735 0.0834 0.0865 0.0834 0.0737 0.0572 0.0330 
0.3 0.0374 0.0655 0.0852 0.0968 0.1006 0.0968 0.0852 0.0655 0.0374 
0.4 0.0395 0.0695 0.0907 0.1032 0.1074 0.1032 0.0907 0.0695 0.0395 
0.5 0.0405 0.0715 0.0933 0.1063 0.1107 0.1063 0.0933 0.0715 0.0405 
0.6 0.0410 0.0724 0.0946 0.1078 0.1122 0.1078 0.0946 0.0724 0.0410 
0.7 0.0412 0.0728 0.0952 0.1086 0.1130 0.1086 0.0952 0.0728 0.0412 
0.8 0.0413 0.0731 0.0955 0.1089 0.1134 0.1089 0.0955 0.0731 0.0413 
0.9 0.0414 0.0732 0.0957 0.1091 0.1135 0.1091 0.0957 0.0732 0.0414 
1.0 0.0414 0.0732 0.0957 0.1092 0.1136 0.1092 0.0957 0.0732 0.0414 
Urn(X) 0.0414 0.0733 0.0958 0.1092 0.1137 0.1092 0.0958 0.0733 0.0414 
Error of mth iteration is c = 0.0001. 
Error urn(x)- ~(1, x)-0.0001. 
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with the homogenous initial-boundary conditions 
U(0, x) = 0, u(t, 0) = 0 and u(t, 1) = 0, O<x<l, t>,o. (38) 
Let us note that when t + co, then the solution u(t, x) of (37) converges to the solution 
U,(X) = In 2 - 2 ln{ c sec[tc(x - $)I} 
of the stationary Liouville’s equation (see [6]) 
d2U -” 
2=e 
dx2 
-, O<x<l, u,(O) = 0 and u,(l) = 0, 
where c = 1.3360557.. . is the root of the equation fi = c sec( ac). 
In Table 1 we have tabulated the approximate solution w(t, x) of (37) together with the 
solution uoo( x) (see the last row). Evidently, from the table, we observe that w( t, x) approaches 
rapidly to um( x) when t tends to infinity. For t = 1 both solutions coincide with the accuracy 
= 0.0001. 
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