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The purpose of this research study was to examine the rater reliability and 
the concurrent validity of the Language Center oral assessment rubric (LCR) 
with the KET (Key English Test) and PET (Preliminary English Test), Cambridge 
Examinations. Thirty two students from beginning and intermediate levels 
participated in the study. Validity estimations included both logical and 
empirical analyses. Results from logical analyses indicated that the rubric 
has construct validity. Empirical analyses were conducted by establishing 
patterns of correlations between the two sets of measures. Results showed 
low correlations between KET and LCR and from moderate to strong among 
LCR evaluators. Further, strong correlations between PET and LCR were found 
suggesting that both measure a similar construct. The results indicate the 
need to adjust the rubric to low level students and to develop teacher 
education programs where training toward consistency in evaluation will 
br conducted.
RESUMEN
En este estudio se analizó la conﬁabilidad interna y la validez externa de un 
instrumento para medir la producción oral de los estudiantes de Inglés. Se 
realizó un estudio de correlaciones entre el instrumento (Language Center 
Rubric-LCR) y los exámenes de suﬁciencia de Cambridge: KET and PET. 
Treinta y dos estudiantes de niveles básicos e intermedios participaron 
en el estudio. Los análisis se llevaron a cabo mediante procedimientos 
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lógicos y empíricos. Los resultados del análisis lógico indicaron que el 
instrumento tiene validez en cuanto al constructo competencia comuni-
cativa. El análisis empírico reveló bajas correlaciones entre el KET y el LCR 
y buenas correlaciones entre el PET y el LCR. Las implicaciones del estudio 
indicaron la necesidad de diseñar un nuevo instrumento para la evaluación 
de los niveles básicos y el desarrollo de programas educativos donde se 
lleve a los profesores hacia un entendimiento mutuo de los criterios de 
evaluación oral.
KEY WORDS:  Concurrent validity, Inter-rater reliability, communicative 
competence, assessment tasks, achievement standards, oral assessment 
rubric.
INTRODUCTION
In an educational context, the decisions made based on test scores may 
have detrimental effects on the life of a student. As a result, it becomes essen-
tial to clearly deﬁne what it is we are evaluating and the criteria used to make 
our judgments. Badly-constructed evaluations are likely to be unreliable and 
unfair, and, consequently, inadequate for making decisions.
In addition, as Andrew D. Cohen (1994:1) observes, “the assessment 
of students’ language abilities is something on which teachers spend a fair 
amount of class time” Accordingly, well-constructed  evaluations can beneﬁt 
EFL students (1) by encouraging them in the creation of positive attitudes to-
wards their classes and (2) by helping them to master English. The information 
obtained from evaluation gives teachers the opportunity to revise and redeﬁne 
their teaching practices and beliefs by providing them with data that may be 
used in the future direction of their teaching, for planning and for managing 
their classes.
It is, therefore, of paramount importance that evaluation be systematically 
done according to speciﬁc guiding principles and explicit criteria to ensure that the 
construct we are measuring is as valid as the instruments designed to assess it.      
BACKGROUND
Well aware of the importance of evaluation, the research group of the 
EAFIT Language Center became interested in investigating the assessment 
       
Colombian Applied Linguistics Journal     141 
ARTICLES
of oral language in the classroom. The interest in oral assessment was partly 
due to the emphasis given to speaking and listening skills in our classrooms 
and to the challenges that assessing the spoken language entails.
In 2001, the research group set out to investigate teachers’ beliefs and 
practices in assessing spoken language. In this study, teachers were asked 
about methods, materials, aspects of oral language, frequency, and reasons 
for doing assessment. The results indicated that most teachers focused on 
assessment for summative purposes and that they lacked planning when 
assessing their students. The implications of this study were 1) the need for 
educational programs in the area of assessment, and 2) the development of 
an oral assessment instrument that would allow teachers to have a consensus 
on similar assessment and feedback practices (Muñoz, et al., 2003).
With these implications in mind, the researchers began to work on the 
development of a comprehensive method for oral assessment. As a result, 
based on communicative principles of assessment, the researchers designed 
a rubric -Language Center Rubric- to measure speaking abilities at all levels 
of instruction in  the Adult English Program. To determine the suitability of this 
instrument for classroom use, a study of reliability and validity was conducted 
in 2002. This article presents the procedures and rationales for estimating the 
rater reliability and concurrent validity of the Language Center Rubric.
THEORETICAL REVIEW
Two measurement qualities are essential to determine the appropriateness 
of a given assessment instrument, namely reliability and validity. Reliability 
is deﬁned as consistency of measurement.  It can be understood as a func-
tion of the consistency across test characteristics: of ratings of evaluators, of 
scores across different versions of a test or tests given on different dates, etc. 
The reliability of communicative language tests may be compromised given 
the qualitative rather than quantitative nature of communicative language as-
sessment and the involvement of subjective judgments (Weir 1990). Raters 
must agree on the marks they award and use the marking scheme in the way 
it was designed to be used.  Sufﬁciently high rater reliability for test results to 
be valuable can only be obtained by means of proper training of the raters, the 
use of a functional rating scheme, and tasks that lend themselves to promoting 
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agreement among raters.
 Once a test has sufﬁciently high reliability, a necessary condition for test 
validity is met, according to Bachman (1990).  In this view, both test qualities 
–reliability and validity– can be interpreted as interrelated, as they are con-
cerned with identifying, estimating, and controlling the effects of factors that 
affect test scores.  Another view is held by  Moss (1994), who claims that there 
can be validity without reliability and believes that occasional lack of reliability 
does not necessarily invalidate the assessment, but rather poses an empirical 
puzzle to be solved by searching for a more comprehensive interpretation.
Test validity then refers to the degree to which the inferences based on 
test scores are meaningful, useful, and accurate. In order to validate a test, 
empirical data must be collected and logical arguments put forward to show 
that the inferences are appropriate.  Traditionally, three main aspects have 
been identiﬁed in order to organize and discuss validity evidence: criterion 
validity (relatedness of test scores to one or more outcome criteria), content 
validity (relevance of test items in that they represent the skills in the speciﬁed 
subject area) and construct validity (determining which concepts or constructs 
account for performance on the test).
However, validity is increasingly viewed as a uniﬁed concept (Bachman 
1990; Fulcher 1999, Kunnan 1998; and Messick 1989, 1994, 1996a, 1996b), 
evidence for which includes six interdependent but not substitutable aspects 
–content, substantive, structural, generalizability, external, and consequential 
validity (Messick 1996b). This unitary entity takes into account both evidence 
of the value implications of score meaning as a basis for action and the social 
consequences of score use. These two aspects are essential in the process 
of construct validation, deﬁned as “on-going process of demonstrating that 
a particular interpretation of test scores is justiﬁed, and involves, essentially, 
building a logical case in support of a particular interpretation and providing 
evidence justifying the interpretation.” (Bachman 1990: 22).
According to Messick (1996c:43), validity is “the overall evaluative judg-
ment of the degree to which empirical evidence and theoretical rationales that 
support the adequacy and appropriateness of interpretations and actions based 
on test scores or other modes of assessment.”  From an empirical point of 
view, validity of a language test can be examined by looking at the correlation 
between students’ scores on the test being examined to other scores from a 
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similar and already validated test (concurrent validity). Concurrent validity 
focuses on the degree of equivalence between test scores. If the correlations 
are high, it is said that the two tests measure the same language ability while 
low correlations suggest this is not the case.
Messick (1989) describes two possible sources of invalidity: construct 
under-representation, and construct-irrelevant variance. The former indicates 
that the assessment tasks overlook important dimensions of the construct. 
The latter indicates that the  assessment tasks contain too many variables, 
many of which are irrelevant (either too easy or too difﬁcult) to the interpreted 
construct.
Task design is therefore of utmost importance, since it may affect the 
interpretation of a test score. A critical quality of assessment tasks is authentic-
ity, deﬁned as “the degree of correspondence between the assessment tasks 
and the set of tasks a student performs in a non-test (instructional) situation” 
(Bachman and Palmer, 1996).  Assessment tasks must be authentic so that 
they (1) include all the important aspects of the theoretical construct(s) and (2) 
promote a positive affective response from the test taker. Language learners are 
more motivated when they are presented with situations faced in the real world 
and have to construct their own responses (Coombe and Hubley, 1999).
Summary
The purpose of an assessment tool is to provide a means for making ap-
propriate interpretations about a student’s language ability. In the development 
of tests, two test qualities are crucial in determining their appropriateness: 
reliability and validity. Increasing reliability calls for teacher training programs 
and an assessment instrument where clear performance criteria and scoring 
are speciﬁed. Validity, on the other hand, looks at the extent to which the in-
terpretations of a test scores truly reﬂect the ability measured. It is essential 
then to have a precise understanding of the language ability as well as of the 
means (tasks) used in eliciting the kind of language assessed.
METHOD 
A study of inter-rater reliability and concurrent validity was conducted 
to determine the appropriateness of the Language Center Oral Assessment 
Rubric. Both logical and empirical procedures were followed.
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Logical procedure
The logical or theoretical analysis involved: 1) Deﬁnition of the construct 
oral language ability, and 2) the speciﬁcation and validation of assessment 
tasks. Both procedures will be brieﬂy described below.
1. Deﬁnition of the construct oral language ability or communicative com-
petence
The models that were followed in the deﬁnition of the construct are based 
on those proposed by Canale and Swain (1980), Savignon (1970, 1983), and 
Bachman (1990). Their models, adapted to the Language Center context, may 
be summarized as follows:
Communicative competence is demonstrated through the ability to com-
municate and negotiate by interacting meaningfully and accurately with other 
speakers. In other words, language ability requires that students be able to:
• Express ideas with linguistic accuracy in appropriate contexts
• Interact with peers in a dynamic process
• Express intended communicative functions 
Linguistic accuracy measures pronunciation, grammar, and vocabulary 
and how these aspects are used in relation to different contexts and interlocu-
tors. The interactional aspect, or discourse competence, looks at students’ 
ability to express, interpret and negotiate intended meanings (request for 
clariﬁcation, conﬁrm information, check for comprehension, etc.). It also mea-
sures the ability to either initiate or sustain a conversation and the ability to use 
strategies to compensate for breakdowns in communication. The functional 
knowledge focuses on the ability to produce and respond to different types of 
speech acts –requests, apologies, thanks, invitations, etc..
All these abilities are reﬂected on the oral assessment rubric which in-
cludes a 1-5 scoring scale, performance descriptors, and linguistic (vocabulary, 
pronunciation, grammar) as well as strategic, discourse, and sociolinguistic 
aspects of language (communicative effectiveness and task completion). 
These aspects are described below:
• Communicative Effectiveness: ease with which students deliver a mes-
sage (smooth ﬂow of speech). It also measures students’ ability to use 
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strategies to compensate for communication breakdowns and to initiate 
and maintain speech going. Features to keep in mind: Pausing/Hesita-
tion (too long, unﬁlled pauses, chopped language); strategies such as 
circumlocution, self-correction, rephrasing, mimic, clariﬁcation, eliciting 
further information, comprehension checks, conﬁrmation checks.
• Grammar: level of accuracy of previously studied structures. Students’ 
grades should not be affected by lack of control of currently studied 
structures since such structures are not yet internalized. Features to keep 
in mind: form, word order, verb tense, subject-verb agreement, subject 
omission, etc.
• Pronunciation: ability to recognize and produce distinctive meaningful 
sounds, including consonants, vowels, tone patterns, intonation patterns, 
rhythm patterns, stress patterns, and any other suprasegmental features 
that carry meaning. Accent should not be penalized unless it interferes 
with communication. Features to keep in mind: Articulation (consonants, 
vowels/word endings, mumbling). Prosodics (rhythm, intonation).
• Vocabulary: extent to which the student uses vocabulary accurately, 
reﬂecting sufﬁcient variety and appropriateness for the level and ap-
propriateness to the context and interlocutor. Students should be able to 
incorporate vocabulary from previous levels. Features to keep in mind: 
rich vs. sparse, word choice, speciﬁc terminology, target-like phras-
ing.
• Task Completion: Accomplishment of the assigned task. A task is com-
pleted when students:
– Develop ideas with sufﬁcient elaboration and detail (important infor-
mation is not missing)
– Stick to the requirements (or steps) of the assigned task
The deﬁnition of the construct also included the speciﬁcation of the speak-
ing standards established for each level of instruction at the Language Center. 
The speaking standards clearly state  what a student should be able to do 
in terms of oral language as a result of teaching. The purpose of  specifying 
standards was an attempt to deﬁne speaking  requirements of students in the 
academic setting.
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2.   TASK SPECIFICATION AND VALIDATION
Since the interpretations of a test score are affected by the set of tasks 
that are used to measure language ability, the logical estimation of validity also 
involved the speciﬁcation of the tasks to be used for assessment.
In order to specify authentic assessment tasks, the researchers designed 
a series of tasks based on the speaking standards established for the different 
levels in the Adult English Program.  Among the most important observa-
tions revealed in the task design process was that teachers need to clearly 
structure the assessment paying careful attention to 1) the selection of the 
task (considering the standard(s) to be assessed, the level of difﬁculty, and 
the degree of authenticity), 2) the contextualization of the task (Where does 
the task happen?  When does it happen?  Who is involved in the situation? 
What resources are necessary to carry out the task?), and 3) the  preparation 
of clear instructions so that students understand what they need to do (details 
and information teachers want the students to include in the task).
The designed tasks include cued-descriptions, oral reports, interviews, 
information gap, problem solving, narration, giving instructions, and role-play. 
It is important to note that the  tasks do not constitute an assessment battery. 
They are intended to be used as examples in teacher training programs where 
teachers will be instructed on how to plan and design valid assessment tasks.
Validation of tasks was done by a group of ﬁve teachers who worked col-
laboratively in revising and analyzing the assessment tasks with the help of 
the following guiding questions (adapted from Richards, 1983: 219-240, and 
Genessee and Upshur, 1996):
1. Does the activity measure speaking or something else?
2. Does the activity assess memory? (retrieving from long term memo-
ry)
3. Does the assessment activity reﬂect a purpose for speaking that ap-
proximates real-life? (is the activity authentic?)
4. Is the activity appropriate for the level it is intended to? (too easy, too 
difﬁcult?)
5. Is the activity understandable with respect to expected perfor-
mance?
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6. Does the activity elicit the kinds of language skills established in the 
standards?
The analysis provided by teachers suggested that the set of activities 
was valid for the assessment of spoken language. More speciﬁcally, the tasks 
were valid with respect to instructional objectives, classroom practices, level 
of proﬁciency and difﬁculty, and approximation to the real situations in which 
the students will use the language.
EMPIRICAL PROCEDURE
An empirical analysis was conducted by establishing correlations between 
the Language Center Rubric (LCR) and the speaking components of the Key 
English Test (KET) and the Preliminary English Test (PET), Cambridge exami-
nations. Participants in the study were 14 students from levels 1 to 4 (beginners) 
who took the KET; and 18 students from levels 5 to 10 (intermediate) who took 
the PET. Both groups of students came from the Adult English Program.
All the students were interviewed and scored by a trained native speaker 
rater. The interviews were videotaped and later evaluated, individually, by four 
Language Center EFL teachers using the  Language Center Oral Assessment 
Rubric. Due to the size of the sample and to the fact that the inferences made 
based on this study will be limited to the classroom setting, a level of signiﬁ-
cance at a  0.10 was established.
DESCRIPTION OF THE TESTS
The KET represents Cambridge Level One (of ﬁve). In the speaking test, 
candidates are examined in pairs. The test consists of two parts, lasting a total 
of  8 – 10 minutes.  In Part 1, candidates relate personal factual information 
to the interlocutor, such as name, occupation, family, etc. In Part 2, the candi-
dates use prompt cards to ask and give personal or non-personal information 
to each other. Marks  are given on a 1 – 5 point scale for each of the two parts 
of the test by considering candidates’ interactive skill and ability to communi-
cate clearly in speech and also on their accuracy of language use –grammar, 
vocabulary, and pronunciation.
The PET represents Cambridge Level Two (of ﬁve). In the speaking test, 
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candidates are examined in pairs. The PET speaking test lasts 10 – 12 minutes 
and consists of four parts which are intended to elicit different speaking skills 
and strategies through interactional tasks. In Part 1, candidates relate personal 
factual information to the interlocutor, such as name, occupation, family, etc. 
Part 2 takes the form of a simulated situation where candidates are asked to 
make and respond to suggestions, discuss alternatives, make recommenda-
tions and negotiate agreement with their partner. In Part 3, candidates have to 
describe a photograph. Part 4 is an informal conversation where candidates 
can express likes and dislikes. Throughout the test grades are awarded for the 
following aspects:
Grammar & Vocabulary – This refers to the accurate and appropriate use 
of grammatical structures and vocabulary in order to meet the task require-
ments at PET level.
Discourse Management – At PET Level candidates are expected to be 
able to use extended utterances where appropriate. The ability to maintain 
coherent ﬂow of language over several utterances is assessed here.
Pronunciation – This refers to the ability to produce comprehensible ut-
terances to fulﬁll the task requirements.
Interactive Communication – This refers to the ability to take part in the 
interaction and fulﬁll the task requirements by initiating and responding ap-
propriately and with a reasonable degree of ﬂuency. It includes the ability to 
use strategies to maintain or repair communication.
(KET & PET descriptions adapted from: Cambridge Examinations, Cer-
tiﬁcates, and Diplomas Handbook, 2002)
Construct Comparison between the KET and the LCR
To establish correlations, the Language Center Rubric (LCR) was equated 
to the KET speaking component as follows:
 KET LCR
   Aspect 1 Interactive & Communicative Ability  =  Communicative  Effectiveness 
&                    
Pronunciation
   Aspect 2 Grammatical and Lexical Accuracy       =   Grammar & Vocabulary
Multiple mean comparison and Pearson product moment correlations were 
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calculated between the KET and the Language Center Rubric (LCR). ANOVA 
at a 10% level of signiﬁcance indicates that there are not signiﬁcant differences 
between the LCR and the KET (P-value = 0.0792). However, a multiple range 
test indicates that the KET evaluator tends to assign higher scores (mean = 3.46) 
than Language Center Evaluators  (highest mean = 3.07).
The correlation results indicate low correlations between the LCR and the 
KET and from moderate  to strong correlations among the four Language Center 
Evaluators (LCEs). Tables 1 and 2 summarize these correlation analyses.  
Table 1.  Pearson Correlations between KET and LCR – Aspects 1 and 
2
Table 2.   Correlation coefﬁcients among LCEs – Aspects 1 and 2
While p-values for all the pair of variables are below  0.01, the pair  LCE1 
- LCE3 shows the highest correlation p-value, 0.089,  meaning that it is the 
weakest correlation. Nonetheless, it is  lower than the  established  a  (0.10). 
Construct Comparison between the PET and  the LCR
 PET LCR
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Aspect 1 Grammar & Vocabulary  = Grammar & Vocabulary
Aspect 2 Pronunciation = Pronunciation
Aspect 3 Interactive Communication = Communicative Effectiveness
Discourse competence was not included in the analysis because the PET 
and the LCR look at different abilities through this competence. While the PET 
looks at coherence in the ﬂow of speech, the LCR focuses on the ability to 
interact and maintain conversation, traits which are measured by Communi-
cative  Effectiveness
Correlations were calculated both through mean score comparison and 
Pearson correlations. Mean comparison by One Way ANOVA, considering all 
aspects and all evaluators, indicates that there are not signiﬁcant differences 
between the scores of the four LC evaluators and the PET evaluator at the 90% 
conﬁdence level (P-value = 0.0722). However, the PET evaluator tends to assign 
higher marks (mean = 3.5) than the LCEs (highest mean = 3.2). Furthermore, 
there are not statistically signiﬁcant differences between the mean scores of 
the Language  Center evaluators at the 95% conﬁdence level. 
Additionally, an analysis of variance per aspect, given in Table 3, reveals that 
there are not statistically signiﬁcant differences between the mean scores of  all 
the evaluators at the 95.0% conﬁdence  since  P-values are greater than 0.05. 
Table 3. ANOVA per aspect between PET evaluator and LCEs
 Grammar Pronunciation Interactive   
  & Vocabulary  Communication
Difference among 
 Evaluators 0.2707 0.5172 0.6117
The results of the correlation analysis indicate signiﬁcant correlations 
between the LCR and the PET for the three aspects with the highest correlation 
range for Interactive Communication. Results are given in Table 4.
Table 4. Summary of Pearson Correlations per aspect (PET-LCR)
 Aspect Correlation range Highest P-value
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 Grammar & Vocabulary 0.47 – 0.88 0.05
 Pronunciation 0.46 – 0.85 0.00
 Interactive Communication 0.62 – 0.83 0.00
DISCUSSION
Logical results
The logical analysis  indicates that the rubric for oral assessment is a 
fairly valid instrument. The deﬁnition of the construct allowed researchers to 
make explicit the assessment criteria to be included in the instrument. Both 
the criteria and the language aspects considered in the rubric are in agreement 
with the teaching methodology proposed by the Language Center and the 
theoretical deﬁnitions of communicative language competence. This means 
that the rubric incorporates accurately the attributes that are deemed most 
important under the communicative competence  framework as it is taken at 
the Language Center.
Having a well-deﬁned concept of the ability to be measured as well as 
explicit assessment criteria is important because if teachers have a good un-
derstanding of them, their expectations of students’ performance will be more 
realistic. Furthermore, they will be in a better position to make appropriate 
judgments or interpretations about their students’ performance in a non-as-
sessment situation.
The speciﬁcation of standards and design of tasks revealed important 
implications for valid and reliable assessments. For instance, in order to reduce 
unreliability, performance standards need to be clearly stated so that minimal 
interpretation on the part of the teachers is done and a shared understanding 
of these standards is developed. Moreover, following the steps to design an 
assessment task will allow the teachers to elicit from students extended chunks 
of speech, thus making the assessment easier and more valid. “Requiring ex-
tended chunks of speech, with support from the inherent structure of a speciﬁc 
task, will give the student experience in being in charge of the speech situation 
and responsible for effective communication taking place” (Brown and Yule, 
1983:118).
Additionally, well structured assessment tasks can guarantee teachers that 
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students’ performance may not affected by factors other than the language abil-
ity itself. For instance, poor performance may be due to lack of understanding 
of what is expected, unclear instructions, insufﬁcient time to carry out the task, 
and misinterpretation on how to carry out the task. All these factors make the 
task more difﬁcult to assess with consistency and reliability.
EMPIRICAL RESULTS
KET and LCR
Concurrent validity between  KET and LCR can be called into question 
on different grounds. First, the constructs of the LCR and the KET are related 
but different.  They are both measuring similar traits of oral language ability 
but the KET is a direct test that provides an interpretation of overall language 
proﬁciency for beginner students, whereas the LCR is a more indirect way of 
assessing from which inferences about spoken language ability can be made. 
In other words, the KET focuses only on student performance and the LCR 
captures more varied aspects of the classroom experience.
Second, problems with the low correlations are most likely due to the 
inadequacy of the rubric for measuring oral language traits at basic levels of 
proﬁciency. It appears that the proﬁciency standards in the rubric are too high 
for basic levels. This creates a mismatch between the demands of the rubric and 
actual students’ performance, leading the LCEs to evaluate students harsher 
than the KET evaluator. Nonetheless, there is evidence of consistency among 
the LCEs. Inter rater reliabilities range from moderate to strong, meaning that 
the LCEs have a similar understanding of both the traits being measured and 
the performance descriptors of the rubric. However, they probably tried to 
adjust the requirements of the rubric to the performance of low level students, 
hence, scoring students higher  than the external evaluator.
Third, there seems to be differences between the LCEs and the external 
rater. For this study, mean comparison analysis (both KET, PET and LCR) pro-
vide some evidence to support differences between the evaluators. While the 
external rater marked students high in all aspects, the LCEs had a tendency to 
mark lower. It is possible that the LCEs  and the external rater weigh features 
in the discourse differently because of their previous experience, training, and 
unconscious expectations. Thus, it appears quite possible that teacher raters, 
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due to their training in EFL teaching,  placed more emphasis on the accuracy 
of the message, (evaluating students  by their correctness, either with respect 
to pronunciation or to grammar or both)  rather than on the communication 
itself, therefore establishing higher standards of performance.
Several studies have found that that there are differences between the 
way teachers and non-teachers rate oral proﬁciency . For instance, Galloway 
(1980) and Hadden (1991) found that teacher raters tend to evaluate harsher 
than trained raters particularly on linguistic features. In another study, Chal-
houb-Deville, (1996) concluded that both teacher training and experience 
may inﬂuence teacher raters’ judgements such that they may differ from non-
teacher raters.
 PET AND LCR
The correlations obtained from this study provide evidence of concurrent 
validity. The high correlations suggest that both PET and LCR tap virtually the 
same sets of language abilities. As such, the language Center might ﬁnd both 
of these instruments useful for assessing various aspects of student perfor-
mance related to communicative competence. More importantly, the strength 
of the relationship shows that the language ability construct can be judged 
consistently by both the external evaluator and the LCEs
Interestingly, the highest range of correlation (0.62 – 0.83) is given for 
interactive communication. Both PET and LCR focus on the students’ ability to 
communicate successfully in spoken language through interactive and strategic 
competence features. By interacting with each other, negotiation of meaning 
takes place. The Language Center English program places great emphasis 
on the negotiative nature of communication because students derive mean-
ing from the ways in which utterances relate to the speciﬁc contexts in which 
they are produced (Savignon, 1983; Bachman and Palmer, 1996).  Interaction 
is, therefore, paramount to language acquisition and as such should be given 
relevance in assessment.
IMPLICATIONS
The implications of this study are (a) the adaptation of the LCR to the 
lower levels at the EAFIT Language Center and (b) the design of an appropri-
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ate examiners training program in order to optimize the use of the assessment 
tool (LCR) for intermediate levels.
The results obtained suggest that the LCR proﬁciency standards for begin-
ners may have been set too high. By consequence, it will be necessary to make 
adjustments to the rubric to make it an appropriate measurement of low level 
students, for which the deﬁnition of the abilities tested will need to be redeﬁned 
and the assessment criteria revised. For example, students could be rated for 
overall communicative effectiveness, grammar, and vocabulary, with pronun-
ciation being somewhat less important and ﬂuency the least important.
As for intermediate students, the LCR proved to be an appropriate assess-
ment instrument. It has construct and  concurrent validity and rater reliability. 
The successful use of this tool (and the revised version), however, implies 
qualitative training of examiners to enable them to attain adequate reliability 
levels, which must guarantee that examiners understand the framework and 
the principles used, the consistent and shared  interpretation of the descriptors 
and the planning of assessment and task design.
The EAFIT Language Center training program consists of three main 
modules:
(a) Discussion sessions where the communicative approach to commu-
nicative language teaching is reviewed and the LCR presented. The 
aim of these sessions is to give teachers a solid understanding of the 
principles behind the rating scales used.
(b) Practical sessions in which the trainees are asked to assess videotaped 
students. After the trainees have assessed individually each of the 
recordings, group discussion ensues where the grades assigned are 
looked at in detail and differences among raters debated.  At the end 
of this module, teachers are expected to consistently interpret the de-
scriptors of the rating scale, thus achieving both intra- and inter-rater 
reliability.
The video recordings used correspond to students at different levels, since 
it is important that those involved in assessment, teaching, and curriculum 
development share a similar understanding of the performance standards 
established at different levels. Such understanding will help to increase the 
validity and reliability of assessment. In addition, assessments based on speci-
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ﬁed standards can be used to provide feedback and to inform future teaching 
and learning needs.
(c) Workshop on assessment planning. Trainees are presented with the 
basic guidelines of assessment planning and assessment task design. 
As discussed above, assessment tasks must be authentic and lend 
themselves to promoting agreement among teachers. 
A topic to be explored in further research would be to see how inter rater 
reliability works in a more ﬂexible situation where the format of the assessment 
is different from the one proposed by the KET and PET. As reported by Bach-
man (1991: 674), “the kind of test tasks used can affect test performance as 
much as the ability we want to measure.”  In addition to the requirement that 
any task used has high construct validity, the task must yield results that can 
be rated unambiguously. Further research is then needed to determine the 
reliability of  classroom assessment tasks.
After the training course, regular workshops will be scheduled in order to 
guarantee the validity of standards and criteria and the continuing reliability 
of teacher judgments.
CONCLUSIONS
The writers acknowledge the fact that the limited number of samples 
and tests included in the study was small. Notwithstanding, the results of this 
investigation indicated that the LCR has construct validity and that, when 
used for higher levels, it can show  signiﬁcant reliability and validity against 
a reference criterion.
Reliability and validity are essential test characteristics. It should be noted 
though that  they are not of an absolute nature. They have a relative importance 
in that they keep each other in balance. However, to the extent that validity is 
looked upon as the interpretation of a test score, validity is of paramount impor-
tance for classroom assessment. That is, if we take the unitary view of validity 
(the use of test results determines validity), the implications for the classroom are 
that validity is a matter of professional responsibility on the part of the teacher: 
what inferences and actions are to be taken based on test results?
Finally, the development of assessment instruments that are valid and reliable 
is a complex task. It requires a process of lengthy discussions and modiﬁcations 
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that calls for support and encouragement on behalf of all those involved in the 
educational system, mainly, curriculum developers, teachers, and students.
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