Abstract. In this paper, we study the structure of operators in a type I n von Neumann algebra A . Inspired by the Jordan canonical form theorem, our main motivation is to figure out the relation between the structure of an operator A in A and the property that a bounded maximal abelian set of idempotents contained in the relative commutant {A} ′ ∩ A is unique up to similarity. Furthermore, we classify this class of operators with the property by K-theory for Banach algebras. Some views and techniques are from von Neumann's reduction theory.
Introduction
It is well-known that the Jordan canonical form theorem states that each operator A in M n (C) is similar to a direct sum of Jordan matrices and the direct sum is unique up to similarity. An equivalent statement is that any two (bounded) maximal abelian sets of idempotents P and Q in {A} ′ ∩ M n (C) are similar to each other in {A} ′ ∩ M n (C). There are two natural ways when we consider to generalize the Jordan canonical form theorem. One way is to consider the generalization in the type I ∞ factor instead of the type I n factor M n (C). We started our study in [6] and carried on in [10, 7] . In this 'infinite' case, we found that not every normal operator N possesses the property that any two bounded maximal abelian sets of idempotents P and Q in {N } ′ are similar to each other in {N } ′ . The multiplicity function of N plays an important role, and it is required to be bounded if we want N with the property. Our results in [10, 7] are proved based on the 'bounded multiplicity' condition. On the other hand, another way is to consider the generalization in type I n von Neumann algebras. It is also a natural question to ask whether the above property holds for every operator in a type I n von Neumann algebra A . In this paper, we investigate the structure of operators in a type I n von Neumann algebra A and operators with the property in A , and the relation between them.
Throughout this article, we only discuss Hilbert spaces which are complex and separable. Denote by L (H ) the set of bounded linear operators on a Hilbert space H . Unless there is a danger of confusion, we will assume from now on that µ is (the completion of) a finite positive regular Borel measure supported on a compact subset Λ of C. For the sake of simplicity, we consider elements in L ∞ (µ) as multiplication operators on L 2 (µ) and matrices in M n (L ∞ (µ)) as bounded linear operators on (L 2 (µ)) (n) . In this sense every operator A in M n (L ∞ 
where the multiplication operator M f ij is abbreviated as f ij in L ∞ (µ) and i, j = 1, . . . , n. An idempotent P on H is an operator in L (H ) such that P 2 = P . A projection Q in L (H ) is an idempotent such that Q = Q * . For an operator A in M n (L ∞ (µ)), the relative commutant of A with respect to M n (L ∞ (µ)) is denoted by {A} ′ ∩ M n (L ∞ (µ)) = {B ∈ M n (L ∞ (µ)) : AB = BA}. For an operator A in a type I n von Neumann algebra M n (L ∞ (µ)), we need to introduce the following definition. Definition 1.1. Let A be an operator in M n (L ∞ (µ)). We say that the strongly irreducible decomposition of A is unique up to similarity with respect to the relative commutant {A} ′ ∩ M n (L ∞ (µ)) if for every two bounded maximal abelian sets of idempotents P and Q in {A} ′ ∩ M n (L ∞ (µ)), there exists an invertible element X in {A} ′ ∩ M n (L ∞ (µ)) such that XPX −1 = Q. We abbreviate such a relative commutant {A} ′ ∩ M n (L ∞ (µ)) as a relative commutant with Property 'UDSR'.
By Definition 1.1, for every matrix A in M n (C), the strongly irreducible decomposition of A is unique up to similarity with respect to {A} ′ ∩ M n (C). ( Our reason to focus on the relative commutant {A} ′ ∩ M n (C) is that M n (C) can be embedded into many C * algebras, and in this sense {A} ′ is not always equal to {A} ′ ∩M n (C).) In the present paper, to generalize the Jordan canonical form theorem for operators in M n (L ∞ (µ)), the first question we need to deal with is whether the relative commutant {A} ′ ∩ M n (L ∞ (µ)) contains a bounded maximal abelian set of idempotents for every operator A in M n (L ∞ (µ)). We figure out the answer to this question is negative in Example 2.9. Thus we characterize several necessary and sufficient conditions for the relative commutant {A} ′ ∩ M n (L ∞ (µ)) containing a bounded maximal abelian set of idempotents, and these conditions are also can be used to distinguish for which kinds of operators in M n (L ∞ (µ)), the strongly irreducible decompositions of these operators are unique up to similarity with respect to the relative commutants. Precisely, one of our main theorems is stated as follows. If one of the above condition holds for A, then for every two bounded maximal abelian sets of idempotents P and Q in {A} ′ ∩M n (L ∞ (µ)), there exists an invertible element X in {A} ′ ∩ M n (L ∞ (µ)) such that XPX −1 = Q.
For a building block J n k in M n k (L ∞ (µ)) stated in the 'Local Structure Lemma' (Lemma 2.8), we compute the K 0 group of {J n k } ′ ∩M n k (L ∞ (µ)) in Lemma 4.4. On the other hand, by Lemma 2.8 we apply the K 0 groups of the relative commutants to classify operators A in M n (L ∞ (µ)) with the property that the relative commutant {A} ′ ∩ M n (L ∞ (µ)) contains a finite frame. The present paper is organized as follows. In section 2, we prove several preliminary lemmas and introduce the concept for a frame to be finite in a relative commutant. In Proposition 2.5, we prove that the statements (1) and (2) in Theorem 1.2 are equivalent. In Lemma 2.8, we characterize the local structures of A with respect to the center of M n (L ∞ (µ)), for an operator A in M n (L ∞ (µ)) with {A} ′ ∩ M n (L ∞ (µ)) containing a finite frame. Then we present an example in which an operator in M 2 (L ∞ (µ)) is constructed such that the relative commutant contains no finite frames. By this example and the proof of the claims in Lemma 2.8, we can construct many examples of this type. Section 3 is mainly devoted to the proof Theorem 3.9. Theorem 1.2 is mainly a combination of Theorem 3.9, Proposition 2.5, Lemma 2.8 and Proposition 4.3. As a corollary, we prove that every normal operator in M n (L ∞ (µ)) possesses the properties mentioned in Theorem 1.2. In section 4, with the aid of Section 2 and Section 3, we show the connection between the direct integrals of strongly irreducible operators and the operators in M n (L ∞ (µ)) with the property mentioned in (2) of Theorem 1.2. Then we discuss the 'local' K-theory of the relative commutant of A in M n (L ∞ (µ)) with respect to the center of M n (L ∞ (µ)) and Lemma 2.8. By virtue of the discussion, we prove that the 'local' K-theory of the relative commutant of A in M n (L ∞ (µ)) can be used as a complete similarity invariant to classify operators with the properties mentioned in Theorem 1.2.
The local structures of
The following two lemmas are devoted to proving Lemma 2.3. In the proof of Lemma 2.3, we introduce an algorithm to find an invertible operator X in
). This algorithm is also used in the proof of the main theorem.
Lemma 2.1. Let P be a non-zero idempotent in M n (C) of the form
where rank(P ) = r > 0 and α 11 = 0. Let X be a lower triangular matrix of the form
Then X is invertible in M n (C) such that the (1, 1) entry of XP X −1 is 1 and the (i, 1) entry of XP X −1 is 0 for i = 2, . . . , n.
Proof. If the rank of P is n, then we obtain P = I n , where we denote by I n the unit of M n (C). For 0 < rank(P ) < n, by a computation, we obtain that X −1 is of the form
Notice that rank(P ) = rank(XP ) and the (i, 1) entry of XP is 0 for i = 2, . . . , n. Without loss of generality, we assume that XP is of the form 4) and the first r rows
of XP are linear independent, where we denote by β i the i-th row of XP . Note that α 1i = β 1i for i = 1, . . . , n.
We assert that every element of
is a linear combination of β 2 , . . . , β r . By the foregoing assumption, every element of {β i } n i=r+1 is a linear combination of β 1 , . . . , β r . Assume that
where λ i ∈ C for i = 1, . . . , r, s = 1, . . . , n − r. If λ 1 = 0, then the (r + s, 1) entry of XP will not be 0. This contradicts (2.4). Thus we obtain the assertion. By the preceding assertion, there exists a lower triangular invertible matrix Y of the form
such that the (r + s)-th row of Y XP is 0 for s = 1, . . . , n − r. Note that Y XP X −1 Y −1 is an idempotent of the form
where P 11 is in M r (C). Thus P 11 is an idempotent. Note that the standard trace of an idempotent Q (denoted by Tr(Q)) in M n (C) is equal to the rank of Q. Therefore, we obtain that r = rank(P ) = rank(
(2.8) Thus P 11 = I r is the unit of M r (C). By the construction of Y , the (i, 1) entries of XP X −1 , Y XP X −1 and Y XP X −1 Y −1 are the same for i = 1, . . . , r. Since P 11 = I r , we obtain that the (1, 1) entry of XP X −1 is 1 and the (i, 1) entry of XP X −1 is 0 for i = 2, . . . , r. The equality (Y XP )X −1 = Y (XP X −1 ) yields that the (i, 1) entry of Y XP X −1 is 0 for i = r + 1, . . . , n. By the construction of Y and the fact that the (i, 1) entry of XP X −1 is 0 for i = 2, . . . , r, we obtain that the (i, 1) entry of XP X −1 is 0 for i = r + 1, . . . , n. The proof is finished.
It is well-known that in M n (C) every idempotent is similar to a diagonal projection. The reason that we restate this in the following lemma is to develop an algorithm which leads to a solution of a related problem raised in M n (L ∞ (µ)).
, where X is a composition of finitely many invertible matrices as in (2.2) and row-switching unitary matrices and an invertible block matrix of the form
Proof. If the idempotent P is trivial in M n (C), then the invertible matrix X can be chosen to be the unit. If P is nontrivial, then we assume 0 < rank(P ) = r < n. This yields 0 < Tr(P ) = rank(P ) = r. Thus there exists a nonzero entry denoted by (i, i) in the main diagonal of P . Let U 1 be the elementary matrix switching all matrix elements on row 1 with their counterparts on row i. Then the (1, 1) entry of U 1 P U * 1 equals the (i, i) entry of P . With respect to U 1 P U * 1 , we construct an invertible operator X 1 as in (2.2). Then P 1 (= X 1 U 1 P (X 1 U 1 ) −1 ) can be expressed in the form
Let P 22 be the matrix of the form
.
(2.11)
Then P 22 is an idempotent in M n−1 (C) and Tr(P 22 ) = r − 1. If r = 1, then P 22 = 0. If r > 1, then there exists a nonzero entry α jj in the main diagonal of P 22 . Let U 2 be the elementary matrix in M n (C) switching all matrix elements on row 2 with their counterparts on row j. Then the (2, 2) entry of
. With respect to P 22 , we construct an invertible operatorX 2 as in (2.2). ThenX 2 P 22X −1 2 can be expressed in the form
Let X 2 be of the form
can be expressed in the form
. (2.14)
After r steps, we obtain P r of the form
Let X r+1 be of the form
Then X r+1 is invertible and X −1 r+1 is of the form
And we obtain the invertible matrix
With the algorithm in the foregoing two lemmas, we prove the following lemma.
Proof. For the sake of simplicity, we write P of the form
where every f ij is in L ∞ (µ) for i, j = 1, . . . , n. We use the relaxed convention of treating Borel representatives f ij as elements in L ∞ (µ) for i, j = 1, . . . , n such that P (λ) is an idempotent in M n (C) for every λ in Λ. Thus we obtain that
is an integer-valued Borel simple function. With respect to the spectrum of f , we obtain a Borel partition {Λ k } n k=0 of Λ such that the standard trace of P (λ) is k for every λ in Λ k and k = 0, . . . , n. Notice that Λ k may be of µ-measure zero for some ks. Without loss of generality, we assume Λ = Λ r for 1 ≤ r ≤ n − 1.
Before we apply Lemma 2.1 and Lemma 2.2 to construct the invertible operator, we need to modify the form in (2.18).
We observe that there exists a Borel function f i 1 i 1 in the main diagonal of P such that the Borel subset Λ r1 of Λ r of the form
is not of µ-measure zero. In a similar way, there exists a Borel function f i 2 i 2 in the main diagonal of P such that the Borel subset Λ r2 of Λ r \Λ r1 of the form
is not of µ-measure zero. In this way, we obtain a Borel partition {Λ rj } k j=1 of Λ r with k ≤ n. There exists a unitary operator
is an elementary matrix in M n (C) switching all matrix entries in row i j with their counterparts in row 1 for every λ in Λ rj and j = 1, . . . , k. Thus the absolute value of the (1, 1) entry of U 1 P U * 1 (λ) for every λ in Λ r is not less than rn −1 . We write the operator U 1 P U * 1 of the form
Thus we obtain |h 11 (λ)| ≥ r n for every λ in Λ r . Let X 1 be constructed as in (2.2)
1 . By Lemma 2.1, P 1 can be expressed in the form
Combining the preceding construction of U 1 and the algorithm developed in the proof of Lemma 2.2, we can construct an invertible operator
By applying the preceding lemma, we define a µ-measurable function Tr(P ) of the form Tr(P )(λ) Tr(P (λ)) = rank(P (λ)) (2.25)
) and almost every λ in Λ, where Tr is the standard trace on P (λ). Denote by E n the set of central projections in M n (L ∞ (µ)). For every central projection E in E n there exists a Borel subset Λ E of Λ such that
On generalizing the Jordan canonical form theorem, we need to introduce the concept 'finite frame' in the relative commutant of an operator A in M n (L ∞ (µ)).
) if the following conditions are satisfied:
(1) P i P j = P j P i = 0 for i = j and i, j = 1, . . . , k; (2) the idempotent m k=1 P k equals to the identity of M n (L ∞ (µ)); (3) P k is minimal in the set {P ∈ P k : P (λ) = 0 a.e. [µ] on Λ k }, where we write P k = {P ∈ {A} ′ ∩ M n (L ∞ (µ)) : P 2 = P, P P k = P k P } and Λ k = {λ ∈ Λ : P k (λ) = 0} is the support of Tr(P k ); (4) the first three items also hold for every {P k E } m k=1 restricted on ranE , where E is a central projection and Tr(E ) is supported on a Borel subset Λ E of Λ. Furthermore, a finite frame
This concept is inspired by the 'cross section' in fibre bundles. The difference is that every element in a finite frame here is Borel measurable. In the rest of this section, we establish a relation between the local structures of A in M n (L ∞ (µ)) and a finite frame in
. First, we give a necessary and sufficient condition for
and E n generate a bounded maximal abelian set of idempotents
. Actually, every idempotent P in P is a finite combination of idempotents {P k } m k=1 cut by some central projections. On the other hand, if P is a bounded maximal abelian set of idempotents in
, then we write P 0 = {P ∈ P : Tr(P ) is supported on Λ}. The set P 0 is not empty, since P 0 contains the identity of M n (L ∞ (µ)). Note that every Tr(P ) is a µ-measurable integer-valued simple function for P in P . Thus there exists a maximal totally-ordered subset of P 0 . Since P is bounded and closed in the weak-operator topology, there exists a minimal idempotent P 1 in P 0 , which means there is no proper sub-idempotents of P 1 in P 0 . If P 1 = I, then {P 1 } is a finite frame of P. Otherwise, denote by Λ 1 the support of I − P 1 and write P 1 = {P ∈ (I − P 1 )P : P is supported on Λ 1 }. Thus there exists a bounded maximal totally-ordered subset of P 1 . By reduction, there exists a minimal idempotent P 2 in P 1 . If P 2 = I − P 1 , then we iterate the preceding procedure. After finite steps the procedure stops and we obtain a finite subset {P k } m k=1 in P . It's obvious that the set {P k E} m k=1 satisfies the first three items restricted on ranE in Definition 2.4 for
is a required finite frame in P . In the following lemma, for an operator
, we modify the finite frame to be self-adjoint.
. There exists a finite Borel partition {Λ s } r s=1 of Λ such that for every central projection E Λ s as in (2.26) and k = 1, . . . , m, the function Tr(P k E Λ s ) takes a constant a.e.
[µ] on Λ s . Therefore without loss of generality, we assume that Tr(P k )(λ) = r k (a constant function) a.e. [µ] on Λ for k = 1, . . . , m. By Lemma 2.3, there exists an invertible operator
is of the form
where
Iterating the preceding procedure, we obtain
The invertible operator X = X m−1 · · · X 1 is as required in this lemma.
By Lemma 2.6, we investigate the local structures of
) contains a finite frame. For this purpose, we need to introduce the following definition.
Definition 2.7. For an operator
, then we observe that every Tr(P k ) is a µ-measurable simple function on Λ for k = 1, . . . , m. Thus there exists a finite Borel partition {Λ j } r j=1 of Λ with respect to {Tr(P k )} m k=1 such that every Tr(P k ) takes a constant a.e. [µ] on every Λ j for j = 1, . . . , r. Therefore, we can focus on the local structure of A restricted on each (L 2 (Λ j , µ)) (n) respectively, and then combine them together. In this sense, we assume that every Tr(P k ) takes a constant a.e. [µ] on Λ for k = 1, 2, . . . , m, and we obtain the following proposition.
of the upper triangular form
such that:
Proof. By Lemma 2.6, there exists an invertible operator
contains only one element, the identity of M n (L ∞ (µ)), then this frame and E n , the set of central projections in
) which is also E n . We prove (2) and (3) mentioned for A k in the proposition by two claims.
By ([2], Theorem 2) and for the sake of simplicity, there exists a unitary operator
is of the upper triangular form
. (2.32) (i) Based on this n-by-n upper triangular operator-valued matrix, we claim that the equality f 11 = f ii holds for i = 1, 2, . . . , n.
If it is not true, then there exist an ǫ > 0 and a Borel subset Λ ǫ of Λ with µ(Λ ǫ ) > 0 such that either the inequality |f ii (λ) − f 11 (λ)| ≥ ǫ holds for every λ in Λ ǫ or the equality f ii (λ) = f 11 (λ) holds for every λ in Λ ǫ for i = 1, 2, . . . , n, where we can choose Borel representatives to fulfill the relations for every λ in Λ ǫ .
We construct a nontrivial idempotent in
to draw a contradiction. For this purpose, we switch entries in the main diagonal by similar transformations to simplify the computation. In the discussion that follows, we
we obtain the equality for φ = f k,k+1 /(f kk − f k+1,k+1 ):
Then we can switch the two main diagonal entries by a row-switching transformation: 0 1 1 0
We construct an invertible operator
By the construction of T , we obtain that T A 0 T −1 is of the upper triangular form and the (k, k) and (k + 1, k + 1) entries of A 0 are switched to the (k + 1, k + 1) and (k, k) entries of T A 0 T −1 respectively. Iterating this construction and making the related similar transformation to A 0 one by one for finite steps, we obtain an upper triangular matrix
such that the first r main diagonal entries are equal to f 11 on Λ ǫ and the equality |h kk (λ) − h 11 (λ)| ≥ ǫ holds for every λ in Λ ǫ for k = r + 1, r + 2, . . . , n.
With the preceding preparation, we construct a nontrivial idempotent P in
It is sufficient to ensure the existence of
(2.38)
If the equality A 1 P = P A 1 holds for the (r, r + 1) entry of A 1 P , we obtain the equality
For the (r − 1, r + 1) entry of A 1 P , we obtain the equality
Thus we obtain
In this way, we obtain φ k,r+1 one by one for k = r, r − 1, . . . , 1. For the (r, r + 2) entry of A 1 P , we obtain the equality h rr φ r,r+2 = h r,r+2 + φ r,r+1 h r+1,r+2 + φ r,r+2 h r+2,r+2 . (2.43)
In this way and by entries in column (r + 1) of P , we obtain φ k,r+2 one by one for k = r, r−1, . . . , 1. Similarly, we obtain the left columns of P one after another. And this P does exist in
This is a contradiction between the existence of Q and the assumption that the frame only contains the identity of M n (L ∞ (µ)). Hence the equality f 11 = f ii holds for i = 1, 2, . . . , n. The claim is true.
(ii) Based on the n-by-n upper triangular operator-valued form (2.32), we claim that the support of f i,i+1 is Λ for i = 1, 2, . . . , n − 1, if a finite frame in the relative commutant contains only the identity of M n (L ∞ (µ)). If the claim is not true, then there exist a positive integer r in {2, . . . , n} and a Borel subset Λ 0 of Λ with µ(Λ 0 ) > 0 such that:
By the proof of the preceding claim, without of loss of generality, we assume that:
there exists an ǫ > 0 such that the inequality
holds for every λ in Λ and i = 1, . . . , r − 2 if r ≥ 3.
By the preceding claim and the assumption in (2.45), we construct an invertible operator
holds. Let S ′ r be of the form
With respect to the (r − 2, r) entries of the products on both sides of the equality in (2.46), the equality f r−2,r−2 φ r−2,r + f r−2,r−1 φ r−1,r + f r−2,r = φ r−2,r f rr (2.48)
yields that φ r−1,r = −f r−2,r /f r−2,r−1 . Thus with respect to the (r − 3, r) entries of the products on both sides of the equality in (2.46), the equality f r−3,r−3 φ r−3,r + f r−3,r−2 φ r−2,r + f r−3,r−1 φ r−1,r + f r−3,r = φ r−3,r f rr (2.49) yields that φ r−2,r = −(f r−3,r−1 φ r−1,r + f r−3,r )/f r−3,r−2 . In this way, we obtain φ ir for i = r − 1, r − 2, . . . , 2. We can choose 0 to be φ 1r . The existence of S ′ r is proved.
Note that 
where J 1 is the (r − 1)-by-(r − 1) square matrix formed by the first (r − 1) rows and (r − 1) columns of S r A 0 S −1 r and J 2 = f rr . We show that there exists a Borel subset Λ 1 of Λ with µ(
is unitarily equivalent to the block form
r is 0, then a similar computation as for S ′ r in (2.46) and (2.47) yields that the operator A ′ r+1 is similar to a block diagonal matrix of the form be the operator restricted in M r (L ∞ (Λ 1 , µ)) of the form 
. (2.55) µ) ) respectively satisfy conditions (1 ′ ) and (2 ′ ) mentioned in (2.45), where the lower bound with respect to the 1-diagonal entries in J ′ 1 and J 2 is min{ǫ, ǫ 1 }. In the other subcase, without loss of generality, we assume that the inequality |f 
is of the block diagonal form as discussed in the preceding paragraphs. The operator µ) ) and we write
r+1 . The first (r + 1) rows and (r +
m is of the block diagonal form
where m , we obtain that 1 ≤ r 1 < n. Therefore there exists a nontrivial idempotent P in the relative commutant
) such that 0 < Tr(P )(λ) < n for every λ in Λ m and Tr(P )(λ) = n for every λ in Λ\Λ m . This is a contradiction between the existence of P and the assumption that a frame in the relative com-
). Hence we prove the second claim mentioned between (2.44) and (2.45).
If
contains more than one element, then Y AY −1 can be expressed in the diagonal form 
Then by the foregoing proof, we obtain that A k is with the required properties for k = 1, . . . , m.
Note that the reverse assertion is obvious by ([10] , Lemma 3.1). Therefore for an operator in M n (L ∞ (µ)), we obtain a necessary and sufficient condition to connect the structures of A and a finite frame in the relative commutant {A} ′ ∩M n (L ∞ (µ)). We finish this section with an example to show that there exists an operator in M 2 (L ∞ (µ)) such that the relative commutant contains no finite frames.
where f is injective and the essential range of f (as a function in
, then we can express P in the form
where p ij is in L ∞ (µ) for 1 ≤ i, j ≤ 2. The equality AP = P A yields that
Therefore, we obtain
Since P is an idempotent, we obtain that p ii is a characteristic function in L ∞ (µ) for i = 1, 2. A further computation shows that the idempotents in the relative commutant {A} ′ ∩ M 2 (L ∞ (µ)) form an abelian set. Note that this abelian set of idempotents is unbounded. Thus there does not exist an idempotent Q in
, then there exists a P k 0 in the finite frame such that f (supp(Tr(P k 0 ))) contains an open neighborhood 0. Thus Tr(P k 0 ) can not take a constant on its support and we can construct a proper sub-idempotent of
). This is a contradiction.
Bounded maximal abelian sets of idempotents in {A}
For a matrix A in M n (C), any two (bounded) maximal abelian sets of idempotents P and
contains a finite frame, we prove that every two bounded maximal abelian sets of idempotents P and
. We need to mention that in ( [10] , Theorem 3.3) we prove a special case for the motivation mentioned in the preceding paragraph. That is if an operator A is as in the form of (2.31)
(1) A 11 corresponds to an injective Borel function φ in L ∞ (µ); (2) the equality A jj = A 11 holds for j = 2, . . . , n; (3) the support of A j,j+1 equals Λ for j = 1, . . . , n − 1, then every two bounded maximal abelian sets of idempotents P and Q in the relative commutant
, where k is a positive integer. We generalize the models applied in ( [10] , Theorem 3.3) to be the forms characterized in (2.30) and (2.31) to continue our study in this section.
Part of our main theorem is abstracted from the following example.
where f i in L ∞ (µ) is supported on Λ for i = 1, 2. Then we prove that for every two bounded maximal abelian sets of idempotents P and
there exists an invertible operator X in {A} ′ ∩M 4 (L ∞ (µ)) such that XPX −1 = Q. We divide the proof into two parts.
First, we assert that for every idempotent such that B ij satisfies the equality A i B ij = B ij A j for i, j = 1, 2. By a similar computation as in (2.60), we obtain that B ij can be expressed in the form 
For this purpose, we characterize the relative commutant of
Note that ϕ ij 11 and ϕ ij 22 satisfy the equality f i ϕ ij 22 = ϕ ij 11 f j for i = j and i, j = 1, 2. where we obtain that P ii is an idempotent in M 2 (L ∞ (µ)) for i = 1, 2. Let R be of the form
. Thus the equality
. Thus the equality (2P − I)(2P − I − R) = I − (2P − 1)R (3.11)
.) Since the equality (P − R) 2 = P + R 2 − RP − P R = P − R yields that R 2 − RP − P R + R = 0, we obtain
which means P is similar to 
Next, we need to construct an invertible operator in {U AU * } ′ ∩M 4 (L ∞ (µ)) such that P − R is similar to a diagonal projection.
Without loss of generality, we assume that Tr(P 11 )(λ) = 1 for every λ in Λ. By the proof of Lemma 2.3, there exists a unitary operator V in M 4 (L ∞ (µ)) such that V (P − R)V * is of the form 
where |ψ 11 (λ)| ≥ 1/2 for every λ in Λ. Let Y be in the form
Then by Lemma 2.3, we obtain that
) as required and we achieve the assertion. Let E be the set of diagonal projections in
Then by a similar computation as in (2.61) and (2.62), we can verify that E is a bounded maximal abelian set of idempotents in
) contains a finite frame P 0 . By the preceding assertion there exists an invertible operator
every bounded maximal abelian set of idempotents is similar to
). This example is finished.
To generalize Example (3.1), we need the following lemmas.
of the upper triangular form
such that B ii = B jj for i, j = 1, 2, . . . , n.
Proof. For the sake of simplicity, we use the relaxed convention of treating Borel representatives as elements in L ∞ (µ) and consider A ij and B ij as functions in
For the (n, 2) entry of AB, by AB = BA we obtain the equality By A 33 = A nn the equality (3.20) yields that B n2 A 23 = 0. Since A 23 is supported on Λ, we obtain that B n2 = 0 a.e.
[µ] on Λ. In this way and by the equalities with respect to the entries in the n-th row of AB, we obtain that B ni = 0 a.e.
[µ] on Λ for i = 1, . . . , n − 1. Based on this, by the equalities with respect to the entries in the (n − 1)-th row of AB and the fact that A i,i+1 is supported on Λ for i = 1, . . . , n − 1, we obtain that B n−1,i = 0 a.e.
[µ] on Λ for i = 1, . . . , n − 2. Therefore, we finally obtain that B ij = 0 for i > j. For the (i, i + 1) entry of AB, by AB = BA we obtain the equality
is supported on Λ, we obtain that B ii = B i+1,i+1 a.e.
[µ] on Λ.
By Lemma 3.2, we obtain that every idempotent in {A}
In the following lemma, we deal with a general case, but there is some loss in the result compared with the result in the preceding lemma. If m ≥ n, and the equalities AC = CB and BD = DA hold for operator-valued [µ] on Λ. By the equalities with respect to the entries in the first column of AC, we obtain that C i1 = 0 for i = m, . . . , 2. Based on this, the equalities with respect to the entries in the second column of AC yield that C i2 = 0 for i = m, . . . , 3. In this way, we finally obtain that C ij = 0 for i > j.
of the upper triangular forms
By BD = DA, we consider the (n, 2) entry of BD and obtain that
By A 22 = B nn , the equality (3.26) yields that D n1 A 12 = 0. Since A 12 is supported on Λ, we obtain that D n1 = 0 a.e.
[µ] on Λ. Thus we consider the (n, 3) entry of BD and obtain the equality
By A 33 = B nn , the equality (3.27) yields that D n2 A 23 = 0. Since A 23 is supported on Λ, we obtain that D n2 = 0 a.e.
[µ] on Λ. By the equalities with respect to the entries in the n-th row of BD, we obtain that D ni = 0 for i = 1, . . . , m − 1. Based on this, the equalities with respect to the entries in the (n − 1)-th row of BD yield that D n−1,i = 0 for i = 1, . . . , m − 2. In this way, we finally obtain that D ij = 0 for i + (m − n) > j.
From Lemma 3.4 to Lemma 3.8, we make preparations for proving Theorem 3.9.
) containing a finite frame, we can decompose A into two fundamental cases by Proposition 2.8 and the discussion preceding it. In the following paragraphs, Lemma 3.4 and Proposition 3.5 deal with one case while Lemma 3.6 and Proposition 3.7 deal with another case. Lemma 3.8 shows the reason why we make the decomposition. 
where P kl ∈ M n (L ∞ (µ)) and A k P kl = P kl A l for k, l = 1, . . . , m. By Lemma 3.2 and Lemma 3.3, we obtain that P kl is of the upper triangular form
where we treat P kl ij as an element in L ∞ (µ) for k, l = 1, . . . , m and i, j = 1, . . . , n. The following facts are important:
(1) the equality P kk ii = P kk 11 holds for k = 1, . . . , m and i = 1, . . . , n; (2) the equality There exists a unitary operator U in M mn (L ∞ (µ)) which is a composition of finitely many row-switching transformations such that U P U * (= Q) as an element in {U (
where for i, j = 1, . . . , n, every Q ij is of the form
. . , n. We treat Borel representatives as elements in L ∞ (µ). Without loss of generality, we assume that Tr(Q 11 ) defined as in (2.25) takes a constant r > 0 on Λ. By the proof of Lemma 2.3, we may further assume that |P 11 11 (λ)| ≥ rn −1 for every λ in Λ. Therefore we construct an invertible element X ii in M m (L ∞ (µ)) for i = 1, . . . , n of the form
Therefore by the proof of Lemma 2.3, the (1, 1) entry of
ii is 1 and the (k, 1) entries of
where 
We write X 1 = U Y U * for U in the discussion preceding (3.31). Then X 1 is of the upper triangular form
where X ii is in the form of (3.33) for i = 1, . . . , n. Therefore,
possesses the property mentioned in the discussion preceding (3.34). By a similar proof of Lemma 2.3 and iterating the preceding discussion, we obtain an invertible element X in {U (
is of the upper triangular form
such that R ii is diagonal for i = 1, . . . , n. Thus R ii = R jj for i, j = 1, . . . , n. Note that the diagonal matrix
. For every element S in A, we obtain that
). Therefore the equality (I − 2XQX −1 )(
and we obtain
This means that XQX −1 is similar to
By the preceding lemma and the proof of Lemma 2.6 we obtain the following proposition. 
. We can verify that D is a bounded maximal abelian set of idempotents in the rel-
. By Proposition 2.5, there exists a finite frame P 0 in P . Thus combining Lemma 3.4 and the proof of Lemma 2.6, there exists an invertible operator
The maximality of P yields the equality XP X −1 = D. By the same way, there exists an invertible operator
In the following lemma, we pay attention to another case different from the one mentioned in Lemma 3.4. 
R. SHI

If P is an idempotent in
Proof. For the sake of simplicity, we only prove this lemma for m = 2 and A 1 , A 2 are of the forms
If P is an idempotent in the relative commutant 
There exists a unitary element U in M 5 (L ∞ (µ)) which is a composition of finitely many row-switching transformations such that U P U * (= Q) as an element in the 
We can verify that Q 1 = diag(P ) is a projection in the relative commutant A. Thus R = Q − Q 1 is in the relative commutant A. By computation, we obtain that the equality σ A (SR) = σ A (RS) = {0} holds for every element S in A. Therefore by an analogous proof following (3.37) in Lemma 3.4, there exists an invertible element X in the relative commutant
By iterating the preceding proof we achieve a generalized case mentioned in the lemma.
By combining Proposition 2.5, Lemma 3.6 and the method applied in the proof of Lemma 2.6, we obtain the following proposition. 
By a similar computation as in Lemma 3.3, we obtain the following lemma. This lemma implies the reason for our consideration about the preceding two cases.
By an analogous discussion preceding Proposition 2.8, for A in M n (L ∞ (µ)) and the relative commutant {A} ′ ∩ M n (L ∞ (µ)) containing a finite frame, there exists a finite µ-measurable partition {Λ t } r t=1 of Λ such that for k, l = 1, . . . , m and based on the notations in Proposition 2.8, either
[µ] on Λ t for t = 1, . . . , r. Denote by E t the central projection in M n (L ∞ (µ)) such that Tr(E t ) is supported on Λ t for t = 1, . . . , r. Then combining Proposition 3.5, Proposition 3.7 and Lemma 3.8, we obtain that for every two bounded maximal abelian sets of idempotents P and Q in the relative commutant
Thus by combining the 'local results', we obtain the following theorem.
) contains a finite frame then for every two bounded maximal abelian sets of idempotents P and Q in the relative commutant
By virtue of Theorem 3.9, we prove the following corollary.
Corollary 3.10. For every normal operator
, the strongly irreducible decomposition of N is unique up to similarity with respect to the relative commutant
Proof. Let A be a normal operator in M n (L ∞ (µ)) and P be a bounded maximal abelian set of projections in {A} ′ ∩ M n (L ∞ (µ)). First we assert that P is a bounded maximal abelian set of idempotents in
) such that the equality QP = P Q holds for every projection in P. By the polar decomposition of Q we can express Q in the form Q = V |Q|, where V in M n (L ∞ (µ)) is a partial isometry with initial space (ker Q) ⊥ and finial space ran Q. The equalities P Q = QP and P Q * = Q * P yield that P |Q| = |Q|P . Therefore the definition of V and the equality P V |Q| = P Q = QP = V |Q|P = V P |Q| (3.43) yield that the equality P V = V P holds for every projection P in P. Denote by A the abelian von Neumann algebra generated by P. Since A is a maximal abelian von Neumann algebra in
, we obtain that A is contained in A. The facts that P V = V P holds for every projection P in P and A is contained in A yield that AV = V A and AV * = V * A. Therefore V and V * are contained in
. Thus V V * and V * V are contained in A. Since the equality QP = P Q holds for every projection in P, we obtain that V V * Q = QV V * . By the definition of V , V V * is the final projection of V with ran V V * = ran Q. Hence the equality Q = V V * Q = QV V * = V V * holds. The assertion is achieved. By Proposition 2.5 and Theorem 3.9, we can finish the proof. strongly µ-measurable operator-valued function A(·) defined on Λ such that A(λ) is an operator in L (H (λ)) and (Af )(λ) = A(λ)f (λ), for every f ∈ H . We write A ≡ ⊕ Λ A(λ)dµ(λ) for the equivalence class corresponding to A(·). If A(λ) is a scalar multiple of the identity on H (λ) for almost every λ in Λ, then A is said to be diagonal . The collection of all diagonal operators is said to be the diagonal algebra of Λ. It is an abelian von Neumann algebra. If A(λ) is strongly irreducible on H (λ) for almost every λ in Λ, then A is said to be a direct integral of strongly irreducible operators.
The following two basic results will be used in the sequel:
(1) An operator acting on a direct integral of Hilbert spaces is decomposable if and only if it commutes with the corresponding diagonal algebra ( [9] , p. 22). (2) Every abelian von Neumann algebra is (unitarily equivalent to) an essentially unique diagonal algebra ( [9] , p. 19). For a direct integral of strongly irreducible operators, we obtain the following proposition. 
is a finite frame in the relative commutant
and E n , the set of central projections of M n (L ∞ (µ)), generate a maximal abelian von Neumann subalgebra D 0 in the relative commutant For the sake of simplicity and without loss of generality, we assume that A in
the support of f 12 is Λ; (3) the support of f 23 is Λ 1 ; (4) f 13 and f 23 vanish on Λ 2 . Correspondingly, {P 1 , P 2 } is a finite self-adjoint frame contained in the relative commutant
(1) P 1 is of the form
(2) P 2 is of the form
Thus the abelian von Neumann algebra D 0 generated by
Denote by E D 0 (·) the spectral measure for D 0 . Treating σ(D 0 ) as the index set, we form the direct integral Hilbert space H as follows
andÃ(γ) to be the restriction of On the other hand, if A ∈ M n (L ∞ (µ)) and there exists a unitary operator U such that U AU * is a direct integral of strongly irreducible operators with respect to a diagonal algebra D and
, then it is sufficient to show that the set of projections P in U * D U is a bounded maximal abelian set of idempotents in the relative commutant
)∩P ′ and P not in P, then U P U * (γ) is not trivial for almost every γ on Γ with respect to ν, where Γ is the index set for D in the direct integral form and ν is a finite positive regular Borel measure applied in the direct integral form. Let Γ P be a subset of Γ with ν(Γ P ) > 0 such that U P U * (γ) is nontrivial for every γ ∈ Γ P . Since the equality U AU * (γ)U P U * (γ) = U P U * (γ)U AU * (γ) holds for almost every γ in Γ with respect to ν. Then U AU * (γ) is not strongly irreducible for almost every γ in Γ P with respect to ν. This is a contradiction. Therefore P is a bounded maximal abelian set of idempotents in the relative commutant
. By Proposition 2.5 and the preceding argument, we prove the 'if' part.
Based on Proposition 2.8, we investigate the local K-theory for the relative commutant
) contains a finite frame. The following lemma shows the K 0 group of the relative commutant of a building block in (2.30). 
Lemma 4.4. Let A be an upper triangular operator-valued matrix in
where we treat B 
(4.16)
The equality C ii = C jj holds for i, j = 1, . . . , n and C 11 can be every element in M m (L ∞ (µ)). This fact is different from the counterpart mentioned from (3.30) to (3.32).
If B is an idempotent, then so is C. By a similar proof from (3.30) to (3.39), we obtain an invertible element X in {U (
is of the diagonal form by an isomorphism induced by the function Tr(·) defined in (2.25). Then by a routine computation, we obtain the K 0 group of {A} ′ ∩ M n (L ∞ (µ)) is of the form formulated as in (4.11).
For a general case that A in M n (L ∞ (µ)) and {A} ′ ∩M n (L ∞ (µ)) contains a finite frame, the K 0 group of {A} ′ ∩ M n (L ∞ (µ)) may not be of a neat form as in (4.11). We see this from the following example. That is for φ = (φ 1 , φ 2 ) and ψ = (ψ 1 , ψ 2 ) in G , φ is said to be equivalent to ψ (denoted by φ ∼ ψ) if there exists an ǫ > 0 such that:
(1) φ(λ) = ψ(λ) for |λ| < ǫ; (2) φ 1 (λ) + φ 2 (λ) = ψ 1 (λ) + ψ 2 (λ) for |λ| ≥ ǫ. Thus by a routine computation, we obtain that 
such that (1) n 1 > n 2 and n = n 1 + n 2 ; The proof of this lemma is a routine computation by applying Lemma 3.2, Lemma 3.3, Lemma 3.4, Lemma 3.6 and Lemma 3.8. Therefore, by Lemma 2.8, to tell when two operators in M n (L ∞ (µ)) are similar to each other in M n (L ∞ (µ)), it is sufficient to tell when two building blocks as in (2.31) are similar to each other. For two building blocks in M n (L ∞ (µ)), we present a method to distinguish them by the K-theory of the relative commutant of the direct sum of this two building blocks. By the methods we applied in Example 4.5 and other lemmas in this section, we obtain this proposition.
