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Abstract 
Cauchon, G., Series de Malcev-Neumann sur le groupe libre et questions de rationalite, Theoretical 
Computer Science 98 (1992) 79-97. 
Let G be an ordered free group, J a basis confained in G+, _G the sub-monoid spanned by &‘, and 
k a field. We construct a family (Q.(G))“e, of ‘sub-division rings in kM[[G]], the divisjon ring 
consisting of the so-called Malcev-Neumann series. describe their intersections with k((P)), and give 
some applications concerning rational series in k((R)). 
0. Introduction 
Dans tout ce qui suit, k dhigne un corps commutatif et g un ensemble fini non vide. 
On note 0 le monoi’de libre de base 93 et G le groupe libre de base W (on a done 
A-ICC). 
On note k((S2)) la k-alg&bre des shies formelles i coefficients dans k et dtfinies sur 
a, et k(O) la sous-algibre des shies d support fini, c’est $ dire l’algibre associative 
libre de base 99 sur k. 
On rappelle que le groupe U des itlkments inversibles de k((C2)) est l’ensemble des 
sQies de kc(Q)) dont le terme constant est non nul, et on note k rat ((s2>> l’intersection 
de toutes les sous-algibre A de k(Q)) qui vtrifient: 
(1) A 2 k(Q), 
(2) (vsEAnU)(s~‘EA). 
Les shies s de krat ((s2)) sont dites (informatiquement) rationnelles. 
On sait, par [S], que le groupe G peut &tre lintairement ordonnk, c’est-i-dire muni 
d’un ordre total, not& Q, qui vtrifie: 
(V(a,b,c)~G~)(a<b = ca<cb et ac<bc). 
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De plus, si on pose G+ = { gcG 1 1 <g > (ou 1 designe l’element neutre de g et oti, 
comme c’est l’usage, a < b signifie a d b et a # b), on peut supposer l’ordre choisi de 
man&e qu’on ait .%c G+. On fera cette hypothese dans toute la suite. 
Notons alors kM[ [G]] l’ensemble de toutes les series formelles sur G, a coefficients 
dans k, et dont le support est une partie bien ordonnte de G. 
Comme on a B c G+, on peut montrer [6] que n est une partie bien ordonnte de G. 
11 en resulte qu’on a 
(si on identifie k((Q)) i l’ensemble des series formelles sur G, a coefficients dans k, et 
dont le support est contenu dans Sz). 
On sait (voir [6]) que kM[[G]] est naturellement muni d’une structure de corps 
(gauche) extension centrale de k, contenant k((Q2)) comme sous-algebre, et dont les 
elements sont appeles les series de Malcev-Neumann sur G a coefficients dans k. 
Ce corps contient (comme sous-algebre) l’algebre de groupe k[G]. On note k(G) le 
plus petit sous-corps de kM[[G]] qui contient k[G]. Les series s de k(G) sont dites 
(algtbriquement) rationnelles. 
Pour chaque entier n3 1, on montre que l’algebre A,(G) des series de 
MalcevNeumann dont le support est fini modulo le n-ieme groupe derive de G, 
posdde un corps de fractions Qll(G). On fabrique ainsi une suite decroissante 
(Qn(G)h,a I de corps intermediaires entre kM[ [G]] et k(G). Le but de cet article est de 
demontrer qu’on a: 
QAG) n k GO = k rat W>> 
pour tout ~32. 
Ceci redonne l’egalite k(G) n k ((Sz)) = k rat ((s2)) etablie par Fliess dans sa these [2] 
et fournit un critere (apparemment nouveau) de rationalite des series formelles sur !S. 
1. Les alghbres A,(G) et les corps Q,,(G) 
Pour chaque entier m 3 0, on note D, le m-ieme groupe derive de G (Do = G). Dans 
tout ce qui suit, on fixe un entier n 3 1. 
1.1. Construction de A,,(G). 
Le n-ieme groupe derive D, est ordonne par l’ordre induit par celui de G, de sorte 
qu’on peut considerer le corps A,, = kM[ [Dn]] des series de Malcev-Neumann sur D,, 
g coefficients dans k. Ceci n’est autre que le sous-corps de kM[ [G]] constitue par les 
series dont le support est contenu dans D,. 
On note A,,(G) la sous-k-algebre de kM[[G]] engendree par le corps A, et le 
groupe G. 
D, etant un sous-groupe distingue de G, on a la proposition suivante. 
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Proposition 1.1. Si gEG et si CIEA,, alors cw’=gag-‘Ed,. 
On en dtduit le rksultat suivant. 
Proposition 1.2. A,(G) est l’ensemble de toutes les sommes jinies s=c(~ g1 + ..’ +aPgP 
oti les Cxi sont dans A,, et les gi duns G. 
Preuve. L’ensemble S des sommes ci-dessus est kvidemment contenu dans A,(G). 11 est 
immtdiat que S est un sous-k-espace vectoriel de kM[ [Cl]. 11 rksulte de la Proposi- 
tion 1.1 que S est stable pour la multiplication des skries, c’est done une sous-k-algebre 
de k,CCGll. 
Comme S contient A, et G, on a finalement S = A,(G). 
Proposition 1.3 ( f: G -+ G/Dlt dtsigne l’homomorphisme canonique). A,(G) est 1 ‘en- 
semble de toutes les stries SEK~[[G]] dont le support a une image jinie par jI 
Preuve. Si SEA,(G) on a, par la Proposition 1.2, s=ccg,+...+cc,g, (C(iEA,, giEG). 
Done supp(s)cD,g, u...uD,gP, et f(supp(s))c{fh), . . . ,f(s,)). 
Inversement, soit sEkM[[G]] telle que f(supp(s)) soit fini. On a done 
supp(s)cD,g,u~~~ uD,g, od les gi sont des Mments de G tels que les classes A gauche 
D,gi soient deux 1 deux disjointes. 
Pour 1 dibp, posons Iji=E,xsD,giS(X)X 
(pi(X)=S(X) si XED,gi et pi(X)=0 si X$Dngi). 
On a supp(fli)csupp(s), de sorte que fliEkM[[G]]. Soit XEG. Supposons 
xEuFEID,,gl. On a done XED,gi (ldi~p), et (pl+...+B,)(X)=pl(X)+...+pp(X)= 
pi(x)=s(x) puisque les D,g, sont 2 d 2 disjoints. Si x$up= 1 D,g,, on 
a (/31+...+p,)(x)=O=s(x) puisque supp(s)c~f=,D,g,. On a done 
s=fi1+... +pp=c(, g1 + ... + cXpgpOd ai=Big;’ (pour 16 i<p). Comme, par construc- 
tion, on a SUpp(/?i)cD,giy on a SUpp(cXi)CD”, done CliEA, (pour 1 <i<p). 
On en dtduit, par la proposition 1.2, que SEA,,(G). 
1.2. Anneaux de Ore 
Soit A un anneau unitaire et intigre, et soit S= A\ (0). Rappelons que A est un 
anneau de Ore A gauche (i droite) s’il vkrifie: 
(V(a,s)EAxS)(Zl(a’,s’)EAxS)(s’a=a’s (as’=sa’)). 
S’il en est ainsi, A admet un corps de fractions Q $ gauche (a droite), c’est-i-dire un 
corps Q contenant A comme sous-anneau et dont tout &ment s’Ccrit q = s- ‘a (as- ‘) 
avec (s, a)ES x A. 
Rappelons C?galement le rksultat classique ([7, p. 1501). 
Lemme 1.4. Supposons que A soit un sous-anneau d’un corps gauche !2. 
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(1) Si A est un anneau de Ore d gauche, alors Q,={s-‘a 1 (s,a)~S x A} est un 
sous-corps de Sz, c’est un corps de fractions ri gauche de A. 
(2) Si A est un anneau de Ore d droite, alors Qd= (as-l 1 (s,a)~S x A} est un 
sow-corps de 52, c’est un corps de fractions d droite de A. 
(3) Si A est un anneau de Ore des 2 c&is, alors Q, = Qd. 
La demonstration du resultat suivant utilise les mimes idles que celle de ([7, p. 609, 
Lemme 35, iv]). 
Lemme 1.5. Supposons que A soit un sous-anneau d’un corps gauche D. Soit x un 
element non nul de D tel que xAx- ’ = A. Si A est un anneau de Ore a gauche (ci droite), 
il en est de mCme pour (A,x) le sous-anneau de D engendre par A et x. 
Preuve (dans le cas oti A est de Ore a gauche). Par le Lemme 1.4, 
Q=(s-‘a~(s&SxA} (S=A\{O}) t es un sous-corps de D, et on a immtdiatement 
xQx-’ =Q. R=(A,x) contient tous les elements de D de la forme 
o=aO+aIx+... + a,,~” (nE N, UiE A). De plus, l’ensemble X de tous ces elements est un 
sous-groupe additif de D (evident) et il resulte de l’hypothese xAx_’ = A, qu’il est 
multiplicativement stable. C’est done un sous-anneau de D. Comme il contient A et x, 
il est done egal a R. 
Finalement, on a R=(A,x)={a,+a,x+~~~+a,x”)n~N, u,EA}. De m&me, 
puisque xQx - ’ = Q, on a 
Par ([7, p. 423, Theoreme 2-61) l’anneau Test noetherien a gauche. Cet anneau etant 
integre (puisque D est un corps), il resulte du theoreme de Goldie ([7, p. 456, 
Thtoreme 4-101) que T est un anneau de Ore a gauche, de sorte que 
~=(~-‘PI(~,P)E(T\{O})X 7’1 t es un sous-corps de D (Lemme 1.4). 
Soit WE?. Ecrivons w=cc-‘/I avec (cz,~)E( T\(O)) x T, de sorte que 
cr=&+&x+..’ + d,x” et p = p0 + ,U~X + ... + pL,xm (les J+i et les pj appartenant a Q). 
Par ([7, p. 150, Lemme 4-31) il existe SES = A\(O) tel que tous les ai = Ski et tous les 
bj = s~j appartiennent a A. Alors u=sa=aO+aIx+~~~+a,x”~R\{O}, 
v=s~=bO+b,x+~~~+b,x”‘~R, et o=u-~Y. 
On en deduit (puisque R c T) que 
F= (u- ‘v I (u, v)@R\ (0) x R). 
Ceci etant un sous-corps de D, il resulte de ([7, p. 146, Theoreme 4.11) que R est un 
anneau de Ore a gauche. 0 
1.3. Let corps Q,,(G) 
Pour chaque entier m tel que O<m<n, notons B, la sous-k-algebre de kM[[G]] 
engendrte par A, et D,. 
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On a done: 
d,=B,cB,-lc...cBo=A,(G). 
Par la meme demonstration que celle de Proposition 1.2, on ttablit: 
Lemme 1.6 (O<m<n). B, est l’ensemble de tomes les sommes jnies 
s=cx1g, + ... +uPgP oti les C(i sont dans A,, et les gi dans D,. 
Par Proposition 1.1 et le fait que D, est un sous-groupe distingue de G, on en dtduit: 
Lemme 1.7 (O<m$n). Si SEB, et si gEG, alors s’=gsgglEB,. Si 5 est une partie non 
videdeG,onnote@=uUdcN Fd le sous-monoi’de de G engendre par F. Si, de plus, m est 
un entier compris entre 0 et n, on note (B,), la sous-k-algebre de kM[[G]] engendree 
par B, et F. 
Lemme 1.8 (O<m<n, F partie non vide de G). (B,), est l’ensemble de tomes les 
sommes jinies t = fil g1 + ... + f14g4 oti les fii sont dans B, et les gi dans 3:. 
Preuve. C’est la meme que celle de Proposition 1.2, la stabilite de l’ensemble des 
sommes ci-dessus pour la multiplication des series resultant du Lemme 1.7. 0 
Lemme 1.9 (1 < m < n). B, _ I est la reunion de tomes les algebres (B,)* od 9 decrit 
l’ensemble de toutes les parties jinies (non vides) de D,_l. 
Preuve. On a B, c B,_ 1 et, pour toute partie finie 9 de D, _ I, on a aussi F c B,_ 1 
(puisque D, _ 1 c B, _ 1), d’oti l’inclusion (B,),F c B, _ 1. 
Si SEB,,,_~, alors par le Lemme 1.6 on a s=mIgI+...+a,g, ou les C(i sont dans 
d, c B, et les gi dans D, _ 1. On a done SE(B,), oti 9 = ( gl, . . . , g,} est une partie finie 
de D,_ 1, ce qui acheve la demonstration. 
Lemme 1.10 (1 dmdn, B partie non vide de D,_ l). Si tE(B,), et si XED,,,_~, alors 
t’=xtx-‘E(B&. 
Preuve. Par le Lemme 1.8, on a t = /I1 g1 + ... + fi, gq oti les Bi sont dans B, et les 
gi dans F. On a done t’ = P; g; + ...+&gb avec, pour lbibq, fii=XPiX-lEBm 
(Lemme 1.7) et gi = xgix- ’ = ligi avec 2. .,ED, puisque x et gi sont dans D,_ 1 et que le 
groupe quotient D, _ 1 ID,,, est abelien. 
Ainsi, on a t’=ylgl + . ..+yBgp (Yi=P:~iEB,, gibe), et t’E(B,)g par le Lemme 1.7. 
Thitori+me 1.11. A,(G) est un anneau de Ore d gauche et a droite. 
Preuve. Nous allons montrer que tous les B,(O d m < n) sont des anneaux de Ore (des 
deux c&s). Le thtoreme en resultera pour m = 0. 
Nous raisonnons par recurrence descendante sur m, le resultat Ctant evident par 
m = n puisque B, = A,, est un corps. 
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Soit done un entier m avec 1 <m < n. Supposons que B, soit un anneau de Ore et 
montrons qu’il en est de m&me pour B, _ 1. Par le Lemme 1.9, il suffit de montrer que, 
si F est une partie finie de D, 1, (B,)y- est un anneau de Ore. 
Pour ceci, nous raisonnons par recurrence sur le cardinal r de 9 en observant 
que, pour le Lemme 1.8, (B,,& qui a CtC defini comme la sous-k-algebre de 
kM[ [G]] engendrte par B, et 9, est aussi le sous-anneau de kM[[G]] engendre par 
B, et 9. 
Supposons r=l, de sorte que F={xi} (x~ED,,_,) et que (B,),=(B,, xl). Par le 
Lemme 1.7, on a xlB,x;lcB, et aussi x;~B,x~cB,,,, d’ou on deduit 
xlBmx;l=B,,,. 
Alors, par Lemme 1.5, (B,)* est un anneau de Ore. 
Supposons le resultat vrai au rang r> 1 et montrons le au rang r+ 1. Soit done 
F={x,, . . ..x.+1} une partie a r+l elements de D,_,. Si on pose &={xl,...,xr} 
alors, par I’hypothese de recurrence, A =(B,), est un anneau de Ore et on 
a (B,),=(A,x,+i). 
((B,), contient B,,&, done A, et aussi x,+i, done (A,x,+,); inversement, 
(A>x,+r > contient A, done B, et &, et aussi x,+ 1, done F, et done (B,)s .) Comme 
ci-dessus on deduit du Lemme 1.10 que x,+ 1 Ax;,‘, = A de sorte que, par Lemme 1.5, 
(B,).F est bien un anneau de Ore, ce qui acheve la demonstration. 0 
I1 en rtsulte, par Lemme 1.4, le resultat suivant. 
ThCorkme 1.12. Les deux ensembles 
(s-la l(s,44%(G)\iO)) xAn(G)1 
et 
{as-l I h4+L(G)\10)) x An(G)J 
sent confondus. 
11s constituent un sous-corps du corps kM[ [G]]. 
Convention. Le corps dtfini dans le Theoreme 1.12 est note Q,,(G). 
Observation: Le corps Q,,(G) contient, par construction, l’algebre A,(G) qui 
elle-m&me contient, par construction, le corps k, le groupe G et done l’algebre de 
groupe k [Cl. 
11 en resulte que Q,,(G) contient le corps k(G). 
2. Une propribtk du deuxikme groupe dkrivi! D2 de G 
Rappelons que le groupe G est ordonne et que l’ordre induit sur W est un bon ordre. 
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2. I. Conventions 
Si geG\{ i}, on sait qu’il s’ecrit d’une maniere unique sous la forme g=ay . ..a. 
(nEN\{O}, aiEa> &iE(k 1)) avec, pour ldidn-1, (Ui,&i)#(Ui+,,-&i+1), qu’on ap- 
pelle I’&iture riduite de g. 
L’entier n ci-dews s’appelle la longueur de g et se note n=l(g). Si a~?+?, on pose 
Yo(Cl)=ClbiSn,ai=aEi W a4{al,..., a,), bk)=O). On pose halement Y(g)=LaYo(g) 
(ceci a un sens car, pour a${~, ,..., a,}, y,(g)=O). 
Les hk = a;l . . . a? (1 d k < n) s’appellent les segments d gauche de g. Les h; = a?. . . a: 
(1 <k <n) s’appellent les segments ci droite de g. Les ecritures ci-dessus sont les 
tcritures reduites des segments k, et hi. Les kk (les k;) sont en nombre inferieur ou Bgal 
a n. On appelle inversion de g, tout entier in{ 1, . . . , n} pour lequel il existe un entier 
j avec 1 <j < i et Ui < Uj (ceci exige done i 2 2). 
On prolonge les fonctions 1,y,,y a G tout entier en posant, pour tout ~~98, 
W)=y,(l)=y(l)=O, 
et on a (voir [4, p. 761) le lemme suivant. 
Lemme 2.1. (1) Pour tout aE93, l’application yu: G-tZ est un komomorpkisme de 
groupes. I1 en rhsulte que y : G-Z est aussi un komomorpkisme de groupes. 
(2) (-JM Kery,=D,. 
Conskquence 2.2. Soient x,y deux tlgments de G tels que DIx= Di y. Alors, pour tout 
~~39, on a yO(x)=y,(y). Par suite, y(x)=y(y). 
Preuve. On a x=dy avec deD, c Ker ya (Lemme 2.1) et done yJx)=ya(y). 0 
Constquence 2.3. Soit g = a:’ . . . a: un dltment de G (Ui~~, EiE( + 1)) (l’ecriture ci- 
dessus n’bant pas forciment l’dcriture rCduite de g). Alors y(g)=.zl + ... SE,. 
Preuve. Si be&?, v(b)=C,,rv,Jb)=yb(b)=l et done, puisque y est un homo- 
morphisme, 
Lemme 2.4. Soient x et y deux dldments de G\{ 11, d ‘6critures reduites respectives 
x = a;‘. . . a: et y=b;‘...bim. Alors 
(1) x-r a pour tcriture &duite anwEn...a;“‘. 
(2) xy a pour tcriture rdduite a?, . . a: b;’ . ..b~msietseulementsi(a.,~,)#(bI, -vl). 
On dit, dans ce cas, que l’tcriture riduite de xy s’obtient par concatenation des 6critures 
rCduites de x et de y. 
Preuve. c’est evident. 0 
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2.2. Une base de D1 
Notons T l’ensemble constitue par 1 et tous les LEG\ { 1 } ayant une ecriture reduite 
sans inversion, c’est a dire de la forme 
t=ay...az (aiEB, &iE{ * l}) 
avec a, <...<a,. 
On a immediatement: 
T={l}u{t=a”;‘...a~m 1 InEN\ {0}, cCi~Z\ {O), aiEg’, a, < ... <a,}. 
Lemme 2.5. T est une transversale a droite de D1 dans G qui verijie la proprieth de 
Schreier a droite: 
Si teT\{l} a pour ecriture reduite t=a;L...a:, alors t’=aE,1...a”,:,lET 
(t’= 1 si n= 1) ([3, p. 941). 
Preuve. La propriete de Schreier est evidente. Soit gcG. Montrons qu’il existe un 
unique tcT tel que D,g=Dlt. 
Supposons gED1. Alors D,g=D,t avec t=ltzT. Si tcT\{l}, alors t=a”,‘...akm 
(m>l,a,<...<a,, XiEZ\{O}) et yaI(t)=crI #O done, par le Lemme 2.1, t$DI, de sorte 
que D,g#Drt. 
Supposons g$D1. Par le Lemme 2.1, l’ensemble 8 = {aEB) y,(g)#O} est non vide. 
Posons d = {aI, . . ., a,} avec a, < ... <a, (m3 1) (on sait que d est toujours fini). 
Posons t = a",l . . a$‘ETavec ai=yn,(g) pour tout i (C(iEiZ\{O}). On a alors y,(g)=y,(t) 
pour tout aEB, et done D1 g = D1 t. D’autre part, si t’E T verifie D1 g = D1 t’ alors t’# 1 
(puisqueg$Dr),donc t’=bf’ . ..bip(p>l. biEB,fiiEZ\{O}, b,<...<b,)et,enCcrivant 
que ya(g)=ya(t’) quel que soit aEa, il vient: p=m, b, =al, . . . , bm=am, PI =uI, . . . , 
pm = a,, done r’ = t, ce qui achtve la demonstration. 0 
Notons 40 : G+ T l’application qui, 5 tout element g de G associe l’unique element 
t de T tel que D,g=D,t. 
Lemme 2.6. (1) Si gEG, on a y,(g)=ya(q(g)) pour tout aEa, et done y(g)=y(cp(g)). 
(2) St (~,ykG x G, on a cp(xy)=~((cp(x)y). 
Preuve. (1) resulte de la Consequence 2.2 du Lemme 2.1. 
(2) On a 
DIcp(x)y=D,xy (car DIcp(x)=D,x) 
= D1 cp(xy), d’ou le resultat puisque cp(xy)~ T. 0 
Lemme 2.7. Soit tET, aE8 et EE{ f l}. 
w=ta&fp(ta”)-‘fl ssi t#l 
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et a une ecriture rdduite de la forme 
t=ay...aF (EiE{*ij, a,<...da,, fl>ij avec axa,. 
Preuve. o# 1 o ta”# q(ta’) o ta”# T. S’il en est ainsi, on a t # 1 (car a&ET), done 
t a une Ccriture reduite de la forme t = a;l . a: (EtE { + l}, a, < ... <a,, n > 1) et, puisque 
ta’$T, a<a, (sinon on aurait (a,s)=(a,, -E,) et done ta”=a”,l...az:iET, ou 
(a, 4 Z (a,, -E,) et ta” aurait pour Ccriture reduite a;l , . . a: a” avec a, < . . . <a, <a d’oii 
encore taEE T). 
Inversement, si t # 1 a une ecriture reduite de la forme ci-dessus avec a<a,, 
alors tat a pour ecriture rtduite a; . . .aFaE, de sorte que ta’$ T, ce qui acheve la 
demonstration. 0 
Lemme 2.8. Soit geQ\ { l}, de sorte que g = al.. . a, (na 1, a;EW), ceci etant l’ecriture 
reduite de g. Ii existe une permutation o de (1, . . . . n> telle que q(g)=ao(l)...aoCn). On 
a done q(g)EQ\( 1) et &cp(gJl= 0). 
Preuve. Si on choisit la permutation d de { 1, . . ..n} telle que a,(l,<...Qa,C,,, alor 
t=a ac,,...aoc,,,~T et, puisque le groupe G/D1 est abelien, on a D,g=D,t, d’ou le 
rbc11ltat q IUYUICU.. 
Lemme 2.9. (1) Soit tET, aE99, EE{ k 1) auec w=taE(P(tac)-’ # 1. Alors t est un seg- 
ment a gauche de w. (t # 1 pour le Lemme 2.7.) 
(2) Soient (t, t’)E T2, 
= t’a”‘~(t’arc’)- ’ # 1. 
(a, a’)E.B2, (E, E’)E{ _t 1)’ avec w=ta’cp(ta”)-’ 
Alors t = t’, a = a’ et E = E’. 
(3) L’ensemble V? de tous les elements de la forme o= taq(ta)- ’ (tE T, a&I’) et qui 
sont diflerents de 1 est une base du groupe iibre D1. 
Preuve. Voir [3, p. 966981. 0 
2.3. Elements de 5252-l conjugubs modulo D2 a un element donne g de G 
Considirons deux elements x et y de !2\ {l}. Ecrivons x = a, . . . a, et y = a,,, . . . a, + I 
avec 1 et r dans N \ {0}, les ai dans B et supposons at # at, 1 de sorte que w = xy- ’ 
a pour ecriture rtduite 
o=aI... -r -r aIal+l...al+,. 
Posons, pour 1 d i < 1, 
oi=q(al . ..ai_l)ai~(al...ai_.ai)-' (W1=(P(l)a,cp(al)-‘cl). 
Posons, pour 1+1 <j<l+r, 
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de sorte que 
0-~=~(a,...a,a~-+‘,...a,~_~,)u,~’cp(u,...u,u~,’...u,~‘)-’ 
J 
Observons que, pour j= l-t 1, on a done 
c&+,=cp(a1 . ..u~u~~‘~)u~+~cp(u~...a~)-’ 
et 
w+‘i = cp (a 1 . ..u.)u~~llcp(ul...alul-+‘,)-’ 
Observation 2.10. Pour 1~ k</+r, on a o~E%‘u(~}. De plus, si k n’est pas une 
inversion de CO, on a ok = 1. 
Preuve. Onac!&=~(g)ukq?(guk)-’ otig=aI...ak_I si k<letg=u,...u,ul,‘,...u;‘si 
k>l+ 1. On a done, par le Lemme 2.6, wk=tak(P(tak)-’ oii t=cp(g)cT, de sorte que 
c@#u{ 1). 
Supposons que k ne soit pas une inversion de o, et montrons que ok= 1. Si t = 1, 
cela rtsulte du Lemme 2.7. 
Supposons t # 1, et soit t = bf’ b!n son Ccriture reduite: 
Soit m~(l,...,n} le plus petit entier tel que b,=b,, de sorte que t=bfl...ba,m_i 
him... bin avec bld...db,_l<b,=...=b,. 
Ceci etant l’ecriture reduite de t, on a flm = . = fin, et done yb,(t) = (n - m)/3, ~0. 
Par le Lemme 2.6, on a yb,(t)= yb,(g), de sorte qu’on a b,= aj pour un jE{ 1, . ., k} 
(pour a#ul, . . ..uk. on a yp(ui)= ... = ya(ak)=O et done, puisque ya est un homo- 
morphisme de groupes, y,(g) = 0). 
k n’etant pas une inversion de w, on a @>,uj= b, d’ou par le Lemme 2.7, 
Observation 2.11. II existe une permutation c de { 1, . . . , l} telle que p(x) = b, . . .bl oti, 
pour 1~ if 1, bi = u,(i,. De plus, si 1 n’est pus une inversion de CO, on u bl = al. 
Preuve. La premiere affirmation resulte du Lemme 2.8. Supposons que 1 ne soit pas 
une inversion de o. On a done, par l’observation 2.10, o1 = 1, soit 
cp(g)ul=cp(gal)=cp(x) oli g=a,...a,_,. Par le Lemme2.8, on a (P(g)=bl...bl_l 
(biGa). 
11 en resulte que b, . . bl_ I al est l’ecriture reduite de q(x), d’ou le resultat par 
l’unicite de l’ecriture reduite de q(x). (Si I= 1, le resultat est evident.) 0 
Proposition 2.12. o=ol ...o~o~,‘~ . ..~.:~cp(o). 
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Preuve. 
WI... 01 Gt’l ...Wl+r- l -l.cp(al)a*cp(a~a~)-‘...cp(al...u~-~)u~ 
cp(a1...aJ’cp(a l...uJul+‘l &z,...u,u,‘,)-I... 
cPb1 . ..u&-+.‘l... ur+~_l)ul+‘rcp(ul...ulu;~l...ul,’,)-’ 
=u,...ulul-+ll...u,-+‘,cp(ul...u&l -1 -1 . ..a.+, 1 
=ocp(o)-‘, d’ou le resultat. 0 
Proposition 2.13. Si o n’u pus d’inversion j> 1, ulors p(w) # 1 et q(x) est un segment ci 
gauche de v(o). 
Preuve. On a q(x)= bl . . . b, avec, puisque 1 n’est pas une inversion de w, bl=ul 
(Observation 2.11). Par le Lemme 2.6, on a cp(o) = q(p(x)u,‘, . . .u,‘l) = q(t) avec 
t=b l...blul,lI...u;+‘,. 
Puisque, par hypothese, a,, I #al= bl, ceci est l’ecriture reduite de t. De plus, on 
a bl <... <bl=ul<ul+l <...~a~+,. Done tE T, de sorte que q(o) = t, ce qui acheve la 
demonstration. 0 
Proposition 2.14. Supposons que 1 soit une inversion de o. Alors 
(1) OlE%. 
(2) q(x) est un segment Li gauche de 0;‘. 
(3) Pour 1 <i<l+r et i#l, on a Wi#W,. 
Preuve. (1) Puisque 1 est une inversion de o, on a 13 2 et il existe jE { 1, . . ,I - l} tel 
que Ul<Uj. 
Posons t=cp(ul...al_l)=bI...bl-l (bi,=u,(i, od OEY~,,,,,,I_,, (Lemme2.8)), de 
sorte que wI = tul cp(tuJ - ’ (Lemme 2.6). 
Le~~;,P~~a-;~Li~~$Y&- ,1-l}, alors on a ul<Uj=b,Q..‘~b,_l et, par le 
. 3 I . 
(2) On a 0;’ = cp(ul...ul)u;lcp(al...u,_l)-‘=t’u;lcp(t’u;’)-’ avec t’=q(x)ET. 
Comme w;’ # 1, t’= q(x) est bien un segment a gauche de 0;’ (Lemme 2.9). 
(3) Supposonsoi=o~aveci#1.Sii~1,onaoi=uu~cp(uUi)~’=w~=tU,cp(tU~)~’#1 
avec u=cp(Ul...Ui_l). 
On en deduit, par le Lemme 2.9, que u = t. Done, par le Lemme 2.6, ?(a1 . . .a{- 1 ) = 
I&... a,_ 1) soit i- 1 = l- 1, soit i = 1, ce qui est contraire a l’hypothese. 
Si i>l, on a les memes egalitts que ci-dessus, mais avec u= cp(u, ...~~a~>‘~ . ..a.‘). 
On en dtduit, comme ci-dessus, que ~(a,. . .~~a;+‘~. . .a; ‘)= y(ul . . .a,_ 1 ), soit 
1 -(i-l)= l- 1, soit i=l+ 1. Mais, par le Lemme 2.9, on a aussi Ui=ul, ce qui est 
contradictoire avec l’hypothese a, + 1 #a,. 0 
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Proposition 2.15. Supposons que I+ 1 soit une inversion de w. Alors 
(1) w+ IE@. 
(2) q(x) esr WI segment Li gauche de w~<+-‘~. 
(3) Pour l<i<l+r et i#I+l, 0i? a Wi#Ol+l. 
Preuve. (1) On a wl-+‘, =tal-+lI cp(tal,ll) oti t =cp(x)=b,...l+ (Observation 2.11). On 
montre, comme dans la Proposition 2.14, que a,, I tb,, de sorte que, par le 
Lemme 2.7, ul + I E%. 
(2) Ritsulte de ce qui pridde et du Lemme 2.9. 
(3) Supposons Oi=Wl+l avec i#l+ 1. 
Si i<l+l, on a oi=UUi~(uU~)-‘=o~+~=VU~+,~(VU~+~)-’#l avec 
L4=p(Ul...Ui-l) et U=CfI(U,...UlUl,‘l). 
On en dkduit, par les Lemmes 2.9 et 2.6, u=v, done ~(ul...ai_,)=y(u,...u,u~+‘,), 
soit i-l =1-l, soit i=l, et aussi ai=Ul+,, ce qui contredit l’hypothkse a, # a, + 1 , 
Si i > I+ 1, on a les m&mes &alit&s que ci-dessus avec u = cp(aI . . .alu,;‘, . . . a; ’ ), d’od 
on dkduit ]‘(a I...U,a,‘,...ai -l)=+,... ~,a,-+‘,), soit I-(i--l)=l-1, soit i=l+l, d’oli 
une contradiction. U 
Proposition 2.16. Supposons que 1 et l+ 1 ne soient pus des inversions de o, muis qu’il 
existe au moins une inversion de o supkrieure ou &gale d 1. Soit j la plus petite d’entre 
elles, de sorte que j 3 I+ 2. Alors 
(1) Wj~~k’. 
(2) q(x) est un segment d gauche de wi’. 
(3) Pour 1 &i<l+r et i#j, on U Wi#Oj. 
Preuve. (1) On a ~J’=fu~~‘cp(m~~‘)-’ od 
t=cp(u, ...a&-+‘l . ..a.~$) 
=qo(b ,...~,cx;+‘~ ...u~C’~) (Lemme 2.6). 
Comme 1 n’est pas une inversion de w, on a b,= al (Observation 2.11) et, comme 
al # aI + 1, l’tcriture b 1.. . b, al,‘, . . .cz,?‘~ est rkduite. Comme I,1 + 1, . . ., j- 1 ne sont pas 
des inversions de o, on a b,d...dbl=uldul+,~...~uj-,. 
On en dtduit que b, . ..b.al,‘, . . . u,‘_~ E T, de sorte que t = b 1 . . . bL ul+lI . . . u~:_‘~, ceci 
Ctant une lcriture riduite. Comme j est une inversion de w, il existe iE { 1, . . ., j - l} tel 
que Uj < ai. On en dtduit que Uj < uj _ 1 (si I+ 1~ i < j - 1 cela rksulte des intgalitts ci- 
dessus, et si i < 1, on a ui < al ( puisque 1 n’est pas une inversion de w) et il suffit A noveau 
d’utiliser les intgalitks ci-dessus). 
On en dkduit, par le Lemme 2.7 que wj~~. 
(2) Reprenant les notations ci-dessus, il risulte du Lemme 2.9 que t est un segment 
A gauche de Qj. Comme q(x) = b, . . . bl est un segment A gauche de t, c’est bien un 
segment d gauche de wj, 
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(3) SUppOSOIlS Wi=Oj avec i#j. 
Supposons i<j. Comme wj# 1, il resulte de I’Observation 2.10 que i doit 
&tre une inversion de o. On a done, compte tenu des hypotheses faites, i< 1. 
On a egalement oi=Uaicp(uUi) -l=Oj=UUjcP(UUj)-‘#l avec IA=p(Ur...ai_r) et 
u=~(a,...a~a~-+‘~...a,~_~~). 
On en deduit, par le Lemme 2.9, U=U et Ui=gj, d’od q(UUi)=q(Ur . ..Ui)=q(UUj)= 
cp(ar . ..alal.‘,...a,T1,)=l’element t du 1”). 
On a uu que I(t)=j- 1. D’ou, par le Lemme 2.8, i=l(cp(al . ..a.))=j- 1 >l, ce qui 
contredit le choix de i. 
Si i >j, on a les memes tgalitts que ci-dessus avec u = cp(ar .. .qal,‘, . . .a; ’ ). On en 
deduit a nouveau u=u. done 
y(al...a~al,‘,...a~‘)=y(al...alal,’,...aj’), soit l-(i-1)=l--(j-1), 
soit i=j, d’oti ~4 nouveau une contradiction. 0 
Des 5 propositions prectdentes on deduit le proposition suivant. 
Proposition 2.17. Ecrivons w = xy- ’ =dq(o) auec dED,. Alors l’une ou l’autre des 
2 propri6tts suiuantes est vraie: 
(PI) cp(w)# 1 et q(x) est un segment d gauche de q(w). 
(P2) dgD,\{ l}, son kriture rkduite dans la base 97 de Dl est de la forme 
d=8”,‘... t37 (&N\(O), l?iEV, &iE{ * l}) et il existe jE{l, . . ..f} tel que: 
(a) (Vis{l, . . . J)\(j)) Oifdj. 
(b) q(x) est un segment ci gauche de ei’. 
Pour chaque g&T, dtfinissons yi : D, +Z de la meme man&e qu’on avait defini, pour 
chaque agg,, y.1 G-Z: y:(l)=0 et, si 6~D,\{l} a p our ecriture reduite dans la base 
V,6=8;‘...8~((Bi~~,&iE{+l}),alOrSy~(6)=C 1 <L<n,o,=B~i. yi est alors un homomor- 
phisme de groupes de D1 dans Z. 
Considerons maintenant un element g de G tel que D20 = Dzg. Ecrivons g = 6q(g) 
avec &zD,. De D20=D2g, on deduit Dlw=Dlg, et done cp(w)=cp(g). On en deduit 
que D2d=d26 de sorte que, quel que soit 6k%T, on a yi(d)=yi(S) (Lemme2.1, 
Consequence 2.2). 
Si nous supposons la propriete (P2) de la Proposition 2.8 satisfaite, on a alors 
yi,( j)= yi,(d)=&j. D’ou on a la proposition suivante. 
Proposition2.18 (D2w=D2g, g=acp(g), FEDS). L’une ou l’autre des 2 proprittks 
suivantes est uraie: 
(Ql) cp(g)# 1 et q(x) est un segment d gauche de q(g). 
(Q2) I1 existe tk%T tel que: 
(a) ri(4+0. 
(b) q(x) est un segment Li gauche de 0-l. 
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Observons que, si g = 1, on a cp(g) = 6 = 1 et done qu’aucune des proprietts (Ql) et 
(42) n’est satisfaite, de sorte que w$D2. On en dtduit: 
Corollaire 2.19. Soient u et v deux elements de 52. Si D2u= D,v alors u=v. 
Preuve. Par rkcurrence sur n = Inf( l(u), l(v)). Si n = 0, on a, par exemple, I(v) = 0 et done 
v=l. De D2u=D2v on deduit UED~CD, et done y,(u)=0 pour tout a~93 
(Lemme2.1). Ceciexigeu=v=l (sinonu=b,...b,(m>,l,b,~B)et Yb,(U)Z1). 
Supposons n > 1 et le resultat vrai au rang n- 1. On a, par exemple, u=bi . . . b,, 
V’CI... c, avec man>l, les bi dans a, les ci dans a’. Si b,=c,, alors u’=ubil et 
vl=vcni appartiennent B Q, vthifient D2 u’ = D, v’ et inf (I( u’), 1( v’)) = n - 1. On a done, 
par l’hypothese de recurrence, u’ = v’, d’ou u = v. Si b, #c,, il rksulte de l’observation 
ci-dessus appliqute avec x = u et y = v que uv- ‘$ D2, ce qui est contraire a l’hypothese 
et done acheve la demonstration. 0 
Posons R- ’ = {u-l ~uEQ} et s2s2-‘={uv-‘~(~,v)~~xsZ}. 
Lemme 2.20. Si h~QQ_‘\(QuQ-‘), il existe deux elements u et v de Q\{ 1) verijiant: 
u=bI...b, (m3 1, biE&?), 
v=c1...c, (n> 1, CiEi%), 
c,#b, et h=uv-’ 
Preuve. On a h=uIv;’ avec u,EQ\{ l}, v1 EQ \ { 11. Raisonnons par recurrence sur 
p=Inf(l(u,),I(v,)). Si p= 1 on a, par exemple, ul =bl . . . b,,, vl =cl (ml 3 1, btEL%?, 
~~~93) et, puisque h$Q, cl#b,,. D’ou le rksultat avec u=ul et v=vl (si ul=bl 
et v1 =cl . ..cn., on a bl #c,, car h$Q-’ d’oti d nouveau le rksultat avec u=ul et 
v=v1). 
Supposons p> 1 et le resultat vrai au rang p- 1. On a, par exemple, ul = bI . ..b., 
et vl =cl... cp (m,>p, bide, city). Si b,,=cp, alors h=t.t2v2 avec uz=ulb,’ et 
v2 = vr cp -’ et on applique l’hypothese de recurrence. Sinon, on prend u=ui et 
V’Vi. 0 
Proposition 2.21. Soit geG. Soit b, l’ensemble de tous les couples (a, v)E(Q\{ 1))’ W 
vkrijent les proprittes suivantes: 
(a) u=bl...bm, v=c, . ..c. (ma 1, n> 1, les bi et les ct dans &9) avec b,#c,. 
(b) D2uv-‘=D2g. 
Alors l’ensemble 6fs est jini. 
Preuve. Faisons d’abord une convention: Si z = e l...e,EQ\{l} (p21,les eidans B), 
on note f l’ensemble de tous les tltments z, = e,,,, . . . erCpj lorsque T dtcrit le groupe des 
permutations de { 1, . . . , p}. (2 est done une partie finie de s2\ { 11.) 
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Posons g=Gq(g) avec LED,, et 
9={g-‘lBE% et y~(d)#O}u{cp(g)}. 
Par definition des applications ye’, cet ensemble fini. 11 en est done de mime des 
3 ensembles suivants: 
Y = l’ensemble des segments a gauche de tow les elements de F \ { 1 }, 
Y’=Yf&, 
Y”= UZEY, z^. (ceci a un sens car, par construction, on a Y’c&?\{ l}.) 
Soit (u, v)&g. 11 resulte de la Proposition 2.18 appliquee a x=u et y=u, que 
cp(u)~Y. Comme il resulte du Lemme 2.8 que cp(u)~Q, on a done cp(u)~Y’, et on 
deduit a nouveau du Lemme 2.8 que UEY”. 
Remarquant que la propriete (b) s’ecrit aussi DzuK1 = D2gv1, on construit, comme 
ci-dessus, un ensemble fini gU tel que: 
On a done dgc Y” x %?“, de sorte que &g est bien fini. 0 
Thkor&me 2.22. Soit gEG. Alors {~ECZ-’ 1 D2h=Dzg} est3ni. 
Preuve. Par le Corollaire 2.19, il existe au plus un element h, de Sz et au plus un 
element h2 de Sz- ’ tels que D2 hl = D,g et D2 h2 = D,g. 
11 reste done a montrer que 
{h~S252-l\(~u~-‘)ID2h=D2g} est fini. 
Par le Lemme 2.20, si h est un element de cet ensemble, il s’ecrit h = uu- ’ od 
(u, U)E( 12 \ { 1 })’ verifie les conditions (a) et (b) de la Proposition 2.21.11 en resulte, par 
la Proposition 2.21, que l’ensemble considtre est bien fini. 0 
3. L’bgalitC k rat((R>> = k((C2))nQ2(G) et ses consiquences 
3.1. Les fonctions 7L et cxp 
Soit x:k[[G]]+k((C2> l’application definie par: Si sEk[[G]], alors z(s) est 
caracterisee par: 
(VgEG)(z(s)(g)=s(g) si gesZ et rc(s)(g)=O si g#Q). 
On verifie immediatement que l’application 7c est k-lineaire. Si u~s2, on note 
CY,: k((Q))-+k((Q> l’application definie par: Si sek((!Zn)), alors a,(s) est caracterise 
par: 
(VgEG)(a,(s)(g)=s(ug) si gE52 et cc,(s)(g)=0 si g$sZ). 
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Observation: Si s~k((Q)) et u~s2, la strie formelle u-Is est caracttriste par: 
(VgeG)((u-‘s)(g)=s(ug)) (c’est mime vrai si s~k[[G]] et UEG). 
11 en rksulte que a,(s)=~(u-‘s). 
Proposition 3.1. (1) (VUEQ) c(, est un k-endomorph&me de k((S2)). 
(2) (V(U,II)EQ2) c(“~c&=‘&?. 
(3) Si sEk((Q)), les propriMs suivantes sont iquivalentes: 
(i) sekrat((S2)). 
(ii) s appartient d un sous-espace vectoriel V de dimensionjnie de k(Q)) tel que 
a,( V)c V pour tout uEQ. 
Preuve. Voir [ 1, p. 17, 18 et 221. 0 
Convention. Soient x et y deux tltments de 52. On dit qu’ils vtrifient la condition %T si 
l’une des 3 propri&?s suivantes est satisfaite: 
(1) x=1 
(2) Y=l 
(3) x=aI...am, y=bl... b, (ma 1, n3 1, les Ui et les bi dans 9?) avec a,#&. 
Lemme 3.2. Soient x et y deux &?ments de 52 vkijant la condition %T et soit sEk((Q)). 
Alors 
(1) Si uESZ, on a (xa,(s))(u)=s(yx-‘u). 
(2) xCXJs)=n(xy-‘s). 
Preuve. (1) Soit UEQ. On a (xa,(s))(u)=a,(s)(x-‘u)=s(yx-‘u) si x-‘24EQ et 0 
sinon. 
On a done le rksultat lorsque x- ‘UEQ 
Supposons x -‘u~!Z?,desortequ’onax#l etqu’onpeutitcrire:x=a,...a,(mBl, 
aiE59). 
Comme x- l u$Q, cet tlkment est diffkrent de 1 et admet une kcriture rCduite du type 
x-~u=c~...cE~P (pal, city, EiE(~l}), l’un au moins des Ei ttant tgal d -1. 
On en dkduit u=a,...a,c;‘...c p et, comme ~4~0, ceci ne peut pas &tre 1’Ccriture 
rkduite de u. On a done c;‘=a;‘. Si y=l, on a yx-‘u=x-‘~$52 et done 
s(yx%)=0=(xa,(s))(u). 
Siy#l,onay=b,... b,(n~l,bi~~)avecb,#a,etdoncc~#b~’.I1enr~sulteque 
Yx -‘uapourtcriturertduiteb,...b,c;’... cp et, puisque l’un des Ei est &gal A - 1, que 
Yx -‘u$Q. On a done A nouveau s(yx-’ u)=O=(xa,(s))(u), ce qui dkmontre le 
premier point. 
(2) Soit UEG. Si UEQ, on a n(xy-‘s)(u)=(xy-‘s)(u)=s(yx-‘u)=(xa,(s))(u) 
par le (1). 
Supposons u&Q, de sorte que n(xy-’ s)(u)=O. On a (xa,(s))(u)=cc,(s)(x-‘u) et 
x-‘u=z$Q (sinon u=xz~Q), de sorte que (xcl,(s))(u)=O=n(xy-‘s)(u), ce qui 
achive la dtmonstration. 0 
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3.2. L’gquivalence entre les 2 notions de rationalhe 
Thitorkme 3.3. Si sek((Q)), les propritth suivantes sont tquivalentes: 
(i) sek rat((52>> 
(ii) sek( G) 
(iii) SEQ~(G) 
(iv) I1 existe (xI,yI),...,(xl,yl) (l>l) 1 616ments de (sZ\{ l})xsZ utr$ant les 
propriMs suivantes: 
(a) Pour 1 <i-cl, on a Xi>yi 
(b) Pour 1 <i< 1, les Uments Xiet yi vkijent la condition 97. 
(c) I1 existe AI, . . . . ;I, 1 &!ments de k tels que 
~+i~x,cc,,(s)+...+~,x~cc,,(s)~k(SZ). 
Preuve. (i)*(ii) resulte de ce que A = k((Qnk(G) est une sous-algebre de k((CQ), qui 
contient k(Q) et qui verifie: (VsgAnU)(s-‘GA). 
(ii)*(iii) resulte de ce que Qz (G) contient k(G). 
Montrons que (iii)=(iv). 
Supposons done SEQ~ (G), de sorte que s = a -‘bavec(a,b)~(A,(G)\{O})xA,(G), 
et done que as = b. Soit g le plus petit Clement du support de a. On a a’s = b’ avec 
a’=(a(g)g)-‘aEA2(G)\{O}, b’=(a(g)g)-‘beA, et, de plus, a’=l+a” avec 
supp(a”)cG+=(hEGlh>l}. 
De plus, a”=a’- 1 EA~( G) de sorte que, sif: G+G/D2 dtsigne l’homomorphisme 
canonique, le support de a” a une image finie parf(Proposition 1.3). Si le support de 
a” contenait une infinite d’eltments de !X- ‘, alors une infinite d’entre eux auraient 
mime une image par f, ce qui contredirait le Theoreme 2.22. 
On peut done ecrire a”= A1 o1 + ... +)>[ol+a” avec 1~1, les wi dans QSZ-‘nG+, 
les li dans k et supp(a”‘)n52!X’=@ (Si supp(a”)nfiK’=@ on prend les Oi 
n’importe comment et les ii nuls.) Pour chaque i, on peut tcrire (par le Lemme 2.20) 
Oi=Xiy;’ OG Xi et yi sont des elements de n verifiant la condition %?. 
Comme Oi>l, on a xi>yi, done xi>1 (sZcG+~(l}) et done xiEa\{l>. Ainsi, 
l’egalite a’s= b’s’ tcrit 
(1) s+AIxly;‘s+...+Alxly;‘s+a”‘s=b’ 
06 les couples (xi,yi) verifient les conditions (a) et (b) de (iv). Transformant par rc, il 
vient 
(2) ~(s)+~~~(xly;1s)+~~~+~~~(x~y;1s)+7c(a”’s)=7c(b’). 
Comme sek((Q)), on a rc(s)=s. 
On a, par le Lemme 3.2, ~(Xiy;‘S)=xiCr,~(s) (pour l<i<l). Si gEG verifie 
rr(a”‘s)(g)#O,alorsonag~52etrc(a”’s)(g)=( a”‘s)(g)#O, de sorte que ggsupp(a”‘s), 
et done que g=zt avec zEsupp(a”‘s), et tEsupp(s)cfi. On en deduit que 
z=gt-‘~9S2-‘nsupp(a”‘), ce qui est contradictoire avec la definition de a”‘. 11 en 
rtsulte que n(a”‘s)=O. De meme que Supp(a”) ne contient qu’un nombre fini 
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d’elements de SZSZ- ‘, supp(h’) ne contient qu’un nombre fini d’eltments de s2s2-’ et 
done de Q. Comme (par definition de rr) supp( rc( b’)) = supp( b’) n Q, on en deduit que 
n(b’)Ek( 0). 
Ainsi l’lgalite (2) montre que les couples (xi, yi) verifient aussi la condition (c) du (iv), 
ce qui termine la demonstration de (iii) 3 (iv). 
Montrons que (iv) j(i). 
Supposons done (iv) et Ccrivons 
Soit N la plus grande des longueurs de tous les xi et de tous les elements du support de 
8 (N> 1). 
Soit UESZ tel que I(u)> N, de sorte que Q(u)=O, et done que: 
On en deduit, par le Lemme 3.2, 
s(u)+l”,s(y,x;‘u)+~~~+~~s(y,x;‘u)=O ce qui s’ecrit 
encore, puisque Supp( s) c R, 
(3) s(n)+ c i.iS(Ui)=O. 
l$i<l 
u, =y,x,- ‘ueR 
Soit t un element quelconque de Sz, de sorte que c=ut appartient a 52 et verifie 
/(u)>,l(u)> N. 
On a done, comme ci-dessus, 
(4) S(U)+ 1 JbiS(Vi)=O. 
I<i,C1 
c,=g,x,- ‘C.ER 
Observation: Je dis que si ui = yi x; 1 U$Q, alors, quel que soit tER, Ui=yiXi-‘Ut~n. 
En effet, puisque Ui~sZ, Ui est different de 1 et admet une tcriture rtduite de la forme 
Ui=a”l’...U~ (?I> 1, 62iE99, &iE{ f 1}) les Ei n’etant pas tOUS Cgaux a 1. 
Ecrivons u=b,...b, (m>N, bide), de sorte que yix;‘=uiU-‘= 
a?... azb,‘...b,‘. 
Si E, = - 1, cette ecriture est rtduite et, si de plus yi= 1, on en deduit 
/(Xi)= n + m > N, ce qui contredit le choix de N; si yi # 1 (supposant toujours E, = - 1), 
comme le couple (xi, yi) vtrifie la condition %‘, l’ecriture reduite de yix; ’ s’obtient par 
juxtaposition des ecritures reduites de yi et xi ’ de sorte qu’il existe hi { 1, . . . , n - 1) tel 
que s1 = ...=Q= I, &+r = . . . =E,= -1,y,=a~...a~,x;‘=a~-~l...a,‘b,‘...b;l d’oti 
a nouveau une contradiction au niveau de la longueur de xi. 
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On a done E, = 1 et, si teQ, l’ecriture rtduite de ai= nit s’obtient par juxtaposition 
des ecritures reduites de Ui et de t de sorte que, les si n’etant pas tous Cgaux a 1, Ui~O. 
Par suite, l’tgalite (4) s’tcrit 
(5) S(Ut)+ 1 fliS(Uit)=O. 
IQi61 
u,=y,x,- ‘UER 
Ceci ayant lieu quelque soit &Q, on en dtduit 
(6) Us)+ c ;liCt"i(S)=O. 
l<i$l 
ui=yix; ‘UER 
Si aucun Ui n’appartient a Sz, cette tgalite s’tcrit a,(s) =O. S’il existe des Ui dans Q, ils 
vtrifient tous, puisque yi < Xi, Ui < U. En resume, nous avons montre que, si u~1;2 est tel 
que I( U) > N, alors a,(s) est combinaison lineaire (A coefficients tventuellement tous 
nuls) d’un nombre fini de x,,(s) oti les Ui sont des elements de Q tels que ai<U (pour 
l’ordre defini sur G). 
Soit V le k-espace vectoriel engendre par les U,(S) lorsque u dtcrit 52. V contient 
s = cur (s) et, par les points (1) et (2) de la Proposition 3.1, on a c1,( V) c V quel que soit 
ue0. 11 suffit done, par le point (3) de la Proposition 3.1, de montrer que Vest de 
dimension finie pour terminer la demonstration. Pour ceci, nous allons montrer que 
V coincide avec W le k-espace vectoriel engendrt par les M,(S) lorsque u decrit 
I’ensemble fini 9 des elements de Q de longueur inferieure ou tgale a N. 
S’il n’en est pas ainsi, l’ensemble 6 des elements u de Q tels que CL,(S)+ West non 
vide. Comme Q est bien ordonne (voir Section 0), d possbde un plus petit element, 
soit e. Comme a,(~)# W, on a l(e)> N et done, d’apres l’etude precedente, CL,(S) est 
combinaison liniaire dun nombre fini de E,,(S) oti les Ui appartiennent a 52 et vtrifient 
Ui < e, done n’appartiennent pas a 8, de sorte que les Q(S) appartiennent a W, et done 
que c(,( s) appartient a W, ce qui est contradictoire avec le choix de e et acheve done la 
demonstration. 0 
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