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Background: The ability to predict acuity (patients’ care needs), would provide a powerful tool for health
care managers to allocate resources. Such estimations and predictions for the care process can be pro-
duced from the vast amounts of healthcare data using information technology and computational intel-
ligence techniques. Tactical decision-making and resource allocation may also be supported with
different mathematical optimization models.
Methods: This study was conducted with a data set comprising electronic nursing narratives and the
associated Oulu Patient Classiﬁcation (OPCq) acuity. A mathematical model for the automated assign-
ment of patient acuity scores was utilized and evaluated with the pre-processed data from 23,528 elec-
tronic patient records. The methods to predict patient’s acuity were based on linguistic pre-processing,
vector-space text modeling, and regularized least-squares regression.
Results: The experimental results show that it is possible to obtain accurate predictions about patient
acuity scores for the coming day based on the assigned scores and nursing notes from the previous
day. Making same-day predictions leads to even better results, as access to the nursing notes for the same
day boosts the predictive performance. Furthermore, textual nursing notes allow for more accurate pre-
dictions than previous acuity scores. The best results are achieved by combining both of these informa-
tion sources. The developed model achieves a concordance index of 0.821 when predicting the patient
acuity scores for the following day, given the scores and text recorded on the previous day.
Conclusions: By applying language technology to electronic patient documents it is possible to accurately
predict the value of the acuity scores of the coming day based on the previous day´s assigned scores and
nursing notes.
 2014 Elsevier Inc. All rights reserved.1. Introduction
One key question in a care process continuum is how to predict
the next steps within it. Crucially, being able to predict the care
needs of patientswould help to reduce the rising costs of healthcare.
The ability to predict acuity (patients’ care needs), would provide a
powerful tool for health-care managers to allocate resources [1,2].
Tactical decision-making and resource planning in hospitals
includes short- and medium-range plans, schedules and
budgets. Tactical decision-making also includes monitoring theperformance of organizational subunits, including departments,
divisions, process teams, project teams and other workgroups
[3,4]. Tactical resource planning in hospitals focuses on elective
patient admission planning and the intermediate-term allocation
of resource capacities [5,6]. The main objectives of this planning
are equitable access for patients, meeting production targets
and/or serving the strategically agreed number of patients, and
efﬁciently using resources [7]. For example, in a perioperative unit
this might include the decisions to hire more staff to extend hours,
expand the operating room capacity, purchase equipment, increase
block time for a surgical group or to build a free-standing facility
[8]. The objectives of capacity allocation are to balance surgical
and postsurgical resources [9–11] to maximize the contribution
margin per hour of surgical time [12].
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2.1. Patient classiﬁcation systems
One tool that can provide detailed clinical data for forecasting
and real-time human resource allocation is the patient classiﬁca-
tion system (PCS). Patient classiﬁcation can be determined by
methods and processes that are used to identify, validate and
monitor the needs of an individual patient [13–15]. Furthermore,
the PCS provides information for human resource administration,
accounting, budgeting and other functions of management
[13,16].
A PCS assesses and classiﬁes patients according to their acuity,
their need of care, as well as the nursing activities that are neces-
sary to fulﬁll those care needs during a certain time period [13].
PCSs play an important role in supporting nurse managers’ deci-
sion-making in organizing the care process and required resources.
They also provide information on resource consumption, and assist
in the budget planning for nursing services and care quality evalu-
ation [13,16]. In addition, they are used to optimize available
resources and provide estimations of nurse-to-patient ratios
[13,17].1 Approval of the ethical committee of the hospital district (number 12/2009). The
ethical discussion in this study is centered on the process of obtaining the necessary
permissions to carry out the research and to use the electronic documents. In
addition, this study followed the security procedures designed for accessing patient
data [34].2.2. Oulu Patient Classiﬁcation system
Countless PCSs are currently in use globally. In Finland, the
most widely used classiﬁcation in inpatient units is the Oulu
Patient Classiﬁcation (OPCq), which was developed on the basis
of the HSSG Hospital Systems Study Group classiﬁcation (HSSG)
from 1991 to 1993 in Oulu University Hospital. The reliability
and validity of the OPCq has been previously tested [18–20]. Using
the OPCq and a nurse resource registry, it is possible to calculate
the nursing intensity per nurse: the nursing intensity indicates
the nursing workload caused by the patients’ care needs (acuity).
The OPCq is based on the principles of nursing presented in the
quality control program and on Roper’s model of nursing [21].
The OPCq scoring does not describe what speciﬁc tasks nurses have
completed during the day, but how they responded to the patients’
care needs with different processes and nursing interventions
[22–24].
The OPCq [21,24] consists of six nursing care subsections: (1)
planning and co-ordination of care; (2) breathing, blood circulation
and symptoms of disease; (3) nutrition and medication; (4) per-
sonal hygiene and excretion; (5) activity, movement, sleep and
rest; (6) teaching, guidance during care and follow-up care, and
emotional support. Each subsection is graded by the nurse daily
on a scale from A to D according to the patient’s care needs:
A = 1 point, B = 2 points, C = 3 points and D = 4 points, resulting
in a possible range of summarized OPCq scores from 6 to 24 points.
The higher the score, the more demanding the need for care [23].
Based on their OPCq score, patients are classiﬁed into ﬁve different
acuity categories: category I (6–8 points), category II (9–12 points),
category III (13–15 points), category IV (16–20 points) and cate-
gory V (21–24 points) [18,25,26]. A classiﬁcation manual is avail-
able to support this scoring process.
Data concerning patient acuity in Finland is one of the core
nursing data belonging to the electronic patient record (EPR)
[27]. According to the deﬁnition by the Organization for Standard-
ization (ISO), the EPR is a repository of patient data in digital form,
stored and exchanged securely that is accessible for multiple
authorized users. It contains retrospective, concurrent, and pro-
spective information and its primary purpose is to support contin-
uing, efﬁcient and quality integrated health care. [28] However, as
a method of data storage the EPR is complex, longitudinal and
challenging.3. Contributions
The aim of this research is to study to what degree the clinical
information in the EPRs of cardiac patients can be used to predict
their OPCq acuity scores for the following day. Our hypothesis is
that textual nursing notes and previously assigned acuity scores
can be utilized to predict the different sub-categories of a patient’s
acuity for the next day through the application of machine-
learning techniques. When evaluating our models, we consider
two distinct settings: one with the aim of accurately predicting
acuity scores, and another where patients can be ranked from
those needing the most care to those needing the least.
In recent years there has been signiﬁcant interest in developing
and applying text mining techniques based on machine learning to
the analysis of EPRs, leading to applications such as automated
diagnostic systems [29–31], text segmentation tools for nursing
narratives [32,33], and quality-of-life-prediction for patients [32].
For a more thorough overview of research on text mining EPRs,
we refer to [33]. To the best of our knowledge, the present study
is the ﬁrst to address the problem of predicting patient acuity
scores.
4. Methods
4.1. Data
The original data consists of 23,528 electronic patient records of
patients with any type of heart problem that were admitted to a
university hospital between 2005 and 2009. The data is collected
from six different information systems: text data from electronic
patient records; patients’ administrative data such as admission,
discharge, transfer, patient acuity scores; text data from the
radiology system and text data from the pathology system.
The inclusion criteria were:
– Diagnosis: ICD 10: I20-I25, I27, I30-I52, R00, R01.
– Date of birth: 09/23/1901 – 10/21/2009.
– Admitted into hospital between 2005 and 2009.
– Length of hospital stay >1 day.
The data were further processed in order to connect the daily
acuity scores and the corresponding nursing documentation, since
these data came from different information systems. For each two
consecutive days of a hospital stay for the patient, a data point con-
sisting of the text for the previous and following days, and the
associated acuity scores, was formed. After this pre-processing,
the dataset consisted of 132,053 data points. The research was
conducted according to established ethical guidelines.1
4.2. Data representation
The textual records were lowercased, tokenized, and the words
were reduced to their base forms using the FinTWOL morphologi-
cal analyzer. A number of common Finnish stop words were
removed from the texts; after this, the 10,000 most commonly
occurring tokens were retained and the remaining tokens ﬁltered
out. Finally, the textual records were mapped into numerical vec-
tors using the vector space model, deﬁned as follows: Let us deﬁne
the term frequency of term t in textual record d, denoted as tft,d, as
the number of occurrences of the term in the record. Further, let us
2 Available at http://staff.cs.utu.ﬁ/~aatapa/software/RLScore/.
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of records in our collection containing the term, and the corre-
sponding inverse document frequency as idft ¼ log Ndft , where N
denotes the overall number of records. Then, a term t in record d
is assigned the weight as tf  idft,d = tft,d  idft. This approach
assigns the more weight to a word the more frequently it appears
in a record, while at the same time assigning reduced importance
to very common words that are shared by a large number of
records (see Manning et al. [35] for a detailed description of vector
space model and tf-idf weighting). Finally, each vector is normal-
ized to Euclidean unit length.
By combining the vector space representation of the text and
previous acuity scores, we recovered the following feature sets
considered in the experiments:
 ‘‘PScore’’, the acuity scores assigned to the patient on the previ-
ous day.
 ‘‘PText’’, the free text nursing notes written about the patient on
the previous day.
 ‘‘Text’’, the textual nursing notes written about the patient on
the same day as the acuity scores are to be assigned.
The experiments where ‘‘PText’’ and/or ‘‘PScore’’ were used for
making predictions correspond to the setting where the aim was
to predict the acuity scores for the following day. In the setting
where the ‘‘Text’’ features were also used, we were no longer pre-
dicting future scores, but instead simply assuming that the model
might be used to automatically input acuity scores to free nurses
from this task.
4.3. Predictive model
Next, we describe a method known in the machine learning and
statistics literature as the regularized least-squares (RLS) or the
Ridge regression method [36]. This method is one of the most
widely applied algorithms in the area of machine learning and
has been applied in previous research, for example on the auto-
mated analysis of electronic patient records or the automated clas-
siﬁcation of intensive care nursing narratives [30].
Let d be the dimension of the vector space into which each
record is transformed, and let m denote the number of records
about which the scores are known at the time of the model con-
struction. We assume that the score yi of the ith record obeys the
following linear relationship with the entries of the corresponding
vector entries:
yi ¼
Xd
j¼1
wjxi;j þ ei
where xi,j denotes the jth vector entry of the ith record, wj are the d
unknown real-valued parameters of the model, and ei are noise
terms that do not depend linearly on the ith record. Accordingly,
we formulate the problem of inferring the model parameters from
the set of labeled records as ﬁnding the minimizer of the following
penalized regression problem:
Xm
i¼1
yi 
Xd
j¼1
wjxi;j
 !2
þ k
Xd
j¼1
w2j
Here, the ﬁrst term measures the regression error on the training
data, the second term is the so-called Ridge penalty, and k > 0 is a
hyper-parameter controlling the trade-off between the two terms.
The role of the second term is to penalize the model complexity
to avoid overﬁtting the model to the training data. The minimizer
of the objective function can be found by solving a linear system
of equations. In our experiments, we use an implementation ofRLS from the RLScore software package,2 which solves the linear
system using conjugate gradient optimization, as described by Rifkin
et al. [37].4.4. Evaluation measures
Recalling the one-to-ﬁve scale of the acuity scores and one-to-
four scale of the subcategory scores, given a real valued prediction
for a record made by the model, we round the prediction to its clos-
est score value among the possible scores. Consequently, the pre-
diction error is measured as the absolute difference between the
rounded prediction and the true score, indicating that for a record
with a true score of 1, it is more wrong to predict 3 than to predict
2. This reﬂects the need for predicting the absolute number of
resources required.
Given that the amount of certain available resources is ﬁxed,
and thus needs to be allocated among patients, relative acuity is
a more interesting quantity than absolute acuity. Therefore, we
also measure the model’s ranking performance. In the simplest
case of two patients under consideration, the question would be
which of them is likely to require more resources.
For this purpose, we use the concordance index (CI)[38] [39].
The concordance index over a set of data is the probability that
the predictions for two records with different scores randomly
drawn from the set are in a correct order. That is, the prediction
for the record with the larger score is larger than that for the record
with the smaller score:
CI ¼ 1
Z
X
yi>yj
dðfi  fjÞ;
where fi and fj denote the predictions made for the ith and jth
record, and Z is a normalization constant equal to the number of
record pairs with different scores, and d is the Heaviside step func-
tion, with d(z) = 1, d(z) = 0.5, and d(z) = 0, for z > 0, z = 0, and, z < 0,
respectively. The CI for a randommodel is 0.5, and for a perfect pre-
dictor 1.0.
CI can be interpreted as an extension of the area under the ROC
curve (AUC) [40] to tasks that have multiple ordered categories,
and in cases where there are only two categories, they are equiva-
lent. CI corresponds to an estimate of the probability that given
two randomly chosen patients with different acuity scores, the
model is able to predict which one should be assigned the higher
score.
The distribution of the OPCq acuity scores in the data is visual-
ized in Fig. 1. It shows that most patients are assigned to categories
3 and 4 for the overall score. For the 6 subcategories rated on a
scale of A–D, scores B and C are the most prevalent.4.5. Evaluation
The same experimental procedure is performed separately for
each of the considered feature sets, and for each acuity category.
We considered both the regression setting, where the aim is to pre-
dict the scores exactly, and the ranking setting, where our aim is to
order the patients from those needing the most care to those need-
ing the least.
In addition to the RLS models, we also present results for two
simple baseline approaches. The previous day baseline always
assigns the same acuity score for each category that was assigned
to that category on the previous day. The majority voter baseline
always predicts, for each category, the class that appears most
commonly in the training data.
Fig. 1. Histogram of the OPCq acuity scores in the data set.
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The division was made at the patient level, meaning that there is
no overlap between the patients in the different folds. The regular-
ization parameter was chosen from an exponential grid. On each
round of cross-validation, models corresponding to different
choices of the regularization parameter were trained on three
training folds, and the parameter chosen was the one that provided
best performance on the fourth training fold. Finally, the model
was re-trained on the four training folds, and predictions made
on the test fold. The ﬁnal performance was computed by compar-
ing the predicted and true intensity scores on the test folds. For the
cross-validated results, 95% conﬁdence intervals were computed.
Since the concordance index is computed over pairs of predictions,
we randomly chose a subsample of pairs from the test folds where
each data point appears only once, in order not to violate the inde-
pendence assumptions necessary to compute the conﬁdence
interval.5. Results
The results for the regression experiments, where we try to pre-
dict the scores exactly, are presented in Table 1. These results are
presented separately for the different combinations of features,
and for the overall acuity score and acuity scores for six nursing
care subsections. All the feature sets allow for signiﬁcant outper-
forming of the two simple baseline approaches. For all non-base-
line results, the mean absolute error is below 0.5. First, we
consider the problem in which our aim is to predict the scores
for tomorrow, in which case we only have access to the ‘‘PScore’’
and ‘‘PText’’ features. Interestingly, the texts recorded for the pre-
vious day prove to be more informative than the recorded scores,
as in each case they enable more accurate predictions. These two
information sources complement each other in all cases; usingTable 1
Regression results (mean absolute error). The regression errors for the different considered f
predicting the overall acuity score as well as for each of the six OPCq nursing care subsec
Features Acuity Subsec.1 Subsec.2
Previous day baseline 0.527 ± 0.003 0.518 ± 0.003 0.438 ± 0.003
Majority voter baseline 0.715 ± 0.004 0.530 ± 0.003 0.491 ± 0.003
PScore 0.491 ± 0.003 0.475 ± 0.003 0.415 ± 0.003
PText 0.475 ± 0.003 0.471 ± 0.003 0.399 ± 0.003
PScore & PText 0.443 ± 0.003 0.451 ± 0.003 0.373 ± 0.003
Text 0.467 ± 0.003 0.452 ± 0.003 0.396 ± 0.003
PScore & Text 0.432 ± 0.003 0.429 ± 0.003 0.367 ± 0.003both the previous scores and the text gives much lower errors than
using either of them separately. If we have access to the ‘‘Text’’ fea-
tures recording the nursing notes for the same day on which the
score is to be given, the errors are even lower, but not dramatically
so. Of the nursing care subsections, subsection 1 (planning and co-
ordination of care) proves to be the most difﬁcult to predict in each
case, while subsection 2 (breathing, blood circulation and symp-
toms of disease) proves to be the easiest to predict.
In Table 2, we present the C-index for each subsection (we do
not consider the majority voter baseline here, since by deﬁnition
it would always result in a random concordance index of 0.5). In
all cases, the results are more accurate than the random perfor-
mance of 0.5, demonstrating that the models do have predictive
power. Further, the models clearly outperform the previous day
baseline. The overall trends are the same as for the regression
experiment - the text proves to be more informative than the pre-
vious scores, combining them leads to the best models, and using
the text from the same day allows for better prediction than the
texts recorded on the previous day. Subsection 1 is again the most
difﬁcult to predict, also in terms of the C-index. However, the eas-
iest in this case is subsection 4 (personal hygiene and excretion).
6. Discussion
The aim of this research was to study to what degree the clinical
information in the EPRs of cardiac patients can be used to predict
their OPCq acuity scores for the following day. Our hypothesis
was that textual nursing notes and previously assigned acuity
scores can be utilized to predict the different subsections of
patients’ acuity for the next day by applying machine learning
techniques. We tested our hypothesis by training and evaluating
a mathematical model to automatically assign patient acuity
scores on a data set consisting of nursing documentation and
related acuity scores from 23,528 electronic patient records. The
methods to predict a patient’s acuity were based on linguistic
pre-processing, vector -space modeling of the text, and regularized
least-squares regression.
The experimental results show that it is possible to accurately
predict patients’ acuity scores. We considered settings in which
the aim was to predict the scores exactly, as well as those where
the aim was to rank patients in order from those needing the most
care to those requiring the least. From the results, we can see a
number of interesting and consistent trends throughout all of the
experiments:
 The machine learning based approach to predicting acuity
scores allows signiﬁcantly better predictions than naïve
approaches such as predicting the score from the previous
day, or using a majority score.
 The texts and previous scores contain important and comple-
mentary information, with the best results being achieved by
combining both information sources.
 Having access to notes from the same day that the prediction is
made further boosts predictive accuracy.eature sets, as well as the two baseline methods. The errors are reported separately for
tions (see Section 2 for description of the OPCq system).
Subsec.3 Subsec.4 Subsec.5 Subsec.6
0.454 ± 0.003 0.470 ± 0.003 0.477 ± 0.003 0.4463 ± 0.003
0.598 ± 0.003 0.703 ± 0.003 0.748 ± 0.004 0.457 ± 0.003
0.438 ± 0.003 0.449 ± 0.003 0.462 ± 0.003 0.428 ± 0.003
0.433 ± 0.003 0.437 ± 0.003 0.437 ± 0.003 0.423 ± 0.003
0.395 ± 0.003 0.406 ± 0.003 0.410 ± 0.003 0.400 ± 0.003
0.427 ± 0.003 0.430 ± 0.003 0.430 ± 0.003 0.413 ± 0.003
0.388 ± 0.003 0.394 ± 0.003 0.398 ± 0.003 0.390 ± 0.003
Table 2
Ranking results (C-index%). The ranking accuracies for the different considered feature sets, as well as for the baseline method. The accuracies are reported separately for
predicting the overall acuity score, as well as for each of the six OPCq nursing care subsections (see Section 2 for description of the OPCq system).
Features Acuity Subsec.1 Subsec.2 Subsec.3 Subsec.4 Subsec.5 Subsec.6
Prev. day baseline 75.6 ± 0.3 65.5 ± 0.4 71.3 ± 0.3 73.8 ± 0.3 78.3 ± 0.3 76.8 ± 0.3 67.8 ± 0.3
PScore 79.2 ± 0.4 68.2 ± 0.5 75.3 ± 0.4 77.2 ± 0.4 80.7 ± 0.4 79.5 ± 0.4 73.2 ± 0.4
PText 79.9 ± 0.4 68.2 ± 0.5 75.9 ± 0.4 77.8 ± 0.4 82.6 ± 0.3 81.3 ± 0.4 71.8 ± 0.5
PScore & PText 82.1 ± 0.4 70.2 ± 0.4 78.4 ± 0.4 80.5 ± 0.4 84.8 ± 0.3 83.6 ± 0.3 74.7 ± 0.4
Text 80.8 ± 0.4 70.0 ± 0.4 76.8 ± 0.4 78.2 ± 0.4 83.3 ± 0.3 81.9 ± 0.3 73.1 ± 0.4
PScore & Text 83.7 ± 0.3 72.6 ± 0.4 79.5 ± 0.4 81.5 ± 0.4 85.9 ± 0.3 84.7 ± 0.3 76.2 ± 0.4
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for subcategory 1 (planning and co-ordination of care).
Currently, nurses deﬁne their patients’ acuity scores manually
in the patient classiﬁcation system once a day. This task is quite
time-consuming and a reliable patient acuity predicting system
would thus decrease the nurses’ workload, freeing them for patient
care. The availability of this kind of predicting tool would also
transform patient classiﬁcation into a real-time process instead
of a monthly reporting task. Real-time data analysis and multi-user
access to data also increases the ability to respond quickly and
appropriately to changes in human resource allocation. The effec-
tive use of patient classiﬁcation provides improved resource utili-
zation and the management of variances from planned resource
use.
The possibilities to utilize free-form textual patient documenta-
tion are currently weak. Our results suggest that there is signiﬁcant
potential to improve this utilization. The models and tools used in
this study succeeded in using free-form textual patient documen-
tation together with other information sources. Indeed, our ﬁnd-
ings show one example of the possible beneﬁts of an integrated
hospital information system. Thus, integrating information from
patient classiﬁcation systems, human resource systems and elec-
tronic patient record systems could support decision-making in
cardiac care. This could help organizations plan, manage, evaluate
and support their tactical decision-making [41].
The predictive accuracy of the developed model was evaluated
using cross-validation which demonstrated that the models were
indeed able to make accurate predictions. This suggests that the
trained mathematical models may be directly applicable for Finn-
ish hospitals using the same kinds of electronic patient record sys-
tems and recording practices, and treating similar types of patients
as those contained in our data. The results, however, cannot be
directly generalized to other hospitals using different types of
recording practices. In settings where the type of data differs sig-
niﬁcantly the trained models might either perform worse than
was observed in our experiments, or not work at all if the differ-
ences are substantial.
Here, we considered the problem of predicting acuity scores
based on electronic patient records containing free-form nursing
documentation and previous acuity scores. In these systems, other
sources of information are also present, such as lists of medications
administered, diagnostic codes and notes recorded by doctors.
Such information could be further leveraged to enable even more
accurate predictions. These additional information sources com-
bined with the positive results achieved with the available data
conﬁrm the need for an integrated hospital information system.
Having even more accurate predictions would further support tac-
tical decision-making, and could further improve the care process.7. Conclusion
The results of this study conﬁrm that it is possible to use elec-
tronic textual nursing notes and previously assigned acuity scoresto predict a patient’s acuity for the next day through the applica-
tion of machine learning techniques. In addition, there is room
for a real-time integrated information system targeted for tactical
decision-making.
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