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This paper studies the heat flow on Finsler manifolds. A Finsler manifold is a smooth manifold
M equipped with a Minkowski norm F (x, ·) : TxM → R+ on each tangent space. Mostly, we
will require that this norm is strongly convex and smooth and that it depends smoothly on the
base point x. The particular case of a Hilbert norm on each tangent space leads to the important
subclasses of Riemannian manifolds where the heat flow is widely studied and well understood.
We present two approaches to the heat flow on a Finsler manifold:
• either as gradient flow on L2(M,m) for the energy
E(u) = 1
2
∫
M
F 2(∇u) dm;
• or as gradient flow on the reverse L2-Wasserstein space P2(M) of probability measures on
M for the relative entropy
Ent(u) =
∫
M
u log u dm.
Both approaches depend on the choice of a measurem onM and then lead to the same nonlinear
evolution semigroup. We prove C1,α-regularity for solutions to the (nonlinear) heat equation on
the Finsler space (M,F,m). Typically, solutions to the heat equation will not be C2. More-
over, we derive pointwise comparison results a´ la Cheeger-Yau and integrated upper Gaussian
estimates a´ la Davies.
1 Finsler Manifolds
1.1 Finsler Structures
Throughout this paper, a Finsler manifold will be a pair (M,F ) whereM is a smooth, connected
n-dimensional manifold and F : TM → R+ is a measurable function (called Finsler structure)
with the following properties:
(i) F (x, cξ) = cF (x, ξ) for all (x, ξ) ∈ TM and all c > 0.
(ii) For each point x ∈M , there are a local coordinate system (xi)ni=1 on a neighborhood U of
x and positive numbers λ and λ∗ such that, for almost every x ∈ U , the function F 2(x, ·)
on TxM \ {0} is twice differentiable and the (n× n)-matrix
gij(x, ξ) :=
∂2
∂ξi∂ξj
(
1
2
F 2(x, ξ)
)
(1.1)
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is uniformly elliptic on U in the sense that
λ∗
n∑
i=1
(ηi)2 ≤
n∑
i,j=1
gij(x, ξ)η
iηj ≤ 1
λ
n∑
i=1
(ηi)2 (1.2)
holds for all ξ ∈ TxM \ {0} and all η ∈ TxM . Here (xi, ξi)ni=1 denotes the local coordinate
system on π−1(U) ⊂ TM given by ξ =∑ni=1 ξi(∂/∂xi). We will say that such a point x is
regular.
The uniform ellipticity (1.2) in particular implies
λ∗
n∑
i=1
(ηi)2 ≤ F 2(x, η) ≤ 1
λ
n∑
i=1
(ηi)2 (1.3)
and thus the existence of positive constants κ and κ∗ with
κ∗F 2(x, η) ≤
n∑
i,j=1
gij(x, ξ)η
iηj ≤ 1
κ
F 2(x, η) (1.4)
for almost all x ∈ U and all ξ, η ∈ TxM \ {0}. This (coordinate-free) inequality in turn implies
F 2
(
x,
ξ + η
2
)
≥ 1
2
F 2(x, ξ) +
1
2
F 2(x, η) − 1
4κ
F 2(x, η − ξ),
F 2
(
x,
ξ + η
2
)
≤ 1
2
F 2(x, ξ) +
1
2
F 2(x, η) − κ
∗
4
F 2(x, η − ξ) (1.5)
for all x ∈ U and ξ, η ∈ TxM (see [BCL], [Oh3]). For any subset Ω ⊂ M , the largest constants
κ, κ∗ ∈ (0, 1] such that (1.4) holds for all x ∈ Ω will be denoted by κΩ and κ∗Ω. The constants
1/
√
κ∗Ω and 1/
√
κΩ are also known as 2-uniform convexity and smoothness constants. Let us
remark that κΩ = 1 (or κ
∗
Ω = 1) if and only if F (x, ·) is a Hilbert norm for each x ∈ Ω.
A nonnegative function ‖ · ‖ on Rn is called Minkowski norm — and the pair (Rn, ‖ · ‖) is
then called Minkowski space — if ‖x‖ > 0, ‖cx‖ = c‖x‖ and ‖x + y‖ ≤ ‖x‖ + ‖y‖ hold for all
x, y ∈ Rn \{0} and c > 0. Thus a Finsler structure F on M induces for a.e. x ∈M a Minkowski
norm F (x, ·) on the tangent space TxM .
Observe that there is a one-to-one correspondence between Minkowski norms ‖ · ‖ : Rn → R+
and convex, bounded open sets B ⊂ Rn containing the origin: given ‖ · ‖, B will be the
open unit ball {x ∈ Rn : ‖x‖ < 1}; given B, the associated Minkowski norm is defined by
‖x‖ = inf{c > 0 : c−1x ∈ B}. Obviously, ‖ · ‖ will even be a norm if and only if B is symmetric
(i.e., x ∈ B if and only if −x ∈ B).
The reverse Finsler structure
←−
F of F is defined by
←−
F (x, ξ) := F (x,−ξ). We say that F is
reversible (or absolutely homogeneous) if
←−
F = F .
Usually in differential geometry, Finsler manifolds are assumed to be smooth in the sense that F
is smooth on TM \ {0}. Note that we never require smoothness at the zero section. Requiring
that F 2(x, ·) is C2 on all of TxM implies that F (x, ·) is a Hilbert norm (see [Sh1, Proposition
2.2]).
1.2 The Legendre Transform
For a Finsler structure F on M , we define the dual structure F ∗ : T ∗M → R+ by
F ∗(x, α) = sup{αξ : ξ ∈ TxM, F (x, ξ) ≤ 1}
for (x, α) ∈ T ∗M with regular x. For each regular x ∈M , we remark that F ∗(x, ·) is a Minkowski
norm on T ∗xM and set
g∗ij(x, α) :=
∂2
∂αi∂αj
(
1
2
F ∗2(x, α)
)
(1.6)
2
for α =
∑n
i=1 α
idxi ∈ T ∗xM \ {0} in a local coordinate system (xi)ni=1. (Here F ∗2(x, ·) is indeed
twice differentiable on T ∗xM \ {0}, see Lemma 1.1(iii) below.)
The Legendre transform or transfer map J∗ : T ∗M → TM assigns to each α ∈ T ∗xM with regular
x the unique maximizer of the function
ξ 7→ αξ − 1
2
F 2(x, ξ)− 1
2
F ∗2(x, α) (1.7)
on TxM . (The last term is unnecessary but inserted for the sake of symmetry.) The uniqueness
is guaranteed by the strict convexity of F (x, ·). The vector J∗(x, α) can be characterized as
the unique vector ξ ∈ TxM with F (x, ξ) = F ∗(x, α) and αξ = F ∗(x, α)F (x, ξ). We can define
J : TM → T ∗M in an analogous way and then J(x, ξ) is the unique maximizer of (1.7) as a
function of α.
We recall several standard properties of the Legendre transform which can be found in [BCS,
§14.8] for instance.
Lemma 1.1 Fix regular x ∈M .
(i) It holds that J∗ = J−1 on T ∗xM .
(ii) For any α =
∑n
i=1 α
idxi ∈ T ∗xM and ξ =
∑n
i=1 ξ
i(∂/∂xi) ∈ TxM , we have
J∗(x, α) =
n∑
i=1
∂
∂αi
(
1
2
F ∗2(x, α)
)
∂
∂xi
, J(x, ξ) =
n∑
i=1
∂
∂ξi
(
1
2
F 2(x, ξ)
)
dxi.
(iii) g∗ij(x, α) in (1.6) is well-defined for all α ∈ T ∗xM \ {0} and we have, for all ξ ∈ TxM \ {0}
and α ∈ T ∗xM \ {0},
J(x, ξ) = g(x, ξ)ξ =
n∑
i,j=1
gij(x, ξ)ξ
idxj ∈ T ∗xM,
J∗(x, α) = g∗(x, α)α =
n∑
i,j=1
g∗ij(x, α)α
i ∂
∂xj
∈ TxM.
In particular, g∗ij(x, α) is the inverse matrix of gij(x, J
∗(x, α)).
(iv) For all ξ, η ∈ TxM , we have(
J(x, η) − J(x, ξ))(η − ξ) ≥ κ∗F 2(x, η − ξ). (1.8)
(v) The dual structure F ∗ satisfies estimates analogous to (1.2), (1.3), (1.4), (1.5) and (1.8)
with λ∗ and κ∗ in the place of λ and κ, respectively, and vice versa.
Proof: The existence of g∗ij(x, α) in (iii) is merely a consequence of the inverse function the-
orem (for J and J∗). As for (iv), since g = ∂ξJ by (ii), the mean value theorem implies that
(J(x, η) − J(x, ξ))(η − ξ) = (η − ξ)g(x, γ)(η − ξ) for some γ on the segment between ξ and η.
Using (1.4) the RHS can thus be estimated from below by κ∗F 2(x, η − ξ).
Note that at the origin J∗(x, ·) is continuous but not differentiable (even if F is smooth on
TM \ {0}).
Remark 1.2 Fixing a coordinate system, we may identify both TxM and T
∗
xM with the Eu-
clidean space Rn. Given a vector ξ ∈ TxM of length F (x, ξ) = 1, the vector J∗(x, ξ) corresponds
to the unit normal vector at the point ξ at the unit sphere in TxM (Figure 1).
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For each regular x ∈M and ξ ∈ TxM \ {0}, the map
F ξ(x, ·) : η 7→

 n∑
i,j=1
gij(x, ξ)η
iηj


1/2
(1.9)
defines a Hilbert norm on TxM . It can be regarded as the best Hilbert norm approximation of
the norm F (x, ·) in directions close to ξ. More precisely, if ξ ∈ ∂B is a unit tangent vector, then
the unit sphere ∂Bξ associated with the norm F ξ(x, ·) is the centered ellipse in Rn approximating
∂B up to second order at the point ξ (Figure 2).
Example 1.3 (i) Riemannian spaces: Let M = Rn and F be given by
F 2(x, ξ) =
n∑
i=1
ξiaij(x)ξ
j
with a symmetric, positive-definite matrix a(x) = (aij(x)) on R
n. Then g(x, ξ) = a(x) indepen-
dently of ξ and J(x, ξ) = a(x)ξ. Moreover, g∗(x, α) = a(x)−1 and J∗(x, α) = a(x)−1α.
(ii) lp-spaces: Let M = Rn and F (x, ξ) = ‖ξ‖p = (
∑n
i=1 |ξi|p)1/p for some 1 < p <∞. Then
J(x, ξ) = ‖ξ‖2−pp · (|ξi|p−2ξi)
and F ∗(x, α) = ‖α‖p∗ for the dual exponent p∗ satisfying 1/p + 1/p∗ = 1. However, ‖ · ‖p is
only 2-uniformly convex if 1 < p < 2 (κ∗ = p − 1, κ = 0 in (1.5)) and only 2-uniformly smooth
if 2 < p < ∞ (κ∗ = 0, κ = 1/(p − 1) in (1.5)). Therefore ‖ · ‖p is uniformly elliptic only when
p = 2. Nevertheless, we can still consider the Laplacian (see the next chapter).
(iii) Deformation of Minkowski spaces: Let M = Rn and F (x, ξ) = ‖σ(x)ξ‖ for some invertible
matrix σ(x) and some Minkowski norm ‖·‖ onRn which is strictly convex and twice differentiable
on Rn \{0}. (Case (i) is the particular case with Euclidean norm and a(x) = σ(x)Tσ(x).) Then
we have J(x, ξ) = σ(x)TJ0(σ(x)ξ), g(x, ξ) = σ(x)
T g0(σ(x)ξ)σ(x) and F
∗(x, α) = F ∗0 (ασ
(−1)(x)),
where J0, g0 and F
∗
0 are taken with respect to the original norm ‖ · ‖.
(iv) Hilbert geometry: Let D ⊂ Rn be a bounded open convex domain with smooth boundary
∂D such that D∪∂D is strictly convex. Given distinct x, y ∈ D, let x′ ∈ ∂D be the intersection
of the half line x+R+(x− y) with ∂D. Similarly, let us denote by y′ ∈ ∂D the intersection of
y +R+(y − x) with ∂D. Then the Hilbert metric dH is defined by
dH(x, y) := log
( |x′ − y| · |x− y′|
|x′ − x| · |y − y′|
)
,
where | · | is the standard Euclidean norm. If D is the unit ball, then (D, dH) coincides with
the Klein model of the hyperbolic space. In general, dH arises from a Finsler metric of constant
negative flag curvature (see [Eg]).
(v) Teichmu¨ller metric: The Teichmu¨ller metric on Teichmu¨ller space is arguably the most
famous Finsler metric in differential geometry. It is known to be complete, while the Weil-
Petersson metric is Riemannian and incomplete (see [EE], [Wo]).
1.3 Regularization
Various of the results presented in this paper also will be true for more general Finsler struc-
tures, not satisfying our basic regularity assumption (1.2) with positive constants λ and λ∗ but
just with nonnegative constants. However, each Finsler structure F of this type can easily be
approximated by Finsler structures F[ǫ] satisfying our assumptions. We will illustrate this in the
particular case of Minkowski norms on Rn.
For the sequel, we fix a Minkowski norm ‖ · ‖ and we denote by g(ξ) the Hessian of ‖ · ‖2/2 at
the point ξ. We say that the Minkowski norm ‖ · ‖ is regular if it satisfies (1.2) with positive
constants λ and λ∗.
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Moreover, we denote the Euclidean norm on Rn by | · |. Note that the Hessian of | · |2/2 at each
point is the identity matrix 1. We define the ǫ-lower regularization of the Minkowski norm ‖ · ‖
by ‖ξ‖⌊ǫ⌋ =
√
‖ξ‖2 + ǫ|ξ|2 and the ǫ-upper regularization by ‖α‖⌈ǫ⌉ = (
√
‖α‖∗2 + ǫ|α|2)∗. Here
‖·‖∗ denotes the dual norm. Obviously, on the level of the Hessians this means g⌊ǫ⌋(ξ) = g(ξ)+ǫ1
and g∗⌈ǫ⌉(α) = g
∗(α) + ǫ1 where of course g∗(α) is the Hessian of ‖ · ‖∗2/2 at the point α. Recall
also that g∗(α) is the inverse of g(J∗(α)). Moreover, we define the ǫ-regularization g[ǫ](ξ) of the
matrix g(ξ) by
g[ǫ](ξ) =
(
g(ξ) + ǫ1
) ◦ (1+ ǫg(ξ))−1.
If we define in a similar way g∗[ǫ](α) then it will be inverse to g[ǫ](J
∗(α)). Obviously, for each
ǫ > 0
g[ǫ](ξ) ≥ ǫ1, g∗[ǫ](α) ≥ ǫ1
(in the sense of quadratic forms) for all ξ and α. Finally, let us put
‖ξ‖[ǫ] =
√
ξ · g[ǫ](ξ) · ξ, ‖α‖∗[ǫ] =
√
α · g[ǫ](α) · α.
Then ‖ · ‖[ǫ] and ‖ · ‖∗[ǫ] are regular Minkowski norms, dual to each other. As ǫ goes to zero, they
approximate the original norm ‖ · ‖ and its dual, respectively.
1.4 Gradient Vectors and Distance
For a weakly differentiable function u :M → R, define its gradient vector by
∇u(x) := J∗
(
x,Du(x)
)
(1.10)
for every regular x ∈M , where the derivative Du(x) ∈ T ∗xM is well-defined. In a local coordinate
system, we have Du(x) =
∑n
i=1(∂u/∂x
i)(x)dxi and
∇u(x) =
n∑
i,j=1
g∗ij
(
x,Du(x)
) ∂u
∂xi
(x)
∂
∂xj
.
We remark that the nonlinearity descends from the Legendre transform to the gradient vector,
namely ∇(u+ v) 6=∇u+∇v in general. For the same reason, at points x with ∇u(x) = 0 the
gradient vector field ∇u is in general not differentiable – even if (M,F ) and u are smooth – but
only continuous.
We define the distance function d :M ×M → R+ by
d(x, y) := sup
{
u(y)− u(x) : u ∈ C1(M), F (z,∇u(z)) ≤ 1 for all z ∈M}.
If F is C2 on TM \ {0}, then this is equivalent to
d(x, y) = inf
γ
∫ 1
0
F
(
γ, γ˙(t)
)
dt = inf
γ
(∫ 1
0
F 2
(
γ, γ˙(t)
)
dt
)1/2
,
where the infimum is taken over all differentiable curves γ : [0, 1] →M with γ(0) = x as well as
γ(1) = y. For fixed y ∈ M , the distance function x 7→ d(y, x) satisfies F (x,∇d(y, x)) = 1 for
almost every x ∈M (more precisely, for all x ∈M \ ({y} ∪Cut(y)) where Cut(y) being the cut
locus of y, see Chapter 5). Moreover, the distance function d has the following properties of a
metric:
• d(x, y) ≥ 0 for all x, y ∈M and d(x, y) = 0 if and only if x = y;
• d(x, z) ≤ d(x, y) + d(y, z) for all x, y, z ∈M .
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Note that in general d will not be symmetric. The function
←−
d (x, y) := d(y, x) will be the
distance function for the reverse Finsler structure
←−
F of F . Locally d and
←−
d are comparable
thanks to the uniform ellipticity (1.2). We define the forward and backward open balls as
B+(x, r) := {y ∈M : d(x, y) < r}, B−(x, r) := {y ∈M : d(y, x) < r}
for x ∈M and r > 0. Closed balls are defined similarly.
Example 1.4 For each Minkowski space (M,F ) = (Rn, ‖ · ‖) we have d(x, y) = ‖y − x‖.
We say that a Finsler manifold (M,F ) is forward complete if every forward Cauchy sequence is
convergent. That is to say, if a sequence {xn}n∈N ⊂M satisfies limN→∞ supN≤n<m d(xn, xm) =
0, then there exists a point x ∈M such that limn→∞ d(xn, x) = 0. By the Hopf-Rinow theorem
(cf. [BCS, Theorem 6.6.1]), the forward completeness is equivalent to that every bounded forward
closed ball is compact. We can similarly define the backward completeness which is nothing but
the forward completeness of
←−
F . They are not equivalent because a forward Cauchy sequence
may not be a backward Cauchy sequence. Nonetheless, the convergence limn→∞ d(xn, x) = 0 is
equivalent to limn→∞ d(x, xn) = 0.
Observe from the definition of the Legendre transform that ∇u(x) points into the direction in
which u increases the most. That is to say,
F
(
x,∇u(x)
)
= lim sup
y→x
u(y)− u(x)
d(x, y)
.
If u is C1 and if F is C2 on TM \ {0}, then we have
−
∫ l
0
F
(
γ,∇(−u)(γ))F (γ, γ˙) dt ≤ u(γ(l)) − u(γ(0)) ≤ ∫ l
0
F
(
γ,∇u(γ)
)
F (γ, γ˙) dt
for any C1-curve γ : [0, l]→M . Note the difference between ∇(−u) and −∇u.
2 Finsler Laplacian
Besides the Finsler structure F on M , throughout the paper, we fix a measure m on M . We
always assume that this is locally bounded from above and below in terms of the volume form,
i.e., each point x ∈M has a neighborhood U with a local coordinate system (xi)ni=1 such that
m(dx) = e−V (x)dx1 · · · dxn (2.1)
for some bounded measurable function V : U → R.
Given a smooth vector field Ψ :M → TM , we define its divergence divΨ :M → R through the
identity ∫
M
udivΨ dm = −
∫
M
Ψu dm = −
∫
M
Du ·Ψ dm (2.2)
for all u ∈ C∞c (M), where Du · Ψ = Du(Ψ) at x denotes the canonical pairing between T ∗xM
and TxM . If in local coordinates (x
i)ni=1 the measure m and the vector field Ψ are given as
m(dx) = e−V (x)dx1 · · · dxn and Ψ(x) = ∑ni=1Ψi(x)(∂/∂xi) with differentiable functions V and
Ψi, then we have
divΨ(x) =
n∑
i=1
{
∂Ψi
∂xi
(x)−Ψi(x)∂V
∂xi
(x)
}
.
The concept of divΨ extends in an obvious way to smooth vector fields defined on open subsets
as well as to vector fields which are only weakly differentiable.
Definition 2.1 A Finsler space is a triple (M,F,m) consisting of a smooth, finite dimensional
manifold M , a Finsler structure F on M and a measure m on M as above.
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Note that, in this setting, the gradient depends on F and the divergence on m. Both F and
m can be chosen independently. The reason why we consider an arbitrary measure rather than
constructive ones (such as the Busemann-Hausdorff and the Holmes-Thompson measures) will
be explained in Chapter 5.
Given an open set Ω ⊂M , the energy functional EΩ : H1loc(Ω)→ [0,∞] on Ω is defined by
EΩ(u) := 1
2
∫
Ω
F ∗2
(
x,Du(x)
)
m(dx) =
1
2
∫
Ω
F 2
(
x,∇u(x)
)
m(dx).
We will suppress Ω if Ω =M , i.e., E := EM . Clearly E1/2Ω is convex and positively homogeneous.
Note that this energy functional coincides with Cheeger’s one [Ch] in terms of upper gradients
(see also [Sha]). In order to make full use of Ricci curvature assumptions, this seems more
suitable than the energy functional in terms of averaged difference quotients as studied for
instance in [St1] or [KS]. The averaged energy incorporates a linearization of the operator (or
the semigroup). However, the ‘canonical’ Laplacians and heat semigroups on Finsler manifolds
are always nonlinear – except in the Riemannian case. See also [Oh1] for related work.
Recall that the classes L2loc(Ω) and H
1
loc(Ω) are defined solely in terms of the manifold structure
of M (i.e., independent of the choices of F and m). Let H1(Ω) := {u ∈ H1loc(Ω) : EΩ(u) <∞}
and H10 (Ω) be the closure of C∞c (Ω) (or, equivalently, H1c (Ω)) in H1(Ω) with respect to the
(Minkowski) norm ‖u‖H1 := ‖u‖L2 +EΩ(u)1/2. The dual space to H10 (Ω) is denoted by H−1(Ω).
Define the energy functional with Dirichlet boundary conditions E0Ω : L2(Ω)→ [0,∞] by E0Ω(u) :=
EΩ(u) for u ∈ H10 (Ω) and E0Ω(u) := +∞ else. The ground state energy (inverse Poincare´ constant)
is given by
χΩ := inf
{
2EΩ(u) : u ∈ H10 (Ω), ‖u‖L2 = 1
}
.
If χΩ = 0 (e.g., if Ω is compact) then it is more convenient to consider
χΩ := inf
{
2EΩ(u) : u ∈ H10 (Ω), ‖u‖L2 = 1,
∫
Ω
u dm = 0
}
. (2.3)
Lemma 2.2 (i) The energy functional E0Ω is lower semicontinuous on L2(Ω).
(ii) If Ω is relatively compact, then H10 (Ω) is proper in the sense that every bounded sequence
in (H10 (Ω), ‖ · ‖H1) contains a convergent subsequence.
(iii) If Ω is relatively compact and connected with non-polar boundary, then χΩ > 0. If M is
compact, then χM > 0.
(iv) The functional E0Ω is K-convex on L2(Ω,m) with K = χΩκΩ. Moreover, for each C ∈ R
it is K-convex on the convex set {u ∈ L2(Ω) : ∫Ω u dm = C} with K = χΩκΩ.
Proof: (i) – (iii) are standard facts. In fact, we can reduce (ii) and (iii) to a Riemannian
structure (bi-Lipschitz) equivalent to F .
(iv) Recall that the dual version of (1.5) states
F ∗2
(
x,
α+ β
2
)
≤ 1
2
F ∗2(x, α) +
1
2
F ∗2(x, β)− κΩ
4
F ∗2(x, β − α)
for all x ∈ Ω and α, β ∈ T ∗xM . Hence,
E0Ω
(
u+ v
2
)
≤ 1
2
E0Ω (u) +
1
2
E0Ω (v)−
κΩ
4
E0Ω (u− v) .
The last term can be estimated by 2E0Ω(u− v) ≥ χΩ‖u − v‖2L2 for all u, v ∈ L2 and by
2E0Ω(u− v) ≥ χΩ‖u − v‖2L2 if in addition
∫
udm =
∫
vdm. This proves the K- (and K-, re-
spectively) convexity.
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We define the Finsler Laplacian ∆ acting on functions u ∈ H1loc(Ω) formally by∆u := div (∇u)
(cf. [Sh2], [BKJ]). To be more precise, ∆u is the distributional Laplacian defined through the
identity ∫
Ω
v∆u dm = −
∫
Ω
Dv(∇u) dm
for all v ∈ H10 (Ω) (or, equivalently, for all v ∈ C∞c (Ω)). Recall that at points x with ∇u(x) = 0
the function ∇u in general will be not differentiable (even if the function u itself and the norm
F will be smooth). Note the sign convention: our Laplacian is a negative operator, i.e.,∫
Ω
u∆u dm ≤ 0
for all u ∈ H10 (Ω) (and equality holds if and only if u is constant a.e. on each connected
component of Ω). The Finsler Laplacian is a linear operator if and only if F is a Riemannian
structure (i.e., F (x, ·) is a Hilbert norm for a.e. x ∈M).
Given g ∈ L2loc(Ω), a function u ∈ H1loc(Ω) is called a weak solution of ∆u = g in Ω if
−
∫
Ω
Dv(∇u) dm =
∫
Ω
vg dm
for all v ∈ H10 (Ω). A function u ∈ H1loc(Ω) is said to be weakly harmonic on Ω if it is a weak
solution of ∆u = 0 in Ω.
Lemma 2.3 A function u ∈ H1loc(Ω) is weakly harmonic on Ω if and only if it is a minimizer
of the energy functional EΩ′ on each open set Ω′ relatively compact in Ω, i.e.,
EΩ′(u) = inf{EΩ′(u+ v) : v ∈ H10 (Ω′)}.
A function u ∈ H1(Ω) is weakly harmonic on Ω if and only if it is a minimizer of EΩ, i.e.,
EΩ(u) = inf{EΩ(u+ v) : v ∈ H10 (Ω)}.
Proof: The first claim immediately follows from the calculation
d
dδ
∣∣∣
δ=0
EΩ′(u+ δv) =
∫
Ω′
d
dδ
∣∣∣
δ=0
(
1
2
F ∗2
(
x,Du(x) + δDv(x)
))
m(dx)
=
∫
Ω′
Dv(∇u) dm,
where for the second equation we used Lemma 1.1(ii). For the second claim, in addition we take
the estimate
∫
ΩDv(∇u) dm ≤ 2EΩ(v)1/2EΩ(u)1/2 into account.
We also introduce a weighted Laplacian associated with a Riemannian structure induced from the
gradient vector field of some function. Given a function u ∈ H1loc(Ω), we define the Riemannian
tensor g(u) on M by
g(u)(x) := g∇u(x) := g
(
x,∇u(x)
)
=
(
gij
(
x,∇u(x)
))
i,j
(2.4)
for each x ∈M where ∇u(x) ∈ TxM is well-defined and nonzero. Otherwise, we put g(u)(x) :=
g(x,Z(x)) for some fixed nonvanishing vector field Z on M . Note that its inverse is given by
g(u)(x)−1 := g∗(u)(x) = g∗
(
x,Du(x)
)
.
For each u ∈ H1loc(Ω), define the weighted Laplacian ∆(u) acting on functions w ∈ H1loc(Ω) in
the sense of distributions by ∆(u)w := div (g∗(u)Dw). Here
g∗(u)(x)Dw(x) =
n∑
i,j=1
g∗ij
(
x,Du(x)
) ∂w
∂xi
(x)
∂
∂xj
∈ TxM.
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Lemma 2.4 For any u ∈ H1loc(Ω), we have ∆u = ∆(u)u in the sense of distributions on Ω.
More precisely, for all v ∈ H10 (Ω), it holds that∫
Ω
v∆(u)u dm =
∫
Ω
v∆u dm.
Proof: Lemma 1.1(iii), (1.10) and the definition of the divergence (2.2) yield that∫
Ω
v∆(u)u dm = −
∫
Ω
Dv(g∗(u)Du) dm = −
∫
Ω
Dv(∇u) dm =
∫
Ω
v∆u dm.
We will use the above lemma to show a generalized Laplacian comparison theorem in Theorem
5.2 as well as Corollary 5.3. Compare them with the following remark.
Remark 2.5 Let (Rn, ‖ · ‖,m) be a Minkowski space equipped with the Lebesgue measure,
and put u(x) = f(‖x − y‖) for some nondecreasing C2-function f on R+ and some fixed point
y ∈ Rn. Then we have, for any x 6= y,
∆u(x) = f ′′(‖x− y‖) + n− 1‖x− y‖f
′(‖x− y‖). (2.5)
In particular, ∆(‖x − y‖2) = 2n. If f is nonincreasing, then an analogous result holds true for
v(x) = f(‖y − x‖), namely
∆v(x) = f ′′(‖y − x‖) + n− 1‖y − x‖f
′(‖y − x‖). (2.6)
This is because, for nonincreasing f , the right-hand side of (2.5) coincides with −∆(−u)(x) =←−
∆u(x), where
←−
∆ stands for the Finsler Laplacian for the reverse Finsler structure
←−
F (x, ξ) =
‖ − ξ‖. Similarly, for nondecreasing f , the right-hand side of (2.6) coincides with ←−∆v(x).
Proof: We deduce from Lemma 1.1(ii) that
Du(x) = f ′(‖x− y‖)D(‖x − y‖) = f
′(‖x− y‖)
‖x− y‖ J(x− y).
For nondecreasing f , we find
∆u(x) = div J∗
(
f ′(‖x− y‖)
‖x− y‖ J(x− y)
)
= div
(
f ′(‖x− y‖)
‖x− y‖ (x− y)
)
which implies the claim since
∑n
i=1(∂‖x − y‖/∂xi)(xi − yi) = ‖x − y‖ by Euler’s theorem (cf.
[BCS, Theorem 1.2.1]).
3 The Heat Equation – Global Solutions
To simplify the presentation, we will assume throughout this chapter that the general assump-
tions of the previous chapters are satisfied. That is, (M,F,m) is a Finsler space with a Finsler
structure F satisfying (1.2) and a measure m satisfying (2.1). We remark, however, that instead
of (1.2) for the sequel it suffices to assume that F (x, ·) is strictly convex and differentiable on
TxM \ {0} for a.e. x.
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Definition 3.1 We say that u is a global solution to the heat equation ∂tu =∆u on [0, T ]×M
if u ∈ L2([0, T ],H10 (M)) ∩ H1([0, T ],H−1(M)) and if, for every t ∈ [0, T ] and v ∈ H10 (M), it
holds that ∫
M
v∂tut dm = −
∫
M
Dv(∇ut) dm. (3.1)
Here ut(x) := u(t, x). To be more precise, our global solutions are always global solutions with
Dirichlet boundary conditions.
Remark 3.2 (i) The condition u ∈ L2([0, T ],H10 (M)) ∩ H1([0, T ],H−1(M)) implies that u ∈
C([0, T ], L2(M)) (see, e.g., [Ev, p.287]). Equivalently we could require that the above identity
(3.1) holds for all v ∈ L2([0, T ],H10 (M)) and a.e. t ∈ [0, T ].
(ii) If M is compact, then every global solution u to the heat equation is mass preserving, i.e.,∫
M ut dm =
∫
M u0 dm holds for all t. Indeed, choosing constant v ≡ 1 ∈ L2([0, T ],H10 (M)) as
test function yields the claim.
Now we are going to construct a global solution to the heat equation as gradient flow of the
energy functional E0 on L2(M). Since E0 is a convex function on the Hilbert space L2(M), we can
apply Crandall and Liggett’s classical technique [CL] (see also [Ma], [AGS] for generalizations
to curved spaces). To simplify notation, we use E instead of E0 but take care to evaluate it only
on H10 (M).
Given u ∈ H10 (M), we define
|∇(−E)|(u) := max
{
0, lim sup
v→u
E(u) − E(v)
‖v − u‖L2
}
,
where v ∈ H10 (M) and the convergence v → u is with respect to the L2-norm. Note that the
convexity of E implies that |∇(−E)|(u) = 0 holds if and only if u is a minimizer of E on H10 (M).
Lemma 3.3 If 0 < |∇(−E)|(u) < ∞, then there exists unique v ∈ L2(M) satisfying ‖v‖L2 =
|∇(−E)|(u) as well as
lim
t↓0
E(u)− E(u+ tv)
t‖v‖L2
= |∇(−E)|(u).
Proof: Take a sequence {vˆi}i∈N ⊂ H10 (M) \ {0} such that
lim
i→∞
E(u)− E(u+ vˆi)
‖vˆi‖L2
= |∇(−E)|(u).
We put vi := (|∇(−E)|(u)/‖vˆi‖L2) · vˆi and deduce from the convexity of E that
lim
i→∞
lim
t↓0
E(u)− E(u+ tvi)
t‖vi‖L2
≥ lim
i→∞
E(u)− E(u+ vˆi)
‖vˆi‖L2
= |∇(−E)|(u).
Thus we have limi→∞ limt↓0{E(u)−E(u+tvi)}/t‖vi‖L2 = |∇(−E)|(u). Moreover, for any i, j ≥ 1,
we see
|∇(−E)|(u) ≥ lim
t↓0
E(u)− E(u+ t(vi + vj)/2)
t‖(vi + vj)/2‖L2
≥ |∇(−E)|(u)‖(vi + vj)/2‖L2
lim
t↓0
{E(u)− E(u+ tvi)
2t‖vi‖L2
+
E(u)− E(u+ tvj)
2t‖vj‖L2
}
.
This implies that limi,j→∞ ‖vi+ vj‖L2 = 2|∇(−E)|(u). Hence {vi}i∈N is a Cauchy sequence and
converges to some v ∈ L2(M). Uniqueness is deduced in a similar way.
We define ∇(−E)(u) := v using v ∈ L2(M) as in Lemma 3.3 above and call ∇(−E)(u) the
gradient vector of −E at u. We simply set ∇(−E)(u) := 0 ∈ L2(M) if |∇(−E)|(u) = 0.
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For u0 ∈ H10 (M) and δ > 0, we denote by Uδ(u0) ∈ H10 (M) the unique minimizer of the function
u 7→ E(u) + ‖u− u0‖
2
L2
2δ
. (3.2)
This can be regarded as a discrete approximation of a gradient flow of E . In fact, (Ut/n)n(u0)
converges to a continuous curve u : R+ → H10 (M) with u(0) = u0 as n goes to infinity, and
ut := u(t) satisfies the following properties (see, e.g., [Ma, Theorem 1.13 & Section 2]):
(i) The curve t 7→ ut in L2(M) is locally Lipschitz continuous on (0,∞) and satisfies, for a.e.
t ≥ 0,
lim
δ→0
‖ut+δ − ut‖L2
|δ| = |∇(−E)|(ut). (3.3)
In particular, we have |∇(−E)|(ut) <∞ at every t > 0.
(ii) For a.e. t ≥ 0, it holds that
lim
δ→0
E(ut)− E(ut+δ)
δ
= |∇(−E)|(ut)2. (3.4)
Thanks to (i) and (ii) above, a similar discussion to the proof of Lemma 3.3 ensures that, for
a.e. t > 0,
lim
δ→0
∥∥∥∥ut+δ − utδ −∇(−E)(ut)
∥∥∥∥
L2
= 0. (3.5)
In other words, ∂tut = ∇(−E)(ut) in the weak sense. If we replace the limit with the right limit
limδ↓0, then equations (3.3) and (3.4) hold for all t ≥ 0 and (3.5) holds for all t > 0. In addition,
we find
lim
δ↓0
‖ut+δ − Uδ(ut)‖L2
δ
= 0 (3.6)
for all t > 0 along the same lines as [Oh2, Lemma 6.4].
Theorem 3.4 For each u0 ∈ H10 (M) and T > 0, there exists a global solution u to the heat
equation which lies in L2([0, T ],H10 (M))∩H1([0, T ], L2(M)). Moreover, for each t ∈ (0, T ), the
distributional Laplacian ∆ut is absolutely continuous with respect to m and its density function
is ∇(−E)(ut). In particular, ∂tut =∆ut in the weak sense (see (3.5)) and we have
lim
δ↓0
E(ut)− E(ut+δ)
δ
= |∇(−E)|(ut)2 = ‖∇(−E)(ut)‖2L2 = ‖∆ut‖2L2 (3.7)
for all t > 0.
Proof: Let u : R+ → H10 (M) be the gradient curve of E constructed as the limit curve of the
discrete approximation (3.2). Note that
∫ T
0 E(ut)2 dt ≤ TE(u0)2 <∞ and∫ T
0
‖∂tut‖2L2 dt =
∫ T
0
|∇(−E)|(ut)2 dt = E(u0)− E(uT ) <∞.
Thus we observe u ∈ L2([0, T ],H10 (M)) ∩H1([0, T ], L2(M)).
We shall show that, for any v ∈ L2([0, T ],H10 (M)) ∩H1([0, T ], L2(M)) and 0 ≤ t0 < t1 ≤ T , it
holds that ∫
M
vt1ut1 dm−
∫
M
vt0ut0 dm =
∫ t1
t0
∫
M
{
∂vt
∂t
ut −Dvt(∇ut)
}
dmdt. (3.8)
Fix t ∈ (t0, t1). Given small δ, ε > 0, consider unique wtδ := Uδ(ut) minimizing the function
w 7→ E(w) + ‖w − ut‖2L2/2δ and put w˜tδ,ε := wtδ + εvt. Then the choice of wtδ yields
E(w˜tδ,ε) +
‖w˜tδ,ε − ut‖2L2
2δ
− E(wtδ)−
‖wtδ − ut‖2L2
2δ
≥ 0.
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Firstly, we have
‖w˜tδ,ε − ut‖2L2 − ‖wtδ − ut‖2L2 = 2ε〈wtδ − ut, vt〉L2 + ε2‖vt‖2L2 ,
and hence
lim
ε→0
‖w˜tδ,ε − ut‖2L2 − ‖wtδ − ut‖2L2
ε
= 2〈wtδ − ut, vt〉L2
= 2
{∫
M
vtw
t
δ dm−
∫
M
vtut dm
}
.
Secondly, it follows from Lemma 1.1(ii) that
lim
ε→0
E(w˜tδ,ε)− E(wtδ)
ε
= lim
ε→0
1
2ε
∫
M
{
F ∗2(Dwtδ + εDvt)− F ∗2(Dwtδ)
}
dm
=
∫
M
Dvt(∇w
t
δ) dm.
Therefore
lim inf
δ↓0
1
δ
{∫
M
vtw
t
δ dm−
∫
M
vtut dm
}
≥ − lim
δ↓0
∫
M
Dvt(∇w
t
δ) dm
= −
∫
M
Dvt(∇ut) dm.
The second equality follows from the choice of wtδ. In fact, {Dwtδ}δ>0 is a Cauchy sequence
converging to Dut as δ tends to zero. Together with (3.6), we have
lim inf
δ↓0
1
δ
{∫
M
vt+δut+δ dm−
∫
M
vtut dm
}
= lim inf
δ↓0
1
δ
{∫
M
(vt+δ − vt)ut+δ dm+
∫
M
vtut+δ dm−
∫
M
vtut dm
}
=
∫
M
∂vt
∂t
ut dm+ lim inf
δ↓0
1
δ
{∫
M
vtw
t
δ dm−
∫
M
vtut dm
}
≥
∫
M
{
∂vt
∂t
ut −Dvt(∇ut)
}
dm.
We obtain the reverse inequality by exchanging v with −v, and complete the proof of (3.8).
By virtue of (3.5), choosing time independent v ∈ H10 (M) in (3.8) shows that∫
M
v∇(−E)(ut) dm = lim
δ↓0
∫
M
v
ut+δ − ut
δ
dm = −
∫
M
Dv(∇ut) dm =
∫
M
v∆ut dm.
Hence ∆ut is absolutely continuous with respect to m and the density function is nothing but
∇(−E)(ut).
The following proposition ensures that the gradient flow constructed as above is actually a
unique solution to the heat equation. In particular, for each u0 ∈ L2(M), it allows to construct
a unique gradient curve (ut)t≥0 starting from u0 as the limit of a sequence of gradient curves
(u
(n)
t )t≥0 ⊂ H10 (M) such that u(n)0 tends to u0 in L2(M) as n goes to infinity. We denote this
curve by (Ptu0)t≥0. The map Pt : u 7→ Ptu defines a (non-expanding) semigroup of nonlinear
operators on L2(M), and we call it the heat semigroup.
Proposition 3.5 For all global solutions u, v to the heat equation, we have
∂t
(
1
2
‖ut‖2L2
)
= −2E(ut), (3.9)
∂t
(
1
2
‖ut − vt‖2L2
)
≤ −2κME(ut − vt) ≤ 0 (3.10)
with κM as introduced in (1.4).
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Proof: Assuming that both u and v are global solutions to the heat equation and choosing
u− v as test function (for each of these solutions) yields
∂t
(
1
2
‖ut − vt‖2L2
)
=
∫
M
(ut − vt)(∂tut − ∂tvt) dm
= −
∫
M
(Dut −Dvt)(∇ut −∇vt) dm.
In the case v ≡ 0 the last term obviously coincides with −2E(ut) which proves the first claim.
In the general case, the last term of the previous identities can be estimated from above according
to Lemma 1.1(v) which asserts
(Dut −Dvt)(∇ut −∇vt) ≥ κMF ∗2(Dut −Dvt).
This proves the second claim.
Corollary 3.6 For all global solutions u, v to the heat equation, we have
‖ut − vt‖L2 ≤ e−κMχM t · ‖u0 − v0‖L2 .
If in addition
∫
M u0 dm =
∫
M v0 dm, then in the estimate above χM can be replaced by χM , i.e.,
‖ut − vt‖L2 ≤ e−κMχM t · ‖u0 − v0‖L2 ;
if v ≡ 0 then κM can be replaced by 1, i.e.,
‖ut‖L2 ≤ e−χM t · ‖u0‖L2 .
Proof: The estimates follow immediately from Proposition 3.5 (together with the definition of
χM and χM ) and an application of Gronwall’s lemma.
The previous are the usual contraction properties of gradient flows, for E0 is κMχM -convex on
the Hilbert space L2(M) (Lemma 2.2(iv)). Recall that compactness of M will imply κM > 0
and χM > 0. A slightly modified argument will yield contraction in L
p(M) for each p.
Theorem 3.7 For all p ∈ [1,∞] and all global solutions u, v to the heat equation, we have
‖ut − vt‖Lp ≤ exp
(
−4(p− 1)
p2
κMχM t
)
· ‖u0 − v0‖Lp .
If v ≡ 0 then in the estimate above κM can be replaced by 1.
Proof: Assume 1 < p <∞. (The cases p = 1 and p =∞ follow by approximation.) Moreover,
assume ut − vt ∈ L2(M) ∩ Lp(M). Then a slight modification of the proof of the previous
proposition yields
− 1
p
∂t
∫
|ut − vt|p dm = −
∫
|ut − vt|p−1 sign(ut − vt) ∂t(ut − vt) dm
=
∫
D
(|ut − vt|p−1 sign(ut − vt)) (∇ut −∇vt) dm
= (p− 1)
∫
|ut − vt|p−2D(ut − vt) (∇ut −∇vt) dm
≥ (p− 1)κM
∫
|ut − vt|p−2D(ut − vt) ·∇(ut − vt) dm
=
4
p2
(p− 1)κM
∫
D
(|ut − vt|p/2 sign(ut − vt)) ·∇(|ut − vt|p/2 sign(ut − vt)) dm
≥ 4
p2
(p− 1)κMχM
∫
|ut − vt|p dm.
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To be rigorous, one should assume in the previous argumentation that |u− v| is bounded from
above if p > 2 or bounded away from 0 if p < 2, respectively. To overcome this restriction, one
can approximate u and v by bounded solutions to the heat equation in the case p > 2. In the
case p < 2, one can approximate |u− v| by ((u− v)2 + ε2)1/2.
Obviously, the assumption v ≡ 0 allows to replace κM in the first inequality above by 1. The
claim follows again by an application of Gronwall’s lemma.
Now let us switch from contraction estimates to integrated Gaussian estimates for the heat
semigroup. A preliminary step is the following:
Lemma 3.8 Let u be a global solution to the heat equation ∂tu =∆u on M and ψ :M → R be
a Lipschitz continuous function of bounded gradient F (x,∇ψ(x)) ≤ C for all x ∈M . Then we
have, for all 0 ≤ s ≤ t,
‖e−ψut‖L2 ≤ eC
2(t−s)‖e−ψus‖L2 . (3.11)
Proof: Straightforward calculations yield
1
2
‖e−ψut‖2L2 −
1
2
‖e−ψus‖2L2 =
∫ t
s
∫
M
e−2ψur∂rur dmdr
= −
∫ t
s
∫
M
D(e−2ψur)(∇ur) dmdr
= −
∫ t
s
∫
M
{
e−2ψDur(∇ur)− 2ure−2ψDψ(∇ur)
}
dmdr
≤
∫ t
s
∫
M
{− F 2(∇ur)e−2ψ + 2F (∇ur)F ∗(Dψ)|ur |e−2ψ} dmdr
≤
∫ t
s
∫
M
F 2(∇ψ)u2re
−2ψ dmdr ≤ C2
∫ t
s
‖e−ψur‖2L2 dr.
Together with Gronwall’s lemma, this implies the desired estimate.
Theorem 3.9 (Integrated Gaussian Estimates a´ la Davies) For every u, v ∈ L2(M), we
have ∫
M
uPtv dm ≤ exp
(
− d
2(u, v)
4t
)
‖u‖L2‖v‖L2 , (3.12)
where d(u, v) = ess inf{d(x, y) : x ∈ supp[u], y ∈ supp[v]}.
Proof: Given u and v, apply Lemma 3.8 to the function ψ(x) = −Cd(x, v), where d(x, v) :=
ess inf{d(x, y) : y ∈ supp[v]} and C > 0 is a constant to be fixed below. Then∫
M
uPtv dm ≤ ‖e−ψPtv‖L2‖eψu‖L2 ≤ eC
2t‖e−ψv‖L2‖eψu‖L2
≤ eC2t−Cd(u,v)‖v‖L2‖u‖L2 .
Choosing C = d(u, v)/2t now yields the claim.
4 The Heat Equation – Local Solutions
This chapter is devoted to studying the local regularity of solutions to the heat equation. For-
mulation of results and proofs follow classical lines. For the elliptic case, similar results have
already been derived by Shen [Sh2] and by Belloni, Kawohl and Juutinen [BKJ]. See also [Di],
[GS].
Throughout the chapter, the assumptions (1.2) and (2.1) will be in force.
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Definition 4.1 Given an open subset Ω ⊂ M and an open interval I ⊂ R, we say that a real
function u on I×Ω is a local solution to the heat equation ∂tu =∆u on I×Ω if u ∈ L2loc(I×Ω)
with F ∗(Du) ∈ L2loc(I×Ω) and for every smooth, compactly supported v on I×Ω (or, equivalently,
for every v ∈ H1c (I × Ω)) ∫
I
∫
Ω
ut∂tvt dmdt =
∫
I
∫
Ω
Dvt(∇ut) dmdt. (4.1)
Remark 4.2 A function u being a local solution to the heat equation implies that C1u+C2 is
a local solution for every C1 ∈ R+ and every C2 ∈ R. In particular, constants are local solutions
to the heat equation. In general, it will not imply that −u is a local solution.
Example 4.3 Let ‖·‖ be any smooth, strictly convex Minkowski norm on Rn, put F (x, ·) = ‖·‖
for all x and choose m to be the Lebesgue measure. Then for each fixed y ∈ Rn the function
u(t, x) = t−n/2 exp(−‖y − x‖2/4t) (4.2)
is a local solution to the heat equation ∂tu = ∆u on R+ × Rn. More generally, u(t, x) =
f(t, ‖y − x‖) is a local solution to the heat equation for each smooth function f : R2+ → R
satisfying ∂rf(t, r) ≤ 0 and
∂2rf(t, r) +
n− 1
r
∂rf(t, r) = ∂tf(t, r), ∂rf(t, 0) = 0. (4.3)
If f satisfies ∂rf(t, r) ≥ 0 and (4.3), then the function v(t, x) = f(t, ‖x− y‖) is a local solution
to the heat equation. If ‖ · ‖ is even a norm (i.e., if in addition it is symmetric), then the latter
holds true without any restriction on the sign of ∂rf(t, r).
Note that the function u in (4.2) is C2 in the space variable at x = y if and only if ‖ · ‖ is a
Hilbert norm.
Proposition 4.4 (Harnack Inequality) Every local solution to the heat equation ∂tu = ∆u
on I×Ω is Ho¨lder continuous (more precisely, it is almost everywhere equal to a Ho¨lder contin-
uous function).
Continuous local solutions satisfy the parabolic Harnack inequality and the strong maximum
principle.
Proof: Since for given u the Finsler Laplacian ∆u coincides with the weighted Laplacian ∆(u)
in the Riemannian metric derived from Z = ∇u (Lemma 2.4) and since for varying (and time-
dependent) u all these possible operators ∆(u) are ‘locally uniformly elliptic’, the claim is an
immediate consequence of Saloff-Coste’s result [Sal] for locally uniformly elliptic operators on
weighted Riemannian manifolds.
Proposition 4.5 The distributional time derivative w = ∂tu of any continuous local solution
to the heat equation ∂tu =∆u on I×Ω lies in H1loc(M) and admits a Ho¨lder continuous version
(which satisfies the parabolic Harnack inequality and the strong maximum principle). It is a
weak solution to the linear parabolic PDE
∂tw = div(g
∗(u)Dw)
with the locally uniformly elliptic, time dependent matrix g∗(u) = g(u)
−1
defined in (2.4).
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Proof: We postpone the technical proof for the fact ∂tu ∈ H1loc(M) to Appendix 8.2 and take
this fact now for granted. Let Φ be a smooth, compactly supported test function on I × Ω.
Applying (4.1) to v = ∂tΦ yields∫ ∫
(∂tΦ)w dmdt =
∫ ∫
v∂tu dmdt
= −
∫ ∫
Dv · J∗(Du) dmdt =
∫ ∫
DΦ · ∂t[J∗(Du)] dmdt
=
∫ ∫
DΦ · g∗(Du) ·D(∂tu) dmdt =
∫ ∫
DΦ · g∗(u) ·Dw dmdt.
Hence, w is a weak solution to the linear PDE. Regularity theory for solutions to linear second
order PDEs now implies that w has a Ho¨lder continuous version satisfying Harnack’s inequality
and strong maximum principle.
In order to obtain higher order regularity results, we have to impose certain minimal smoothness
assumptions on the data F and m. We will assume that the maps J∗(x, α) and the logarithmic
derivative −V (x) = log[m(dx)/dx] of the measure m are Lipschitz continuous in x. More
precisely,
we assume from now on that for each point x ∈ M there exists a local coordinate system
(xi)ni=1 on a suitable neighborhood U of x and a number Λ such that
|γ∗ki(x, α)| ≤ ΛF ∗(x, α), |ηk(x)| ≤ Λ (4.4)
for almost all x ∈ U and all α ∈ T ∗xM . Here and henceforth
γ∗ki(x, α) :=
∂
∂xk
∂
∂αi
(
1
2
F ∗2(x, α)
)
=
∂
∂xk
J∗i (x, α)
and ηk(x) := ∂V/∂x
k(x) where m(dx) = e−V (x)dx1 · · · dxn.
The first important consequence of these assumptions is
Theorem 4.6 (H2-Regularity) Assume that the transfer maps J∗ as well as the logarithmic
density of the measure m are differentiable in x as specified in (4.4). Then every continuous
local solution to the heat equation ∂tu =∆u on I × Ω is H2loc in x.
We postpone the technical proof to Appendix 8.3 and continue with the proof of Ho¨lder conti-
nuity of the derivatives of u.
Lemma 4.7 For each local solution u to the heat equation and each k = 1, . . . , n, the partial
derivative w(t, x) = Dku(t, x) = ∂u/∂x
k(t, x) is a weak solution to the equation
∂tw = div(g
∗(u) ·Dw) + divH + h (4.5)
with a vector field H ∈ L2loc(I × Ω) and a function h ∈ L∞loc(I × Ω) given by
Hi(t, x) = γ
∗
ki
(
x,Du(t, x)
) − ηk(x)J∗i (x,Du(t, x))
and
h(t, x) = ηk(x)∂tu(t, x).
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Proof: Let a smooth, compactly supported test function Φ on I × Ω be given. Without
restriction, we may assume that there exists a global coordinate system (xi)ni=1 on Ω (or at least
on the support of Φ). In these coordinates, let m be given as m(dx) = e−V (x)dx1 · · · dxn.
Applying (4.1) to v = DkΦ yields∫ ∫
∂t(DkΦ)u dmdt =
∫ ∫
D(DkΦ) · J∗(Du) dmdt
=
∫ ∫
DΦ · [−Dk(J∗(Du))+ (DkV )J∗(Du)] dmdt
=
∫ ∫
DΦ · [−g∗(Du) ·D(Dku)− (γ∗k·)(Du) + (DkV )J∗(Du)] dmdt
= −
∫ ∫
DΦ · [g∗(Du) ·Dw +H] dmdt.
On the other hand,∫ ∫
∂t(DkΦ)u dmdt =
∫ ∫
[−(∂tΦ)(Dku) + (DkV )(∂tΦ)u] dmdt
= −
∫ ∫
[(∂tΦ)w +Φh] dmdt.
That is, ∫ ∫
DΦ · [g∗(Du) ·Dw +H] dmdt =
∫ ∫
[(∂tΦ)w +Φh] dmdt
for all smooth compactly supported Φ on I × Ω and thus
∂tw = div(g
∗(u) ·Dw +H) + h
locally in distributional sense on I × Ω.
Lemma 4.8 (i) If w ∈ Lploc(I ×Ω) is a weak solution to the equation (4.5) with a vector field
H ∈ Lploc(I ×Ω) for some p ∈ [1,∞] and a function h ∈ L∞loc(I ×Ω), then w ∈ Lqloc(I ×Ω)
for q = pn/(n− 2).
(ii) If w is a weak solution to the equation (4.5) with a vector field H ∈ Lploc(I × Ω) for some
p > n+ 2 and a function h ∈ L∞loc(I × Ω), then w is Ho¨lder continuous.
Proof: (i) This result should be well known (perhaps even in a sharper version). Since we
could not find a reference, we include a sketch of the proof. We do not discuss smoothing and
cut-off arguments. For simplicity, we assume that I × Ω = (0, T )×M and that M is compact.
Let w ∈ Lploc(I ×Ω) be a weak solution to the equation (4.5) with a vector field H ∈ Lploc(I×Ω)
and a function h ∈ L∞loc(I × Ω). Choose wp−1 as a test function. Then the weak formulation of
(4.5) implies
1
p
‖wT ‖pLp −
1
p
‖w0‖pLp =
∫ T
0
1
p
∂t‖wt‖pLp dt =
∫ T
0
∫
M
wp−1∂tw dmdt
=
∫ ∫
[−D(wp−1) · g∗(u) ·Dw −D(wp−1) ·H + wp−1h] dmdt
≤ −p− 1
2
∫ ∫
wp−2Dw · g∗(u) ·Dwdmdt
+
p− 1
2
∫ ∫
wp−2H · g(u) ·H dmdt+
∫ ∫
wp−1hdmdt
≤ −2(p− 1)
p2
‖F ∗(u)(Dwp/2)‖2L2
+
p− 1
2
‖w‖p−2Lp ‖F (u)(H)‖2Lp + ‖w‖p−1Lp ‖h‖L∞
≤ C <∞
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according to our assumptions on u, H and h. From this estimate, we first of all deduce that
‖wt‖Lp is bounded in t on I. Having this at hand, we secondly deduce that
‖F ∗(u)(Dwp/2)‖L2 <∞.
Classical Sobolev inequality now implies wp/2 ∈ L2∗ with 2∗ = 2n/(n− 2). That is, w ∈ Lq with
q = pn/(n− 2).
(ii) This is a standard estimate. In the required version it can be found in [Sal]. However,
similar versions certainly had been known much earlier, e.g., in the works of Moser, Aronson
and Serrin.
Theorem 4.9 (C1,α-Regularity) Assume that the transfer maps J∗ as well as the logarithmic
density of the measure m are differentiable in x as specified in (4.4). Then every continuous
local solution to the heat equation ∂tu =∆u on I × Ω is C1,α in t and x.
Proof: To deduce the Ho¨lder continuity, we apply the first assertion of Lemma 4.8 to each
of the partial derivatives w = Dku of the given solution u. It implies that w ∈ Lploc for some
p > 2 and thus in turn H ∈ Lploc (according to our assumptions (4.4) on the coefficients of the
Finsler structure). Finitely many iterations of this argument yield w ∈ Lqloc for q sufficiently
large in order to apply the second assertion of Lemma 4.8 which then implies Ho¨lder continuity.
Remark 4.10 If F is a smooth Finsler structure and if the logarithmic density of the measure
m is C∞, then local solutions u of the heat equation ∂tu = ∆u are C∞ in t and x outside the
set {(t, x) : Du(t, x) = 0}. On this set, however, the solutions typically will not be C2. See
Example 4.3.
5 Ricci Curvature and Heat Equation
From now on, we always assume that M is compact and that F is smooth on TM \ {0}. This
in particular implies that the uniform ellipticity condition formulated in Chapter 1 is equivalent
to the strong convexity of F (x, ·) at every x ∈M (in the sense that the matrix gij(x, ξ) in (1.1)
is positive-definite for all ξ ∈ TxM \ {0}).
We review some geometric concepts in a heuristic way, intended for nonspecialists. For further
reading and more details, we refer to [BCS] and [Sh3].
A C1-curve γ : [0, l] → M is called a geodesic if it has constant speed (i.e., F (γ, γ˙) is constant)
and if it is locally minimizing, i.e., given t ∈ [0, l], there is ε > 0 such that d(γ(s), γ(s′)) =∫ s′
s F (γ, γ˙) dτ holds for all s, s
′ ∈ [0, l] ∩ [t − ε, t + ε] with s < s′. Such γ is in fact C∞ and, for
any x ∈M and y ∈M sufficiently close to x, there is a unique minimal geodesic γ : [0, 1]→M
with γ(0) = x and γ(1) = y (i.e., d(x, y) =
∫ 1
0 F (γ, γ˙) dτ).
Given x ∈ M and ξ ∈ TxM , we define the exponential map by expx ξ := γ(1) provided there
exists a geodesic γ : [0, 1] → M with γ(0) = x and γ˙(0) = ξ. By the Hopf-Rinow theorem (cf.
[BCS, Theorem 6.6.1]), (M,F ) is forward complete if and only if expx is defined on all of TxM
for each (or some) x ∈M . In this case, any two points x, y ∈M can be connected by a minimal
geodesic from x to y.
For a unit vector v ∈ TxM , let r(v) ∈ (0,∞] be the supremum of r > 0 such that the geodesic
t 7→ expx tv is minimal on [0, r]. If r(v) < ∞, then expx(r(v)v) is called a cut point of x, and
the cut locus Cut(x) of x is defined as the set of all cut points of x. The exponential map expx
is a C∞-diffeomorphism from {tv : v ∈ TxM, F (v) = 1, t ∈ (0, r(v))} to M \ (Cut(x) ∪ {x}).
Fix a unit vector ξ ∈ TxM (i.e., F (x, ξ) = 1) and let Z be an arbitrary C∞-vector field on an
open neighborhood U of x with Z(x) = ξ and such that every integral curve of Z is a geodesic.
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A typical example is Z = ∇[d(γ(−ε), ·)] for sufficiently small ε > 0, where γ : [−ε, ε] → M is
a geodesic with γ˙(0) = ξ. Then Z induces the Riemannian structure gZ(x) := g(x,Z(x)) on
U through (1.1) (see also (1.9)), and the flag curvature K(ξ, η) of ξ and a linearly independent
unit vector η ∈ TxM is defined as the sectional curvature of the plane spanned by ξ and η with
respect to gZ (see [Sh3, Proposition 6.2.2]). Similarly, the Ricci curvature Ric(ξ) is the Ricci
curvature of ξ with respect to gZ .
Recall our arbitrarily fixed measure m on M and its representation m(dx) = e−V (x)dx1 · · · dxn
(see (2.1)). Similarly, the Riemannian volume element mZ induced from gZ has a representation
as
mZ(dx) = e
−WZ(x)dx1 · · · dxn
for some function WZ on U . Thus we can represent m(dx) = e
−VZ (x)mZ(dx) with mZ as a
reference measure and VZ = V −WZ as a weight function. We put
∂ξVZ =
d
dt
∣∣∣
t=0
VZ
(
γ(t)
)
, ∂2ξVZ =
d2
dt2
∣∣∣
t=0
VZ
(
γ(t)
)
, (5.1)
where γ : [−ε, ε]→M is the geodesic with γ˙(0) = ξ. The important observation now is that for
given ξ the quantities Ric(ξ) := RicgZ (Z,Z) as well as ∂ξVξ := ∂ξVZ and ∂
2
ξVξ := ∂
2
ξVZ do not
depend on the choice of the vector field Z (provided it has geodesics as integral curves).
The following lower Ricci curvature bound was introduced in [Oh4] inspired by the theory of
weighted Riemannian manifolds.
Definition 5.1 Let (M,F,m) be a smooth, n-dimensional Finsler manifold endowed with a
smooth measure m and let K ∈ R.
(i) We say that (M,F,m) satisfies the bound n-Ric ≥ K if Ric(ξ) ≥ K and ∂ξVξ = 0 for any
unit vector ξ ∈ TxM .
(ii) We say that (M,F,m) satisfies the bound N -Ric ≥ K for some given number N ∈ (n,∞)
if
RicN (ξ) := Ric(ξ) + ∂
2
ξVξ −
(∂ξVξ)
2
N − n ≥ K
for any unit vector ξ ∈ TxM .
(iii) We say that (M,F,m) satisfies the bound ∞-Ric ≥ K if Ric∞(ξ) := Ric(ξ) + ∂2ξVξ ≥ K
for any unit vector ξ ∈ TxM .
The infinite dimensional case (iii) corresponds to the Bakry-E´mery tensor ([BE]) and the finite
dimensional case (ii) is an analogue of Qian’s generalized one ([Qi], see also [Lo]). The most
restricted case (i) still admits a number of non-Riemannian spaces. For instance, the Busemann-
Hausdorff measure on a Finsler manifold of Berwald type satisfies ∂V ≡ 0 ([Sh1, Propositions 2.6,
2.7]). However, the existence of a measure satisfying ∂V ≡ 0 should be a strong constraint among
general Finsler manifolds, and then there is no advantage in dealing with concrete measures.
This is the reason why we consider an arbitrary measure m on M .
Theorem 5.2 Assume that N -Ric ≥ K for some pair K,N ∈ R with N ≥ dimM . Then the
Laplacian of the distance function u(x) = d(z, x) from any given point z ∈ M can be estimated
as follows
∆u(x) ≤
√
−(N − 1)K · coth
(√ −K
N − 1d(z, x)
)
(5.2)
pointwise on Mz := M \ ({z} ∪ Cut(z)) and in the sense of distributions on M \ {z}. If
K = 0, then the RHS should be interpreted as (N − 1)/d(z, x); if K > 0, then as
√
(N − 1)K ·
cot(
√
K/(N − 1)d(z, x)).
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Proof: Let us fix z ∈ M and put u(x) = d(z, x). Then outside of Mz the vector field
Z(x) := ∇u(x) is well-defined, smooth and satisfies F (x,Z(x)) = 1. Let dZ and ∆Z de-
note the Riemannian distance and the weighted Laplacian on Mz with the Riemannian metric
gZ(x) := g(x,Z(x)). Then u(x) = dZ(z, x) and ∆u(x) = ∆Zu(x) by Lemma 2.4. Hence,
estimating the Finsler Laplacian of the Finsler distance amounts to estimating the weighted
Riemannian Laplacian of the Riemannian distance function.
Due to our curvature assumption on the Finsler space (M,F,m), the weighted Riemannian space
(Mz, gz ,m) satisfies the curvature bound N -Ric ≥ K in the sense of Definition 5.1. On weighted
Riemannian spaces, the latter is known to be equivalent to a generalized Bochner inequality or
Γ2-inequality in the sense of Bakry-E´mery
Γ2(v, v) ≥ 1
N
(∆Zv)
2 +K · Γ(v, v) (5.3)
for all smooth functions v on Mz. Here Γ(v,w) = Dv(∇Zw) and
Γ2(v, v) =
1
2
∆ZΓ(v, v) − Γ(∆Zv, v),
see [BE], [Qi], [Lo]. The remarkable observation of Bakry and Qian [BQ] is the ‘self-improving
property’ of (5.3) saying that the validity of the previous estimate (for all smooth v) entails the
stronger estimate
Γ2(v, v) ≥ 1
N
(∆Zv)
2 +K · Γ(v, v) + N
N − 1
[
∆Zv
N
− Γ(v,Γ(v, v))
2Γ(v, v)
]2
valid for all smooth functions v with nonvanishing gradient. Applying the latter to u(x) = d(z, x)
and using the fact that Γ(u, u) = 1 yields
Γ2(u, u) ≥ 1
N − 1(∆Zu)
2 +K (5.4)
on Mz, where Γ2(u, u) = −D(∆Zu)(∇Zu) = −D(∆Zu)(Z).
Now let γ : [0, l) → M be any minimizing, unit speed geodesic in (M,F ) emanating from z.
Then d(z, γt) = t and γ˙t = Z(γt). Put φt = ∆u(γt) for t ∈ (0, l). Then (5.4) together with
Lemma 2.4 states
−φ˙t ≥ 1
N − 1(φt)
2 +K
on (0, l). Comparison results for ODEs then imply
φt ≤
√
(N − 1)K · cot
(√
K
N − 1(t+ t0)
)
for some t0 ≤ 0 (and the usual interpretation of the RHS if K ≤ 0). Local asymptotic for small
t implies t0 = 0. This proves the claim on the pointwise estimate of the Laplacian on Mz.
The extension to a distributional inequality, valid also on the cut locus, follows by the well-
known Calabi argument.
Corollary 5.3 Assume that N -Ric ≥ K and let u(x) = f(d(z, x)) for some nondecreasing
smooth function f : (0,∞)→ R. Then on Mz,
∆u(x) ≤ f ′′(d(z, x)) + f ′(d(z, x))√(N − 1)K · cot(
√
K
N − 1d(z, x)
)
(5.5)
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(if K > 0, with the appropriate modification on the right-hand side for K ≤ 0). Similarly, if
v(x) = h(d(x, z)) for some nonincreasing smooth function h : (0,∞)→ R. Then on Mz,
∆v(x) ≥ h′′(d(x, z)) + h′(d(x, z))√(N − 1)K · cot(
√
K
N − 1d(x, z)
)
. (5.6)
In both cases, the estimates extend to hold in the sense of distributions on all of M \ {z}.
If the function f has a smooth extension to [0,∞) with f ′(0) = 0, then the inequality (5.5) holds
on all of M in the sense of distributions. Analogously for (5.6) provided h′(0) = 0.
Proof: The first claim follows from Theorem 5.2 by simple application of the chain rule:
∆f(u) = div
(
∇f(u)
)
= div(f ′(u)∇u) = f ′(u)∆u+ f ′′(u)Du(∇u)
and the fact that Du(∇u) = 1.
For the second claim, a similar argumentation with v(x) = d(x, z) yields
∆h(v) = div
(
∇h(v)
)
= div
(− h′(v)∇(−v))
= h′(v)
(−∆(−v)) + h′′(v) ·D(−v)(∇(−v)).
Observing that v(x) =
←−
d (z, x), D(−v)(∇(−v)) = Dv(←−∇v) = 1 and (−∆(−v)) = ←−∆v, the
claim follows as before since the bound N -Ric ≥ K for (M,F,m) implies the same bound for
the Finsler space with reverse structure (M,
←−
F ,m).
It remains to prove that (5.5) holds at the origin in the sense of distributions provided f ′(0) = 0.
Without restriction, we may assume f(r) = r2. (Otherwise, choose smooth g with f(r) = g(r2)
and use chain rule.) Obviously, for u(x) = d2(z, x), the distribution ∆u assigns no mass to the
origin. (Choose ψε(x) = (1− ε−2d2(z, x))+ as test function.)
Corollary 5.4 Assume that N -Ric ≥ K and let h = h(t, r) be a smooth solution to the PDE
∂th = ∂
2
rh+ ∂rh
√
(N − 1)K · cot
(√
K
N − 1r
)
(5.7)
on (0,∞) × (0, L) (if K > 0, with the appropriate modification on the right-hand side for
K ≤ 0), where L = π
√
(N − 1)/K if K > 0 and L = ∞ else. Assume in addition ∂rh ≤ 0
on (0,∞) × (0, L) and ∂rh = 0 on (0,∞) × {0}. Then for any z ∈ M the function u(t, x) =
h(t, d(x, z)) is a subsolution to the heat equation on M . That is, ∂tu ≤ ∆u in the sense of
distributions on (0,∞) ×M \ {z}.
Example 5.5 (i) Assume that N -Ric ≥ 0. Then for any z ∈M the function
u(t, x) = t−N/2 exp
(
− d
2(x, z)
4t
)
is a subsolution to the heat equation on M .
(ii) Assume that 3-Ric ≥ −2. Then for any z ∈M the function
u(t, x) = t−3/2
d(x, z)
sinh(d(x, z))
exp
(
− t− d
2(x, z)
4t
)
is a subsolution to the heat equation on M .
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Theorem 5.6 (Cheeger-Yau Estimate) Assume N -Ric ≥ K for some pair K,N ∈ R with
N ≥ dimM and let u be a solution to the heat equation on [0,∞)×M with u(0, ·) ≥ h0(d(·, z))
for some z ∈M and some smooth decreasing function h0 on [0, L). Then
u(t, x) ≥ hK,N(t, d(x, z)) (5.8)
for all t > 0 and x ∈M where hK,N denotes the solution to the PDE (5.7) with initial condition
hK,N (0, ·) = h0 and Neumann boundary condition ∂rhK,N (·, 0) = 0.
Proof: We first observe that ∂rh0 ≤ 0 implies ∂rhK,N (t, ·) ≤ 0 for all t > 0. Then the claim
follows from the parabolic maximum principle along with Corollary 5.4.
Next, we are going to apply the above estimate to the ‘fundamental solution’ for the heat
equation on M . What we have in mind is to study pt(x, z) = Ptδz(x), the solution to the heat
equation with initial data δz. Unfortunately, Ptδz is not defined since our heat semigroup only
acts on L2(M) (or on
⋃
1≤p≤∞ L
p(M), see Theorem 3.7), but – until now – not on measures.
We thus will define pt(x, z) via approximation of the initial data δz.
For this purpose, let
ρ(z) = lim
r→0
m(B−(z, r))
cn · rn
with cn := π
n/2/Γ(n/2+1) being the volume of the n-dimensional Euclidean unit sphere. Recall
that B−(z, r) = {x ∈M : d(x, z) < r} denotes the backward open ball in M . Given K ∈ R and
n ∈ N let pK,nt (r) denote the unique solution of the above PDE (5.7) with pK,nt (r)dr → δ0(dr)
weakly as t → 0. Recall that for each fixed ζ in the model space MK,n of dimension n and
constant sectional curvature K/(n − 1) the function (t, ξ) 7→ pK,nt (d(ξ, ζ)) is a solution of the
heat equation on MK,n.
Theorem 5.7 Assume that the Finsler space (M,F,m) is compact and satisfies n-Ric ≥ K for
some K ∈ R (with n being the dimension of M).
(i) For all t > 0 and all x, z ∈M
pt(x, z) :=
1
ρ(z)
lim
ε→0
Pt−εuε(x)
exists as a monotone limit with uε(x) := p
K,n
ε (d(x, z)).
(ii) For each z ∈M the function (t, x) 7→ pt(x, z) is a solution to the heat equation on (0,∞)×
M with pt(x, z)m(dx)→ δz(dx) weakly in the sense of measures as t→ 0.
(iii) For all t > 0 and all x, z ∈M
pt(x, z) ≥ 1
ρ(z)
pK,nt
(
d(x, z)
)
.
Proof: Throughout the proof we fix K and z ∈M . (i) According to the previous theorem
Pt−sus(x) ≥ pK,nt
(
d(x, z)
)
(5.9)
for all 0 < s < t and all x ∈M . Hence, for all 0 < r < s < t
Pt−rur(x) = Pt−s (Ps−rur) (x) ≥ Pt−s
(
pK,ns
(
d(·, z)))(x) = Pt−sus(x).
This proves the monotonicity and thus the existence of the limit.
(iii) follows immediately from (5.9) as s→ 0.
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(ii) Given s > 0, for each ε ∈ (0, s) the function vε(t, x) := Pt−εuε(x) is a nonnegative solution
to the heat equation on [s,∞) ×M . Hence, in particular it satisfies the parabolic Harnack
inequality and, with |∂B−(z, r)| := (∂/∂r)m(B−(z, r)),∫
M
vε(t, x)m(dx) =
∫
M
uε(x)m(dx) =
∫ ∞
0
pK,nε (r) · |∂B−(z, r)| dr → ρ(z)
uniformly in ε ∈ (0, s) as s → 0. Thus the monotone convergence of vε(t, x) together with the
compactness of M imply uniform convergence in x as well as L2-convergence (for each fixed
t > 2s) as ε → 0. Together with the L2-contraction property of the heat semigroup this then
yields that the limit is again a solution to the heat equation on (2s,∞)×M .
The proof of the weak convergence follows easily from property (iii). Indeed, for each continuous
function f on M , bounded in modulus by C, we obtain∫
f(x)pt(x, z)m(dx) = −C +
∫
(f(x) + C)pt(x, z)m(dx)
≥ −C +
∫
(f(x) + C)
1
ρ(z)
pK,nt
(
d(x, z)
)
m(dx) → f(z)
as t → 0. Similarly, we deduce lim supt→0
∫
f(x)pt(x, z)m(dx) ≤ f(z) which then proves the
claim.
6 The Finsler Structure of the Wasserstein Space
In this chapter, we introduce the Finsler structure of the Wasserstein space over a smooth,
compact Finsler manifold. This concept goes back to Otto’s pioneering work for Euclidean
spaces ([Ot]). Our discussion follows ([Vi1] and) [AGS, §8] for Hilbert spaces and [Vi2] for
Riemannian manifolds as well.
We denote by P(M) the set of all Borel probability measures on M , and Pac(M) ⊂ P(M)
stands for the subset consisting of absolutely continuous measures with respect to m. Given
µ, ν ∈ P(M), we say that π ∈ P(M ×M) is a coupling of (µ, ν) if its marginals are µ and ν.
Definition 6.1 For µ, ν ∈ P(M), we define the L2-Wasserstein distance dW (µ, ν) by
dW (µ, ν) := inf
π
(∫
M×M
d2(x, y) dπ(x, y)
)1/2
,
where the infimum is taken over all couplings π ∈ P(M ×M) of (µ, ν). A coupling π of (µ, ν)
is said to be optimal if it attains the infimum above.
Given nonnegative functions ρ, σ ∈ L2(M) with µ := ρm, ν := σm ∈ Pac(M), consider the
coupling π of (µ, ν) given by π = diag♯(min{µ, ν})+(µ−ν)+× (ν−µ)+, where diag(x) := (x, x)
for x ∈M and (µ − ν)+(A) = max{µ(A)− ν(A), 0} for each Borel set A ⊂M . Then we have
dW (µ, ν) ≤ diam(M)
{[
(µ− ν)+ × (ν − µ)+
]
(M ×M)
}1/2
=
diam(M)
2
‖ρ− σ‖L1 ≤
diam(M)m(M)1/2
2
‖ρ− σ‖L2 .
Hence, if a curve in L2(M) ∩ Pac(M) is (locally) Lipschitz continuous as a curve in L2(M),
then it is (locally) Lipschitz continuous also as a curve in P(M). In particular, the heat flow
constructed in Theorem 3.4 starting from u0 ∈ H1(M) with u0m ∈ P(M) is locally Lipschitz
continuous on (0,∞) as a curve in P(M).
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A function ϕ :M → R is said to be d2/2-concave if there is a function ψ :M → R such that
ϕ(x) = ψc¯(x) := inf
y∈M
{d2(x, y)/2 − ψ(y)}
holds for all x ∈M . Here ψc¯ is called the c¯-transform of ψ. We similarly define the c-transform
ϕc of ϕ by ϕc(y) := infx∈M{d2(x, y)/2 − ϕ(x)}. Then ϕ ≤ (ϕc)c¯ is always true and ϕ is d2/2-
concave if and only if ϕ = (ϕc)c¯. Moreover, any d2/2-concave function is Lipschitz continuous
and twice differentiable a.e. (see [Oh3]).
We say that ϕ is d2/2-convex if −ϕ is d2/2-concave. Then the Brenier-McCann characterization
of optimal transport states the following (see [Oh4]):
Theorem 6.2 For any µ ∈ Pac(M) and any ν ∈ P(M), there exists a unique d2/2-convex
function ϕ : M → R (up to an additive constant) such that the map T (x) := expx(∇ϕ(x))
is a unique optimal transport from µ to ν in the sense that π := (IdM × T )♯µ is a unique
optimal coupling of (µ, ν). Furthermore, the curve (µt)t∈[0,1] given by µt = (Tt)♯µ with Tt(x) =
expx(t∇ϕ(x)) is a unique minimal geodesic from µ to ν.
The next lemma is an analogue of the Riemannian one in [Vi2].
Lemma 6.3 There exists a positive constant ε > 0 depending on M such that, if a C2-function
ϕ on M satisfies
sup
M
|ϕ| < ε, sup
M
F
(
∇(−ϕ)) < ε, d2
dt2
∣∣∣
t=0
[
ϕ ◦ γ(t)] ≤ ε (6.1)
along every unit speed geodesic γ, then ϕ is d2/2-concave.
Proof: Thanks to the compactness of M , there are constants c, δ > 0 such that
d2
dt2
∣∣∣
t=0
[
1
2
d2
(
γ(t), y
)] ≥ c
holds for any y ∈M and unit speed geodesic γ with d(γ(0), y) ≤ δ (see [Sh3, Remark 15.1.4] or
[Oh3]). (To be precise, the above inequality holds in the weak sense if γ(0) = y.) In particular,
the backward open ball B−(y, δ) is convex for any y ∈ M . It costs no generality to assume
δ ≤ 4. We put ε := min{δ2/4, c/2} and suppose that a C2-function ϕ satisfies the condition
(6.1) for this ε.
For each y ∈M , consider the function fy(x) := d2(x, y)/2−ϕ(x). By construction, fy is strictly
convex ((d2/dt2)|t=0(fy ◦ γ) ≥ c/2 along any unit speed geodesic γ with d(γ(0), y) ≤ δ). Given
x 6∈ B−(y, δ), we observe fy(x) ≥ δ2/4 > ϕ(y) = fy(y). Hence fy attains its minimum at a
unique point in B−(y, δ).
Fix arbitrary x ∈ M and put y = expx(∇(−ϕ)(x)). Note that d(x, y) < ε ≤ δ by assumption.
Then we have D(−d2(·, y)/2)(x) = D(−ϕ)(x) and hence Dfy(x) = 0. This implies that x is
the unique minimizing point of fy, so that ϕ
c(y) = fy(x) = d
2(x, y)/2 − ϕ(x). Therefore we
find (ϕc)c¯(x) ≤ d2(x, y)/2 − ϕc(y) = ϕ(x). As the reverse inequality is always true, we obtain
(ϕc)c¯(x) = ϕ(x) for all x ∈M , which shows that ϕ is d2/2-concave.
In particular, for fixed µ ∈ Pac(M) and any C2-function ϕ, the map T (x) := expx(∇(−cϕ)(x))
is the unique optimal transport from µ to T♯µ provided c > 0 is sufficiently small. Thus we
arrive at the following notion of tangent and cotangent spaces.
Definition 6.4 For each µ ∈ P(M), we define
TµP := {Φ =∇ϕ : ϕ ∈ C∞(M)}FW (µ,·),
T ∗µP := {α = Dϕ : ϕ ∈ C∞(M)}
F ∗
W
(µ,·)
,
24
where the closures are taken with respect to the Finsler structures (Minkowski norms) depending
on µ:
FW (µ,Φ) :=
(∫
M
F 2
(
x,Φ(x)
)
µ(dx)
)1/2
,
F ∗W (µ, α) :=
(∫
M
F ∗2
(
x, α(x)
)
µ(dx)
)1/2
.
Note that here the completion may be equally understood as forward completion or backward
completion. Indeed, since by assumption (1.2) (or (1.3)) the norms F (x, ·) and ←−F (x, ·) are
locally equivalent and we are now in a compact setting, convergence of Φn to Φ in the sense of
FW (µ,Φn − Φ)→ 0 is equivalent to convergence in the sense of FW (µ,Φ − Φn)→ 0. Similarly,
elements of TµP consist of equivalence classes of vector fields Φ1,Φ2 with FW (µ,Φ1 − Φ2) = 0
or equivalently with FW (µ,Φ2 − Φ1) = 0.
Let us remark that FW and F
∗
W are dual to each other if we define a pairing between T
∗
µP and
TµP by
〈α,Φ〉µ :=
∫
M
〈α(x),Φ(x)〉x µ(dx),
where 〈·, ·〉x denotes the natural pairing between T ∗xM and TxM . The Legendre transform
J∗W (µ, ·) : T ∗µP → TµP is defined by
α =
(
x 7→ α(x)) 7→ J∗W (µ, α) = (x 7→ J∗(x, α(x))).
Similarly to J∗, J∗W (µ, α) is the maximizer of the function
Φ 7→ 〈α,Φ〉µ − 1
2
F 2W (µ,Φ)−
1
2
F ∗2W (µ, α)
and FW (µ, J
∗
W (µ, α)) = F
∗
W (µ, α).
Recall that the relative entropy Ent(µ) of µ ∈ P(M) is defined by
Ent(µ) :=
∫
M
ρ log ρ dm ∈ (−∞,∞]
if µ = ρm ∈ Pac(M), and by Ent(µ) :=∞ otherwise. According to [St2] and [LV1], we say that
(M,F,m) satisfies the curvature-dimension condition CD(K,∞) for some K ∈ R if the relative
entropy is K-convex in the sense that any µ, ν ∈ P(M) admit a minimal geodesic (µt)t∈[0,1] from
µ to ν such that
Ent(µt) ≤ (1− t)Ent(µ) + tEnt(ν)− K
2
(1− t)tdW (µ, ν)
holds for all t ∈ [0, 1]. A similar, but more involved convexity property is used to define the
curvature-dimension condition CD(K,N) for arbitrary real numbers N ≥ 1.
Theorem 6.5 (N-Ric ≥ K equals CD(K,N), [Oh4]) For a compact, smooth Finsler space
(M,F,m), the bound ∞-Ric ≥ K in the sense of Definition 5.1 is equivalent to CD(K,∞).
More generally, N -Ric ≥ K in the sense of Definition 5.1 is equivalent to CD(K,N) in the
sense of Lott and Villani [LV2] and Sturm [St3].
We recall one striking application.
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Theorem 6.6 (Lichnerowicz Inequality, [Oh4]) Let (M,F,m) be a compact smooth Finsler
space satisfying the bound N -Ric ≥ K for some K > 0 and N ∈ [n,∞]. Then for any Lipschitz
continuous function u :M → R with ∫M u dm = 0, we have∫
M
u2 dm ≤ N − 1
KN
∫
M
F (∇u)2 dm.
In other words, with notations from (2.3),
χM ≥ K
N
N − 1 .
In the case N =∞, the constant on the RHS should be understood as K.
7 Heat Flow as Gradient Flow in the Wasserstein Space
We continue our analysis of the Wasserstein space over a smooth, compact Finsler manifold.
Using the continuity equation (7.1) below, we will see that the heat flow with respect to the
reverse Finsler structure is regarded as the gradient flow of the relative entropy. See [JKO]
for original work on Euclidean spaces and [Oh2], [Sav] and [Vi2] for related work on various
Riemannian spaces.
We first observe that the Wasserstein distance is actually interpreted as the distance associated
with the Finsler structure introduced in Definition 6.4. The next lemma is an analogue of [AGS,
Theorem 1.1.2] with a slight modification caused by the nonsymmetric distance.
Lemma 7.1 For any locally Lipschitz continuous curve (µt)t∈I ⊂ P(M) on an open interval
I ⊂ R, the (forward) metric derivative
|µ˙t| := lim
s→t
dW (µmin{s,t}, µmax{s,t})
|t− s|
exists at a.e. t ∈ I. Moreover, |µ˙| ∈ L∞loc(I) and dW (µs, µt) ≤
∫ t
s |µ˙τ | dτ holds for all s, t ∈ I
with s < t.
Proof: Take a countable dense set {νn} ⊂ {µt : t ∈ I} ⊂ P(M) and define the function
dn(t) := dW (νn, µt). Note that dn is locally Lipschitz continuous uniformly in n, so that the
function D(t) := supn d
′
n(t) is well-defined a.e. on I and D ∈ L∞loc(I). It follows from the triangle
inequality that
lim inf
s↑t
dW (µs, µt)
t− s ≥ supn lim infs↑t
dn(t)− dn(s)
t− s = D(t)
for a.e. t ∈ I. Moreover, we deduce from the density of {νn} that
dW (µs, µt) = sup
n
{dn(t)− dn(s)} = sup
n
∫ t
s
d′n dτ ≤
∫ t
s
Ddτ.
Therefore we have
lim
s↑t
dW (µs, µt)
t− s = D(t)
for a.e. t ∈ I. We similarly obtain lims↓t dW (µt, µs)/(s − t) = D(t) for a.e. t ∈ I and this
completes the proof.
Lemma 7.2 Let I ⊂ R be an open interval and (µt)t∈I ⊂ P(M) be a locally Lipschitz continuous
curve. Suppose that a Borel vector field Φ(t, x) ∈ TxM on I×M with F (Φ) ∈ L2loc(I×M,dµtdt)
satisfies the continuity equation
∂tµt + div(Φtµt) = 0
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in the weak sense that ∫
I
∫
M
{∂tψt +Dψt(Φt)} dµt dt = 0 (7.1)
for all ψ ∈ C∞c (I ×M), where Φt := Φ(t, ·) and ψt := ψ(t, ·). Then we have FW (µt,Φt) ≥ |µ˙t|
for a.e. t ∈ I.
Proof: Fix s, t ∈ I with s < t. We denote by Γ[s,t] the set of absolutely continuous curves
γ : [s, t] → M endowed with the uniform (supremum) topology, and define the evaluation map
eτ : Γ[s,t] → M at τ ∈ [s, t] by eτ (γ) := γ(τ). By virtue of [AGS, Theorem 8.2.1], there exists
a probability measure Π ∈ P(Γ[s,t]) such that (eτ )♯Π = µτ for all τ ∈ [s, t] and that Π is
concentrated on the set of curves γ solving γ˙(τ) = Φτ (γ(τ)) for a.e. τ ∈ [s, t]. Since
d2
(
γ(s), γ(t)
) ≤ (t− s)∫ t
s
F 2
(
γ(τ), γ˙(τ)
)
dτ = (t− s)
∫ t
s
F 2
(
γ(τ),Φτ (γ(τ))
)
dτ
holds for Π-a.e. γ, we see
dW (µs, µt) ≤
(∫
Γ[s,t]
d2
(
γ(s), γ(t)
)
Π(dγ)
)
1/2 ≤ (t− s)1/2
(∫ t
s
F 2W (µτ ,Φτ ) dτ
)
1/2.
Hence we have |µ˙t| ≤ FW (µt,Φt) for a.e. t ∈ I.
Theorem 7.3 Let I ⊂ R be an open interval and (µt)t∈I ⊂ P(M) be a locally Lipschitz con-
tinuous curve. Then there exists a Borel vector field Φ(t, x) ∈ TxM on I ×M with F (Φ) ∈
L∞loc(I ×M,dµtdt) satisfying the continuity equation (7.1). Moreover, such a vector field Φ is
unique up to a difference on a null measure set with respet to dµtdt and satisfies FW (µt,Φt) = |µ˙t|
a.e. t ∈ I.
Proof: Without loss of generality, we assume that I = (0, 1) and (µt)t∈I is Lipschitz continuous.
We consider the functional Ψ on the space V := {Dψ = (Dψt)t∈I : ψ ∈ C∞c (I ×M)} defined by
Ψ(Dψ) := −
∫
I
∫
M
∂tψt dµt dt.
Clearly Ψ is well-defined and linear. We equip V with the norm
F ∗V (Dψ) :=
(∫
I
∫
M
F ∗2
(
x,Dψt(x)
)
µt(dx) dt
)1/2
.
Given Dψ ∈ V , we see
Ψ(Dψ) = lim
ε↓0
∫
I
∫
M
ψ(x, t− ε)− ψ(x, t)
ε
µt(dx) dt
= lim
ε↓0
∫
I
1
ε
{∫
M
ψt dµt+ε −
∫
M
ψt dµt
}
dt.
Denote by πt,t+ε the optimal coupling of (µt, µt+ε). Taking
ψt(y)− ψt(x) = F ∗
(
x,Dψt(x)
)
d(x, y) + o
(
d(x, y)
)
into account, we deduce that
Ψ(Dψ) = lim inf
ε↓0
∫
I
1
ε
{∫
M×M
{ψt(y)− ψt(x)}πt,t+ε(dx dy)
}
dt
≤
(∫
I
∫
M
F ∗2
(
x,Dψt(x)
)
µt(dx) dt
)1/2
lim inf
ε↓0
(∫
I
dW (µt, µt+ε)
2
ε2
dt
)1/2
= F ∗V (Dψ)
(∫
I
|µ˙t|2 dt
)1/2
.
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We similarly obtain Ψ(Dψ) ≥ −F ∗V (D(−ψ))(
∫
I |µ˙t|2 dt)1/2. Hence Ψ is a bounded functional
and extended to the closure V with respect to F ∗V .
Thus we find unique α ∈ V (up to a difference on a null measure set) maximizing the functional
Ψ − F ∗2V /2 on V . We set Φt := J∗W (µt, αt) and observe by contruction that, for any ψ ∈
C∞c (I ×M), ∫
I
∫
M
{∂tψt +Dψt(Φt)} dµt dt = 0.
This is nothing but the desired continuity equation (7.1). Strict convexity of the norm squared
F ∗2V /2 ensures that α is actually a unique element satisfying (7.1).
Take a sequence {Dψ(n)}n∈N ⊂ V converging to α. Then we find
F ∗2V (α) = limn→∞
∫
I
∫
M
Dψ
(n)
t (Φt) dµt dt = limn→∞
Ψ(Dψ(n))
≤ lim
n→∞
F ∗V (Dψ
(n))
(∫
I
|µ˙t|2 dt
)1/2
= F ∗V (α)
(∫
I
|µ˙t|2 dt
)1/2
.
Combining this with Lemma 7.2 shows FW (µt,Φt) = |µ˙t| a.e. t ∈ I.
Definition 7.4 For each locally Lipschitz continuous curve (µt)t∈I ⊂ P(M), we denote by
µ˙t ∈ TµtP its tangent vector field given by Theorem 7.3.
Corollary 7.5 For any µ, ν ∈ P(M), we have
dW (µ, ν) = inf
(µt)t∈[0,1]
(∫ 1
0
F 2W (µt, µ˙t) dt
)1/2
,
where the infimum is taken over all locally Lipschitz continuous curves (µt)t∈[0,1] ⊂ P(M) with
µ0 = µ and µ1 = ν.
Proof: Recall that FW (µt, µ˙t) = |µ˙t| a.e. by Theorem 7.3. Then the inequality ≤ follows from
Lemma 7.1, and equality is attained by a minimal geodesic from µ to ν.
For µ ∈ P(M), we define the exponential map expµ : TµP → P(M) by expµ(Φ) := (expΦ)♯µ.
Given a function S on (a subset of) P(M), we say that S is differentiable at µ ∈ P(M) in
direction Φ ∈ TµP if the directional derivative
DΦS(µ) := lim
t↓0
S(expµ(tΦ))− S(µ)
t
exists. We say that S is differentiable at µ ∈ P(M) if there exists α ∈ T ∗µP such that 〈α,Φ〉µ =
DΦS(µ) holds for all Φ = ∇ϕ ∈ TµP with ϕ ∈ C∞(M). In this case, this α is denoted
by DS(µ) and called the derivative of S at µ. The gradient vector of S at µ is defined by
∇WS(µ) := J
∗
W (µ,DS(µ)).
Definition 7.6 A continuous curve (µt)t≥0 ⊂ P(M) which is locally Lipschitz continuous on
(0,∞) is called a gradient flow for S if µ˙t =∇W (−S)(µt) holds at a.e. t ∈ (0,∞).
Proposition 7.7 Take µ = ρm ∈ Pac(M) such that ρ ∈ H1(M). If − log ρ 6∈ H1(M,µ), then
−Ent is not differentiable at µ. If − log ρ ∈ H1(M,µ), then −Ent is differentiable at µ and the
gradient vector is given by
∇W (−Ent)(µ) = 1
ρ
∇(−ρ) ∈ TµP.
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In particular, its norm squared F 2W (µ,∇W (−Ent)(µ)) coincides with the Fisher information
with respect to the reverse Finsler structure
←−
F :
←−
I (µ) :=
∫
M
←−
F 2
(
x,
←−
∇ρ(x)
) 1
ρ(x)
m(dx) =
∫
M
F 2
(
x,∇(−ρ)(x)) 1
ρ(x)
m(dx).
Proof: Fix arbitrary ϕ ∈ C∞(M) and put Φ := ∇ϕ, U0 := {x ∈ M : Φ(x) = 0}. By
virtue of Lemma 6.3, the function tϕ is d2/2-convex for sufficiently small t > 0. Hence the
map Tt(x) := expx(tΦ(x)) is the unique optimal transport from µ to µt := (Tt)♯µ. We will
use some properties of Tt and µt established in [Oh4]. The map Tt is injective on a subset
of µ-full measure and µt is absolutely continuous, so that we can write µt = ρtm. The map
Tt is C∞ on M \ U0 as Tt(x) is not a cut point of x. For µ-a.e. x ∈ M , we have the Jacobian
equation ρ(x) = ρt(Tt(x))D[DTt(x)]. HereD[DTt(x)] denotes the Jacobian of the linear operator
DTt(x) : TxM → TTt(x)M with respect to m. That is to say, D[DTt(x)] := 1 if x ∈ U0, and
D[DTt(x)] :=
mTt(x)(DTt(A))
mx(A)
for x ∈M \ U0, where A ⊂ TxM is an arbitrary nonempty, bounded open set.
The change of variable formula and the Jacobian equation ρ = ρt(Tt)D[DTt] show that
Ent(µt) =
∫
M
ρt log ρt dm =
∫
M
ρt(Tt) log
(
ρt(Tt)
)
D[DTt] dm
=
∫
M
ρ log
(
ρ
D[DTt]
)
dm = Ent(µ)−
∫
M
log(D[DTt])ρ dm.
Thus we have
lim
t↓0
Ent(µ)− Ent(µt)
t
= lim
t↓0
∫
M
log(D[DTt])
t
ρ dm = lim
t↓0
∫
M
D[DTt]− 1
t
ρ dm
= lim
t↓0
∫
M
ρ− ρ(Tt)
t
D[DTt] dm = −
∫
M
Dρ(Φ) dm. (7.2)
If − log ρ ∈ H1(M,µ), then we obtain D(−Ent)(µ) = −(Dρ)/ρ = D(− log ρ) and
∇W (−Ent)(µ) =∇(− log ρ) = 1
ρ
∇(−ρ).
In the other case where − log ρ 6∈ H1(M,µ), we approximate ρ by smooth positive σ and consider
ϕ = − log σ. Then the above calculation (7.2) leads
lim sup
ν→µ
Ent(µ)− Ent(ν)
dW (µ, ν)
=∞.
Hence −Ent is not differentiable at µ.
Theorem 7.8 Let (µt)t≥0 ⊂ Pac(M) be a continuous curve which is locally Lipschitz continuous
on (0,∞), and assume that µt = ρtm with ρt ∈ H1(M) a.e. t ∈ (0,∞). Then (µt)t≥0 is a gradient
flow for the relative entropy if and only if (ρt)t≥0 is a heat flow with respect to the reverse Finsler
structure
←−
F of F .
Proof: If (µt)t≥0 is a gradient flow, then Proposition 7.7 yields that
µ˙t =∇W (−Ent)(µt) = ∇(−ρt)
ρt
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for a.e. t ∈ (0,∞). Then it follows from the continuity equation (7.1) that, for any test function
ψ ∈ C∞c ((0,∞) ×M),
−
∫ ∞
0
∫
M
ψt∂tρt dmdt =
∫ ∞
0
∫
M
∂tψt ρt dmdt = −
∫ ∞
0
∫
M
Dψt
(
∇(−ρt)
)
dmdt.
Therefore −ρt is a heat flow with respect to F or, equivalently, ρt is a heat flow with respect to←−
F .
Conversely, if (ρt)t≥0 is a heat flow with respect to
←−
F , then a similar calculation shows that
{∇(−ρt)}/ρt satisfies the continuity equation (7.1). We remark that, given 0 < t0 < t1 < ∞,
approximating ρ with smooth positive σ ∈ C∞([t0, t1]×M) and considering ψ = − log σ yields∫ t1
t0
∫
M
F 2(∇(−ρt))
ρt
dmdt
=
∫ t1
t0
∫
M
∂tρt dmdt−
∫
M
ρt1 log ρt1 dm+
∫
M
ρt0 log ρt0 dm
= Ent(µt0)− Ent(µt1) <∞.
Therefore − log ρt ∈ H1(M,µt) and µ˙t = {∇(−ρt)}/ρt = ∇W (−Ent)(µt) for a.e. t ∈ (0,∞) by
Theorem 7.3 and Proposition 7.7.
Corollary 7.9 Under the same assumptions as in Theorem 7.8, the following are equivalent:
(i) (µt)t≥0 is a gradient flow for the relative entropy on the reverse Wasserstein space (i.e., the
space of probability measures with the reverse Wasserstein distance);
(ii) (µt)t≥0 solves the ODE µ˙t = −∇WEnt(µt) on the Wasserstein space;
(iii) (ρt)t≥0 solves the heat equation on M .
Remark 7.10 (1) What is missing in Theorem 7.8 is the contraction property of the heat flow
in the Wasserstein space which is well-known in the Riemannian setting (see, e.g., [vRS] and
[Oh2]). Compare this with Corollary 3.6. As mentioned in [AGS, page 4], even the contraction
of gradient flows of (K-)convex functions on Banach spaces is still an open problem.
(2) In Theorem 7.8, the existence of the heat flow starting from given µ0 is guaranteed by
Theorem 3.4. On the other hand, as the relative entropy is K-convex if (M,F,m) satisfies the
bound ∞-Ric ≥ K (Theorem 6.5), we can argue as in [AGS, §2] or [Oh2, §5] (except right
differentiability for which we need tangent cones) to obtain a continuous curve (µt)t≥0 ∈ P(M)
which satisfies the following properties:
(i) The curve t 7→ µt is locally Lipschitz continuous on (0,∞).
(ii) For all t > 0, we have
lim
δ↓0
dW (µt, µt+δ)
δ
= FW
(
µt,∇W (−Ent)(µt)
)
,
Ent(µt) = Ent(µ0)−
∫ t
0
FW
(
µs,∇W (−Ent)(µs)
)2
ds.
Thus, in a certain sense (µt)t≥0 will be a gradient flow for the entropy. However, it is unclear
whether it is actually a gradient flow in the sense of Definition 7.6.
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8 Appendix
8.1 Proof of ∂tu ∈ H10 for global solutions on compact M
Let u be a global solution of the heat equation on a compact space M with u0 ∈ H10 (M). We
know from Theorem 3.4 that v(t, x) = ∂tu(t, x) exists for a.e. (t, x) and satisfies∫ T
0
∫
M
v2 dmdt ≤ E(u0).
For arbitrary δ ∈ R put v(δ)(t, x) = (u(t+ δ, x) − u(t, x))/δ. Then it follows from (3.10) that
∂t‖v(δ)t ‖2L2 ≤ −4κME(v(δ)t ).
Hence, for |δ| ≤ τ ≤ T
4τκM
∫ T
τ
E(v(δ)t ) dt ≤ 4κM
∫ T
0
∫ T
s
E(v(δ)t ) dt ds ≤
∫ T
0
‖v(δ)s ‖2L2 ds
=
∫
M
∫ T
0
(
1
δ
∫ s+δ
s
vt dt
)2
ds dm ≤
∫
M
∫ T+τ
0
v2t dt dm ≤ E(u0).
Therefore, the family {v(δ) : |δ| ≤ τ} is bounded in the norm
(∫ T
τ
[E(wt) + ‖wt‖2L2 ] dt
)1/2
of L2([τ, T ],H10 (M)) for any τ > 0. Reflexivity and completeness of H
1
0 (M) then imply the
existence of v˜ ∈ L2([τ, T ],H10 (M)) such that v(δ) → v˜ in the given norm. This in particular
implies convergence in L2 and thus v˜ = v. Therefore, vt ∈ H10 (M) for a.e. t with locally square
integrable norm of the derivative F ∗(Dvt). Note that we used the compactness of M only for
ensuring κM > 0.
8.2 The same for local solutions on arbitrary M
For local solutions, essentially the same arguments apply. For each open set Ω0 relatively
compact in Ω we choose another relatively compact open set Ω1 containing the closure of Ω0
and a (cut-off) function ψ ∈ H10 (Ω1) satisfying 0 ≤ ψ ≤ 1 and max{F ∗(Dψ), F ∗(−Dψ)} ≤ C
on M (for some constant C) and ψ = 1 on Ω0. For instance, we can choose ψ(x) = d(Ω1,Ω0 ∪
{x})/d(Ω1,Ω0).
Then a modification of the above calculations yields, with κ = κΩ1 and κ = (λΩ1λ
∗
Ω1
)−1
− 1
2
∂t
[ ∫
Ω1
ψ2(v
(δ)
t )
2 dm
]
=
1
δ2
∫
Ω1
(
D(ψ2ut+δ)−D(ψ2ut)
)
(∇ut+δ −∇ut) dm
=
1
δ2
∫
Ω1
ψ2(Dut+δ −Dut)(∇ut+δ −∇ut) dm
+
1
δ2
∫
Ω1
(ut+δ − ut)2ψDψ(∇ut+δ −∇ut) dm
(∗)
≥ κ
δ2
∫
Ω1
ψ2F ∗2(Dut+δ −Dut) dm
− 2Cκ
δ
‖ut+δ − ut‖L2(Ω1) ·
(∫
Ω1
ψ2F ∗2
(
1
δ
(Dut+δ −Dut)
)
dm
)1/2
≥ κ
2
∫
Ω0
F ∗2(Dv
(δ)
t ) dm−
2C2κ2
κ
‖v(δ)t ‖2L2(Ω1).
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For the inequality (∗) we use in addition to the previous argument the fact that
F
(
J∗(α) − J∗(β)) ≤ κF ∗(α− β)
which follows from our basic assumption (1.2) on F since for some intermediate point γ ∈ T ∗xM
between α and β we have
[J∗(α) − J∗(β)] · J [J∗(α)− J∗(β)] = g∗(γ)(α − β) · J [J∗(α) − J∗(β)]
which implies
F 2
(
J∗(α) − J∗(β)) ≤ F 2(g∗(γ) · (α− β))
≤ 1
λΩ1
(α− β)T · g∗(γ)T · g∗(γ) · (α− β)
≤ 1
λΩ1λ
∗2
Ω1
|α− β|2 ≤ 1
λ2Ω1λ
∗2
Ω1
F ∗2(α − β).
Hence, for |δ| ≤ τ ≤ T
c
∫ T
τ
EΩ0(v(δ)t ) dt ≤
∫ T
0
‖v(δ)s ‖2L2(Ω1) ds ≤
∫ T+τ
0
‖vs‖2L2(Ω1) ds ≤ EΩ1(u0)
with c = κτ(1+4C2κT/κ)−1. The same argumentation as before now implies that vt ∈ H1loc(Ω)
for a.e. t provided u0 ∈ H1loc(Ω).
8.3 Proof of u ∈ H2loc for local solutions
Let Ω1 ⊂ Ω be an open subset on which a global coordinate system is given. Fix k ∈ {1, . . . , n}
and put xδ = x+ δek for small δ ∈ R as well as Dδkϕ(x) = (ϕ(xδ)− ϕ(x))/δ. Observe that
Dδk(ϕψ)(x) = ϕ(x
δ)Dδkψ(x) + ψ(x)D
δ
kϕ(x)
and ∫
Ω1
ϕ(x)Dδkψ(x)m(dx) = −
∫
Ω1
D−δk ϕ(x)ψ(x)m(dx)
for all compactly supported ϕ and ψ on Ω1. If u is a solution to the heat equation then for every
test function ϕ which is compactly supported in Ω1
−
∫
(D−δk ϕ)(∂tu)e
−V m(dx)
=
∫
[D(D−δk ϕ) · J∗(Du)]e−V m(dx) = −
∫
Dϕ ·Dδk
(
J∗(Du)e−V
)
m(dx)
= −
∫ [
Dϕ(x) ·Dδk
(
J∗(Du)
)
(x)
]
e−V (x
δ)m(dx)
−
∫
[Dϕ(x) · J∗(Du)(x)]Dδk(e−V (x))m(dx).
On the other hand,
−
∫
(D−δk ϕ)(∂tu)e
−V m(dx) =
∫
ϕDδk
(
∂tu · e−V
)
m(dx)
=
∫
ϕ(x)∂t(D
δ
ku)(x)e
−V (x)m(dx) +
∫
ϕ(x)∂tu(x
δ)Dδk(e
−V (x))m(dx).
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That is,
−
∫
ϕ∂t(D
δ
ku) dm =
∫ [
Dϕ(x) ·Dδk
(
J∗(Du)
)
(x)
]
eV (x)−V (x
δ)m(dx)
+
∫
[Dϕ(x) · J∗(Du)(x)]eV (x)Dδk(e−V (x))m(dx) (8.1)
+
∫
ϕ(x)∂tu(x
δ)eV (x)Dδk(e
−V (x))m(dx).
To simplify the presentation, let us first of all treat the particular case where u is a global
solution on Ω1, i.e. u ∈ H10 (Ω1). This allows to choose ϕ = Dδku which then yields
−1
2
∂t
∫
|Dδku(x)|2m(dx) =
∫ [
Dδk(Du)(x) ·Dδk
(
J∗(Du)
)
(x)
]
eV (x)−V (x
δ)m(dx)
+
∫
[Dδk(Du)(x) · J∗(Du)(x)]eV (x)Dδk(e−V (x))m(dx)
+
∫
Dδku(x)∂tu(x
δ)eV (x)Dδk(e
−V (x))m(dx).
We will estimate each of the three terms on the right-hand side from below (or in modulus). Using
the bound |DkV | ≤ Λ from our assumption (4.4) we obtain |eVDδk(e−V )| ≤ (eδΛ− 1)/δ ≤ 2Λ for
all sufficiently small δ and thus we can estimate the second term as follows∣∣∣∣
∫
[Dδk(Du) · J∗(Du)]eVDδk(e−V ) dm
∣∣∣∣
≤ 2Λ
(∫
F ∗2(DδkDu) dm
)1/2(∫
F ∗2(Du) dm
)1/2
= 4ΛEΩ1(Dδku)1/2EΩ1(u)1/2.
The third term can be estimated as∣∣∣∣
∫
Dδku(x)∂tu(x
δ)eV (x)Dδk(e
−V (x))m(dx)
∣∣∣∣
≤ 2ΛeδΛ/2‖Dδku‖L2(Ω1)‖∂tu‖L2(Ω1).
Finally, using the bound
F
(
x, J∗(x, α) − J∗(xδ , α)) ≤ 1√
λ
|J∗(x, α) − J∗(xδ, α)| ≤ 1√
λ
δΛ√
λ∗
|α|
≤ δΛ
λ
√
λ∗
F ∗(xδ , α) =: δΛ′F ∗(xδ, α)
for all α from assumptions (1.3), (4.4) as well as the basic convexity assumption (1.5) of the
norm F ∗ with κ := κΩ1 , the first term (times e
δΛ) yields
eδΛ
∫ [
Dδk(Du)(x) ·Dδk
(
J∗(Du)
)
(x)
]
eV (x)−V (x
δ)m(dx)
≥ 1
δ2
∫
[Du(xδ)−Du(x)] · [J∗(xδ,Du(xδ))− J∗(x,Du(x))]m(dx)
≥ 1
δ2
∫
[Du(xδ)−Du(x)] · [J∗(x,Du(xδ))− J∗(x,Du(x))]m(dx)
− Λ
′
δ
∫
F ∗
(
x,Du(xδ)−Du(x))F ∗(xδ,Du(xδ))m(dx)
≥ κ
∫
F ∗2
(
x,Dδku(x)
)
m(dx)
− Λ′
∫
F ∗
(
x,Dδku(x)
)
F ∗
(
xδ,Du(xδ)
)
m(dx)
≥ 2κEΩ1(Dδku)− 2Λ′eδΛ/2EΩ1(Dδku)1/2EΩ1(u)1/2.
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Summarizing and integrating with respect to t ∈ [0, T ], we obtain
1
2
‖Dδku0‖2L2(Ω1) ≥ −
1
2
∫ T
0
∂t
[ ∫
|Dδkut(x)|2m(dx)
]
dt
≥ κ
∫ T
0
EΩ1(Dδkut) dt− C1
∫ T
0
EΩ1(ut) dt− C2
∫ T
0
‖Dδkut‖L2(Ω1)‖∂tut‖L2(Ω1) dt.
We know that
∫ T
0 ‖∂tut‖2L2(Ω1) dt = EΩ1(u0) − EΩ1(uT ) ≤ EΩ1(u0) and EΩ1(ut) ≤ EΩ1(u0) for
every t ≥ 0. Moreover,
‖Dδkut‖2L2(Ω1) =
∫
Ω1
∣∣∣∣1δ
∫ δ
0
Dkut(x+ tek) dt
∣∣∣∣
2
e−V (x)m(dx)
≤
∫
Ω1
|Dkut(x)|2e−V (x)m(dx) ≤ CEΩ1(ut).
Hence, ∫ T
0
EΩ1(Dδkut) dt ≤ C ′EΩ1(u0) <∞
uniformly in δ (provided |δ| is sufficiently small). Thus wt = Dkut = limδ→0Dδkut exists in
H10 (Ω1) for a.e. t and satisfies
∫ T
0 EΩ1(wt) dt <∞.
In order to treat the general case, let us now merely assume that u is a local solution. Given any
point in M , we find a neighborhood Ω0 and another relatively compact open set Ω1 containing
the closure of Ω0 and admitting a global coordinate system. We choose a (cut-off) function
ψ ∈ H10 (Ω1) satisfying 0 ≤ ψ ≤ 1 and F ∗(Dψ) ≤ C on M (for some constant C) and ψ = 1 on
Ω0.
Now let us put ϕ = ψ2Dδku in (8.1). Then all the integrals
∫ · · · m(dx) in the previous calcula-
tions have to be changed into
∫ · · ·ψ2(x)m(dx). In particular, the leading order term will then
be of the form
κ
∫
Ω1
F ∗2
(
x,Dδku(x)
)
ψ2(x)m(dx) ≥ 2κEΩ0(Dδku).
Moreover, due to Leibnitz rule, two additional terms will show up (from differentiating the first
factor in ϕ = ψ2Dδku with respect to D). However, these terms can easily be estimated in terms
of the above ‘leading order term’, EΩ1(u) and ‖Dδku‖L2(Ω1), cf. estimate (∗) in the previous
section. It finally implies ∫ T
0
EΩ0(Dδkut) dt ≤ CEΩ1(u0) <∞
uniformly in δ and thus Dkut ∈ H1loc(Ω) for a.e. t.
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