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ПЕРЕДМОВА 
В посібнику розглянуто базовий апарат для розробки та адаптації 
промислових комп'ютерних комплексів електроенергетичних задач, який 
забезпечується сучасними методичними рішеннями в моделюванні 
інформаційних компонент енергосистем, алгоритмічною орієнтацією на 
математику розріджених матриць і ефективними методами факторизації 
для рішення систем рівнянь великого обсягу. Функціонально матеріал 
орієнтовано для задач розрахунку, аналізу і оптимізації електричних 
режимів, оцінці стану електроенергетичних систем, еквівалентного 
моделювання, системного розрахунку с. к. з. та ін. Матеріал 
супроводжується типовими програмними реалізаціями, що забезпечують 
автоматизацію технологічних процесів в компіляції інформаційно-
обчислювальних систем. 
Навчальний посібник може бути використаний під час вивчення 
дисциплін "Алгоритмізація та програмування електроенергетичних задач", 
"Математичні задачі енергетики", "Автоматизоване та автоматичне 
управління в енергосистемах" і призначений для студентів спеціальності 
"Системи управління виробництвом і розподілом електроенергії". Матеріал 
цього навчального посібника відповідає кредитному модулю 1 "Моделі, 
методи, алгоритми і програми в промислових комп'ютерних комплексах 
рішення електроенергетичних задач" та методично забезпечує його в 
дисципліні "Алгоритмізація та програмування електроенергетичних задач". 
Автори будуть вдячні за Ваші побажання щодо змісту навчального 
посібника, які будуть використані у подальшій роботі. 
Наша адреса: м. Київ, пр. Перемоги, 37, Національний технічний 
університет України "Київський політехнічний інститут", факультет 
електроенерготехніки та автоматики. 
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1.  ВСТУП. ОСНОВНІ ПОНЯТТЯ КУРСУ 
1.1.  Розрахунок усталеного режиму. Промислова 
спрямованість 
Розрахунок усталеного режиму електричної мережі (надалі 
«розрахунок режиму») є однією з головних задач в електроенергетиці, 
вирішення якої забезпечує ефективне диспетчерське, технологічне та 
економічне керування електричними мережами всіх класів напруг  
(750, 330, 220, 110, 35, 10, 6, 0,4 кВ) для всіх організаційних структур 
електроенергетики України (НЕК «Укренерго», електроенергетичні 
системи ЕС, електропередавальні організації ЕО, споживачі 
електроенергії) [1]. 
Розрахунком режиму будемо називати визначення невідомих 
режимних характеристик електричної мережі при заданій конфігурації, при 
заданих параметрах обладнання та при заданих режимних 
характеристиках. 
Конфігурація електричної мережі містить інформацію про склад 
повітряних та кабельних ліній, про склад системних, розподільчих та 
живлячих підстанцій, про стан комутаційної апаратури в електричній 
мережі та інше. Формалізація даних про конфігурацію мережі 
реалізується через математичний апарат теорії графів [2]. 
Параметри електричної мережі забезпечують розрахунок режиму 
даними про конструктивну особливість обладнання (довжини та марки 
ліній, типи силових трансформаторів, компенсувальних пристроїв, 
реакторів тощо), а також надають для розрахунків числові значення 
моделей цього обладнання (П, Т, Г -подібні схеми заміщення ліній та 
трансформаторів; R, X, G, B, KТ – опори, провідності, коефіцієнт 
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трансформації та інше). Формалізація даних про параметри мережі 
реалізується через математичний апарат теорії матриць. При 
розрахунку режиму маємо: матрицю вузлових провідностей YS; матрицю 
опорів впливу ZS; матрицю контурних опорів Zk; матрицю Якобі в 
обчислювальних процесах методу Ньютона (далі – Ньютонівські процеси) 
тощо [3]. 
Головними режимними характеристиками є чотири вузлові 
величини, значення яких визначає модель вузла графу електричної мережі: 
P, Q, U, Θ – відповідно активна та реактивна потужність, модуль та кут 
вектору напруги.  
В розрахунках режимів можуть використовуватися функціонально 
залежні від головних інші режимні характеристики, наприклад: sIɺ , lIɺ , kIɺ  – 
відповідно струми вузлів, ліній, контурів; ∆Pl, ∆Ql, Qз, ∆QКУ – втрати 
активної та реактивної потужності у лініях, їх ємнісні зарядні потужності, 
реактивна потужність компенсувальних установок та інше. Залежні 
режимні характеристики орієнтуються на конкретні прикладні задачі 
електроенергетики, що базуються на розрахунках, аналізі та оптимізації 
режимів. 
Заданими режимними характеристиками є частина головних, 
склад яких забезпечує математично визначені системи лінійних або 
нелінійних рівнянь. Методична та алгоритмічна формалізація рішення 
цих систем базується на сучасному математичному апараті, який 
забезпечує ефективні програмні реалізації розрахунку режимів. 
Програмна реалізація розрахунків режимів виражається в реалізації 
програмних продуктів (інформаційно-обчислювальні комплекси), що є 
основою програмного забезпечення автоматизованих систем 
диспетчерського, технологічного та економічного управління. На даний 
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час в електроенергетиці України функціонують системи (без вказівки 
авторів програмного продукту): ГрафСКАНЕР, КОСМОС, РАОТВ, 
ДАКАР, АНАРЕС, РАСТР, АРЕМ та інші. Головними методичними 
характеристиками цих програмних комплексів є: 
• забезпечення розрахунків режимів електричних мереж будь-яких 
об’ємів та будь-якої конфігурації (схеми, що складаються з сотень та 
тисяч вузлів); 
• забезпечення ефективних розрахункових характеристик за витратами 
пам’яті та часу (час розрахунку – до декількох секунд); 
• забезпечення багатоваріантності режимних додатків щодо 
використання реальних моделей обладнання та їх регулювання, щодо 
орієнтації на різні інформаційні джерела (у тому числі на 
телевимірювання), щодо режимів «радника» в задачах оптимізації, 
щодо можливостей адаптації до різних мережевих структур (ЕС – 
замкнені мережі, ЕО – розімкнені або слабозамкнені мережі) та інше. 
Промислові програмні реалізації для розрахунків режимів мають 
вказану методичну направленість, використовують ефективні модельні 
компоненти, орієнтовані на професійні алгоритмічні рішення і, нарешті, 
реалізуються на сучасному апараті мовних ресурсів (стеків, списків, 
адресних структур, об’єктних черг, динамічної організації пам’яті, роботи 
з множинами, адресно-орієнтовного програмування тощо). В інших 
учбових курсах цей матеріал обмежений. У відкритому друці промислові 
реалізації також практично не висвітлюються. Курс «Алгоритмізація та 
програмування електроенергетичних задач» має за мету в зазначеній мірі 
заповнити цю інформаційно-методичну прогалину для спеціальності 
«Системи управління виробництвом і розподілом електроенергії». 
Більшість з наведених в даному посібнику рішень є авторськими. 
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1.2.  Головні методичні орієнтації 
Практично всі методи розрахунку режиму використовують 
математичний апарат розв’язання системи лінійних рівнянь СЛР. В 
наш час у всіх промислових реалізаціях тут виключені ітераційні методи, 
як неефективні та такі, що потребують спеціальних гарантій щодо 
збіжності ітераційних процесів [4]. 
Прямі методи розв’язання СЛР базуються на економних за 
розрахунком пам’яті та часу методах факторизації матриць (трикутна, 
подвійна, ортогональна тощо). 
Матриці параметрів електричних мереж (Y, Zs, Zk) відносяться до 
класу слабо заповнених. Ця властивість матриць дозволяє для підвищення 
ефективності розв’язання СЛР використовувати спеціальний 
алгоритмічний апарат для переходу від двомірного уявлення матриць до 
векторної реалізації. Тут потребуються спеціальні рішення з 
«моделювання» розріджених матриць [5].  
Алгоритмічні рішення факторизації матриць та прямі розв’язання 
СЛР у розглянутому матеріалі базуються на формальному об’єднанні 
властивостей графів та структурно-симетричних матриць, що дозволяє 
графічно інтерпретувати процеси факторизації, наглядно представляти 
рішення з реструктуризації матриць шляхом зміни її рядків і стовпців тощо. 
Загальні методи факторизації для підвищення ефективності 
розрахунків режимів в умовах різної організації електричних мереж 
(складнозамкнені, слабозамкнені, розімкнені) адаптуються до цих умов 
методом формальної редакції алгоритмів. Найбільш компактні та 
ефективні рішення знаходять зворотне відображення простих алгоритмів 
на загальні випадки моделювання графів (модель замкнено-розімкненого 
графу). 
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З загального різноманіття методів розрахунку режимів матеріал 
принципово зорієнтований на три ключові методи [6]: 
• Метод Ньютона – ключовою є матриця вузлових провідностей Y; 
• Метод Z-режим (вузловий) – метод базується на матриці опорів 
впливу Zs; 
• Метод Z-режим (контурний) – в основі методу лежить матриця 
контурних опорів Zk. 
Алгоритмам формування моделей цих матриць присвячений розділ 5 цього 
посібника. 
Особливе місце в методичній орієнтації матеріалу займає блочний 
метод подвійної факторизації, який дозволяє узагальнити структуру 
матриці Якобі в методі Ньютона і привести її до структури матриці Y, та 
метод ортогональної факторизації Гівенса, який дає формальне 
еквівалентне перетворення мережі до найпростіших форм та перспективну 
направленість щодо нових методів розрахунку режиму. 
У якості апарату програмних реалізацій обрано мову PASCAL, яка 
достатньо проста та відповідає кваліфікаційному рівню студентів, а також 
забезпечена необхідними засобами для реалізації складних алгоритмічних 
та інформаційних ситуацій. 
 
1.3.  Задачі аналізу та управління режимами  
(фіксація модулів напруг, балансування та оцінка стану 
електричних мереж, оптимізація режимів, системні 
розрахунки струмів к.з.) 
Класична методика розрахунку режимів припускає наявність двох 
типів вузлів, у яких визначені задані та невідомі режимні характеристики: 
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(P, Q, U, Θ) – вузол навантаження, де задані активна та реактивна 
потужності, а невідомими є модуль та кут вектору напруги (можливий 
інший варіант з дійсною та уявною частинами напруг); 
(P, Q, U, Θ) – балансуючий вузол (опорний по напрузі), де заданий 
вектор напруги, а невідомі його потужності. 
Матеріал даного посібника розширює функціональні можливості 
класичного підходу за наступними напрямками: 
• Моделювання електростанцій, що фіксують напругу в електричній 
мережі за рахунок регулювання своєї реактивної потужності генераторів. 
Тут виникає новий тип вузла (P, Q, U, Θ), де задано модуль напруги та 
активна потужність; 
• Регулювання реактивних потужностей вузлів за критерієм мінімуму 
сумарних втрат активної потужності. Тут використовується 
недовизначений тип вузла (P, Q, U, Θ), де задана лише активна 
потужність. Варіант розрахунку режиму відноситься до оптимізаційних 
задач. Для рішення запропоновано ефективний метод спуску за 
антиградієнтом цільової функції з використанням спрощеної слабо 
заповненої матриці Гессе [7]; 
• Оцінка стану електричної мережі за даними вимірів. Тут задіяно 
перевизначений тип вузла (P, Q, U, Θ), де визначені усі режимні 
характеристики, які можуть бути виміряні відповідним приладом. 
Оскільки, як правило, цей тип вузла та його характеристики призводять до 
порушень електротехнічних законів Ома, Кіргофа та балансу потужностей 
у мережі, задача оцінки стану зводиться до корегування виміряних 
величин, яке забезпечує мінімум суми середньоквадратичних відхилень у 
виміряних величинах з урахуванням вагових коефіцієнтів. Задача 
відноситься до оптимізаційних. Використано класичний метод оцінки 
стану, але задіяно спеціальний метод моделювання режиму мережі [8]; 
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• Розрахунок режиму у струмах за наявності трифазних к.з. 
Розрахунковий варіант ілюструє взаємозв’язок стандартних методів 
розрахунку режиму з задачами релейного захисту та автоматики. 
В оптимізаційних задачах задіяні методи чисельного 
диференціювання для розрахунку частинних похідних критеріїв 
оптимальності за відповідними режимними характеристиками. При цьому 
«реакція електричної мережі»  на обраний в процесі оптимізації 
«регулюючий вплив» визначається через моделюючу програму розрахунку 
режиму [9]. 
Методичні, алгоритмічні та програмні рішення, що викладені в 
даному матеріалі, оформлені в прикладних пакетах програм до 
лабораторних робіт з курсу «Алгоритмізація та програмування 
електроенергетичних задач» [10]. 
 
Запитання для самоперевірки 
1. Що таке розрахунок усталеного режиму електричної мережі і які вихідні дані 
необхідні для його виконання? 
2. Назвіть основні вимоги до сучасних програмних комплексів розрахунку режимів 
електричних мереж. 
3. На яких ключових методах розрахунку режимів базуються сучасні програмні 
комплекси? Який математичних апарат в них використовується? 
4. Які головні параметри моделей електричних мереж і які відомі їх режимні 
характеристики? 
5. Яким може бути склад заданих та невідомих режимних характеристик у вузлі? Що 
вони моделюють і для яких задач застосовуються? 
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2.  АПАРАТ РОЗРІДЖЕНИХ (СЛАБОЗАПОВНЕНИХ) 
МАТРИЦЬ 
2.1.  Взаємозв’язок мережевих графів та  
структурно-симетричних матриць 
Режимні електроенергетичні задачі й математичний апарат їх 
вирішення в промислових комп’ютерних реалізаціях базується на методах 
теорії матриць та топологічних графів, де граф – об’єкт, що складається з 
набору вузлів і гілок, які пов’язують ці вузли. Вузли і гілки мають власні 
скалярні характеристики. Кожному графові відповідає унікальна матриця, 
а кожній матриці відповідає унікальний граф. 
На рис. 2.1, 2.2 показані приклади взаємозв’язку графів та матриць. 
Рис. 2.1 представляє відображення 7-вузлового графу у відповідну йому 
матрицю розмірності 7х7. На рис. 2.2 реалізується обернене відображення 
матриці 5-го порядку в граф, який складається з п’яти вузлів. 
 
 
Рис. 2.1.  Відображення графу (7 вузлів) в матрицю (розмірність 7х7) 
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Рис. 2.2.  Відображення матриці (розмірність 5х5) в граф (5 вузлів) 
 
На рисунках символом «Х» позначені ненульові значення елементів 
матриць, які відповідають визначеним числовим параметрам вузлів та 
гілок графу. Розглядаючи структуру матриць, слід зазначити, що вони є 
структурно симетричними. Якщо числові значення параметрів aij = aji, то 
матимемо симетричну матрицю. 
 
2.2.  Базова термінологія щодо графів та матриць 
Запропонована термінологія не претендує на системність, а визначає 
область термінів, які використовуються в подальшому матеріалі посібника. 
Графи бувають замкнені і розімкнені. Сукупність гілок, які 
зв’язують два довільні вузли, називається трасою, в розімкнених графах 
маємо однозначне рішення, а в замкнених можливе різноманіття. Ярусом 
вузла називається перелік усіх гілок, що відходять від нього. Може бути 
неповний ярус, якщо деякі гілки вже увійшли до ярусу іншого вузла. 
Можливий ярус другого порядку – це перелік гілок, які сполучають вузли 
ярусу першого порядку. У графах можна виділити його вершину та 
дерево гілок, які зв’язують вершину з іншими вузлами графу. Замкнений 
граф можна перетворити на розімкнений, розрізавши незалежні контури. 
Розріз є контурною характеристикою графу. Радіусом живлення вузла 
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називається траса, що сполучає цей вузол з вершиною дерева. Можливі 
орієнтовані графи, в яких параметри гілок залежать від напряму руху по 
графові. Орієнтованим графам відповідає структурно-несиметрична 
матриця. На рис. 2.3, 2.4 наведені приклади розглянутих структурних 
компонент графу. 
 
Рис. 2.3.  Яруси вузла 1 першого та другого порядку 
 
 
Рис. 2.4.  Перетворення замкненого графа в розімкнений 
 
Матриці можуть бути елементарними. Простою елементарною 
матрицею є діагональна матриця. Можливі елементарні матриці, де 
значущі елементи розташовані тільки на головній діагоналі і в одному 
стовпці або рядку. Таким матрицям відповідає граф типу "зірка". Широко 
поширені тридіагональні матриці, в яких значущі елементи розташовані 
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тільки на головній і двох суміжних діагоналях. Цій матриці відповідає 
граф "радіаль". Можливі трикутні матриці – верхня і нижня. Якщо 
головна діагональ виділяється окремою компонентою, матимемо неповні 
трикутні матриці. Кожну структурно-симетричну матрицю (А) можна 
представити у вигляді суми A=D+V+H. На рис. 2.5, 2.6 показані приклади 
взаємозв’язку графів та матриць типу «зірка» та «радіаль». Рис. 2.7 
визначає типові компоненти структурно-симетричних матриць. 
 
Рис. 2.5.  Граф типу «зірка» – елементарна матриця 
 
Рис. 2.6.  Граф типу «радіаль» – тридіагональна матриця 
 
 
Рис. 2.7.  Компоненти структурно-симетричної матриці 
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Структурно-симетричні матриці, для яких кількість ненульових 
елементів (гілки графа, що реально існують) значно менша кількості 
елементів, рівних нулю, називаються слабо заповненими або 
розрідженими матрицями. Авжеж, зберігання в комп’ютері таких матриць 
в двовимірних форматах A[i,i] приводить до непродуктивних витрат 
пам’яті. Можливі інші форми зберігання розріджених матриць, значно 
більш ефективні за витратами пам’яті. Будемо називати ці форми 
моделями двовимірних розріджених матриць. Таким чином, модель 
матриці – це сукупність інформаційних масивів (векторів), в яких в 
пам’яті комп’ютера зберігаються параметри матриці і конфігураційні 
характеристики графа. Адресація до елементів модельованої двовимірної 
матриці є специфічною і визначається алгоритмічними рішеннями в її 
моделі. 
 
2.3.  Комп’ютерні моделі графів розріджених матриць 
(вихідна ISM, індексна INM, індексно-циркулярна ICM). 
Оцінка ефективності 
Початкова модель графа (ISM) складається з трьох векторів: NS – 
найменування вузлів; NN, NK – найменування початків і кінців гілок. Всі 
імена, як правило, текстові величини, що надають користувачеві 
семантичний зв’язок з реальними фізичними об’єктами. Початкова модель 
практично оптимальна за витратами пам’яті, але непридатна для реалізації 
математичних алгоритмів. Єдина її роль – це технологічна функція для 
користувача при кодуванні вихідних графів. При програмуванні 
алгоритмів електроенергетичних задач потрібен автоматичний перехід від 
початкової моделі до інших ефективних рішень моделювання. 
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На рис. 2.8 представлений граф з текстовою ідентифікацією вузлів 
(Захід, Північ, Центр, …) та його вихідна модель. 
 
Рис. 2.8.  Приклад моделі вихідної матриці (ISM) 
 
Індексна модель графа (INM). Тут кожен вузол графа автоматично 
отримує конкретний номер – індекс. В подальшому ці індекси будуть 
відповідати рядкам і стовпцям матриці графу. Відзначимо, що ця 
індексація первинно залежить від початкової моделі ISM. Наприклад, 
вузол «Південь» має індекс 2, вузол «Північ» – 5. Індексна модель INM 
характеризується двома масивами: IN (або JN) – індекси початку гілок;  
JK – індекси кінців гілок. У цих векторах індекси підкоряються вимозі  
IN < JK. 
Проінтерпретуємо граф (рис. 2.8) як схему електричної мережі з 
підстанціями (Захід, Північ, Центр, …) і заданими провідностями гілок. 
Повна електрична мережа при цьому буде характеризуватися матрицею 
вузлових провідностей Y. На рис. 2.9 представлені результати переходу від 
вихідної моделі графа (ISM) до його індексної форми (INM). Форма INM 
розширена одновимірними масивами числових параметрів (D, V, H), які 
відповідають структурним компонентам матриці Y. Введено дві кількісні 
характеристики: KP – кількість пунктів або вузлів (порядок матриці); KL – 
кількість гілок або кількість ненульових елементів у верхній або нижній 
трикутній матриці. 
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Рис. 2.9.  Приклад індексної моделі (INM) для матриці провідностей електричної схеми 
 
Індексна модель дозволяє істотно скоротити об’єми пам’яті для 
зберігання матриць і прискорити процеси математичних операцій з ними. 
Для орієнтовної оцінки ефективності індексної моделі за витратами 
пам’яті вважатимемо, що кожен вузол графу пов'язаний з 3 іншими 
вузлами (заповненість дуже значна). Це означає, що в кожному рядку 
матриці буде 4 елементи. Оцінку будемо виконувати для промислової 
схеми, яка вміщує приблизно 1000 вузлів. Коефіцієнт ефективності за 
витратами об’ємів пам’яті, буде рівним KV = V1 / V2, де V1, V2 – відповідно 
витрати пам’яті для квадратної матриці та її індексної моделі. Маємо 
розрахункові формули: 
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V1 = KP2;   V2 = KP + 4KL; 
KL = 3KP / 2;   V2 = 7KP; 
KV = KP / 7. 
Для обраних умов: KV =1000 / 7 ≈ 100 разів. 
Для орієнтовної оцінки ефективності індексної моделі за витратами 
часу оберемо типову матричну операцію – множення матриці на вектор. 
На рис. 2.10 представлені мнемонічна схема цієї операції та стандартна 
програмна реалізація електротехнічної матричної залежності 
[Y] · [U] = [ I ] , 
де  [Y] – матриця вузлових провідностей розрахункової схеми;  
[U], [ I ] – відповідно вектори напруги та струмів вузлів. 
 
Рис. 2.10.  Програма стандартного множення матриці на вектор 
 
На рис. 2.11 представлені мнемонічна схема множення матриці на 
вектор при використанні індексної моделі (INM) та спеціальна програмна 
реалізація. Відзначимо, що кожен елемент матриці множиться 1 раз. Для 
складання програми потрібно послідовно вибирати ненульові елементи 
(верхньої і нижньої трикутних матриць) і визначати, на який елемент 
вектору напруг його необхідно помножити. 
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Рис. 2.11.  Програма множення матриці на вектор (модель INM) 
 
У програмі цикл {1} реалізує множення діагональних елементів 
матриці на елементи вектора. Цикл {2} здійснює множення лише 
ненульових елементів верхньої та нижньої трикутних матриць на 
відповідні числа вектора. Коефіцієнт ефективності за витратами часу буде 
рівним KТ = t1 / t2, де t1, t2 – відповідно витрати часу двох програм 
(рис. 2.10, 2.11). Умовно вважаємо, що на операції «=», «·», «+», а також на 
організацію циклу («for») витрачається одиниця часу. Маємо формули: 
t1 = KP · (1 + 1 + KP·(1+3)) = 4KP2 + 2KP; 
t2 = KP · (1+2) + KL·(1+3+3) = 3KP + 7KL = 3KP + 7·3KP/2 = 13.5KP. 
При схемі в 1000 вузлів маємо KТ = 4002 / 13.5 ≈ 300 разів. 
Таким чином, індексна модель розріджених матриць за об’ємом 
пам’яті та за часом роботи значно ефективніша, ніж програмні реалізації з 
двовимірними матрицями. 
 
Індексно-циркулярна модель розрідженої матриці (ICM) [11] 
виходить з індексної моделі шляхом заміни вектору IN на вектор INS, який 
міститиме спискові структури рядків матриці. Крім того, додається вектор 
KI, який реалізує входи в спискові структури. Зазначимо, що спискова 
структура – це алгоритмічна організація ряду елементів, які в пам’яті 
 23 
розкидані хаотично, але мають загальну критерійну ознаку та 
алгоритмічно зв’язані в послідовність методом адресних або індексних 
посилань. У списку кожен елемент повинен мати своє посилання на 
наступний, останній елемент матиме посилання, рівне нулю. На рис. 2.12 
наведений приклад формування індексно-циркулярної моделі (ICM). 
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Рис. 2.12.  Приклад формування індексно-циркулярної моделі ICM 
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На рис. 2.13 представлений типовий алгоритм безпошукового 
перегляду рядків матриці, його програмна реалізація та моделювання 
вибірки елементів другого рядка (k=2). 
 
Рис. 2.13.  Типовий алгоритм перегляду рядків матриць V або стовпців матриці H 
 
Робота з ICM забезпечує оптимальну безпошукову вибірку елементів 
будь-якого рядка верхньої трикутної матриці або стовпців нижньої 
трикутної матриці. 
 
2.4.  Приклади алгоритмів та програм розв’язання 
трикутних систем лінійних рівнянь СЛР 
Системи лінійних рівнянь в структурі розріджених матриць (D, V, H) 
математично визначаються виразами: 
(D+V)B* = B (з верхньою трикутною матрицею); 
(D+H)B* = B (з нижньою трикутною матрицею), 
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де B, B*
 
– фізично один і той же вектор: в початковому стані – вектор 
правих частин, в кінцевому – вектор невідомих. На рис. 2.14, 2.15 
розглянуті розрахункові формули розв’язання СЛР. 
*
1 1 11/b b D=
* *
2 2 21 1 22( ) /b b h b D= − ⋅
* * *
3 3 31 1 32 2 33( ) /b b h b h b D= − ⋅ − ⋅
 
Рис. 2.14.  Розв’язання СЛР з нижньою трикутною матрицею (H) 
* * *
2 2 2, 1 1 2, 2, 2( ) /n n n n n n n n n nb b V b V b D− − − − − − − −= − ⋅ − ⋅
* *
1 1 1, 1, 1( ) /n n n n n n nb b V b D− − − − −= − ⋅
* /
n n nn
b b D=
 
Рис. 2.15.  Розв’язання СЛР з верхньою трикутною матрицею (V) 
 
У загальному випадку формули мають вигляд: 
( )* *k k ki i kkb b v b D= − ⋅∑  (верхня трикутна матриця); 
( )* *k k kj j kkb b h b D= − ⋅∑  (нижня трикутна матриця). 
Алгоритми і програми розв’язання трикутних СЛР представлені на 
рис. 2.16, 2.17. Матеріал рисунків можна прокоментувати наступним 
чином: 
1. Розв’язання трикутних систем практично дублюється. 
2. В кожній реалізації є два вкладених цикли {1}, {2}: 
• зовнішній цикл рухається по рівняннях і має довжину КР; 
• внутрішній цикл рухається по ненульових елементах трикутної 
матриці і має довжину KL. 
3. Алгоритми відрізняються: 
• для верхньої трикутної матриці – цикл у зворотному напрямку; 
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Рис. 2.16.  Розв’язання СЛР з нижньою трикутною матрицею (індексна модель INM) 
 
 
Рис. 2.17.  Розв’язання СЛР з верхньою трикутною матрицею (індексна модель INM) 
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• в кожному алгоритмі використовуються свої трикутні матриці: H або 
V; 
• перевірка приналежності елементу до k-го рядку або стовпця 
здійснюється за індексом j – для нижньої трикутної матриці, за 
індексом i – для  верхньої трикутної матриці. 
4. В обох алгоритмах внутрішній цикл є неефективним. 
Висновок: модель INM для великих об’ємів лінійних трикутних систем 
неефективна через необхідність циклічного пошуку. Потрібні інші 
рішення. 
Недоліки моделі INM в алгоритмах та їх програмній реалізації для 
розв’язання трикутних СЛР усуваються, якщо перейти до використання 
індексно-циркулярної моделі ICM. При цьому структура алгоритмів 
зберігається, але внутрішній цикл заміщується рухом за списком кожного 
рядку. Алгоритм розв’язання СЛР для верхньої трикутної матриці 
показано на рис. 2.18. 
Рис. 2.18.  Розв’язання СЛР з верхньою трикутною матрицею  
(індексно-циркулярна модель IСM) 
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Реалізація рішень в системах з нижньою трикутною матрицею та 
розробленою формою (ICM) ускладнена, тому що ця форма орієнтована на 
автоматизацію перегляду рядків матриці V, а необхідно вибирати 
елементи рядків H (рис. 2.19). 
 
Рис. 2.19.  Можливості перегляду рядків форми ICM та необхідність в розв’язанні СЛР 
 
Проте, можливість руху за стовбцями матриці H, що забезпечується 
діючою формою ICM, дозволяє реалізувати задачу, але іншим 
математичним методом. Використовуємо метод послідовної корекції 
вектору правих частин. Приклад послідовності операцій методу 
представлено на рис. 2.20. 
Звернемо увагу на те, що тут корекція проводиться з використанням 
стовпця нижньої трикутної матриці. Алгоритм цього методу 
формалізовано на рис. 2.21. Наявність процедур розв’язання СЛР з 
верхньою і нижньою трикутними матрицями дозволяє перейти до 
реалізації задачі Q(LU)-факторизації. 
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Рис. 2.20.  Приклад розв’язання СЛР з нижньою трикутною матрицею  
методом послідовної корекції вектору правих частин 
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Рис. 2.21.  Алгоритм розв’язання СЛР з нижньою трикутною матрицею  
(індексно-циркулярна модель IСM) 
 
Запитання для самоперевірки 
1. Опишіть взаємозв'язок між мережевими графами та структурно-симетричними 
матрицями. Що таке індексація графа? 
2. Що називають ярусом вузла І та ІІ рангу, радіусом живлення, трасою, деревом 
графу? 
3. Якими можуть бути матриці за своєю структурою? 
4. Що таке комп’ютерна модель матриці? Які моделі використовуються для 
моделювання електричних мереж? 
5. З яких векторів складаються початкова, індексна та індексно-циркулярна моделі 
матриць? Що таке спискова алгоритмічна структура? 
6. Як можна оцінити ефективність моделей розріджених матриць? 
7. Наведіть алгоритми розв’язання СЛР за допомогою індексної та індексно-
циркулярної моделей матриці. Які з них більш ефективні і чому? 
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3.  АЛГОРИТМІЗАЦІЯ ТА ПРОГРАМУВАННЯ 
РОЗВ’ЯЗАННЯ СИСТЕМ ЛІНІЙНИХ РІВНЯНЬ МЕТОДАМИ 
ФАКТОРИЗАЦІЇ РОЗРІДЖЕНИХ МАТРИЦЬ 
3.1.  Загальний метод трикутної факторизації матриць 
(розв’язання СЛР)  
Є лінійна система рівнянь: A·x = B.
 
Матрицю А можна розкласти на 
дві трикутні матриці: A = L·U, де L – нижня трикутна матриця; U – верхня 
трикутна матриця. Загальне рішення розбивається на дві відомі трикутні 
системи: 
  
 
   
*
** *
 L Y B L B B
  
U X Y U B B
⋅ = ⋅ = 
→ 
⋅ =
⋅ = 
 , 
де B, B*, B** – одне і те ж саме поле пам’яті для послідовних станів 
вектору правих частин. 
Аналогічно, не виділятимемо окремих масивів для трикутних 
матриць. Якщо матриця А представлена у вигляді компонент D, V, H, 
маємо перетворення (рис. 3.1). 
 
Рис. 3.1.  Перетворення вихідних компонент D, V, H в трикутній факторизації 
 
Процес факторизації виконується за КР–1 кроків. На кожному кроці 
факторизації (поточна структура матриці A(Q) показана на рис. 3.2) 
корегується розв’язувальний рядок і субматриця згідно формул: 
*
kj kj kka a a= ; 
* *
ij ij ik kja a a a= − ⋅ . Величини аkk, аik не корегуються. 
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* /kj kj kka a a=
* *
ij ij ik kja a a a= − ⋅
 
Рис. 3.2.  Поточна структура матриці A(Q) на k-тому кроці факторизації 
 
Слід звернути увагу на два моменти. Якщо аkj = 0, аik = 0, то *ij ija a=  
(не змінюється). Якщо аij = 0, але аik, аkj ≠ 0, маємо так звані нові 
заповнення. Тимчасово вважатимемо, що нові заповнення відсутні. Для 
цих умов стандартна програмна реалізація трикутної факторизації для 
квадратних матриць наведена на рис. 3.3. 
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Рис. 3.3.  Стандартна програмна реалізація трикутної факторизації для квадратних 
матриць 
 
У варіанті (б) скорочений другий внутрішній цикл, а корекція 
діагональних елементів субматриці перенесена у верхній цикл. В наведеній 
реалізації можна виділити три групи елементів, що корегуються: 
(1) – елементи розв’язувального рядку; 
(2) – діагональні елементи субматриці; 
(3) – недіагональні елементи субматриці. 
При використанні моделі ICM корекція елементів першої та другої  
групи реалізується в стандартному циклі перегляду конкретного рядку.  
Алгоритм наведений на рис. 3.4. Для корекції елементів третьої групи  
потрібний алгоритмічний пошук. Сенс пошуку розглянемо на мнемонічній  
схемі (рис. 3.5). 
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Рис. 3.4.  Алгоритм корекції елементів першої та другої груп 
 
Рис. 3.5.  Мнемосхема для корекції елементів третьої групи 
 
Рядки, що корегуються, вибираються за індексами (J0, J1, J2, J3, …) 
ненульових елементів в дозвільному рядку, а вхід в ці рядки, згідно 
адресації у списки моделі ICM, здійснюється операціями KI[J0], KI[J1], 
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KI[J2], KI[J3], … . Надалі виконується перегляд обраного рядку, та в ньому 
для корекції вибирають тільки елементи з індексами стовпця J1, J2, J3, … 
Розглядаючи мнемосхему (рис.3.5), можна стверджувати, що в алгоритмі 
повинні використовуватися три спискові фіксатори: 
L0 – фіксатор по дозвільному рядку (основний) до кінця списку; 
L1 – фіксатор по дозвільному рядку від L0 до кінця; 
L2 – фіксатор по паралельному рядку, де знаходяться елементи, що 
корегуються. 
Формалізована мнемосхема переглядів та пошуку елементів 
субматриці, що корегуються, яка зберігається згідно моделі ICM, показана 
на рис. 3.6. Формальні входи в списки з фіксаторами L0, L1, L2, вибірка 
індексів стовпців та переходи в списках визначаються формулами: 
L0 = KI[k], J0 = JK[L0], L0 = INS[L0], 
L1 = INS[L0], J1 = JK[L1], L1 = INS[L1], 
L2 = KI[J0], J2 = JK[L2], L2 = INS[L2]. 
 
Рис. 3.6.  Формальна мнемосхема пошуку елементів третьої групи при  
використанні ICM 
 
Умовою необхідності корекції елементу є рівність індексів: J1 = J2. 
Взаємозв’язані фрагменти алгоритму показані на рис. 3.7. 
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Рис. 3.7.  Алгоритм пошуку елементів третьої групи та їх корекції 
 
Слід зазначити, що в циклі порівняння J1 = J2 зациклення неможливе 
завдяки відсутності нових заповнень. Повний алгоритм факторизації 
показаний на рис. 3.8. 
Коментарі до алгоритму (рис. 3.8): 
• Цикл за кроками факторизації від 1 до КР–1 відзначений позиціями 1, 3, 
4; 
• Цикл корекції елементів І та ІІ групи (дозвільний рядок, діагональні 
елементи субматриці) відзначений позиціями 2, 5, 8, 11, 12; 
• Корекція елементів ІІІ групи реалізується усіма іншими позиціями 
згідно з розглянутим алгоритмом. Порівняння «J1 = J2» замінене на 
«JK[L1]=JK[L2]». 
Програмна реалізація алгоритму наведена на рис. 3.9. 
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Рис. 3.8.  Алгоритм факторизації Q (LU) (загальні рішення) 
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begin 
    for k:=1 to KP-1 do begin 
        L:=KI[k]; 
        while L>0 do begin 
            J:=JK[L]; 
            V[L]:=V[L]/D[k]; 
            D[J]:=D[J]-V[L]*H[L]; 
            L:=INS[L]; 
        end; 
        L0:=KI[k]; 
        while L0>0 do begin  
            J0:=JK[L0]; 
            L1:=INS[L0]; 
            L2:=KI[J0]; 
            while L1>0  do begin 
              while JK[L1]<>JK[L2] do L2:=INS[L2]; 
              V[L2]:=V[L2]-V[L1]*H[L0]; 
              H[L2]:=H[L2]-V[L0]*H[L1]; 
              L1:=INS[L1]; 
            end; 
        L0:=INS[L0]; 
        end; 
    end; 
end; 
Рис. 3.9.  Програмна реалізація алгоритму факторизації Q(LU) (загальні рішення) 
 
Для засвоєння порівняно складного алгоритму трикутної 
факторизації на базі моделі ІСМ розріджених матриць виконаємо його 
моделювання. Нехай є граф, що складається з 5 вузлів і має конкретні 
числові параметри (рис. 3.10). 
 
Рис. 3.10.  Граф та матриця прикладу трикутної факторизації 
 
Чотири кроки факторизації з квадратною матрицею (для чисельного 
контролю) та отримані в результаті трикутні матриці (L, U) наведені на 
рис. 3.11. 
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Рис. 3.11.  Чотири кроки факторизації та отримані трикутні матриці L, U 
 
 Модель ІСМ та перший крок трикутної факторизації представленого 
графу за алгоритмом (рис. 3.8) реалізовані на рис. 3.12. Розв’язання 
системи лінійних рівнянь на основі трикутної факторизації реалізується 
раніше розглянутими процедурами розв’язання СЛР з верхньою і нижньою 
трикутною матрицею. Метод трикутної факторизації має недолік: при 
початкових симетричних матрицях, коли логічно зберігати тільки одну 
верхню матрицю, метод вимушений використовувати обидві, оскільки 
L ≠ U. 
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Рис. 3.12.  Моделювання першого кроку трикутної факторизації згідно  
алгоритму рис. 3.8 
 
3.2.  Загальний метод подвійної факторизації матриць 
(розв’язання СЛР) 
Є лінійна система рівнянь: A · x = B з рішенням x = A-1 · B [12, 13]. 
Матрицю A-1  можна представити у вигляді факторизованого добутку 
x = (U1 · U2 · … · Un–1 · Ln · Ln–1 · … · L1) · B, 
де Ui, Li – елементарні матриці. 
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Розв’язання СЛР зводитиметься до послідовного множення вектора правих 
частин (В). Матриці Ui містять на головній діагоналі одиниці та мають 
значущі елементи тільки в і-тому рядку. Матриці Li містять на головній 
діагоналі одиниці та мають значущі елементи тільки в і-тому стовбці, що 
включає в себе діагональний елемент. Вихідні, проміжні та кінцеве 
значення вектора В (рішення системи) розміщуються в одному полі 
пам’яті. Аналогічно, вихідне поле матриці А повинно містити результат її 
подвійної факторизації (рис. 3.13). 
 
 
Рис. 3.13.  Перетворення вихідних компонент D, V, H в подвійній факторизації 
 
При перетворенні на кожному кроці подвійної факторизації (всього КР 
кроків) реалізуються формули: *kk kka 1/ a= ; * *ik ik kka a a= − ⋅ ; * *ij ij ik kja a a a= + ⋅ ; 
* *
kj kj kka a a= − ⋅ . В програмній реалізації доцільно одночасно корегувати 
елементи дозвільного стовпця і дозвільного рядка, але при цьому 
необхідно замінити формулу: * * *ij ij ik kj kka a a a a= − ⋅ ⋅ . 
Аналогічно алгоритму трикутної факторизації, розглянутому в 
розділі 3.1, маємо три групи елементів: 
(1) – елементи дозвільного рядка і дозвільного стовпця; 
(2) – діагональні елементи субматриці; 
(3) – недіагональні елементи субматриці. 
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Всі елементи корегуються згідно приведеним формулам. Алгоритм 
подвійної факторизації з використанням моделі ІСМ для розріджених 
матриць наведений на рис. 3.14.  
На рис. 3.14а наведено приклад подвійної факторизації для графу 
(рис. 3.10) та результуюче значення ICM. 
 
 
Рис. 3.14.  Алгоритм подвійної факторизації (загальне рішення) 
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Рис. 3.14а.  Приклад подвійної факторизації матриці рис. 3.10 
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Коментарі до алгоритму (рис. 3.14): 
• Цикл за кроками факторизації відзначений пунктами 1, 3, 4; 
• Цикл корекції І і ІІ груп 2, 5, 8, 11, 12. Діагональний елемент корекції в 
пункті 2. Тут же початковий діагональний елемент записується в змінну 
DD. В пункті 11 корегуються елементи І і ІІ групи; 
• Всі інші компоненти забезпечують корекцію недіагональних елементів 
субматриці. У формулі 18 реалізована ця корекція. 
Програмна реалізація алгоритму подвійної факторизації 
представлена на рис. 3.15. 
 
begin 
    for k:=1 to KP do begin 
       DD:=D[k]; 
       D[k]:=1/D[k]; L=KI[K] 
       while L>0 do begin 
          J:=JK[L]; 
          H[L]:=-H[L]*D[K]; 
          D[J]:=D[J]+H[L]*V[L]; 
          V[L]:=-V[L]*D[k]; 
          L:=INS[L]; 
       end; 
       L0:=KI[k]; 
       while L0>0 do begin 
          J0:=JK[L0]; 
          L1:=KI[J0]; 
          L2:=INS[L0]; 
          while L1>0 do  begin 
              while JK[L1]<>JK[L2] do L2:=INS[L2]; 
              V[L2]:=V[L2]-V[L1]*H[L0]*DD; 
              H[L2]:=H[L2]-H[L0]*V[L1]*DD; 
              L1:=INS[L1]; 
          end; 
          L0:=INS[L0]; 
       end; 
    end; 
end; 
Рис. 3.15.  Програмна реалізація алгоритму подвійної факторизації (загальні рішення) 
 
Для розв’язання СЛР на основі подвійної факторизації з 
застосуванням моделі ІСМ необхідно сформулювати розрахункові операції 
множення вектора (В) на чергові елементарні матриці (Li, Ui). На рис. 3.16 
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представлене таке рішення для елементарної матриці Lk, а також 
наведений повний алгоритм множення на сукупність  
(…
 
Ln · Ln–1 · … · L1) · B. 
 
Рис. 3.16.  Формалізація множення на елементарну матрицю Lk та повний алгоритм 
множення на сукупність (…
 
Ln · Ln–1 · … · L1) · B 
 
Розрахунковий процес реалізує рух за списковою структурою k-го 
стовпця та використовує алгоритмічні формули: 
B[J] = B[J] + H[L] · B[K]; 
B[K] = D[K] · B[K]. 
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На рис. 3.17 аналогічно наведене сформульоване рішення для 
елементарної матриці Uk, а також представлений повний алгоритм 
множення на сукупність (U1 · U2 · … · Un–1 …) · B. 
 
Рис. 3.17.  Формалізація множення на елементарну матрицю Uk та повний алгоритм 
множення на сукупність (U1 · U2 · … · Un–1 …) · B 
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Відзначимо, що переглядаючи рядок елементарної матриці Uk, 
необхідно скорегувати тільки один k-й елемент вектора В за 
алгоритмічною формулою 
B[K] = B[K] + V[L] · B[J]. 
Таким чином, результат розв’язання СЛР знаходиться у векторі B. 
Повний алгоритм розв’язання СЛР показаний на рис. 3.18. 
 
 
Рис. 3.18.  Алгоритм розв’язання СЛР на основі подвійної факторизації  
(загальні рішення) 
 
Коментарі до алгоритму (рис. 3.18): 
• Цикл руху за матрицями L представлено пунктами 2, 14, 15; 
• Цикл руху за матрицями U відзначено пунктами 12, 16, 17; 
• Цикл корекції вектору B при множенні на L відзначений пунктами 1, 4, 
6, 8, 10, 11; 
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• Цикл корекції вектору B при множенні на U відзначений пунктами 3, 5, 
7, 9, 13; 
• Алгоритм, аналогічно з алгоритмом Гауса, має прямий і зворотній хід. 
Моделювання алгоритму для даних (рис. 3.14а) наведене на 
рис. 3.18а. 
 
Рис. 3.18а.  Моделювання алгоритму розв’язання СЛР 
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3.3.  Проблема нових заповнень в алгоритмах 
факторизації 
Нове заповнення – це негативний чинник будь-якої факторизації. 
Велика кількість заповнень може абсолютно знівелювати ефект роботи з 
розрідженими матрицями. Щоб розуміти дію нових заповнень і кількісно 
оцінювати їх появу, необхідно з’ясувати причину їх виникнення. 
Виконаємо аналіз залежності кількості нових заповнень для графу типу 
«радіаль», в якому присутні дві «потужні підстанції», що зв’язані 
магістральною лінією 750 кВ, та дві регіональні лінії 110 кВ. Нехай 
аргументом для дослідження є спосіб нумерації вузлів графу. На рис. 3.19 
запропоновано три варіанти ідентифікаційних схем: 
(а): «технологічний», якому віддасть перевагу персонал електричних 
мереж; 
(б): «логічний», який обере успішний студент; 
(в): «логічний з помилкою» (поєднання логіки з неуважністю). 
На рис. 3.19 зображені матриці розмірності 6х6, відповідні варіантам 
нумерації графу, та показані результати формальної (без числових 
операцій) подвійної факторизації. При цьому маємо три різних числа 
нових заповнень. «Технологічний» варіант нумерації призвів до появи 
чотирьох нових заповнень, «логічний з помилкою» створив одне 
заповнення, а «логічний» – взагалі їх не має. Таким чином, кількість нових 
заповнень залежить від обраної нумерації вузлів графу. Можна ставити 
задачу про вибір методу оптимальної нумерації вузлів  
за критерієм мінімуму нових заповнень. Рішення відноситься до розділу 
математики – комбінаторики. Відзначимо, що для матриці зміна нумерації 
графу є не що інше, як перестановка її відповідних рядків і стовпців. 
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Рис. 3.19.  Приклад залежності нових заповнень від способу ідентифікації графу 
 
 
3.4.  Графічна інтерпретація подвійної факторизації 
Нехай маємо 7-вузлову схему та відповідну їй матрицю. Перший 
крок формальної факторизації дає результат, представлений на рис. 3.20. В 
результаті з’явилося чотири нових заповнення: 2-4, 2-6, 3-6, 4-6. Для 
другого кроку факторизації буде використовуватись новий граф – 
відповідний отриманій субматриці першого кроку. Для третього кроку 
будемо мати новий граф і т. д. Можна констатувати, що на кожному кроці 
факторизації з поточним графом виконуються наступні перетворення: 
• На кожному кроці виключається поточний вузол; 
• На кожному кроці виключається його ярус першого порядку; 
• В новий граф додаються відсутні гілки ярусу другого порядку, що 
відповідають новим заповненням. 
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Рис. 3.20. Приклад графу та матриці для графічної інтерпретації подвійної факторизації 
 
Послідовність перетворень графу показано на рис. 3.21. 
 
Рис. 3.21.  Перетворення графу за кроками факторизації 
 
Таким чином, в прийнятій нумерації маємо 10 нових заповнень. 
Розглядаючи процес графічної інтерпретації реалізації, можна 
запропонувати формулу розрахунку кількості нових заповнень для 
довільного вузла схеми: 
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( ) = K (K 1) 2γ α⋅ − − , 
де γ  – дійсна кількість нових заповнень; 
 К – кількість гілок першого ярусу поточного вузла; 
α  – кількість вже існуючих гілок ярусу другого порядку. 
На рис. 3.22 розглянуті типові варіанти значень величини γ  для 
різних ярусів з перевіркою наведених формул. 
1;К =
2;К =
4(44 ) 2 3 3; 1 /К γ = − − ==
(3(3 1) / 2) 0; 33К γ = − − ==
(1(1 1) / 2) 0 0γ = − − =
(2(2 1) / 2) 0 1γ = − − =
Рис. 3.22.  Варіанти кількості нових заповнень в залежності від ярусу вузла 
 
3.5.  Алгоритм квазіоптимального упорядкування 
номерів графу за локальними конфігураційними 
критеріями. Формальна редакція алгоритмів 
факторизації 
В загальному випадку, вибір оптимальної нумерації графу 
відноситься до оптимізаційних задач розділу математики – 
комбінаторики. Позначимо γ1, γ2, …, γi, …, γn – відповідну кількість нових 
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заповнень на кроках факторизації, тоді завдання оптимізації 
формулюється: 
iS minγ γ= ∑ , 
де Sγ – сумарна кількість заповнень, причому зв’язок нумерації 
i = 1, 2, 3, .., і, .., n для вузлів графу невідомий. Якщо позначити послідовні 
конфігурації графу θ1, θ2, …, θn, процес факторизації визначається 
функціональними залежностями: 
γ1 = f(θ1); 
γ2 = f(θ1, θ2); 
γ3 = f(θ1, θ2, θ3); 
····························· 
γn = f(θ1, θ2, θ3, …, θn). 
Таким чином, в алгоритмі при виборі і-го оптимального номеру необхідно 
було б враховувати «наслідки» цього рішення в наступних конфігураціях 
графу. Завдання складне, вимагає дуже великого об’єму часу, який може 
бути більше тимчасових витрат на саму факторизацію. Для спрощення 
пропонується алгоритм з квазіоптимальною формулою оптимізації: 
iS minγ γ= ∑ , 
де γi є функцією тільки поточної конфігурації min γi = f(θi), тобто маємо 
послідовність локальних незалежних рішень. Суть методу полягає в 
розрахунках величини γ для всіх вузлів поточного графу, вибору вузла з 
найменшим γ та присвоєння йому поточного значення і-го вузла. Потім 
реалізується формальний графічний крок факторизації, здійснюється 
перехід до нової конфігурації графу та визначається наступний 
оптимальний крок і = і + 1. Далі процес повторюється. 
Для представлення неформального алгоритму введемо наступні 
позначення: 
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I, J – відповідно початкові і оптимальні номери:  
I = 1, 2, 3 … n; J = 1, 2, 3 ... n; 
θj – поточний стан графу для вибору J оптимального 
номера; 
NZI, NZO – поточний і оптимальний стан нових заповнень; 
IARUSi, IARUS0 – поточний і оптимальний стан ярусу вузла; 
ON, NO – вектори відповідності початкових і оптимальних 
номерів. 
 
Алгоритм наведено на рис. 3.23. 
Коментарі до алгоритму (рис. 3.23): 
• Алгоритм напівформальний (безпосередньо за ним програмувати не 
можна); 
• В алгоритмі два вкладені цикли; 
• З індексом «J» обирається оптимальна нумерація. Цикл відзначений 
пунктами 1, 11, 13; 
• Внутрішній цикл з індексом «I» обирає, кому присвоїти з них поточний 
«J». Цикл реалізується з урахуванням раніше виключених номерів. Цикл 
відзначений пунктами 2, 4, 9, 12. 
• Всередині другого циклу виконується розрахунок ярусу нових 
заповнень і критерію оптимізації γij; 
• В пунктах 5, 6, 7 фіксується оптимальне значення нових заповнень 
ярусу і величина γmin. Якщо γij = 0, виконується вихід з внутрішнього 
циклу; 
• Реалізується корекція конфігурації і запам’ятовування оптимальної 
нумерації (п. 8 алгоритму); 
• Під редакцією розуміється зміна індексної моделі згідно оптимальної 
нумерації (п. 10 алгоритму). 
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I=1,NZ0=0,γmin=max
I<θJ 
J=1, θJ=θ 
γij=0 γij<γmin 
γij→γmin, NZI→NZ0, IARUSi→IARUS0 
J→ON[I], I→NO[J], θJ=θJ-IARUS0+NZ0 
 
Рис. 3.23.  Неформальний алгоритм квазіоптимального впорядкування номерів графу 
 
На рис. 3.24 наведено приклад вибору оптимальної нумерації для 
графу (рис. 3.20). Під час вибору наступного оптимального номеру 
виконується рух за вузлами: 
j = 1 : i = 1 (γ=4) → 2 (γ=5) → 3 (γ=1) → 4 (γ=0) : вузол 4 став 1 
j = 2 : i = 1 (γ=2) → 2 (γ=5) → 3 (γ=0)   : вузол 3 став 2 
j = 3 : i = 1 (γ=1) → 2 (γ=3) → 5 (γ=1) → 6 (γ=1) → 7 (γ=0) : вузол 4 став 1 
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Таким чином, при оптимальній нумерації маємо одне заповнення. Граф з 
наведеною оптимальною нумерацією представлений на рис. 3.24. 
( 4)γ =
( 1)γ = ( 5)γ =
( 0)γ =
( 2)γ =
( 0)γ =
( 5)γ =
( 1)γ =
( 0)γ =( 3)γ =
( 1)γ =
( 1)γ =
( 1)γ =
( 1)γ =
( 1)γ =
( 1)γ =
( 0)γ = ( 0)γ =
( 0)γ =
 
Рис. 3.24.  Вибір оптимальної нумерації для прикладу рис. 3.20 
 
Звісно, при зміні нумерації графу повинна бути скорегована його 
індексна модель (INM). Процес цієї корекції може бути формалізований, 
якщо ввести масив відповідності ON, який буде містити нові оптимальні 
номери. В принципі, можливий масив номерів зворотної відповідності 
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NO. На рис. 3.25 представлений механізм перетворення вихідної індексної 
моделі в оптимальну для вищерозглянутого прикладу (використаний 
тільки вектор ON). 
IN JK при IN JK→ >←
 
Рис. 3.25.  Корекція індексної моделі з урахуванням оптимальної нумерації 
 
При редакції моделі виконується наступне: 
• Початкові номери замінюються номерами оптимальними. Операція 
формально виконується на основі вектора ON; 
• Якщо необхідно для індексної моделі поміняти місцями оптимальні 
номери (*), то міняються місцями елементи у векторах V і H; 
• Відзначимо, що в новій моделі вже відведено місце для майбутнього 
нового заповнення. У прикладі це лінія 5-7 (з оптимальною 
нумерацією). У початковому стані у векторах V і H записані нулі; 
• Математично дана редакція відповідає перестановкам рядків і стовпців 
початкової матриці. 
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Маючи оптимальну нумерацію заданого графа і відповідну їй 
індексну модель, можна побудувати ICM. При цьому усі алгоритми 
факторизації працюватимуть автоматично за цією моделлю, не боячись 
нових заповнень, оскільки для них вже передбачені місця у векторах  INS, 
JK, V, H. Проте, виникає одна невелика проблема, наприклад, як 
роздрукувати результати розв’язання СЛР. Необхідно в певних алгоритмах 
автоматизувати зв’язок з початковою нумерацією. 
Використання масивів ON, NO базується на широко відомому в 
професійному програмуванні алгоритмічному прийомі – впорядкуванні 
елементів масивів або інформаційних структур методом адресних 
(індексних) посилань. Нехай є набір об’єктів, назвемо їх A, B, C, D, E, F, G. 
Параметри цих об’єктів представлені в двох інформаційних структурах, 
причому з якоїсь причини порядок запису об’єктів в цих структурах 
різний. Реалізація методу посилань для даного прикладу показана на 
рис. 3.26. 
 
Рис. 3.26.  Метод упорядкування на основі посилань 
 
Вирішимо задачу вибірки всіх параметрів конкретного k-го об’єкту. 
Якщо фіксатор «K» рухається в першій структурі, маємо вибірки: Р1[K], 
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P2[S1[K]]. Якщо знаходимося в другій структурі, то маємо реалізації 
P1[S2[K]], Р2[K]. В розглянутому раніше матеріалі посилання S1, S2 мають 
аналог з векторами ON і NO. 
Метод упорядкування дозволяє відредагувати розроблені алгоритми 
факторизації (розділи 3.1, 3.2) для моделі з оптимальною нумерацією 
шляхом формальної заміни ряду алгоритмічних форм. Можливі різні 
варіанти: 
1. Нехай вектор D і вектор В визначені нумерацією користувача, тоді в 
алгоритмах факторизації адресація до них матиме вигляд: D[NO[K]], 
B[NO[K]]. Друк результатів буде з адресацією D[K], B[K]. 
2. Всі масиви, у тому числі D і B, пересортовані під оптимальну 
нумерацію, тоді в алгоритмах факторизації маємо адресацію D[K], 
B[K], а друк результатів – D[ON[K]], B[ON[K]]. 
3. Можливий варіант – вектор D в початковій нумерації, а вектор В – в 
оптимальній. Маємо D[NO[K]], B[K], при друці – D[K], B[NO[K]]. Цей 
варіант приймемо за основу в подальших редакціях алгоритму. 
Виконаємо приклад розробки моделі INM з усіма етапами 
моделювання для оптимальної результуючої структури масивів. Оберемо 
наступну схему (рис. 3.27). 
 
Рис. 3.27.  Граф електричної мережі з параметрами 
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Цей граф має 8 вузлів, йому відповідає структурна матриця 8х8. 
Матриця несиметрична, оскільки гілки 1-5, 4-7, 4-8 є орієнтованими. 
Наприклад, елемент 1-5 матиме значення 2, а елемент 5-1 – відповідно 3. 
Параметри вузлів графу виділені в кружках. Процес вибору оптимальної 
нумерації показано на рис. 3.28. 
 
Рис. 3.28.  Кроки вибору оптимальної нумерації 
 
Отримана оптимальна нумерація мережі (рис. 3.29), приводить до 
моделі INM* (рис. 3.30). За отриманою індексною моделлю з оптимальною 
нумерацією виконуємо побудову індексно-циркулярної моделі (рис. 3.30). 
Відзначимо, що діагональні елементи (масив D) зберігають початкову 
нумерацію. Тому в алгоритмах факторизації та розв’язання СЛР до них 
буде адресація D[NO[ ]]. 
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Рис. 3.29.  Модель з оптимальною нумерацією 
 
Рис. 3.30.  Побудовані моделі INM та ICM для оптимальної нумерації 
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Запитання для самоперевірки 
1. В чому полягає особливість методу трикутної факторизації матриць при 
використанні індексно-циркулярної моделі? 
2. Як реалізується пошук корегуючих елементів на кожному кроці факторизації? 
3. Яка принципова різниця методів трикутної та подвійної факторизації? В чому їх 
алгоритмічна спільність? 
4. Опишіть алгоритм розв’язання СЛР на основі подвійної факторизації з 
застосуванням моделі ІСМ. 
5. Які негативні наслідки мають нові заповнення в алгоритмах факторизації? Як 
можна мінімізувати їх кількість? 
6. Покажіть графічну інтерпретацію подвійної факторизації на прикладі довільного 
графу та матриці. Як обчислюється кількість нових заповнень? 
7. В чому полягає суть методу квазіоптимального впорядкування індексів вузлів 
графу? 
8. Яким чином гарантується відсутність нових заповнень? 
9. Яким чином корегується індексна модель графу при зміні індексації його вузлів? 
10. Як змінюється матриця параметрів мережі при зміні індексів її графу? 
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4.  АЛГОРИТМІЗАЦІЯ ТА ПРОГРАМУВАННЯ 
РОЗВ’ЯЗАННЯ СИСТЕМ ЛІНІЙНИХ РІВНЯНЬ ДЛЯ 
РОЗІМКНЕНИХ ГРАФІВ 
4.1.  Адаптація загального методу подвійної 
факторизації 
Розімкнені електричні мережі виконуються для напруги 0.4, 10(6), 
27.5, 35 і, як правило, 110 і 154 кВ. Ці мережі складають близько  95%  усіх 
розподільних електропередач України. Тому, для цих класів мереж 
доцільно розробляти індивідуальні моделі розріджених матриць, 
індивідуальні розрахункові алгоритми, які зважають на їх головну 
специфіку: надзвичайну розрідженість. При використанні оптимальної 
нумерації для розімкнених графів процес факторизації принципово не 
дає нових заповнень. Це пояснюється відповідністю вибору нумерації 
процесу «згортки» схеми від тупиків до вершини дерева. На рис. 4.1 
наведено приклад розімкненого графу, показана послідовність вибору 
оптимальних номерів (для всіх вузлів γ = 0) та відповідна йому матриця. 
 
 
Рис. 4.1.  Оптимальна нумерація розімкненого графу (заповнень немає) 
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Можна зробити наступні висновки: 
• В кожному рядку верхньої трикутної матриці V або стовпці нижньої 
трикутної матриці H є тільки 1 елемент; 
• Відсутні елементи III групи; 
• Значення масиву INS стає рівним нулю. Його можна виключити з 
моделі; 
• Модель буде складатися з масивів JK, KI, NO, D, V, H; 
• Відсутність масиву INS дозволяє спростити загальний алгоритм 
(рис. 4.2); 
• Вектори JK і KI мають явний геометричний (фізичний) сенс. Масив 
JK – це посилання на «живлячий» елемент, масив KI – визначає порядок 
«згортки» розімкненого графу. 
Алгоритм факторизації та його програмна реалізація показані на 
рис. 4.2. 
 
Рис. 4.2.  Алгоритм подвійної факторизації для розімкнених графів  
(оптимальна нумерація) 
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Коментарі до алгоритму (рис. 4.2): 
• Алгоритм представляє формальну редакцію загального алгоритму 
подвійної факторизації рис. 3.14; 
• Оскільки немає елементів III групи, із загального алгоритму виключені 
пункти: 6, 7, 9, 10, 13, 14, 15, 16, 17, 18 (номери вихідного алгоритму); 
• Оскільки в моделі немає масиву INS, виключені пункти: 5 і 12; 
• Немає необхідності в змінній DD; 
• Цикл k = 1 to KP замінений на цикл: k = 1 to KP–1. Діагональний 
елемент корегується за його межами; 
• Алгоритм реалізований під оптимальну нумерацію, тобто всі адресації 
до діагональних елементів мають вигляд: D[NO[K]] або D[NO[J]]; 
• Факторизація реалізується в одному циклі: пункти 1, 7, 3 алгоритму, що 
корегується. 
Алгоритм розв’язання СЛР для розімкнених графів (рис. 4.3) 
реалізований аналогічною редакцією загального алгоритму рис. 4.2. 
Відзначимо, що в алгоритмі та його програмній реалізації вектор правих 
частин B впорядкований в оптимальній нумерації. 
Коментарі до алгоритму (рис. 4.3): 
• Алгоритм отриманий шляхом формальної редакції загального 
алгоритму (рис. 4.2); 
• У зв’язку з відсутністю масиву INS, із загального алгоритму виключені 
пункти 4, 10 і 5, 13 (номери вихідного алгоритму); 
• Аналогічна кількість циклів в прямому ході скорочено до KP–1; 
• Адресація до діагональних елементів реалізована в умовах оптимальної 
нумерації. 
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Початок КінецьK=1
L=KI[K] K=K+1
J=JK[L]
B[J]=B[J]+H[L]*B[K]
B[K]=B[K]*D[NO[K]]
B[KP]=B[KP]*D[NO[KP]]K=KP-1
L=KI[K] K=K-1
B[K]=B[K]+V[L]*B[J]J=JK[L] K=1
K=KP-1
-
+
-
+
begin
    for K:=1 to KP - 1 do begin
         L:=KI[K]; J:=JK[L];
         B[J]:= B[J]+H[L]* B[K];
         B[K]:= B[K]*D[NO[K]];
    end;
    B[KP]:= B[KP]* D[NO[KP]];
    for K:=KP - 1 downto 1 do begin
         L:=KI[K]; J:=JK[L];
         B[K]:= B[K]+V[L]*B[J];
    end;
end;
 
Рис. 4.3.  Алгоритм розв’язання СЛР на основі подвійної факторизації для розімкнених 
графів (оптимальна нумерація) 
 
4.2.  Алгоритм розв’язання СЛР для матриці вузлових 
провідностей Y. Аналіз фізичного смислу алгоритму 
Розрахунки режимів в багатьох методах базуються на матриці 
вузлових провідностей Y. Для розімкнених графів ці матриці мають 
спеціальну структуру (рис. 4.4). 
 
Рис. 4.4.  Типова структура матриці Y для розімкнених графів 
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Виконаємо подвійну факторизацію цієї матриці в загальному вигляді. 
1 крок: 
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Таким чином, в результаті факторизації матриці провідності Y для 
розімкненого графу з оптимальною нумерацією маємо на головній 
діагоналі опори «живлячих гілок» зі знаком мінус, а у верхній і нижній 
трикутній матриці маємо чисельні значення ненульових елементів, рівні 
одиницям. Виявляється, що для матриць такого типу немає необхідності 
виконувати факторизацію, оскільки відповідь заздалегідь відома. 
Приклад такої «факторизації» показаний на рис. 4.5. 
 
Рис. 4.5.  Приклад «прямої» факторизації розімкненого графу з матрицею типу Y 
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Останній діагональний елемент, який відповідає балансуючому 
вузлу (вершина дерева), має дорівнювати нулю. Математично це 
пояснюється тим, що повна матриця Y є особливою (не має зворотної). У 
звичайних системах розв’язання лінійних рівнянь з матрицею Y 
викреслюється рядок і стовпець, відповідний балансуючому вузлу, що 
приводить до коректності реалізації СЛР. Зазначимо, що в даному випадку 
відпадає необхідність в масивах V і H, і модель розрядженої матриці цього 
типу приймає спрощений вигляд JK, KI, NO, D. Алгоритм та його 
програмна реалізація наведені на рис. 4.6. 
 
 
Рис. 4.6.  Алгоритм розв’язання СЛР на основі подвійної факторизації для розімкнених 
графів з матрицею типу Y (оптимальна нумерація) 
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Коментарі до алгоритму (рис.4.6): 
• Алгоритм отриманий формально на основі рішень, прийнятих для 
розімкненого графу (рис. 4.3). Корекція виконана згідно з умовами: 
V[L]=1; H[L]=1; В[KP]=0. Крім того, прийнято запис опорів в масиві D 
зі знаком плюс. 
• Представляє цікавість фізичний зміст компонент алгоритму 
розв’язання СЛР для лінійної системи рівнянь електротехнічної задачі 
[Y] · [U] = [ I ], 
де [U], [ I ] – вектори напруг та струмів вузлів розімкненої електричної 
мережі; 
 [Y] – матриця вузлових провідностей. 
Для аналізу виконаємо моделювання алгоритму для конкретної 
електричної мережі. Схема мережі (граф) та її індексно-циркулярна модель 
з урахуванням оптимальної нумерації представлені на рис. 4.7, 4.8. Задані 
опори гілок та струмові навантаження, обрана оптимальна нумерація 
вузлів, в довільному порядку заповнені масиви IN, JK, а також складені 
відповідні моделі векторів KI, ON, NO. Задано значення діагональних 
елементів факторизованої матриці D (опір живлячих гілок), а також 
вектор правих частин системи В (струмові навантаження). Крім того, 
визначено напругу балансуючого вузла UБП = 120 кВ. Відзначимо, що 
вектор D впорядкований у вихідній нумерації графу. 
 
Рис. 4.7.  Вихідна розрахункова схема 
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Рис. 4.8.  Модель схеми та процес моделювання алгоритму рис. 4.6 
 
Моделювання алгоритму (прямий цикл) має вигляд: 
K=1; 
L=KI[1]=1, J=7 
B[7]=B[7]+B[1]=0+0,5=0,5; 
B[1]=–B[1]·D[NO[K]]=-0.5·10=-5; → 
K=2; 
L=2, J=5 
B[5]=B[5]+B[2]=0,1+0,8=0,9; 
B[2]=-B[2]·D[NO[2]]=-0.8·3=-2.4; → 
K=3; 
L=7, J=6 
B[6]=B[6]+B[3]=0,2+0,2=0,4; 
B[4]=-B[4]·D[4]=-0.2·8=-1.6;  → 
K=4; 
L=8, J=6 
B[6]=B[6]+B[4]=0,4+0,1=0,5; 
B[4]=-B[4]·D[5]=-0.1·11=-1.1;  → 
………………………………… 
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Аналіз моделювання прямого циклу дозволяє зробити висновок, що 
операція B[J]:=B[J]+B[K] виконує підсумовування струму поточного вузла 
зі струмом живлячого вузла. Операція B[K]:=–B[K]·D[NO[K]] обчислює 
падіння напруги на живлячій лінії поточного вузла. Зрештою, при 
виконанні прямого циклу у векторі В зосереджуються усі падіння 
напруги для кожної гілки. 
Виконаємо аналіз фізичного сенсу зворотного циклу алгоритму. 
Введемо невелику корекцію в програмну реалізацію (в B[KP] запишемо не 
0, а напругу балансуючого вузла Ub = 120 кВ). Моделювання алгоритму 
(зворотній цикл) має вигляд: 
K=8, L=5, J=9 
B[8]=B[8]+B[9]=-8.8+120=111.2  → 
K=7, L=4, J=8 
B[7]=B[7]+B[8]=0 +111.2=111.2  → 
K=6, L=6, J=8 
B[6]=B[6]+B[8]=-1+111.2=110.2  → 
……………………………………. 
 
Аналіз моделювання зворотного циклу дозволяє зробити висновок, 
що операція B[K]:=B[K]+B[J] реалізує розрахунок напруги поточного вузла 
шляхом підсумовування напруги живлячого вузла з падінням напруги на 
поточній гілці. Після завершення зворотного циклу у векторі В буде 
записана напруга всіх вузлів розімкненої схеми. Таким чином, 
аналізований алгоритм виконує розрахунок режиму розімкненої 
електричної мережі в лінійній постановці задачі, коли навантаження 
задані струмами. Розуміння фізичного сенсу алгоритму дозволяє свідомо 
його модернізувати згідно зі спеціальними інформаційними вимогами.  
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4.3.  Варіанти розрахунку режиму розімкнених 
електричних мереж 
Розглянемо декілька варіантів модернізації програми розв’язання 
СЛР для розімкнених графів з матрицею типу Y: 
Варіант 1: 
Бажано зберегти результат струморозподілу після закінчення 
першого циклу (наприклад, при необхідності роздрукувати результат 
струморозподілу, за необхідності підключити додаткову процедуру, яка 
розраховує втрати на кожній гілці I2 · R і т. д.). Рішення полягає в 
перенесенні розрахунку падіння напруги з прямого циклу у зворотній. 
Програмна реалізація наведена на рис. 4.9 (варіант 1). 
Варіант 2: 
Бажано програму розрахунку режиму мати в електроенергетичних 
позначеннях, використовуємо наступні позначення масивів: 
Is – струми вузлів (В); 
Us – напруга вузлів (В); 
Rl – опір лінії (D). 
Крім того, упорядкуємо опір в оптимальній нумерації. Програмну 
реалізацію розглянуто на рис. 4.9 (варіант 2). Тут прямий цикл розраховує 
струморозподіл, а зворотній – режим напруги. Після виконання процедури 
зберігаються результати розрахунків режиму (струми гілок, напруги вузлів). 
Варіант 3: 
В розглянутих реалізаціях (варіанти 1 і 2) знищуються початкові 
значення струмів вузлів (у масиві Is зосереджений струм згортки). Для 
вирішення задачі введемо додатковий масив струмів гілок Іl. Програмна 
реалізація показана на рис. 4.9 (варіант 3). В цій реалізації операція 
Il[K]:=Il[K]+Is[K] відповідає завантаженню струму поточного вузла на свою 
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живлячу гілку. Операція Il[J]:=Il[J]+Il[K] відповідає сумі струму поточної 
гілки зі струмом живлячої гілки. Відзначимо, що  вектор Il в початковому 
стані має бути обнулений. 
Варіант 4: 
В усіх розглянутих варіантах порядок згортки і розгортки 
визначається вектором KI, який не пов’язаний з конкретними елементами 
електричного ланцюга. Доцільно функції впорядкування вектора KI 
реалізувати у вигляді спискових структур. На рис. 4.10 (а) показано 
мнемонічно впорядковувальну роль вектору KI. Однак, елементи цього 
вектору можуть бути розподілені в інформаційних структурах, де кожний 
її елемент містить всі свої параметри та режимні характеристики, а також 
має адресацію на черговий елемент структури. Програма даного варіанту 
реалізована на рис. 4.9 (варіант 4). Відзначимо, що в даному варіанті цикли 
реалізуються оператором while. 
Алгоритмічний варіант 4 заслуговує спеціальних коментарів: 
• Списки SpI і SpU повністю замінили вектор KI. В принципі можна було 
б обійтися одним списком, який би мав два входи і можливість руху в 
двох напрямках; 
• Розрахунок струморозподілу реалізується за списком SpI. Розрахунок 
режиму напруги – за списком SpU; 
• Кожний список має свій вхід, відповідно dI, dU. 
• Якщо виконати моделювання цієї програми, виявиться, що в ній є 
некоректність, пов’язана з балансуючим вузлом, а саме: БП не має 
живлячого вузла, тому посилання j = 0 і адресація Us[j] некоректні. 
Ліквідуємо цю некоректність в наступних реалізаціях. 
• Формування початкових даних у вигляді автономних записів дозволяє 
ефективно організовувати дані в динамічній пам’яті. 
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Рис. 4.9.  Варіанти модернізації розв’язання СЛР для розімкненого графу (розрахунки 
режимів розімкненої електричної мережі) 
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Рис. 4.10.  Заміна впорядковувального вектору KI списковою структурою 
 
4.4.  Спеціальна конфігураційна модель розімкненого 
графу електричної мережі 
Розглянутий варіант 4 розрахунку струморозподілу та режиму 
напруги дозволяє узагальнити алгоритмічну суть графу розімкненої 
електричної мережі та розробити її стандартну модель. Електричну 
мережу будемо розбивати на елементи, де кожний з них вміщує одночасно 
дані про конкретний вузол та його живлячу гілку, а також, маючи 
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посилальні компоненти, може розташовуватися в довільному місці 
пам’яті комп’ютера. На рис. 4.11 показана модель такого елементу. 
 
Рис. 4.11.  Модель елементу розімкненої електричної мережі та макет таблиці їх 
сукупності 
 
Прийняті наступні позначення посилань: 
Ds – посилання на живлячий елемент, в попередньому алгоритмі це 
величина J в масиві JК; 
SpI – посилання на елемент, який повинен розглядатися наступним при 
розрахунку струморозподілу; 
SpU – посилання на елемент, який повинен розглядатися наступним при 
розрахунку режиму напруги; 
Змінні в макеті мають наступний зміст: 
Nn.n – номер по порядку, організаційний номер; 
Ns – природний номер вузла з позиції користувача; 
Np – природний номер живлячого вузла; 
Us, Is, Rl, Il – фізичні характеристики елементу (напруга, струм 
навантаження, опір гілки та її струм); 
Ds, SpI, 
SpU
– посилальні компоненти елементу схеми 
В початковому стані напруга задається тільки для балансуючого 
вузла (БП). Струм гілки – розрахункова величина, в таблиці може бути 
відсутнім. Значення Nр може бути в таблиці, але не набиратися в модель, 
оскільки дублюється з посиланням Ds. 
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4.5.  Стандартна процедура TOK_US розрахунку 
струморозподілу та режиму напруг в розімкненій мережі 
Розглянемо приклад використання розробленої вихідної моделі 
розімкненої електричної мережі. Оберемо схему, що складається з 7 вузлів 
з довільною ідентифікацією (10, 21, 4, 3, 50, 60, 70). Схема показана на 
рис. 4.12, наведені струмові навантаження та опори. Балансуючим є вузол 
10 (Ub = 110 кВ). Згідно режимним характеристикам заповнені колонки 
таблиці Us, Is, Rl. Згідно конфігураційній структурі схеми заповнені 
ідентифікаторна та посилальна частини NS, NP, DS, SPU, SPI. При 
заповнені посилальної частини користуються наступними правилами: 
Заповнення DS: Для номеру Ns вибираємо його Np, шукаємо його в 
колонці Ns, дивимося тут Nnn та записуємо його в DS. Наприклад: 
(Ns = 4) → (Np = 21) → (Nnn = 2) → DS для вихідного вузла 4. 
Заповнення SPI: Згідно схеми, першим елементом при розрахунку 
струморозподілу є вузол 70 (вхід dI = 6). Входимо в рядок таблиці згідно 
dI. Наступним елементом повинен розглядатися вузол 60 (Nnn = 5), 
проставляємо в колонці SpI для вузла 70 його посилання, яке дорівнює 5. В 
результаті перейшли до вузла 60. Аналогічно, наступним повинен 
розглядатися вузол 50 (Nnn = 4), проставляємо для вузла 60 посилання 
рівне 4. Процес повторюється до БП. Останнім буде розглядатися вузол 10 
(БП), для нього посилання дорівнює нулю. 
Заповнення SPU: Згідно схеми, першим елементом при розрахунку режиму 
напруги є вузол 10 (вхід dU = 1). Аналогічно попередньому, виконуємо 
обернений процес. Останнім буде розглядатися вузол 70, для нього 
посилання рівне нулю.  
Програмна реалізація стандартної процедури розрахунку режиму 
розімкненої мережі TOK_US також показана на рис. 4.12. 
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Рис. 4.12.  Модель розімкненої електромережі та стандартна програма розрахунку 
режиму TOK_US 
 
Коментарі до програмної реалізації рис. 4.12: 
{1} Очищення Il; 
{2} Вхід у список SpI; 
{3} Організація циклу розрахунку струморозподілу; 
{4} Вибірка посилання на живлячий елемент; 
{5} Завантаження струму вузла в струм живлячої гілки; 
{6} Якщо вузол не балансуючий, завантаження струму поточної гілки на 
живлячу гілку; 
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{7} Перехід за списком SpI;  
{8} Вхід в список SpU; 
{9} Організація циклу розрахунку напруги; 
{10} Вибірка посилання на живлячий елемент; 
{11} Розрахунок напруги поточного вузла, окрім балансуючого; 
{12} Перехід за списком SpU. 
На відміну від попередньої реалізації, додане первинне очищення 
струмів гілок, введені змінні t, p (посилання на поточний елемент і на 
живлячий елемент), усунена некоректність попереднього алгоритму за 
допомогою оператору if (обходиться балансуючий вузол), виключене 
засилання напруги балансуючого вузла. 
 
Запитання для самоперевірки 
1. Яка особливість властива для матриць розімкнених графів? 
2. Як змінюється загальний алгоритм факторизації для розімкнених графів? 
3. Які головні частини в алгоритмі розв’язання СЛР на основі подвійної 
факторизації для розімкнених графів? 
4. Покажіть типову модель матриці вузлових провідностей Y для розімкнених 
графів. Чому відсутня необхідність її факторизації? 
5. Опишіть метод і алгоритм розв'язання СЛР для матриці вузлових провідностей. 
6. Де в алгоритмі розв’язання СЛР відбувається розрахунок струморозподілу, а де 
обчислюються напруги вузлів графу? 
7. Наведіть варіанти модернізації алгоритму та програми розв'язання СЛР для 
розімкнених графів з матрицею вузлових провідностей. 
8. Які елементи включає стандартна модель розімкненої електричної мережі? 
9. Заповніть таблицю моделі розімкненої електричної мережі на довільному 
чисельному прикладі. 
10. Опишіть алгоритм і програму стандартної процедури розрахунку режиму 
розімкненої мережі (TOK_US). 
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5.  СТАНДАРТНІ ПРОЦЕДУРИ ФОРМУВАННЯ МОДЕЛЕЙ 
МАТРИЦЬ ПАРАМЕТРІВ ЕЛЕКТРИЧНИХ МЕРЕЖ 
5.1.  Алгоритм формування матриці вузлових 
провідностей YS 
Реалізацію задачі виконаємо в загальному варіанті як для 
розімкненої, так і для замкненої мережі. В якості вхідної інформації 
матимемо наступні вектори: 
NS – природні номери вузлів електричної мережі; 
Nn, Nk – природні номери гілок; 
Rl – опір цих гілок. 
Програма повинна побудувати двовимірну матрицю провідностей, а 
також її індексну модель. Тобто, мають бути заповнені наступні масиви: 
MAT_YS – двовимірна матриця вузлової провідності; 
JN, JK – конфігураційні вектори індексної моделі; 
DY, VY, HY – інформаційні вектори індексної моделі (діагональні 
елементи, ненульові елементи верхньої та нижньої 
трикутних матриць). 
У програмній реалізації необхідно організувати цикл по опорах 
кожної гілки, перевести їх в провідності й розподілити по векторах матриці 
MAT_YS (або DY, VY, HY) згідно з мнемосхемою (рис. 5.1). 
Програма, наведена на рис. 5.1, містить два цикли. В першому 
формується індексна модель INM матриці Y (заповнюються вектори JN, 
JK), а в другому обчислюються числові масиви моделі (D, V, H). 
Паралельно формується відповідна до неї двовимірна матриця. 
Відзначимо, що ця програмна реалізація є спрощеною. В «реальному 
житті» необхідно вирішувати питання: 
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Рис. 5.1.  Програма розрахунку матриці Y та формування її індексної моделі INM 
 
• Що робити з нульовим опором? 
• Як розраховувати матрицю, якщо є трансформатори? 
• Що робити з паралельними лініями і трансформаторами? 
• Що робити з частково відключеними лініями? 
• Як враховувати поперечну провідність ліній і трансформаторів? 
 
5.2.  Алгоритм формування матриці опорів ZS 
Матриця опору впливу струмів вузлів на їх напруги в багатьох 
режимних програмах є фундаментальною, такою, що визначає параметри і 
конфігурацію схеми, а також широко використовується в математичних 
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визначеннях рівнянь стану електричної мережі. Загальний сенс матриці ZS 
визначається із співвідношення [Y] · [U] = [ I ]. Тут матриця Y є 
особливою. Для конкретних розрахунків шляхом викреслювання рядків і 
стовпців, які відповідають  балансуючим вузлам (БП), переходять до 
неповної матриці вузлових провідностей. При цьому виходить вираз: 
[Y]·[∆U] = [ I ], 
де ∆U = U – Uбп (Uбп – напруга БП) 
Обернувши матрицю [Y], отримуємо 
[∆U] = [Y]–1·[I ] = [ZS]·[ I ]. 
Таким чином, матриця опорів впливу є зворотною до неповної 
матриці вузлових провідностей. Операція обернення матриць досить 
трудомістка. Для розімкнених електричних мереж можна запропонувати 
простий метод, що називається методом одиничних струмів. Прирівнявши 
напругу Uбп = 0, будемо мати [U] = [ZS]·[ I ]. Якщо завантажити в один 
вузол розімкненої електричної мережі одиничний струм, а усі інші струми 
залишити рівними нулю, отримаємо числову рівність: 
1 11 12 13 11
2 21 22 23 21
3 31 32 33 31
U Z Z Z 1 Z
U Z Z Z 0 Z
U Z Z Z 0 Z
      
      
= ⋅ =      
            
 
Таким чином, якщо в розімкненій схемі прийняти напругу 
балансуючого вузла рівною нулю, завантажити вузол одиничним струмом, 
розрахувати струморозподіл і режим напруги в мережі, то отриманий 
вектор напруги чисельно дорівнюватиме відповідному стовпцю матриці 
ZS. Повторивши операцію для усіх вузлів, отримаємо повну матрицю ZS. 
На рис. 5.2 наведена схема, що складається з семи вузлів, для якої задані 
опори. Вузол 7 є балансуючим (U = 0). Для розрахунку вектора Z1, у 
вузол 1 завантажуємо одиничний струм. Розрахувавши, струморозподіл та 
режим напруг, отримуємо вектор напруг, який чисельно рівний шуканому 
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вектору опорів. Аналогічно реалізуємо розрахунок Z2 і т.д. Повна матриця 
ZS розмірності 6х6 представлена на рис. 5.2. Тут же наведена програмна 
реалізація розрахунку з використанням процедури TOK_US (розділ 4.5). 
 
Рис. 5.2.  Метод та програма розрахунку двовимірної матриці ZS за допомогою 
процедури
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Для індексної моделі програмна реалізація повинна сформувати 
масиви JN, JK, DZ, VZ, HZ і має вигляд, показаний на рис. 5.3. 
 
Рис. 5.3.  Метод та програма розрахунку індексної моделі матриці ZS за допомогою 
процедури TOK_US 
 
5.3.  Алгоритм формування матриці контурних опорів ZK 
Простота розрахунків режимів розімкнених мереж вимагає шукати 
аналогічні рішення, але для замкнених електричних мереж. Якщо в схемі 
визначити незалежні контури та представити граф мережі, який 
складається з двох компонент (дерево, розрізи), можна шуканий режим 
замкненої схеми отримати за еквівалентною розімкненою схемою з 
додатковими навантаженнями в місцях розрізів, які рівні контурним 
струмам (±IK). Процес еквівалентного перетворення замкненої мережі 
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показаний на рис. 5.4. В моделі розімкненого графу з’являється новий 
елемент – розріз, який повинен мати посилання Ds* на елемент, що замикає 
контур (посилання на другий живлячий вузол розрізу). Відзначимо, що 
SpU, SpI, Ds – це посилання елементу розрізу згідно звичайній моделі 
розімкненого графу. Отримана модель оброблюється програмою TOK_US. 
 
Рис. 5.4.  Процес еквівалентного перетворення замкненого графу в розімкнений. 
Модель графу з розрізами 
 
Результуючі значення контурних струмів повинні забезпечити 
нев’язки на розрізах, рівні нулю. Визначення контурних струмів є 
спеціальною задачею, де необхідно знати матрицю контурних опорів, яка 
зв’язує нев’язки на розрізах і контурні струми лінійною системою 
[ZK]·[IK] = [EV], 
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де [ZK] – матриці контурних опорів; 
 [EV] – вектор нев’язок напруг на розрізах; 
 [IK] – вектор контурних струмів. 
Використовуємо для розрахунку матриці контурних опорів метод 
одиничних струмів. Згідно рівнянню [ZK]·[IK] = [EV], якщо розріз 
завантажити одиничним контурним струмом, то вектор нев’язок на всіх 
розрізах буде чисельно рівним стовбцю матриці ZK: 
11 12 13 1 11
21 22 23 2 21
31 32 33 3 31
Z Z Z 1 e Z
Z Z Z 0 e Z
Z Z Z 0 e Z
      
      
⋅ = =      
            
 
Таким чином, для розрахунку матриці контурних опорів необхідно 
послідовно завантажувати в схему одиничні контурні струми, 
розраховувати струморозподіл та режим напруги (TOK_US) і визначати 
нев’язки напруги на контурах. Отримані вектори нев’язок чисельно 
визначать значення векторів матриці ZK. Розрахунки необхідно виконувати 
при Uбп = 0 та нульових струмах навантаження вузлів. На рис. 5.5 наведено 
приклад розрахунку матриці ZK. Вибрана схема, що містить сім вузлів та 
чотири контури, де наведені опори гілок та обрані розрізи згідно 
незалежним контурам (I, II, III, IV). На рис. 5.5 спершу одиничним 
струмом завантажуємо перший контур, потім розраховуємо 
струморозподіл та режим напруги, визначаємо нев’язки напруг на розрізах 
та в результаті отримуємо Z1 – вектор матриці ZK для першого контуру. 
Аналогічно виконуються операції для другого контуру і т.д. На рис. 5.5 
представлена повна матриця ZK розмірності 4х4. 
Для програмної реалізації методу необхідно формалізувати 
замкнено-розімкнену модель графу. Внесемо наступні корективи в модель 
розімкненого графу (рис. 4.11, 4.12): 
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Рис. 5.5.  Розрахунок матриці контурних опорів методом одиничних струмів 
 
• У гілці-розрізі зорієнтуємо місце розрізу в початку або кінці гілки; 
• З’являється можливість ідентифікувати гілку-розріз як звичайний 
елемент дерева мережі; 
• Початковим номером гілки-розрізу виявляється номер вузла, який 
вже є у дереві; 
• В таблиці даних (колонка Ns) початковий номер гілки-розрізу 
відзначимо знаком «–», показуючи таким чином ознаку розрізу; 
• Побудуємо спискові структури SpI, SpU, вважаючи гілки-розрізи 
першим тупиковим ярусом еквівалентного розімкненого дерева; 
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• Змінимо початкові номери гілок-розрізів посиланням Ds* на його 
номер в дереві мережі. 
В якості прикладу виберемо схему рис. 5.5. Звернемо увагу, що вона 
отримана з розімкненого графу (рис. 4.12), в який додані чотири 
додаткових лінії (10-50, 50-60, 60-70 і 70-4). Ці лінії перетворили 
розімкнену схему в замкнену, яка має чотири контури. Нехай опори цих 
ліній дорівнюють одиниці. Таким чином, з урахуванням вибраних розрізів, 
маємо конфігурацію замкнено-розімкненого графу, показану на рис. 5.6. 
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Рис. 5.6.  Модель замкнено-розімкненого графу 
  
Відзначимо, що вхід у список SpI починається з розрізу 70-4, потім 
реалізується перехід до розрізу 70-60, далі до 3-50, 60-3 і тільки після 
цього входимо в гілки дерева. Таке упорядкування списку SpI 
необов’язкове, але зручне, оскільки одразу локалізуються всі незалежні 
контури. Для представлення даних за замкненою схемою будемо 
використовувати ту ж форму таблиці, що й для розімкненої (рис. 4.12). 
Заповнення таблиці для даного прикладу розглянуто на рис. 5.7. 
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Рис. 5.7.  Кодування моделі замкнено-розімкненого графу 
 
Елементи типу «розрізів» виділені в таблиці жирно, а також 
відзначені знаками «–» в колонці Ns. Напруга, навантаження та опори взяті 
з попередньої таблиці. Для елементів «розрізів», природно, навантаження 
рівні нулю, нові лінії мають опори, рівні одиниці. Кодування замкнено-
розімкненого графу виконане повністю за правилами розімкненої моделі. 
У цьому кодуванні доки не знайшлося місця для Ds*. Дуже не бажано 
вводити спеціальний вектор для розрізів. Замінюємо в колонці Ns реальний 
номер на посилання на нього, зберігши знак «–». Праворуч від таблиці 
наведені значення колонки Ns згідно запропонованої корекції. Все 
кодування конфігурації схеми (Ds, Ds*, SpU, SpI) повинне виконуватись 
автоматично. 
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Програма розрахунку матриці контурних опорів ZK методом 
одиничних струмів з використанням розробленої моделі показана на 
рис. 5.8. Вважаємо, що матриця контурних опорів MAT_Zk в початковому 
стані занулена. Позначимо змінною kr індекс поточного розрізу, kt – 
індекс інших розрізів. 
 
Рис. 5.8.  Програма розрахунку матриці ZK методом одиничних струмів за допомогою 
процедури TOK_US 
 
Коментарі до програми розрахунку ZK: 
{1} Організація циклу за всіма гілками (від 1 до 11); 
{2} Виділення знаком «мінус» тільки розрізів (l = 4, 5, 10, 11); 
{3} Завантаження одиничного контурного струму в поточний розріз; 
{4} Розрахунок струморозподілу та режиму напруги; Розрахунок 
діагонального елементу, власного опору контуру; 
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{5} Організація циклу для розрахунку взаємних опорів. Якщо l = 4, то t = 5 
до 11; Якщо l = 5, то t = 6 до 11; Якщо l = 10, то t = 11; Якщо l = 11, то 
цикл відсутній. Реально з урахуванням внутрішнього оператора if при 
l = 4 буде t = 5, 10, 11. Якщо l = 5, то t = 10, 11; Якщо l = 10, то t = 11. 
{6} Розрахунок взаємних опорів, які записуються як у верхню, так і в 
нижню трикутну матриці. 
{7} Очищення попереднього одиничного контурного струму. 
Можливий інший варіант програми, коли будується не двомірна 
матриця контурних опорів, а її індексна модель. Програма відрізняється 
незначно і відповідає вище розробленій програмі для матриці ZS. 
 
5.4. Алгоритм формування індексно-циркулярної моделі 
Початковою інформацією для програми розрахунку індексно-
циркулярної моделі ICM є індексна модель, а саме – вектори IN і JK. В 
результаті повинні сформуватися два нові масиви KI і INS. Нехай є деякий 
стан векторів IN та JK (рис. 5.9), де k-й вузол зв’язаний з вузлами 120, 775, 
3, 24. Тут же заповнений вектор INS та KI для списку цього вузла. 
Зазначимо, що на рисунку відзначені індексні посилання (5, 50, 71, 85). 
 
Рис. 5.9.  Фрагмент індексно-циркулярної моделі (3, 24, 120, 775) 
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В цьому прикладі впорядкування за зростанням номерів виконане на 
основі зорового сприйняття. Проте, при послідовному перегляді JK 
елементи списків з’являються в іншому порядку, а саме: 120, 775, 3, 24. Їх 
динамічне впорядкування може бути реалізоване за допомогою алгоритму 
«спливаючої бульбашки» (використані програмістські рішення роботи 
зі стеками та впорядкованими чергами). Нехай є стек SL з покажчиком S, 
в якому створюється впорядкована черга номерів. При появі чергового 
номеру N здійснюється послідовне порівняння його з попереднім номером 
Nt, якщо номер N менший за нього, номер Nt «завантажується» у стек SL 
на позицію нижче. Послідовне виконання цих операцій дозволяє записати 
номер N у потрібну позицію. Мнемосхема операцій впорядкування для 
вибраного прикладу наведена на рис. 5.10. Тут же розглянуто стандартний 
алгоритм (використана компактна форма запису алгоритмів). Паралельно з 
упорядкуванням стеку SL формуємо та впорядковуємо індексні посилання 
цих вузлів (стек LL). 
 
Рис. 5.10.  Механізм впорядкування номерів ярусу k-го вузла та заповнення  
векторів INS, KI 
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На рис. 5.10 також показаний принцип заповнення векторів KI, INS. 
Повний алгоритм представлено на рис. 5.11. 
 
Рис. 5.11.  Алгоритм побудови індексно-циркулярної моделі ICM. Механізм 
«спливаючої бульбашки» 
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 Коментарі до алгоритму рис. 5.11: 
1. Організація циклу за вузлами. Номери операцій алгоритмів: 1, 23, 24. 
2. Організація циклу за гілками. Розглядаються гілки, для яких IN[L]:=k. 
Номери операцій: 2, 3, 4, 5. 
3. Реалізація впорядкування вибраних гілок за алгоритмом «спливаючої 
бульбашки». Номери операцій: 2, 6, 7, 9, 11, 13, 15, 17, 19, 21. 
4. Формування векторів KI і INS. Номери операцій: 8, 10, 12, 14, 16, 4, 
20, 22. Якщо s = 0 (немає гілок), в KI записується вхід, рівний нулю. 
Програмна реалізація процедури формування індексно-циркулярної 
моделі показана на рис. 5.12. 
 
begin 
   for k:=1 to KP do begin 
      L:=1; S:=0; 
      while L<=KL do begin 
         if IN[L]=k  then begin 
            t:=s; 
            while t<>0 do begin 
               if  JK[L]<SL[t] then begin 
                  SL[t+1]:=SL[t]; 
                  LL[t+1]:=LL[t]; 
                  DEC(t); 
               end; 
               else BREAK; 
            end; 
            SL[t+1]:=JK[L]; 
            LL[t+1]:=L; 
            INC(S); 
         end; 
         INC(L); 
      end; 
      if  s=0  then KI[K]:=0 
      else begin 
         t:=S; 
         KI[K]:=LL[1]; 
         INS[LL[S]]:=0; 
         while  t<>0  do  begin 
            INS[LL[t - 1]]:=LL[t]; 
            DEC(t); 
         end; 
      end; 
   end; 
end; 
Рис. 5.12.  Програма формування індексно-циркулярної моделі ICM 
 
 95 
5.5.  Алгоритм автоматичного розрізання контурів 
Для контурних методів моделювання режимів необхідна 
автоматизація розрахунку матриці контурних опорів, складання її 
алгоритмічних моделей (матриця відноситься до слабо заповнених) та 
формування моделі замкнено-розімкненого графу електричної мережі. 
Вирішення цих питань викладено в розділах 4.5, 5.3, 5.4. Однак, 
залишилося питання про автоматизацію вибору незалежних контурів. 
Можна запропонувати наступний неформальний алгоритм 
вирішення задачі: 
1. Введемо робочий масив для поточних вершин дерева (PEAK). 
Запишемо в нього номер балансуючого вузла (NBP); 
2. Вибираємо поточну вершину з масиву PEAK та її неповний ярус;  
3. Виконуємо аналіз ярусу. Якщо другий вузол даної гілки вже 
включений в дерево, цю гілку відправляємо в список розрізів. Якщо 
другий вузол гілки в дерево раніше не включений, гілку включаємо в 
дерево, а вузол записуємо в масив PEAK. Відзначимо, що гілки, які 
вже включені в дерево або в розрізи, не розглядаються. 
4. Перевіряємо, чи усі вершини розглянуті. Якщо ні, переходимо до п.2. 
Приклад роботи алгоритму показаний на рис. 5.13. Наведені вихідна 
система (11 вузлів, 5 контурів), процес реалізації алгоритму та заповнення 
масивів PEAK та RAZREZ, а також результуюча схема з вибраними 
компонентами (дерево, розріз). Розглянутий алгоритм прийнято називати 
автоматичним розрізанням контурів АРК.  
Пряма програмна реалізація неформального алгоритму неефективна.  
Формальні рішення вибору незалежних контурів можуть будуватися 
на основі бітової моделі конфігурації мережі (матриця інциденцій). 
Наприклад, для схеми рис. 5.14. маємо бітову модель. 
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Рис. 5.13.  Неформальний алгоритм автоматичного розрізання контурів. Вибір 
незалежних контурів 
 
 
Рис. 5.14.  Бітова модель графу 
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Зберігати бітову модель в матрицях типу integer недоцільно. Значно 
ефективніше використання апарату шкал – множин  (тип змінних у 
сучасних алгоритмічних мовах). 
Формалізований алгоритм АРК будемо реалізовувати на основі 
бітової моделі конфігурації мережі ВМ, використання масиву РЕАК і 
застосування бітового вектору KONT для фіксації вже розглянутих вершин 
дерев. Відзначимо, що в принципі бітова матриця (БМ) – це масив бітових 
векторів, де кожен і-й вектор визначає ярус і-го вузла. Виконаємо 
автоматичне розрізання контурів на основі цих компонент (рис. 5.15). На 
першому кроці в РЕАК записано NБП = 1 та еквівалентно у векторі KONT 
у розряді 1 встановлено біт, рівний одиниці. Розглядається бітова шкала з 
номером 1. Тут маємо розряди, не рівні нулю (біт №3, біт №5). Ці номери 
записують в РЕАК, а також встановлюють одиниці в KONT, якщо до цього 
там були нулі. Якщо ж раніше в KONT було встановлено біт, рівний 
одиниці, відповідна гілка записується в розріз. На рис. 5.15 показана 
послідовність операцій, яка призвела до нульового складу моделі БМ та 
повного заповнення вектору KONT. 
В сучасних алгоритмічних мовах, у тому числі в мові Pascal, є 
спеціальний апарат перерахованих множин, наприклад: 
[1..255] – безліч цілих чисел від 1 до 255; 
[2, 4, 9, 11] – множина з чотирьох цілих чисел; 
[А..Z] – безліч букв латинського алфавіту; 
[P, R, F, E] – множина з чотирьох літер латинського алфавіту 
і т. д. 
Принциповим моментом в реалізації змінних типу множин в мові 
Pascal є те, що в пам’яті самі множини не зберігаються. Реалізація 
припускає наявність шкали за кількістю елементів множини. Наприклад, є 
множина [1…255]. Створюється шкала, що складається з 255 біт. На 
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рис. 5.16. представлено склад бітової шкали та відповідну їй множину 
чисел. 
 
Рис. 5.15.  Формальний алгоритм автоматичного розрізання контурів на основі бітової 
моделі матриці та вектору KONT 
  
 
Рис. 5.16.  Відповідність множин цілих чисел та бітових шкал 
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Опис типу множин має вигляд: 
Type scale = SET of 1..255; 
var KONT: scale; 
BM: array [1..255] of scale; 
Тут заготовлено опис для задачі АРК, яка реалізує обробку схем 
об’ємом до 255 вузлів. Над множинами можна виконувати ряд формальних 
операцій: 
KONT:= [ ];  {очищення шкали} 
for i:=1 to 255 do BM[i]:=[ ]; {очищення бітової матриці} 
KONT:=KONT+[15]; {включення в множину числа 15} 
KONT:=KONT+[i]–[j]; {в множині KONT додається i-й елемент та 
видаляється j-й елемент} 
BM[i]:=BM[i]–[j]; {в i-й шкалі матриці ВМ видаляється елемент j-й} 
BM[j]:=BM[j]–[i]; {в j-й шкалі матриці ВМ видаляється елемент i-й} 
if j in KONT then… else… {реалізується перевірка наявності j-го елементу 
в шкалі KONT} 
Для множини працюють логічні операції and, or, xor, які здійснюють 
дії об’єднання, перетину, виключення і т. д. 
Загальний алгоритм автоматичного розрізу контурів показано на 
рис. 5.17, а його реалізація – на рис. 5.18. 
Коментарі до алгоритму (рис. 5.17): 
• Пункти 1, 2 визначають початкові засилання. Змінна R є лічильником 
розрізів контурів. Фіксатори t0 і tt використовуються для аналізу стану 
масиву PEAK, причому t0 визначає кількість включених вершин, а tt – 
кількість вже оброблених вершин; 
• Пункт 5 визначає кінець циклу обробки масиву PEAK; 
• Пункт 4 вибирає поточну вершину; 
• Пункти 3, 7, 8 організовують цикл перегляду i-го рядку бітової матриці; 
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• У цьому циклі згідно з пунктом 6 вибирається ярус конкретної вершини. 
Якщо завершена обробка ярусу, переходимо до наступної вершини 
(пункт 9); 
• У пунктах 10, 11, 12, 15 і 16 реалізуються включення нової вершини в 
масив PEAK; 
• У пунктах 13, 14, 16 відбувається фіксація нового розрізу процедурою 
FRAZREZ, а також з бітової матриці видаляється ця гілка. 
J⊂BM[I] 
J⊂KONT 
 
Рис. 5.17.  Алгоритм автоматичного розрізання контурів АРК на основі бітової моделі 
матриць 
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begin 
    KONT:= []; PEAK[1] := NBP; 
    KONT:= [NBP]; R:= 0; t0:= 1; tt:= 1; 
    while  t0 >= tt do begin 
        i:= PEAK [tt]; 
        for  j:= 1 to 255 do begin 
            if j in BM[i] then begin 
                if j in KONT then begin 
                    INC(R); RAZREZ; 
                end; 
                else begin 
                    INC(t0);  PEAK(t0) := j; 
                    KONT:= KONT + [j]; 
                end; 
                BM[i] := BM[i] - [j]; 
                BM[j] := BM[j] - [i]; 
            end; 
        end;  
        INC(tt); 
    end; 
end; 
Рис. 5.18.  Програмна реалізація автоматичного розрізання контурів АРК 
 
 
Запитання для самоперевірки 
1. Поясніть компоненти загальної формули розрахунку власних та взаємних 
провідностей матриці Y? 
2. Наведіть спрощену програмну реалізацію формування моделі матриці 
провідностей Y. 
3. Як враховуються в матриці Y трансформаторні гілки, поперечні провідності, 
паралельні та відключені гілки? 
4. Яким чином формується матриця вузлових опорів ZS? Наведіть програмну 
реалізацію. 
5. Як еквівалентно перетворити замкнений граф в розімкнений? Виконайте 
перетворення на довільному прикладі графа. 
6. Яким чином формується матриця контурних опорів ZК? Наведіть програмну 
реалізацію. 
7. В чому полягає метод одиничних струмів для розрахунку матриці параметрів 
електричних мереж? 
8. Опишіть метод і алгоритм формування індексно-циркулярної моделі. 
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9. Що таке бітова модель конфігурації мережі? Покажіть на прикладі довільного 
графу. 
10. Як застосовується апарат множин в алгоритмі автоматичного розрізання 
контурів? 
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