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Obsahem této bakalářské práce je popsat postupy při návrhu firemní sítě za po-
moci Cisco zařízení. Samotný návrh sítě je doplněn i následnou konfigurací všech
použitých zařízení v navržené síti. Seznámíme se s metodou Life Cycle System
– PDIOO, která slouží jako postup při návrhu a realizaci sítí. Metoda je složena
z pěti fází. Každá z fází obsahuje postupy a pravidla, která musí být zohledněna
při návrhu sítě. Kapitoly jsou zaměřeny na jednotlivé fáze od samotného plánování
až po konečnou optimalizaci sítě.
V kapitole Plan - fáze plánování sítě si v jednom z bodů představíme, jaké
může být prvotní seznámení se se zákazníkem a analýzou jeho stávající sítě. Dalším
bodem bude zjištění nových požadavků a následné sestrojení návrhu nové sítě. U
vybraných, a zároveň i nejdůležitějších, bodů návrhu je vytvořen modelový scénář
sítě fiktivní firmy Advert Company. Tento scénář má za úkol poukázat na proble-
matiku spojenou s možností implementace daných fází návrhu na konkrétní firmu,
kterou je právě Advert Company.
Další kapitoly obsahují postupy při tvorbě hierarchické a redundantní topologie,
spolu s adresací a názvovým modelem jednotlivých prvků sítě. Nebude zde chybět
ani popis a výběr směrovacího protokolu použitého v síti. V částech kapitoly
Implement - fáze realizace a ověřování sítě bude realizována samotná konfi-
gurace síťových prvků, obsažených v síti Advert Company. Celá síť je simulována
v programu Packet Tracer, který je rovněž produktem společnosti Cisco Systems.
Samotná konfigurace je rozdělena do několika kroků. U každého z kroků jako
je například VLAN - Virtual LAN je popsána funkce spolu s využitím a jejím
následným aplikováním na síť Advert Company. V závěru práce, kdy již máme zpro-
vozněnu síť, si osvětlíme, jaké kroky je potřeba učinit při samotném řízení sítě a na
co se zaměřit, abychom síť dovedli k dokonalosti.
Poslední částí práce je samotná optimalizace sítě, při které si ukážeme nedo-
statky a možná vylepšení nově navržené sítě. V příloze práce pak nalezneme fyzic-
kou topologii celé sítě s rozmístěním všech zařízení a jejich vzájemným propojením
v obou budovách. Na přiloženém CD se nachází soubor s celkovou konfigurací, již
optimalizované sítě Advert Company.
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1 NÁVRH SÍTĚ A JEJÍ NÁLEŽITOSTI
Žijeme v době, kde čas jsou peníze a kde konkurence nezná mezí. Je tedy velmi dů-
ležité každé zefektivnění práce, optimalizace činností a celková správa nad všemi tě-
mito aspekty. Pokud se nám to vše podaří, zajistíme si tak stabilitu na trhu a možná
i předběhneme konkurenci. Je jedno, zda jsme malá firma nebo nadnárodní gigant.
Abychom těchto cílů dosáhli, musíme mít správně navrženou komunikační síť. Dobře





• Rychlá konvergence a zotavení
• Bezpečnost
Splníme-li ve svém návrhu všechny tyto body, tak bychom se nemuseli obávat, že
by nás během ostrého provozu sítě mohlo něco neočekávaného zaskočit.
V této kapitole si představíme postupy a pravidla, která by se při návrhu sítě
měly dodržet[?, ?]. Také si ukážeme, jak správně analyzovat, zpracovat a následně
vyhodnotit informace o navrhované síti. Ukážeme si, jak by měl vypadat hierarchický
a redundantní model sítě. Bude zde zahrnuta logická topologie sítě s následnou
adresací a výběrem směrovacího protokolu. Bude zde i uvedena praktická ukázka
realizace sítě.
1.1 Jak postupovat při návrhu sítě
Při návrhu sítě se setkáme s opravdu velkým množstvím informací, kde každá část
může hrát významnou roli. Pokud bychom opomněli sebemenší detail, mohlo by to
ve výsledném návrhu způsobit nemalé potíže.
Je velice důležité si proto tyto části rozdělit na fáze. V každé fázi se tak bude
nacházet ještě několik dalších podbodů, podle kterých se již může postupovat krok
za krokem. Přibližme si tedy fáze návrhu sítě a osvětleme si tak problematiku spo-
jenou s budoucím návrhem. Podívejme se, jak by tedy mohly vypadat fáze návrhu
sítě, které jsou v tomto případě rozděleny do 4 částí:
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• Analýza požadavků: V této fázi bychom měli stanovit požadavky zákaz-
níka na novou nebo vylepšenou síť. Úkolem bude charakterizovat stávající síť,
včetně logické a fyzické topologie, a její výkonnost. Posledním krokem v této
fázi bude analyzovat současný provoz sítě se všemi možnými službami a zatí-
žením, spolu s konečnou vizí budoucí sítě.
• Rozvoj logického návrhu sítě: Zde se již pokusíme nabídnout návrh logické
topologie pro novou nebo vylepšenou síť, s celkovou adresací, názvy a typy po-
užitých směrovacích protokolů. Je zde zahrnut plán zabezpečení a správy sítě.
Také se zde zjišťuje, který poskytovatel může zajistit dané Internetové služby.
• Rozvoj fyzického návrhu sítě: Během této fáze jsou vybrány konkrétní
produkty pro realizaci logické topologie. V této fázi musí být dokončen výběr
poskytovatele Internetových služeb.
• Testování, optimalizace a konečná dokumentace sítě: Konečné kroky
realizace sítě s testováním prototypu nebo pilotní sítě a následná optimalizace
návrhu.
1.1.1 Life Cycle System - PDIOO
Metodika přímo navržená firmou Cisco pro návrh a realizaci sítí se zařízeními Cisco.
Life Cycle System znamená systém životního cyklu. Tento systém je rozdělen na fáze
návrhu sítí, a to na plánování, tvorbu, testování a optimalizaci sítě. Tento model pro
návrh a realizaci sítí Cisco [?], se někdy označuje i jako PDIOO. Tento model je slo-






Pro návrh a provoz sítí existuje mnohem více metodik, například:
• ITIL – IT Information Library
• FCAPS – Fault,Config, Accounting, Performance, Security
• TMN – Telecommunication Management Network
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My se však v této práci budeme zabývat návrhem sítí za pomoci metodiky PDIOO.
Budeme si tak moci návrh sítě spolehlivě rozdělit do fází a podbodů, kterých se
během realizace projektu budeme moci držet.
Výše jsme si již krátce nastínili hlavní fáze metodiky PDIOO, v následující části
kapitoly si je však podrobněji vysvětlíme a utvoříme si takový ucelený manuál pro
tvorbu návrhu sítě. V tomto manuálu budou zahrnuty a popsány ty nejdůležitější
zásady a pravidla pro správný návrh sítí. Samotná problematika sítí je velice obsáhlá
a může se stát, že ne všechny body zde budou dopodrobna popsány. Výsledkem by
mělo být seznámení s úskalími, které takový návrh sítě může obsahovat a také to,
jak se na takovéto úskalí připravit.
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2 PLAN - FÁZE PLÁNOVÁNÍ SÍTĚ
V této fázi budeme zjišťovat stav stávající sítě zákazníka jako jsou použité aplikace,
současný počet uživatelů a topologie sítě. Budeme hodnotit celkový stav stávající
sítě a nabídneme možnosti spjaté s dalším růstem sítě.
Pokud však zákazník ještě žádnou síť neprovozoval, tak se budeme moci rov-
nou zaměřit na požadavky spojené s budoucím stavem sítě jako například v jakých
místech nebo prostorech bude síť realizována, kolik uživatelů bude v síti, jaké sí-
ťové služby bude síť využívat. V následujícím textu budou vypsány ty nejdůležitější
informace a kroky, které bychom měli v této fázi uskutečnit.
2.1 Analýza stávající sítě zákazníka
Zde si ukážeme, jaké údaje jsou potřebné pro analýzu stávající sítě jako je napří-
klad: počet uživatelů, používané aplikace nebo také topologie sítě. Řekneme si ve
zkratce, jak pracovat se zákazníkem a co dělat, abychom mu pomohli najít to neju-
celenější řešení. Na konci bychom měli zákazníkovi dát zpětnou vazbu a ohodnotit
stávající stav sítě s nabídkou řešení pro další rozvoj sítě.
2.1.1 Seznámení se se zákazníkem
Důležitým aspektem návrhu sítě je vlastní pochopení fungování firmy zákazníka.
Abychom tohoto dosáhli, musíme shromáždit velké množství informací administra-
tivního charakteru. Hlavními aspekty jsou tedy:
• Podnikatelské záměry firmy:
Tyto informace jsou velmi důležité, jelikož nám umožní stanovit požadovanou
škálovatelnost sítě. Zjistíme tedy, jakých obchodních cílů by chtěla firma dosáh-
nout neméně za další 2 roky. Abychom mohli opravdu zákazníkovi nabídnout
co nejlepší technologie návrhu, je potřeba se dostatečně seznámit s oborem,
který zákazník provozuje a jeho možnými konkurenty. Neopomeňme také fi-
nanční stránku realizace a zjistěme, jakou finanční částku je firma ochotna do
návrhu investovat.
• Struktura podniku:
Musíme zjistit, jaká oddělení se ve firmě vyskytují a pochopit, jakou mají na
sebe návaznost. Tato část nám při výsledné návrhu dopomůže pochopit, zda
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bude zapotřebí dělit síť na podsítě nebo nám ujasní, kam správně umístit ser-
very.
• Zeměpisné umístění:
Pokud má zákazník pobočky v jiných zemích, je potřeba určit počet uživatelů
v daných pobočkách a hlavně zjistit, jaké možnosti pro WAN spojení mezi
pobočkami jsou možná. Musíme i zajistit potřebné informace o ceně těchto
linek, spolu s tarifními podmínkami.
• Počet zaměstnanců:
Měli bychom se od zákazníka dozvědět, s jakým počtem zaměstnanců počítá
do nového návrhu sítě. Zda bude nabírat pracovníky nebo zda díky novému
návrhu sítě bude snižovat stavy pracovníků. Poskytne nám zákazník nějakého
svého zaměstnance, který nám pomůže s analýzou stávající sítě.
• Pokusy a motivace:
Důležitým bodem návrhu sítě je i jeho přijetí. Může se stát, že někteří lidé s
novou realizací nebudou souhlasit a budou se snažit tyto pokusy sabotovat.
Měli bychom tedy i myslet na případnou spolupráci s lidmi, kteří o ni nemají
zájem. Vyvarujme se této spolupráci a zjistěme, kteří lidé jsou ochotni se do
realizace zapojit. Měli bychom také zjistit, zda se již někdo nepokoušel o nový
návrh sítě a případně požádat o výsledky tohoto pokusu. Mohly by nám totiž
dosti zjednodušit práci.
2.1.2 Technické údaje
Tyto údaje nám dopomohou ke zjištění stávajících aplikací, které se nyní v síti
využívají. Dále si uděláme obrázek o použitých protokolech a zařízeních implemen-
tovaných v síti. Řekneme si, jaký nástroj použít pro analýzu sítě, abychom docílili
všech již zmíněných informací.
• Aplikace:
Klíčem ke skutečnému využití budoucí sítě a jejího správného návrhu jsou
právě aplikace. Podle použitých aplikací pak můžeme rozhodnout, jaké pro-
tokoly se využijí a jaký bude výsledný provoz na síti. Můžeme tak například
říci, že elektronická pošta bude v síti zabírat mnohem menší provoz, než kdy-
bychom potřebovali po síti posílat objemné datové soubory.
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• Tok informací:
Nyní musíme analyzovat body sítě s největší koncentrací provozu, tedy kudy
protéká nejvíce informací. Činnost sítě ovlivňuje jak typ přenášených dat, tak
objem těchto dat, které mohou být soustředěny do jednoho bodu sítě. Zjistěte,
zda se ve firmě nepohybují data, která nejsou přenášena po síti, například
projektanti si předávají výkresy na flash discích. V návrhu tak budeme muset
zohlednit přenos objemnějších souborů, které se dříve po síti neposílaly.
• Výkon sítě a sdílená data:
Pokuste se seznámit s výkonovými charakteristikami stávající sítě a snažte se
zdokumentovat případné problémy. Pokud zákazník využívá nějaké souborové
či databázové servery, seznamte se s jejich umístěním a zjistěte, jací uživatelé
nebo aplikace s nimi přicházejí do styku.
2.1.3 Body analýzy stávající sítě
V této části si již rozdělíme analýzu stávající sítě do bodů, podle kterých si vy-
tvoříme ucelený pohled na dosavadní síť zákazníka. Body analýzy mohou vypadat
následovně:
1. Používané aplikace
• Název aplikace : (jednotlivé aplikace používané v síti)
• Typ aplikace : (multimediální, databázová)
• Počet uživatelů : (uživatelé pracující s aplikacemi)
• Počet serverů : (servery zajišťující chod aplikace)
2. Síťové protokoly
• Název protokolu : (jednotlivé protokoly používané v síti)
• Typ protokolu : (TCP, HTTP, FTP)
• Počet uživatelů : (uživatelé pracující s protokoly)
• Počet serverů a stanic : (servery a stanice využívající tyto protokoly)
3. Dokumentace stávající sítě
• Topologie sítě : (nákres1 logické topologie i se zakreslením typu zařízení
1nákres - může být vyžádán od zakázníka, případně proveden na čistý papír nebo zakreslen ve
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a rychlostí použitých linek)
• Adresní schéma : (přesný popis adresování v síti)
4. Úzká místa sítě
Vznikají tam, kde zdroj nebo cíl nepochází z místního síťového provozu. Po-
mocí analyzátoru protokolů zjistíme, z kterého nebo do jakého segmentu sítě
tento provoz směřuje. Můžeme k tomu využít nástroj NetFlow2.
• Segment sítě : (měření provedeno na daných segmentech sítě)
• Místní zdroj i cíl : (oba jsou z místní sítě)
• Místní zdroj, cíl ne : (procentuální podíl provozu, který nepochází z
místní sítě)
• Místní cíl, zdroj ne : (procentuální podíl provozu, který nepochází z
místní sítě)
• Ani jeden není místní : (procentuální podíl provozu, který nepochází
z místní sítě)
5. Možná omezení návrhu sítě
Zákazník nám musí sdělit důvody, věcná nebo finanční omezení, která by ne-
byla v souladu s budoucím návrhem sítě.
6. Dostupnost sítě
Vyžádáme si od zákazníka statistické údaje o době, během které byla síť vy-
řazena z provozu a také si vyžádáme údaje hodnot MTBF3. Měli bychom si
také zaznamenat příčiny výpadku na daných segmentech sítě.
• Síť nebo segment sítě : (část sítě kde došlo k poruše)
• MTBF : (střední doba mezi poruchami)
• Poslední výpadek : (datum a čas poruchy)
• Délka posledního výpadku : (časový limit poruchy)
• Důvod posledního výpadku : (například kolaps elektrické sítě, poru-
šený kabel)
7. Spolehlivost sítě
specializovaném programu, například Microsoft Visio.
2NetFlow - nástroj od společnosti Cisco pro monitorování síťového provozu. Nejnovější verze
NetFlow 10. Umožňuje analyzovat zdrojové a cílové IP adresy, porty, protokoly relační vrstvy a
také počty paketů v síti.
3MTBF - střední doba mezi poruchami sítě
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Pomocí vhodného analyzátoru sítě, například dříve zmíněný NetFlow, musíme
opět shromáždit statistické údaje o všech důležitých segmentech sítě, které
musíme minimálně jeden den monitorovat. Zaznamenáme si celkové počty:
• přenesených megabajtů (MB)
• přenesených rámců
• chyb vrstvy MAC (např. způsobené kolizemi v síti ethernet)
• nesměrového a vícesměrného vysílání
Nyní si opět vypíšeme nejdůležitější body, kterých se budeme držet:
• Segment sítě : (část sítě, na níž je prováděno měření)
• Průměrné využité sítě : (procentuální využití sítě po určitý časový
úsek, z něhož je vypočítán průměr)
příklad : (monitorováno 5 hodin) 20%, 25%, 45%, 15%, 30%
výpočet : (20% + 25% + 45% + 15% + 30%) : 5 = 27%
• Špičkové využité sítě : (nejvyšší procentuální hodnota využití sítě za
daný měřený úsek)
příklad : špičkové využití při : 45%
• Průměrná velikost rámců: (celkový počet přenesených megabajtů po-
dělených celkovým počtem rámců)
příklad : celková data : 300 MB, celkové rámce : 300 000
výpočet : 300 : 300 000 = 1000B
• Frekvence chyb MAC: (celkový počet chyb vrstvy MAC podělených
celkovým počtem rámců, vyjádřených v procentech)
příklad : počet kolizí : 200, celkové rámce : 300 000
výpočet : 200 : 300 000 = 0, 06%
• Frekvence vícesměrného/nesměrového vysílání: (celkový počet ví-
cesměrných/nesměrových rámců podělených celkovým počtem rámců vy-
jádřených v procentech)
příklad : počet vícesměrných/nesměrových rámců : 40 000, celkové
rámce : 300 000
výpočet : 40 000 : 300 000 = 13, 3%
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8. Stavy směrovačů
Musíme také zjistit vytíženost směrovačů v síti. Každý ze směrovačů bychom
měli monitorovat opět minimálně jeden den. Pro vyplnění následujících bodů,
nám dopomohou tyto příkazy4: show buffers, show processes.
• Směrovač : (daný směrovač v síti)
• Využití procesoru : (za určitý časový úsek)
• Zahozeno paketů ze vstupní fronty : (za určitý časový úsek)
• Zahozeno paketů z výstupní fronty : (za určitý časový úsek)
• Ztracené pakety : (za určitý časový úsek)
• Neobsloužené pakety : (za určitý časový úsek)
9. Použitý systém a nástroje pro správu
Zjistíme, jaký typ operačního systému se v síti používá a jaké nástroje jsou
použity pro správu sítě. Vše se odvíjí od použité platformy. Pokud bude naše
síť tvořena pouze zařízeními Cisco, můžeme zvolit nástroj CiscoWorks5. Tento
nástroj bude v naší síti neocenitelným pomocníkem, jelikož s ním budeme moci
spravovat a také sledovat všemožné stavy aktivních prvků sítě.
10. Celkové shrnutí dosavadní sítě
Po úspěšném zjištění všech těchto informací bychom měli vypracovat podrob-
nější zprávu o stavu sítě, kterou poté předáme zákazníkovi a dáme mu tak
zpětnou vazbu. Po prodiskutování stávající sítě přejdeme k dalšímu bodu rea-
lizace návrhu sítě, kterou budou nové požadavky zákazníka.
2.2 Scénář analýzy stávající sítě firmy Advert Company
V této části si ukážeme možný scénář analýzy firmy Advert Company, která se
zabývá zakázkovou tvorbou internetových obchodů spolu s možnou správou těchto
obchodů. Před nedávnem firma koupila i reklamní společnost zabývající se tiskem
reklamních plakátů a bilboardů.
2.2.1 Záměr společnosti
Firma Advert Company je velmi významnou firmou v oboru na zakázku vytvářených
internetových obchodů. Společnost sídlí v Brně a díky svým úspěchům se rozrostla
4příkazy - na směrovačích se mohou lišit od verze použitého Cisco IOSu.
5CiscoWorks - můžeme se více dočíst na stránkách: http://www.cisco.com/c/en/us/products/cloud-
systems-management/ciscoworks-lan-management-solution-3-2-earlier/index.html
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natolik, že jí dosavadní prostory už nestačí. Nemálo k tomu i dopomohla koupě re-
klamní společnosti zabývající se výrobou plakátů a bilboardů, jak jsme se dozvěděli
výše. Společnost Advert Company zkusila štěstí i v jiném odvětví, než je tvorba in-
ternetových obchodů, a zadařilo se. Společnost se díky růstu ocitla na pokraji svých
možností a stávající prostory jí už nestačí.
Proto se rozhodla otevřít další pobočku. Firma velmi výhodně zakoupila dvě budovy,
které měly sloužit jako výrobní haly. Z těchto prostor se pomocí sádrokartonových
příček vytvoří výsledné kanceláře. Menší nevýhodou je umístění budov, které se
nachází na druhém konci města. Firma nevyžaduje žádné zásahy do své stávající
sítě, jelikož byla před několika lety inovována, požaduje však vytvoření návrhu a
dále i možnou realizaci nové pobočky. Firma by si přála, pokud to bude možné,
implementovat co nejvíce prvků ze svoji stávající sítě do nové pobočky. Poskytne
nám tak i svého zaměstnance pana Kostrbu, který už několik let vykonává post
hlavního správce sítě. Pan Kostrba bude tedy klíčovou osobou pro realizaci projektu.
Měl by nám zajistit co nejvíce informací, díky kterým pochopíme stávající síť.
2.2.2 Stávající síť
Po rozhovoru s panem Kostrbou jsme se dozvěděli základní informace o stávající síti.
Společnost Advert Company zaměstnává přes 70 zaměstnanců, kteří jsou rozděleni
do několika oddělení. Hlavním oddělením s nejvíce zaměstnanci je oddělení progra-
mátorů společně s kodéry webu. Dále je zde projektové a marketingové oddělení.
Také je zde i fakturační a právnické oddělení. Na to vše dohlíží IT oddělení v čele s
panem Kostrbou.
Celá síť je vystavěna na zařízeních od společnosti Cisco Systems. Se stávající sítí
je společnost velmi spokojená, a proto chce svou budoucí síť realizovat také pomocí
Cisco zařízení. Společnost využívá hvězdicovou topologii sítě s dvěma přepínači řady
Catalyst 2960 a směrovačem Cisco 2951. V sítí je zavedena architektura Gigabit
Ethernet, která umožňuje dosti rychlou komunikaci a nijak neomezuje datové pře-
nosy na síti. Jelikož se firma zabývá tvorbou a správou internetových obchodů, tak
pro práci potřebuje i několik webových, databázových a mailových serverů. Webové
servery jsou přístupné z vnější sítě.
2.2.3 Aplikace a sdílená zařízení v síti
Pan Kostrba nám dal soupisku nejvíce využívaných aplikací v síti, i s konkrétním
počtem uživatelů, jak můžeme vidět níže:
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• Elektronická pošta: všichni uživatelé.
• Webový prohlížeč: všichni uživatelé.
• Upload grafických a textových souboru na servery: 40 uživatelů.
• Tisk dokumentů: 30 uživatelů.
Z těchto informací můžeme rovnou zjistit i využití sdílených zařízení v síti jako
jsou například:
• Poštovní server: všichni uživatelé.
• Webový server: všichni uživatelé.
• Databázový server: 40 uživatelů.
• Tiskový server: 30 uživatelů.
2.2.4 Topologie sítě
Z předcházejících informací by se již dal udělat menší nástin stávající sítě, ale pár
informací by ještě bylo potřeba. My jsme od pana Kostrby dostali trochu stručný,










192.168.88.1 - 192.168.88.254 192.168.98.1 - 192.168.98.254
Obr. 2.1: Topologie stávající sítě.
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2.3 Požadavky nové sítě
Dalším krokem pro dobrý návrh sítě je seznámení se s požadavky, které bude zákaz-
ník vyžadovat u nového návrhu sítě. Pokud bychom opomněli jakýkoliv bod, který
má být zahrnut do nového návrhu sítě, tak bychom všechnu předešlou práci dělali
zbytečně, jelikož by měla výsledná práce stejný efekt jako u stávající sítě. Opět si
tedy ukážeme, jakých bodů bychom se měli držet, aby byla výsledná síť opravdu
podle požadavků zákazníka.
2.3.1 Možná omezení
Opět se zákazníkem musíme probrat aspekty, které by mohli zpomalit, narušit nebo
úplně ukončit návrh sítě. Měli bychom si projít následující body:
• Finanční rozpočet :
• Ujasnit si dobu realizace projektu :
• Určit si nové personální obsazení firmy :
2.3.2 Bezpečnostní opatření
Zákazník by měl mít předběžnou vizi o tom, kolik například zaměstnanců bude moci
pracovat z domova, s jakými pobočkami nebo jinými firmami bude komunikovat přes
vnější síť a zda budou moci zaměstnanci přistupovat do vnější sítě, tedy Internetu.
• Vyhodnotíme možná bezpečnostní rizika v síti :
• Určíme podmínky pro přístup k datům z Internetu :
• Určíme autorizační a autentizační podmínky pro vzdálené pobočky,
mobilní zaměstnance a externí pracovníky :
• Zabezpečíme komunikaci mezi směrovači a přístupovými body :
• Zajistíme požadavky na zabezpečení počítačů a vytvoříme práva pro
dané uživatele :
2.3.3 Nové aplikace
Uděláme soupisku nových aplikací, které se budou v síti používat. Můžeme využít
některé body, které jsme již zmínili v části „Používané aplikace“. Mezi nové body
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však patří:
• Monitorování maximální doby zatížení nových aplikací :
• Nákres toku informací nových aplikací :
2.3.4 Síťový provoz a jeho charakteristika
Porozumět chování síťových protokolů, patří mezi jednu z nejobtížnějších věcí při
kladení požadavků zákazníka. Musíme totiž pochopit funkci nesměrového vysílání.
Dalším aspektem, pro dobré pochopení síťového provozu, jsou velikosti rámců, řízení
pohyblivých oken a nezapomeňme na mechanizmy zotavení z chyb. Pojďme se tedy
s tím vším seznámit.
Nesměrové vysílání
Broadcast, neboli nesměrové vysílání, se vyskytuje v každém síťovém provozu a vy-
užívá ho řada síťových protokolů jako je například TCP/IP. Nesměrové pakety se
využívají pro vyhledávání služeb jako je DHCP, DNS a spousty dalších. Je tedy
nedílnou součástí každé sítě. Ne vždy nám je ku prospěchu.
Jsou i situace, kdy nám tento nesměrový provoz může zahltit celou síť a nejenom
síť. Všechny nesměrové informace přichází pomocí síťových karet do počítačů, kde
jsou předány k vyhodnocení procesoru. Procesor je tak zaneprázdněn vyhodnocová-
ním informací, které nejsou adresovány jemu. Je tedy dobré se takovým to situacím
vyhnout a minimalizovat tak tento provoz na síti. Jak tento provoz minimalizovat
si řekneme v části: „Potřebný hardware pro LAN sítě“.
Velikost rámců v síti
Velikost rámců v síti je odvozena od použitého přenosového média a také architek-
tury. Každá síť je specifická a je využívána pro určitý typ síťového provozu. Pokud
bychom chtěli sítí posílat například objemné soubory, měli bychom mít nastaveny
jednotky MTU6 na maximum. Tyto jednotky se velmi často dají konfigurovat a pro
danou síť můžeme zvolit menší či větší velikost. Neměli bychom však překračovat
maximální povolené jednotky pro danou síť, docházelo by k defragmentaci7 a poté k
6MTU - maximální přenosová jednotka.
7defragmentace - rozložení jednotky.
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opětovnému fragmentaci8, což by vedlo ke snížení výkonosti sítě. Jednotky by totiž
museli být při průchodu síťovými prvky rozkládány a opět skládány. Čím větší jed-
notky MTU bude síť podporovat, tím menší bude podíl režie síťových prvků, což
bude mít za následek zvýšení výkonosti sítě.
Protokoly TCP a UDP v síti
Hned na začátku jsme si řekli, že musíme síť přizpůsobit novým aplikacím. Každá
aplikace pro svou komunikaci po síti využívá právě jeden z těchto protokolů. Níže
si některé tyto aplikace zmíníme. Proč vůbec zmiňujeme tyto protokoly? Každý z
těchto protokolů totiž umožňuje rozdílný typ komunikace, například UDP patří do
skupiny nespolehlivých a nespojovaných protokolů. Pro svou komunikaci používá da-
tagramy. Představme si, že chceme poslat určitou zprávu po síti a využijeme pro její
doručení protokol UDP. Tato zpráva se nejprve rozdělí do datagramů a ty se pak vy-
dají na cestu po síti. Každý datagram pak putuje k příjemci odlišnou cestou, proto
nespojovaná služba. Může se také stát, že k příjemci nedorazí všechny datagramy a
zpráva nepůjde přečíst, proto také nespolehlivá služba. Nemůžeme tedy zaručit na
kolikátý pokus se komunikace vydaří.
Naopak je tomu u protokolu TCP, který patří do skupiny spojovaných a spolehli-
vých služeb. Pro svou komunikaci využívá pakety. Pokud využijeme předešlý příklad
přenosu zprávy, ale místo protokolu UDP využijeme protokol TCP, tak přenos bude
vypadat takto. Před začátkem vysílání se nejprve na síti vytvoří virtuální komuni-
kační kanál mezi odesílatelem a příjemcem. Dojde tak ke komunikaci mezi účastníky
ještě před samotným přenosem, proto spojovaná služba. Během této komunikace se
dohodnou všechny náležitosti přenosu jako velikosti paketů, potvrzení přijatých pa-
ketů, atd. Poté proběhne samotný přenos. Pokud by se stalo, že by nějaký z paketů
nebyl doručen, tak se nic neděje. Mezi účastníky funguje oboustranná komunikace,
takže pokud by příjemci nepřišel určitý paket, okamžitě by kontaktoval odesílatele a
požádal ho o opětovné zaslání tohoto paketu. Proto je TCP spolehlivým protokolem.
Při návrhu sítě bychom tedy neměli opomenout, jaké síťové protokoly se budou
na síti převážně používat. Nyní si ukážeme aplikace, které pracují s těmito protokoly:
Aplikace pod protokolem TCP:
HTTP – port 80
SMTP – port 25
8fragmentace - opětovné složení jednotky.
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SSH – port 22
SMTP – port 25
DNS9 – port 53
Aplikace pod protokolem UDP:
TFTP – port 69
DHCP klient – port 68
DHCP server – port 67
SNMP – port 161
DNS – port 53
Objekty přenášené sítí
Podle nově používaných aplikací bychom si měli vyvodit, jaké asi objekty budou po-
sílány sítí a jakých průměrných velikostí mohou dosahovat. Dokumenty mohou mít
například velikosti od 1 MB až po 10 MB, záleží na velikosti dokumentu. Obrázky
mohou mít od 10 MB klidně až do 100 MB, podle formátu fotografie. Zaměřme se
tedy na objekty, které se budou v síti pohybovat, abychom mohli určit potřebnou
šířku přenosových kanálů a vybrat tak vhodný typ přenosového média.
2.3.5 Dokumentace výsledných požadavků zákazníka
V dokumentu popíšeme stávající síť s implementováním nových požadavků zákaz-
níka. Cílem je sloučit nynější síť s novými požadavky a možnými omezeními do
jednoho dokumentu. Tvorba tohoto dokumentu závisí převážně na zákazníkovi, ne-
musí být podmínkou návrhu sítě.
2.4 Scénář nových požadavků firmy Advert Company
Na začátku jsme se dozvěděli základní informace o stávajícím stavu sítě firmy Ad-
vert Company. Nyní z těchto informací budeme čerpat, abychom mohli uskutečnit
návrh pro novou pobočku. Jedním z dosti důležitých a možná i obtížných úkolů bude
sjednotit spolupráci dvou firemních odvětví, kterými jsou tvorba internetových ob-
chodů a reklamní agentury. Firma tedy má představu o jedné celkové společné síti.
V Brně se již pomalu dokončují stavební práce na dvou nových budovách, které
9DNS – aplikace pro překlad IP adres na doménové názvy, jedna ze služeb která používá jak
TCP, tak UDP protokol
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budou sloužit jako nová pobočka firmy Advert Company. Do nové budovy by se
měla přesídlit polovina zaměstnanců ze stávající firmy, aby umožnila zaškolení no-
vých zaměstnanců. Nová pobočka by oproti té předešlé měla nakonec disponovat asi
dvojnásobným počtem zaměstnanců. Nový počet zaměstnanců bude něco okolo 140
až 150.
Firma Advert Company tedy požaduje kooperaci internetových obchodů a reklamní
agentury. Hlavní části každého z oborů, jako jsou programátoři nebo designeři, spolu
s výrobní linkou, by měly být odděleny samostatně, aby se zabránilo případným
zmatkům při spolupráci. Firma navrhuje rozdělit tyto pracovníky mezi obě budovy.
Každá z budov má dvě podlaží. Vzdálenost budov je přibližně 20 metrů. Mezi bu-
dovami se chystá vybudovat spojovací chodba, kterou by bylo možné vést všechny
potřebné kabelážní systémy pro spojení obou budov. Pan Zonar, který je vlastní-
kem firmy Advert Company, má podle pana Kostrby velmi kladný vztah ke svým
zaměstnanců a velice si váží jejich práce. Požaduje, aby v každé budově byly vysta-
věny relaxační místnosti, ve kterých si budou moci zaměstnanci vyčistit hlavu od
špatných myšlenek. V těchto místnostech by mělo být každému zaměstnanci umož-
něno bezdrátové připojení k Internetu.
Síť by se tedy měla skládat jak z přímých kabelových spojů, tak i z bezdrátové části.
Bezdrátová část by měla být převážně v přijímací hale, do které bude umožněn pří-
stup všem návštěvníkům firmy.
V síti se bude objevovat několik serverů, převážně webových, bez kterých by po-
bočka nemohla fungovat. V síti by měly být i záložní servery. Jelikož na webových
serverech poběží e-shopy zákazníků, je nutné zajistit přistupovat i z vnější sítě.
Bude muset být zajištěna komunikace mezi stávající a novou sítí. Hlavní komu-
nikační trasy by měly být v síti zdvojeny kvůli možným výpadkům a také kvůli
vyrovnání zatížení linek.
V síti by nemělo docházet k rapidnímu nárůstu nesměrových paketů, které by zpo-
malovaly provoz. Každé patro by mělo mít vytvořenu vlastní podsíť.
Pro každé oddělení se bude muset vybrat vhodný typ přenosových médií, kterými bu-
dou připojeny do sítě. Ne každý totiž bude potřebovat takovou velkou šířku pásma,
kterou umožňuje Gigabit Ethernet, jak jsme se mohli setkat ve stávající síti. Tyto
položky pak mohou v nemalém množství snížit cenu realizace.
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Firma by si přála, aby realizační práce celé sítě i s jejím otestováním a plnou funkč-
ností bylo v rozmezí dvou až tří měsíců. Na realizaci sítě, firma vyčlenila částku
1 200 000 Kč.
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3 DESIGN - FÁZE NÁVRHU SÍTĚ
Tato další část textu nám popíše již samotnou fázi návrhu nové sítě, která by již
měla splňovat všechna kritéria a požadavky zákazníka. Opět si tuto fázi rozdělíme
do bodů, u kterých si ve zkratce popíšeme důležité aspekty, které bychom neměly
opomenout.
Ukážeme si, jaký typ hardwaru zvolit pro síť LAN (přepínače, směrovače, kombinace
obou). Vybereme potřebný hardware i pro vnější síť WAN, který se bude odvíjet
od technologií, které nám budou ISP1 moci nabídnout. Naučíme se dělat návrh to-
pologie sítě za pomoci hierarchického a redundantního síťového modelu. Nakonec
si navrhneme adresní schéma pro celou síť spolu s výběrem směrovacích protokolů,
které budou zajišťovat komunikaci a konvergenci celé sítě.
U každého z bodů si také ukážeme, jak bychom danou problematiku aplikovali na
naši fiktivní firmu Advert s.r.o. Jak tedy budeme postupovat:
1. Topologie sítě – hierarchický a redundantní model
2. LAN síť a její hardware
3. WAN síť a její hardware
4. Adresní schéma sítě spolu s názvy prvků
5. Směrovací protokoly v síti
3.1 Topologie sítě – hierarchický a redundantní
model
Žádný návrh se neobejde bez pořádného smysluplného nákresu, a to ať se jedná o
součástku, plán budovy nebo v našem případě datovou síť. Každý si na začátku
jakéhokoliv projektu musí udělat určitý náčrt, ve kterém budou zakresleny ty nej-
důležitější a nejzákladnější body, bez kterých by nebylo vůbec možné určitý návrh
realizovat. Například jak stavební inženýři musejí navrhnout plány budovy, tak my
si musíme navrhnout plány sítě.
Ukážeme si dva nejdůležitější typy modelů pro návrh sítí. Dozvíme se, z jakých
vrstev se modely skládají a ve zkratce si popíšeme jejich funkce.
Jsou to :
• Hierarchický model
1ISP – poskytovatel Internetových služeb
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• Redundantní model
3.1.1 Hierarchický síťový model
Pomocí hierarchických modelů můžeme navrhované sítě dělit do jednotlivých vrstev.
Každá z vrstev plní v síti svoji specifickou funkci. Hierarchické modely jsou rozdě-
leny do tří vrstev:
• Přístupová vrstva (Access Layer)
• Distribuční vrstva (Distribution Layer)
• Vrstva jádra (Core Layer)
Než přistoupíme k samotnému popisu jednotlivých vrstev, řekneme si, proč bychom
vůbec měli s těmito modely pracovat. Hierarchický model je modulární a umožňuje
rozdělit síť do malých elementů, díky kterým má síť větší srozumitelnost a usnadňuje
případné změny. V každé vrstvě můžeme využít dostupnou šířku pásma a eliminovat
tak plýtvání kapacitami.
Pokud například budeme chtít v celé síti používat architekturu Gigabit Ethernet
(šířka pásma 1000 Mb/s) a budeme vědět, že určitá oddělení firmy tuto kapacitu
linek ani zdaleka nevyužijí, tak tyto oddělení připojíme do sítě pomocí architektury
Fast Ethernet (šířka pásma 100 Mb/s). Ušetříme tak náklady za mnohem dražší
technologii jakou je GbE2. A provozu na síti to nijak neublíží. Kontrola nad sítí
bude mnohem efektivnější a v případě poruchy bude izolování příčin také mnohem
rychlejší a snazší. Popišme si nyní jednotlivé vrstvy tohoto modelu.
Přístupová vrstva (Access Layer)
Je tou nejzákladnější vrstvou a umožňuje uživatelům přistupovat do sítě LAN. Ve
vrstvě jsou obsaženy koncové stanice, IP telefony, tiskárny a jiné další periferie, které
jsou připojeny do přepínačů nebo bezdrátových přístupových bodů. Vyšší koncové
přepínače zajišťují spojení s distribuční vrstvou. Služby obsažené v této vrstvě nabí-
zejí přístup do sítě, kontrolu všesměrového vysílání, filtrování protokolů a značkování
paketů podle kvality služeb QoS.
2GbE – zkratka technologie Gigabit Ethernet
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Distribuční vrstva (Distribution Layer)
Prací této vrstvy je agregace adres a oblastí, přístup k jednotlivým oddělením nebo
pracovním skupinám, oddělování všesměrových domén, redistribuce mezi směrova-
cími protokoly, filtrování podle zdrojových nebo cílových adres, statické směrování a
mnohé další. Závisí především na použitém typu zařízení, které je implementováno
v této vrstvě. Poskytuje spojení s vrstvou jádra a zajišťuje možná redundantní za-
bezpečení pro spojení do vnější sítě. Komunikaci zde zprostředkovávají směrovače,
které mohou zajišťovat i propojení mezi budovami.
Vrstva jádra (Core Layer)
Vrstva je poslední a také nejvyšší vrstvou v hierarchickém síťovém modelu. Pro
podnikové komunikace je životně důležitá, protože zprostředkovává vysokorychlostní
spojení s vnější páteřní sítí a může propojovat datová centra nebo podniky. Zde jsou
















Obr. 3.1: Hierarchický síťový model.
3.1.2 Redundantní síťový model
Model navržený pro zákazníky, kteří provozují kriticky důležité služby nebo komu-
nikační trasy. U těchto služeb musí být zajištěna stoprocentní spolehlivost. Kdyby
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však došlo k této kritické situaci, musí být za ní okamžitě zajištěna náhrada (re-
dundantní cesta), aby komunikace mohla být opět obnovena. Je tedy velmi důležité
zvážit všechna možná rizika a zajistit jejich okamžité řešení. Každý návrh, jak jsme
si již řekli, se odvíjí od požadavků zákazníka. V síti bychom se měli hlavně zaměřit
na redundanci cest a serverů:
Redundance cest
Redundance cest má dva základní cíle, kterými jsou: vyrovnání zátěže (load balan-
cing) a minimalizace doby výpadku.
Vyrovnávání zátěže:
Schopnost nezatěžovat jednu komunikační linku celým síťovým provozem, ale rozdě-
lit zatížení sítě až mezi 6 různých paralelních cest. Musíme však dodržet konzistentní
šířku pásma, aby tak měly všechny cesty stejné cenové ohodnocení. Některé smě-
rovací protokoly umožňují vyrovnávání zátěže i s rozdílnými šířkami pásem, např.
EIGRP3.
Minimalizace doby výpadku: Pro uskutečnění minimalizace doby výpadku je
zapotřebí minimálně jedné paralelní linky, která bude použita v případě výpadku
primární linky. Linka se může používat, jak jsme se výše zmínili, k vyrovnání zátěže.
Nebo se nebude pro provoz sítě vůbec využívat a bude použita opravdu jen v případě
výpadku primární linky. Toho můžeme dosáhnout statickou konfigurací trasy, která
bude mít o něco nižší hodnotu administrativní vzdálenosti než linka primární.
Redundance serverů
Pokud jsou některé firmy závislé na datech, které jsou uloženy na serverech, tak
je vhodné doporučit zajištění redundantních souborových serverů. Tyto servery se
postarají o replikaci dat z jednoho serveru na druhý. Pokud by došlo k havárii
hlavního serveru, pořád by byl v záloze druhý. Redundantní servery by neměly být
ve stejné síti a také by neměly být, pokud je to možné, ve stejném okruhu elektrického
napětí.
Může se stát, že z finančních důvodů nebude možné takovýto server do sítě za-
komponovat. Druhou variantou je zrcadlení (mirroring) disků. Zrcadlení nám umož-
ňuje tvorbu kopie nebo kopií pevných disků, tzv. RAID 1. V dnešní době se již
3EIGRP – směrovací protokol z rodiny distance vektor, vyvinut společností Cisco.
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používá technologie RAID 5 a RAID 6, které umožňují větší zabezpečení dat po-
mocí samoopravných kódů, musejí ale obsahovat navíc paritní disky, na kterých jsou
právě uloženy samoopravné kódy. Stále je to však o něco levnější varianta než u re-
dundantních serverů.
Mohli bychom si například ukázat, jak by mohlo vypadat redundantní zapojení pro
dvě budovy, jak demonstruje obr. ??.





Obr. 3.2: Redundantní síťový model.
3.1.3 Scénář tvorby hierarchické a redundantní topologie
sítě firmy Advert Company
Ve fázi PDIOO jsme se nyní dostali k fázi návrhu vlastní sítě neboli Design. V pře-
dešlé kapitole jsme se nejen seznámili se stávající sítí firmy Advert Company, ale
také jsme si představili požadavky, které budou v návrhu sítě hrát důležitou roli.
V této části si ukážeme možný návrh hierarchické a redundantní topologie budoucí
sítě. Při návrhu sítí se meze nekladou, tedy až na ty finanční, a je velmi pravdě-
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podobné, že by se tato síť dala navrhnout i několika dalšími způsoby. Nejprve, než
přejdeme k samotnému návrhu, zrekapitulujme si potřebné informace z předešlé ka-
pitoly:
• Síť se bude rozprostírat mezi dvěma budovami.
• Každá budova má dvě podlaží (přízemí a první patro).
• Podlaží by měla být rozdělena do skupin.
• Síť musí být schopná komunikovat z hlavním sídlem firmy.
• Hlavní komunikační trasy by měly být zdvojené.
• Síť by měla disponovat záložními servery.
Ukažme si nyní, jak by taková pilotní síť mohla vypadat.







Obr. 3.3: Hierarchický model sítě firmy Advert Company s redundantními prvky.
3.2 LAN síť a její hardware
Hardware sítě by měl plně odpovídat provozu, který se sítí bude šířit. Je tedy důležité
si ještě jednou ujasnit, jaké typy aplikací budou na síti provozovány. Tyto všechny
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informace bychom už měli znát z předešlého textu a můžeme tedy přejít k otázce,
zda v síti budeme využívat spíše přepínání nebo směrování.
Využijeme funkce směrovačů, přepínačů nebo funkce obou? Níže si ukážeme, co
nám dopomůže ke správnému výběru.
3.2.1 Směrovače a jejich služby
Hned na začátku si můžeme říci, že se bez směrovače neobejdeme, pokud budeme
chtít přistupovat do veřejné sítě WAN. Směrovače nám umožňují v síti oddělovat
domény nesměrového vysílání, které při nadměrném množství mohou zahltit síť a
rapidně snížit její výkon. Jaké služby nám tedy směrovač nabízí:
• Hierarchické adresování, neboli dělení do podsítí.
• Komunikace mezi různými LAN.
• Rychlá konvergence.
• Zabezpečení komunikace.
• Směrování pomocí zásad, access listy.
• Směrování pomocí QoS4.
• Vyrovnávání zátěže na síti.
3.2.2 Přepínače a jejich služby
Přepínače jsou nedílnou součástí sítí LAN, ve kterých je potřeba propojit větší množ-
ství zařízení. Umožňuje například propojení celých firemních oddělení. V dnešní
době, kdy je každý závislí na komunikaci přes vnější síť, je zapotřebí mít v síti ob-
sažen alespoň jeden směrovač. Jaké služby nám tedy přepínač nabízí:
• Dostupnější šířka pásma.
• Komunikace po VLAN sítích.
• Minimalizace všesměrových zpráv.
• Šifrování komunikace.
• Velmi snadná konfigurace.
• Mnohem menší náklady oproti směrovačům.
• Zabezpečení portů.
3.2.3 Zařízení firmy Cisco
Společnost Cisco je jedním z hlavních výrobců síťových zařízení, kterými jsou právě
směrovače a přepínače. Nemusíme se bát říci, že velkou většinu komunikace na ve-
4QoS – (Quality of Services) dělení podle kvality určitých služeb.
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řejných sítích zajišťují právě produkty společnosti Cisco. Při realizaci návrhu naší
sítě budeme pracovat pouze se zařízeními od společnosti Cisco. Měli bychom si tedy
ukázat, s jakými typy a řadami produktů se můžeme setkat. Jelikož společnost Cisco
má obrovské množství produktů, ukážeme si hlavně ty, s kterými budeme pracovat.
Pokud by však měl někdo zájem se podívat na všechny produktové řady těchto za-
řízení nebo na mnohá další, tak může odpovědi na všechny otázky naleznout na
webových stránkách [?], kde si v levé spodní části obrazovky, pod názvem Products,
může prohlédnout libovolný produkt nabízený zmiňovanou společností.
Směrovače Cisco
Dělí se na směrovače pro: pro sítě WAN, poskytovatele ISP, datová centra, firemní
pobočky a mnohé další. Nás však budou převážně zajímat směrovače pro firemní po-
bočky. Veškeré podrobnější informace se dočtete v datasheetu každého z produktů.
Směrovače pro firemní pobočky:
• Cisco 4400 Series Integrated Services
• Cisco 4000 Series Integrated Services
• Cisco 3900 Series Integrated Services
• Cisco 3800 Series Integrated Services
• Cisco 2900 Series Integrated Services
Přepínače řady Cisco Catalyst
Také se dělí do skupin a to na: pro sítě WAN, poskytovatele ISP, datová centra, kom-
paktní a přístupové. Veškeré podrobnější informace se dočtete v datasheetu každého
z produktů.
Přepínače pro firemní pobočky:
• Cisco Catalyst 4500 Series Switches
• Cisco Catalyst 3850 Series Switches
• Cisco Catalyst 3750 Series Switches
• Cisco Catalyst 3560 Series Switches
• Cisco Catalyst 2960 Series Switches
3.2.4 Scénář výběru zařízení pro LAN síť firmy Advert Company
Výběr zařízení nebude tak složitý pro danou síť, jelikož nám firma Advert Company
vytyčila jasný směr. Už při zjišťování informací o společnosti a jejich stávající síti
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jsme se dozvěděli o síťových zařízeních společnosti Cisco, která jsou implementována
uvnitř celé sítě. Společnost Advert Company je s těmito produkty velice spokojená a
přínosem je i fakt, že IT oddělení je s jejich správou a funkčnosti dobře obeznámeno
a umí tedy tato zařízení ovládat.
Jelikož víme, že se síť bude skládat celá ze zařízení Cisco, zbývá nám tedy už jen
vybrat, jaké typy a jaké funkce budou muset splňovat. V hierarchickém schématu
jsme mohli vidět dva základní prvky, které se v naší síti objeví:
• Směrovače
• Přepínače
Stávající síť je postavena na architektuře Gigabit Ethernet, která využívá rych-
losti přenosu až 1000 Mb/s. Nová síť bude postavena na stejné architektuře.
Směrovače jsou další nejdůležitější součástí sítě. Díky směrovačům můžeme smě-
rovat příchozí data na ten nejvhodnější port udávající směr cílové sítě. V hierarchic-
kém schématu máme zakresleny 2 směrovače. Jeden bude zprostředkovávat komuni-
kaci mezi oběma budovami. Druhý se bude starat o příchozí i odchozí komunikaci
mezi sítí LAN a WAN.
Směrovač by měl podle zadaných požadavků splňovat směrování mezi sítěmi s
rychlostí až 1000 Mb/s, musí umožňovat autentizaci a autorizaci zařízení v síti.
Čímž dokáže zabezpečit komunikaci mezi směrovači a sníží se tak riziko útoků. Po-
žadavek byl kladen i na bezdrátové přístupové body v síti. Určité typy směrovačů
dovolují spravovat bezdrátové přístupové body v síti. Opět jsme hledali přímo na
stránkách Cisco produktů a vybrali jsme směrovač C2951-VSEC/K9. Tento směro-
vač podporuje všechny tyto služby a umožňuje i funkci firewallu. Můžeme tak zajistit
i zabezpečení sítě.
Poslední zařízení nacházející se v síti je přepínač. Přepínač je takový méně pro-
pracovaný směrovač, který neovládá tolik funkcí, ale umožňuje rychlé přepínání
směrů. Hlavním úkolem je propojení velkého množství uživatelů, kteří tak mohou
přistupovat k síti. Hlavním parametrem přepínačů je počet portů a jejich rychlost
komunikace. V naší síti využijeme hned několik přepínačů. Jedním z nich je Cata-
lyst 2960S, který bude zprostředkovávat přímou komunikaci se směrovači. Rychlost
jednoho tohoto přepínače je až 1000 Mb/s. Tento přepínač umožňuje připojení k
síti až 24 uživatelům. Přepínač má i svůj vlastní management, díky kterému se dá
například pomocí protokolu telnet nebo SNMP ovládat. Přepínač umožňuje i zabez-
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pečení každého z portů a to pomocí filtrování MAC adres právě připojených zařízení.
Ostatní přepínače jsou také řady Catalyst 2960S, liší se již pouze počtem portů a
maximální možnou přenosovou rychlostí.
3.3 WAN síť a její hardware
Přístup na Internet je v dnešní době standardem, a proto se dá říci, že skoro každá
domácnost je připojena do celosvětové sítě. Je tedy jasné, že při jakémkoliv návrhu
sítě se setkáme s požadavkem na připojení do sítě WAN. V této práci se omezíme na
přístup do veřejné sítě za pomoci poskytovatelů internetových služeb ISP (Internet
Service Provider) dále jen ISP, což by se na první pohled mohlo zdát jako snadná
věc. Bohužel tomu tak není, i zde se totiž vyskytuje nepřeberné množství informací,
požadavků a otázek, které se musí před kontaktováním ISP ujasnit.
Za prvé bychom si měli ujasnit, jaké požadavky jsou na nás kladeny, co se týče
komunikace s vnější sítí. Tyto informace si opět shrneme do bodů:
• Jaká je potřebná šířka pásma pro WAN síť?
• Jaká zabezpečení budou potřeba?
• Kolik budeme potřebovat veřejných adres?
• Budeme potřebovat nějaké redundantní linky?
• Jakou minimální dobu výpadku nám může ISP garantovat?
• Dovolí nám ISP použít službu SLA5 na jejich síti?
• Jaké máme možnosti pro připojení do WAN sítě?
• Jaké finance můžeme vynaložit na provoz linky?
Po vyhodnocení všech požadavků už budeme moci kontaktovat poskytovatele
ISP. To ovšem nebude jen tak. ISP by totiž měl splňovat všechny námi zadané
požadavky, bohužel nikdo není dokonalý, a proto bychom měli počítat s určitou od-
chylkou od námi zadaných požadavků a pokusit se najít rozumné řešení. Může se
stát, že poskytovatel nebude disponovat všemi službami nebo naopak bude, ale po
finanční stránce si to nebudeme moci dovolit my.
Pokud se nám podaří sehnat poskytovatele, který bude podle našich představ,
vyvstane nám další otázka. Jaký hardware použít pro připojení do sítě WAN? Po-
skytovatel nám jistě nabídne své vlastní řešení, ale bude na nás si ověřit a ujistit se,
zda zařízení bude dostačující, zda disponuje všemi potřebnými funkcemi, zda jeho
5SLA – služba umožňující monitorování linky poskytovatele, upozorňující na případný výpadek
linky v síti poskytovatele.
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cena není příliš vysoká a zda by se nenašlo v této třídě levnější zařízení.
Můžeme tedy vidět, že i když se nechystáme návrh sítě dělat ve vlastní režii, tak
to není nic snadného.
3.3.1 Scénář výběru zařízení pro WAN síť firmy Advert
Company
Výběr poskytovatele ISP je závislý na lokalitě, kde je pobočka umístěna. Pokud by
v okolí nebyl dosah žádného z poskytovatelů, museli bychom se rozhodnout, zda
si na vlastní náklady nechat vybudovat nějaké takové připojení nebo se pokusit
najít ještě jinou alternativu, kterou mohou být satelitní spojení nebo mobilní operá-
toři. Při realizaci naší pobočky jsme však mohli využít připojení ISP poskytovatele
OP Technology, který již řadu let spolupracuje s firmou Advert Company. Díky
tomu se firma OP Technology postarala o zavedení optického spojení až do budovy
nové pobočky. OP Technology zajistila i potřebný hardware, který umožňuje převod
světelného signálu na elektrický. OP Technology nám bohužel nabízí omezený počet
veřejných adres pro překlad NAT.
3.4 Adresní schéma sítě spolu s názvy prvků
Adresace sítě je jeden z nejhlavnějších bodů při návrhu celkové sítě. Je to část ná-
vrhu, kdy už každý prvek sítě má své vlastní označení a svou vlastní adresu. Vhodně
naplánovaná adresace pak dále souvisí se správným výběrem směrovacích protokolů,
o kterých bude pojednáno níže. V této části si rozebereme adresování v protokolu
IP a ukážeme si jeho možnosti. Seznámíme se i s překlady adres, které jsou nutné
pokud chceme z místní sítě přistupovat na veřejnou síť. Ukážeme si, jak sumarizovat
a jak dynamicky přidělovat IP adresy v síti. Nakonec si předvedeme, jak postupovat
při návrhu adresace a rovnou aplikujeme adresní schéma do návrhu sítě firmy Advert
Company.
3.4.1 IP adresa
Adresa utvořena z 32 bitů, které jsou rozděleny do 4 skupin, po 8 bitech, neboli
oktetech. Každý oktet je rozdělen od následujícího tečkou. Adresa je rozdělena na
dvě části a to na síťovou část a hostitelskou část, jak můžeme vidět na obr.?? .
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32 bitů
8 bitů 8 bitů 8 bitů 8 bitůSÍŤ HOSTITEL
192 168 1 0. . .
Obr. 3.4: Tvar a zápis IP adresy.
Abychom mohli rozpoznat jaká část IP adresy je určena pro síť a jaká je pro
hostitelskou stanici, tak musíme využít prefix. Prefix nám říká, jaká část IP adresy
je určena pro síť a označujeme ji tzv. délkou prefixu. Tato délka se skládá z počtu
bitů, které se sčítají oktet po oktetu z nejlevější strany IP adresy. Pokud bychom
měli tedy délku prefixu rovnu 16 bitům, tak můžeme bez problému říci, že půlka IP
adresy je pro určení sítě a druhá pro určení hostitelské stanice v síti. Kdybychom
stále měli v prefixu součty oktetů (8, 16, 24), tak hovoříme o Classfull dělení sítě,
tedy celistvé dělení sítí, používá například RIP. V dnešní době se již toto dělení
málokdy využívá, jelikož toto řešení plýtvá adresním prostorem. Proto se využívá
Classless dělení sítí, jak už z názvu napovídá, tak se jedná o beztřídní dělení sítí.
Toto dělení umožňuje práci s různými délkami prefixu, tzv. masky s proměnnou dél-
kou prefixu VLSM (Variable Length Subnet Mask). Umožňují zápis prefixu (masky
podsítě) za IP adresu v tomto tvaru 192.168.1.0/10, kde /10 je právě beztřídní maska
podsítě, která říká, že IP adresa 192.168.1.0 má prvních (nejlevějších) 10 bitů ur-
čených pro síť a 22 zbylých bitů (32−10 = 22 bitů) je určeno hostitelským stanicím.
3.4.2 Sumarizace IP adres
Sumarizace nám v síti zajišťuje zmenšení směrovacích informací. Mějme směrovač,







tyto sítě, pokud bychom si je zapsali v binárním tvaru, mají prvních 21 bitů společ-
ných. Proč bychom měli oznamovat každou síť samostatně, když můžeme tyto sítě
zesumarizovat a oznamovat tak pouze síť 192.168.168.0. Směrovač nebude muset
oznamovat tolik sítí a síť také nebude tolik zahlcena nadbytečnými zprávami. Su-
marizaci využívají protokoly EIGRP a OSPF.
3.4.3 NAT a DHCP
Hned na začátku jsme si řekli, že sítě dělíme na místní (soukromé) LAN a také na
veřejné WAN. V každé z těchto sítí platí adresní pravidla, která jasně říkají jaké
adresní rozsahy se v daných sítích mohou použít. Pro místní sítě jsou vyčleněny tyto
rozsahy adres:
• 10.0.0.0 až 10.255.255.255
• 172.16.0.0 až 172.31.255.255
• 192.168.0.0 až 192.168.255.255
Výše zmiňované rozsahy by se nikdy neměly objevit v prostředí veřejných sítí.
Jak tedy můžeme přistupovat do veřejných sítí, když tyto adresy nám to neumožní?
NAT (Network Address Translation)
Na tuto otázku nám odpoví funkce NAT. Tato funkce nám zajišťuje překlad míst-
ních adres na veřejné. Funkce NATu je obsažena na každém směrovači firmy Cisco
od verze IOSu 11.2 a vyšších. NAT může být na směrovačích nastaven buď to sta-
ticky, kdy jedné místní adrese je přidělena jedna veřejná adresa, kterou nám poskytl
ISP, nebo může být nastavena dynamicky.
DHCP (Dynamic Host Configuration Protocol)
DHCP je funkce dynamického přidělování IP adres, kdy se nemusíme starat o zdlou-
havé a pracné nastavování IP adres, každé hostitelské stanici, ale zapneme na smě-
rovači funkci DHCP, díky které každá stanice získá dynamicky přidělenu IP adresu.
Tato adresa je přidělena z rozsahu nastaveném na směrovači. Pokud tedy nějaká
stanice bude chtít přistoupit do místní sítě, tak zažádá o přidělení IP adresy, ta jí
posléze bude přidělena. Nemusíme trávit čas konfigurací a také nemusíme mít strach
z nedostatečného síťového rozsahu, jelikož každá stanice, která se odpojí ze sítě opět
tuto adresu vrátí. IP adresa tak v budoucnu může být opět použita pro jinou stanici.
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3.4.4 Postup návrhu adresace sítě
Ukažme si, jak bychom mohli při návrhu adresace postupovat.
Hierarchie adresování
Rozdělíme si adresní prostory na autonomní systémy, oblasti, podsítě a koncové
stanice.
Sumarizace cest
Určíme si podsítě a provedeme sumarizaci, abychom minimalizovali budoucí směro-
vací tabulky.
Vytvoření názvového modelu
Pokud v návrhu budeme mít například více budov, ve kterých bude určité množství
směrovačů, tak je zapotřebí si tyto zařízení pojmenovat. Například směrovač v bu-
dově skladu s číslem 25 v posledním oktetu by byl pojmenován takto: S_SKLAD25
u počítače by to mohlo být takto: PC_SKLAD_JNOVAK, kde JNOVAK je uživatel
osobního počítače.
Vytvoření identifikátoru zařízení v síti
Zařízení v síti může být nepřeberné množství (servery, přepínače, směrovače, atd.) a
je tedy velmi důležité si umět tato zařízení odlišit. Každé z těchto důležitých zařízení
sítě by mělo mít svoji vlastní statickou IP adresu. Můžeme například určit, že každé
zařízení, které bude mít v rámci IP adresy číslo uzlu v intervalu od 1 do 11, je
směrovač. Servery pak budou mít interval od 12 do 20. Dojde-li následně k havárii
uzlu číslo 5, víme že příčinou bude jistě směrovač.
Uživatelské adresy
Všechny uživatelské adresy v síti by měly být z důvodu škálovatelnosti přidělovány
dynamicky (DHCP protokol).
NAT adresy
Pokud bude požadavkem na síť přístup do veřejné sítě, musíme tedy naplánovat
kolik a jaké adresy budou překládány z místní sítě do veřejné pomocí funkce NAT.
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3.4.5 Scénář adresace sítě firmy Advert Company
Pan Kostrba nám dodal i soupisku oddělení, které se budou na nové pobočce vysky-
tovat. My jsme si tyto oddělení rozdělily do skupin a přidělili jim adresní rozsahy.
Skupiny jsou rozděleny takto:
• Budova 1 Přízemí:
WiFi_free: bezdrátová komunikace pro návštěvníky pobočky.
Wifi_Skup_10: relaxační místnost 1, zasedací místnost 1 a 2.
Prac_Skup_10: programátoři, call centrum, designeři, asistentky.
• Budova 1 První patro:
Wifi_Skup_11: relaxační místnost 2, zasedací místnost 3 a 4.
Prac_Skup_11: vedení firmy, IT, fakturační a právnické oddělení, help
desk, projektanti.
Servery: webové, ftp, atd.
• Budova 2 Přízemí:
Wifi_Skup_20: relaxační místnost 3.
Prac_Skup_20: sklad, tiskárna.
• Budova 2 První patro:
Wifi_Skup_21: relaxační místnost 4, zasedací místnost 5.
Prac_Skup_21: reklamní designeři, marketing obchody a reklamka, PR a
HR manažeři.
Záložní servery: nevyužité.
Podrobné rozmístění zařízení a skupin nám ukazuje obr. ??. Můžeme zde i






































Obr. 3.5: Adresace a názvový model sítě Advert Company.
3.5 Směrovací protokoly v síti
Směrovací protokoly jsou základním kamenem komunikace mezi směrovači. Smě-
rovače se díky těmto protokolům dozvídají informace o dostupných sítích, jejich
vzdálenostech a nakonec i cenách těchto sítí. Každý směrovací protokol má své spe-
cifické vlastnosti a hodí se tedy na určitý typ sítě [?]. Směrovací protokoly dělíme
do dvou základních skupin:
• Směrovací protokoly s vektorem vzdáleností (Distance Vector)
• Směrovací protokoly se stavem linky (Link State)
Nyní si popíšeme základní funkce každé skupiny a ukážeme si jejich představitele.
3.5.1 Směrovací protokoly rodiny Distance Vector
Směrovací protokoly s vektorem vzdáleností posílají všechny své dostupné informace
o cestách všem svým sousedům. Směrovače pracující s těmito protokoly rozesílají
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okolním směrovačům celou svoji směrovací tabulku. U některých verzí lze nasta-
vit pouze rozesílání aktuálních informací. Tento typ protokolů se hodí spíše do sítí
malé až střední velikosti. Směrovače směrují podle vektoru směru (next hop) a vzdá-
lenosti (metric). Mohou však uskutečnit pouze 15 přeskoků v jedné cestě. Pokud
nějaký směrovač obdrží záznam ve kterém je 16 přeskoků, tak je tato síť vedena
jako nedostupná.
RIPv1 (Routing Interior Protocol) verze 1
Předává informace pouze o classfull sítích, informace o podsítích se tedy neoznamují
do jiných hlavních sítí. Aktualizace se posílají všesměrovým (broadcast) vysíláním
každých 30 sekund. Maximální dosah sítě 15 skoků. Nepodporuje žádnou formu
zabezpečení. Konvergence6 sítě není příliš rychlá. V dnešní době se již používá jeho
nástupce RIPv2.
RIPv2 (Routing Interior Protocol) verze 2
Vylepšení předchozí verze. Umí předávat informace o podsítích. Využívá autentifi-
kaci. Aktualizace se posílají vícesměrným vysíláním na adresu 224.0.0.9. Maximální
dosah sítě 15 skoků. Next hop specifikuje IP adresu následujícího skoku, kam mají
být data přeposlána. Opět není příliš rychlá konvergence sítě. Má nízké nároky na
velikost pamětí a výkon procesoru směrovače, jeho zprávy spotřebovávají dosti vel-
kou šířku pásma. Je snadno implementovatelný.
IGRP (Interior Gateway Routing Protocol)
Protokol vyvinutý společností Cisco pro směrování v rámci autonomních systémů
AS. Autonomní systém je skupina sítí, které spadají pod stejnou administraci (správu).
Používá kompozitní metriku. Mezi rozhodující faktory pro výběr trasy patří šířka
pásma (bandwidth), zpoždění linky (delay), spolehlivost (reliability) a zatížení (load).
Maximální počet přeskoků je implicitně nastaven na 100, může být však navýšen
až na 255. Nepodporuje žádnou formu zabezpečení a pracuje pouze s celo třídní
adresací. Dosti rychlá konvergence sítě. Nízké nároky na velikost pamětí a výkon
procesoru směrovače, avšak velký nárok na šířku pásma. Není náročný na imple-
mentaci.
EIGRP (Enhanced – Interior Gateway Routing Protocol)
Pokročilý směrovací protokol podporující i funkce obsažené ve směrovacích protoko-
lech se stavem linky, viz níže. Maximální počet přeskoků není není omezen, závisí na
6Konvergence sítě – rychlost, za kterou se dokáží ustálit směrovací informace v celé síti.
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počtu směrovačů v sítí, kterých může být až 1000. Byl vyvinut společností Cisco. Je
škálovatelný i v sítích se stovkami směrovacích uzlů. Vhodný pro připojení menších
sítí do rozsáhlejších sítí WAN. Pro určení vlastností určité trasy používá kompo-
zitní metriku, jako u IGRP. Velmi rychlá konvergence sítě. Větší nároky na paměť
směrovače, nízké na výkon procesoru a šířku pásma. Snadno implementovatelný.
3.5.2 Směrovací protokoly rodiny Link State
Tento směrovací protokol byl vyvinut, aby překonal nedostatky a omezení proto-
kolů s vektory vzdáleností. Jednou z výhod je možná implementace do rozsáhlejších
datových sítí. Při komunikaci mezi svými sousedy rozesílají, oproti distance vektor
protokolům, malé množství aktualizací do všech míst sítě. Lze také možné mapovat
adresový prostor IP adres. Link state protokoly tedy podporují podsítě s proměnou
délkou masek (VLSM), sítě s nespojitými adresami a autentifikaci spojení. Mapo-
vání adresního prostoru musí být velice pečlivě plánováno, pokud by podsítě netvořili
spojité bloky, nemohla by být použita sumarizace, díky které by se jednotlivé pod-
sítě mohly sloučit do jediné cesty. Díky sumarizaci se tak sníží počet cest, které by
musely být rozesílány do celé sítě.
Bez konfigurace sumarizace cest by mohlo při výpadku sítě dojít k obrovskému
množství aktualizací, které by zabraly velkou část síťového provozu a také velkou
část výkonu procesorů na směrovačích. Každý směrovač pracující s tímto protokolem
je zodpovědný za výpočet topologie sítě. Výpočet nastává jak již bylo řečeno při
každé změně v síti. Můžeme tedy říci, že tento směrovací protokol požaduje větší
nároky na výkon procesoru a kapacitu paměti směrovače. Hlavními představiteli
protokolů se stavem linky jsou:
OSPF (Open Shortest Path First)
Hlavní představil rodiny protokolů se stavem linky. V síti se s ostatními směrovači
ve stejné oblasti dorozumívá pomocí LSA (Link State Advertisement) zpráv, které v
sobě obsahují informace o metrikách linek, připojených rozhraních, atd. Směrovače
po příjmu těchto zpráv tvoří mezi nejbližšími směrovači sousedství, tzv. adjacency.
Každý směrovač si uchovává informace o stavu těchto linek. Cesta ke každému uzlu
sítě je vypočítána pomocí algoritmu nejkratší cesty (shortest path first), využívající
Dijksterův7 algoritmus . Oproti RIP protokolu může OSPF pracovat i s hierarchic-
kou strukturou sítě. Umožňuje dělení sítě do několika různých oblastí, kde do každé
7Edsger Dijkster – vědec, podle kterého je pojmenovaný algoritmus, který pomocí matematic-
kého grafu zjišťuje nejkratší možnou cestu od určitého zdroje k určitému cíli. Každé cestě je tedy
přiřazeno číslo, které odpovídá danému stavu linky.
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oblasti potom spadá daná skupina uživatelů. V síti mohou být obsaženy stovky ob-
lastí a v jedné oblasti mohou být až stovky směrovačů. Rychlá konvergence sítě.
Nízké nároky na výkon procesoru a šířku pásma směrovače, vyšší na paměť směro-
vače. Je obtížnější na implementaci. V současnosti se používají dvě verze: OSPFv2
pro sítě využívající adresy IPv4 a OSPFv3 pro sítě využívající adresy IPv6.
IS - IS (Intermediate System - to - Intermediate System)
Dynamický směrovací protokol navržený organizací ISO8. Umožňuje spolupráci mezi
sítěmi založenými na modelu OSI a IP. Každý nesměrující uzel (např. počítač) se
v tomto protokolu bere jako koncový uzel a značí se jako ES (End System), nao-
pak směrující uzly, v tomto případě směrovače, jsou označovány jako mezilehlé uzly
IS (Intermediate System). Protokol IS-IS, opět umožňuje hierarchickou topologii.
Dělíme tedy komunikaci, na komunikaci uvnitř oblastí (mezi uzly ES a IS) a na
komunikaci mezi oblastmi (mezi uzly IS a IS).
3.5.3 Jak vybrat mezi protokoly Distance-Vector a Link-
State
Ukažme si ve zkratce, které klíčové vlastnosti by měly být rozhodující pro výběr
mezi směrovacími protokoly s vektorem vzdálenosti (Distance Vector) nebo se sta-
vem linky (Link State). Pokud bychom chtěli vybrat protokoly rodiny Distance
Vector, tak pouze pro síť, která:
• Síť využívá prostou plochou topologii a nevyžaduje hierarchický model.
• Síť používá prostou hvězdicovou topologii.
• Správci sítě nemusí disponovat takovými znalostmi, jako při návrhu sítí pou-
žívajících směrovací protokoly Link State.
• Časový limit konvergence sítě nehraje žádnou roli.
Pokud bychom chtěli vybrat protokoly rodiny Link-State, tak pouze pro síť, která:
• Síť využívá hierarchického návrhu, který je především určen do větších sítí.
• Správci sítě disponují znalostmi daného protokolu rodiny Link State.
• Je vyžadována rychlá konvergence sítě.
8ISO – Mezinárodní organizace pro normalizaci
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4 IMPLEMENT - FÁZE REALIZACE A OVĚ-
ŘOVÁNÍ SÍTĚ
V této fázi se budeme zabývat přímou konfigurací navržené sítě společnosti Advert
Company. Síť budeme simulovat pomocí programu Packet Tracer od společnosti
Cisco. Předvedeme si zapojení síťových prvků podle již předem navržené logické
topologie. Dále bude následovat podrobná konfigurace jednotlivých síťových prvků
s ukázkou použitých příkazů. Vysvětlíme si a popíšeme funkci použitých příkazů a
služeb, které budou v síti nastaveny.
4.1 Rozmístění a propojení síťových prvků
Nyní si předvedeme, jak jsou v programu Packet Tracer rozmístěny všechny síťové
prvky a jak jsou propojeny. Jak je vidět na obr. ??, můžeme zde vidět celkové roz-
místění všech použitých směrovačů a přepínačů. Zapojení je provedeno podle již
vytvořené logické topologie. V simulační síti jsou použity:
• 2x směrovač řady 2911 (2x port technologie GigabitEthernet, navíc přidány
dvě sériová rozhraní)
• 5x bezdrátový směrovač WRT300N (1x port WAN, 4x port technologie Fas-
tEthernet)
• 8x přístupový bod (1x port technologie FastEthernet)
• 4x L2 přepínač Catalyst 2960 (24x port technologie FastEthernet)
• 2x L3 přepínač Catalyst 3560 (24x port technologie FastEthernet, 2x port
technologie GigabitEthernet)
• 14x L2 přepínač bezoznačení (10x port technologie FastEthernet)
Společnost Advert Company vyžadovala pro komunikaci celou sítí technologii Giga-
bitEthernet, bohužel my jsme omezeni simulační sítí, ve které můžeme využít pouze
FastEthernet. Toto nás však nijak neomezí, jelikož sítí nebudou proudit takové ob-
jemy dat, které by technologie FastEthernet nezvládla. Jak je vidět v zapojení, tak
mezi hlavními uzly sítě je použito hned několik propojovacích linek, a to mezi přepí-
nači SH_1 a S_11, S_10, Servery a také mezi SH_2 a S_21, S_20, Zaloz_servery.
Tyto spojení nám umožní load balancing1, díky kterému nebude probíhat komuni-
kace pouze po jediné lince, která by se tak mohla nadměrným provozem vytížit a
zkolabovat. Topologie je rozdělana do dvou částí, které představují obě budovy a
1Load Balancing – zajišťuje rovnoměrné rozdělení zátěže mezi několik linek.
46
Obr. 4.1: Propojení sítě.
horní a spodní patra, jak už napovídají názvy prvků:
• S_11 – první budova, první patro
• S_10 – první budova, přízemí
• S_21 – druhá budova, první patro
• S_20 – druhá budova, přízemí
Celkové rozmístění prvků bude zakresleno ve fyzické topologii, kde bude popsáno
přesné umístění všech prvků v budově a jejich fyzické propojení.
4.2 Nastavení jmen a managementu zařízení
Další důležitou částí konfigurace je rozlišení jednotlivých síťových prvků. Toho do-
cílíme tak, že si každý jednotlivý prvek pojmenujeme. Ulehčíme si tak do budoucna
hledání nefunkčních zařízení, jelikož budeme podle názvu přesně vědět, kde se pr-
vek v síti nachází a o jakou část sítě vůbec jde. Vybereme si tedy síťový prvek,
který chceme přejmenovat a přepneme se do konfiguračního režimu, kdy se např. ke
směrovači připojíme pomocí konzolového portu, což nám umožní přímou konfiguraci
zařízení v příkazové řádce, která vypadá následovně obr. ??.
Po připojení do příkazové řádky zařízení tzv. Command line Interface. Výchozí jméno
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Obr. 4.2: Nastavení jména směrovače.
směrovače je Router, abychom jej mohli změnit musíme se dostat do konfiguračního
režimu, a proto musíme zadat příkaz enable, díky kterému se dostaneme do privi-
legovaného režimu, který je označen pomocí znaménka #.
Router>enable
Router#
Tento režim nám dovoluje převážně vyhledávat. Nyní se však ještě potřebujeme
přepnout do konfiguračního režimu, ve kterém provádíme všechny možné konfigurace
zařízení. Zadáme tedy příkaz configure terminal nebo zkráceně conf t.
Router#configure terminal
Switch(config)#hostname RH
Nyní již můžeme zadat samotný příkaz pro změnu jména. Použijeme příkaz hostname
a za něj vložíme nový název směrovače, v našem případě RH. Tímto jsme změnili
jméno zařízení. Tuto obdobnou konfiguraci tak můžeme provést na všech síťových
prvcích.
To však není vše. Každé zařízení by mělo být dostupné ke konfiguraci nejenom po-
mocí konzolového portu, ale mělo by být konfigurovatelné i vzdáleně. Proto musíme
nastavit tzv. management do něhož bude zahrnuta ip adresa, díky které se budeme
moci připojit k danému prvku. Přepínače jsou L2 zařízení, které pracují s MAC
adresami zařízení a tím pádem nevyužívají ip adres pro směrování. Proto by nebylo
možné se k přepínačům připojit, jelikož nedisponují svojí vlastní ip adresou. Musíme
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jim tedy ip adresu přidělit.
Jinak tomu je u směrovačů, které pracují na třetí vrstvě a směrují pomocí ip adres.
Směrovači však ale musíme taky určit, která z ip adres bude určena pro management.
Vraťme se ale k přepínačům a jejich konfiguraci. Nejprve se připojíme k nějakému
přepínači a přejdeme rovnou do konfiguračního režimu v příkazové řádce. Každý
přepínač má ve výchozím stavu funkční VLAN_1 a do ní má přiřazeny všechny
komunikační porty. Tato VLAN_1 je pro nás zásadní. O práci s VLAN si řekneme
později. Jak je patrné z výpisu příkazu show vlan můžeme vidět všechny porty při-
řazené k VLAN_1 s názvem Management.
Nejprve zadáme příkaz interface vlan 1, díky kterému můžeme konfigurovat sa-
motné virtuální rozhraní VLAN_1. Dále přidělíme ip adresu 192.168.1.9 s maskou





SH_1(config)#ip address 192.168.1.9 255.255.255.0
SH_1(config)#no shutdown
Nastavená ip adresa pro management ve VLAN_1, po zadání příkazu sh ip interface
brief v privilegovaném režimu.
SH_1>enable
SH_1#show ip interface brief
------------------------------------------------------------------------------
(zkrácený výpis)
FastEthernet0/24 unassigned YES unset down down
GigabitEthernet0/1 unassigned YES unset down down
GigabitEthernet0/2 unassigned YES unset down down
Vlan1 192.168.1.9 YES manual up up
------------------------------------------------------------------------------
Tuto konfiguraci opět můžeme provést na všech zařízeních pouze se změnou kon-
cového čísla ip adresy z 9 na 10, 11, 12 atd. Vzdálenou komunikaci budeme moci
vyzkoušet až po zprovoznění zbytku sítě.
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4.3 Vzdálená správa pomocí Telnet
Komunikační protokol využívaný v sítích pro realizaci spojení typu klient–server.
Pomocí nástroje telnet, který je součástí všech operačních systémů, se můžeme vzdá-
leně připojit na jakékoliv síťové zařízení podporující tento protokol. V síti Advert
Company tento nástroj použijeme pro vzdálenou správu všech zařízení.
Abychom tento nástroj mohli využít, je důležité nakonfigurovat jednotlivým zaříze-
ním tzv. management IP adresu2 a povolit vzdálenou správu pomocí protokolu telnet
na všech prvcích v síti. Konfigurace je na všech zařízeních stejná. My si předvedeme
konfiguraci telnet na přepínači SH_1.
SH_1>enable
SH_1#conf t





%SYS-5-CONFIG_I: Configured from console by console
Příkaz line vty 0 15 umožní konfiguraci všech 16 virtuálních spojení, password
nastaví heslo na cisco123. Pokud bychom nezadali login, tak by sice heslo bylo
nastaveno, ale zařízení by po nás zadání hesla nevyžadovalo. Ukažme si, jak se mů-
žeme vzdáleně připojit z uživatelské stanice na přepínač SH_1, který má IP adresu






Použitím nástroje telnet spolu s IP a zadaným hesla se vzdáleně připojíme na pře-
pínač SH_1. Nyní si vysvětlíme co jsou to VLAN, k čemu slouží a jak je možné je
nakonfigurovat.
4.4 VLAN – Virtual LAN
VLANy neboli virtuální LAN sítě nám umožňují rozdělit LAN síť na několik men-
ších logických sítí a to bez potřeby fyzického přepojování. V každé takovéto VLAN
2Management IP – konfigurace byla předvedena v předešlé části textu jako.
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síti může být připojeno několik zařízení, které nemusejí být připojeny na stejném
přepínači. Tyto stanice budou moci navzájem komunikovat, ale pouze uvnitř této
VLAN. Pokud bychom chtěli přistupovat z jedné VLAN do druhé, museli bychom
využít L3 zařízení umožňující směrování pomocí ip adres. V našem zapojení firmy
Advert Company pro komunikaci mezi VLANY použijeme směrovač. Jak je vidět
na obr. ??, na jednom přepínači může být připojeno několik VLAN. Každá ze stanic
komunikuje pouze ve své VLAN a nezpomaluje tak svými dotazy celou síť. V síti
Advert Company je povoleno směrování i mezi ostatními VLANY a také je možný
přístup do vnější sítě, kterou je internet. Nastavení směrování mezi VLANY si po-
píšeme později.
VLANy se konfigurují na přepínačích a to v konfiguračním režimu pomocí příkazu
Obr. 4.3: Rozdělení VLAN v síti Advert Company.
vlan 8, kde číslo 8 představuje identifikační číslo virtualní sítě. Tuto VLAN dále
pojmenujeme IT a to zadáním příkazu name IT. Níže můžeme vidět slíbenou konfi-
guraci s možným seznam všech nakonfigurovaných VLAN na přepínači. Konfigurace
samostatných VLAN není nijak obtížná, ale představa konfigurace VLAN na několik
desítek zařízení není už tak příjemná. Samostatná konfigurace jednotlivých přepí-
načů sebou přináší větší časové nároky a možné chyby při tvorbě VLAN. Abychom
se těmto chybám mohli vyhnout a urychlit si konfiguraci VLAN, využijeme proto





VLAN Name Status Ports
---- -------------------------------- --------- -------------------------------
1 Management active Fa0/12, Fa0/13, Fa0/14
Fa0/15, Fa0/16, Fa0/17, Fa0/18
Fa0/19, Fa0/20, Fa0/21, Fa0/22










VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Trans1 Trans2
---- ----- ---------- ----- ------ ------ -------- ---- -------- ------ ------
1 enet 100001 1500 - - - - - 0 0
--More--
4.5 VTP protokol (VLAN Trunking Protocol)
VTP protokol zajišťuje přenos VLAN mezi ostatními přepínači v síti. Díky tomuto
protokolu nemusíme otrocky nastavovat každý přepínač zvlášť, ale stačí pouze na
jednom zařízení nakonfigurovat potřebné VLANy, které jsou dále zrcadleny pomocí
trunků3 mezi ostatní přepínače. VTP protokol má tři hlavní režimy:
• Server
tento režim je ve výchozím stavu nastaven na každém zařízení. Pouze v
tomto režimu můžeme vytvářet VLAN sítě.
• Client
tento režim umožňuje přijímat zprávy od VTP serveru a s tím tak i vy-
tvořené VLANy. Nelze však vytvářet VLAN sítě.
• Transparent
3Trunk – je spojení mezi přepínači, které umožňuje přenos VLAN sítí.
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tento režim nepřijímá žádné zprávy od VTP serveru a nelze na něm vy-
tvářet VLAN.
Abychom zprovoznili funkci VTP protokolu, je zapotřebí vyčlenit jeden přepínač
který bude v režimu VTP Server a dále pak přepínače v režimu VTP Client. Po-
kud nebudeme chtít v nějaké části sítě přijímat VTP zprávy, tak k tomu využijeme
režim VTP Transparent. Jedním z posledních kroků pro správnou funkci VTP pro-
tokolu, je nastavení jednotné Verze, Doménového jména a Hesla. Tyto 3 věci zaručí
správnou koordinaci mezi zařízeními v síti a umožní odlišit jiná doménová jména
VTP protokolu, do kterých například spadají jiné sítě VLAN. Poslední věcí, která
zprovozní funkci VTP protokolu, je již zmíněný trunk. Přesný význam trunků a je-
jich konfiguraci si přiblížíme později. Nyní si ukážeme konfiguraci VTP protokolu v
praxi. Ukážeme si i změny v konfiguraci zařízení. Prvně si zobrazíme vtp protokol
ve výchozím nastavení pomocí příkazu sh vtp status na přepínači Fakturace_11.
Fakturace_11#sh vtp status
VTP Version : 2
Configuration Revision : 0
Maximum VLANs supported locally : 255
Number of existing VLANs : 5
VTP Operating Mode : Server
VTP Domain Name :
VTP Pruning Mode : Disabled
VTP V2 Mode : Disabled
VTP Traps Generation : Disabled
MD5 digest : 0x7D 0x5A 0xA6 0x0E 0x9A 0x72 0xA0 0x3A
Configuration last modified by 0.0.0.0 at 0-0-00 00:00:00
Local updater ID is 0.0.0.0 (no valid interface found)
Z výpisu můžeme vyčíst, že je přepínač v režimu Server a nemá nastaveno žádné
doménové jméno a ani verzi. Heslo v tomto výpisu není vidět.
Nyní si nastavíme přepínač do módu Client a nastavíme mu:




Changing VTP domain name from NULL to CISCO
Fakturace_11(config)#vtp version 2
Fakturace_11(config)#vtp password cisco123
Setting device VLAN database password to cisco123
Fakturace_11#sh vtp status
VTP Version : 2
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Configuration Revision : 1
Maximum VLANs supported locally : 255
Number of existing VLANs : 5
VTP Operating Mode : Server
VTP Domain Name : CISCO
VTP Pruning Mode : Disabled
VTP V2 Mode : Enabled
VTP Traps Generation : Disabled
MD5 digest : 0x0A 0x1A 0x18 0x0F 0x04 0x34 0xCD 0x7F
Configuration last modified by 0.0.0.0 at 3-1-93 00:05:16
Local updater ID is 0.0.0.0 (no valid interface found)
Zadáním všech těchto parametrů se na přepínači Fakturace_11 změnil výchozí režim
Server na režim Client a to spolu s doménovým jménem, verzí a heslem. Nyní stačí
na přepínači v režimu Server nastavit stejné doménové jméno, heslo, verzi a vytvořit
na něm potřebné VLANy. Poté co se zprovozní trunkové spojení mezi přepínači,
obdrží každý přepínač v režimu Client tyto vytvořené VLAN od daného Serveru.
4.6 Nastavení Trunk a Access režimů na portech
přepínačů
Každý přepínač disponuje možností nastavení portů. Například u L2 přepínačů Ca-





Každý z těchto režimů má své plné opodstatnění, které si dále rozebereme. Pro
zajímavost u L3 přepínačů Catalyst 3560 jsou tyto tři režimy navíc rozšířeny o:
• Dot1q-tunnel – obdoba access režimu
• Dynamic desirable – obdoba dynamic auto režimu, posílá žádosti na vytvo-
ření trunku
• Private-vlan – dokáže vytvářet primární a sekundární vlany
Pro naši konfiguraci nejsou tyto módy nijak důležité, takže se o nich v této práci
nebudeme více zmiňovat. Pro více informací ??.
S_11(config)#interface fastEthernet 0/1
S_11(config-if)#switchport mode ?
access Set trunking mode to ACCESS unconditionally
dynamic Set trunking mode to dynamically negotiate access or trunk mode
trunk Set trunking mode to TRUNK unconditionally
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Výpis možných nastavitelných režimů na přepínači S_11 řady Catalyst 2960.
4.6.1 Režim: Trunk
Problematiku trunk portů jsme si nastínili v předešlé části ??, kde jsme si řekli,
že bez nastavení trunk režimu na portech mezi přepínači nebudeme moci zrcadlit
VLAN sítě. Proto si v této části předvedeme jak tyto trunky nakonfigurovat. Ještě
však krátce o tom jak trunky fungují. Každá vytvořená VLAN v síti má svůj určitý
tág, neboli značku. Tyto značky slouží k odlišení jedné VLAN od druhé. Trunk tedy
funguje jako dálnice pro tyto značky. Zpráva označena tágem jedné z VLAN, napří-
klad VLAN_22 po průchodu trunkem dorazí na rozhraní přepínače, kde se nejprve
zjistí zda má přepínač ve svých tabulkách uloženu VLAN_22. Pokud ano, tak už
jen stačí určit který access port má tuto VLAN právě přiřazenu. Na tento port je
poté zpráva směrována.
Abychom nakonfigurovali režim trunk, tak si nejprve musíme určit, které porty na
přepínači budou pro tuto funkci určeny. V síti Advert Company budou v módu trunk
pracovat všechny zeleně zvýrazněné linky obr.??. Konfiguraci trunků si předvedeme
na linkách mezi přepínači SH_1 a S_11. Trunky se konfigurují na portech, neboli na
rozhraních interface, a to buď s technologii fastethernet nebo gigabitethernet. Jako
první nakonfigurujeme přepínač SH_1.
SH_1(config)#interface range fastEthernet 0/8-11
SH_1(config-if-range)#switchport trunk encapsulation dot1q
SH_1(config-if-range)#switchport mode trunk
SH_1(config-if-range)#no shutdown
Příkaz range nám umožní konfiguraci více rozhraní najednou. Budeme tedy konfigu-
rovat rozhraní fastethernet 0/8, 0/9, 0/10 a 0/11. Jelikož jsme na přepínači Catalyst
3560, který umožňuje dva druhy protokolů pro zapouzdření rámce. Musíme tedy roz-
hodnout, který ze dvou protokolů použijeme. Jedním je standardizovaný protokol
dot1q od organizace IEEE, který zde právě nastavíme pomocí příkazu switchport
trunk encapsulation dot1q. Druhým je protokol ISL4, který vyvinula společnost
Cisco, ještě před standardizací IEEE 802.1q. Ještě před aktivováním rozhraní no
shutdown musíme zadat switchport mode trunk a nastavit tak rozhraní do režimu
trunk. Tímto bychom měli nakonfigurovány trunk porty na přepínači SH_1. Ještě
před konfigurací trunků na přepínači S_11 si ukažme, jak vypadá výpis použitých
trunk rozhraní.
4ISL – (Inter-Switch Link) protokol pro zapouzdření rámců od společnosti Cisco.
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Obr. 4.4: VTP status ve výchozím stavu.
S_11#show interfaces trunk
Switch#
Jak je vidět, tak výpis je prázdný, jelikož na přepínači nejsou nastaveny žádné trunk
rozhraní.
Na S_11 nyní provedeme obdobnou konfiguraci jako na SH_1, pouze budou pou-
žity odlišné porty a nebudeme muset použít příkaz pro výběr protokolu zapouzdření.
S_11 je přepínač řady Catalyst 2960, který podporuje pouze standardizovaný pro-
tokol 802.1q.
S_11(config)#interface range fastEthernet 0/1-4
S_11(config-if-range)#switchport mode trunk
S_11(config-if-range)#no shutdown
Pojďme si nyní opět ukázat výpis ??.
S_11#show interfaces trunk
(zkrácený výpis)
Port Mode Encapsulation Status Native vlan
Fa0/1 on 802.1q trunking 1
Fa0/2 on 802.1q trunking 1
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Fa0/3 on 802.1q trunking 1
Fa0/4 on 802.1q trunking 1
Port Vlans allowed on trunk
Fa0/1 1-1005
Z výpisu je krásně vidět, že jako trunk rozhraní nyní pracují porty Fastethernet 0/1
až 0/4 a pro zapouzdření využívají protokol 802.1q. Po zprovoznění trunk rozhraní v
celé síti budeme muset ještě povolit access porty a přidělit na ně jednotlivé zrcadlené
VLAN. Přidělené VLAN na portech bude záviset na umístění portů v síti.
4.6.2 Režim: Access
Pokud máme do portu přepínače připojenu koncovou stanici, tak tento port bereme
jako přístupový port, čili access port. Takto nastavený port bude sloužit pro komu-
nikaci s daným uživatelem nebo skupinou uživatelů v síti. Na port bude přidělena
jediná VLAN, která zajistí logické oddělení skupiny uživatelů od zbytku sítě. Před
samotnou konfigurací musíme vědět, jaký port, na jakém zařízení, bude přidělen do
určité VLAN. Na obr. ?? můžeme vidět všechny modře označené linky, které budou
nastaveny jako přístupové porty. K tomu, abychom zjistili, do jakých VLAN tyto
porty budou zařazeny, nám poslouží obr. ??.
Nyní už známe vše potřebné a můžeme začít konfigurovat. Nastavení si ukážeme
na přepínači Vedeni_11, kde rozhraní Fa1/1 přidělíme do VLAN_110 se jménem




VLAN Name Status Ports
---- -------------------------------- --------- -------------------------------
1 Management active Fa1/1, Fa2/1, Fa3/1










Z výpisu jasně vyčteme jaké VLAN sítě jsou na přepínač Vedeni_11 v režimu VTP




Vedeni_11(config-if)#switchport access vlan 110
Vedeni_11(config-if)#no shutdown
Příkazem switchport mode access zapneme na portu Fa1/1 přístupový režim,
switchport access vlan 110 přiřadí port do VLAN 110, která je pro nás jako
Prac_sk_11. Nyní si opět zobrazíme předešlý výpis.
Vedeni_11#show vlan
(zkrácený výpis)
VLAN Name Status Ports
---- -------------------------------- --------- -------------------------------
1 Management active Fa2/1, Fa3/1







110 Prac_sk_11 active Fa1/1
111 Wifi_sk_11 active
1002 fddi-default act/unsup
Port Fa1/1 je nyní přiřazen do VLAN 110.
Tím by byla ukázka konfigurace trunk a access portů u konce. Ve zkratce si ještě
představíme režim Dynamic auto a pak si hned představíme další důležité konfigu-
race obsažené v síti Advert Company.
4.6.3 Režim: Dynamic auto
Výchozí režim nastavený na každém přepínači, který slouží k vyjednání komunikace
mezi porty přepínačů na lince. Porty se pokouší o automatické nastavení trunk
spojení. Z bezpečnostních důvodů se toto nastavení nedoporučuje kvůli možnosti
útoků do sítě, kdy určitá stanice vyjedná tuto komunikaci k přepínači a bude tak
moci odposlouchávat celkové dění na síti.
(zkrácený výpis)
Vedeni_11#show interfaces fastEthernet 1/1 switchport
Name: Fa1/1
Switchport: Enabled
Administrative Mode: dynamic auto
Operational Mode: static access
Administrative Trunking Encapsulation: dot1q
58
Operational Trunking Encapsulation: native
Negotiation of Trunking: On
Access Mode VLAN: 1 (default)
Trunking Native Mode VLAN: 1 (default)
Voice VLAN: none
Takto vypadal výpis z portu Fa1/1 na přepínači Vedeni_11 před nastavením režimu
access a přesunu portů z VLAN 1 do VLAN 110. Jak můžete vidět je zde nastaven
výchozí administrativní mód na dynamic auto.
(zkrácený výpis)
Vedeni_11#show interfaces fastEthernet 1/1 switchport
Name: Fa1/1
Switchport: Enabled
Administrative Mode: static access
Operational Mode: static access
Administrative Trunking Encapsulation: dot1q
Operational Trunking Encapsulation: native
Negotiation of Trunking: Off
Access Mode VLAN: 110 (Prac_sk_11)
Trunking Native Mode VLAN: 1 (default)
Voice VLAN: none
Zde je výpis po nastavení portu do administrativního režimu access a přidělení ho
do VLAN 110. Nyní je administrativní režim nastaven na static access a je režim
přístupu do VLAN je přiřazen do VLAN 110.
4.7 EtherChannel
Etherchannel je síťová technologie výhradně využívaná na Cisco přepínačích. Je to
technologie umožňující tzv. load balancing neboli rozložení zátěže mezi několik li-
nek. Již na obr. ?? je patrné propojení hned několika linek mezi hlavními přepínači.
Toto propojení se skládá ze 4 samostatných linek. Tyto linky za pomoci etherchan-
nel nám zajistí větší bezpečnost při komunikaci sítí. Nebudeme muset mít strach
při zvýšení provozu sítí. Pokud bychom totiž mezi těmito hlavními přepínači vy-
užili pouze jednu linku, tak bychom mohli riskovat její možné vytížení a následný
výpadek. To by mělo na komunikaci v síti fatální dopad. Proč ale vůbec musíme kon-
figurovat etherchannel? Nestačí pouze přepínače mezi sebou fyzicky propojit větším
počtem linek? Bohužel to tak snadné není. Pokud se dobře podíváme na obr. ??, tak
můžeme vidět na koncích linek barevně označeny porty. Tyto barvy nám znázorňují
aktivitu těchto portů.
• Zelená – aktivní port (port je ve stavu no shutdown)
59
• Oranžová – neaktivní, pohotovostní režim (port je dočasně vypnut, vlivem
funkce Spanning Tree protokolu)
• Červená – vypnutý port (port je ve stavu shutdown)
Vidíme, že jediná linka ze čtyř je v aktivním režimu. Zbylé tři linky mají na jednom
z konců porty v pohotovostním režimu. To vše je způsobeno vlastností Spanning
Tree5 protokolu, který v síti zabezpečuje dohled nad tvorbou smyček. Smyčky v síti
vznikají, když zpráva nemůže nalézt svého adresáta a začne tak vysílat broadcastový
dotaz o nalezení svého cíle. V důsledku velkého množství linek poté zpráva koluje
sítí. Smyčky pak zahlcují síť a zpomalují její provoz. Spanning Tree protokol v síti
zajistí odpojení všech redundantních linek v síti, avšak tyto linky jsou pořád v
pohotovosti. Pokud by tedy byla přerušena hlavní komunikační linka, tak se během
chvíle aktivuje náhradní.
My si nyní ukážeme jak nakonfigurovat LACP6, což je protokol pro zajištění agregace
linek mezi přepínači. Pro začátek si musíme určit linky, které budou tvořit jednotnou
agregovanou linku. Ukážeme si nastavení mezi přepínači SH_1 a Servery_11. Zde
bude ze 3 linek typu fastethernet vytvořena skupina Port-channel s číslem 1, jak
uvidíme ve výpisu show etherchannel summary.
SH_1(config)#interface range fastEthernet 0/1-3
SH_1(config-if-range)#channel-group 1 mode active
Příkaz channel-group 1 mode active zajistí vytvoření agregovaná skupiny s iden-
tifikátorem 1. Nyní si zobrazíme výpis o konfiguraci etherchannel summary.
SH_1#show etherchannel summary
Flags: D - down P - in port-channel
I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U - in use f - failed to allocate aggregator
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
Number of channel-groups in use: 1
Number of aggregators: 1
Group Port-channel Protocol Ports
------+-------------+-----------+----------------------------------------------
1 Po1(SD) LACP Fa0/1(I) Fa0/2(I) Fa0/3(I)
5Spanning Tree – protokol zajišťující minimalizaci množení broadcastů v síti.
6LACP – (Link Agregation Control Protocol) je otevřený standard 802.3ad pro EtherChannel
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Obr. 4.5: Neaktivní porty v důsledku vlastnosti Spanning Tree protokolu.
Úplně dole vidíme nakonfigurovaný Po1, který nyní zastupuje skupinu agregovaných
linek Fa0/1 až Fa0/3. Bohužel tato linka ještě není aktivní, což nám říká písmeno
I, ve výpisu Fa0/1(I). I - stand-alone, toto se však změní až obdobně nakonfiguru-
jeme protější porty na přepínači Servery_11. Před konfigurací druhého přepínači si
zobrazíme výpis sh interfaces trunk, který nám vypíše nakonfigurované trunk
rozhraní.
SH_1#sh interfaces trunk
Port Mode Encapsulation Status Native vlan
Po1 on 802.1q trunking 1
Nyní si ukážeme slíbenou konfiguraci na Servery_11.
Servery_11(config)#interface fastEthernet 0/1
Servery_11(config-if-range)#channel-group 1 mode active
Servery_11(config-if-range)#exit
Servery_11(config)#interface fastEthernet 1/1
Servery_11(config-if-range)#channel-group 1 mode active
Servery_11(config-if-range)#exit
Servery_11(config)#interface fastEthernet 2/1
Servery_11(config-if-range)#channel-group 1 mode active
U Servery_11 nelze použít příkaz range, proto musíme každou linku nakonfigurovat
zvlášť. Znovu si zobrazíme výpis etherchannel summary na SH_1.
SH_1#show etherchannel summary
Flags: D - down P - in port-channel
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I - stand-alone s - suspended
H - Hot-standby (LACP only)
R - Layer3 S - Layer2
U - in use f - failed to allocate aggregator
u - unsuitable for bundling
w - waiting to be aggregated
d - default port
Number of channel-groups in use: 1
Number of aggregators: 1
Group Port-channel Protocol Ports
------+-------------+-----------+----------------------------------------------
1 Po1(SU) LACP Fa0/1(P) Fa0/2(P) Fa0/3(P)
Fa0/1(P) již není ve stavu I - stand-alone, ale ve stavu P - in port-channel. Od této
chvíle je agregovaná linka aktivní, jak můžeme vidět i na barvě portů na síťovém
schématu z obr. ??. Konfigurace LACP etherchannel se pak provede na zbylých, ještě
neagregovaných linkách.
V této části konfigurace nám již síť bude komunikovat mezi jednotlivými VLAN.
My však v síti vyžadujeme komunikaci i mezi VLAN sítěmi a to i s přístupem do
vnější sítě. Také nás ještě čeká konfigurace bezdrátové sítě, spolu se zabezpečením
a nastavením NAT překladu adres mezi sítí LAN a WAN.
Obr. 4.6: Aktivní porty po konfiguraci LACP etherchannel.
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4.8 Směrování mezi VLAN
V síti Advert Company, jak již bylo řečeno, je vyžadováno směrování mezi jednotli-
vými částmi společnosti, kterými jsou VLANY. Abychom docílili této komunikace,
tak bude zapotřebí L3 zařízení, které dokáže směrovat mezi rozdílnými sítěmi. Exis-
tují dvě možnosti jak tohoto směrování docílit. Jde to pomocí:
• L3 přepínače
• Směrovače
V této práci se zaměříme pouze na použití směrovače. Základním prvkem pro správ-
nou funkčnost směrování je vytvoření jedné nebo více komunikačních linek mezi
směrovačem a distribučním přepínačem, které budou v režimu dot1q trunk. Mů-
žeme tak vnitřní komunikaci ve VLAN soustředit do jednoho trunk spojení. Na
směrovači tak budeme muset nakonfigurovat virtuální rozhraní, tzv. subinterfaces.
Subinterfaces využívají více IP adres přidělených jednomu rozhraní. Na směrovači
tak bude nastaven subinterface s IP adresou každé VLAN. Tato IP adresa pak bude
fungovat jako výchozí brána dané VLAN sítě. Každé stanice v této VLAN bude
muset mít nastavenu výchozí bránu na IP adresu tohoto subinterface rozhraní.
Konfiguraci si rozdělíme do tří části:
• Konfigurace směrovače
• Konfigurace přepínačů
• Konfigurace uživatelských stanic
4.8.1 Konfigurace směrovače
Konfiguraci provedeme na směrovači RH, kde nejprve aktivujeme rozhraní Gigabi-




Díky aktivování rozhraní můžeme přistoupit ke konfiguraci subinterface rozhraní.
Jako první nastavíme subinterface 0/1.17, který pro celkovou komunikaci mezi VLAN
bude klíčový. IP adresa 192.168.1.1 nastavená na subinterface 0/1.1 bude sloužit jako
výchozí brána pro všechny přepínače nacházející se v Budově 1.
RH(config)#interface gigabitEthernet 0/1.1
RH(config-subif)#description Management
RH(config-subif)#encapsulation dot1q 1 native
RH(config-subif)#ip address 192.168.1.1 255.255.255.0
70/1.1 – tečka znamená vytvoření subinterface rozhraní 1 na portu Gi0/1.
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Abychom si připomněli, které všechny VLAN jsou obsaženy v Budově 1, tak na
přepínači SH_1 zobrazíme výpis show vlan.
SH_1#show vlan
(zkrácený výpis)
VLAN Name Status Ports
---- -------------------------------- --------- -------------------------------
1 Management active Fa0/12, Fa0/13, Fa0/14
Fa0/15, Fa0/16, Fa0/17, Fa0/18











Teď už víme kolik je v budově VLAN sítí, pro které budeme potřebovat vytvořit
















RH(config-subif)#ip address 192.168.101.1 255.255.255.0
.
. (obdobná konfigurace pro zbylé VLAN)
Níže vidíme výpis o nastavených subinterface rozhraních.
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RH#show ip interface brief
Interface IP-Address OK? Method Status Protocol
GigabitEthernet0/0 unassigned YES unset administratively down down
GigabitEthernet0/1 unassigned YES unset up up
GigabitEthernet0/1.8 192.168.8.1 YES manual up up
GigabitEthernet0/1.11 172.16.11.1 YES manual up up
GigabitEthernet0/1.100 192.168.100.1 YES manual up up
GigabitEthernet0/1.101 192.168.101.1 YES manual up up
GigabitEthernet0/1.102 192.168.102.1 YES manual up up
GigabitEthernet0/1.110 192.168.110.1 YES manual up up
GigabitEthernet0/1.111 192.168.111.1 YES manual up up
GigabitEthernet0/2 unassigned YES unset administratively down down
--More--
Tímto je konfigurace na směrovači hotová.
4.8.2 Konfigurace přepínačů
Výše jsme se zmínili, že je potřeba na všech přepínačích nastavit výchozí bránu
směrovanou na rozhraní Gi 0/1.1 s IP adresou 192.168.1.1. Tímto příkazem na
SH_1 zajistíme, že veškeré zprávy směrované např. z VLAN 8 do VLAN 100 pů-
jdou přes rozhraní Gi 0/1.1, které rozhodne na jaké virtuální rozhraní bude zpráva
přesměrována.
SH_1(config)# ip default-gateway 192.168.1.1
S_11(config)# ip default-gateway 192.168.1.1
Servery_11(config)# ip default-gateway 192.168.1.1
Vedeni_11(config)# ip default-gateway 192.168.1.1
IT_11(config)# ip default-gateway 192.168.1.1
Fakturace_11(config)# ip default-gateway 192.168.1.1
.
.
S_10(config)# ip default-gateway 192.168.1.1
Programatori_10(config)# ip default-gateway 192.168.1.1
Call_centrum_10(config)# ip default-gateway 192.168.1.1
Designeri_10(config)# ip default-gateway 192.168.1.1
.
.













Na přístupových přepínačích jako Servery_11, Vedeni_11, atd. musejí být k portům
přiřazeny jednotlivé VLAN. Tuto konfiguraci přeskočíme, jelikož jsme si nastavování
access portů předvedli dříve. Přistoupíme k poslední důležité části, kterou je nasta-
vení IP adres na uživatelských stanicích.
4.8.3 Konfigurace uživatelských stanic
Ještě jsme si v této práci neřekli, a ani neřekneme, kde a jak se nastavují IP ad-
resy na uživatelských stanicích. Věřím totiž, že čtenáři této práce se již s takovým
to nastavením jistě už setkali. Ukážeme si tedy rovnou nastavení IP adresy, Masky
podsítě a Výchozí bránu a to pro stanici ve VLAN 100 a VLAN 8.








Ukažme si, jak vypadala komunikace mezi stanicemi ve VLAN 8 a VLAN 100 před
nastavením směrování mezi VLAN. Ověřili jsme spojení pomocí nástroje ping ze
stanice umístěné ve VLAN 8.
PC>ping 192.168.100.10
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Ping statistics for 192.168.100.10:
Packets: Sent = 4, Received = 0, Lost = 4 (100% loss),
Komunikace se neuskutečnila, jelikož jsou stanice z odlišných VLAN. Bylo tedy
ztraceno 100% paketů. Nyní se podívejme, co se stalo po nastavení směrování mezi
VLAN sítěmi.
PC>ping 192.168.100.10
Pinging 192.168.100.10 with 32 bytes of data:
Reply from 192.168.100.10: bytes=32 time=1ms TTL=127
Reply from 192.168.100.10: bytes=32 time=22ms TTL=127
Reply from 192.168.100.10: bytes=32 time=0ms TTL=127
Reply from 192.168.100.10: bytes=32 time=0ms TTL=127
Ping statistics for 192.168.100.10:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss)
Z výpisu je jasně patrné, že stanice z VLAN 8 může bez problémů komunikovat
se stanicí ve VLAN 100. Tímto jsme zprovoznili celkové směrování fyzicky připoje-
ných zařízení v síti Advert Company. Nyní už zbývá pouze konfigurace bezdrátových
prvků sítě.
Celkovou a podrobnější konfiguraci všech prvků sítě nalezneme v příloze této práce.
4.9 Bezdrátová přístupová síť
Dalším z požadavků společnosti Advert Company byla možnost implementace bez-
drátové sítě uvnitř budovy. Bezdrátová síť bude využita pro relaxační a zasedací
místnosti, které jsou rozmístěny v jednotlivých patrech obou budov, jak znázor-
ňuje obr. ??. Pro bližší prozkoumání se můžeme podívat na část bezdrátové sítě na
obr. ??. Tato část se nachází v přízemí první budovy a je rozdělena na dvě hlavní sítě
Wifi free a na Wifi_sk_10. Rozdělíme si tedy konfiguraci na dvě části, ve kterých
zohledníme obě bezdrátové sítě.
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Obr. 4.7: Část bezdrátové sítě Advert Company.
4.9.1 Wifi_sk_10
Bezdrátová síť Wifi_sk_10 se skládá z bezdrátového směrovače Linksys WRT300N8
a tří bezdrátových přístupových bodů, dále jen jako AP9. Každé z těchto AP je po-
jmenováno podle místnosti, ve které zajišťuje bezdrátové spojení se sítí. Všechny AP
jsou připojeny do LAN rozhraní na bezdrátovém směrovači a jsou ve stejné podsíti.
IP adresy jsou v LAN bezdrátové síti přidělovány pomocí DHCP serveru, který je
nastaven na WRT300N. WAN rozhraní směrovače je přiděleno do VLAN 101. Kon-
figuraci bezdrátové sítě Wifi_sk_10 si rozčleníme do několika části.
1. Adresace sítě Wifi_sk_10
2. Vytvoření VLAN 101
3. Nastavení subinterface na směrovači RH
4. Nastavení WAN rozhraní směrovače WRT300N
5. Nastavení LAN rozhraní směrovače WRT300N
6. Deaktivace bezdrátové komunikace směrovače WRT300N
7. Konfigurace AP
8. Připojení stanice k bezdrátové síti
8WRT300N – jediný bezdrátový směrovač podporovaný síťovým simulátorem Packet Tracer.
9AP – (Access Point) bezdrátový přístupový bod.
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Adresace sítě Wifi_sk_10:
V tabulce jsou obsaženy všechny důležité IP adresy, použitá zařízení a jejich roz-
hraní.
Zařízení Rozhraní IP adresa Maska podsítě Výchozí brána
RH Fa0/1.101 192.168.101.1 255.255.255.0 N/A
WRT300N WAN: VLAN 101 192.168.101.11 255.255.255.0 192.168.101.1
WRT300N LAN 172.16.101.0 255.255.255.0 172.16.101.1
Laptop Bezdrátová karta DHCP DHCP DHCP
Tab. 4.1: Konfigurace adresace sítě Wifi_sk_10.
Zařízení Rozhraní VLAN Název Síť
RH Fa0/1.101 VLAN 101 Wifi_sk_10 192.168.101.1 /24
S_10 Fa0/9 VLAN 101 Wifi_sk_10 192.168.101.0 /24
Tab. 4.2: Konfigurace VLAN na zařízeních.
Vytvoření VLAN 101:
Abychom mohli bezdrátovou síť odlišit, tak jí musíme vytvořit samostatnou VLAN
101, kterou rovnou přidělíme na port Fa0/9 přepínače S_10. Tento port je hraniční
bod mezi drátovou a bezdrátovou sítí. Celkové nastavení můžeme provést na S_10,





S_10(config-if)#switchport access vlan 101
Nastavení subinterface na směrovači RH:
Aby bezdrátová síť mohla komunikovat se zbytkem sítě, je zapotřebí jí vytvořit
subinterface na směrovači RH. Bezdrátový směrovač disponuje dvěma rozhraními
WAN a LAN. Po nastavení subinterface pro VLAN 101 bude směrovač RH znát
cestu na WAN rozhraní bezdrátového směrovače, avšak nebude znát cestu na LAN
rozhraní. Proto musíme nastavit statickou cestu do LAN sítě bezdrátového směro-
vače pomocí příkazu ip route. Kde 172.16.101.0 255.255.255.0 je rozsah vnitřní





RH(config-subif)#ip address 192.168.101.1 255.255.255.0
RH(config)# ip route 172.16.101.0 255.255.255.0 192.168.101.11
Nastavení WAN rozhraní směrovače WRT300N :
Abychom mohli nastavit WAN rozhraní směrovače, tak se na něj musíme nejprve
připojit. V reálné situaci se ke směrovači můžeme připojit pomocí webového rozhraní,
jak demonstruje obr. ?? nebo pomocí nástroje telnet přes příkazový řádek počítače.
Obr. 4.8: Připojení do administrace směrovače WRT300N přes webové rozhraní.







Po úspěšném připojení přejdeme do záložky Setup a nastavíme WAN rozhraní v
sekci Internet Connection type obr. ??.
Nastavení LAN rozhraní směrovače WRT300N :
V tuto chvíli nastavíme DHCP server pro podsíť 172.16.101.0/24. DHCP bude
automaticky přidělovat IP adresy v rozsahu 172.16.101.50 – 172.16.101.99. V
záložce Setup, v sekci Router IP, určíme podsíť, v DHCP Server Settings vyčleníme
rozsah přidělovaných adres. Rozsah 172.16.101.2 – 172.16.101.49 je určen pro
staticky přidělená zařízení.
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Obr. 4.9: Nastavení WAN rozhraní bezdrátového směrovače.
Obr. 4.10: Nastavení LAN rozhraní bezdrátového směrovače.
Deaktivace bezdrátové komunikace směrovače WRT300N:
Ve skupině Wifi_sk_10 jsou přístupovými body AP nikoliv samotný směrovač, není
tedy nutné mít na směrovači povolen režim bezdrátového vysílaní. Přejdeme tedy
do záložky Wireless a nastavíme hodnotu Network Mode na Disabled.
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Obr. 4.11: Zakázání bezdrátového režimu směrovače.
Konfigurace AP:
Pro úplné zprovoznění bezdrátové sítě je potřeba připojit jednotlivá AP na LAN
rozhraní směrovače WRT300N. Do portu Ethernet1 připojíme AP a nastavíme
SSID na Relaxacni_mistnost_1. Tak nám vznikne bezdrátová síť s SSID:10 Re-
laxacni_mistnost_1. Můžeme nastavit komunikační kanál, na kterém budou bez-
drátová zařízení komunikovat. Aby nedocházelo k neoprávněným přístupům do sítě,
použijeme zabezpečení pomocí technologie WPA-PSK11. Hodnotu PSK nastavíme
prozatím na 12345678 a typ šifrování v režimu TKIP. V záložce Setup a okně
Obr. 4.12: Konfigurace AP.
DHCP Reservation můžeme zkontrolovat přidělenou IP adresu připojeného AP.
10SSID – (Service Set Identifier) identifikátor určující název bezdrátové sítě.
11WPA-PSK – (Wi-Fi Protected Access - Pre-shared key) technologie zabezpečení bezdrátové
sítě s využitím předsdíleného hesla.
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Obr. 4.13: IP adresa přidělena připojenému přístupovému bodu AP.
Připojení stanice k bezdrátové síti:
Do sítě přidáme počítač s bezdrátovou komunikační kartou a vyhledáme bezdrátové
sítě v okolí. Počítači se podařilo nalézt požadovanou síť Relax_mistnost_1, stačí
Obr. 4.14: Připojení k síti Relax_mistnost_1.
tedy dát možnost Connect a zadat požadované heslo pro přístup do sítě. V počítači
si otevřeme příkazový řádek a zadáme příkaz ipconfig/all, díky kterému zjistíme












Vyzkoušíme konektivitu na výchozí bránu směrovače a poté například na stanici
umístěnou ve VLAN 100. Ping by měl být v obou případech úspěšný.
PC>ping 172.16.101.1
Pinging 172.16.101.1 with 32 bytes of data:
Reply from 172.16.101.1: bytes=32 time=2258ms TTL=255
Reply from 172.16.101.1: bytes=32 time=1638ms TTL=255
Reply from 172.16.101.1: bytes=32 time=6ms TTL=255
Reply from 172.16.101.1: bytes=32 time=9ms TTL=255
Ping statistics for 172.16.101.1:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 6ms, Maximum = 2258ms, Average = 977ms
PC>ping 172.16.100.10
Pinging 172.16.100.10 with 32 bytes of data:
Reply from 172.16.100.10: bytes=32 time=374ms TTL=255
Reply from 172.16.100.10: bytes=32 time=1653ms TTL=255
Reply from 172.16.100.10: bytes=32 time=11ms TTL=255
Reply from 172.16.100.10: bytes=32 time=583ms TTL=255
Ping statistics for 172.16.100.10:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 11ms, Maximum = 1653ms, Average = 655ms
Ověřením konektivity do VLAN 100 jsme si potvrdili funkčnost směrování nejen
mezi VLAN, ale i mezi drátovou a bezdrátovou sítí.
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Obr. 4.15: Úspěšné připojení stanice k bezdrátové síti Relax_mistnost_1.
4.9.2 Wifi_free
Druhou bezdrátovou sítí v přízemí první budovy je Wifi_free. Tato bezdrátová síť
slouží pro připojení návštěvníků společnosti Advert, kteří si chvíle čekání mohou
zpříjemnit připojením k internetu. Připojení do této sítě tedy nebude nijak omezeno
bezpečnostním heslem. Díky tomu, že je konfigurace ve většině bodů stejná a liší
se pouze změnou IP adres, tak se zaměříme pouze na nové změny. IP adresy pro
rozhraní si shrneme do tabulky. V této bezdrátové síti nejsou použity vůbec žádné
Zařízení Rozhraní IP adresa Maska podsítě Výchozí brána
RH Fa0/1.102 192.168.102.1 255.255.255.0 N/A
WRT300N WAN: VLAN 102 192.168.102.11 255.255.255.0 192.168.102.1
WRT300N LAN 172.16.102.0 255.255.255.0 172.16.102.1
Laptop Bezdrátová karta DHCP DHCP DHCP
Tab. 4.3: Konfigurace adresace sítě Wifi_free.
Zařízení Rozhraní VLAN Název Síť
RH Fa0/1.102 VLAN 102 Wifi_free 192.168.102.1 /24
S_10 Fa0/10 VLAN 102 Wifi_free 192.168.102.0 /24
Tab. 4.4: Konfigurace VLAN na zařízeních pro Wifi_free.
AP. Musíme tedy oproti předešlé síti povolit bezdrátové vysílání přímo na směro-
vači a nastavit SSID s názvemWifi_free. V záložce Wireless a poli Network Mode
vybereme možnost Mixed. Tato možnost aktivuje bezdrátové vysílání a zajistí au-
tomatické přepínání mezi komunikačními kanály. Nyní vyzkoušíme konektivitu, z
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Obr. 4.16: Povolení bezdrátového vysílání na směrovači WRT300N.
Laptopu připojeného k síti Wifi_free, s IP adresou 222.222.222.222, která předsta-
vuje přístup do vnější sítě na směrovači ISP:
PC>ping 222.222.222.222
Pinging 222.222.222.222 with 32 bytes of data:
Request timed out.
Request timed out.
Reply from 222.222.222.222: bytes=32 time=11ms TTL=127
Reply from 222.222.222.222: bytes=32 time=42ms TTL=127
Ping statistics for 222.222.222.222:
Packets: Sent = 4, Received = 2, Lost = 2 (50% loss),
Approximate round trip times in milli-seconds:
Minimum = 11ms, Maximum = 1653ms, Average = 655ms
Konektivita nebyla 100% z důvodu určitého času pro nalezení trasy. Opakovaným
spuštěním nástroje ping, by však mělo být spojení 100%.
PC>ping 222.222.222.222
Pinging 222.222.222.222 with 32 bytes of data:
Reply from 222.222.222.222: bytes=32 time=1ms TTL=126
Reply from 222.222.222.222: bytes=32 time=2ms TTL=126
Reply from 222.222.222.222: bytes=32 time=1ms TTL=126
Reply from 222.222.222.222: bytes=32 time=2ms TTL=126
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Ping statistics for 222.222.222.222:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 1ms, Maximum = 2ms, Average = 1ms
4.10 NAT
Funkce překladu síťových adres mezi vnitřní LAN a vnější WAN sítí. Směrovač
umístěný na hranici mezi LAN a WAN sítí upraví síťový provoz za pomoci přepisu
zdrojové nebo cílové IP adresy nebo také čísla TCP/UDP portu. Pokud chceme
přistupovat do veřejné sítě, tak se bez překladu adres neobejdeme. Rozsahy adres
určených pro LAN sítě nejsou v internetu směrovány ??. V síti Advert Company
využijeme NAT hned dvojím způsobem.
• Přístup z LAN do WAN
• Přístup z WAN na Servery
Obr. 4.17: Schéma zapojení směrovačů.
Ukažme si tedy, jak taková konfigurace může vypadat.
4.10.1 Přístup z LAN do WAN
Společnost Advert Company je závislá na přístupu do veřejné sítě, jelikož její hlavní
zisk plyne z tvorby a pronájmu internetových obchodů. Musíme tedy zajistit přístup
všem stanicím a i serverům, na kterých jsou tyto eshopy uloženy. Nejprve si vytvo-
říme rozšířený Access-list, 12 do kterého zahrneme všechny IP adresy, které mohou
být překládány.
NAT(config)#ip access-list extended NAT
NAT(config-ext-nacl)#permit ip 172.16.11.0 0.0.0.255 any
NAT(config-ext-nacl)#permit ip 192.168.100.0 0.0.0.255 any
12Access-list – přístupový list definující rozsah IP adres s jejich zákazy a povoleními.
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NAT(config-ext-nacl)#permit ip 192.168.101.0 0.0.0.255 any
NAT(config-ext-nacl)#permit ip 192.168.102.0 0.0.0.255 any
NAT(config-ext-nacl)#permit ip 192.168.110.0 0.0.0.255 any
NAT(config-ext-nacl)#permit ip 192.168.111.0 0.0.0.255 any
Konfigurace je aplikována na směrovač NAT, který odděluje síť Advert Company
od veřejné. Vytvoříme rozšířený access-list s názvem NAT. Příkazem permit ip
povolíme průchod dané IP adresy.
Ověříme si vytvořený access-list.
NAT#sh ip access-lists
Extended IP access list NAT
10 permit ip 172.16.11.0 0.0.0.255 any
20 permit ip 192.168.100.0 0.0.0.255 any
30 permit ip 192.168.101.0 0.0.0.255 any
40 permit ip 192.168.102.0 0.0.0.255 any
50 permit ip 192.168.110.0 0.0.0.255 any
60 permit ip 192.168.111.0 0.0.0.255 any





Sériové rozhraní s 0/0/0 na směrovači NAT pro nás představuje vnitřní síť pro
překlad NAT. Vnější síť pro překlad je na rozhraní s 0/0/1. Nyní už stačí pouze
asociovat access-list NAT s vnějším rozhraním pro překlad adres.
NAT(config)#ip nat inside source list NAT interface serial 0/0/1 overload
Zobrazme si tabulku překladu adres na směrovači.
NAT(config)#sh ip nat translations
NAT#
Překlad je prázdný jelikož žádná stanice se nepokoušela připojit do veřejné sítě,
která je představována IP adresou 222.222.222.222. Pokusíme se tedy přistoupit
z IP adresy 192.168.8.10, která představuje IT oddělení do veřejné sítě.
PC>ping 222.222.222.222
Pinging 222.222.222.222 with 32 bytes of data:
Reply from 222.222.222.222: bytes=32 time=1ms TTL=126
Reply from 222.222.222.222: bytes=32 time=2ms TTL=126
Reply from 222.222.222.222: bytes=32 time=1ms TTL=126
Reply from 222.222.222.222: bytes=32 time=2ms TTL=126
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Ping statistics for 222.222.222.222:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 1ms, Maximum = 2ms, Average = 1ms
Ping byl úspěšný a nyní bychom měli v novém výpisu sh ip nat translations
vidět překlad vnitřní adresy na veřejnou.
NAT#sh ip nat translations
Pro Inside global Inside local Outside local Outside global
icmp 200.200.200.1:1 192.168.8.10:1 222.222.222.222:1 222.222.222.222:1
icmp 200.200.200.1:2 192.168.8.10:2 222.222.222.222:2 222.222.222.222:2
icmp 200.200.200.1:3 192.168.8.10:3 222.222.222.222:3 222.222.222.222:3
Můžeme vidět výpis tří přístupů z IP 192.168.8.10 (Inside local) do veřejné
sítě s IP 222.222.222.222 (Outside local i global). IP adresa 200.200.200.1
představuje výchozí rozhraní s 0/0/1 naší vnitřní sítě, proto (Inside global). Tento
překlad využívá změnu portů s jedinou veřejnou IP adresu, která je sdílena všemi
IP adresami z vnitřní sítě. Porty představují dvojtečky s čísly za IP adresami.
4.10.2 Přístup z WAN na Servery
Společnost Advert se zabývá tvorbou internetových obchodů, které zároveň i spra-
vuje. Uvnitř sítě se nachází jeden webový a jeden ftp server, které musejí být pří-
stupné z vnější sítě. Je tedy zapotřebí každému serveru přidělit veřejnou IP adresu.
Nastavení provedeme podle tabulky.
Zařízení LAN IP WAN IP
WEB server 172.16.11.2 200.200.200.88
FTP server 172.16.11.3 200.200.200.99
Tab. 4.5: Konfigurace statického NATu.
NAT(config)#ip nat inside source static 172.16.11.2 200.200.200.88
NAT(config)#ip nat inside source static 172.16.11.3 200.200.200.99
Zobrazíme si tabulku NAT překladů, kde budou místním IP adresám serverů
staticky nastaveny veřejné IP adresy získané od poskytovatele ISP.
NAT(config)#sh ip nat translations
Pro Inside global Inside local Outside local Outside global
--- 200.200.200.88 172.16.11.2 --- ---
--- 200.200.200.99 172.16.11.3 --- ---
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Funkčnost spojení ověříme pomocí PC, který je připojen ke směrovači ISP. PC
tak bude simulovat přístup z vnější sítě. Na PC zadáme do webového prohlížeče
vnější adresu pro webový server. Pro zajímavost na obr. ?? a obr. ?? můžete vidět
Obr. 4.18: Připojení k web serveru.
konfiguraci obou serverů, která předcházela před zprovozněním NATu.
Obr. 4.19: Nastavení web serveru.
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Obr. 4.20: Nastavení ftp serveru.




220- Welcome to PT Ftp server
Username:Marek






5 OPERATE - FÁZE ŘÍZENÍ
Fáze zaměřena na práci s již funkční sítí, při které se dolaďují detaily v nastavení a
shromažďují se informace, které budou klíčové pro fázi optimalizace. Administrace





Do přístupové vrstvy můžeme zahrnout všechny zařízení, která přistupují k síti. Za-
měříme se tedy na sledování uživatelských stanic a přístupových přepínačů. Na co
bychom se měli zaměřit:
• Spolehlivost připojení k síti z uživatelských stanic
• Dostupnost aplikací v síti
• Odezva mezi komunikujícími stanicemi
• Zabezpečení přístupu do drátové i bezdrátové sítě
• Ošetření přístupu k nepoužitým portům přepínačů
• Práva přístupu k síti
5.2 Distribuční vrstva
Distribuční vrstva zahrnuje přepínače, které zajišťují stromovou strukturu sítě. Zde
je zapotřebí sledovat funkčnost a vytíženost komunikačních linek, které jsou nejvíce
zodpovědné za správný chod sítě. Na co bychom se měli zaměřit:
• Funkčnost redundantních linek
• Minimalizace broadcastových domén
• Správné přidělení VLAN k portům
• Zajištění bezpečnosti vzdálené správy zařízení
• Určení nejvíce vytížených linek
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5.3 Vrstva jádra
Poslední a nejdůležitější částí v síti je vrstva jádra. Zde jsou obsaženy směrovače,
které jsou jako hraniční body mezi LAN a WAN sítí. Jejich úkolem je zajistit smě-
rování napříč celou sítí a odfiltrovat nežádoucí provoz. Na co bychom se měli zaměřit:
• Funkčnost směrování v síti
• Zabezpečení přístupu z vnější sítě
• Správné směrování mezi LAN a WAN sítí
• Zajištění bezpečnosti vzdálené správy zařízení
• Udržování aktuálních směrovacích tabulek v síti
5.4 Souhrn procesu řízení
Fáze řízení vyžaduje dostatek času, aby se shromáždilo velké množství informací
o nedostatcích v síti. Proces fáze řízení je nekončící proces. V dnešní době rych-
lého rozvoje nových technologií je stále potřeba síť zdokonalovat a neustále sledovat
možnosti útoků jak z vnější, tak i z vnitřní sítě.
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6 OPTIMIZE - FÁZE OPTIMALIZACE
Poslední z náležitostí při návrhu sítě je fáze optimalizace. Tato fáze je závislá na
výsledcích z předešlé kapitoly. Díky těmto výsledkům se můžeme zaměřit na úzká
místa v síti, která je potřeba opravit nebo úplně předělat. My jsme si pro tento účel
vytvořili scénář s nedostatky a změnami, které se v síti objevily.
Nedostatky a změny v síti:
• Nedostatečně zajištěná redundance v síti
Hlavním a nejzávažnějším nedostatkem v síti bylo dostatečně nezajištěné
zdvojení komunikačních linek ve vrstvě jádra. Komunikace mezi první a druhou
budovou probíhala pouze přes jediný směrovač RH, který byl tedy tím nejzra-
nitelnějším a zároveň nejdůležitějším místem celé sítě. Pokud by se stalo, že
by přestal fungovat, nastal by ten nejhorší možný scénář, jelikož by přestala
fungovat celá síť. Je tedy zapotřebí vymyslet, jak tento hluboký nedostatek v
síti vyřešit.
• Nedostatečné zabezpečení vzdálené správy pomocí protokolu Telnet
V sítí vyvstala otázka, zda by se protokol telnet, který se používá pro vzdá-
lenou správu síťových zařízení, neměl povýšit na bezpečnější protokol SSH.
Protokol telnet nevyužívá žádné šifrování komunikace. Komunikace se tak dá
snadno odchytit a zjistit z ní potřebné informace pro přístup do zařízení.
• Nedostatečné zabezpečení přístupové sítě
Během fáze řízení provozu bylo zjištěno, že velké množství uživatelů si do
firemní sítě připojuje soukromé notebooky a stahuje nepovolená data z inter-
netu během pracovní doby. Je tedy potřeba zamezit přístupu neoprávněných
zařízení do sítě.
• Omezení přístupu do veřejné sítě
V průběhu fungování sítě bylo rozhodnuto, že oddělení skladu a tiskárny
nebude mít přístup do veřejné sítě, jelikož není vůbec využíván.
• Nastavení automatického přidělování IP adres v síti
V síti, kde je připojeno až 100 stanic pomocí statických IP adres, není
vůbec snadné udržovat aktuální evidenci právě využitých adres, nemluvě o
statickém nastavení každého zařízení v síti. Je proto zapotřebí centralizovat
a ulehčit nastavování IP adres stanicím. Proto se v síti nastaví automatické
přidělování IP adres s využitím funkce DHCP serveru na směrovači RH.
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• Propojení vzdálené sítě přes veřejnou síť
Vedení společnosti Advert již na začátku měla představu, že bude moci
vzdáleně přistupovat do sítě z hlavního sídla firmy, aniž by potřebovala pro-
najmout nebo vybudovat soukromý komunikační kanál. Bylo otázkou, jakou
technologii použít pro uskutečnění vzdálené komunikace mezi sídly. Byla tedy
navržena možnost vytvoření virtuálního tunelového spojení pomocí VPN, a to
pomocí technologie IPsec.
Nyní jsme se seznámili se změnami v síťové konfiguraci, které je potřeba doladit. V
následujícím textu si ukážeme, jak tyto změny v konfiguraci uskutečnit.
6.1 Navýšení redundance a konfigurace OSPF
Redundance v síti je velmi důležitým prvkem a neměla by se nikdy zanedbat. V
našem případě jsme síť obohatili o další směrovač, což nás vedlo ke změně použitého
názvosloví a zapojení v síti. Samotné směrovače jsou zapojeny do trojúhelníku po-
mocí sériových rozhraní, jak je vidět na obr. ??. Takovéto zapojení nám zajistí plnou
konektivitu sítě, pokud by došlo k výpadku jedné z linek mezi směrovači. Výpadek
linky by tedy síť neohrozil. Větším problémem by bylo, pokud by přestal fungo-
vat jeden ze směrovačů RH_1 nebo HR_2. Takovýto problém by měl za následek
výpadek poloviny sítě.
Obr. 6.1: Zajištění větší redundance v síti.
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S tímto je však v novém zapojení také počítáno. Plnou funkčnost sítě pak zajistí
křížené Gigabitové linky mezi směrovači a přepínači SH_1 a SH_2. Na každém z
těchto portů jsou vytvořeny subinterface rozhraní pro VLAN sítě z protějších budov.
Při výpadku směrovače RH_2 by tak přepínač SH_2 komunikoval se zbytkem sítě
přes směrovač RH_1.
Celkové směrování by však nefungovalo, pokud bychom na všechny směrovače nea-
plikovali směrovací protokol OSPF ??. Díky OSPF ví každý směrovač o všech při-
pojených sítích a dokáže tak plynule regulovat směrování i při výpadcích linek v síti.
Konfigurace rozhraní bude provedena podle tab. ??. Ukázka konfigurace rozhraní
Zařízení Rozhraní IP adresa Maska podsítě Výchozí brána
RH_1 s0/0/0 10.10.1.1 255.255.255.252 N/A
RH_1 s0/0/1 10.10.3.1 255.255.255.252 N/A
RH_1 Gi0/1 192.168.1.1 255.255.255.0 N/A
RH_1 Gi0/2 192.168.2.2 255.255.255.0 N/A
RH_2 s0/0/0 10.10.1.2 255.255.255.252 N/A
RH_2 s0/1/0 10.10.2.2 255.255.255.252 N/A
RH_2 Gi0/1 192.168.1.2 255.255.255.0 N/A
RH_2 Gi0/2 192.168.2.1 255.255.255.0 N/A
NAT s0/1/0 10.10.2.1 255.255.255.252 N/A
NAT s0/1/1 200.200.200.1 255.255.255.252 N/A
NAT s0/0/1 10.10.3.2 255.255.255.252 N/A
Tab. 6.1: Konfigurace adresace mezi směrovači.
mezi směrovači RH_1 a RH_2.
RH_1(config)#interface serial 0/0/0
RH_1(config-if)#clock rate 4000000




RH_1(config-if)#ip address 10.10.3.1 255.255.255.252
RH_1(config-if)#no shutdown
RH_1(config)#interface gigabitEthernet 0/1












RH_2(config-if)#ip address 10.10.2.2 255.255.255.252
RH_2(config-if)#no shutdown
RH_2(config)#interface gigabitEthernet 0/1
RH_2(config-if)#ip address 192.168.1.2 255.255.255.0
RH_2(config-if)#no shutdown
RH_2(config)#interface gigabitEthernet 0/2
RH_2(config-if)#ip address 192.168.2.1 255.255.255.0
RH_2(config-if)#no shutdown
Ověření konfigurace zařízení.
RH_1#sh ip int brief
Interface IP-Address OK? Method Status Protocol
GigabitEthernet0/0 unassigned YES unset administratively down down
GigabitEthernet0/1 192.168.1.1 YES unset up up
GigabitEthernet0/2 192.168.2.2 YES unset up up
Serial0/0/0 10.10.1.1 YES manual up up
Serial0/0/1 10.10.3.1 YES manual up up
Serial0/1/0 unassigned YES unset administratively down down
Serial0/1/1 unassigned YES unset administratively down down
RH_2#sh ip int brief
Interface IP-Address OK? Method Status Protocol
GigabitEthernet0/0 unassigned YES unset administratively down down
GigabitEthernet0/1 192.168.1.2 YES unset up up
GigabitEthernet0/2 192.168.2.1 YES unset up up
Serial0/0/0 10.10.1.2 YES manual up up
Serial0/1/0 10.10.2.2 YES manual up up
Serial0/1/0 unassigned YES unset administratively down down
Serial0/1/1 unassigned YES unset administratively down down
Zjištění konektivity mezi RH_1 a RH_2 pomocí nástroje ping.
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RH_1#ping 10.10.1.2
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.10.1.2, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 2/7/16 ms
RH_2#ping 10.10.1.1
Type escape sequence to abort.
Sending 5, 100-byte ICMP Echos to 10.10.1.1, timeout is 2 seconds:
!!!!!
Success rate is 100 percent (5/5), round-trip min/avg/max = 1/1/2 ms
Komunikace mezi směrovači je plně funkční, pusťme se tedy do nastavení směrova-
cího protokolu OSPF.
RH_1(config)#router ospf 1
RH_1(config-router)#network 192.168.1.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.2.0 0.0.0.255 area 0
RH_1(config-router)#network 10.10.1.0 0.0.0.3 area 0
RH_1(config-router)#network 10.10.3.0 0.0.0.3 area 0
RH_1(config-router)#network 192.168.8.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.11.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.100.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.101.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.102.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.110.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.111.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.21.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.200.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.201.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.210.0 0.0.0.255 area 0
RH_1(config-router)#network 192.168.211.0 0.0.0.255 area 0
Příkaz router ospf 1 spustí funkci směrovacího protokolu s ID procesu 1. ID pro-
cesů OSPF směrování může být v síti více. Rozdílné ID se využívají v rozsáhlejších
sítích, kde je potřeba od sebe oddělit určité části sítě. Aby směrovací protokol vě-
děl kam má pakety směrovat, je potřeba ho naučit všechny sítě, které jsou přímo
připojeny k danému směrovači. Použijeme network s rozsahem sítě, která je zadána
pomocí wildcard1. Poslední část area 0 přidělí rozsah sítě do oblasti 0. Oblasti
slouží opět k rozdělení rozsáhlejších sítí na menší části kvůli minimalizaci vytížení
1widcard – inverzní maska podsítě. Pokud je maska ve tvaru 255.255.255.0, inverzní hodnota
je rozdílem masky 255.255.255.255. Wildcard je tedy: 0.0.0.255 .
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výkonu procesoru směrovače. OSPF totiž pro zjištění změn v síti využívá LSU pa-
kety. Pakety jsou vysílány při sebemenší změně v síti. Směrovač tak musí neustále





network 192.168.1.0 0.0.0.255 area 0
network 192.168.2.0 0.0.0.255 area 0
network 10.10.1.0 0.0.0.3 area 0
network 10.10.3.0 0.0.0.3 area 0
network 192.168.8.0 0.0.0.255 area 0
network 192.168.11.0 0.0.0.255 area 0
network 192.168.100.0 0.0.0.255 area 0
network 192.168.101.0 0.0.0.255 area 0
network 192.168.102.0 0.0.0.255 area 0
network 192.168.110.0 0.0.0.255 area 0
network 192.168.111.0 0.0.0.255 area 0
network 192.168.21.0 0.0.0.255 area 0
network 192.168.200.0 0.0.0.255 area 0
Ověření konfigurace. Níže vidíme konfiguraci OSPF na zbylých zařízeních.
RH_2(config-router)#network 192.168.2.0 0.0.0.255 area 0
RH_2(config-router)#network 192.168.1.0 0.0.0.255 area 0
RH_2(config-router)#network 10.10.1.0 0.0.0.3 area 0
RH_2(config-router)#network 10.10.2.0 0.0.0.3 area 0
NAT(config-router)#network 200.200.200.0 0.0.0.3 area 0
NAT(config-router)#network 10.10.2.0 0.0.0.3 area 0
NAT(config-router)#network 10.10.3.0 0.0.0.3 area 0
Pomocí příkazu show ip ospf 1 neighbor si vypíšeme seznam známých sítí, které
se šíří v OSPF 1.
NAT#sh ip ospf 1 neighbor
Neighbor ID Pri State Dead Time Address Interface
192.168.2.1 0 FULL/ - 00:00:34 10.10.2.2 Serial0/1/0
192.168.1.1 0 FULL/ - 00:00:39 10.10.3.1 Serial0/0/1
Vidíme, že směrovač NAT zná díky OSPF cestu do sítě 192.168.1.1 i 192.168.2.1,
aniž by k nim byl fyzicky připojen.
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6.2 Konfigurace vzdálené správy pomocí SSH
Konfigurace se musí provádět na zařízeních, které již mají povolený vzdálený přístup
pomocí telnet s přiděleným heslem. Konfigurace přístupu pomocí telnet již byla
objasněna v ??.
Fakturace_11(config)#ip domain-name advert.cz
Fakturace_11(config)#crypto key generate rsa
The name for the keys will be: Fakturace_11.advert.cz
Choose the size of the key modulus in the range of 360 to 2048 for your
General Purpose Keys. Choosing a key modulus greater than 512 may take
a few minutes.
How many bits in the modulus [512]: 1024
% Generating 1024 bit RSA keys, keys will be non-exportable...[OK]
*3 1 11:36:52.727: %SSH-5-ENABLED: SSH 1.99 has been enabled
Fakturace_11(config)#ip ssh version 2




%SYS-5-CONFIG_I: Configured from console by console
Ukázková konfigurace protokolu SSH je provedena na přepínači Fakturace_11. Pří-
kaz ip domain-name advert.cz vytváří pomocnou doménu pro nastavení šifro-
vacích klíčů. crypto key generate rsa zajistí vygenerování klíče při navazování
komunikace mezi stanicí a vzdáleným prvkem. Požadavek How many bits in the
modulus [512]: 1024 určuje počet bitů obsažených v šifrovacím klíči. Zbylé příkazy
nastaví verzi protokolu SSH a aktivují protokol na všech 16 virtuálních rozhraních.




Vzdálené připojení na přepínač Fakturace_11 pomocí protokolu SSH. Management
IP je 192.168.1.15, heslo: cisco123.
6.3 Port - Security
Pomocí technologie port-security můžeme zabezpečit porty na přepínačích před neo-
právněným přístupem. Pokud se tedy na přístupový port připojí stanice s rozdílnou




Fakturace_11(config-if)#switchport port-security maximum 1
Fakturace_11(config-if)#switchport port-security mac-address sticky
Fakturace_11(config-if)#switchport port-security violation shutdown
Vybereme rozhraní, které chceme zabezpečit. Dále aktivujeme režim port-security
pomocí switchport port-security. Chceme aby na port mohlo přistupovat pouze
jediné zařízení switchport port-security maximum 1. Aktivujeme automatické
učení MAC adres stanic připojených k tomuto portu switchport port-security
mac-address sticky. Nakonec nastavíme příkazem switchport port-security
violation shutdown port do režimu shutdown, pokud se k němu připojí jiné zaří-
zení a bude chtít přes něho komunikovat.
Fakturace_11#sh port-security interface fastEthernet 1/1
Port Security : Disabled
Port Status : Secure-down
Violation Mode : Shutdown
Aging Time : 0 mins
Aging Type : Absolute
SecureStatic Address Aging : Disabled
Maximum MAC Addresses : 1
Total MAC Addresses : 0
Configured MAC Addresses : 0
Sticky MAC Addresses : 0
Last Source Address:Vlan : 0000.0000.0000:0
Security Violation Count : 0
Výpis o nastavení port-security na Fa1/1. Před konfigurací.
Fakturace_11#sh port-security interface fastEthernet 1/1
Port Security : Enabled
Port Status : Secure-up
Violation Mode : Shutdown
Aging Time : 0 mins
Aging Type : Absolute
SecureStatic Address Aging : Disabled
Maximum MAC Addresses : 1
Total MAC Addresses : 0
Configured MAC Addresses : 0
Sticky MAC Addresses : 0
Last Source Address:Vlan : 0000.0000.0000:0
Security Violation Count : 0
Výpis po konfiguraci. Na obr. ?? můžeme vidět co se stane s portem, pokud ho
připojíme k neoprávněné stanici. Port se při první komunikaci s neoprávněnou stanicí
okamžitě vypne.
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Obr. 6.2: Připojení neoprávněné stanice k portu přepínače.
6.4 Standard ACL
Standardní přístupové listy dokáží filtrovat provoz pomocí zdrojových a cílových IP
adres. Jsou tedy vhodné pro odfiltrování vybrané komunikace sítí. My tyto ACL
využijeme k zakázání přístupu VLAN 200 do veřejné sítě. Ve VLAN 200 se totiž
nachází Sklad a Tiskárna, kterým je tento přístup odepřen. Standardní ACL se apli-
kují co nejblíže cíli provozu. Jelikož se snažíme odfiltrovat veřejnou síť, tak budeme
ACL nastavovat na směrovači NAT. Pro lepší orientaci při konfiguraci nám pomůže
obr. ??.






Standard IP access list deny1




NAT(config-if)#ip access-group deny1 in
V první řadě jsme vytvořili ACL s názvem deny1 a zakázali v něm rozsah adres
192.168.200.0 /24, který odpovídá síti VLAN 200. Níže jsem si zobrazili vytvořený
ACL list. Poté už jsme pouze asociovali vytvořený ACL list deny1 k rozhraní s 0/0/0,
kde příkaz in určuje příchozí provoz.
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PC>ping 200.200.200.1
Pinging 200.200.200.1 with 32 bytes of data:
Reply from 200.200.200.1: bytes=32 time=2ms TTL=128
Reply from 200.200.200.1: bytes=32 time=0ms TTL=128
Reply from 200.200.200.1: bytes=32 time=1ms TTL=128
Reply from 200.200.200.1: bytes=32 time=0ms TTL=128
Ping statistics for 192.168.201.10:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Ověření komunikace s veřejnou sítí z PC ve VLAN 200 před konfigurací ACL.
PC>ping 200.200.200.1
Pinging 200.200.200.1 with 32 bytes of data:
Reply from 172.16.200.1: Destination host unreachable.
Reply from 172.16.200.1: Destination host unreachable.
Reply from 172.16.200.1: Destination host unreachable.
Reply from 172.16.200.1: Destination host unreachable.
Ping statistics for 200.200.200.1:
Packets: Sent = 4, Received = 0, Lost = 4 (100% loss),
Po konfiguraci ACL je cílová síť nedostupná. Odpověď nám přichází z IP adresy
sériového rozhraní s 0/0/0 nastaveného na směrovači NAT. Dále se totiž komunikace
z VLAN 200 nemůže dostat.
6.5 Automatické přidělování IP adres pomocí DHCP
Přidělování IP adres pomocí DHCP ve všech ohledech ulehčí práci síťovým adminis-
trátorům a zlepší přehled nad celou sítí. Budeme mít neustále aktuální informace o
zrovna připojených zařízeních a jejich přidělených IP adresách. Konfigurace DHCP
bude provedena na směrovači RH, na kterém si vytvoříme DHCP Pooly2 s identifi-
kačními názvy. Každý Pool bude mít svoje jméno, spolu s adresním rozsahem a také
výchozí bránou pro daný Pool. Nejprve si ale z každého použitého rozsahu vyčleníme
pár adres, které nebudou přidělovány automaticky, ale budou využity pro statické
přidělení. Statické rozsahy pak uplatníme např. pro připojení serverů, tiskáren nebo
IP kamer.
RH(config)#ip dhcp excluded-address 192.168.8.1 192.168.8.10
RH(config)#ip dhcp excluded-address 192.168.11.1 192.168.11.10
2DHCP Pool – adresní rozsah, který bude přidělován.
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RH(config)#ip dhcp excluded-address 192.168.100.1 192.168.100.10
RH(config)#ip dhcp excluded-address 192.168.101.1 192.168.101.10
RH(config)#ip dhcp excluded-address 192.168.102.1 192.168.102.10
RH(config)#ip dhcp excluded-address 192.168.110.1 192.168.110.10
RH(config)#ip dhcp excluded-address 192.168.111.1 192.168.111.10
Nyní si vytvoříme DHCP pool s názvem IT.
RH(config)#ip dhcp pool IT
RH(dhcp-config)#network 192.168.8.0 255.255.255.0
RH(dhcp-config)#default-router 192.168.8.1
Nastavíme si rozsah adres určených k automatickému přidělení. Příkazem default
router určíme výchozí bránu DHCP poolu IT. IP adresa 192.168.8.1 je výchozí
branou pro VLAN_8, ve které je obsaženo oddělení IT. Výchozí brány jednotlivých
VLAN, do kterých spadají oddělení společnosti, jsou již z předešlé konfigurace na-
staveny jako subinterface rozhraní směrovače RH. Výpisem show running-config,





ip dhcp pool IT
network 192.168.8.0 255.255.255.0
default-router 192.168.8.1
ip dhcp pool Servery
network 192.168.11.0 255.255.255.0
default-router 192.168.11.1
ip dhcp pool Prac_sk_10
network 192.168.100.0 255.255.255.0
default-router 192.168.100.1
ip dhcp pool Wifi_sk_10
network 192.168.101.0 255.255.255.0
default-router 192.168.101.1
ip dhcp pool Wifi_sk_11
network 192.168.111.0 255.255.255.0
default-router 192.168.111.1
V tuto chvíli jsou DHCP pooly funkční. Na každé stanici v síti nastavíme přidělování
IP adres pomocí DHCP serveru. Po tomto kroku by měla každá stanice dostat
automaticky přidělenu IP adresu z DHCP serveru obr. ??.
Ověříme funkčnost DHCP pomocí show ip dhcp bindings. Ve výpisu se zobrazí
automaticky přidělené IP adresy. DHCP server by měl přidělovat IP adresy až od
čísla 11, jelikož prvních 10 adres je vyčleněno pro statické přidělení.
(zkrácený výpis)
RH#sh ip dhcp binding
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Obr. 6.3: Povolení DHCP konfigurace na uživatelské stanici.
IP address Client-ID/ Lease expiration Type
Hardware address
192.168.110.11 0002.4A4C.0CDB -- Automatic
192.168.110.12 0002.4A43.178C -- Automatic
192.168.110.13 0060.47E2.C529 -- Automatic
192.168.110.14 000A.F370.E1C5 -- Automatic
192.168.110.15 0000.0C44.6941 -- Automatic
192.168.110.16 0005.5E00.21C2 -- Automatic
192.168.100.11 0090.0C79.EC62 -- Automatic
192.168.100.12 0002.1620.8745 -- Automatic
192.168.100.13 0000.0C25.A41E -- Automatic
192.168.100.14 0006.2A84.4EEE -- Automatic
6.6 VPN IPsec
Abychom mohli uskutečnit komunikaci mezi dvěma navzájem oddělenými sítěmi,
tak musíme využít technologii VPN. VPN neboli virtuální privátní síť, nám vytvoří
tzv. zabezpečený tunel napříč veřejnou sítí. Je to tedy technologie umožňující vzdá-
lené připojení do interní sítě bez jakýchkoliv omezení. V našem případě využijeme
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VPN spojení zprostředkované pomocí technologie IPsec, kterou vyvinula společnost
Cisco. Díky IPsec můžeme nakonfigurovat šifrované spojení mezi hraničními směro-
vači NAT a RH_3 obr. ??.
Pro úspěšnou konfiguraci VPN spojení pomocí IPsec jsme museli směrovač Cisco
2911 s označením NAT, zaměnit za směrovač Cisco 2811. Cisco 2911 bohužel ne-
podporuje konfiguraci VPN. Oba směrovače jsou tedy typu 2811. Síť světle zelenou
barvou, představuje sídlo firmy Advert Company. Fialovou barvou je znázorněna ve-
řejná síť. V sídle společnosti je nakonfigurována síť s rozsahem 192.168.4.0 /24 a
IP adresy jsou přidělovány pomocí DHCP s výchozí bránou 192.168.4.1. Jak jsme si
Obr. 6.4: Schéma sítě pro VPN komunikaci.
již řekli výše, konfigurace VPN probíhá na hraničních zařízeních. Konfigurace VPN
musí být nastavena recipročně na obou zařízeních, jinak by nebylo možné navázat
komunikaci s protějším směrovačem. Nejprve si ukážeme konfiguraci na směrovači
NAT.
NAT(config)#crypto isakmp enable






První část konfigurace specifikuje počáteční detaily IPsec komunikace. Zapnutí IP-
sec zajišťuje crypto isakmp enable. Příkaz crypto isakmp policy 1 aktivujeme
politiku zabezpečení komunikace s číslem 1. Pro šifrování komunikace se použije
aes, hashovací algoritmy a kryptografický protokol Diffie Hellman, který se aktivuje
pomocí group 2.
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NAT(config)#crypto isakmp key cisco123 address 200.200.200.2
NAT(config)#crypto ipsec transform-set AD-VPN esp-aes esp-sha-hmac
NAT(config)#crypto ip security-association lifetime seconds 86400
V této části nastavíme klíč cisco123 pro ověření komunikace mezi sítěmi a IP
adresa vzdáleného směrovače RH_3 200.200.200.2. Dále určíme jakým způso-
bem mají být pakety zapouzdřeny crypto ipsec transform-set AD-VPN esp-aes
esp-sha-hmac , kde AD–VPN je vytvořený balíček se specifikací použitých tech-
nik zapouzdření. Můžeme nastavit časový limit expirace předsdíleného klíče crypto
ip security-association lifetime seconds 86400.
NAT(config)#ip access-list extended VPN
NAT(config-ext-nacl)#permit ip 192.168.1.0 0.0.0.255 192.168.4.0 0.0.0.255
NAT(config-ext-nacl)#permit ip 192.168.2.0 0.0.0.255 192.168.4.0 0.0.0.255
Vytvoříme rozšířený access list VPN, ve kterém povolíme přístup IP adres z vnitřní
sítě, do vzdálené sítě 192.168.4.0 /24.
NAT(config)#crypto map VPN-MAP 100 ipsec-isakmp
% NOTE: This new crypto map will remain disabled until a peer




Předposledním krokem je vytvoření crypto mapy VPN-MAP se sekvenčním číslem
100. Sekvenční číslo může být libovolné, musí se však shodovat s číslem použitým v
konfiguraci vzdáleného klienta. V mapě jsou obsaženy všechny předešlé parametry
jako balíček s technikami zapouzdření AD-VPN, IP adresa vzdáleného směrovače
200.200.200.2 a nakonec vytvořený access list VPN.
Nakonec aplikujeme vytvořenou crypto mapu na výchozí rozhraní sítě. Zobrazí se
výpis o aktivaci crypto mapy na rozhraní.
NAT(config)#interface serial 0/1/1
NAT(config-if)#crypto map VPN-MAP
*Jan 3 07:16:26.785: %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is ON
V tuto chvíli je vnitřní síť nastavena pro komunikaci pomocí VPN. Přejdeme tedy
ke konfiguraci směrovače RH_3.
RH_3(config)#crypto isakmp enable







RH_3(config)#crypto isakmp key cisco123 address 200.200.200.1
RH_3(config)#crypto ipsec transform-set AD-VPN esp-aes esp-sha-hmac
RH_3(config)#crypto ipsec security-association lifetime seconds 86400
RH_3(config)#ip access-list extended VPN
RH_3(config-ext-nacl)#permit ip 192.168.4.0 0.0.0.255 192.168.1.0 0.0.0.255
RH_3(config-ext-nacl)#permit ip 192.168.4.0 0.0.0.255 192.168.2.0 0.0.0.255
RH_3(config)#crypto map VPN-MAP 100 ipsec-isakmp
% NOTE: This new crypto map will remain disabled until a peer






*Jan 3 07:16:26.785: %CRYPTO-6-ISAKMP_ON_OFF: ISAKMP is ON
Abychom mohli ověřit VPN komunikaci, musí být funkční komunikační linka mezi
směrovači.
C>ping 192.168.4.2
Pinging 192.168.4.2 with 32 bytes of data:
Reply from 192.168.1.1: Destination host unreachable.
Reply from 192.168.1.1: Destination host unreachable.
Reply from 192.168.1.1: Destination host unreachable.
Reply from 192.168.1.1: Destination host unreachable.
Ping statistics for 192.168.4.2:
Packets: Sent = 4, Received = 0, Lost = 4 (100% loss),
Ověření konektivity na stanici v sídle Advert Company před aktivováním VPN.
PC>ping 192.168.4.2
Pinging 192.168.4.2 with 32 bytes of data:
Reply from 192.168.4.2: bytes=32 time=3ms TTL=125
Reply from 192.168.4.2: bytes=32 time=2ms TTL=125
Reply from 192.168.4.2: bytes=32 time=2ms TTL=125
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Reply from 192.168.4.2: bytes=32 time=2ms TTL=125
Ping statistics for 192.168.4.2:
Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milli-seconds:
Minimum = 2ms, Maximum = 3ms, Average = 2ms
Ověření konektivity na stanici v sídle Advert Company po aktivování VPN. Pro za-
jímavost si můžeme zobrazit výpis show crypto ipsec sa, ve kterém vidíme počet
zapouzdřených a zašifrovaných paketů pkts encaps: 1, pkts encrypt: 1. Průchodem
dalšího paketu se tato hodnota zvýší u každého pole o 1. Je to způsobeno technologii
IPsec, která každý paket musí zapouzdřit a zašifrovat před odesláním veřejnou sítí.
NAT#show crypto ipsec sa
interface: Serial0/1/1
Crypto map tag: VPN-MAP, local addr 200.200.200.1
protected vrf: (none)
local ident (addr/mask/prot/port): (192.168.1.0/255.255.255.0/0/0)
remote ident (addr/mask/prot/port): (192.168.4.0/255.255.255.0/0/0)
current_peer 200.200.200.2 port 500
PERMIT, flags={origin_is_acl,}
#pkts encaps: 1, #pkts encrypt: 1, #pkts digest: 0
#pkts decaps: 1, #pkts decrypt: 1, #pkts verify: 0
#pkts compressed: 0, #pkts decompressed: 0
#pkts not compressed: 0, #pkts compr. failed: 0
#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0
local crypto endpt.: 200.200.200.1, remote crypto endpt.:200.200.200.2
path mtu 1500, ip mtu 1500, ip mtu idb Serial0/2/0
current outbound spi: 0x497E4D93(1233014163)
Výpis po opakovaném pingu.
NAT#show crypto ipsec sa
interface: Serial0/1/1
Crypto map tag: VPN-MAP, local addr 200.200.200.1
protected vrf: (none)
local ident (addr/mask/prot/port): (192.168.1.0/255.255.255.0/0/0)
remote ident (addr/mask/prot/port): (192.168.4.0/255.255.255.0/0/0)
current_peer 200.200.200.2 port 500
PERMIT, flags={origin_is_acl,}
#pkts encaps: 2, #pkts encrypt: 2, #pkts digest: 0
#pkts decaps: 2, #pkts decrypt: 2, #pkts verify: 0
#pkts compressed: 0, #pkts decompressed: 0
#pkts not compressed: 0, #pkts compr. failed: 0
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#pkts not decompressed: 0, #pkts decompress failed: 0
#send errors 0, #recv errors 0
local crypto endpt.: 200.200.200.1, remote crypto endpt.:200.200.200.2
path mtu 1500, ip mtu 1500, ip mtu idb Serial0/2/0
current outbound spi: 0x497E4D93(1233014163)
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7 ZÁVĚR
V práci jsme se seznámili s možnostmi návrhu a realizace firemní sítě se zařízeními
Cisco. Ukázali jsme si kroky při návrhu sítě zákazníka, a to od seznámení se se sta-
vem stávající sítě zákazníka až po výslednou optimalizaci nově navržené sítě. Jsou
zde zohledněny všechny možné aspekty při plánování sítí.
Vytvořili jsme si modelový scénář sítě, fiktivní firmy Advert Company, ve kterém
jsme poukázali na možnou problematiku při návrhu takovéto sítě. Do modelového
scénáře jsme aplikovali zjištěné požadavky zákazníka na novou síť a dále je rozvíjely.
Po výběru vhodných síťových prvků a vytvoření síťové topologie spolu s adresací
jsme se zaměřili na samotnou konfiguraci a zprovoznění sítě. Použili jsme speciali-
zovaný program Cisco Packet Tracer, umožňující nasimulovat námi navrženou síť.
Samotnou konfiguraci jsme rozdělili do několika kroků. V každém z těchto kroků
jsou použity rozdílné sekvence příkazů pro konfiguraci. Každá sekvence příkazů je
doplněna o výpisy, z nichž lze vyčíst a ověřit si tak, zda je použitá konfigurace na
zařízení funkční nebo ne. Po dokončení konfigurace celé sítě a ověření celkové ko-
munikace, jsme se zaměřili na její řízení. Řekli jsme si, na jaké aspekty (nedostatky,
vylepšení) se při řízení sítě zaměřit, abychom docílili její bezchybné a efektivní funkč-
nosti.
Ze zmíněných aspektů byl vytvořen scénář, a ten jsme následně aplikovali na
již funkční síť. Nové aspekty nám tak dopomohli co nejlépe optimalizovat celou síť
a zajistit jí tak větší zabezpečení, rychlejší komunikaci a možnost spolupráce se
vzdálenou pobočkou. V příloze této práce jsme si ukázali již optimalizované schéma,
jak logické, tak i fyzické topologie sítě. Ukázali jsme si možné propojení všech Cisco
zařízení obsažených v síti, a to nejen v jednotlivých patrech, ale i mezi patry a oběma
budovami.
Veškerá konfigurace všech zařízení obsažených v síti je v souboru Advert Com-
pany, na přiloženém CD. Je zde obsažen i instalační soubor programu Packet Tracer
verze 6.1.1, ve kterém probíhala celková simulace sítě.
Přesto, že je tato práce dosti obsáhlá, poukazuje na pouhý zlomek všech možných
variant, které nás při návrhu firemní sítě mohou potkat. Měli bychom jí tedy spíše
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
ACL kontrolní přístupový list – Access Control List
AP přístupový bod – Access Point
DHCP služba automatického přidělování IP adres v síti – Dynamic Host
Configuration Protocol
DNS služba (aplikace) zajišťující překlad IP adres na doménové názvy –
Domain Name System
EIGRP pokročilý směrovací protokol vyvinutý společností Cisco – Enhanced -
Interior Gateway Routing Protocol
EtherChannel technologie používána k vytvoření jedné redundantní linky z
několika dalších
FTP protokol určený k přenosu souborů – File Transfer Protocol
HTTP protokol pro výměnu hypertextových odkazů – Hypertext Transfer
Protocol
IEEE elektrotechnická organizace – Institute of Electrical and Electronics
Engineers
IGRP směrovací protokol určený pro směrování mezi autonomními systémy
vyvinutý společností Cisco – Interior Gateway Routing Protocol
IP síťový protokol používaný v počítačových a veřejných (Internet) sítích
– Internet Protocol
IPsec protokol zajišťující komunikaci mezi dvěma LAN skrze veřejnou síť –
Internet Protocol security
ISO/OSI vrstvový komunikační model – International Standard
Organization/Open System Interconnection
ISP poskytovatel Internetového připojení – Internet Service Provider
LAN místní nebo také lokální síť – Local Area Network
MAC protokol datové komunikace druhé vrstvy modelu ISO/OSI – Media
Access Control
MAN metropolitní síť – Metropolitan Area Network
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MB datová jednotka – Mega Byte
MTBF střední doba mezi poruchami sítě – Mean Time Between Failures
MTU maximální možná velikost datové jednotky – Maximum Data Unit
NAT služba umožňující překlad veřejných adres na místní a naopak –
Network Address Translate
OSPF směrovací protokol rodiny Link State – Open Shortest Path First
RAID metoda zabezpečení diskových polí – Redudant Array
Inexpensive/Independent Disks
SSH služba umožňující zabezpečenou vzdálenou správu zařízení – Secure
Shell
TCP/IP sada protokolů síťového modelu – Transmission Control Protocol
VLAN virtuální LAN – Virtual LAN
VPN virtuální privátní síť určená pro zabezpečenou komunikaci mazi LAN
– Virtual Private Network
VTP protokol pro přenos virtuálních sítí LAN – VLAN Trunking Protocol
WAN rozsáhlá nebo také celosvětová síť – Wide Area Network
Wi-Fi architektura bezdrátové komunikace – Wireless Fidelity
802.3 standard architektury Ethernet
802.11 standard architektury Wi-Fi
104
