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Abstract
In the last decades the theory of pseudodiﬀerential operators was established
as an auxiliary tool for solving problems in the ﬁeld of partial diﬀerential equa-
tions. However, proving that the inverse of a partial diﬀerential operator is
a pseudodiﬀerential operator is often diﬃcult. In order to simplify this task,
R.Beals and J.Ueberberg developed a characterization of pseudodiﬀerential op-
erators with smooth symbols. In applications also non-smooth pseudodiﬀerential
operators occur. Hence such a characterization would be useful for non-smooth
pseudodiﬀerential operators, too. Therefore, we show that every linear oper-
ator P , which satisﬁes some speciﬁc continuity assumptions, is a non-smooth
pseudodiﬀerential operator whose coeﬃcients are in a Hölder space.
With the characterization of non-smooth pseudodiﬀerential operators at hand,
we are in the position to verify under suitable conditions for a suﬃciently large
p0 > 1 the following result: the Lp-spectrum of a non-smooth pseudodiﬀerential
operator P , whose coeﬃcient is in a Hölder space, is independent of the choice
of p ≥ p0. With P being continuously invertible as a linear operator on cer-
tain Bessel potential spaces, the inverse of P is a non-smooth pseudodiﬀerential
operator of the same symbol-class under suitable conditions.
In order to reach these goals we make use of the central ideas of the analogous
results from R.Beals and J.Ueberberg in the smooth case. The main new dif-
ﬁculties are the limited mapping properties of pseudodiﬀerential operators with
non-smooth symbols.
Zusammenfassung
In den letzten Jahrzehnten etablierte sich die Theorie der Pseudodiﬀeren-
tialoperatoren als Hilfsmittel zum Lösen von Problemen aus dem Gebiet der
partiellen Diﬀerentialgleichungen. Hierfür muss überprüft werden, dass der In-
verse Operator eines zugehörigen partiellen Diﬀerentialoperators ein Pseudo-
diﬀerentialoperator ist. Zur Vereinfachung dieser Aufgabe entwickelten R.Beals
und J.Ueberberg eine Charakterisierung von Pseudodiﬀerentialoperatoren mit
glatten Symbolen. In den Anwendungen treten allerdings auch Pseudodiﬀeren-
tialoperatoren mit nicht glatten Symbolen auf. Ein Ziel dieser Arbeit ist es da-
her eine solche Charakterisierung für nicht glatte Pseudodiﬀerentialoperatoren
zu erarbeiten. Es wird gezeigt, dass jeder lineare Operator P , der bestimmte
Stetigkeitsbedingungen erfüllt, ein nicht glatter Pseudodiﬀerentialoperator ist,
dessen Koeﬃzienten in einem Hölderraum liegen.
Mit Hilfe dieser Charakterisierung kann unter bestimmten Vorraussetzun-
gen für genügend große p0 > 1 folgendes Ergebnis nachgewiesen werden: Das
Lp−Spektrum eines nicht glatten Pseudodiﬀerentialoperators P , dessen Koef-
ﬁzienten in einem Hölderraum liegen, ist unabhängig von der Wahl von p ≥ p0.
Falls P als Operator auf gewissen Besselpotential Räumen stetig invertierbar ist,
ist auch P−1 ein nicht glatter Pseudodiﬀerentialoperator.
Um diese Ziele zu erreichen, werden die Hauptideen der entsprechenden Ergeb-
nisse von R.Beals und J.Ueberberg für den glatten Fall benutzt. Die neuen
Schwierigkeiten, die sich ergeben, resultieren aus den begrenzten Abbildungs-
eigenschaften von Pseudodiﬀerentialoperatoren mit nicht glatten Symbolen.
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Chapter 1
Introduction
In medicine great eﬀort has been invested in improving and optimizing their
methods of diagnostics and treatment by combining their knowledge with the re-
sults of mathematical modeling. An example of particular interest and hopes is
the modeling of the tumor growth, especially during radiotherapy, which should
help to substantially improve the success of treatment of irradiations. In par-
ticular radiation damages to healthy tissue should be minimized. A consistent
mathematical model which contains both the tumor growth and the eﬀects of
radiotherapy could be the solution in order to make the treatment more eﬀective.
In [35] two essential processes of the tumor growth are modeled by means of a
partial diﬀerential equation: The growth of tissue and the diﬀusion of cancer cells
into the surrounding tissue. Whenever this happens healthy tissue is displaced
or destroyed. To describe the tumor growth and other problems in medicine, bi-
ology, physics and other scientiﬁc ﬁelds is an important application of the theory
of partial diﬀerential equations. On the mathematical side, this requires to deter-
mine the solution of partial diﬀerential equations and investigate their properties.
Since 1965 J.J.Kohn and L.Nirenberg, L.Hörmander and others developed
a new tool, that helps to solve or simplify the treatment of certain problems be-
longing to the ﬁeld of linear partial diﬀerential equations: the theory of pseudo-
diﬀerential operators. Pseudodiﬀerential operators have been constructed as a
generalization of the linear partial diﬀerential operators
p(x,Dx) =
∑
|α|≤m
aα(x)D
α
x ,
where m ∈ N0, aα ∈ C∞(Rn) and Dαx := (−i)|α|∂αx for all multi-indices α with
|α| ≤ m. Elementary properties of the Fourier transformation F and its inverse
enable us to write
p(x,Dx)u(x) = (2pi)
−n
∫
Rn
eix·ξp(x, ξ)F [u](ξ)dξ (1.1)
1
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for certain functions u and all x ∈ Rn. Here p(x, ξ) := ∑|α|≤m aα(x)ξα is
called symbol of p(x,Dx). Pseudodiﬀerential operators are deﬁned by the above-
mentioned characterization (1.1) of the linear diﬀerential operators for a given
symbol. Such pseudodiﬀerential operators are also called pseudodiﬀerential oper-
ators of the Kohn-Nirenberg form. In contrast to the linear diﬀerential operators
the symbols of pseudodiﬀerential operators do not have to be polynomials in
ξ. There are a lot of diﬀerent symbol-classes for pseudodiﬀerential operators.
At ﬁrst, only smooth symbols fulﬁlling certain estimates with respect to their
derivatives have been considered. The most common smooth symbol-classes are
the Hörmander classes Smρ,δ(Rn × Rn). We will get to know them in this thesis,
cf. Deﬁnition 3.1 below.
However, pseudodiﬀerential operators do not only serve as an auxiliary tool
in the ﬁeld of linear partial diﬀerential equations. They are also used in the
ﬁeld of time frequency analysis. V.Turunen recently spent time on denoising
the sound recorded inside an MRI machine in collaboration with engineers. The
main idea for solving this problem was to use the Born-Jordan transformation
Q(f, g) instead of the short-time Fourier transformation for certain functions f
and g. Here Q(f, g) : Rn × Rn → C is deﬁned by
Q(f, g)(x, η) =
∫
Rn
ei2piy·ηy−1
∫ x+y/2
x−y/2
f(t+ y/2)g(t− y/2)∗dtdy
for all x, η ∈ Rn. The Born-Jordan transformation enables us to deﬁne a pseudo-
diﬀerential operator Aσ of the Born-Jordan form for each symbol σ : Rn×Rn → C
via
〈f, Aσg〉L2(Rn) := 〈Q(f, g), σ〉L2(Rn×Rn).
V.Turunen veriﬁed the properties of the Born-Jordan transformation by means
of the properties of the pseudodiﬀerential operators Aσ as this turned out to be
much easier. A paper about this topic will be published soon.
Showing that the inverse of a pseudodiﬀerential operator P exists provided
certain conditions are given and that the inverse is a pseudodiﬀerential operator
again, is one purpose of the theory of pseudodiﬀerential operators. Based on the
existence of such an inverse, we are in the position to solve the partial diﬀerential
equation Pu = f, if the inverse of P : u = P−1f can be applied on f . Since
pseudodiﬀerential operators are linear and bounded as maps between certain
function spaces, this theory even allows us to show some regularity results.
Proving the maximal Lp-regularity of parabolic mixed order systems was
the task of R.Denk and J. Seiler in [27]. Additionally there are a lot of other
regularity results and applications of the theory of smooth pseudodiﬀerential
operators, cf. e.g. [40] and [58].
3Let us point out another big ﬁeld of applications besides the determination
of regularity. Making use of pseudodiﬀerential methods allows us to more eas-
ily calculate the spectrum of some operators, cf. e.g. [22] and [57]. Moreover,
pseudodiﬀerential operators also serve as an auxiliary tool in the index theory.
One of the most important statements proved there is certainly the AtiyahSinger
index theorem, in which the equality of the topological index and the analytic
index is veriﬁed. For the proof and for applications of this statement we warmly
recommend [21].
Beyond the theory of smooth pseudodiﬀerential operators also a theory for
non-smooth pseudodiﬀerential operators has been developed over the last 40
years. There are several classes of non-smooth pseudodiﬀerential operators,
cf. e.g. [53], [54] and [67]. The most common ones are non-smooth pseudo-
diﬀerential operators with coeﬃcients in the Hölder spaces, cf. Deﬁnition 4.10
below. For the ﬁrst time they were presented by H.Kumano-Go and M.Nagase
in [43]. Non-smooth pseudodiﬀerential operators with coeﬃcients in the Hölder
spaces, which are even non-smooth in ξ, were introduced by J.D.Alvarez-Alonso
and A.P.Calderon in [10] and investigated by R.R.Coifman and Y.Meyer in [23]
and J.Marschall in [53].
Making use of the technique of non-smooth pseudodiﬀerential operators,
many interesting results in the ﬁeld of nonlinear partial diﬀerential equations
have already been proved. Just to mention a few of them: H.Kumano-Go
and M.Nagase constructed the fundamental solution for hyperbolic operators
with non-smooth coeﬃcients and proved the sharp Garding inequality for a
diﬀerential operator with non-smooth coeﬃcients in [43]. Moreover, H.Abels
and M.Kassmann treated the Cauchy problem and the Martingale problem for
integro-diﬀerential operators with non-smooth kernels in [7]. Other applications
can be found in [67]. In Chapter 8 of this reference for instance, M.E.Taylor es-
tablished estimates and the regularity for solutions to nonlinear elliptic boundary
problems. Moreover, he also treated nonlinear hyperbolic systems in Chapter 5
and nonlinear parabolic systems in Chapter 7 of the same reference. For fur-
ther applications to boundary value problems see [3], [6] and the references given
therein.
We already mentioned that for the determination of the spectrum methods
of the ﬁeld of smooth pseudodiﬀerential operators can be used. In the ﬁeld of
partial diﬀerential equations usually the Lp-spectrum for p > 2 is needed. Be-
ing equipped with a Hilbert space structure it is mostly easier to calculate the
L2-spectrum. Hence the spectral invariance of pseudodiﬀerential operators is of
particular interest. In the regularity theory the spectral invariance of pseudo-
diﬀerential operators is an important tool, too. There have been several ob-
servations in the smooth case yet. Results of R.Beals [16] and J.Ueberberg
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[74] allow us to directly obtain the following statement: The spectrum of each
pseudodiﬀerential operator whose symbol is in the symbol-class Sµ(Φ, ϕ) or in the
Hörmander classes Smρ,δ(Rn×Rn) for suitable ρ and δ acting on the Bessel poten-
tial space Hsq (Rn) is independent of the choice of s ∈ R for q = 2. We refer to [16]
for the deﬁnition of Sµ(Φ, ϕ). For symbols of the Hörmander classes the choice
of q ∈ (1,∞) is also possible. The spectrum of the associated pseudodiﬀeren-
tial operator is even independent of q ∈ (1,∞), cf. [74]. However, R.Beals and
J.Ueberberg even checked in [16] and [74] that the inverse of a pseudodiﬀerential
operator P with a symbol in the symbol-class Sµ(Φ, ϕ) or in the Hörmander
classes Smρ,δ(Rn × Rn) for suitable ρ and δ is again a pseudodiﬀerential operator
with its symbol being in the same symbol-class if P is invertible as an operator
on L2(Rn). In the literature this property is often called spectral invariance.
E. Schrohe investigated in [64] that the spectrum of pseudodiﬀerential operators
in the Hörmander class Smρ,δ(Rn × Rn) for suitable ρ and δ considered as linear
maps on anisotropically weighted Lp-Sobolev spaces
Hs,tp = {γ−1u : u ∈ Hsp(Rn)}
does not depend on the choice of s, t ∈ R, 1 < p <∞ and on the weight function
γ ∈ C∞(Rn), which has to be bounded away from zero with all derivatives
bounded. J.Alvarez and J.Hounie extended this observation in [9]. For a speciﬁc
subclass of these pseudodiﬀerential operators E. Schrohe established a stronger
result in [65]: The inverse of a pseudodiﬀerential operator P with symbol in
a Grushin class S˜0ρ,δ(Rn × Rn), 0 ≤ δ < ρ ≤ 1, of slowly varying symbols is
a pseudodiﬀerential operator with its symbol in the same symbol-class again,
whenever P is continuously invertible as an operator on a weighted Sobolev
space, cf. [65] for more details. Due to H.-G. Leopold and E. Schrohe [46] a
similar result holds for pseudodiﬀerential operators whose symbols are in the
symbol-class S0ρ,δ(Rn×Rn) for suitable ρ and δ on Besov spaces of variable order
of diﬀerentiation Bs,ap,q (Rn): Being continuously invertible as a linear operator on
Bs,ap,q (Rn), the inverse of P is a pseudodiﬀerential operator of the same symbol-
class. This implies that the spectrum of P is independent of the chosen space
Bs,ap,q (Rn). Moreover, it coincides with the L2-spectrum, cf. [46]. For ρ = 1 and
δ < 1 H.-G. Leopold and E. Schrohe veriﬁed in [47] that the same statement
remains to be true while exchanging the spaces Bs,ap,q (Rn) with Besov spaces or
Triebel-Lizorkin spaces. For pseudodiﬀerential operators whose symbols are in
the Hörmander class Smρ,δ(Rn×Rn) acting on Hölder-Zygmund spaces we get the
spectral invariance, too. This was conﬁrmed by V.D.Kryakvin in [41]. Let us
consider a pseudodiﬀerential operator P whose symbols are in the symbol-class
S01,δ(Rn×Rn), δ < 1 as a linear and bounded operator on weighted Besov spaces or
on weighted Triebel-Lizorkin spaces. In [49] H.-G. Leopold and H.Triebel stated
that the spectrum of P on these function spaces is the same as the spectrum of
P as a linear and bounded operator in L2(Rn).
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dodiﬀerential operators has been revised by H.-G. Leopold and E. Schrohe in
[48]. J.-M.Bony extended the spectral invariance results of R.Beals [16] in [20]
for pseudodiﬀerential operators with symbols in the so-called Weyl-Hörmander
classes. For the spectral invariance of boundary-value problems we refer to the
paper [33] of G.Grubb. The spectral invariance is not only treated for pseudo-
diﬀerential operators on Rn, but also for pseudodiﬀerential operators on e.g. the
unit circle S1. This was done in [56] written by S.Molahajloo and M.W.Wong.
For an abstract approach to the spectral invariance we refer to the paper [32]
of B.Gramsch, J.Ueberberg and K.Wagner.
Thus the spectral invariance is a signiﬁcant property which many classes of
pseudodiﬀerential operators have. However, it already fails in closely related sit-
uations, cf. e.g. [26], [30], [31] and [76].
The spectral invariance is mostly veriﬁed by means of characterizations of
pseudodiﬀerential operators. We distinguish between two diﬀerent types of char-
acterizations: The C∞-elements approach of H.O.Cordes in [24] and the char-
acterization via the iterated commutators ad(−ixj) and ad(Dxj) developed by
R.Beals in [16], [17]. The iterated commutators ad(−ixj) and ad(Dxj) are de-
ﬁned by
ad(−ixj)P := −ixjP + P (ixj) and ad(Dxj)P := DxjP − PDxj
for all linear operators P and all j ∈ {1, . . . , n}. M.E.Taylor combined both types
to establish a characterization of pseudodiﬀerential operators on the unit sphere
Sn in the (n+1)-dimensional space in [68]. This turned out to be a simpliﬁcation
of the characterization of pseudodiﬀerential operators on a compact C∞-manifold
M established by H.O.Cordes in [24] in the case M = Sn.
However, let us look more closely at the characterization of R.Beals in [16]
and [17]: The set of all pseudodiﬀerential operators, whose symbols are in the
symbol-class Smρ,δ(Rn×Rn) for suitable ρ and δ, is equivalent to the set of all lin-
ear operators which satisfy some speciﬁc continuity assumptions of their iterated
commutators with respect to some weighted Sobolev spaces Hm(ρ). For the def-
inition of Hm(ρ) we refer to [16]. Eleven years later J.Ueberberg extended this
characterization for pseudodiﬀerential operators with symbols in the Hörmander
class Smρ,δ(Rn × Rn) for suitable ρ and δ in [74]. Here the iterated commutators
have to satisfy some speciﬁc continuity assumptions with respect to some Bessel
potential spaces. His work is based on the characterization of R.Beals in [16],
[17] and some methods developed by R.R.Coifman and Y.Meyer in [23] and by
H. O.Cordes in [24] and [25]. The results of R.Beals and J.Ueberberg enabled
E. Schrohe to prove another similar characterization of pseudodiﬀerential oper-
ators whose symbols are in the Hörmander class Smρ,δ(Rn × Rn) for suitable ρ
and δ, cf. [64], Theorem 3.3: Whenever the above-mentioned speciﬁc continu-
ity conditions for the iterated commutators of a linear operator P holds with
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respect to the anisotropically weighted Sobolev spaces Hs,tp (Rn) instead of the
Bessel potential spaceHsp(Rn), then P is a pseudodiﬀerential operator in the Hör-
mander class Smρ,δ(Rn × Rn) for suitable ρ and δ. Together with H.G. Leopold,
E. Schrohe veriﬁed in [47] that the same statement is still true if Besov spaces
Bsp,q(Rn) or Triebel-Lizorkin spaces F sp,q(Rn) are used instead of anisotropically
weighted Sobolev spaces. Here 1 < p < ∞ and 0 < q ≤ ∞ are ﬁxed but
arbitrary. This provides another characterization of the pseudodiﬀerential op-
erators with symbols in the Hörmander class. The choice of p = q = ∞ is
also possible in the case ρ = 1 for Besov spaces. This was conﬁrmed by V.D.
Kryakvin in [41]. Thus there is a characterization of pseudodiﬀerential operators
whose symbols are in the Hörmander class Sm1,δ(Rn × Rn), δ < 1 via iterated
commutators which have to fulﬁll certain continuity properties concerning the
Hölder-Zygmund spaces Cs∗(Rn) = Bs∞,∞(Rn). Moreover, J.-M.Bony extended
the Beals-type characterization for pseudodiﬀerential operators with symbols in
the so-called Weyl-Hörmander class in [20]. At last let us mention that a commu-
tator characterization of periodic pseudodiﬀerential operators has already been
proved in [73] by V.Turunen.
We have seen, that there are already many characterizations and spectral
invariance results in the smooth case. Since the tool of non-smooth pseudo-
diﬀerential operators becomes more and more a standard technique in the ﬁeld
of nonlinear partial diﬀerential equations, such a characterization is also useful
in the non-smooth case. One purpose of this dissertation is to establish a charac-
terization of non-smooth pseudodiﬀerential operators via iterated commutators.
This is done in Lemma 5.46 and Theorem 5.47. With this characterization at
hand we are in the position to show the second goal of this thesis, cf. Theorem
6.12: We verify that the Lq-spectrum of a non-smooth pseudodiﬀerential oper-
ator P , whose coeﬃcient is in a Hölder space, is independent of the choice of
q under suitable conditions. With P being continuously invertible as a linear
operator on certain Bessel potential spaces, the inverse of P is a non-smooth
pseudodiﬀerential operator whose symbol is in the same symbol-class under suit-
able conditions. In order to reach these goals we make use of the central ideas of
the analogous results of J.Ueberberg [74] and R.Beals [16] in the smooth case.
The main new diﬃculties one is confronted with are the limited mapping prop-
erties of pseudodiﬀerential operators with non-smooth symbols.
Let us give an outline of this dissertation:
We start with presenting the mathematical basics needed in this thesis in
Chapter 2. We establish some general conventions like the notation of some
frequently used sets ﬁrst. Section 2.1 is dedicated to ﬁx the notation concern-
ing some familiar function spaces and often used functions. In Section 2.2 we
give a short introduction to a standard tool in the theory of function spaces:
7the dyadic partition of unity. In the next three sections we focus on the inves-
tigation of the Schwartz space, the space of tempered distributions, the Hölder
spaces, the Hölder-Zygmund spaces and the Bessel potential spaces. In Chapter 5
we characterize non-smooth pseudodiﬀerential operators with certain mapping
properties of their iterated commutators. Therefore it is the task of Section 2.6
to introduce the so-called iterated commutators of a linear operator. The just-
mentioned characterization is proved by means of a kernel theorem, which we
present in Section 2.7.
Having treated the mathematical background we turn towards the theory
of smooth pseudodiﬀerential operators in Chapter 3. In Section 3.1 we deﬁne
the most common symbol-class Smρ,δ(Rn × Rn), which is called Hörmander class,
and its associated pseudodiﬀerential operators. Moreover, we show some ﬁrst
results on the way to the ﬁeld of pseudodiﬀerential operators. We often restrict
ourselves to the case ρ = 1 and δ = 0 since it is the important one for us.
An interesting question is whether the composition of two pseudodiﬀerential
operators is a pseudodiﬀerential operator again. This is the topic of Section
3.2. After that we present a kernel representation of smooth pseudodiﬀerential
operators in Section 3.3. Finally, we focus on some boundedness statements
of pseudodiﬀerential operators in Section 3.4. Such boundedness results are
essential for applications. For instance we prove a characterization of the Bessel
potential spaces.
Chapter 4 is devoted to the investigation of observations concerning non-
smooth pseudodiﬀerential operators which serve as ingredients for the charac-
terization of non-smooth pseudodiﬀerential operators and spectral invariance
in Chapter 5 and Chapter 6. As in the smooth case we begin with the in-
troduction of the non-smooth symbol-classes needed later on and their associ-
ated non-smooth pseudodiﬀerential operators in Section 4.1. These are the most
common non-smooth symbol-class with coeﬃcients in the Hölder spaces (Sub-
section 4.1.1), the non-smooth symbol-class with coeﬃcients in the uniformly
local Sobolev space (Subsection 4.1.3) and the non-smooth symbol-class with
coeﬃcients in Bessel potential spaces (Subsection 4.1.4). Having not treated the
uniformly local Sobolev spaces yet, we present the basic properties of these spaces
in Subsection 4.1.2. In applications in the ﬁeld of partial diﬀerential equations
many pseudodiﬀerential operators are classical ones. Hence the restriction to the
so-called classical pseudodiﬀerential operators is not a big disadvantage. Working
with classical pseudodiﬀerential operators is mostly much easier. Consequently
classical symbol-classes are introduced in Subsection 4.1.5. The main goals of this
chapter is to prove a kernel representation (Section 4.5) and the most important
mapping properties of non-smooth pseudodiﬀerential operators (Section 4.4).
Moreover, we spend time on the composition of two non-smooth pseudodiﬀeren-
tial operators in Section 4.3. In contrast to the smooth case, the composition
of non-smooth pseudodiﬀerential operators is in general not a pseudodiﬀerential
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operator with the same regularity with respect to its coeﬃcient. However, there
is an asymptotic expansion for the composition of non-smooth pseudodiﬀerential
operators. In the smooth case the oscillatory integral
Os -
∫∫
eiy·ηf(y, η)dydη := lim
ε→0
∫∫
χ(εy; εη)eiy·ηf(y, η)dydη
served for many purposes as auxiliary tool, where χ has to be a rapidly decreasing
smooth function. The oscillatory integral is well-deﬁned for all functions in the
space of amplitudes, the set of all smooth functions of polynomial growth, to
non-smooth functions such that the oscillatory integral is well-deﬁned for all
functions of this extension. Hence the topic of Section 4.2 is to extend the space
of amplitudes. We also convince ourselves that the properties of the oscillatory
integral even hold for these functions. While verifying the characterization of
smooth pseudodiﬀerential operators one is confronted with the task to reduce
a double symbol to a single symbol. In order to obtain a characterization of
non-smooth pseudodiﬀerential operators in an analogous way as in the smooth
case, we introduce non-smooth double symbols in Section 4.6.
The main purpose of Chapter 5 is to verify a characterization via iterated
commutators for non-smooth pseudodiﬀerential operators with symbols in the
class Cm˜,sSmρ,0(Rn × Rn;M), ρ = 1. This is done in Section 5.5. We will see
that the symbol has to be suﬃciently smooth in the second variable. In anal-
ogy to the proof of J.Ueberberg in the smooth case we reduce this statement
to the characterization of non-smooth pseudodiﬀerential operators whose sym-
bols are in the class Cm˜,sSm0,0(Rn × Rn;M). Details for deriving this result are
explained in Section 5.4. The ﬁrst three sections of Chapter 5 serve to develop
some auxiliary tools needed for the proof of this statement. In Section 5.1 we
start with showing that a bounded sequence in Cm˜,sS00,0(Rn×Rn;M) has a con-
vergent subsequence in the symbol-class Cm˜,sS00,0(Rn×Rn;M−1). Section 5.2 is
devoted to the symbol reduction of non-smooth double symbols to non-smooth
single symbols. Details for the third tool are proved in Section 5.3: There a fam-
ily of operators (Tε)ε∈(0,1] fulﬁlling the following three properties is constructed:
Tε : S ′(Rn) → S(Rn) is continuous for all ε ∈ (0, 1] and converges pointwise if
ε → 0. Moreover, all iterated commutators of Tε are uniformly bounded with
respect to ε as maps from Lq(Rn) to Lq(Rn). With this auxiliary tool at hand
it is possible to show the characterization in the non-smooth case. We are even
able to improve this characterization in Section 5.6: Linear operators which sat-
isfy some speciﬁc continuity assumptions of their iterated commutators are not
only non-smooth pseudodiﬀerential operators whose symbols are in the symbol-
class Cm˜,sSmρ,0(Rn × Rn;M), ρ ∈ {0, 1}, but even non-smooth pseudodiﬀerential
operators with coeﬃcients in an uniformly local Sobolev space. Section 5.7 is
devoted to an illustration of the usefulness of such a characterization: We show
that the composition PQ of two non-smooth pseudodiﬀerential operators P and
Q is a non-smooth pseudodiﬀerential operator again, if Q is smooth enough.
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operators.
Chapter 6 is devoted to the study of the inverse of a non-smooth pseudo-
diﬀerential operator P whose symbol is in the symbol-class CτS0ρ,0(Rn × Rn),
where ρ ∈ {1, 0}. In analogy to the proof of J.Ueberberg in the smooth case,
we use the characterization of pseudodiﬀerential operators via iterated commu-
tators in order to show that the inverse of P is also a pseudodiﬀerential opera-
tor provided suitable conditions are given. In Section 6.1 we derive this result
for a non-smooth pseudodiﬀerential operator P with symbol in the symbol-class
CτS00,0(Rn×Rn). We show that P−1 is also a non-smooth pseudodiﬀerential oper-
ator whose symbol is in the symbol-class CsS00,0(Rn×Rn), where s < τ . It turns
out that some smoothness of the coeﬃcients is lost in contrast to the smooth
case. Our next goal is to verify the spectral invariance of non-smooth pseudo-
diﬀerential operators whose symbol is in the symbol-class CτS01,0(Rn×Rn;N) for
suﬃciently large N . To be more precise, we arrive at the following statement,
cf. Theorem 6.12: The inverse of a non-smooth pseudodiﬀerential operator of the
order zero with coeﬃcients in the Hölder space Cm˜,τ (Rn) is also a non-smooth
pseudodiﬀerential operator if its inverse is an element of L (Hrq (Rn)) for one
|r| < m˜+ τ . Hence the Lq-spectrum of P is independent of q ∈ (q˜,∞) for suﬃ-
ciently large q˜. This is the topic of Section 6.3. Beyond the characterization of
non-smooth pseudodiﬀerential operators we also use the technique of diﬀerence
quotients for the proof of the above mentioned statement. We introduce this
technique in Section 6.2. We improve the results of Section 6.3 in Section 6.4
for non-smooth pseudodiﬀerential operators of the order zero with coeﬃcients in
the uniformly local Sobolev spaces. Here we consider merely symbols which are
smooth in ξ, as in regularity applications the symbols are usually polynomials in
ξ. It turns out that we even get a better result for some subsets of the set of all
non-smooth pseudodiﬀerential operators with coeﬃcients in the uniformly local
Sobolev spaces.
Appendix A serves to prove an easy consequence of the basic results in the
topics of measure theory needed in this thesis. Additionally we introduce the
Banach space valued Sobolev and Hölder spaces and present those properties of
these spaces needed in this work in Appendix B. Finally, Appendix C is devoted
to the proof of an interpolation result for Hölder spaces needed in this thesis.
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Chapter 2
Preliminaries
The present chapter serves to introduce the notation and the mathematical ba-
sics for this thesis. We establish some general conventions like the notation of
some frequently used sets ﬁrst. Section 2.1 is dedicated to ﬁx the notation con-
cerning some familiar function spaces and often used functions. In Section 2.2 we
give a short introduction to a standard tool in the theory of function spaces: the
dyadic partition of unity. In the next three sections we focus on the investigation
of the Schwartz space, the space of tempered distributions, the Hölder spaces,
the Hölder-Zygmund spaces and the Bessel potential spaces. We will character-
ize non-smooth pseudodiﬀerential operators with certain mapping properties of
their iterated commutators in Chapter 5. Therefore it is the task of Section 2.6
to introduce the so-called iterated commutators of a linear operator. The just-
mentioned characterization will be proved by means of a kernel theorem, which
we present in Section 2.7. The present chapter is mainly based on [5] and [75].
Regarding constants appearing in estimates we adopt the following conven-
tion: All constants are denoted by C. Indices on constants, for instance Cα,
indicate that they depend on other variables. This convention is chosen for all
inequalities, that means, even if constants change from line to line, their notation
is kept ﬁx. Furthermore, N is the set of all natural numbers without zero, while
N0 := N∪{0}. The set of all integers is denoted by Z, the set of all real numbers
by R and the set of all complex numbers by C. All positive real numbers belong
to the set R+. Additionally we denote R+0 := R+ ∪ {0}. For r > 0 and x0 ∈ Rn
we set
Br(x0) := {x ∈ Rn : |x− x0| < r}
as the open ball of radius r around x0. Here |.| denotes the Euclidean length.
During the whole thesis, we consider n ∈ N except when stated otherwise. Con-
sidering x ∈ R we deﬁne
x+ := max{0;x} and bxc := max{k ∈ Z : k ≤ x}.
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Partial derivatives with respect to a variable x ∈ R are denoted by ∂x. We
use the shorter convention ∂mx , m ∈ N0, if we apply the partial derivative with
respect to x for m times. The divergence with respect to x ∈ Rn is denoted by
∇x. Additionally we scale partial derivatives with respect to a variable x ∈ Rn
with the factor −i and denote it by
Dαx := (−i)|α|∂αx := (−i)|α|∂α1x1 . . . ∂αnxn .
Here α = (α1, . . . , αn) ∈ Nn0 and is called multi-index. The length |α| of the
multi-index α is deﬁned by |α| := α1 + . . . + αn. For x ∈ Rn and α ∈ Nn0 we
deﬁne xα := xα11 · . . . ·xαnn . Then xα is a polynomial of degree |α|. We write α ≤ β
for multi-indices α, β ∈ Nn0 if αi ≤ βi for every i ∈ {1, . . . , n}. The summation
with respect to all muli-indices α with |α| ≤ m, m ∈ N0, is denoted by
∑
|α|≤m.
For arbitrary j ∈ {1, . . . , n}, ej ∈ Nn0 is deﬁned as the vector which has only one
non-zero component:
etj = (0, . . . , 0,1, 0, . . . , 0).↑
j-th component
If the integration area is the whole Euclidean space Rn, we often skip the inte-
gration area and write
∫
instead of
∫
Rn
.
For two Banach spaces X, Y the set L (X, Y ) consists of all linear and
bounded operators A : X → Y . We also write L (X) instead of L (X,X).
Furthermore, GL(n) is the set of all invertible n× n-matrices.
We ﬁnally note that the dual space of a topological vector space V is denoted
by V ′. If V is even a Banach space the duality product V is denoted by 〈., .〉V ;V ′ .
2.1 Functions on Rn
In this section we ﬁx conventions for well-known function spaces and frequently
used functions. In particular we present some properties of the Fourier transfor-
mation.
During the whole work we adopt the following notations for all k ∈ N0,
1 ≤ q <∞ and each open set Ω ⊆ Rn:
 Ck(Ω) := {f : Ω→ C : f is k-times continuously diﬀerentiable and for all
α ∈ Nn0 , |α| ≤ k there is a continuous extension of ∂αx f on Ω
}
,
 C∞(Rn) := {f : Rn → C : f is smooth},
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 Ckb (Rn) := {f ∈ Ck(Rn) : ∂αx f is bounded for all α ∈ Nn0 with |α| ≤ k},
 C∞b (Rn) := {f ∈ C∞(Rn) : ∂αx f is bounded for allα ∈ Nn0},
 Ckc (Rn) := {f ∈ Ck(Rn) : supp f is a compact subset of Rn},
 C∞c (Rn) := {f ∈ C∞(Rn) : supp f is a compact subset of Rn},
 Lq(Ω) :=
{
f is measurable : ‖f‖Lq(Ω) :=
[∫
Ω
|f(x)|qdx]1/q <∞},
 W kq (Ω) := {f ∈ Lq(Ω) : ∂αx f ∈ Lq(Ω) for all α ∈ Nn0 with |α| ≤ k}.
Here the support of f is deﬁned by supp f := {x ∈ Rn : f(x) 6= 0}. For all
1 ≤ q < ∞ the spaces Lq(Ω) are Banach-spaces. In particular L2(Ω) is even a
Hilbert space. We denote the scalar product of this space by
(u, v)L2(Ω) :=
∫
Ω
u(x)v(x)dx for all u, v ∈ L2(Ω).
If Ω = Rn, we also write Lq instead of Lq(Rn). .
For every k ∈ N0, 1 ≤ q <∞, all open sets Ω ⊆ Rn and all open and bounded
sets Ω1 ⊆ Rn the spaces Ckb (Rn), Ck(Ω1) and the Sobolev spaces W kq (Ω) are
Banach spaces which can be normed by
‖f‖Ckb := max|α|≤k supx∈Rn |∂
α
x f(x)| for all f ∈ Ckb (Rn),
‖f‖Ck(Ω1) := max|α|≤k supx∈Ω1
|∂αx f(x)| for all f ∈ Ck(Ω1),
‖f‖Wkq (Ω) :=
∑
|α|≤k
‖∂αx f‖Lq(Ω) for all f ∈ W kq (Ω).
Additionally Ckc (Rn) can be normed with the norm
‖f‖Ckc := ‖f‖Ckb for all f ∈ C
k
c (Rn).
Since this space is not complete, Ckc (Rn) is not a Banach space. Moreover,
C∞b (Rn) can be considered as a Fréchet space with respect to the semi-norms
|f |k,C∞b := ‖f‖Ckb for all f ∈ C
∞
b (Rn) and k ∈ N0.
For a short introduction into the theory of Fréchet spaces we recommend [5],
Section A.5. For more details see e.g. [70] or [37].
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We choose open and bounded sets Ωi ⊆ Rn, i ∈ N0 such that Ωi ⊆ Ωi+1 for
all i ∈ N0 and
⋃∞
i=0 Ωi = Rn. Then the spaces Ck(Rn), k ∈ N0 are Fréchet spaces
with the semi-norms
|f |i,Ck := ‖f‖Ck(Ωi) for all i ∈ N0 and f ∈ Ck(Rn).
Similarly C∞(Rn) can be considered as a Fréchet space with respect to the
semi-norms (|f |i,Ck)i,k∈N0 . We equip the space C∞c (Rn) with the topology which
is induced by the semi-norms
|f |k,C∞c := ‖f‖Ckc for all f ∈ C∞c (Rn) and k ∈ N0.
Note that it is not a Fréchet space since this space is not complete. We deﬁne the
convergence in C∞c (Rn) in the following way: The sequence (fk)k∈N ⊆ C∞c (Rn)
converges to f ∈ C∞c (Rn) if and only if there is a compact set K ⊆ Rn such that
supp fk, supp f ⊆ K for all k ∈ N and fk k→∞−−−→ f in C∞(Rn).
For elements f : Rn → C of a certain function space, e.g. f ∈ L1(Rn), we
also write f(x) ∈ L1(Rnx). Additionally the convolution between two functions
f, g : Rn → C is denoted by
f ∗ g(x) :=
∫
f(y)g(x− y)dy for all x ∈ Rn.
Since we often use the translation function of functions in L1(Rn), we intro-
duce the following notation:
Notation 2.1. For g ∈ L1(Rn) and y ∈ Rn we deﬁne the translation function
τy(g) : Rn → C as
τy(g)(x) := g(x− y) for all x ∈ Rn.
A key role in the theory of pseudodiﬀerential operators has the Fourier trans-
formation F and its inverse F−1. These functions are deﬁned by
fˆ(ξ) := F [f ](ξ) :=
∫
Rn
e−ix·ξf(x)dx for all f ∈ L1(Rn) and all ξ ∈ Rn,
F−1[f ](x) :=
∫
Rn
eix·ξf(ξ)ξ for all f ∈ L1(Rn) and all x ∈ Rn,
where ξ := (2pi)−ndξ. During the whole thesis all integrals with respect to a
phase variable ξ, η, . . . are taken with respect to the scaled Lebesgue measure
ξ, η, . . ., while the usual Lebesgue measure is used for the integration with
respect to a space variable x, y, z . . ..
Some important properties of the Fourier transformation are:
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Theorem 2.2. Let j ∈ {1, . . . , n}. Then
i) ‖fˆ‖C0b ≤ ‖f‖L1 for all f ∈ L1(Rn).
ii) For every continuously diﬀerentiable function f : Rn → C with the property
f, ∂xjf ∈ L1(Rn) we obtain
F [∂xjf ](ξ) = iξj fˆ(ξ) for all ξ ∈ Rn.
iii) For f ∈ L1(Rn) with xjf(x) ∈ L1(Rnx) the function fˆ is the continuous
partial diﬀerentiable with respect to the j-th component and
∂ξj fˆ = F [−ixjf(x)].
iv) Let f ∈ L1(Rn) and y ∈ Rn. Then we have for each ξ ∈ Rn:
F [τy(f)](ξ) = e
−iy·ξfˆ(ξ).
v) Let f ∈ L1(Rn) and let (ρεf)(x) := f(εx), ε > 0, denote the dilation of f
by ε. Then we get for each ξ ∈ Rn:
F [ρεf ](ξ) = ε
−n
(
ρε−1 fˆ
)
(ξ).
vi) If f, g ∈ L1(Rn), then we obtain for every ξ ∈ Rn:
fˆ(ξ)gˆ(ξ) = F [f ∗ g](ξ).
We refer to [5], Theorem 2.1 for the proof.
Since F−1[f ](x) = (2pi)nF [f ](−x) for all f ∈ L1(Rn) and all x ∈ Rn, the
statements of the previous theorem also hold for F−1 instead of F with minor
modiﬁcations.
We warmly recommend [1], [5], Chapter 2 and the references given there for
a good introduction in the theory of the Fourier transformation.
The term
√
1 + |ξ|2 is often needed while working with pseudodiﬀerential
operators. Hence for short we write:
Notation 2.3. For ξ ∈ Rn we set
〈ξ〉 :=
√
1 + |ξ|2.
Let us verify some useful estimates of this term. To begin with, we present
Peetre's inequality now:
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Lemma 2.4. Let m ∈ R and ξ, η ∈ Rn. Then the following inequalities hold:
i) 〈ξ + η〉m ≤ 2|m|〈ξ〉m〈η〉|m| (Peetre's inequality),
ii) 〈ξ〉 ≤ (1 + |ξ|) ≤ √2〈ξ〉.
For the proof see e.g. [5], Lemma 3.7.
As a consequence of Peetre's inequality, we obtain:
Corollary 2.5. For all m ∈ R and ξ, η ∈ Rn there exists a constant Cη,m, which
is independent of ξ ∈ Rn, such that
〈ξ + η〉m ≤ Cη,m〈ξ〉m.
Proof: Deﬁning Cη,m := 2|m|〈η〉|m| the corollary is a direct consequence of Pee-
tre's inequality, cf. Lemma 2.4.
Moreover, we are able to calculate the next estimate:
Remark 2.6. Considering ξ, η ∈ Rn, we get
〈ξ + η〉 ≤ 〈ξ〉+ |η|.
Proof: Let ξ, η ∈ Rn be arbitrary. Then we have
〈ξ + η〉2 = 1 + |ξ + η|2 ≤ 1 + |ξ|2 + 2|ξ||η|+ |η|2 ≤ 〈ξ〉2 + 2〈ξ〉|η|+ |η|2
≤ (〈ξ〉+ |η|)2 .
Again Peetre's inequality provides:
Lemma 2.7. For ξ ∈ Rn, η ∈ Rk and m ≥ 0 there is a constant Cm, independent
of ξ, η, such that
〈ξ〉−m〈η〉−m ≤ Cm〈(ξ, η)〉−m.
Proof: Using Peetre's inequality for m ≥ 0 and (ξ, η) = (ξ, 0) + (0, η), we get
the claim at once.
A useful estimate for all derivatives of 〈x〉s with respect to x is presented in
the following remark. We refer to e.g. [5], Exercise 2.51 for the proof.
Remark 2.8. Let α ∈ Nn0 , s ∈ R. Then
|Dαx 〈x〉s| ≤ Cs,α〈x〉s−|α| for all x ∈ Rn
for some constants Cs,α.
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Next we expand Notation 2.3 to derivatives:
Notation 2.9. For f ∈ C2l(Rn) with l ∈ N0 we set
〈Dx〉2lf :=
(
1 +
n∑
j=1
D2xj
)l
f.
We now state ﬁrst properties of 〈Dx〉2l with l ∈ N0:
Remark 2.10. Let l ∈ N0. Then we have for some constants aα,l ∈ N0:
i) 〈Dx〉2l =
∑
|α|≤l
aα,lD
2α
x ,
ii) e−ix·ξ = 〈ξ〉−2l〈Dx〉2le−ix·ξ for all x, ξ ∈ Rn.
Proof: The claim follows directly from the deﬁnition of 〈Dx〉2.
A frequently used ingredient for verifying boundedness results of pseudo-
diﬀerential operators is described in the next theorem. We refer to e.g. [5],
Lemma A.9 or [59], Theorem 1.3 for the proof.
Theorem 2.11. Let s > n. Then 〈x〉−s ∈ L1(Rnx) and (1 + |x|)−s ∈ L1(Rnx).
We also need the following estimate later on:
Lemma 2.12. Assuming f ∈ C1(Rn), the following estimate holds:
|f(x)− f(y)| ≤ sup
0≤t≤1
|Df((1− t)x+ ty)||x− y| for all x, y ∈ Rn.
Proof: Using the fundamental theorem of calculus, one immediately gets:
|f(x)− f(y)| =
∣∣∣∣∫ 1
0
d
dt
{f((1− t)x+ ty)} dt
∣∣∣∣ ≤∫ 1
0
|(Df)((1− t)x+ ty)| |x− y| dt
≤ sup
0≤t≤1
|Df((1− t)x+ ty)||x− y|.
2.2 Partitions of Unity
One of the well-known tools in the theory of function spaces is the dyadic par-
tition of unity. This tool especially turned out to be useful when studying the
mapping properties of certain operators. There a partition of unity was often
able to provide the link between a local result and a more generalized, global
result. We refer to [38], Chapter II.10 for a short introduction to this theory.
We start this section with the deﬁnition of a partition of unity on Rn:
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Deﬁnition 2.13. A partition of unity on Rn is a family of continuous functions
ϕj : Rn → [0, 1], j ∈ N0 with the properties:
 For each x ∈ Rn there is a neighbourhood Ux of x such that ϕj|Ux ≡ 0 for
all except a ﬁnite number of j ∈ N0.

∞∑
j=0
ϕj(x) = 1 for all x ∈ Rn.
A dyadic partition of unity is a partition of unity with an additional property:
Deﬁnition 2.14. A dyadic partition of unity is a partition of unity (ϕj)j∈N0 on
Rn with the properties
supp ϕ0 ⊆ B2(0) and supp ϕj ⊆ {ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1} (2.1)
for all j ∈ N.
A dyadic partition of unity can be constructed in the following way: We take
ϕ0 ∈ C∞(Rn) with ϕ0(ξ) = 1 for all |ξ| ≤ 1 and ϕ0(ξ) = 0 for |ξ| ≥ 2. Then
we set ϕj(ξ) := ϕ0(2−jξ) − ϕ0(2−j+1ξ) for all ξ ∈ Rn and j ∈ N. Consequently
condition (2.1) holds and for a ﬁxed but arbitrary ξ ∈ Rn we obtain
∞∑
j=0
ϕj(ξ) =
k∑
j=0
ϕj(ξ) = ϕ0(2
−kξ) = 1,
where k = max{l ∈ N0 : ξ ∈ supp ϕl}.
Later we will need a partition of unity (ψj)j∈Zn where each ψj is a translation
of the function ψ0 and the support of ψ0 is contained in a cube. Such a partition
of unity exists as the next lemma shows:
Lemma 2.15. There is a partition of unity (ψj)j∈Zn such that for an a ∈ R+
and every j ∈ Zn we have
 ψj ∈ C∞c (Rn),
 ψj(x) = ψ0(x− j) for all x ∈ Rn,
 supp ψ0 ⊆ [−a, a]n.
Proof: Let 0 < ε < 1. The characteristic function χ[−1,1] : R→ R of the interval
[−1, 1] is deﬁned by χ[−1,1](x) := 1 for all x ∈ [−1, 1] and χ[−1,1](x) := 0 else.
Taking ϕ ∈ C∞c (R) with supp ϕ = [−ε, ε] and ϕ(x) > 0 for all x ∈ (−ε, ε), we
deﬁne the function η0 : R→ R by
η0(x) :=
(
ϕ ∗ χ[−1,1]
)
(x) :=
∫
ϕ(y)χ[−1,1](x− y)dy for all x ∈ R.
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The properties of the convolution and the non-negativity of ϕ provides that
supp η0 ⊆ {x + y : x ∈ supp ϕ, y ∈ supp χ[−1,1]} ⊆ [−1 − ε, 1 + ε] and that η0
is a non-negative function, cf. e.g. [38], Theorem 107. Since ϕ is a non-negative
function, which is even positive on (−ε, ε), we obtain for all x ∈ [−1, 1]:
η0(x) =
∫
supp ϕ
ϕ(y)χ[−1,1](x− y)dy =
∫
supp ϕ∩[−1+x,1+x]
ϕ(y)dy > 0.
Now we set for each j ∈ Z the functions ηj,Φ : R→ R+0 by
 ηj(x) := η0(x− j) for all x ∈ R,
 Φ(x) :=
∑
j∈Z
ηj(x) for all x ∈ R.
By means of the deﬁnition of the functions ηj, j ∈ Z, the previous sum is ﬁnite
for every x ∈ R. Additionally the deﬁnition yields for all j ∈ Z that the non-
negative function ηj(x) is positive for each x ∈ [−1 + j, 1 + j]. Hence for every
x ∈ R one can ﬁnd a j ∈ Z such that ηj(x) > 0. Therefore Φ is a positive
function. We also get the following translation property for arbitrary k ∈ Z:
Φ(x+ k) =
∑
j∈Z
η0(x+ k − j) =
∑
j∈Z
ηj−k(x) =
∑
j∈Z
ηj(x) = Φ(x) for all x ∈ Rn.
The positivity of Φ enables us to deﬁne for all j ∈ Z the functions ψ˜j : R→ R+0
by
ψ˜j(x) :=
ηj(x)
Φ(x)
for all x ∈ R.
Therefore the support of ψ˜j ∈ C∞c (R) is a subset of [−1 − ε + j, 1 + ε + j].
Moreover, (ψ˜j)j∈Z is a partition of unity. Now we deﬁne for all j ∈ Zn the
functions ψj : Rn → Rn by
ψj(x) :=
n∏
i=1
ψ˜ji(xi) for all x ∈ Rn.
Then the properties of the functions ψ˜k, k ∈ N provide that ψj is a non-negative
function, ψj ∈ C∞c (Rn), supp ψ0 ∈ [−1− ε, 1 + ε]n and ψj(x) = ψ0(x− j) for all
x ∈ Rn and j ∈ Zn. Furthermore, we get for each x ∈ Rn:∑
j∈Zn
ψj(x) =
∑
j∈Zn
n∏
i=1
ψ˜ji(xi) =
n∏
i=1
∑
j∈Zn
ψ˜ji(xi) = 1.
Hence (ψj)j∈Zn is a partition of unity, which fulﬁlls all required properties.
Our next goal is to introduce some function spaces which play a central role
during this thesis.
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2.3 The Schwartz Space and its Dual Space
This section is devoted to the introduction of the Schwartz space, the space of
all rapidly decreasing smooth functions, and its dual space. We discuss several
conditions for a function being an element of the Schwartz space. In particular
we look at the properties of the Fourier transformation on the Schwartz space
and its dual space. After showing some convergence results for rapidly decreasing
smooth functions, we show two continuous embedding theorems needed later on.
We start with the deﬁnition of the Schwartz space:
Deﬁnition 2.16. The space of all rapidly decreasing smooth functions S(Rn)
is the set of all smooth functions f : Rn → C such that for every α ∈ Nn0 and
N ∈ N0 there is a constant Cα,N such that
|∂αx f(x)| ≤ Cα,N(1 + |x|)−N for all x ∈ Rn.
Another name for S(Rn) is Schwartz space. A function f ∈ S(Rn) is also called
Schwartz function. For f ∈ S(Rn) and m ∈ N0, we deﬁne the semi-norm:
|f |m,S := sup
|α|+|β|≤m
sup
x∈Rn
|xα∂βxf(x)|.
An important property of the Schwartz space is that for arbitrary Schwartz
functions f and g the function f · g is an element of the Schwartz space, too. We
get this statement from the following lemma, which is proved e.g. in [5], Lemma
2.5:
Lemma 2.17. Let C∞poly(Rn) be the set of all smooth polynomially bounded func-
tions, i.e. the set of all smooth f : Rn → C such that for all α ∈ Nn0 there exist
some mα ∈ N0 and Cα > 0 with
|∂αx f(x)| ≤ Cα(1 + |x|)mα for all x ∈ Rn.
Then for every f ∈ C∞poly(Rn) and g ∈ S(Rn) we have f · g ∈ S(Rn).
Additionally we have C∞c (Rn) ⊆ S(Rn) ⊆ C∞b (Rn). Note that S(Rn) is a
Fréchet space with respect to the semi-norms |.|m,S , m ∈ N0, cf. e.g. [5], Lemma
A.20. Another set of semi-norms (|.|′m,S)m∈N0 on the Schwartz space is denoted
by
|f |′m,S := sup
k+|β|≤m
sup
x∈Rn
(1 + |x|)k|∂βxf(x)| for all f ∈ S(Rn) and m ∈ N0.
This set of semi-norms is equivalent to (|.|m,S)m∈N0 in the following sence: For
each m ∈ N0, there is a k(m) ∈ N0 and two constants Cm, C ′m > 0, such that
|f |′m,S ≤ Cm|f |k(m),S and |f |m,S ≤ C ′m|f |′k(m),S for all f ∈ S(Rn).
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In particular the embedding Id : C∞c (Rn) ↪→ S(Rn) is continuous. One immedi-
ately gets this by using the fact that C∞c (Rn) is equipped with the semi-norms
(|.|m)m∈N0 , where
|f |m := sup
|α|≤m
sup
x∈Rn
|∂αx f(x)| for all f ∈ C∞c (Rn).
Similarly we can show for every k ∈ N0 the continuity of the embedding
Id : S(Rn) ↪→ Ckb (Rn).
The Fourier transformation of a Schwartz function is a Schwartz function
again as we see in the next lemma:
Lemma 2.18. The Fourier transformation F : S(Rn) → S(Rn) is a linear
mapping. Moreover, for all m ∈ N0 there is a Cm > 0 such that
|fˆ |m,S ≤ Cm|f |m+n+1,S for all f ∈ S(Rn).
Hence F : S(Rn) → S(Rn) is bounded. Moreover, F : S(Rn) → S(Rn) is a
linear isomorphism with inverse F−1.
For the proof see e.g. [5], Lemma 2.7. and Lemma 2.9.
We also mention Plancherel's Theorem since it is often an ingredient for
proving statements.
Theorem 2.19 (Plancherel's Theorem).
For every f, g ∈ S(Rn) we have∫
f(x)g(x)dx =
∫
fˆ(ξ)gˆ(ξ)ξ.
In particular F extends to a linear isomorphismus F : L2(Rn)→ L2(Rn).
We refer to e.g [5], Theorem 2.11 for the proof.
Fixing one variable of a Schwartz function with two variables does not change
being an element of the Schwartz space:
Remark 2.20. Let χ ∈ S(Rn × Rn) and y ∈ Rn. We deﬁne χ˜ : Rn → C and
χˆ : Rn → C via
χ˜(x) := χ(x, y) for all x ∈ Rn,
χˆ(x) := χ(y, x) for all x ∈ Rn.
Then χ˜, χˆ ∈ S(Rn).
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Proof: The claim follows directly from 〈(x, y)〉−N ≤ 〈x〉−N for every N ∈ N.
All derivatives of Schwartz functions belong to the Schwartz space. This is a
direct consequence of the deﬁnition of the Schwartz space.
Remark 2.21. Let χ ∈ S(Rn) and α ∈ Nn0 be arbitrary. We deﬁne the functions
χ˜ : Rn → C and η : Rn → C as
χ˜(x) := ∂αxχ(x), η(x) := D
α
xχ(x) for all x ∈ Rn.
Then χ˜, η ∈ S(Rn).
An often used ingredient for the veriﬁcation whether a function is in the
Schwartz space arises from the next proposition. It states that every linear
transformation of a Schwartz function is a Schwartz function again:
Proposition 2.22. Let χ ∈ S(Rn), A ∈ GL(n) and b ∈ Rn. We deﬁne the
function χ˜ : Rn → C via
χ˜(x) := χ(Ax+ b) for all x ∈ Rn.
Then χ˜ ∈ S(Rn).
Proof: Let m ≤ 0 be arbitrary. Since A ∈ GL(n), A and A−1 are continuous.
Therefore there is a constant C˜ > 0 such that
|x+ A−1b| = |A−1(Ax+ b)| ≤ C˜|Ax+ b| for all x ∈ Rn.
Using this inequality we get
1 + |Ax+ b| ≥ 1 + C˜−1|x+ A−1b| ≥ C(1 + |x+ A−1b|),
where C := min{1; C˜−1}. Together with Lemma 2.4 and Corollary 2.5 this
implies
(1 + |Ax+ b|)m ≤ Cm(1 + |x+ A−1b|)m ≤ Cm〈x+ A−1b〉m ≤ Cm〈x〉m
≤ Cm(1 + |x|)m for all x ∈ Rn,m ≤ 0. (2.2)
Finally, we have to check for arbitrary α ∈ Nn0 and N ∈ N0 the existence of a
constant Cα,N > 0 such that
|∂αx χ˜(x)| ≤ Cα,N(1 + |x|)−N for all x ∈ Rn. (2.3)
We obtain the previous inequality by mathematical induction with respect to |α|
by using the properties of Schwartz functions together with the estimate (2.2)
and the chain rule.
The following notation is used during the whole thesis:
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Notation 2.23. Let ξ ∈ Rn. Then we deﬁne the function eξ : Rn → C by
eξ(x) := e
ix·ξ for all x ∈ Rn.
Let us point out one consequence of the previous lemma we need later on:
Remark 2.24. Let g ∈ S(Rn) and y, ξ ∈ Rn. Then τy(g), eξτy(g) ∈ S(Rn).
Proof: Using Lemma 2.22 for A = I and b = −y provides τy(g) ∈ S(Rn). The
calculation ∂αx eξ = (iξ)
αeξ for every α ∈ Nn0 immediately provides eξ ∈ C∞poly(Rn).
Thus eξτy(g) is a Schwartz function on account of Lemma 2.17.
For the product of two Schwartz functions we obtain the following result:
Lemma 2.25. Let m ∈ N, χ1 ∈ S(Rn) and χ2 ∈ S(Rm). We deﬁne the function
χ : Rn × Rm → C via
χ(x, y) := χ1(x)χ2(y) for all (x, y) ∈ Rn × Rm.
Then χ ∈ S(Rn × Rm).
Proof: By means of the product rule and of 〈x〉−N〈y〉−N ≤ 〈(x, y)〉−N for every
N ∈ N0, cf. Lemma 2.7, we get the lemma at once.
Now we take a look at the convergence of rapidly decreasing smooth functions:
Lemma 2.26. Let 0 < ε < 1 and χ ∈ S(Rn) with χ(0) = 1. Then there is a
constant Cα, independent of ε, such that
i) χ(εx)
ε→0−−→ 1 uniformly on any compact set in Rn,
ii) ∂αxχ(εx)
ε→0−−→ 0 uniformly for each α ∈ Nn0 with |α| 6= 0,
iii) |∂αxχ(εx)| ≤ Cαεσ〈x〉−(|α|−σ) for all x ∈ Rn and each 0 ≤ σ ≤ |α|.
This lemma has been proved for example in [42], Lemma 6.3.
Next we treat the dual space of S(Rn) and some of its properties.
Deﬁnition 2.27. The space of tempered distributions S ′(Rn) := (S(Rn))′ is the
space of all linear and bounded functions f : S(Rn)→ C. An element of S ′(Rn) is
called Schwartz distribution. We equip S ′(Rn) with the strong dual topology, cf.
e.g. [70], Chapter 19, Example IV). Consequently a sequence (fk)k∈N ⊆ S ′(Rn)
converges to f ∈ S ′(Rn) if and only if for all bounded sets B ⊆ S(Rn) we have
lim
k→∞
sup
ϕ∈B
〈fk − f, ϕ〉S′,S = 0,
where 〈f, ϕ〉S′,S := f(ϕ) for ϕ ∈ S(Rn) denotes the duality product.
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In [70], p.376 the next property of the Schwartz space and its dual space is
veriﬁed:
Remark 2.28. The spaces S(Rn) and S ′(Rn) are reﬂexive. Consequently we have
the isomorphism (S ′(Rn))′ ∼= S(Rn).
For a tempered distribution f ∈ S ′(Rn) the Fourier transformation F [f ] and
its inverse F−1[f ] are deﬁned by duality:
〈F [f ], ϕ〉S′,S := 〈f,F [ϕ]〉S′,S for all ϕ ∈ S(Rn),
〈F−1[f ], ϕ〉S′,S := 〈f,F−1[ϕ]〉S′,S for all ϕ ∈ S(Rn).
Analogous to the result on the Schwartz space F : S ′(Rn) → S ′(Rn) is an iso-
morphism with inverse F−1, cf. [5], Proposition 2.27.
A convergent sequence of Schwartz distributions fulﬁlls the following estimate:
Proposition 2.29. Let (ul)l∈N ⊆ S ′(Rn) be a sequence which converges to the
tempered distribution u ∈ S ′(Rn). Then there is a κ ∈ N0 and a constant C > 0,
independent of l ∈ N and of ϕ ∈ S(Rn), such that for each l ∈ N we have
|〈ul, ϕ〉S′,S | ≤ C|ϕ|κ,S and |〈u, ϕ〉S′,S | ≤ C|ϕ|κ,S
for all ϕ ∈ S(Rn).
For the proof of this proposition we need some further results. Before listing
them, we recall the deﬁnition of an equicontinuous set:
Deﬁnition 2.30. We suppose that X and Y are topological vector spaces and
that Γ is a collection of linear mappings from X to Y . Then Γ is equicontinuous
if for every neighbourhood W of 0 in Y there exists a neighbourhood V of 0 in
X such that Λ(V ) ⊆ W for all Λ ∈ Γ.
With the previous deﬁnition at hand, we get the next two theorems:
Theorem 2.31. Let Γ be a collection of continuous linear mappings from a
Fréchet space X into a topological vector space Y . If the sets
Γ(x) = {Λx : Λ ∈ Γ}
are bounded in Y for every x ∈ X, then Γ is equicontinuous.
Theorem 2.32. We assume that P is a separating family of semi-norms on a
topological vector space X. For each p ∈P and each n ∈ N we set
V (p, n) :=
{
x ∈ X : p(x) < 1
n
}
.
Let B be the collection of all ﬁnite intersections of the sets V (p, n). Then B is
a (convex balanced) local base for a topology τ on X.
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The proofs can be found for example in [61], Theorem 1.37 and Theorem 2.6.
On account of the previous two theorems, we are able to check Proposition
2.29.
Proof of Proposition 2.29. Since ul → u in S ′(Rn) if l → ∞, we have the con-
vergence of (〈ul, ϕ〉S′,S)l∈N to 〈u, ϕ〉S′,S for each ϕ ∈ S(Rn). This implies the
boundedness of the set {〈ul, ϕ〉S′,S : l ∈ N} ∪ {〈u, ϕ〉S′,S} for every ϕ ∈ S(Rn).
Deﬁning Γ := {ul : l ∈ N} ∪ {u}, Theorem 2.31 yields that Γ is equicontinuous.
Thus for all neighbourhoods Ω ⊆ C of 0 there is a neighbourhood V ⊆ S(Rn) of
0, such that
u(V ) ⊆ Ω and ul(V ) ⊆ Ω for all l ∈ N. (2.4)
In particular we can choose Ω = B1(0). Let V ⊆ S(Rn) be a neighbourhood of
0, which fulﬁlls property (2.4). By means of Theorem 2.32, we obtain that
B0 :=
{
Bkn(0) : n ∈ N; k ∈ N0
}
is a local base of 0, where Bkn(0) := {ϕ ∈ S(Rn) : |ϕ|k,S < 1n} for all k ∈ N0 and
n ∈ N. Therefore there is a κ ∈ N0 and an n ∈ N such that Bκn(0) ⊆ V because
of the deﬁnition of a local base. This implies together with (2.4):
|〈u, ϕ〉S′,S | ≤ 1 and |〈ul, ϕ〉S′,S | ≤ 1 (2.5)
for every ϕ ∈ S(Rn) with |ϕ|κ,S < 1n and each l ∈ N. Choosing an arbitrary
ϕ ∈ S(Rn), we deﬁne ψ := ϕ
(n+1)|ϕ|κ,S . Then we have |ψ|κ,S < 1n . Using inequality
(2.5), we get |〈u, ψ〉S′,S | ≤ 1. This provides |〈u, ϕ〉S′,S | ≤ (n + 1)|ϕ|κ,S . In the
same way we can show the inequality |〈ul, ϕ〉S′,S | ≤ (n + 1)|ϕ|κ,S for all l ∈ N
and every ϕ ∈ S(Rn).
At last, we list two continuous embedding theorems for later purposes:
Corollary 2.33. For every 1 ≤ r ≤ ∞ the embedding i : S(Rn) ↪→ Lr(Rn) is
continuous.
Proof: For 1 ≤ r < ∞ take a k ∈ N such that −rk < −n. We obtain for
arbitrary f ∈ S(Rn):
‖f‖rLr(Rn) =
∫
Rn
|f(x)|rdx =
∫
Rn
(1 + |x|)−rk(1 + |x|)rk|f(x)|rdx
≤
∫
Rn
(1 + |x|)−rk (|f |′k,S)r dx ≤ Ck (|f |′k,S)r .
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Here the last inequality holds because of Theorem 2.11. Therefore the map
i : S(Rn) ↪→ Lr(Rn) deﬁned by i(f) := f for all f ∈ S(Rn) is linear and
bounded. This implies the continuity of i.
If r = ∞, we get ‖f‖L∞(Rn) = supx∈Rn |f(x)| ≤ |f |0,S for each f ∈ S(Rn)
directly.
Corollary 2.34. For all 1 ≤ q ≤ ∞ the embedding i : Lq(Rn) ↪→ S ′(Rn) is
continuous.
Proof: We set q′ := 1 if q =∞ and q′ :=
(
1− 1
q
)−1
else. Then q′ ∈ [1,∞)∪{∞},
too. We choose an arbitrary f ∈ Lq(Rn) and a sequence (fk)k∈N ⊆ Lq(Rn),
which converges to f . An application of the Hölder inequality and of Corollary
2.33 provides the existence of a κ ∈ N and of a constant C, independent of
f, fk ∈ Lq(Rn) and k ∈ N, such that we have for all bounded sets B ⊆ S(Rn):
sup
ϕ∈B
|〈fk − f, ϕ〉S′,S | = sup
ϕ∈B
∣∣∣∣∫ (fk − f) (x)ϕ(x)dx∣∣∣∣
≤ sup
ϕ∈B
‖ϕ‖Lq′ (Rn)‖fk − f‖Lq(Rn)
≤ C sup
ϕ∈B
‖fk − f‖Lq(Rn)|ϕ|κ,S ≤ C‖fk − f‖Lq(Rn) k→∞−−−→ 0.
Thus we proved the convergence of (fk)k∈N to f in S ′(Rn).
2.4 Hölder Space and Hölder-Zygmund Space
Another important class of spaces are the Hölder spaces. Analysing the relation-
ship of Hölder spaces to the space of all bounded k-times diﬀerentiable functions,
we see that the Hölder space Cm,s(Rn) always lies between the spaces Cmb (Rn) and
Cm+1b (Rn). In some cases the Hölder space is equivalent to an Hölder-Zygmund
space. We also give a short introduction to the Hölder-Zygmund spaces in the
present section.
To begin with, we deﬁne the Hölder spaces:
Deﬁnition 2.35. Let 0 < s ≤ 1 and m ∈ N0. Additionally let Ω ⊆ Rn be an
open set. Then the Hölder space Cm,s(Ω) is deﬁned as
C0,s(Ω) :=
f ∈ C0b (Ω) : supx,y∈Ω
x 6=y
|f(x)− f(y)|
|x− y|s <∞
 ,
Cm,s(Ω) :=
{
f ∈ Cmb (Ω) : ∂αx f ∈ C0,s(Ω) for all α ∈ Nn0 , |α| ≤ m
}
.
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The norm ‖.‖Cm,s(Ω) of the Hölder spaces is deﬁned by
‖f‖Cm,s(Ω) := max|α|≤m ‖∂
α
x f‖L∞ + max|α|≤m supx,y∈Ω
x 6=y
|∂αx f(x)− ∂αx f(y)|
|x− y|s
for all f ∈ Cm,s(Ω). In the case Ω = Rn we often write Cm,s and ‖.‖Cm,s instead
of Cm,s(Rn) and ‖.‖Cm,s(Rn).
In literature usually the equivalent norm ‖.‖′
Cm,s(Ω)
deﬁned via
‖f‖′
Cm,s(Ω)
:= ‖f‖Cmb (Ω) +
∑
|α|=m
sup
x,y∈Ω
x 6=y
|∂αx f(x)− ∂αx f(y)|
|x− y|s for all f ∈ C
m,s(Ω)
is used instead of ‖.‖Cm,s(Ω). The norm equivalence can be veriﬁed by means of
the mean value theorem.
Let us remark that Hölder spaces are Banach spaces, cf. e.g. [8], p.44. The
following notation for these spaces is often used:
Notation 2.36. If s > 0 and s /∈ N0, we set
Cs(Rn) := Cm,τ (Rn),
where m = max{r ∈ N0 : r < s} and τ = s−m.
As a direct consequence of the deﬁnition of the Hölder spaces we get:
Remark 2.37. Let m ∈ N, 0 < s ≤ 1 and j ∈ {1, . . . , n}. Then we obtain
‖Dxjf‖Cm−1,s ≤ ‖f‖Cm,s for all f ∈ Cm,s(Rn).
Proof: The claim follows directly from the deﬁnition of the Hölder spaces.
The Hölder space Cm,s(Rn) is a subset of Cmb (Rn) for allm ∈ N0 and 0 < s ≤ 1
due to the deﬁnition of these spaces. However, we even are able to show the
following statement:
Lemma 2.38. Let k ∈ N0 and B ⊆ Ck+1b (Rn) be a bounded subset. Then
B ⊆ Ck,1(Rn) is bounded, too.
Proof: First of all we show the existence of a constant C, independent of p ∈ B,
such that
max
α∈Nn0
|α|≤k
sup
x 6=y
|∂αx p(x)− ∂αx p(y)|
|x− y| ≤ C for all p ∈ B. (2.6)
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For α ∈ Nn0 with |α| ≤ k the boundedness of the subset B ⊆ Ck+1b (Rn) and
Lemma 2.12 yield the existence of a constant Cα, independent of p ∈ B and of
x, y ∈ Rn with x 6= y, such that
|∂αx p(x)− ∂αx p(y)|
|x− y| ≤ sup0≤t≤1 |D(∂
α
x p)(x+ t(y − x))|
≤ sup
0≤t≤1
n∑
j=1
|∂xj∂αx p(x+ t(y − x))| ≤
n∑
j=1
sup
x∈Rn
|∂xj∂αx p(x)|
≤ C‖p‖Ck+1b (Rn) ≤ Cα
for all x, y ∈ Rn with x 6= y and all p ∈ B. Consequently there is a constant Cα,
independent of p ∈ B, such that
sup
x 6=y
|∂αx p(x)− ∂αx p(y)|
|x− y| ≤ Cα for all p ∈ B.
Since α ∈ Nn0 with |α| ≤ k was chosen arbitrary, we get (2.6). Therefore it
remains to use the boundedness of B ⊆ Ck+1b (Rn) ⊆ Ckb (Rn) and the estimate
(2.6) to conclude
‖p‖Ck,1(Rn) = ‖p‖Ckb (Rn) + maxα∈Nn0
|α|≤k
sup
x 6=y
|∂αx p(x)− ∂αx p(y)|
|x− y| ≤ C for all p ∈ B,
where C is independent of p ∈ B.
Now we turn to another function space needed later on:
Deﬁnition 2.39. Let (ϕj)j∈N0 be a dyadic partition of unity on Rn and s > 0.
Then the Hölder-Zygmund space Cs∗(Rn) is deﬁned by
Cs∗(Rn) := {f ∈ S ′(Rn) : ‖f‖Cs∗ <∞},
where ‖f‖Cs∗ := supj∈N0 2js‖F−1[ϕj fˆ ]‖L∞ .
Note, that the previous deﬁnition is independent of the choice of the dyadic
partition of unity (ϕj)j∈N0 .
Properties of the Hölder-Zygmund spaces are discussed e.g. in [67], Section
A.1. We mention a few of them:
 Hölder-Zygmund spaces are Banach spaces.
 Cs(Rn) ⊆ Cs∗(Rn) for all s > 0.
 Cs∗(Rn) = Cs(Rn) for all s > 0 with s /∈ N.
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 Ckb (Rn) ⊆ Ck∗ (Rn) for all k ∈ N.
The last property follows form [51], Example 1.22 and [50], Theorem 1.2.17.
Additionally the next multiplication property holds for elements of Hölder-
Zygmund spaces, cf. [72], Remark 2.8.2.1:
Lemma 2.40. Let s > 0. Then there is a constant C > 0 such that
‖fg‖Cs∗ ≤ C‖f‖Cs∗‖g‖Cs∗ for all f, g ∈ Cs∗(Rn).
For later purposes we also refer to the next interpolation result for Hölder-
Zygmund spaces:
Lemma 2.41. Let k,m ∈ N with k ≤ m, 0 < τ < 1 and 0 < θ < 1. Setting
θ1 :=
k
m+τ
we obtain
i) ‖f‖Cθm∗ (Rn) ≤ Cθ‖f‖1−θC0b (Rn)‖f‖
θ
Cmb (Rn)
for all f ∈ Cmb (Rn).
ii) ‖f‖Ckb (Rn) ≤ C‖f‖
1−θ1
C0b (Rn)
‖f‖θ1Cm,τ (Rn) for all f ∈ Cm,τ (Rn).
Proof: Claim i) is a direct consequence of [50], Theorem 1.2.17 and [71], Theo-
rem 1.3.3. We will verify the second claim in Appendix C, Lemma C.1.
2.5 Bessel Potential Space
The present section serves as a brief summary of all properties of the Bessel
potential spaces that are important for our purpose. If the order of a Bessel po-
tential space is a non-negative integer number, this space turns out to be equal
to a Sobolev space. Additionally, we investigate the relationship of these spaces
to the Schwartz space and its dual space. Moreover, some important embed-
ding results and characterizations for functions of a Bessel potential space are
mentioned. At last we also would like to point out an important interpolation
theorem for Bessel potential spaces.
In order to deﬁne the Bessel potential spaces we set for every s ∈ R:
〈Dx〉sf := F−1[〈ξ〉sfˆ ] for all f ∈ S ′(Rn).
For even s ∈ N0 and f ∈ Cs(Rn), the linearity of F−1 and the properties of the
Fourier transformation imply that the previous deﬁnition of 〈Dx〉sf is consistent
with that one of Notation 2.9.
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Deﬁnition 2.42. Let s ∈ R and 1 < p < ∞. Then the (Lp-)Bessel potential
space Hsp(Rn) of order s is deﬁned by
Hsp(Rn) := {f ∈ S ′(Rn) : 〈Dx〉sf ∈ Lp(Rn)}.
The norm of Hsp(Rn) is deﬁned via
‖f‖Hsp(Rn) := ‖〈Dx〉sf‖Lp(Rn) for all f ∈ Hsp(Rn).
For short we also write ‖.‖Hsp instead of ‖.‖Hsp(Rn).
Some important properties of the Bessel potential spaces are listed in the
next lemma:
Lemma 2.43. Let s ∈ R and 1 < p, p′ <∞ with 1/p+ 1/p′ = 1. Then
i) Hsp(Rn) = W sp (Rn) with equivalent norms if s ∈ N0,
ii) Hsp(Rn) is a reﬂexive Banach space,
iii) S(Rn) ⊆ Hsp(Rn) ⊆ S ′(Rn),
iv) S(Rn) is dense in Hsp(Rn),
v) the dual space of Hsp(Rn) is isomorphic to H−sp′ (Rn) with canonical isomor-
phism.
Proof: For the proof of i) we refer to e.g. [5], Theorem 6.8. Since Hsp(Rn) is
isomorph to Lp ((0, 1)) for each 1 < p < ∞ and s ∈ R, Hsp(Rn) is a reﬂexive
Banach space in this case. For the proof see [71], Theorem 2.11.2.a). Moreover,
claim iii) and iv) hold because of Theorem 2.3.3 (ii) of [72]. Finally, we refer to
[19], Corollary 6.2.8 for the proof of v).
Some well-known results for Sobolev spaces are the continuous embeddings
in the Hölder spaces and in the Sobolev spaces. These results can be generalized
for Bessel potential spaces:
Lemma 2.44. Let 1 < p < ∞, s ∈ R with s > n/p and 0 < τ ≤ s − n/p with
τ /∈ N. Then we obtain the continuous embedding
Hsp(Rn) ↪→ Cτ (Rn).
Proof: The claim is a consequence of Corollary 6.13 in [5], Lemma 6.5 in [5],
Theorem 6.15 in [5] and Remark 6.4 in [5].
Lemma 2.45. For every s, r ∈ R with s < r and 1 < p < ∞ we have the
continuous embedding
Hrp(Rn) ↪→ Hsp(Rn).
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This lemma was proved e.g. in [5], Corollary 6.14.
In the next proposition we give a ﬁrst characterization for Bessel potential
spaces. For the proof we refer to [59], Proposition 1.14.
Proposition 2.46. For all s ∈ R we have
u ∈ Hs+12 (Rn)⇔ u,Dx1u, . . . , Dxnu ∈ Hs2(Rn)
and the equality ‖u‖2
Hs+12 (Rn)
= ‖u‖2Hs2(Rn) +
∑n
j=1 ‖Dxju‖2Hs2(Rn). Additionally for
any k ∈ N ∪ {∞} we obtain:
i) u ∈ Hk2 (Rn)⇔ Dαxu ∈ L2(Rn) for all α ∈ Nn0 with |α| ≤ k.
ii) If s > k + n/2 and u ∈ Hs2(Rn), then for all α ∈ Nn0 with |α| ≤ k the
function Dαxu is bounded and continuous with ‖Dαxu‖∞ ≤ Cs,k‖u‖Hs2(Rn).
The next proposition is devoted to the question which conditions Schwartz
distributions have to satisfy in order to be a Bessel potential function.
Proposition 2.47. If u ∈ Hs2(Rn) with s ∈ R and ϕ ∈ S(Rn), then
|〈u, ϕ〉S′,S | ≤ ‖u‖Hs2(Rn)‖ϕ‖H−s2 (Rn).
Conversely, if u ∈ S ′(Rn) satisﬁes |〈u, ϕ〉S′,S | ≤ C‖ϕ‖H−s2 (Rn) for some constants
C and for all ϕ ∈ S(Rn), then u ∈ Hs2(Rn) with ‖u‖Hs2(Rn) ≤ C.
This statement was shown e.g. in [59], Proposition 1.15. Making use of the
previous two propositions, enables us to prove the next technical proposition
which can be veriﬁed in the same way as Proposition 1.16 in [59].
Proposition 2.48. Let B ⊆ S ′(Rn) be a subset with the following property:
There is a k ∈ N and a Ck > 0, independent of u ∈ B and ϕ ∈ S(Rn), with
|〈u, ϕ〉S′;S | ≤ Ck|ϕ|k,S for all u ∈ B and ϕ ∈ S(Rn). Then there is an N ∈ N
such that
(1 + |x|2)−Nu(x) ∈ H−N2 (Rnx) for each u ∈ B.
In particular there is a constant Ck, independent of u ∈ B and ϕ ∈ S(Rn), such
that
|〈(1 + |x|2)−Nu, ϕ〉S′;S | ≤ Ck‖ϕ‖HN2 (Rn) for all ϕ ∈ S(Rn) and u ∈ B.
Proof: According to the assumptions there exists a constant Ck > 0, indepen-
dent of u ∈ B and ϕ ∈ S(Rn), and a k ∈ N such that |〈u, ϕ〉S′;S | ≤ Ck|ϕ|k,S for
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every u ∈ B and ϕ ∈ S(Rn). For all α ∈ Nn0 and N ∈ N we arise from Remark
2.8 the existence of a constant Cα such that
|∂αx {(1 + |x|2)−N}| ≤ Cα(1 + |x|2)−N−|α|/2 for all x ∈ Rn. (2.7)
We choose a k′ ∈ N with |f |k,S ≤ C|f |′k′,S for all f ∈ S(Rn). Such a k′ ∈ N
exists due to the equivalence of (|.|k,S)k∈N and (|.|′k,S)k∈N. Taking N ∈ N with
N ≥ max{k′
2
;n+ k}, estimate (2.7) and Peetre's inequality, cf. Lemma 2.4, yield
the existence of a constant Ck′ , such that
|(1 + |x|2)−N |k,S ≤ C|(1 + |x|2)−N |′k′,S
= C sup
m+|α|≤k′
sup
x∈Rn
(1 + |x|)m ∣∣∂αx {(1 + |x|2)−N}∣∣
≤ C sup
m+|α|≤k′
sup
x∈Rn
(1 + |x|)m(1 + |x|2)−N−|α|/2
≤ sup
x∈Rn
Ck′(1 + |x|2) k
′
2
−N ≤ Ck′ .
Hence there is a constant Ck, independent of u ∈ B and ϕ ∈ S(Rn), such that
for all ϕ ∈ S(Rn) and each u ∈ B we have
|〈(1 + |x|2)−Nu, ϕ〉S′;S | = |〈u, (1 + |x|2)−Nϕ〉S′;S | ≤ Ck|(1 + |x|2)−Nϕ|k,S
≤ Ck|(1 + |x|2)−N |k,S max|β|≤k |∂
β
xϕ|0,S ≤ Ck max|β|≤k |∂
β
xϕ|0,S .
The penultimate inequality can be calculated by means of the Leibnitz-formula
and the estimate |∂βxϕ(x)| ≤ max|β|≤k |∂βxϕ|0,S for each β ∈ Nn0 with |β| ≤ k.
On the other hand, we know due to Lemma 2.43 that ϕ ∈ S(Rn) ⊆ HN2 (Rn).
Therefore we obtain by Proposition 2.46:
|∂βxϕ|0,S = ‖∂βxϕ‖∞ ≤ Ck‖ϕ‖HN2 (Rn) for all |β| ≤ k.
Collecting all estimates, we conclude for every u ∈ B and ϕ ∈ S(Rn)
|〈(1 + |x|2)−Nu, ϕ〉S′;S | ≤ Ck max|β|≤k |∂
β
xϕ|0,S ≤ Ck‖ϕ‖HN2 (Rn).
Hence an application of Proposition 2.47 ﬁnally provides
(1 + |x|2)−Nu(x) ∈ H−N2 (Rnx) for all u ∈ B.
Let us mention another characterization of functions in a Bessel potential
space needed later on:
Lemma 2.49. Let 1 < p <∞, s < 0 and m := −bsc. Then for each f ∈ Hsp(Rn)
there are functions gα ∈ Hs−bscp (Rn), where α ∈ Nn0 with |α| ≤ m, such that
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 f =
∑
|α|≤m
∂αx gα,

∑
|α|≤m
‖gα‖Hs−bscp ≤ C‖f‖Hsp .
The proof of the above-mentioned lemma is based on the next statement:
Proposition 2.50. Let 1 < q < ∞, m ∈ N0 and s < 0. We deﬁne N by
N := ]{α ∈ Nn0 : |α| ≤ m} and the operator T : H−sq (Rn)→
(
H
bsc−s
q (Rn)
)N
via:
T (ϕ) = (∂αxϕ)|α|≤m.
Then T : H−sq (Rn)→ T (H−sq (Rn)) =: Y is invertible and T−1 ∈ L (Y,H−sq (Rn)).
Proof: Due to the deﬁnition of T , Tg = 0 implies g = 0. Hence the operator
T : H−sq (Rn)→ Y is invertible. An application of the bounded inverse theorem,
cf. e.g. [61], Corollary 2.12, yields T−1 ∈ L (Y,H−sq (Rn)) if Y is a Banach space.
Thus it remains to show that Y is a closed subspace of Xq :=
(
H
bsc−s
q (Rn)
)N
.
In view of verifying this claim let (fl)l∈N ⊆ Y be a sequence, which converges to
f in Xq. Therefore there is a sequence (ϕl)l∈N ⊆ H−sq (Rn) with fl = Tϕl for all
l ∈ N. Since (fl)l∈N is bounded in Y , there is a constant C, independent of l ∈ N
such that
‖ϕl‖H−sq = ‖〈Dx〉bsc−sϕl‖H−bscq ≤ C
∑
|α|≤m
∥∥∂αx {〈Dx〉bsc−sϕl}∥∥Lq
= C
∑
|α|≤m
‖∂αxϕl‖Hbsc−sq = C‖fl‖Xq ≤ C.
Here the inequality holds due to the norm equivalence of ‖.‖Hmq and ‖.‖Wmq ,
cf. Lemma 2.43. Thus we have proved the boundedness of (ϕl)l∈N ⊆ H−sq (Rn).
According to Lemma 2.43, the Banach space H−sq (Rn) is reﬂexive. Hence there
is a subsequence (ϕlk)k∈N ⊆ (ϕl)l∈N which converges weakly to an element of
H−sq (Rn), denoted by ϕ. This implies the weak convergence of (∂αxϕlk)k∈N to
∂αxϕ in H
bsc−s
q (Rn). Additionally the choice of (fl)l∈N yields for all α ∈ Nn0 with
|α| ≤ m:
lim
k→∞
(∂αxϕlk)|α|≤m = lim
k→∞
(Tϕlk) = lim
k→∞
flk = limn→∞
fl = f in Xq.
Denoting the α-th component of f by fα, the function ∂αxϕlk converges to f
α in
H
bsc−s
q (Rn) if k → ∞ due to the previous convergence. Consequently we have
the weak convergence of (ϕlk)k∈N to f
α in Hbsc−sq (Rn). Due to the uniqueness of
the weak limit we get fα = ∂αxϕ for each α ∈ Nn0 with |α| ≤ m. This implies
f ∈ Y :
f = (fα)|α|≤m = (∂αxϕ)|α|≤m = Tϕ.
Hence Y is a closed subspace of Xq.
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Now we are able to prove Lemma 2.49:
Proof of Lemma 2.49: We deﬁne the operator T : H−sq (Rn) →
(
H
bsc−s
q (Rn)
)N
with 1/p+ 1/q = 1 and N := ]{α ∈ Nn0 : |α| ≤ m} in the following way:
T (ϕ) = (∂αxϕ)|α|≤m.
The norm ‖.‖Xq of Xq :=
(
H
bsc−s
q (Rn)
)N
is deﬁned by
‖f‖Xq :=
N∑
i=1
‖fi‖Hbsc−sq for all f ∈
(
Hbsc−sq (Rn)
)N
.
Because of Proposition 2.50 the operator T : H−sq (Rn) → T (H−sq (Rn)) =: Y
is invertible. Therefore we are able to deﬁne the linear functional f˜ ∈ Y ′ by
f˜ := f ◦ T−1 for each f ∈ Hsp(Rn). In order to use the Theorem of Hahn
Banach we have to show that |f˜(g)| ≤ C‖g‖Xq for all g ∈ Y . Thus we choose
an arbitrary g ∈ Y . Denoting gα as the α-th component of g we get in view
of the norm equivalence of ‖.‖Hmq and ‖.‖Wmq , cf. Lemma 2.43 and by means of
T−1 ∈ L (Y,H−sq (Rn)), cf. Proposition 2.50:
|f˜(g)| = |f ◦ T−1(g)| = |〈f, T−1g〉Hsp ;H−sq | ≤ ‖f‖Hsp‖T
−1g‖H−sq ≤ C‖f‖Hsp‖g‖Xq .
Here the constant C is independent of f ∈ Hsp(Rn) and g ∈ Y . An application
of the Theorem of Hahn Banach provides the existence of a linear functional
F ∈ (Xq)′ =
(
H
s−bsc
p (Rn)
)N
such that
i) F |Y = f˜ ,
ii) |F (g)| ≤ C‖f‖Hsp‖g‖Xq for all g ∈ Xq.
We denote the α-th component of the linear functional F by Fα. On account
of the deﬁnition of the distributional derivative and of property i) we get for
arbitrary ϕ ∈ S(Rn) ⊆ H−sq (Rn), cf. Lemma 2.43:
〈
∑
|α|≤m
(−1)|α|∂αxFα, ϕ〉Hsp ;H−sq =
∑
|α|≤m
(−1)|α|〈∂αxFα, ϕ〉Hsp ;H−sq
=
∑
|α|≤m
〈Fα, ∂αxϕ〉Hsp ;H−sq = 〈F, (∂αxϕ)|α|≤m〉(Xq)′;Xq = 〈F, Tϕ〉(Xq)′;Xq
= 〈f˜ , Tϕ〉(Xq)′;Xq = f ◦ T−1(Tϕ) = 〈f, ϕ〉Hsp ;H−sq .
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In view of Tϕ ∈ Y we can apply property i) in the previous equality. Due to the
density of S(Rn) in H−sq (Rn), cf. Lemma 2.43 we obtain∑
|α|≤m
(−1)|α|∂αxFα = f in Hsp(Rn).
Additionally we get the claim due to ii):∑
|α|≤m
‖(−1)|α|Fα‖
H
s−bsc
p
= ‖F‖(Xq)′ = sup‖g‖Xq≤1
|〈F, g〉(Xq)′;Xq | ≤ C‖f‖Hsp .
Being a linear and bounded operator on a Bessel potential space implies the
linearity and boundedness of its adjoint operator:
Lemma 2.51. Let s ∈ R and 1 < p, q < ∞ with 1/p + 1/q = 1. For a linear
operator P ∈ L (Hsp(Rn)) we have P ∗ ∈ L (H−sq (Rn)).
We refer to e.g. [8], Section 10.1 for the proof.
The next two interpolation results for Bessel potential spaces are listed for
later purposes:
Theorem 2.52. Let s1, s2 ∈ R, 1 < p1, p2 < ∞ and 0 < θ < 1. We deﬁne
s := (1− θ)s1 + θs2 and p via 1/p = (1− θ)/p1 + θ/p2. Then we obtain
‖f‖Hsp ≤ C‖f‖1−θHs1p1‖f‖
θ
H
s2
p2
for all f ∈ Hs1p1 (Rn) ∩Hs2p2 (Rn).
Proof: We get the claim due to [72], Theorem 2.4.7 and [71], Theorem 1.9.3.
Theorem 2.53. Let 1 < p <∞ and s0, s1 ∈ R with s0 < s1. If T is an element
of L (Hs0p (Rn), Hs0p (Rn)) and T ∈ L (Hs1p (Rn), Hs1p (Rn)) we have
T ∈ L (Hsp(Rn), Hsp(Rn)) for all s0 ≤ s ≤ s1.
Proof: The theorem is a consequence of e.g. [71], Theorem 1.9.3 and Remark
2.4.2.2 d) or of [2], Theorem 2.10 and Theorem 4.23.
For further studies of the Bessel potential spaces we refer to the books of H.
Triebel about the theory of function spaces, cf. [72] and [71].
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2.6 The Operators ad(−ixj) and ad(Dxj)
One of the main goals of this thesis is the characterization of non-smooth pseudo-
diﬀerential operators. For this characterization we will need the operators ad(−ixj)
and ad(Dxj). Therefore, we deﬁne them now:
Deﬁnition 2.54. Let X be either S(Rn) or S ′(Rn) and T : X → S ′(Rn) be a
linear operator. We deﬁne the linear operators ad(−ixj)T : X → S ′(Rn) and
ad(Dxj)T : X → S ′(Rn) for all j ∈ {1, . . . , n} and u ∈ X by
ad(−ixj)Tu := −ixjTu+ T (ixju) and ad(Dxj)Tu := Dxj (Tu)− T
(
Dxju
)
.
Additionally we deﬁne for all j ∈ {1, . . . , n} and m ∈ N0:
ad(−ixj)mT := [ad(−ixj)]m T and ad(Dxj)mT :=
[
ad(Dxj)
]m
T.
For arbitrary multi-indices α, β ∈ Nn0 we denote the iterated commutator of T as
ad(−ix)α ad(Dx)βT := ad(−ix1)α1 . . . ad(−ixn)αn ad(Dx1)β1 . . . ad(Dxn)βnT.
We assume an operator T : X → S(Rn), where X is either S(Rn) or S ′(Rn).
Since u ∈ S(Rn) provides for all α, β ∈ Nn0 that (−ix)αu(x), Dβxu(x) ∈ S(Rnx),
we get
ad(−ix)α ad(Dx)βT : X → S(Rn) for each α, β ∈ Nn0 .
For every iterated commutator of the composition of two operators we can
calculate the following formula:
Proposition 2.55. Let X, Y, Z ∈ {S(Rn),S ′(Rn)} and α, β ∈ Nn0 . For two
linear operators P : X → Y and Q : Y → Z we have
ad(−ix)α ad(Dx)β(QP ) =
∑
α1+α2=α
β1+β2=β
[
ad(−ix)α1 ad(Dx)β1Q
] [
ad(−ix)α2 ad(Dx)β2P
]
.
Proof: Let β1, β2, γ ∈ Nn0 with |γ| = 1 be arbitrary. Denote P˜ := ad(Dx)β2P
and Q˜ := ad(Dx)β1Q. Applying the deﬁnition of iterated commutators twice, we
obtain
ad(Dx)
γ(Q˜P˜ )u = Dγx{Q˜P˜u} − Q˜P˜ (Dγxu)
= Dγx{Q˜P˜u} − Q˜{Dγx[P˜ u]}+ Q˜{Dγx[P˜ u]} − Q˜P˜ (Dγxu)
= (ad(Dx)
γQ˜)P˜ u+ Q˜(ad(Dx)
γP˜ )u.
By mathematical induction with respect to |β| we can easily prove that
ad(Dx)
β(QP ) =
∑
β1+β2=β
[
ad(Dx)
β1Q
] [
ad(Dx)
β2P
]
for all β ∈ Nn0 . (2.8)
Finally we can show the claim by mathematical induction with respect to |α| by
means of equality (2.8).
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A well-known result in functional analysis provides the following:
Remark 2.56. Let α, β ∈ Nn0 . Furthermore, let X, Y ⊆ S ′(Rn) be two Banach
spaces, where S(Rn) is dense in X. We assume that T : S(Rn) → S ′(Rn) is a
linear operator with the property:
‖ ad(−ix)α ad(Dx)βTu‖Y ≤ C‖u‖X for all u ∈ S(Rn).
Then ad(−ix)α ad(Dx)βT can be extended to a linear and bounded operator
ad(−ix)α ad(Dx)βT : X → Y .
Next we show a technical statement needed later on:
Proposition 2.57. Let g ∈ S(Rn) and P : S ′(Rn)→ S(Rn) be a linear operator.
Moreover, we denote for every y ∈ Rn the translation function τy(g) by gy. Then
we obtain for each x, y, ξ ∈ Rn and β, γ ∈ Nn0 with |β|, |γ| ≤ 1:
Dβx
{
e−ix·ξP [eξDγxgy] (x)
}
=
∑
β1+β2=β
(
β
β1
)
e−ix·ξ ad(Dx)β1P
[
eξD
β2+γ
x gy
]
(x).
Proof: If |β| = 0, the claim follows immediately. Thus we assume β = ej for
j ∈ {1, . . . , n}. First we note that
Dxj
{
e−ix·ξP [eξDγxgy] (x)
}
= −ξje−ix·ξP [eξDγxgy] (x) + e−ix·ξDxj {P [eξDγxgy] (x)}
= e−ix·ξ(Dβx − ξj) {P [eξDγxgy] (x)} for all x ∈ Rn. (2.9)
The deﬁnition of the iterated commutator yields for each x ∈ Rn:
e−ix·ξ ad(Dx)ejP [eξDγxgy] (x) = e
−ix·ξ ad(Dxj)P [eξD
γ
xgy] (x)
= e−ix·ξDxj {P [eξDγxgy] (x)} − e−ix·ξPDxj {[eξDγxgy] (x)}
= e−ix·ξDxj {P [eξDγxgy] (x)} − e−ix·ξP {[ξjeξDγxgy] (x)}
− e−ix·ξP {[eξDγ+ejx gy] (x)}
= e−ix·ξ(Dxj − ξj) {P [eξDγxgy] (x)} − e−ix·ξP
[
eξD
γ+ej
x gy
]
(x).
Consequently we have for every x ∈ Rn:
e−ix·ξ ad(Dx)ejP [eξDγxgy] (x) + e
−ix·ξP
[
eξD
γ+ej
x gy
]
(x)
= e−ix·ξ(Dxj − ξj) {P [eξDγxgy] (x)} . (2.10)
Combining (2.9) and (2.10) we conclude
Dβx
{
e−ix·ξP [eξDγxgy] (x)
}
= Dxj
{
e−ix·ξP [eξDγxgy] (x)
}
= e−ix·ξ ad(Dx)ejP [eξDγxgy] (x) + e
−ix·ξP
[
eξD
γ+ej
x gy
]
(x)
=
∑
β1+β2=β
(
β
β1
)
e−ix·ξ ad(Dx)β1P
[
eξD
β2+γ
x gy
]
(x).
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2.7 Kernel Theorem
The purpose of this section is to get a kernel representation of a linear and
bounded operator which maps S ′(Rn) to S(Rn). First of all, we look at the
deﬁnitions and statements needed for the proof of this kernel representation:
Deﬁnition 2.58. Let E be a locally convex Hausdorﬀ topological vector space.
Then E is nuclear if to every continuous semi-norm p on E there is another
continuous semi-norm q ≥ p on E with the following property:
Let X and Y be the completions of the normed spaces E/ ker q respectively
E/ ker p. Additionally let i : X → Y be the canonical mapping. Then there
is a sequence (f ′j)j∈N ⊆ X ′, where {f ′j : j ∈ N} is equicontinuous, a bounded
sequence (bj)j∈N ⊆ Y and a sequence (λj)j∈N ⊆ C with
∑∞
j=1 |λj| < ∞, such
that
i(f) =
∞∑
j=1
λj〈f ′j, f〉X′;Xbj for all f ∈ X.
Moreover, E is called conuclear if its dual is nuclear.
One example for a nuclear and conuclear space can be found in [70], p. 530:
Lemma 2.59. The spaces S(Rn) and S ′(Rn) are nuclear. Hence S(Rn) and
S ′(Rn) are also conuclear due to Remark 2.28.
We also need the projective topology on the tensor product of two locally
convex topological vector spaces:
Deﬁnition 2.60. Let E and F be two locally convex topological vector spaces.
The projective topology on E⊗F is the strongest locally convex topology on this
vector space for which the canonical bilinear mapping (x, y) → x ⊗ y of E × F
into E ⊗ F is continuous.
The completion of the tensor product E ⊗ F with respect to the projective
topology is denoted by E⊗ˆF .
For more details we refer to [70].
As an ingredient for the kernel representation we use the next already known
isomorphism, which has been proved e.g. in [70], Theorem 51.6:
Theorem 2.61. The following isomorphism holds:
S(Rn × Rn) ∼= S(Rn)⊗ˆS(Rn).
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In particular we can extend the mapping ϕ : S(Rn) ⊗ S(Rn) → S(Rn × Rn) to
an isomorphism from S(Rn)⊗ˆS(Rn) to S(Rn × Rn). Here ϕ is deﬁned for each
u ∈ S(Rn)⊗ S(Rn) by
ϕ(u)(x, y) :=
N∑
j=1
uj(x)vj(y) for all x, y ∈ Rn,
where uj, vj ∈ S(Rn) are deﬁned by the representation u =
∑N
j=1 uj⊗vj for every
j ∈ {1, . . . , N}.
Another isomorphism has been discussed in [11], Theorem 1.4.8:
Theorem 2.62. Let F and G be complete locally convex spaces such that F is
reﬂexive, nuclear and conuclear. Additionally we deﬁne an injective linear map
τ : F ⊗G→ L (F ′, G) by
τ(f ⊗ g) := 〈., f〉F ′;Fg for all f ⊗ g ∈ F ⊗G.
Then τ extends to a linear isomorphism which maps F ⊗ˆG to L (F ′, G).
Making use of these statements enables us to show the next kernel theorem:
Theorem 2.63. Every continuous linear operator T : S ′(Rn) → S(Rn) has a
Schwartz kernel t(x, y) ∈ S(Rn × Rn). Thus for every u ∈ S(Rn) we have
Tu(x) =
∫
Rn
t(x, y)u(y)dy for all x ∈ Rn.
Proof: First of all we deﬁne the space X, needed later on, in the following way:
X :=
u ∈ S(Rn × Rn)
∣∣∣∣∣∣
∃N ∈ N and ∃uj, vj ∈ S(Rn), j ∈ {1, . . . N}
with u(x, y) :=
N∑
j=1
uj(x)vj(y) ∀x, y ∈ Rn
 .
The space S(Rn) is a nuclear and conuclear, reﬂexive locally convex vector space
because of Lemma 2.59 and Remark 2.28. Therefore we can apply Theorem 2.62
and get that the injective map τ : S(Rn) ⊗ S(Rn) → L (S ′(Rn),S(Rn)), which
is denoted by
τ(f ⊗ g) := 〈., f〉S′;Sg for all f ⊗ g ∈ S(Rn)⊗ S(Rn),
extends to a linear isomorphism τ : S(Rn)⊗ˆS(Rn)→ L (S ′(Rn),S(Rn)). Now we
deﬁne the mapping ϕ : S(Rn)⊗S(Rn)→ S(Rn×Rn) for each u ∈ S(Rn)⊗S(Rn)
by
ϕ(u)(x, y) :=
N∑
j=1
uj(x)vj(y) for all x, y ∈ Rn,
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where uj, vj ∈ S(Rn) are deﬁned by the representation u =
∑N
j=1 uj⊗vj for every
j ∈ {1, . . . , N}. Theorem 2.61 provides the extension of ϕ to an isomorphism
from S(Rn)⊗ˆS(Rn) to S(Rn × Rn). In particular ϕ is injective. Hence the
isomorphism Φ : S(Rn × Rn) → L (S ′(Rn),S(Rn)), deﬁned by Φ := τ ◦ ϕ−1, is
the extension of the mapping Φ : X → L (S ′(Rn),S(Rn)) deﬁned as
(Φ(u)(ψ)) (y) :=
(
τ(ϕ−1(u))(ψ)
)
(y) =
N∑
j=1
τ (uj ⊗ vj) (ψ)(y)
=
N∑
j=1
〈ψ, uj〉S′,Svj(y) for all ψ ∈ S ′(Rn), y ∈ Rn, u ∈ X.
Here the representation of u is u(x, y) :=
∑N
j=1 uj(x)vj(y) ∀x, y ∈ Rn where
uj, vj ∈ S(Rn) and N ∈ N.
In the case that ψ is a regular distribution, we have 〈ψ, η〉S′,S =
∫
ψ(x)η(x)dx
for all η ∈ S(Rn). Therefore we obtain for all regular distributions ψ, for every
y ∈ Rn and u ∈ X with the representation u(x1, x2) =
∑N
j=1 uj(x1)vj(x2) for all
x1, x2 ∈ Rn, where N ∈ N and uj, vj ∈ S(Rn), j ∈ {1, . . . N}:
(Φ(u)(ψ)) (y) =
N∑
j=1
〈ψ, uj〉S′,S vj(y) =
N∑
j=1
∫
Rn
ψ(x)uj(x)dx vj(y)
=
∫
Rn
ψ(x)
N∑
j=1
uj(x)vj(y)dx =
∫
Rn
ψ(x)u(x, y)dx (2.11)
for all regular distributions ψ. Since Φ is an isomorphism, there is a unique
t ∈ S(Rn × Rn) with Φ(t) = T for each T ∈ L (S ′(Rn),S(Rn)). Then equality
(2.11) implies for all regular distributions ψ:
Tψ = Φ(t)(ψ) =
∫
Rn
ψ(x)t(x, .)dx.
Thus we have checked that T has the Schwartz kernel t ∈ S(Rn × Rn).
We can extend the previous kernel theorem for the iterated commutators of
the linear and bounded operator P : S ′(Rn)→ S(Rn):
Corollary 2.64. Let α, β ∈ Nn0 and P : S ′(Rn) → S(Rn) be a linear operator.
Then the operator ad(−ix)α ad(Dx)βP : S ′(Rn)→ S(Rn) has a Schwartz kernel
fα,β ∈ S(Rn × Rn), i.e. for all u ∈ S(Rn)
ad(−ix)α ad(Dx)βPu(x) =
∫
Rn
fα,β(x, y)u(y)dy for all x ∈ Rn. (2.12)
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Proof: Since P maps S ′(Rn) to S(Rn), all iterated commutators of P have the
same property as we have seen in Subsection 2.6. Therefore an application of
Theorem 2.63 provides the corollary at once.
Next we mention an application of the kernel theorem needed for the proof
of the characterization in Chapter 5:
Lemma 2.65. Let g ∈ S(Rn). For all y ∈ Rn we denote gy := τy(g). Moreover,
let P : S ′(Rn) → S(Rn) be a linear and continuous operator with the following
property: The function p : Rn × Rn × Rn → C which is deﬁned by
p(x, ξ, y) := e−ix·ξP (eξgy) (x) for all x, ξ, y ∈ Rn
is an element of S ′(Rn×Rn×Rn). Then diﬀerentiation in the sense of tempered
distributions yields for all α, β, γ ∈ Nn0 with |α|, |β|, |γ| ≤ 1:
∂αξD
β
xD
γ
yp(x, ξ, y)
= (−1)γ
∑
β1+β2=β
(
β
β1
)
e−ix·ξ
(
ad(−ix)α ad(Dx)β1P
) (
eξD
β2+γ
x gy
)
(x).
Before proving this lemma, we recall the conditions for interchanging a deriva-
tive and an integral:
Lemma 2.66. Let N ∈ N. Additionally let k : RN × Rn → C be a smooth
function and γ ∈ NN0 be such that
|∂γ˜xk(x, z)| ≤ gγ˜(z) ∈ L1(Rnz )
for all x ∈ RN and γ˜ ∈ NN0 with γ˜ ≤ γ. Then
∂γx
∫
Rn
k(x, z)dz =
∫
Rn
∂γxk(x, z)dz for all x ∈ RN .
Proof: The claim follows immediately by mathematical induction with respect
to |γ| if we apply the theorem about interchanging derivatives and integrals,
cf. e.g. [44], p.283.
The previous lemma enables us to verify the following proposition:
Proposition 2.67. Let g ∈ S(Rn) and f ∈ S(Rn × Rn). For all y ∈ Rn we
denote gy := τy(g). Then we get for every x, y, ξ ∈ Rn and β, γ ∈ Nn0 :
∂γξD
β
y
∫
Rn
f(x, z)eiz·ξgy(z)dz =
∫
Rn
f(x, z)(iz)γeiz·ξDβy gy(z)dz.
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Proof: Let x ∈ Rn and β, γ ∈ Nn0 be ﬁxed. Note that f(x, z)eiz·ξgy(z) is a
function of C∞(Rny ×Rnξ ×Rnz ). If we use the deﬁnition of Schwartz functions and
Corollary 2.5, we obtain for N ∈ N0 with −N < −n:
|f(x, z)| ≤ CN〈(x, z)〉−N−|γ| ≤ CN,x〈z〉−N−|γ| for all z ∈ Rn, (2.13)
where CN,x is independent of z ∈ Rn. Moreover, g ∈ S(Rn) implies the existence
of a constant Cβ, independent of y, z ∈ Rn, such that
|∂βy gy(z)| = |(∂βz g)(z − y)| ≤ Cβ for all y, z ∈ Rn. (2.14)
Combining (2.13) and (2.14) and using Lemma 2.11 yields∣∣∂γξ ∂βy [f(x, z)eiz·ξgy(z)]∣∣ = |f(x, z)| ∣∣∂γξ eiz·ξ∣∣ ∣∣∂βy gy(z)∣∣
≤ CN,x,β〈z〉−N−|γ||z||γ| ≤ CN,x,β〈z〉−N ∈ L1(Rnz )
where CN,x,β is independent of y, z, ξ ∈ Rn. Finally, an application of Lemma
2.66 ﬁnishes the proof.
With all the work done in the present section we are now in the position to
prove Lemma 2.65:
Proof of Lemma 2.65. First of all note that we have shown eξgy ∈ S(Rn) in
Remark 2.24. Due to the continuity of P : S ′(Rn) → S(Rn) the assumptions
of Theorem 2.63 hold. Hence P has the Schwartz kernel f ∈ S(Rn × Rn).
Consequently we have for every x ∈ Rn:
P (eξgy) (x) =
∫
Rn
f(x, z)eiz·ξgy(z)dz. (2.15)
Additionally one has the following connection between the diﬀerentiation with
respect to diﬀerent variables of the function gy:
Dγygy(z) = D
γ
yg(z − y) = (−1)|γ| (Dγxg) (z − y) = (−1)|γ|Dγz g(z − y)
= (−1)|γ|Dγz gy(z) for all z ∈ Rn. (2.16)
Applying Proposition 2.67, (2.15) and (2.16), we obtain for all x ∈ Rn:
Dγy
{
e−ix·ξP (eξgy)(x)
}
= e−ix·ξDγy
∫
f(x, z)eiz·ξgy(z)dz
= e−ix·ξ
∫
f(x, z)eiz·ξDγygy(z)dz = (−1)|γ|e−ix·ξ
∫
f(x, z)eiz·ξDγz gy(z)dz
= (−1)|γ|e−ix·ξP (eξDγxgy)(x).
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Together with Proposition 2.57 we get for each x ∈ Rn:
DβxD
γ
y
{
e−ix·ξP (eξgy)(x)
}
= (−1)|γ|Dβx
{
e−ix·ξP (eξDγxgy)(x)
}
= (−1)|γ|
∑
β1+β2=β
(
β
β1
)
e−ix·ξ ad(Dx)β1P
(
eξD
β2+γ
x gy
)
(x). (2.17)
On account of Corollary 2.64 the iterated commutator ad(Dx)β1P has a Schwarz
kernel fβ1 ∈ S(Rn × Rn). Using Lemma 2.21 ﬁrst and Remark 2.24 afterwards
one can show eξDβ2+γx gy ∈ S(Rn). Since (ix)α2 ∈ C∞poly(Rnx) for each α2 ∈ Nn0 , we
have (ix)α2eξDβ2+γx gy(x) ∈ S(Rnx) due to Lemma 2.17. Therefore we conclude
for every x ∈ Rn:
ad(Dx)
β1P
(
eξD
β2+γ
x gy
)
(x) =
∫
Rn
fβ1(x, z)eiz·ξDβ2+γz gy(z)dz,
ad(Dx)
β1P
(
(i.)α2eξD
β2+γ
x gy
)
(x) =
∫
Rn
fβ1(x, z)(iz)α2eiz·ξDβ2+γz gy(z)dz.
An application of the Leibniz rule and of Proposition 2.67 yields for all x ∈ Rn:
∂αξ
{
e−ix·ξ ad(Dx)β1P
(
eξD
β2+γ
x gy
)
(x)
}
=
∑
α1+α2=α
(
α
α1
){
∂α1ξ e
−ix·ξ} ∂α2ξ ∫ fβ1(x, z)eiz·ξDβ2+γz gy(z)dz
=
∑
α1+α2=α
(
α
α1
)
(−ix)α1e−ix·ξ
∫
fβ1(x, z)(iz)α2eiz·ξDβ2+γz gy(z)dz
=
∑
α1+α2=α
(
α
α1
)
(−ix)α1e−ix·ξ(ad(Dx)β1P )
(
(i.)α2eξD
β2+γ
x gy
)
(x)
= e−ix·ξ(ad(−ix)α ad(Dx)β1P )
(
eξD
β2+γ
x gy
)
(x). (2.18)
Finally, the combination of (2.17) and (2.18) ﬁnishes the proof:
∂αξD
β
xD
γ
yp(x, ξ, y) = ∂
α
ξD
β
xD
γ
y
{
e−ix·ξP (eξgy) (x)
}
= (−1)|γ|
∑
β1+β2=β
(
β
β1
)
∂αξ
{
e−ix·ξ ad(Dx)β1P
[
eξD
β2+γ
x gy
]
(x)
}
= (−1)|γ|
∑
β1+β2=β
(
β
β1
)
e−ix·ξ(ad(−ix)α ad(Dx)β1P )
(
eξD
β2+γ
x gy
)
(x)
for all x, ξ, y ∈ Rn.
Altogether, having presented the basic framework for this thesis, we are now
in the position to introduce smooth pseudodiﬀerential operators in the next chap-
ter.
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Chapter 3
Smooth Pseudodiﬀerential
Operators
Smooth pseudodiﬀerential operators have been introduced by J.J.Kohn and
L.Nirenberg, L.Hörmander and others in a natural way by rewriting the sym-
bol of a diﬀerential operator in terms of its asymptotic expansion. For a self-
contained introduction to the theory of smooth pseudodiﬀerential operators of
the class Sm1,0(Rn × Rn) we refer to the book of H.Abels [5]. An elementary
introduction to the theory of smooth pseudodiﬀerential operators is given of
X.S.Raymond in [59]. A standard reference about this topic was written by
L.Hörmander in [36]. Also e.g. R.Beals [15] and E.M. Stein [66] studied the
symbol-class Sm1,0(Rn×Rn). Additionally E.M. Stein treated some exotic symbol-
classes in [66]. As a reference for dealing with the more general Hörmander class
we mention e.g. the book of H.Kumano-Go [42].
The present chapter is mainly based on the books of H.Abels [5], H.Kumano-
Go [42] and X.S.Raymond [59] and a paper of J.Ueberberg [74]. We intro-
duce smooth pseudodiﬀerential operators with symbols of the Hörmander class
Smρ,δ(Rn×Rn) in this chapter. Mostly we restrict ourselves to the case ρ = 1 and
δ = 0. In Section 3.1 we deﬁne pseudodiﬀerential operators with smooth symbols
and their associated symbol-classes. Moreover, we show some ﬁrst properties of
pseudodiﬀerential operators there. Compositions of two pseudodiﬀerential oper-
ators are treated in Section 3.2. After that, we present a kernel representation
of smooth pseudodiﬀerential operators in Section 3.3. Finally, we focus on some
boundedness results of pseudodiﬀerential operators in Section 3.4.
3.1 Smooth Symbol-Classes
This section is devoted to the deﬁnition of smooth symbols and their associated
pseudodiﬀerential operators. Additionally we prove some ﬁrst statements for
smooth pseudodiﬀerential operators. We begin with the deﬁnition of the smooth
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symbol-class:
Deﬁnition 3.1. Let m ∈ R, N ∈ N and 0 ≤ ρ, δ ≤ 1. Then the Hörmander
class Smρ,δ(RN ×Rn) is the vector space of all smooth functions p : RN ×Rn → C
such that
|∂αξ ∂βxp(x, ξ)| ≤ Cα,β〈ξ〉m−ρ|α|+δ|β| for all x ∈ RN , ξ ∈ Rn (3.1)
holds for all α ∈ Nn0 and β ∈ NN0 . A function p ∈ Smρ,δ(RN × Rn) is called
(pseudodiﬀerential) symbol and m is called order of p. Moreover, we deﬁne
S∞ρ,δ(RN × Rn) :=
⋃
m∈R
Smρ,δ(RN × Rn) and
S−∞ρ,δ (R
N × Rn) :=
⋂
m∈R
Smρ,δ(RN × Rn).
For short we also write Smρ,δ instead of S
m
ρ,δ(Rn × Rn).
In literature the inequality (3.1) is often exchanged by
|∂αξDβxp(x, ξ)| ≤ Cα,β〈ξ〉m−ρ|α|+δ|β| for all x ∈ RN , ξ ∈ Rn.
Since just absolute values are veriﬁed, the derivatives Dβx can be exchanged by∂
β
x ,
so these inequalities are equivalent.
Using the deﬁnition of Schwartz functions and of the Hörmander class, it is
not diﬃcult to comprehend the following example, cf. e.g. [5], Example 3.3 for
i) and ii):
Example 3.2.
i) Let m ∈ R. Then q(ξ) := 〈ξ〉m ∈ Sm1,0(Rnx × Rnξ ).
ii) Let m ∈ N0 and cα ∈ C∞b (Rn) for all α ∈ Nn0 with |α| ≤ m. Then
q(x, ξ) :=
∑
|α|≤m
cα(x)ξ
α ∈ Sm1,0(Rnx × Rnξ ).
iii) S(Rnξ ) ⊆ S−∞1,0 (RNx × Rnξ ) for every N ∈ N.
In the next step we deﬁne a family of semi-norms (|.|(m)k )k∈N0 on the Hörman-
der class Smρ,δ(RN × Rn) in a natural way:
|p|(m)k := max|α|,|β|≤k supx∈RN ,ξ∈Rn
|∂αξ ∂βxp(x, ξ)|〈ξ〉−(m−ρ|α|+δ|β|), (3.2)
where p ∈ Smρ,δ(RN × Rn) and k ∈ N0 are arbitrary. It can be shown that these
semi-norms turn Smρ,δ(RN × Rn) into a Fréchet space, cf. e.g. [5], Chapter 3.
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Remark 3.3. In the literature the function 〈ξ〉 in the estimates (3.1) and (3.2)
is replaced by (1 + |ξ|) several times. This can be done without changing the
symbol-classes because of Peetre's inequality, cf. Lemma 2.4. Hence the semi-
norm (|.|(m)k )k∈N0 is equivalent to the semi-norm (|.|′(m)k )k∈N0 which is deﬁned via
|p|′(m)k := max|α|,|β|≤k supx∈RN ,ξ∈Rn
|∂αξ ∂βxp(x, ξ)|(1 + |ξ|)−(m−ρ|α|+δ|β|).
J.Ueberberg proved in [74], Lemma 2.1 the following technical lemma we will
need later for the characterization of pseudodiﬀerential operators:
Lemma 3.4. Let ϕ ∈ C∞c (Rn) be a function with ϕ(x) = 1 for |x| ≤ 12 and
ϕ(x) = 0 for |x| ≥ 1. Additionally let 0 < ε ≤ 1. We deﬁne the functions
pε : Rn × Rn → C and qε : Rn × Rn → C by
pε(x, ξ) := ϕ(εx) and qε(x, ξ) := ϕ(εξ)
for all (x, ξ) ∈ Rn × Rn. Then {pε|0 < ε ≤ 1} and {qε|0 < ε ≤ 1} are bounded
subsets of S01,0(Rn × Rn).
Proof: Let k ∈ N0 be arbitrary. Since ϕ ∈ C∞c (Rn), there is a constant Ck > 0
such that the following inequality holds:
max
|β|≤k
sup
x∈Rn
|∂βxϕ(x)| ≤ Ck. (3.3)
Additionally because of the independence of pε of ξ we know that ∂αξ ∂
β
xpε ≡ 0
for all α, β ∈ N0 with |α| 6= 0. On account of estimate (3.3) and the deﬁnition of
the semi-norms we obtain:
|pε|(0)k = max|α|,|β|≤k supx,ξ∈Rn |∂
α
ξ ∂
β
xpε(x, ξ)|〈ξ〉|α| ≤ max|β|≤k supx,ξ∈Rn |∂
β
xpε(x, ξ)|
= max
|β|≤k
sup
x∈Rn
|∂βx{ϕ(εx)}| = max|β|≤k supx∈Rn |(∂
β
xϕ)(εx) · ε|β||
≤ max
|β|≤k
sup
x∈Rn
|(∂βxϕ)(εx)| ≤ Ck,
where Ck is independent of 0 < ε ≤ 1. Hence
{pε|0 < ε ≤ 1} ⊆ S01,0 = {p ∈ C∞(Rn × Rn) : |p|(0)k <∞ for all k ∈ N0}
is bounded.
The independence of qε of x ∈ Rn provides for α, β ∈ Nn0 , |β| 6= 0 and ξ ∈ Rn:
∂αξ ∂
β
xqε(x, ξ) = 0. Using the deﬁnition of the semi-norms and ϕ ∈ S(Rn), we get
for arbitrary 0 < ε ≤ 1:
|qε|(0)k = max|α|,|β|≤k supx,ξ∈Rn{|∂
α
ξ ∂
β
xqε(x, ξ)|〈ξ〉|α|}
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= max
|α|≤k
sup
x,ξ∈Rn
{|∂αξ qε(x, ξ)|〈ξ〉|α|} ≤ max|α|≤k supξ∈Rn |∂
α
ξ {ϕ(εξ)}|〈ξ〉|α|
= max
|α|≤k
sup
ξ∈Rn
|(∂αξ ϕ)(εξ) · ε|α||〈ξ〉|α| ≤ max|α|≤k supξ∈Rn |(∂
α
ξ ϕ)(εξ)|〈εξ〉|α| ≤ Ck.
Here Ck is not dependent on 0 < ε ≤ 1. The last inequality implies the bound-
edness of {qε|0 < ε ≤ 1} as a subset of S01,0.
If u ∈ S(Rn), then uˆ ∈ S(Rn), too. Hence p(x, ξ)uˆ(ξ) ∈ S(Rnξ ) for every ﬁxed
x ∈ Rn and each symbol p ∈ Smρ,δ(Rn × Rn) with m ∈ R and 0 ≤ ρ, δ ≤ 1 due to
Lemma 2.17. Therefore f(x) :=
∫
eix·ξp(x, ξ)uˆ(ξ)ξ exists for all x ∈ Rn. One
even can check that f ∈ S(Rn), see for example [5], Section 3.1. This enables us
to deﬁne a linear operator in the following way:
Deﬁnition 3.5. For every symbol p ∈ Smρ,δ(Rn × Rn) with 0 ≤ ρ, δ ≤ 1 and
m ∈ R, we deﬁne the pseudodiﬀerential operator p(x,Dx) : S(Rn)→ S(Rn) with
the symbol p by
p(x,Dx)u(x) :=
∫
Rn
eix·ξp(x, ξ)uˆ(ξ)ξ for all u ∈ S(Rn) and x ∈ Rn.
We also write OP(p) instead of p(x,Dx). The set of all pseudodiﬀerential oper-
ators with symbols in Smρ,δ(Rn × Rn) is denoted by OPSmρ,δ(Rn × Rn).
For elements of OPSmρ,δ(Rn × Rn) we also say pseudodiﬀerential operators of
the symbol-class Smρ,δ(Rn × Rn).
We mention one well-known special case pseudodiﬀerential operators:
Example 3.6. Let m ∈ N0 and cα ∈ C∞b (Rn) for all α ∈ Nn0 with |α| ≤ m. The
associated pseudodiﬀerential operator to the symbol q of Example 3.2, ii) is
q(x,Dx) :=
∑
|α|≤m
cα(x)D
α
x .
This pseudodiﬀerential operator is a linear diﬀerential operator. Consequently
every linear diﬀerential operator, whose coeﬃcient is in C∞b (Rn), is a pseudo-
diﬀerential operator.
Every iterated commutator of a pseudodiﬀerential operator is again a pseudo-
diﬀerential operator, only the symbol-class can change, as we see in the following
remark, cf. e.g. [74], p.461:
Remark 3.7. Let m ∈ R and 0 ≤ ρ, δ ≤ 1. We assume p ∈ Smρ,δ(Rn × Rn). Then
for each α, β ∈ Nn0 the operator ad(−ix)α ad(Dx)βp(x,Dx) is a pseudodiﬀerential
operator of the class Sm−ρ|α|+δ|β|ρ,δ (Rn × Rn) with the symbol ∂αξDβxp(x, ξ).
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Proof: This claim can be proved by mathematical induction with respect to
|α| + |β|. The case |α| + |β| = 0 is trivial. We assume that the claim holds for
α, β ∈ Nn0 with |α| + |β| ≤ l, l ∈ N0. Let α, β ∈ Nn0 with |α| + |β| = l and
j ∈ {1, . . . , n} be arbitrary. Then we have to show the claim for α′ := α and
β′ := β+ej respectively α′ := α+ej and β′ := β. Due to the induction hypothesis,
P˜ := ad(−ix)α ad(Dx)βp(x,Dx) is an operator of the class OPSm−ρ|α|+δ|β|ρ,δ with
symbol p˜(x, ξ) := ∂αξD
β
xp(x, ξ). Using integration by parts and some properties
of the Fourier transformation, one can calculate for each u ∈ S(Rn) at once that
ad(−ixj)P˜ u(x) = −ixjP˜ u(x) + P˜ [ixju(x)] = (∂ξj p˜)(x,Dx)u(x),
ad(Dxj)P˜ u(x) = Dxj{P˜ u(x)} − P˜ [Dxju(x)] = (Dxj p˜)(x,Dx)u(x)
for all x ∈ Rn. Applying p˜(x, ξ) ∈ Sm−ρ|α|+δ|β|ρ,δ (Rnx × Rnξ ), we obtain
(∂ξj p˜)(x, ξ) ∈ Sm−ρ(|α|+1)+δ|β|ρ,δ (Rnx × Rnξ ) and
(Dxj p˜)(x, ξ) ∈ Sm−ρ|α|+δ(|β|+1)ρ,δ (Rnx × Rnξ ).
As a direct consequence of the previous remark, we obtain
Remark 3.8. Letm ∈ R and 0 ≤ ρ, δ ≤ 1. Moreover, let p(x), q(ξ) ∈ Smρ,δ(Rnx×Rnξ )
be two symbols. Denoting the pseudodiﬀerential operator with symbol p by P
and the pseudodiﬀerential operator with symbol q by Q, we have
ad(−ix)α ad(Dx)βP = 0 for all α, β ∈ Nn0 with |α| 6= 0,
ad(−ix)α ad(Dx)βQ = 0 for all α, β ∈ Nn0 with |β| 6= 0.
3.2 Composition of Pseudodiﬀerential Operators
An important question is whether the composition of two pseudodiﬀerential oper-
ators is a pseudodiﬀerential operator again. To answer this question, we need the
so called oscillatory integral. This special kind of integral is deﬁned on functions
of the so-called space of amplitudes which we deﬁne now:
Deﬁnition 3.9. Let m, τ ∈ R. The space of amplitudes A mτ (Rn×Rn) is the set
of all smooth functions a : Rn × Rn → C such that
|∂αη ∂βy a(y, η)| ≤ Cα,β(1 + |η|)m(1 + |y|)τ
uniformly in y, η ∈ Rn for all α, β ∈ Nn0 .
The associated sequence of monotone increasing semi-norms
|a|Amτ ,k := max|α|+|β|≤k supy,η∈Rn(1 + |η|)
−m(1 + |y|)−τ |∂αη ∂βy a(y, η)|, k ∈ N0
turn A mτ (Rn × Rn) into a Fréchet space.
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We easily can convince ourself that the space of amplitudes is not empty:
Considering arbitrary m, τ ∈ R the function a : Rn × Rn → C is deﬁned by
a(y, η) := 〈y〉τ 〈η〉m is an element of A mτ (Rn×Rn) due to Remark 2.8 and Lemma
2.4, ii). In the previous section we also treated some elements of the space of
amplitudes:
Example 3.10. For m ∈ R and l ∈ N0 we have due to the deﬁnitions of the
symbol-class, of the Schwartz space and of the space of amplitudes:
i) Sm1,0(Rn × Rn) ⊆ A m0 (Rn × Rn),
ii) S(Rny ) ⊆ A 0−l(Rny × Rnξ )
with continuous embedding.
Moreover, Deﬁnition 3.9 provides for a ∈ A mτ (Rn × Rn) with m, τ ∈ R and
for all α ∈ Nn0 :
 Dαη a(y, η), D
α
y a(y, η) ∈ A mτ (Rny × Rnη ),
 yαa(y, η) ∈ A mτ+|α|(Rny × Rnη ),
 ηαa(y, η) ∈ A m+|α|τ (Rny × Rnη ).
Now we are able to deﬁne the oscillatory integral for elements of the space of
amplitudes:
Theorem 3.11. Let m, τ ∈ R and a ∈ A mτ (Rn × Rn). Additionally we choose
an arbitrary χ ∈ S(Rn × Rn) with χ(0, 0) = 1. Then the oscillatory integral
of a deﬁned by
Os -
∫∫
e−iy·ηa(y, η)dyη := lim
ε→0
∫∫
χ(εy, εη)e−iy·ηa(y, η)dyη
exists. In particular the deﬁnition does not depend on the choice of χ. For all
l, l′ ∈ N0 with 2l > n+m and 2l′ > n+τ the oscillatory integral has the following
property:
Os -
∫∫
e−iy·ηa(y, η)dyη =
∫∫
e−iy·η〈y〉−2l′〈Dη〉2l′ [〈η〉−2l〈Dy〉2la(y, η)]dyη,
where integrand is in L1(Rn × Rn). In particular the next estimate holds:∣∣∣∣Os -∫∫ e−iy·ηa(y, η)dyη∣∣∣∣ ≤ Cm,τ |a|Amτ ,2(l+l′).
Here Cm,τ > 0 is independent of a ∈ A mτ (Rn × Rn).
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The proof of this theorem can be found for example in [5], Theorem 3.9. Note
that we also can deﬁne the oscillatory integral of functions a ∈ L1(Rn;L1(Rn))
as in the previous theorem. Applying Lebesgue's theorem, we can verify that
Os -
∫∫
e−iy·ηa(y, η)dyη =
∫∫
e−iy·ηa(y, η)dyη. (3.4)
As an ingredient for the characterization of non-smooth pseudodiﬀerential
operators in Section 5.4 the next technical remark is needed:
Remark 3.12 (Inversion formula). Let u ∈ C∞b (Rn) and x ∈ Rn. Then the
function (y, η) 7→ a(y, η) = eix·ηu(y) is an element of A00(Rny × Rnη ) and the
inversion formula holds:
Os -
∫∫
ei(x−y)·ηu(y)dyη = u(x).
For the proof we refer to [5], Example 3.11.
Next we turn to the main topic of the present section: Is the composition of
two pseudodiﬀerential operators again a pseudodiﬀerential operator? An answer
has been given for example in [5], Theorem 3.16:
Theorem 3.13. Let pj ∈ Smj1,0 (Rn × Rn), mj ∈ R for j ∈ {1, 2}. Then there is
a symbol p1#p2 ∈ Sm1+m21,0 (Rn × Rn) such that
p1(x,Dx)p2(x,Dx) = (p1#p2)(x,Dx).
Moreover, if p1(x,Dx) is a diﬀerential operator of the order m1 ∈ N0 with coef-
ﬁcients in C∞b (Rn), then
(p1#p2)(x, ξ) =
∑
|α|≤m1
1
α!
∂αξ p1(x, ξ)D
α
xp2(x, ξ) for all x, ξ ∈ Rn.
3.3 Kernel Representation of a Pseudodiﬀerential
Operator
The present section is devoted to the kernel representation of smooth pseudo-
diﬀerential operators, cf. e.g. [5], Chapter 5.4. This turned out to be an im-
portant tool for dealing with smooth pseudodiﬀerential operators. Making use
of this kernel representation allows us to prove the boundedness of a smooth
pseudodiﬀerential operator between certain Bessel potential spaces. Details can
be found in Section 3.4.
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Theorem 3.14. Let p ∈ Sm1,0(Rn × Rn) with m ∈ R. Then there is a smooth
function k : Rn × (Rn\{0})→ C such that for all u ∈ S(Rn) we have
p(x,Dx)u(x) =
∫
k(x, x− y)u(y)dy for all x /∈ supp u.
If the symbol p just depends on the second variable ξ, then the kernel k is in-
dependent of the ﬁrst variable. Moreover, for every α, β ∈ Nn0 and N ∈ N0 the
kernel k satisﬁes
|∂βx∂αz k(x, z)| ≤
 Cα,β,N |z|
−n−m−|α|〈z〉−N if n+m+ |α| > 0,
Cα,β,N(1 + |log |z||)〈z〉−N if n+m+ |α| = 0,
Cα,β,N〈z〉−N if n+m+ |α| < 0
uniformly in x, z ∈ Rn, z 6= 0.
We refer e.g. to [5], Theorem 5.12 for the proof.
To conclude, this theorem gives a good estimate of the kernel of a smooth
pseudodiﬀerential operator oﬀ the diagonal.
3.4 Boundedness on Diﬀerent Function Spaces
Being linear and bounded as a map between diﬀerent function spaces is an im-
portant property of pseudodiﬀerential operators. Here we present boundedness
results on Hölder spaces, on Bessel potential spaces, on the Schwartz space and
on its dual space. Making use of these results, we are able to prove a character-
ization of the Bessel potential spaces.
To begin with, we treat the boundedness of pseudodiﬀerential operators on
Schwartz spaces. For the proof see e.g. [5], Theorem 3.6.
Theorem 3.15. Let p ∈ Sm1,0(Rn × Rn) with m ∈ R, be a pseudodiﬀerential
symbol. Then
p(x,Dx) : S(Rn)→ S(Rn)
is a bounded mapping. More precisely, for every k ∈ N0 there is a constant
Ck > 0 such that
|p(x,Dx)f |k,S ≤ Ck|p|(m)k |f |m˜,S for all f ∈ S(Rn),
where m˜ := max{0,m+2(n+1)+k} if m ∈ Z and m˜ := max{0, bmc+2n+3+k}
else.
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Up to now, pseudodiﬀerential operators are just deﬁned as linear maps from
S(Rn) to S(Rn). Our next goal is to extend pseudodiﬀerential operators to linear
maps from S ′(Rn) to S ′(Rn). This purpose can be reached using a duality argu-
ment. For this we need to know that the adjoint operator of a pseudodiﬀerential
operator is a pseudodiﬀerential operator again as stated in the following lemma.
Lemma 3.16. Let p ∈ Sm1,0(Rn × Rn) with m ∈ R. Then the adjoint operator
p(x,Dx)
∗ : S(Rn)→ S(Rn) deﬁned by
(p(x,Dx)u, v)L2(Rn) = (u, p(x,Dx)
∗v)L2(Rn) for all u, v ∈ S(Rn)
is a pseudodiﬀerential operator with symbol
p∗(x, ξ) = Os -
∫∫
e−iy·ηp(x+ y, ξ + η)dyη ∈ Sm1,0(Rnx × Rnξ ).
We refer to [5], Corollary 3.34 for the proof.
The previous lemma enables us to extend the deﬁnition of pseudodiﬀerential
operators to linear maps from S ′(Rn) to S ′(Rn):
Deﬁnition 3.17. Let p ∈ Sm1,0(Rn × Rn) with m ∈ R. Then we deﬁne the
pseudodiﬀerential operator p(x,Dx) : S ′(Rn)→ S ′(Rn) by
〈p(x,Dx)u, v〉S′;S := 〈u, p(x,Dx)∗v〉S′;S
for all u ∈ S ′(Rn), v ∈ S(Rn).
For functions u ∈ S(Rn) the previous deﬁnition of p(x,Dx)u coincides with
our ﬁrst deﬁnition of this term, cf. Deﬁnition 3.5. This is shown for example in
[5], Section 3.8.
Due to the previous deﬁnition we know that an application of pseudodiﬀeren-
tial operators on functions belonging to the Bessel potential space is possible.
The boundedness of pseudodiﬀerential operators as maps between two Bessel
potential spaces is treated in the next theorem:
Theorem 3.18. Let m ∈ R, p ∈ Sm1,0(Rn × Rn) and 1 < q <∞. Then p(x,Dx)
extends to a bounded linear operator
p(x,Dx) : H
s+m
q (Rn)→ Hsq (Rn) for all s ∈ R.
More precisely, there are some Cs,m,q > 0 and k ∈ N0, independent of p, such
that
‖p(x,Dx)‖L (Hs+mq ,Hsq ) ≤ Cs,m,q|p|
(m)
k for all s ∈ R.
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For the proof we refer to e.g. [5], Theorem 5.20 and Remark 5.21.
The previous theorem enables us to prove a characterization of the Bessel
potential spaces. The last missing piece towards this result is the following
proposition:
Proposition 3.19. Let 1 < p < ∞ and s < 0. We assume a partition of unity
(ψj)j∈Zn ⊆ C∞c (Rn) with the following property:
ψj(x) = ψ0(x− j) for all x ∈ Rn and j ∈ Zn.
Such a partition of unity exists due to Lemma 2.15. Then for all α ∈ Nn0 with
|α| ≤ −bsc we have
‖[∂αx , ψj]f‖Hsp ≤ C‖f‖Hs−bscp for all f ∈ H
s−bsc
p (Rn), (3.5)
where C is independent of j ∈ Zn and of f ∈ Hs−bscp (Rn).
Proof: Let α, β ∈ Nn0 with |α| ≥ 1 be arbitrary. Then we get for all j ∈ Zn and
all x, ξ ∈ Rn:
 |∂αξ ∂βxψj(x)| = 0 ≤ Cα,β〈ξ〉−|α|,
 |∂βxψj(x)| = |(∂βxψ0)(x− j)| ≤ Cβ.
Since Cα,β and Cβ are independent of j ∈ Zn and x, ξ ∈ Rn, the previous
inequalities imply the boundedness of {ψj}j∈Zn ⊆ S01,0(Rn×Rn). Now let α ∈ Nn0
with |α| ≤ −bsc be arbitrary. Then ∂αx is a pseudodiﬀerential operator with
symbol (iξ)α ∈ S|α|1,0(Rn × Rn). An application of Theorem 3.18 provides for all
f ∈ Hs−bscp (Rn):
‖[∂αx , ψj]f‖Hsp ≤ ‖∂αx (ψjf)‖Hsp + ‖ψj(∂αx f)‖Hsp
≤ C‖ψjf‖Hs+|α|p + C‖∂
α
x f‖Hsp ≤ C‖f‖Hs+|α|p ≤ C‖f‖Hs−bscp .
Here the constant C is independent of j ∈ Zn and f ∈ Hs−bscp (Rn).
With the previous proposition at hand, we are able to check the next char-
acterization of Bessel potential spaces. This characterization already exists for
Bessel potential spaces of the order s ≥ 0. For the proof see for example [54],
Theorem 1.3.
Proposition 3.20. Let 1 < p <∞ and s ∈ R. Moreover, let (ψj)j∈Zn ⊆ C∞c (Rn)
be a partition of unity with the properties:
 ψ0(x) = 1 for all x ∈ [0, 1]n,
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 ψj(x) = ψ0(x− j) for all x ∈ Rn and j ∈ Zn.
Such a partition of unity exists due to Lemma 2.15. Then we obtain the following
norm equivalence:
‖f‖Hsp(Rn) '
(∑
j∈Zn
‖ψjf‖pHsp(Rn)
)1/p
Proof: The case s ≥ 0 follows directly from [54], Theorem 1.3. Therefore let
s < 0 be arbitrary. First of all we show
‖f‖Hsp(Rn) ≤ C
(∑
j∈Zn
‖ψjf‖pHsp(Rn)
)1/p
(3.6)
by duality. Let f ∈ Hsp(Rn) and g ∈ H−sq (Rn) with 1/p + 1/q = 1 be arbitrary.
Moreover, we deﬁne ηj : Rn → C for all j ∈ Zn by
η0 =
∑
k∈Z
ψk, where Z := {k ∈ Zn : supp ψ0 ∩ supp ψk 6= ∅}
and ηj(x) := η0(x− j) for all x ∈ Rn and j ∈ Zn. An application of the partition
of unity and Hölder's inequality for sequence spaces ﬁrst and the case −s > 0
afterwards provides∣∣∣〈f, g〉Hsp ;H−sq ∣∣∣ ≤∑
j∈Zn
∣∣∣〈ψjf, g〉Hsp ;H−sq ∣∣∣ = ∑
j∈Zn
∣∣∣〈ηjψjf, g〉Hsp ;H−sq ∣∣∣
=
∑
j∈Zn
∣∣∣〈ψjf, ηjg〉Hsp ;H−sq ∣∣∣ ≤∑
j∈Zn
‖ψjf‖Hsp‖ηjg‖H−sq
≤
(∑
j∈Zn
‖ψjf‖pHsp
)1/p(∑
j∈Zn
‖ηjg‖qH−sq
)1/q
≤ Cq,Z
(∑
j∈Zn
‖ψjf‖pHsp
)1/p(∑
j∈Zn
‖ψjg‖qH−sq
)1/q
≤ Cq,Z
(∑
j∈Zn
‖ψjf‖pHsp
)1/p
‖g‖H−sq .
Consequently we get (3.6) by duality:
‖f‖Hsp = sup‖g‖
H−sq
≤1
∣∣∣〈f, g〉Hsp ;H−sq ∣∣∣ ≤ Cq,Z
(∑
j∈Zn
‖ψjf‖pHsp
)1/p
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for all f ∈ Hsp(Rn). Thus it remains to check for each f ∈ Hsp(Rn):(∑
j∈Zn
‖ψjf‖pHsp
)1/p
≤ C‖f‖Hsp . (3.7)
We deﬁne the functions ηj for every j ∈ Zn as before and m := −bsc. Ad-
ditionally we choose an arbitrary f ∈ Hsp(Rn). The existence of some func-
tions gα ∈ Hs−bscp (Rn), α ∈ Nn0 with |α| ≤ m, fulﬁlling the two properties
f =
∑
|α|≤m ∂
α
x gα and
∑
|α|≤m ‖gα‖Hs−bscp ≤ C‖f‖Hsp was veriﬁed in Lemma 2.49.
Together with Proposition 3.19 and ηj ≡ 1 on supp ψj we obtain
‖ψjf‖pHsp ≤
∑
|α|≤m
‖ψj∂αx gα‖pHsp =
∑
|α|≤m
‖ψj∂αx {gαηj}‖pHsp
≤
∑
|α|≤m
{‖∂αx {ψjgαηj}‖Hsp + ‖[∂αx , ψj](gαηj)‖Hsp}p
≤
∑
|α|≤m
{
‖∂αx {ψjgα}‖Hsp + C‖gαηj‖Hs−bscp
}p
≤
∑
k∈Z+j
∑
|α|≤m
{
‖∂αx {ψkgα}‖Hsp + C‖gαψk‖Hs−bscp
}p
.
On account of ∂αx ∈ OPS|α|1,0(Rn × Rn), Theorem 3.18 yields the boundedness of
∂αx : H
s−bsc
p (Rn) → H−|α|+s−bscp (Rn) ⊆ Hsp(Rn). Hence the previous inequality
can be estimated by
‖ψjf‖pHsp ≤
∑
k∈Z+j
∑
|α|≤m
{
‖∂αx {ψkgα}‖Hsp + C‖gαψk‖Hs−bscp
}p
≤ C
∑
k∈Z+j
∑
|α|≤m
‖ψkgα‖p
H
s−bsc
p
.
Using the case s ≥ 0 again provides (3.7):∑
j∈Zn
‖ψjf‖Hsp ≤ C
∑
j∈Zn
∑
k∈Z+j
∑
|α|≤m
‖ψkgα‖p
H
s−bsc
p
≤ C
∑
|α|≤m
∑
j∈Zn
‖ψjgα‖p
H
s−bsc
p
≤ C
∑
|α|≤m
‖gα‖p
H
s−bsc
p
≤ C‖f‖Hsp .
Additionally pseudodiﬀerential operators are linear and bounded as maps
between two Hölder-Zygmund spaces. This has been proved for example in [5],
Theorem 6.19.
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Theorem 3.21. Let m ∈ R and p ∈ Sm1,0(Rn × Rn). Then p(x,Dx) extends to a
bounded linear operator
p(x,Dx) : C
s+m
∗ (Rn)→ Cs∗(Rn) for all s > 0 with s+m > 0.
If the symbol p is an element of S−∞1,0 (Rn × Rn), we even get the next result:
Corollary 3.22. For p ∈ S−∞1,0 (Rn × Rn) we have
p(x,Dx) : S ′(Rn)→ C∞poly(Rn) ⊆ C∞(Rn).
X.S. Raymond proved this corollary in [59], Corollary 3.8. We even are able
to show the continuity of p(x,Dx) : S ′(Rn) → C∞(Rn) for symbols p being in
the class S−∞1,0 (Rn × Rn). This is the topic of the next lemma:
Lemma 3.23. We consider C∞(Rn) as a Fréchet space with the semi-norms
(|.|m,K)m∈N0,K⊆Rn compact, where
|f |m,K := sup
|α|≤m
sup
x∈K
|∂αx f(x)| for all f ∈ C∞(Rn).
Assuming p ∈ S−∞1,0 (Rn × Rn) provides the continuity of the map
p(x,Dx) : S ′(Rn)→ C∞(Rn).
The proof of this lemma is based on the main idea of the proof of [59], Corol-
lary 3.8.
Additionally we need the next remark:
Remark 3.24. For any polynomial p and each symbol a ∈ S∞1,0(Rn×Rn), one has
for all x ∈ Rn, u ∈ S ′(Rn):
a(x,Dx)[pu](x) =
∑
β∈Nn0
1
β!
(
Dβxp(x)
) (
∂βξ a
)
(x,Dx)u(x).
This remark has been proved for example in [59], Example 3.5.
With this remark at hand, we are able to show Lemma 3.23:
Proof of Lemma 3.23: On account of Corollary 3.22, p(x,Dx) maps S ′(Rn) to
C∞(Rn). Hence it remains to show the continuity of this operator. Due to
Remark 2.28, Corollary 1 of page 154 in [62] and Lemma 8.3 in [62], Chapter
II we just have to show the convergence of (p(x,Dx)ul)l∈N in C
∞(Rn) for each
convergent sequence (ul)l∈N in S ′(Rn). For this purpose we choose an arbitrary
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sequence (ul)l∈N ⊆ S ′(Rn), which converges to u ∈ S ′(Rn). Applying Proposition
2.29, there is a κ ∈ N and a constant C > 0 such that
|〈u, ϕ〉S′;S | ≤ C|ϕ|κ,S and |〈ul, ϕ〉S′;S | ≤ C|ϕ|κ,S for all l ∈ N, ϕ ∈ S(Rn).
Due to Proposition 2.48, there is an N ∈ N with the property
v(x) := (1 + |x|2)−Nu(x) ∈ H−N2 (Rnx) and
vl(x) := (1 + |x|2)−Nul(x) ∈ H−N2 (Rnx)
for every l ∈ N. We deﬁne the symbol bα := ξα#p for every α ∈ Nn0 as in
Theorem 3.13. Then we can write for all l ∈ N:
Dαx [p(x,Dx)ul] = bα(x,Dx)ul and D
α
x [p(x,Dx)u] = bα(x,Dx)u.
Here ξα ∈ S|α|1,0(Rn × Rn) because of Example 3.2, ii). Since p ∈ S−∞1,0 (Rn × Rn),
we arise from Theorem 3.13 that bα ∈ S−∞1,0 (Rn × Rn). Consequently ∂βξ bα is an
element of S−∞1,0 (Rnx × Rnξ ) for each β ∈ Nn0 . Therefore the deﬁnition of v and
Remark 3.24 provides for all x ∈ Rn:
bα(x,Dx)u(x) = bα(x,Dx)
[
(1 + |x|2)Nv] (x)
=
∑
|β|≤2N
1
β!
Dβx(1 + |x|2)N(∂βξ bα)(x,Dx)v(x).
In the same way one gets for every l ∈ N and for all x ∈ Rn:
bα(x,Dx)ul(x) =
∑
|β|≤2N
1
β!
Dβx(1 + |x|2)N(∂βξ bα)(x,Dx)vl(x).
Now we choose m ∈ Z such that −N −m− n
2
> 0. Since ∂βξ bα ∈ S−∞1,0 (Rn ×Rn)
we in particular have ∂βξ bα ∈ Sm1,0(Rn × Rn). On account of Theorem 3.18 we
obtain that (∂βξ bα)(x,Dx) is an element of L (H
−N
2 , H
−N−m
2 ).
Next we show the weak convergence of the sequence (vl)l∈N to v in H−N2 (Rn).
Let ψ ∈ S(Rn) be arbitrary. Then the deﬁnition of vl provides:
〈vl, ψ〉H−N2 ;HN2 = 〈vl, ψ〉S′;S = 〈(1 + |x|
2)−Nul, ψ〉S′;S = 〈ul, (1 + |x|2)−Nψ〉S′;S
l→∞−−−→ 〈u, (1 + |x|2)−Nψ〉S′;S = 〈v, ψ〉S′;S = 〈v, ψ〉H−N2 ;HN2 . (3.8)
In view of Proposition 2.29, we can apply Proposition 2.48 and get for all l ∈ N
|〈vl, ψ〉H−N2 ;HN2 | = |〈vl, ψ〉S′;S | ≤ C‖ψ‖HN2 (Rn) for all ψ ∈ S(R
n), (3.9)
where C is not dependent on l ∈ N. Now we choose an arbitrary ϕ ∈ HN2 (Rn).
Since S(Rn) is dense in HN2 (Rn), as we have seen in Lemma 2.43, there is a
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sequence (ϕk)k∈N ⊆ S(Rn), which converges to ϕ. The inequality (3.9) yields
|〈vl, ϕk〉H−N2 ;HN2 | ≤ C‖ϕk‖HN2 (Rn) for all l, k ∈ N. If k converges to ∞, the last
inequality implies
|〈vl, ϕ〉H−N2 ;HN2 | ≤ C‖ϕ‖HN2 (Rn) for all l ∈ N. (3.10)
Combining (3.8) and (3.10), we have for all k ∈ N:
|〈vl − v, ϕ〉H−N2 ;HN2 | ≤ |〈vl − v, ϕk〉H−N2 ;HN2 |+ |〈vl − v, ϕ− ϕk〉H−N2 ;HN2 |
≤ |〈vl − v, ϕk〉H−N2 ;HN2 |+ C‖ϕ− ϕk‖HN2
l→∞−−−→ C‖ϕ− ϕk‖HN2 .
Consequently we get, if k converges to ∞:
〈vl, ϕ〉H−N2 ;HN2
l→∞−−−→ 〈v, ϕ〉H−N2 ;HN2 .
Hence the sequence (vl)l∈N converges weakly to v. Since (∂
β
ξ bα)(x,Dx) is an
element of L (H−N2 , H
−N−m
2 ), we obtain for every α, β ∈ Nn0 :
(∂βξ bα)(x,Dx)vl ⇀ (∂
β
ξ bα)(x,Dx)v in H
−N−m
2 (Rn) if l→∞. (3.11)
Now let Ω ⊆ Rn be an arbitrary open and bounded set. Then the embedding
theorem from Sobolev spaces in Hölder spaces, cf. e.g. [8], Theorem 8.13, im-
plies the continuous embedding H−N−m2 (Ω) ⊆ Cτ (Ω) if τ /∈ Z with the property
0 < τ ≤ −N −m − n
2
. Additionally the embedding theorem in Hölder spaces,
which could be found e.g. in [8], Theorem 8.6, provides the compactness of the
embedding Cτ (Ω) ⊆ C0(Ω). The composition of a compact and a continuous
embedding is compact again. Hence we also get the compactness of the embed-
ding H−N−m2 (Ω) ⊆ C0(Ω). Let us recall that C0(Rn) is a Fréchet space with
the semi-norms (‖.‖C0(Ωi))i∈N, where Ωi ⊆ Rn is an open and bounded set with
Ωi ⊆ Ωi+1 for all i ∈ N and
⋃∞
i=1 Ωi = Rn. Hence we obtain the compactness of
the embedding H−N−m2 (Rn) ⊆ C0(Rn). Compact mappings map weak conver-
gent sequences to strong convergent sequences. Therefore (3.11) implies for each
α, β ∈ Nn0 :
(∂βξ bα)(x,Dx)vl
l→∞−−−→ (∂βξ bα)(x,Dx)v in C0(Rn).
An application of this convergence gives us for every α ∈ Nn0 and all x ∈ Rn:
bα(x,Dx)ul(x) =
∑
|β|≤2N
1
β!
Dβx(1 + |x|2)N(∂βξ bα)(x,Dx)vl(x)
l→∞−−−→
∑
|β|≤2N
1
β!
Dβx(1 + |x|2)N(∂βξ bα)(x,Dx)v(x) = bα(x,Dx)u(x)
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in C0(Rnx). The chosen topology of C∞(Rn) implies the statement of the lemma:
p(x,Dx)ul
l→∞−−−→ p(x,Dx)u in C∞(Rn).
With this lemma at hand, we are able to show the continuity of a special kind
of pseudodiﬀerential operator, which is called smoothing operator, as a map from
S ′(Rn) to C∞(Rn), cf. [74], Lemma 2.1:
Lemma 3.25. Let ϕ ∈ C∞c (Rn) be a function which satisﬁes ϕ(x) = 1 for |x| ≤ 12
and ϕ(x) = 0 for |x| ≥ 1. Additionally let 0 < ε ≤ 1. We deﬁne qε : Rn×Rn → C
via
qε(x, ξ) := ϕ(εξ)
for all (x, ξ) ∈ Rn × Rn. Then qε(Dx) : S ′(Rn)→ C∞(Rn) is continuous.
Proof: On account of Example 3.2, ii), we have each ﬁxed ε ∈ (0, 1]:
ϕ(εξ) ∈ C∞c (Rnξ ) ⊆ S(Rnξ ) ⊆ S−∞1,0 (Rnx × Rnξ ).
Then we get the lemma by applying Lemma 3.23.
We will use this result in order to get a characterization of non-smooth
pseudodiﬀerential operators with coeﬃcients in the Hölder spaces.
This closes this section and also the chapter. Beyond the composition of
two smooth pseudodiﬀerential operators and the kernel representation we pre-
sented some boundedness results of smooth pseudodiﬀerential operators. All
these statements will serve as ingredients for later derivations.
Chapter 4
Non-Smooth Pseudodiﬀerential
Operators
Beyond the theory of smooth pseudodiﬀerential operators also a theory for non-
smooth pseudodiﬀerential operators has been developed during the last 40 years.
Making use of the technique of non-smooth pseudodiﬀerential operators, many
interesting results in the ﬁeld of nonlinear partial diﬀerential equations have
already been investigated, cf. e.g. [3], [7], [67] and the references given there.
The purpose of this chapter is to introduce and prove results concerning
non-smooth pseudodiﬀerential operators which will serve as ingredients for the
characterization of non-smooth pseudodiﬀerential operators and the spectral in-
variance in Chapter 5 and Chapter 6.
As in the smooth case, we start with the introduction of the non-smooth
symbol-classes needed later on and their associated non-smooth pseudodiﬀeren-
tial operators in Section 4.1. The main goals in this context are to prove a kernel
representation, cf. Section 4.5, and to investigate the most important mapping
properties of non-smooth pseudodiﬀerential operators, cf. Section 4.4. More-
over, we treat the composition of two non-smooth pseudodiﬀerential operators
in Section 4.3. In contrast to the smooth case the composition of non-smooth
pseudodiﬀerential operators is in general not a pseudodiﬀerential operator with
the same regularity with respect to its coeﬃcients. However, we are able to show
an asymptotic expansion for the composition of non-smooth pseudodiﬀerential
operators. In the smooth case the oscillatory integral serves as an auxiliary tool
for many purposes. It is well-deﬁned for all functions in the space of amplitudes.
Hence the topic of Section 4.2 is to extend the space of amplitudes to non-smooth
functions such that the oscillatory integral is well-deﬁned for all functions of this
extension. We make sure of the fact that the properties of the oscillatory inte-
gral even hold for these functions. While verifying the characterization of smooth
pseudodiﬀerential operators, one is confronted with the task to reduce a double
symbol to a single symbol. Since we want to reuse the main idea of the smooth
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case in order to obtain a characterization of non-smooth pseudodiﬀerential op-
erators, it remains to introduce non-smooth double symbols in Section 4.6.
4.1 Non-Smooth Symbol-Classes
The present section serves to give an overview of the non-smooth symbol-classes
needed in this work. We start with the most common non-smooth symbol-class
with coeﬃcients in the Hölder spaces in Subsection 4.1.1. Our next goal is to de-
ﬁne a speciﬁc subclass of this non-smooth symbol-class. Hence we introduce the
uniformly local Sobolev spaces in Subsection 4.1.2. We also want to present the
basic properties of these spaces in this subsection. After that we are in the posi-
tion to deﬁne non-smooth symbols with coeﬃcients in an uniformly local Sobolev
space in Subsection 4.1.3. In Chapter 6 we also prove the spectral invariance of
pseudodiﬀerential operators with coeﬃcients in Sobolev spaces. Therefore Sub-
section 4.1.4 is devoted to the non-smooth symbol-class with coeﬃcients in Bessel
potential spaces.
However, beyond the non-smooth symbol-classes we have already mentioned
there are a lot of other non-smooth symbol-classes. For every Banach space X,
fulﬁlling C∞c (Rn) ⊆ X ⊆ C0(Rn), we can deﬁne the non-smooth symbol-class
XSmρ,δ(Rn × Rn). This is done in e.g. [67], Section 1.1 for the case ρ = 1 and
δ = 0. But, since we already list up all non-smooth symbol-classes needed in this
work, we refer to the above-mentioned book for further studies.
In applications to partial diﬀerential equations many pseudodiﬀerential op-
erators are classical ones. Hence the restriction to the so-called classical pseudo-
diﬀerential operators is not a big disadvantage. However, working with classi-
cal pseudodiﬀerential operators is mostly much easier. Consequently classical
symbol-classes are treated in Subsection 4.1.5.
4.1.1 Non-Smooth Symbol-Classes with Coeﬃcients in Cm˜,τ
For the ﬁrst time, non-smooth pseudodiﬀerential operators with coeﬃcients in
the Hölder spaces were treated by H.Kumano-Go and M.Nagase [43] in 1978. We
warmly recommend e.g. [69] and [67] for a good summary of results concerning
non-smooth pseudodiﬀerential operators of the class Cm,sSm˜1,0(Rn × Rn). Non-
smooth symbol-classes with coeﬃcients in the Hölder spaces, which are even
non-smooth in ξ, were investigated by J.D.Alvarez-Alonso and A.P.Calderon
in [10], by R.R.Coifman and Y.Meyer in [23] and by J.Marschall in [53]. The
present subsection is mainly based on [53] and [67].
After the introduction of the non-smooth symbol-class with coeﬃcients in
Hölder spaces or in Hölder-Zygmund spaces we establish a link to the smooth
symbol-classes. Moreover, we verify some technical statements before deﬁning
the associated pseudodiﬀerential operator to a non-smooth symbol.
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To begin with, we deﬁne the non-smooth symbol-class with coeﬃcients in
Hölder spaces or in Hölder-Zygmund spaces:
Deﬁnition 4.1. Let 0 < s ≤ 1, m ∈ N0 and m˜ ∈ R. Additionally let Xm,s
be either Cm,s or Cm+s∗ . Furthermore, let 0 ≤ ρ, δ ≤ 1, M ∈ N0 ∪ {∞} and
N ∈ N. Then the symbol-class Xm,sSm˜ρ,δ(Rn ×RN ;M) is the set of all functions
p : Rnx × RNξ → C such that
i) ∂βxp(x, .) ∈ CM(Rn) for all x ∈ Rn,
ii) ∂βx∂
α
ξ p ∈ C0(Rnx × RNξ ),
iii) |∂αξ p(x, ξ)| ≤ Cα〈ξ〉m˜−ρ|α| for all ξ ∈ RN and x ∈ Rn,
iv) ‖∂αξ p(., ξ)‖Xm,s(Rn) ≤ Cα〈ξ〉m˜−ρ|α|+δ(m+s) for all ξ ∈ RN
holds for all α ∈ NN0 with |α| ≤ M and for each β ∈ Nn0 with |β| ≤ m, where
Cα is independent of ξ ∈ RN and x ∈ Rn. The function p is called (non-smooth)
pseudodiﬀerential symbol or just (non-smooth) symbol and m˜ is called order of p.
IfM =∞, the symbols are smooth in ξ. In this case we write Xm,sSm˜ρ,δ(Rn×RN)
instead of Xm,sSm˜ρ,δ(Rn × RN ;∞).
Now we deﬁne for all k ∈ N with k ≤M the semi-norms
|a|(m˜)k := sup
ξ∈RN
max
|α|≤k
‖∂αξ p(., ξ)‖Xm,s(Rn)〈ξ〉−m˜+ρ|α|−δ(m+s)
for all a ∈ Xm,sSm˜ρ,δ(Rn × RN ;M). Equipped with the family of semi-norms
(|.|(m˜)k )k∈{0,...,M} the symbol-class Xm,sSm˜ρ,δ(Rn × RN ;M) is a topological vector
space.
Note that condition iii) is a consequence of condition iv) in the case δ = 0.
Due to Cm,s = Cm+s∗ for all s ∈ (0, 1), we obtain
Cm,sSm˜ρ,δ(Rn × RN ;M) = Cm+s∗ Sm˜ρ,δ(Rn × RN ;M)
if s 6= 1. These symbol-classes are not empty as we see in the next remark:
Remark 4.2. Let 0 < s ≤ 1, m ∈ N0 and m˜ ∈ R. Moreover, let N ∈ N,
M ∈ N0 ∪ {∞} and 0 ≤ ρ, δ ≤ 1. Then we have
Sm˜ρ,δ(Rn × RN) ⊆ Cm,sSm˜ρ,δ(Rn × RN ;M).
Proof: The deﬁnition of the smooth symbol-class implies the conditions i)-iii)
of the previous deﬁnition. Thus it remains to verify condition iv). Let α ∈ NN0
with |α| ≤ M and ξ ∈ RN be arbitrary. Deﬁning θ := m+s
m+1
, an application of
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Lemma 2.41 in the case s < 1 and Lemma 2.38 else provides the existence of a
constant Cα such that
‖∂αξ a(., ξ)‖Cm,s ≤ ‖∂αξ a(., ξ)‖1−θC0b ‖∂
α
ξ a(., ξ)‖θCm+1b
≤ Cα〈ξ〉(m˜−ρ|α|)(1−θ) max|β|≤m+1 ‖∂
β
x∂
α
ξ a(., ξ)‖θC0b ≤ Cα〈ξ〉
m˜−ρ|α|+δ(m+s)
for all ξ ∈ RN .
There is also a certain ordering with respect to the order of the coeﬃcients
of the symbols:
Remark 4.3. Let τ1 > τ2 > 0 and m˜ ∈ R. Moreover, let N ∈ N, M ∈ N0 ∪ {∞}
and 0 ≤ ρ, δ ≤ 1. Then
Cτ1Sm˜ρ,δ(Rn × RN ;M) ⊆ Cτ2Sm˜ρ,δ(Rn × RN ;M)
Proof: Similarly to the proof of Remark 4.2 we get the claim by using the
deﬁnition of the symbol-classes and Lemma 2.41.
In the literature p is also called non-regular symbol instead of non-smooth
symbol. During this work, we always work with the usual case n = N . In order
to illustrate that the non-smooth symbol-class contains also non-smooth symbols
which are not smooth, we give an example for such a non-smooth symbol:
Example 4.4. Let 0 < s ≤ 1, m ∈ N0 and m˜ ∈ R. Additionally let 0 ≤ ρ, δ ≤ 1.
If a ∈ Cm,s(Rn) and p(ξ) ∈ Sm˜ρ,δ(Rnx × Rnξ ), we obtain
a(x)p(ξ) ∈ Cm,sSm˜ρ,δ(Rnx × Rnξ ).
Proof: Let α ∈ Nn0 be arbitrary. Since the conditions i) and ii) of the deﬁnition
hold obviously, we just have to verify the conditions iii) and iv). On account
of p being an element of Sm˜ρ,δ(Rn × Rn) there is a constant Cα, independent of
x, ξ ∈ Rn, such that we have for all ξ ∈ Rn:
‖∂αξ [a(x)p(ξ)]‖Cm,s(Rnx) = ‖a‖Cm,s|∂αξ p(ξ)| ≤ Cα〈ξ〉m−ρ|α| ≤ Cα〈ξ〉m−ρ|α|+δ(m+s).
Hence condition iv) is true. In the same way we obtain condition iii) due to the
continuous embedding of C0b (Rn) ⊆ Cm,s(Rn):
|∂αξ [a(x)p(ξ)]| = |a(x)||∂αξ p(ξ)| ≤ Cα‖a‖Cm,s〈ξ〉m−ρ|α| ≤ Cα〈ξ〉m−ρ|α|
for all x, ξ ∈ Rn. Here Cα is independent of x, ξ ∈ Rn.
Now we take a look at Deﬁnition 4.1 again: The partial derivatives ∂βx∂
α
ξ p of
the non-smooth symbol p are well-deﬁned since the theorem of Schwarz enables
us to change the derivatives:
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Lemma 4.5. Let N ∈ N, m ∈ N0, M ∈ N0 ∪ {∞}, 0 < s ≤ 1, m˜ ∈ R
and 0 ≤ ρ, δ ≤ 1. Furthermore, let p ∈ Cm,sSm˜ρ,δ(Rn × RN ;M). Then for all
α1, . . . , αl ∈ NN0 and β1, . . . , βl ∈ Nn0 with |α1| + |β1| = 1, . . . , |αl| + |βl| = 1,
|α1 + . . .+ αl| ≤M and |β1 + . . .+ βl| ≤ m we get
∂α1ξ ∂
β1
x . . . ∂
αl
ξ ∂
βl
x p = ∂
αpi(1)
ξ ∂
βpi(1)
x . . . ∂
αpi(l)
ξ ∂
βpi(l)
x p
for each permutation pi : {1, . . . , l} → {1, . . . , l}.
Proof: The claim is a consequence of Schwarz's theorem and condition ii) of the
deﬁnition of the symbols.
Our next goal is to establish a link between smooth and non-smooth symbol-
classes. We already know that smooth symbols are elements of some non-smooth
symbol-classes. However, each function that is an element of every non-smooth
symbol-class, whose coeﬃcients are in a Hölder space, is a smooth symbol. This
is the topic of the next remark.
Remark 4.6. Let m˜ ∈ R, N ∈ N and 0 ≤ ρ, δ ≤ 1. Then
Sm˜ρ,δ(Rn × RN) =
⋂
m∈N0
0<s≤1
Cm,sSm˜ρ,δ(Rn × RN).
Proof: Due to Remark 4.2 it remains to show
A :=
⋂
m∈N0
0<s≤1
Cm,sSm˜ρ,δ(Rn × RN) ⊆ Sm˜ρ,δ(Rn × RN).
Thus let a ∈ A be arbitrary. The deﬁnition of the non-smooth symbol-classes
and Lemma 4.5 yield a ∈ C∞(Rn × RN). We take arbitrary α ∈ NN0 , β ∈ Nn0
with |β| 6= 0 and 0 < s < 1 and set θ := |β||β|+s . Since a ∈ C |β|,sSm˜ρ,δ(Rn × RN),
Lemma 2.41 provides the existence of a constant Cα,β such that
|∂αξDβxa(x, ξ)| ≤ ‖∂αξ a(., ξ)‖C|β|b (Rn) ≤ Cα,β‖∂
α
ξ a(., ξ)‖1−θC0b (Rn)‖∂
α
ξ a(., ξ)‖θC|β|,s(Rn)
≤ Cα,β〈ξ〉m˜−ρ|α|+δ|β| for all x ∈ Rn and ξ ∈ RN .
Additionally we obtain from a ∈ C |β|,sSm˜ρ,δ(Rn × RN):
|∂αξ a(x, ξ)| ≤ Cα,β〈ξ〉m˜−ρ|α| for all x ∈ Rn and ξ ∈ RN .
Hence a ∈ Sm˜ρ,δ(Rn × RN).
We mention another property of non-smooth symbols needed in Chapter 6:
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Lemma 4.7. Let 0 ≤ ρi, δi ≤ 1, τi > 0 with τi /∈ N, Mi ∈ N0 ∪ {∞} and mi ∈ R
for i ∈ {1, 2}. We deﬁne τ := min{τ1, τ2}, m := max{m1,m2}, ρ := min{ρ1, ρ2},
M := min{M1,M2} and δ := max{δ1, δ2}. Assuming pi ∈ CτiSmiρi,δi(Rn×Rn;Mi)
for i ∈ {1, 2}, we obtain
p1 + p2 ∈ CτSmρ,δ(Rn × Rn;M).
Proof: The claim follows directly from the deﬁnition of the symbols and from
Remark 4.3.
Next, we would like to show that under certain conditions the partial deriva-
tives of a symbol in the class Cm,sS00,0(Rn × Rn;M) is an element of the Hölder
space C0,s(Rn ×Rn). As an ingredient for the proof we use the following propo-
sition:
Proposition 4.8. Let m ∈ N0, M ∈ N0 ∪ {∞} and 0 < s ≤ 1. Moreover, let
B ⊆ Cm,sS00,0(Rn × Rn;M) be a bounded subset. Then for all α, β ∈ Nn0 with
|α| ≤ m and |β| ≤M − 1, there exists a constant Cα,β, independent of x, ξ ∈ Rn
and a ∈ B, such that
|(∇ξ[∂αx∂βξ a])(x, ξ)| ≤ Cα,β for all x, ξ ∈ Rn and a ∈ B.
Proof: Applying the deﬁnition of ∇ξ and Lemma 4.5 immediately provides the
claim.
Making use of the previous proposition yields:
Lemma 4.9. Let m ∈ N0, M ∈ N0 ∪ {∞} and 0 < s ≤ 1. Additionally let
B ⊆ Cm,sS00,0(Rn × Rn;M) be a bounded subset. Considering α, γ ∈ Nn0 with
|γ| ≤M − 1 and |α| ≤ m, the set {∂αx∂γξ a : a ∈ B} ⊆ C0,s(Rn ×Rn) is bounded.
Proof: First of all we choose arbitrary α, γ ∈ Nn0 with |γ| ≤M −1 and |α| ≤ m.
Since B ⊆ Cm,sS00,0(Rn × Rn;M) is a bounded subset, we have
‖∂αx∂γξ a(., ξ)‖L∞(Rn) ≤ ‖∂γξ a(., ξ)‖Cm,s(Rn) < Cγ for all a ∈ B, ξ ∈ Rn. (4.1)
The deﬁnition of the symbol-class yields ∂αx∂
γ
ξ a ∈ C0(Rn × Rn). Hence the
previous inequality implies the boundedness of {∂αx∂γξ a : a ∈ B} in C0b (Rn×Rn).
On account of
|∂αx∂γξ a(x, η)− ∂αx∂γξ a(y, η)| = 0 if x = y
and the boundedness of B ⊆ Cm,sS00,0(Rn × Rn;M), we get for all a ∈ B:
sup
(x,ξ)6=(y,η)
|∂αx∂γξ a(x, η)− ∂αx∂γξ a(y, η)|
|(x, ξ)− (y, η)|s ≤ supx 6=y
|∂αx∂γξ a(x, η)− ∂αx∂γξ a(y, η)|
|x− y|s
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≤ ‖∂γξ a(., η)‖Cm,s(Rn) < Cγ. (4.2)
Here Cγ is independent of a ∈ B. Applying the fundamental theorem of calculus
and Proposition 4.8 provides together with the Cauchy-Schwarz inequality on Rn
that for all x, ξ, η ∈ Rn and all a ∈ B
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)| =
∣∣∣∣∫ 1
0
d
dt
[
∂αx∂
γ
ξ a(x, tξ + (1− t)η)
]
dt
∣∣∣∣
=
∣∣∣∣∫ 1
0
∇ξ[∂αx∂γξ a](x, tξ + (1− t)η) · (ξ − η)dt
∣∣∣∣
≤
∫ 1
0
∣∣∇ξ[∂αx∂γξ a](x, tξ + (1− t)η)∣∣ dt |ξ − η| ≤ Cγ|ξ − η|,
where the constant Cγ is independent of x, y, ξ, η ∈ Rn and of a ∈ B. Therefore
we obtain for x ∈ Rn and |ξ − η| < 1 with ξ 6= η:
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|ξ − η|s
≤ Cγ|ξ − η|1−s ≤ Cγ. (4.3)
On the other hand we get for x, y ∈ Rn and |ξ−η| ≥ 1 the existence of a constant
Cγ, which is again independent of x, y, ξ, η ∈ Rn and of a ∈ B, such that:
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|ξ − η|s
≤ |∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)| ≤ 2‖∂αx∂γξ a‖L∞(Rn×Rn)
≤ Cγ. (4.4)
Now we use |∂αx∂γξ a(x, ξ) − ∂αx∂γξ a(x, η)| = 0 for ξ = η. On account of (4.3) and
(4.4) we conclude the following inequality:
sup
(x,ξ)6=(y,η)
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤ supx,y∈Rn
|ξ−η|<1, ξ 6=η
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s
+ sup
(x,ξ) 6=(y,η)
|ξ−η|≥1
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s ≤ Cγ for all a ∈ B. (4.5)
Here Cγ is independent of a ∈ B. Collecting the estimates (4.1),(4.2) and (4.5)
we ﬁnally obtain by means of the triangle inequality:
‖∂αx∂γξ a‖C0,s(Rn×Rn)
= ‖∂αx∂γξ a‖L∞(Rn×Rn) + sup
(x,ξ)6=(y,η)
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(y, η)|
|(x, ξ)− (y, η)|s
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≤ Cγ + sup
(x,ξ) 6=(y,η)
|∂αx∂γξ a(x, ξ)− ∂αx∂γξ a(x, η)|
|(x, ξ)− (y, η)|s
+ sup
(x,ξ)6=(y,η)
|∂αx∂γξ a(x, η)− ∂αx∂γξ a(y, η)|
|(x, ξ)− (y, η)|s ≤ Cγ for all a ∈ B.
The constant Cγ is independent of a ∈ B. This shows the boundedness of
{∂αx∂γξ a : a ∈ B} ⊆ C0,s(Rn × Rn).
In analogy to the smooth case we want to deﬁne an associated operator for
every non-smooth symbol: We choose m, s, m˜,M, ρ and δ as in Deﬁnition 4.1.
Additionally let Xm,s be either Cm,s or Cm+s∗ . For u ∈ S(Rn), a non-smooth
symbol p ∈ Xm,sSm˜ρ,δ(Rn × Rn;M) and x ∈ Rn we get due to the deﬁnition of
non-smooth symbols, uˆ ∈ S(Rn) and Theorem 2.11:
|p(x, ξ)uˆ(ξ)| ≤ C〈ξ〉−n−1 ∈ L1(Rnξ ).
Therefore f(x) :=
∫
eix·ξp(x, ξ)uˆ(ξ)ξ exists for all x ∈ Rn. Unfortunately f is
in general not a Schwartz function as in the smooth case. However, we will see
in Lemma 4.48 below that f ∈ Xm,s(Rn). Consequently we are able to deﬁne
the associated operator in the following way:
Deﬁnition 4.10. Let 0 < s ≤ 1, m ∈ N0, m˜ ∈ R and 0 ≤ ρ, δ ≤ 1. More-
over, let M ∈ N0 ∪ {∞} and Xm,s be either Cm,s or Cm+s∗ . For every symbol
p ∈ Xm,sSm˜ρ,δ(Rn × Rn;M), we deﬁne the associated pseudodiﬀerential operator
p(x,Dx) by
p(x,Dx)u(x) :=
∫
Rn
eix·ξp(x, ξ)uˆ(ξ)ξ for all u ∈ S(Rn) and x ∈ Rn.
We also write OP(p) instead of p(x,Dx). The set of all non-smooth pseudo-
diﬀerential operators with symbols in the set Xm,sSm˜ρ,δ(Rn × Rn;M) is denoted
by OPXm,sSm˜ρ,δ(Rn × Rn;M). If M = ∞, we write OPXm,sSm˜ρ,δ(Rn × Rn)
instead of OPXm,sSm˜ρ,δ(Rn × Rn;∞).
For elements of OPXm,sSm˜ρ,δ(Rn × RN ;M) we also say pseudodiﬀerential op-
erators of the symbol-class Xm,sSm˜ρ,δ(Rn × RN ;M).
Having treated the most common non-smooth symbol-class, our next goal is
to deﬁne a subclass of this non-smooth symbol-class.
4.1.2 Uniformly Local Sobolev Spaces
In Section 5.6 non-smooth pseudodiﬀerential operators with coeﬃcients in a uni-
formly local Sobolev space become a key part of the improvement of the char-
acterization. This section serves to introduce the uniformly local Sobolev spaces
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and to give an overview about the basic properties of these spaces needed later
on. We use Banach space valued Sobolev and Hölder spaces in this subsection.
The deﬁnition and properties of these function spaces needed here are listed in
the Appendix B. For more details we refer to e.g. [11], [12] and [63].
We begin with the deﬁnition of the uniformly local Sobolev spaces:
Deﬁnition 4.11. Let 1 ≤ q ≤ ∞, m ∈ N0, U ⊆ Rn be an open subset and X be
a Banach space. Then the space of all functions, which belong uniformly local
to Lq(U ;X) or even Wmq (U ;X) is denoted by
Lquloc(U ;X) := {f ∈ Lqloc(U ;X) : ‖f‖Lquloc(U ;X) <∞},
Wm,quloc(U ;X) := {f ∈ Lquloc(U ;X) : ∂αx f ∈ Lquloc(U ;X) for all |α| ≤ m},
where
‖f‖Lquloc(U ;X) := sup
x∈U
‖f‖Lq(B1(x)∩U ;X) for f ∈ Lquloc(U ;X),
‖f‖Wm,quloc(U ;X) :=
∑
|α|≤m
‖∂αx f‖Lquloc(U ;X) for f ∈ W
m,q
uloc(U ;X).
If X = C, we write Lquloc(U) instead of L
q
uloc(U ;C) and W
m,q
uloc(U) instead of
Wm,quloc(U ;C). Moreover, we also write ‖.‖Lquloc and ‖.‖Wm,quloc instead of ‖.‖Lquloc(Rn;C)
and ‖.‖Wm,quloc(Rn;C).
The spaces Lquloc(U ;X) and W
m,q
uloc(U ;X) are Banach spaces. This can be
veriﬁed by using the fact that Lq(U ;X) is a Banach space due to Deﬁnition B.8.
The norm ‖.‖Wm,quloc(U ;X) is equivalent to the norm ‖.‖′Wm,quloc(U ;X) deﬁned by
‖f‖′Wm,quloc(U ;X) := max|α|≤m ‖∂
α
x f‖Lquloc(U ;X) for f ∈ W
m,q
uloc(U ;X).
This can be easily proved by the norm equivalence in Rn.
The locality of this new function space is illustrated in the next remark:
Remark 4.12. Let 1 ≤ q ≤ ∞, U ⊆ Rn be an open subset and V ⊆ U be a
compact set. Moreover, let X be a Banach space. Then
‖f‖Lq(V ;X) ≤ C‖f‖Lquloc(U ;X) for all f ∈ L
q
uloc(U ;X).
Proof: Let (B1(xi))
N
i=1 be a ﬁnite cover of V with open balls of radius 1, where
N ∈ N and xi ∈ U for all i ∈ {1, . . . , N}. Then we get
‖f‖qLq(V ;X) =
∫
V
‖f(x)‖qX dx ≤
N∑
i=1
∫
B1(xi)∩U
‖f(x)‖qX dx ≤ N‖f‖qLquloc(U ;X).
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The deﬁnition of the uniformly local Sobolev spaces implies the embedding
Wmq (U ;X) ⊆ Wm,quloc(U ;X). This enables us to extend some well-known results
for Sobolev spaces to the uniformly local Sobolev spaces. We can estimate the
derivative of a function in Wm,quloc(U ;X) by its norm:
Remark 4.13. Let 1 < q ≤ ∞, m ∈ N0 and j ∈ {1, . . . , n}. Additionally let
U ⊆ Rn be an open subset and X be a Banach space. Then
‖Dxjf‖Wm,quloc(U ;X) ≤ ‖f‖Wm+1,quloc (U ;X) for all f ∈ W
m+1,q
uloc (U ;X).
Proof: The claim follows at once by using the deﬁnition of the uniformly local
Sobolev spaces.
In some way there is an order of the uniformly local Sobolev spaces Lquloc(U ;X)
with respect to q:
Lemma 4.14. Let 1 ≤ q ≤ r < ∞. Additionally let U ⊆ Rn be an open subset
and X be a Banach space. Then we have the embedding
Lruloc(U ;X) ⊆ Lquloc(U ;X).
Proof: We deﬁne p by 1
q
= 1
r
+ 1
p
if q < r and p =∞ else. The Hölder inequality
for bounded sets yields:
‖f‖Lquloc(U ;X) = sup
x∈U
‖f‖Lq(B1(x)∩U ;X) ≤ sup
x∈U
{‖f‖Lr(B1(x)∩U ;X)‖1‖Lp(B1(x)∩U)}
≤ Cq,r,n sup
x∈U
‖f‖Lr(B1(x)∩U ;X) = Cq,r,n‖f‖Lruloc(U ;X).
Additionally under certain conditions there exists a continuous embedding of
uniformly local Sobolev spaces in Hölder spaces:
Lemma 4.15. Let 1 < q ≤ ∞, m ∈ N0 and X be a Banach space. Considering
0 < τ ≤ m− n/q with τ /∈ N, we get the continuous embedding
Wm,quloc(R
n;X) ↪→ Cτ (Rn;X).
Proof: Let α ∈ Nn0 with |α| ≤ bτc be arbitrary. Then we obtain
sup
x 6=y
‖∂αx f(x)− ∂αy f(y)‖X
|x− y|τ−bτc ≤ supx∈Rn ‖∂
α
x f‖Cτ−bτc(B1(x);X) + 2‖∂αx f‖C0b (Rn;X) (4.6)
if we split the supremum of the left side in the supremum over |x − y| > 1 and
the rest. Using inequality (4.6) and ‖f‖
C
bτc
b (Rn;X)
≤ supx∈Rn ‖f‖Cτ (B1(x);X) for all
functions f ∈ Cτ (Rn;X), we get the existence of a constant C, independent of
f ∈ Cτ (Rn;X), such that
‖f‖Cτ (Rn;X) ≤ C sup
x∈Rn
‖f‖Cτ (B1(x);X) for all f ∈ Cτ (Rn;X).
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Making use of Theorem B.11 and the previous estimate yields:
‖f‖Cτ (Rn;X) ≤ sup
x∈Rn
‖f‖Cτ (B1(x);X) = sup
x∈Rn
‖f(x+ .)‖Cτ (B1(0);X)
≤ C sup
x∈Rn
‖f(x+ .)‖Wm,q(B1(0);X) = C‖f‖Wm,quloc(Rn;X).
Now we want to discuss a special case of the Banach space X. Choosing
X = Lquloc(Rm;C), it turns out that all functions of the set L
q
uloc(Rn;X) are
measurable with respect to the product measure of Rm × Rn.
Proposition 4.16. Let 1 ≤ q <∞ and m ∈ N. For a ∈ Lquloc(Rn;Lquloc(Rm;C))
we deﬁne a˜ : Rm × Rn → C via
a˜(x, y) := a(y)(x) for all y ∈ Rn and x ∈ Rm.
Then a˜ is measurable with respect to the product measure of Rm × Rn.
Proof: The assumptions imply the strong measurability of a : Rn → Lquloc(Rm;C).
Hence Corollary 4.14 in Chapter 3 of [28] provides the existence of a sequence of
step functions (sl)l∈N with the property sl : Rn → Lquloc(Rm;C) for all l ∈ N and
sl
l→∞−−−→ a pointwise. (4.7)
Since sl is a step function for every l ∈ N, there are some ml ∈ N, disjoint Borel
sets X li ∈ B(Rn) and αli ∈ Lquloc(Rm;C) for all i ∈ {1, . . . ,ml} such that
sl =
ml∑
i=1
αli χXli .
Now we choose an arbitrary l ∈ N. On account of Proposition A.1 we get for
all i ∈ {1, . . . ,ml} the measurability with respect to the product measure of
Rm × Rn of the function ϕi : Rm × Rn → C deﬁned by ϕi(x, y) := αli(x)χXli(y).
Together with Corollary 4.8 in Chapter 3 of [28] we obtain the measurability of
sl with respect to the product measure of Rm × Rn. A combination with (4.7)
and Theorem 4.3 in Chapter 3 of [28] yields the claim of the proposition.
With this statement at hand, we obtain the next continuous embedding:
Remark 4.17. Let 1 ≤ q ≤ r < ∞ and m ∈ N. Then the following continuous
embedding holds:
Lquloc(R
n;Lquloc(R
m)) ⊆ Lquloc(Rn × Rm).
Proof: Since Lquloc(Rm) is a Banach space, we immediately obtain the claim
by Proposition 4.16, the deﬁnition of these spaces and by using the fact that
B1(x, y) ⊆ B1(x)×B1(y) for all x ∈ Rm and y ∈ Rn.
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An interesting question is in which space the derivative of an element of
Wm,quloc(Rn;W
m˜,q
uloc(Rn)) is included. This is the topic of the following statement:
Remark 4.18. Let m, m˜ ∈ N0, 1 < q < ∞ and α ∈ Nn0 with |α| ≤ m˜. Assuming
a ∈ Wm,quloc(Rn;W m˜,quloc(Rn)), we obtain
∂αxa ∈ Wm,quloc(Rn;W m˜−|α|,quloc (Rnx)).
This remark is a direct consequence of the next proposition:
Proposition 4.19. Let 1 < q < ∞, U ⊆ Rn be an open subset and X, Y be
two Banach spaces. Moreover, let T : X → Y be a linear bounded operator and
f ∈ Wm,quloc(U,X). If we deﬁne T˜ f : U → Y by
(T˜ f)(x) := T (f(x)) for all x ∈ U
we obtain T˜ f ∈ Wm,quloc(U, Y ).
As an ingredient for the proof, we use the following theorem.
Theorem 4.20. Let X, Y be Banach spaces, U ⊆ Rn be an open subset and
T ∈ L (X, Y ). For f ∈ L1(U,X), we get Tf ∈ L1(U, Y ) and
T
∫
U
f(x)dx =
∫
U
Tf(x)dx.
For the proof of this theorem we refer e.g. to [13], Theorem 2.11 iii).
Making use of the previous theorem, we are able to show Proposition 4.19:
Proof of Proposition 4.19. Let α ∈ Nn0 with |α| ≤ m and ϕ ∈ C∞c (U) be arbi-
trary. First of all we show that (∂αx f)ϕ is an element of L
1(U ;X). In order to
check this claim we choose a ﬁnite cover
⋃N
i=1B1(xi) of U ∩ supp ϕ of open balls
with radius 1. Then an application of Lemma 4.14 yields∫
U
‖ (∂αx f(x))ϕ(x)‖Xdx ≤ sup
x∈U
|ϕ(x)|
∫
U∩ supp ϕ
‖∂αx f(x)‖Xdx
≤ C
N∑
i=1
∫
B1(xi)∩U
‖∂αx f(x)‖Xdx ≤ C‖∂αx f‖L1uloc(U ;X) ≤ C‖∂αx f‖Lquloc(U ;X)
≤ Cq‖f‖Wm,quloc(U ;X) ≤ Cq.
Therefore (∂αx f)ϕ ∈ L1(U ;X). In the same way we can prove that f (∂αxϕ) is an
element of L1(U ;X), too. Additionally f ∈ Wm,quloc(U ;X) implies∫
U
(∂αx f(x))ϕ(x)dx = (−1)|α|
∫
U
f(x) (∂αxϕ(x)) dx. (4.8)
4.1. Non-Smooth Symbol-Classes 73
On account of (∂αx f)ϕ, f (∂
α
xϕ) ∈ L1(U ;X) we can apply Theorem 4.20. Together
with (4.8) and the linearity of T we obtain∫
U
T˜ (∂αx f) (x)ϕ(x)dx =
∫
U
T [∂αx f(x)ϕ(x)] dx = T
∫
U
(∂αx f(x))ϕ(x)dx
= (−1)|α|T
∫
U
f(x)∂αxϕ(x)dx = (−1)|α|
∫
U
T [f(x)∂αxϕ(x)] dx
= (−1)|α|
∫
U
(T˜ f)(x)∂αxϕ(x)dx.
Since ϕ ∈ C∞c (U) was arbitrary, the α-th weak derivative of T˜ f exists and is
given by ∂αx (T˜ f) = T˜ (∂
α
x f). Hence we get T˜ f ∈ Wm,quloc(U ;Y ) because of the next
inequality:
‖T˜ f‖Wm,quloc(U ;Y ) = max|α|≤m ‖∂
α
x (T˜ f)‖Lquloc(U ;Y ) = max|α|≤m ‖T˜ (∂
α
x f)‖Lquloc(U ;Y )
= max
|α|≤m
sup
x∈U
∫
B1(x)∩U
‖T (∂αx f(x)) ‖Y dx
≤ C max
|α|≤m
sup
x∈U
∫
B1(x)∩U
‖∂αx f(x)‖Xdx = C‖f‖Wm,quloc(U ;X) ≤ C.
Another important property of the spaces Wm,quloc(Rn;W
m˜,q
uloc(Rn)) is that we
are allowed to interchange the order of the derivatives. The last missing piece
towards this result is to show that we can interchange the order of the integration:
Remark 4.21. Let m, m˜ ∈ N0, 1 < q < ∞ and ϕ, ψ ∈ C∞c (Rn). Moreover, let
f ∈ Wm,quloc(Rny ;W m˜,quloc(Rnx)). Then∫∫
f(x, y)ϕ(x)ψ(y)dxdy =
∫∫
f(x, y)ϕ(x)ψ(y)dydx.
Proof: Since f ∈ Wm,quloc(Rny ;W m˜,quloc(Rnx)), we have
f ∈ Lquloc(Rny ;Lquloc(Rnx)) ⊆ L1uloc(Rny ;L1uloc(Rnx)) ⊆ L1uloc(Rny × Rnx) (4.9)
due to Lemma 4.14 and Remark 4.17. Hence f is locally integrable. Now we
deﬁne the compact sets A := supp ϕ and B := supp ψ. Using the boundedness
of ϕ and ψ, Remark 4.12 and the embedding (4.9), we get the integrability of
the function (x, y) 7→ f(x, y)ϕ(x)ψ(y):∫
Rn×Rn
|f(x, y)ϕ(x)ψ(y)| d(x, y) ≤ C
∫
A×B
|f(x, y)| d(x, y)
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≤ C‖f‖L1uloc(Rn×Rn) ≤ C. (4.10)
In the same way we obtain∫
Rn
∫
Rn
|f(x, y)ϕ(x)ψ(y)| dxdy ≤ C
∫
B
∫
A
|f(x, y)| dxdy
≤ C
∫
B
‖f(x, y)‖L1uloc(Rnx) dy ≤ C ‖f(x, y)‖L1uloc(Rny ;L1uloc(Rnx)) ≤ C. (4.11)
Because of (4.10) and (4.11) the assumptions of Fubini's theorem, cf. [44], Section
8.5, are fulﬁlled. An application of this theorem provides the claim:∫∫
f(x, y)ϕ(x)ψ(y)dxdy =
∫∫
f(x, y)ϕ(x)ψ(y)dydx.
Now that we have veriﬁed the previous remark, we are in the position to
prove the next statement:
Remark 4.22. Letm, m˜ ∈ N0, 1 < q <∞ and α ∈ Nn0 with |α| ≤ m˜. Additionally
let a ∈ Wm,quloc(Rn;W m˜,quloc(Rn)). Now we choose α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0
with |α1|+|β1| = . . . = |αl|+|βl| = 1, |α| ≤ m˜ and |β| ≤ m. Here α := α1+. . .+αl
and β := β1 + . . .+ βl. Then we can change the order of the derivatives:
∂α1x ∂
β1
y . . . ∂
αl
x ∂
βl
y a(x, y) = ∂
α
x∂
β
y a(x, y) for almost all x, y ∈ Rn.
Proof: We prove the remark by mathematical induction with respect to l. For
l = 1 there is nothing to show. In order to check the induction step, we choose
an arbitrary l ∈ N. Assuming the induction hypothesis, it remains to prove for
all α1, β1, α˜, β˜ ∈ Nn0 with |α1| + |β1| = 1, |α˜| + |β˜| = l, |α˜| + |α1| ≤ m˜ and
|β˜|+ |β1| ≤ m:
∂α1x ∂
β1
y ∂
α˜
x∂
β˜
y a(x, y) = ∂
α˜+α1
x ∂
β˜+β1
y a(x, y) for almost all x, y ∈ Rn. (4.12)
Here we distinguish two diﬀerent cases: First let β1 = 0. Then the claim follows
by using the deﬁnition of the weak derivative and the Lemma of Schwarz. In the
second case we have to look at α1 = 0. Then Remark 4.17 provides:
b := ∂β˜y a ∈ Wm−|β˜|,quloc (Rny ;W m˜,quloc(Rnx)) ⊆ Lquloc(Rny ;Lquloc(Rnx)) ⊆ Lquloc(Rnx × Rny ).
In the same way we get ∂α˜x b ∈ Wm−|β˜|,quloc (Rny ;W m˜−|α˜|,quloc (Rnx)) ⊆ Lquloc(Rnx × Rny )
due to Remark 4.18. In particular this embedding implies the existence of the
derivatives ∂β1y b and ∂
β1
y
(
∂α˜x b
)
in the sense of distributions. Hence we get for
each χ ∈ C∞c (Rn) and almost all x ∈ Rn:∫
b(x, y)∂β1y χ(y)dy = −
∫ (
∂β1y b
)
(x, y)χ(y)dy, (4.13)
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∫ (
∂α˜x b
)
(x, y)∂β1y χ(y)dy = −
∫ (
∂β1y ∂
α˜
x b
)
(x, y)χ(y)dy. (4.14)
Since ∂β1y b ∈ Wm−|β˜|−1,quloc (Rny ;W m˜uloc(Rnx)), we obtain for almost all y ∈ Rn that
∂β1y b(., y) ∈ W m˜uloc(Rnx). Therefore the next equality holds for every χ ∈ C∞c (Rn)
and almost all y ∈ Rn:∫ (
∂β1y b
)
(x, y)∂α˜xχ(x)dx = (−1)|α˜|
∫ (
∂α˜x∂
β1
y b
)
(x, y)χ(x)dx. (4.15)
In the same way we get for almost all y ∈ Rn:∫
b(x, y)∂α˜xχ(x)dx = (−1)|α˜|
∫ (
∂α˜x b
)
(x, y)χ(x)dx. (4.16)
Now let ψ, ϕ ∈ C∞c (Rn) be arbitrary. If we use (4.13) - (4.16) and Remark 4.21,
we obtain the following equality:∫∫ (
∂α˜x∂
β1
y b
)
(x, y)ϕ(x)ψ(y)dxdy =
∫∫ (
∂β1y ∂
α˜
x b
)
(x, y)ϕ(x)ψ(y)dxdy.
Since ψ, ϕ ∈ C∞c (Rn) were arbitrary, we derive from two applications of the
fundamental lemma of the calculus of variations, cf. e.g. [5], Theorem A.7, for
almost all x, y ∈ Rn:
∂α˜x∂
β1+β˜
y a(x, y) = ∂
α˜
x∂
β1
y b(x, y) = ∂
β1
y ∂
α˜
x b(x, y) = ∂
β1
y ∂
α˜
x∂
β˜
y a(x, y).
Thus (4.12) holds which ﬁnishes the proof.
We are also able to list suﬃcient conditions for functions to belong to the
space WN,quloc(Rny ;W
m,q
uloc(Rnx)):
Lemma 4.23. Let m ∈ N0, 1 < q <∞ and N ∈ N0. We consider a measurable
function a : Rn × Rn → C with the following property: for each α ∈ Nn0 with
|α| ≤ N we have
 ∂αy a(., y) ∈ Wm,quloc(Rn) for all y ∈ Rn,
 a(x, .) ∈ WN,quloc(Rn) for all x ∈ Rn,
 sup
y∈Rn
‖∂αy a(., y)‖Wm,quloc(Rn) < Cα for a constant Cα > 0.
Then a ∈ WN,quloc(Rny ;Wm,quloc(Rnx)).
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Proof: First of all we note that the weak α-th derivative of a in the sense of
D ′(Rny ;W
m,q
uloc(Rnx)) exists for all α ∈ Nn0 with |α| ≤ N . The reason of this is that
for every x ∈ Rn and α ∈ Nn0 with |α| ≤ N we have∫
a(x, y)∂αy ϕ(y)dy = (−1)|α|
∫
∂αy a(x, y)ϕ(y)dy for all ϕ ∈ C∞c (Rn),
because of a(x, .) ∈ WN,quloc(Rn). This implies for all ϕ ∈ C∞c (Rn)∫
a(., y)∂αy ϕ(y)dy = (−1)|α|
∫
∂αy a(., y)ϕ(y)dy in W
m,q
uloc(R
n),
which shows the existence of the weak α-th derivative of a in the sence of
D ′(Rny ;W
m,q
uloc(Rnx)) for all α ∈ Nn0 with |α| ≤ N . By means of the next norm
estimate the claim holds:
‖a‖WN,quloc(Rny ;Wm,quloc(Rnx)) ≤
∑
|α|≤N
sup
y∈Rn
{∫
B1(y)
∥∥∂αy a(., z)∥∥qWm,quloc(Rn) dz
}1/q
≤
∑
|α|≤N
Cα,q sup
y∈Rn
|B1(y)|1/q ≤ CN,q,n.
With all these results at hand, we are able to show the following technical
result:
Lemma 4.24. Let 1 < q < ∞ and m˜,N ∈ N0. Furthermore, let B be a set of
all measurable functions a : Rn × Rn × Rn → C with the following property:
 ∂αy a(., ξ, y) ∈ W m˜,quloc(Rn) for all ξ, y ∈ Rn and each α ∈ Nn0 with |α| ≤ N ,
 a(x, ξ, .) ∈ WN,quloc(Rn) for all x, ξ ∈ Rn.
Additionally we assume that there is an m ∈ N0 fulﬁlling the following property:
for every ξ ∈ Rn, a ∈ B and α ∈ Nn0 with |α| ≤ N we have
sup
y∈Rn
‖∂αy a(., ξ, y)‖W m˜,quloc(Rn) ≤ Cα,q〈ξ〉
m.
Here Cα,q is independent of a ∈ B and ξ ∈ Rn. If we deﬁne b : Rn×Rn×Rn → C
for a ﬁxed but arbitrary a ∈ B by
b(x, ξ, y) := a(x, ξ, x+ y) for all x, ξ, y ∈ Rn,
we get for each α, β ∈ Nn0 with |β| ≤ m˜ and |α|+ |β| ≤ N and for all ξ ∈ Rn:
‖∂αy ∂βx b(x, ξ, y)‖Lquloc(Rnx×Rny ) < Cα,q〈ξ〉m,
where Cα,q is independent of a ∈ B and ξ ∈ Rn.
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Proof: Lemma 4.23 and Remark 4.18 imply
∂αy ∂
β
xa(x, ξ, y) ∈ WN−|α|,quloc
(
Rny ;W
m˜−|β|,q
uloc (R
n
x)
)
⊆ Lquloc(Rny ;Lquloc(Rnx))
for all ξ ∈ Rn and α, β ∈ Nn0 with |α| ≤ N and |β| ≤ m˜. On account of
Proposition 4.16 we derive the measurability of ∂αy ∂
β
xa(x, ξ, y) with respect to
the product measure of Rnx × Rny for a ﬁxed ξ ∈ Rn. Hence the assumptions
of Tonelli's theorem, cf. e.g. [75], Theorem 6.10 and the related Remark, are
fulﬁlled. Using Tonelli's theorem twice and substituting yˆ := z + y˜, we obtain
for each x, y ∈ Rn and α, β ∈ Nn0 with |α| ≤ N and |β| ≤ m˜ :∫
B1(x,y)
∣∣(∂αy ∂βxa) (z, ξ, z + y˜)∣∣q d(z, y˜) ≤ ∫
B1(x)×B1(y)
∣∣(∂αy ∂βxa) (z, ξ, z + y˜)∣∣q d(z, y˜)
=
∫
B1(x)
∫
B1(y)
∣∣(∂αy ∂βxa) (z, ξ, z + y˜)∣∣q dy˜ dz
=
∫
B1(x)
∫
B1(y+z)
∣∣(∂αy ∂βxa) (z, ξ, yˆ)∣∣q dyˆ dz ≤ ∫
B1(x)
∫
B2(y+x)
∣∣∂αyˆ ∂βz a(z, ξ, yˆ)∣∣q dyˆ dz
=
∫
B2(y+x)
∫
B1(x)
∣∣∂αyˆ ∂βz a(z, ξ, yˆ)∣∣q dz dyˆ ≤ ∫
B2(y+x)
∥∥∂αyˆ ∂βxa(x, ξ, yˆ)∥∥qLquloc(Rnx) dyˆ
≤
∫
B2(y+x)
sup
yˆ∈Rn
∥∥∂αyˆ a(x, ξ, yˆ)∥∥qW m˜,quloc(Rnx) dyˆ ≤ Cα,q〈ξ〉m|B2(y + x)| ≤ Cα,q,n〈ξ〉m,
where Cα,q,n is independent of x, ξ, y ∈ Rn and a ∈ B. Here we have used that for
arbitrary x, y, z ∈ Rn with z ∈ B1(x) the inclusions B1(x, y) ⊆ B1(x)×B1(y) and
B1(y+z) ⊆ B2(y+x) hold. Finally, let α, β ∈ Nn0 with |β| ≤ m˜ and |α|+ |β| ≤ N
be arbitrary. We get the existence of a constant Cα,β,q,n, independent of a ∈ B
and ξ ∈ Rn, by an application of Remark 4.22, the Leibniz rule and of the
previous inequality:
‖∂αy ∂βx b(x, ξ, y)‖Lquloc(Rnx×Rny ) ≤
∑
β1+β2=β
sup
x,y∈Rn
{∫
B1(x,y)
∣∣(∂α+β1y ∂β2x a) (z, ξ, z + y˜)∣∣q}1/q
≤ Cα,β,q,n〈ξ〉m for all ξ ∈ Rn.
The previous lemma enables us to proof the next technical statement:
Lemma 4.25. Let 1 < q <∞ and m˜ ∈ N0 with m˜ > n/q. Moreover, let B be a
set of all measurable functions a : Rn×Rn×Rn → C with the following property:
 ∂αy a(., ξ, y) ∈ W m˜,quloc(Rn) for all ξ, y ∈ Rn and each α ∈ Nn0 with |α| ≤ 2m˜,
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 a(x, ξ, .) ∈ W 2m˜,quloc (Rn) for all x, ξ ∈ Rn.
Additionally we assume that there is an m ∈ N0, such that for every ξ ∈ Rn,
a ∈ B and α ∈ Nn0 with |α| ≤ 2m˜ we have
sup
y∈Rn
‖∂αy a(., ξ, y)‖W m˜,quloc(Rn) ≤ Cα,q〈ξ〉
m,
where Cα,q is independent of a ∈ B and ξ ∈ Rn. Then there exists a constant
Cm,q, independent of a ∈ B and ξ ∈ Rn, such that for all a ∈ B and ξ ∈ Rn the
following inequality holds:
sup
y∈Rn
‖a(x, ξ, x+ y)‖W m˜,quloc(Rnx) ≤ Cm,q〈ξ〉
m.
Proof: First of all we show the existence of a constant Cq > 0, independent of
a ∈ B and ξ ∈ Rn, such that for all α, β ∈ Nn0 with |β| ≤ 2m˜ and |α| ≤ m˜,
a ∈ B and ξ ∈ Rn the following inequality holds:
sup
x,y∈Rn
[∫
B2(x,y)
∣∣∣∂βy˜ ∂αz a(z, ξ, z + y˜)∣∣∣q d(y˜, z)]1/q
≤ Cq‖∂βy ∂αxa(x, ξ, x+ y)‖Lquloc(Rnx×Rny ). (4.17)
In order to check this inequality we choose an arbitrary ﬁnite cover (Ui)Ni=1 of
B2(0, 0) with open balls of radius 1. Denoting for all i ∈ {1, . . . , n} and each
x, y ∈ Rn the set Ui(x, y) as the shifting of Ui around (x, y), (Ui(x, y))Ni=1 is
a ﬁnite cover of B2(x, y) with open balls of radius 1. For all α, β ∈ Nn0 with
|β| ≤ 2m˜ and |α| ≤ m˜, a ∈ B and ξ ∈ Rn we obtain:
sup
x,y∈Rn
[∫
B2(x,y)
∣∣∣∂βy˜ ∂αz a(z, ξ, z + y˜)∣∣∣q d(y˜, z)]1/q
≤ Cq
N∑
i=1
sup
x,y∈Rn
[∫
Ui(x,y)
∣∣∣∂βy˜ ∂αz a(z, ξ, z + y˜)∣∣∣q d(y˜, z)]1/q
≤ Cq
N∑
i=1
‖∂βy ∂αxa(x, ξ, x+ y)‖Lquloc(Rnx×Rny )
≤ Cq‖∂βy ∂αxa(x, ξ, x+ y)‖Lquloc(Rnx×Rny ).
Since Cq is independent of a ∈ B and ξ ∈ Rn we get the inequality (4.17). Ad-
ditionally Lemma 4.23 provides that a ∈ W 2m˜,quloc (Rny ;W m˜,quloc(Rnx)). Due to Remark
4.18 we know that
∂αy ∂
β
xa(x, ξ, y) ∈ W 2m˜−|α|,quloc
(
Rny ;W
m˜−|β|,q
uloc (R
n
x)
)
⊆ Lquloc(Rny ;Lquloc(Rnx))
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for all ξ ∈ Rn and α, β ∈ Nn0 with |α| ≤ 2m˜ and |β| ≤ m˜. This implies the
measurability of ∂αy ∂
β
xa(x, ξ, y) with respect to the product measure of Rnx×Rny for
a ﬁxed ξ ∈ Rn as stated in Proposition 4.16. Hence the assumptions of Tonelli's
theorem, cf. e.g. [75], Theorem 6.10 and the related remark, are fulﬁlled. Now
we deﬁne b : Rn×Rn×Rn → C via b(x, ξ, y) := a(x, ξ, x+ y) for all x, ξ, y ∈ Rn.
Using Sobolev embedding theorem ﬁrst and Tonelli's theorem afterwards, we
obtain for each a ∈ B, x, y, ξ ∈ Rn and α ∈ Nn0 with |α| ≤ m˜:∫
B1(x)
sup
y˜∈B1(y)
|∂αz b(z, ξ, y˜)|q dz =
∫
B1(x)
‖∂αz b(z, ξ, .)‖qC0(B1(y)) dz
≤ Cq
∫
B1(x)
‖∂αz b(z, ξ, .)‖qW m˜q (B1(y)) dz
≤ Cq
∑
|β|≤m˜
∫
B1(x)
∫
B1(y)
∣∣∣∂βy˜ ∂αz b(z, ξ, y˜)∣∣∣q dy˜ dz
= Cq
∑
|β|≤m˜
∫
B1(x)×B1(y)
∣∣∣∂βy˜ ∂αz b(z, ξ, y˜)∣∣∣q d(y˜, z)
≤ Cq
∑
|β|≤m˜
∫
B2(x,y)
∣∣∣∂βy˜ ∂αz b(z, ξ, y˜)∣∣∣q d(y˜, z). (4.18)
Here Cq is independent of a ∈ B and x, y, ξ ∈ Rn. The last inequality holds be-
cause of B1(x)×B1(y) ⊆ B2(x, y) for every x, y ∈ Rn. Therefore the inequalities
(4.18), (4.17) and Lemma 4.24 yield for all ξ ∈ Rn and all a ∈ B
sup
y∈Rn
‖a(x, ξ, x+ y)‖W m˜,quloc(Rnx) ≤
∑
|α|≤m˜
sup
y∈Rn
‖∂αx b(x, ξ, y)‖Lquloc(Rnx)
=
∑
|α|≤m˜
sup
y∈Rn
sup
x∈Rn
{∫
B1(x)
|∂αz b(z, ξ, y)|q dz
}1/q
≤
∑
|α|≤m˜
sup
x,y∈Rn
{∫
B1(x)
sup
y˜∈B1(y)
|∂αz b(z, ξ, y˜)|q dz
}1/q
≤ Cq
∑
|α|≤m˜
∑
|β|≤m˜
sup
x,y∈Rn
{∫
B2(x,y)
∣∣∣∂βy˜ ∂αz b(z, ξ, y˜)∣∣∣q d(y˜, z)}1/q
≤ Cq
∑
|α|≤m˜
∑
|β|≤m˜
∥∥∂βy ∂αx b(x, ξ, y)∥∥Lquloc(Rnx×Rny ) ≤ Cm,q,n〈ξ〉m,
where constant Cm,q,n, independent of a ∈ B and ξ ∈ Rn.
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4.1.3 Non-Smooth Symbol-Classes with Coeﬃcients inW m˜,quloc
Now that we have deﬁned the uniformly local Sobolev spaces in the previous
subsection, we are in the position to deﬁne the non-smooth symbol-class with co-
eﬃcients in W m˜,quloc(Rn). J.Marschall already introduced the non-smooth symbol-
class with coeﬃcients in W m˜,quloc(Rn) in [54]. We will see that these symbol-classes
are subsets of those ones we have deﬁned in Subsection 4.1.1.
Analogous to the deﬁnition of Cm,sSm˜ρ,δ(Rn × Rn;M) we deﬁne
Deﬁnition 4.26. Let 1 < q <∞, m ∈ R and m˜ ∈ N0 with m˜ > n/q. Moreover,
let M ∈ N0 ∪{∞} and 0 ≤ ρ ≤ 1. Then the symbol-class W m˜,qulocSmρ,0(Rn×Rn;M)
is the set of all functions p : Rnx × Rnξ → C such that
i) ∂βxp(x, .) ∈ CM(Rn) for all x ∈ Rn,
ii) ∂βx∂
α
ξ p ∈ C0(Rnx × Rnξ ),
iii) |∂αξ p(x, ξ)| ≤ Cα〈ξ〉m−ρ|α| for all x, ξ ∈ Rn,
iv) ‖∂αξ p(., ξ)‖W m˜,quloc ≤ Cα〈ξ〉
m−ρ|α| for all ξ ∈ Rn
holds for all α, β ∈ Nn0 with |α| ≤M and |β| < m˜−n/q. Here the constant Cα is
independent of x, ξ ∈ Rn. The function p is called (non-smooth) pseudodiﬀeren-
tial symbol or just (non-smooth) symbol and m is called order of p. If M = ∞,
the symbols are smooth in ξ. In this case we write W m˜,qulocS
m
ρ,0(Rn × Rn) instead
of W m˜,qulocS
m
ρ,0(Rn × Rn;∞).
Now we deﬁne for all k ∈ N with k ≤M the semi-norms
|a|(m˜)k := sup
ξ∈Rn
max
|α|≤k
‖∂αξ p(., ξ)‖W m˜,quloc(Rn)〈ξ〉
−m˜+ρ|α|
for all a ∈ W m˜,qulocSm˜ρ,0(Rn × Rn;M). Equipped with the family of semi-norms
(|.|(m˜)k )k∈{0,...,M} the symbol-class W m˜,qulocSm˜ρ,0(Rn × Rn;M) is a topological vector
space.
Note, that condition iii) of the previous deﬁnition is a direct consequence of
condition iv) due to Lemma 4.15. Hence we can skip condition iii) of the previous
deﬁnition.
The symbol-class W m˜,qulocS
m
ρ,0(Rn×Rn;M) is a subset of a non-smooth symbol-
class with coeﬃcients in the Hölder spaces. This is the topic of the next remark:
Remark 4.27. Let 1 < q <∞, m ∈ R and m˜ ∈ N0 with m˜ > n/q. Moreover, let
M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Assuming 0 < τ ≤ m˜− n/q, τ /∈ N we have
W m˜,qulocS
m
ρ,0(Rn × Rn;M) ⊆ CτSmρ,0(Rn × Rn;M).
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Proof: The claim is a consequence of the Lemma 4.15 and the deﬁnition of these
symbol-classes.
Due to the last remark the associated pseudodiﬀerential operator p(x,Dx) to
a non-smooth symbol p ∈ W m˜,qulocSmρ,0(Rn × Rn;M) was already deﬁned in Deﬁni-
tion 4.10. The set of all non-smooth pseudodiﬀerential operators with symbols
in W m˜,qulocS
m
ρ,0(Rn × Rn;M) is denoted by OPW m˜,qulocSmρ,0(Rn × Rn;M). If M = ∞
we write OPW m˜,qulocS
m
ρ,0(Rn × Rn) instead of OPW m˜,qulocSmρ,0(Rn × Rn;∞).
The iterated commutators of a non-smooth pseudodiﬀerential operator with
coeﬃcients in W m˜,quloc(Rn) are also non-smooth pseudodiﬀerential operators. We
see this in the following remark:
Remark 4.28. Let 1 < q < ∞, M ∈ N0 ∪ {∞} and m˜ ∈ N0 with m˜ > n/q.
Additionally let m ∈ R, 0 ≤ ρ ≤ 1 and p ∈ W m˜,qulocSmρ,0(Rn×Rn;M). Moreover, let
l ∈ N, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |αj+βj| = 1 for all j ∈ {1, . . . , n},
|α| ≤ M and |β| < m˜ − n/q, where α and β are deﬁned by α := α1 + . . . + αl
and β := β1 + . . .+ βl. Then the operator
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx)
is a pseudodiﬀerential operator with the symbol
∂αξD
β
xp(x, ξ) ∈ W m˜−|β|,quloc Sm−ρ|α|ρ,0 (Rnx × Rnξ ;M − |α|).
Proof: The proof this statement is essentially the same as that one of Remark
3.7. We just have to take care of the limited smoothness in x and ξ. Moreover,
we have to use Remark 4.13, while verifying
Dxj p˜ ∈ W m˜−(|β|+1),quloc Sm−ρ|α|ρ,0 (Rn × Rn;M − |α|)
for all j ∈ {1, . . . , n}. Here p˜ is deﬁned as in the proof of Remark 3.7.
4.1.4 Non-Smooth Symbol-Classes with Coeﬃcients in Hm˜q
Non-smooth pseudodiﬀerential operators with coeﬃcients in the Bessel poten-
tial spaces were investigated in [14] and [54]. Here we want to give a short
introduction to the symbol-class Hm˜q S
m
ρ,0(Rn×Rn;M) of these pseudodiﬀerential
operators.
To begin with, we deﬁne non-smooth symbols with coeﬃcients in the Bessel
potential spaces:
Deﬁnition 4.29. Let 1 < q <∞, m ∈ R and m˜ ∈ R with m˜ > n/q. Addition-
ally letM ∈ N0∪{∞} and 0 ≤ ρ ≤ 1. Then the symbol-class Hm˜q Smρ,0(Rn×Rn;M)
is the set of all functions p : Rnx × Rnξ → C such that
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i) ∂βxp(x, .) ∈ CM(Rn) for all x ∈ Rn,
ii) ∂βx∂
α
ξ p ∈ C0(Rnx × Rnξ ),
iii) |∂αξ p(x, ξ)| ≤ Cα〈ξ〉m−ρ|α| for all x, ξ ∈ Rn,
iv) ‖∂αξ p(., ξ)‖Hm˜q ≤ Cα〈ξ〉m−ρ|α| for all ξ ∈ Rn
holds for all α, β ∈ Nn0 with |α| ≤M and |β| < m˜−n/q. Here the constant Cα is
independent of x, ξ ∈ Rn. The function p is called (non-smooth) pseudodiﬀeren-
tial symbol or just (non-smooth) symbol and m is called order of p. If M = ∞,
the symbol-class is smooth in ξ. In this case we write Hm˜q S
m
ρ,0(Rn × Rn) instead
of Hm˜q S
m
ρ,0(Rn × Rn;∞).
In the previous deﬁnition condition iii) is a direct consequence of condition
iv) due to Lemma 2.44. Hence we are allowed to skip condition iii) of the previ-
ous deﬁnition.
Now we deﬁne for all k ∈ N with k ≤M the semi-norms
|a|(m˜)k := sup
ξ∈Rn
max
|α|≤k
‖∂αξ p(., ξ)‖Hm˜q (Rn)〈ξ〉−m˜+ρ|α|
for all a ∈ Hm˜q Sm˜ρ,0(Rn × Rn;M). Equipped with the family of semi-norms
(|.|(m˜)k )k∈{0,...,M} the symbol-class Hm˜q Sm˜ρ,δ(Rn × Rn;M) is a topological vector
space.
The symbol-class Hm˜q S
m
ρ,0(Rn × Rn;M) is a subset of a non-smooth symbol-
class with coeﬃcients in the Hölder spaces. This is shown next remark:
Remark 4.30. Let 1 < q < ∞, m ∈ R and m˜ ∈ R with m˜ > n/q. Moreover, let
M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Assuming 0 < τ ≤ m˜− n/q, τ /∈ N we have
Hm˜q S
m
ρ,0(Rn × Rn;M) ⊆ CτSmρ,0(Rn × Rn;M).
Proof: The claim is a consequence of the Lemma 2.44 and the deﬁnition of these
symbol-classes.
SinceHm˜q S
m
ρ,0(Rn×Rn;M) is a subset of CτSmρ,0(Rn×Rn;M) for certain τ > 0,
the associated pseudodiﬀerential operator p(x,Dx) to p ∈ Hm˜q Smρ,0(Rn × Rn;M)
was already deﬁned in Deﬁnition 4.10. The set of all non-smooth pseudodiﬀeren-
tial operators with symbols in the symbol-class Hm˜q S
m˜
ρ,0(Rn × Rn;M) is denoted
by OPHm˜q S
m˜
ρ,0(Rn × Rn;M). If M = ∞, we write OPHm˜q Sm˜ρ,0(Rn × Rn) instead
of OPHm˜q S
m˜
ρ,0(Rn × Rn;∞).
The iterated commutators of a non-smooth pseudodiﬀerential operator with
coeﬃcients in Hm˜q (Rn) are non-smooth pseudodiﬀerential operators again:
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Remark 4.31. Let 1 < q < ∞, 0 ≤ ρ ≤ 1, m ∈ R, M ∈ N0 ∪ {∞} and m˜ ∈ R
with m˜ > n/q. We assume that p ∈ Hm˜q Smρ,0(Rn×Rn;M). Additionally let l ∈ N,
α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |αj + βj| = 1 for all j ∈ {1, . . . , n},
|α| ≤ M and |β| < m˜ − n/q. Here α and β are denoted by α := α1 + . . . + αl
and β := β1 + . . .+ βl. Then the operator
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx)
is a pseudodiﬀerential operator with the symbol
∂αξD
β
xp(x, ξ) ∈ Hm˜−|β|q Sm−ρ|α|ρ,0 (Rn × Rn;M − |α|).
Proof: On account of Example 3.2 and Example 3.6 we know thatDxj = OP(ξj)
is an element of OPS11,0(Rn × Rn) for all j ∈ {1, . . . , n}. An application of
Theorem 3.18 provides for each s ∈ R and every j ∈ {1, . . . , n}:
‖Dxjf‖Hsq ≤ C‖f‖Hs+1q for all f ∈ Hs+1q (Rn). (4.19)
We get the claim in the same way as the statement of Remark 4.28. We just
have to use inequality (4.19) instead of Remark 4.13.
4.1.5 Classical Non-Smooth Symbol-Classes
In applications to partial diﬀerential equations, many pseudodiﬀerential opera-
tors are classical ones. Hence the restriction to so-called classical pseudodiﬀeren-
tial operators is not a big disadvantage. This subsection is devoted to the intro-
duction of classical non-smooth symbol-classes. We refer the reader to [67].
In order to deﬁne these symbol-classes we need the notion of a function being
homogeneous of degree d:
Deﬁnition 4.32. Considering d ∈ R, a function f : Rn → C is homogeneous of
degree d (for |x| ≥ 1) if
f(rx) = rdf(x) for all x ∈ Rn with |x| ≥ 1 and r ≥ 1.
Functions which are homogeneous of degree d have the following important
property:
Remark 4.33. Let d ∈ R and k ∈ N. Moreover, let f ∈ Ck(Rn) be homogeneous
of degree d (for |x| ≥ 1). Then ∂αx f is homogeneous of degree d−|α| (for |x| ≥ 1)
for each α ∈ Nn0 with |α| ≤ k.
Proof: The deﬁnition of derivatives and the previous deﬁnition provide the claim
by mathematical induction with respect to |α|.
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As mentioned before, we are able to deﬁne for every Banach space X with
C∞c (Rn) ⊆ X ⊆ C0(Rn) the non-smooth symbol-classXSm1,0(Rn×Rn), cf. e.g. [67],
Chapter 1. For all these non-smooth symbol-classes the previous deﬁnition en-
ables us to deﬁne classical non-smooth symbols:
Deﬁnition 4.34. Let m ∈ R and C∞c (Rn) ⊆ X ⊆ C0(Rn) be any Banach space.
Then p ∈ XSm1,0(Rn×Rn) is a classical symbol of the order m if p has a classical
expansion
p(x, ξ) ∼
∑
j∈N0
pj(x, ξ),
where pj are homogeneous of degree m − j in ξ (for |ξ| ≥ 1 ) for all j ∈ N0 in
the sense, that for all N ∈ N we have
p(x, ξ)−
∑
j<N
pj(x, ξ) ∈ XSm−N1,0 (Rn × Rn).
The set of all classical symbols of the order m is denoted by XSmcl (Rn × Rn).
As an immediate consequence of the previous deﬁnition we obtain for all
Banach spaces X with C∞c (Rn) ⊆ X ⊆ C0(Rn) and all m ∈ R:
XSmcl (Rn × Rn) ⊆ XSm1,0(Rn × Rn).
For our purposes we just need the case X = W m˜,quloc. Thus we restrict ourselves to
this case now. In Remark 4.28 we have veriﬁed that the iterated commutators of
a non-smooth pseudodiﬀerential operator with coeﬃcients in W m˜,quloc(Rn) are such
operators, too. For iterated commutators of non-smooth pseudodiﬀerential op-
erators with coeﬃcients in W m˜,quloc(Rn) which have classical symbols the following
remark holds:
Remark 4.35. Let 1 < q <∞ and m˜ ∈ N0 with m˜ > n/q. Additionally letm ∈ R.
We assume that p ∈ W m˜,qulocSmcl (Rn × Rn). Moreover, let l ∈ N, α1, . . . , αl ∈ Nn0
and β1, . . . , βl ∈ Nn0 with |αj + βj| = 1 for all j ∈ {1, . . . , n} and |β| < m˜− n/q.
Here α and β are deﬁned by α := α1 + . . .+ αl and β := β1 + . . .+ βl. Then the
operator
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx)
is a pseudodiﬀerential operator with the symbol
∂αξD
β
xp(x, ξ) ∈ W m˜−|β|,quloc Sm−|α|cl (Rnx × Rnξ ).
Proof: Let l ∈ N, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 be as in the assumptions.
Since p ∈ W m˜,qulocSmcl (Rn × Rn) ⊆ W m˜,qulocSm1,0(Rn × Rn), Remark 4.28 provides that
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ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx) is a pseudodiﬀerential opera-
tor with the symbol
∂αξD
β
xp(x, ξ) ∈ W m˜−|β|,quloc Sm−|α|1,0 (Rnx × Rnξ ).
Therefore it remains to show that the symbol ∂αξD
β
xp(x, ξ) is even an element of
W
m˜−|β|,q
uloc S
m−|α|
cl (Rnx ×Rnξ ). Because of p ∈ W m˜,qulocSmcl (Rn ×Rn), there is a classical
expansion, where pk are homogeneous of degree m − k in ξ (for |ξ| ≥ 1) such
that for all N ∈ N we have:
p(x, ξ)−
∑
k<N
pk(x, ξ) ∈ W m˜,qulocSm−N1,0 (Rnx × Rnξ ).
Let N ∈ N be arbitrary. On account of Remark 4.28 we have
∂αξD
β
xp(x, ξ)−
∑
k<N
∂αξD
β
xpk(x, ξ) ∈ W m˜−|β|,quloc Sm−|α|−N1,0 (Rnx × Rnξ ).
Iteratively we are able to show that Dβxp(x, ξ) is homogeneous of degree m − k
with respect to ξ (for |ξ| ≥ 1) by using the deﬁnition of homogeneous functions.
Consequently ∂αξD
β
xpk(x, ξ) is homogeneous of degreem−|α|−k in ξ (for |ξ| ≥ 1)
for every k ∈ N0 due to Remark 4.33. Hence ∂αξDβxp(x, ξ) is an element of
W
m˜−|β|,q
uloc S
m−|α|
cl (Rnx × Rnξ ).
4.2 Extension of the Space of Amplitudes
The space of amplitudes was introduced in Section 3.2. We have seen that the
oscillatory integral is well-deﬁned for all functions of this set. At ﬁrst we just
were able to deﬁne the pseudodiﬀerential operator p(x,Dx) on the Schwartz
space for a given smooth symbol p. The oscillatory integral allows us to extend
the deﬁnition of p(x,Dx)u on functions u ∈ C∞b (Rn), cf. e.g. [5], Chapter 3.7.
But this is not the only application of oscillatory integrals. By means of the
properties of these integrals, we can calculate the symbol of the composition of
two smooth pseudodiﬀerential operators explicitly, cf. e.g [5], Chapter 3.5. As
these oscillatory integrals are an important technique for working with smooth
pseudodiﬀerential operators, we would like to use the oscillatory integral in the
non-smooth case in order to obtain similar results.
We consider an arbitrary non-smooth symbol p ∈ Cm˜,τSmρ,δ(Rn ×Rn;M) and
a Schwartz function u. If we choose an arbitrary l ∈ N0 with −2l + m < −n,
we obtain for all x ∈ Rn by using Remark 2.10 and integration by parts with
respect to y:
p(x,Dx)u(x) =
∫
eix·ξp(x, ξ)uˆ(ξ)ξ =
∫∫
ei(x−y)·ξp(x, ξ)u(y)dyξ
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=
∫∫
ei(x−y)·ξ〈ξ〉−2lp(x, ξ)〈Dy〉2lu(y)dyξ
= Os -
∫∫
ei(x−y)·ξ〈ξ〉−2lp(x, ξ)〈Dy〉2lu(y)dyξ.
Here we have used the identity, according to which we are able to write iter-
ated integrals as oscillatory integrals due to (3.4). Hence for each x ∈ Rn the
oscillatory integral of f , deﬁned by f(y, ξ) := p(x, ξ)u(y) for all y, ξ ∈ Rn, is
well-deﬁned. But in the case N 6=∞ this function is not an element of the space
of amplitudes since f is not smooth with respect to ξ. Therefore the possibility
arises to extend the space of amplitudes to non-smooth functions in the follow-
ing way: the oscillatory integral is well-deﬁned for all functions of this extension.
This is the topic of the next deﬁnition:
Deﬁnition 4.36. Let m, τ ∈ R and N ∈ N0 ∪ {∞}. We deﬁne A m,Nτ (Rn ×Rn)
as the set of all functions a : Rn×Rn → C with the following properties: For all
α, β ∈ Nn0 with |α| ≤ N we have
i) ∂αη ∂
β
y a(y, η) ∈ C0(Rny × Rnη ),
ii)
∣∣∂αη ∂βy a(y, η)∣∣ ≤ Cα,β(1 + |η|)m(1 + |y|)τ for all y, η ∈ Rn,
where Cα,β is independent of y, η ∈ Rn.
Note that A m,∞τ (Rn × Rn) = A mτ (Rn × Rn).
We mention one important example for the extension of the space of ampli-
tudes:
Example 4.37. Let m ∈ R, m˜ ∈ N0, 0 < s ≤ 1 and 0 ≤ ρ, δ ≤ 1. Additionally let
N ∈ N0 ∪ {∞}. Assuming a ∈ Cm˜,sSmρ,δ(Rn × Rn;N) and u ∈ S(Rn), we obtain
for all x ∈ Rn and l ∈ N0
a(x, ξ)u(y) ∈ A m,N−l (Rny × Rnξ ).
Proof: Let x ∈ Rn, l ∈ N0 and α, β ∈ Nn0 with |α| ≤ N be arbitrary. Then the
following inequality holds due to u ∈ S(Rn):∣∣∂αξ ∂βy [a(x, ξ)u(y)]∣∣ = ∣∣∂αξ a(x, ξ)∣∣ ∣∣∂βy u(y)∣∣ ≤ Cα,β〈ξ〉m−ρ|α|〈y〉−l
≤ Cα,β,l〈ξ〉m〈y〉−l for all ξ, y ∈ Rn.
Since ∂αξ ∂
β
y a(x, ξ)u(y) is also an element of C
0(Rny × Rnξ ) for all α, β ∈ Nn0 with
|α| ≤ N , we conclude the claim.
The previous deﬁnition enables us to extend the deﬁnition of the oscillatory
integral for functions in the set A m,Nτ (Rn × Rn):
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Theorem 4.38. Let m, τ ∈ R and N ∈ N0∪{∞} be such that there is an l˜ ∈ N0
with the property N ≥ 2l˜ > n+τ . Moreover, let χ ∈ S(Rn×Rn) with χ(0, 0) = 1
be arbitrary. Then the oscillatory integral
Os -
∫∫
e−iy·ηa(y, η)dyη := lim
ε→0
∫∫
χ(εy, εη)e−iy·ηa(y, η)dyη
exists for each a ∈ A m,Nτ (Rn×Rn). Additionally for all l, l′ ∈ N0 with 2l > n+m
and N ≥ 2l′ > n+ τ we have the following equality:
Os -
∫∫
e−iy·ηa(y, η)dyη =
∫∫
e−iy·η〈y〉−2l′〈Dη〉2l′ [〈η〉−2l〈Dy〉2la(y, η)]dyη.
Therefore the deﬁnition does not depend on the choice of χ.
This theorem is an extension of Theorem 3.11 and can be proved in the same
way.
Next, we want to convince ourselves that the properties of the oscillatory
integral even hold for all functions of the set A m,Nτ (Rn ×Rn). Analogous to the
proof of [5], Theorem 3.13 we obtain the ability to interchange derivatives with
the oscillatory integral. To be more precise:
Theorem 4.39. Let m, τ ∈ R, N ∈ N0 ∪ {∞} and k ∈ N be such that there is
an l˜ ∈ N0 with N ≥ 2l˜ > k+ τ . We set τ˜ := τ if τ ≥ −k, τ˜ := −k− 0.5 if τ ∈ Z
and τ < −k and τ˜ := −k − (|τ | − b−τc)/2 else. Moreover, we deﬁne τˆ := τ+ if
τ ≥ −k and τˆ := τ − τ˜ else. Assuming an a ∈ A m,Nτ (Rn+k × Rn+k), we deﬁne
the function b : Rn × Rn → C by integration with respect to Rk × Rk:
b(y, η) := Os -
∫∫
e−iy
′·η′a(y, y′, η, η′)dy′η′ for all y, η ∈ Rn.
Let M := max{m ∈ N0 : N − m ≥ 2l > k + τ˜ for one l ∈ N0}. Then b is an
element of A m+,Mτˆ (Rn × Rn) and for each α, β ∈ Nn0 with |β| ≤M we have:
∂αy ∂
β
η b(y, η) = Os -
∫∫
e−iy
′·η′∂αy ∂
β
η a(y, y
′, η, η′)dy′η′ for all y, η ∈ Rn.
Proof: On account of 〈(η, η′)〉2 ≥ 〈η〉2 for all η, η′ ∈ Rn and of Peetre's inequal-
ity, cf. Lemma 2.4, we get
〈(η, η′)〉m〈(y, y′)〉τ ≤ C〈η〉m+〈η′〉m〈y〉τˆ 〈y′〉τ˜ for all η, η′, y, y′ ∈ Rn.
Hence we obtain for ﬁxed y, η ∈ Rn and for all α, β ∈ Nn0 , α˜, β˜ ∈ Nk0 with
|β| ≤M and |β˜| ≤ N − |β|:
|∂α˜y ∂β˜η ∂αy ∂βη a(y, y′, η, η′)| ≤ Cy,η〈η′〉m〈y′〉τ˜ for all η′, y′ ∈ Rn.
Using the previous inequality the theorem can be veriﬁed in the same way as [5],
Theorem 3.13.
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We also get Fubini's theorem for oscillatory integrals. It can be shown in the
same manner as Theorem 3.13 in [5].
Theorem 4.40. Let m, τ ∈ R and k ∈ N. We deﬁne τ˜ := τ if τ ≥ −k,
τ˜ := −k − 0.5 if τ ∈ Z and τ < −k and τ˜ := −k − (|τ | − b−τc)/2 else.
Moreover, we deﬁne τˆ := τ+ if τ ≥ −k and τˆ := τ − τ˜ else. Additionally let
N ∈ N0 ∪ {∞} be such that there is an l˜ ∈ N0 with M ≥ 2l˜ > n + τˆ , where
M := max{m ∈ N0 : N − m ≥ 2l > k + τ˜ for one l ∈ N0}. Assuming an
a ∈ A m,Nτ (Rn+k × Rn+k) we obtain
Os -
∫∫∫∫
e−iy·η−iy
′·η′a(y, y′, η, η′)dydy′ηη′
= Os -
∫∫
e−iy·η
[
Os -
∫∫
e−iy
′·η′a(y, y′, η, η′)dy′η′
]
dyη.
For functions in the set A mτ (Rn × Rn) integration by parts is possible. We
refer to e.g. [42], Theorem 6.8 for a proof. In the same way we can verify that
the statement is also true for elements in the set A m,Nτ (Rn × Rn):
Theorem 4.41. Let m, τ ∈ R and N ∈ N0∪{∞} be such that there is an l′ ∈ N0
with N ≥ 2l′ > n+ τ . Moreover, let l0, l˜0 ∈ N0 with the property 2l˜0 ≤ N . Then
Os -
∫∫
e−iy·ηa(y, η)dyη = Os -
∫∫
e−iy·η〈y〉−2l˜0〈Dη〉2l˜0 [〈η〉−2l0〈Dy〉2l0a(y, η)]dyη
for every a ∈ A m,Nτ (Rn × Rn).
Another important property is the ability to interchange limit and oscillatory
integral. This is the topic of the next corollary. It can be checked in the same
manner as the analogous result in the smooth case, cf. e.g. [5], Corollary 3.10.
Corollary 4.42. Let m, τ ∈ R and N ∈ N0 ∪ {∞} be such that there is an
l′ ∈ N0 with N ≥ 2l′ > n + τ . Additionally let (aj)j∈N ⊆ A m,Nτ (Rn × Rn) be a
bounded sequence, i.e for all α, β ∈ Nn0 with |α| ≤ N and all j ∈ N:∣∣∂βy ∂αη aj(y, η)∣∣ ≤ Cα,β〈η〉m〈y〉τ for all y, η ∈ Rn.
Here the constant Cα,β is independent of j ∈ N and y, η ∈ Rn. Moreover, there
is an a ∈ A m,Nτ (Rn × Rn) such that
lim
j→∞
∂αη ∂
β
y aj(y, η) = ∂
α
η ∂
β
y a(y, η) for all y, η ∈ Rn (4.20)
for each α, β ∈ Nn0 with |α| ≤ N . Then
lim
j→∞
Os -
∫∫
e−iy·ηaj(y, η)dyη = Os -
∫∫
e−iy·ηa(y, η)dyη.
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Additionally we mention that the oscillatory integral of functions being of
the set A mτ (Rn × Rn) is translation invariant. We refer to e.g. [42], Theorem
6.8 for a proof. Similary we are able to show the analogous result for the set
A m,Nτ (Rn × Rn):
Theorem 4.43. Let m, τ ∈ R and N ∈ N0∪{∞} be such that there is an l ∈ N0
with N ≥ 2l > n+ τ . For a ∈ A m,Nτ (Rn ×Rn) we have the following invariance
of the oscillatory integral with respect to translations:
Os -
∫∫
e−i(y+y0)·(η+η0)a(y + y0, η + η0)dyη = Os -
∫∫
e−iy·ηa(y, η)dyη.
4.3 Symbol Composition
A calculus for non-smooth pseudodiﬀerential operators in the non-smooth symbol-
class CτSm1,δ(Rn × Rn) was ﬁrst developed by H.Kumano-Go and M.Nagase in
[43]. Y.Meyer and J.Marschall improved this calculus in [55] and [52], Chapter 6.
Later J.Marschall adapted the arguments given there to obtain a calculus for the
general case CτSmρ,δ(Rn × Rn;N) in [53]. Most recent, H.Abels treated a calcu-
lus for operator-valued pseudodiﬀerential operators with non-smooth symbols of
class CτSm1,0(Rn × Rn;L (X1, X2)) in [3].
We recall that the composition of two smooth pseudodiﬀerential operators
is also a smooth pseudodiﬀerential operator, cf. Theorem 3.13 in Section 3.2.
For the composition of a non-smooth pseudodiﬀerential operator with a special
smooth pseudodiﬀerential operator we obtain a similar result:
Remark 4.44. Let m1,m2 ∈ R, m˜ ∈ N0, 0 < s ≤ 1 and 0 ≤ ρ ≤ 1. Additionally
let M ∈ N0 ∪ {∞}. We choose an a ∈ Cm˜,sSm1ρ,0 (Rn × Rn;M) and a symbol
p ∈ Sm2ρ,0 (Rn × Rn), which is independent of the ﬁrst variable x. Then the
pseudodiﬀerential operator
a(x,Dx)p(x,Dx) ∈ OPCm˜,sSm1+m2ρ,0 (Rn × Rn;M)
has the symbol a(x, ξ)p(ξ).
Proof: Since p is independent of x, we can write p(Dx) instead of p(x,Dx). One
immediately gets a(x, ξ)p(ξ) ∈ Cm˜,sSm1+m2ρ,0 (Rn × Rn;M) due to the choice of
the symbols a and p. Using F [p(Dx)u](ξ) = p(ξ)uˆ(ξ) for all ξ ∈ Rn, u ∈ S(Rn)
provides the remark.
We are also able to show that the iterated commutators of a non-smooth
pseudodiﬀerential operator are pseudodiﬀerential operators provided that suit-
able conditions are fulﬁlled.
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Remark 4.45. Let m˜ ∈ N0, M ∈ N0 ∪ {∞}, 0 < τ ≤ 1, m ∈ R and 0 ≤ ρ, δ ≤ 1.
We assume that p ∈ Cm˜,τSmρ,δ(Rn×Rn;M). Moreover, let l ∈ N, α1, . . . , αl ∈ Nn0
and β1, . . . , βl ∈ Nn0 with |αj + βj| = 1 for all j ∈ {1, . . . , n}, |α| ≤ M and
|β| ≤ m˜. Here α and β are deﬁned by α := α1 + . . .+ αl and β := β1 + . . .+ βl.
Then the operator
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx)
is a pseudodiﬀerential operator with the symbol
∂αξD
β
xp(x, ξ) ∈ Cm˜−|β|,τSm−ρ|α|+δ|β|ρ,δ (Rnx × Rnξ ;M − |α|).
Proof: We get the claim in the same way as the statement of Remark 4.28. We
just have to use Remark 2.37 instead of Remark 4.13.
But in contrast to the smooth case, the composition of two non-smooth
pseudodiﬀerential operators is in general not a pseudodiﬀerential operator with
the same regularity with respect to its coeﬃcient, cf. [3], p.1465. To illustrate
this, let j ∈ {1, . . . , n} and p ∈ CτSm1,0(Rnx × Rnξ ) with τ ∈ (0, 1), m ∈ R and
p(x, ξ) /∈ C1(Rnx) for all ξ ∈ Rn. Remark 4.44 provides that p(x,Dx)OP(ξj) is
an element of OPCτSm+11,0 (Rn × Rn) due to ξj ∈ S11,0(Rn × Rn). Therefore the
question arises whether OP(ξj)p(x,Dx) is also a pseudodiﬀerential operator. If
this would be the case, the iterated commutator
ad(Dxj)p(x,Dx) = OP(ξj)p(x,Dx)− p(x,Dx)OP(ξj)
would be a pseudodiﬀerential operator, too. In the same manner as in the pre-
vious remark we are able to calculate ad(Dxj)p(x,Dx) formally and we obtain
ad(Dxj)p(x,Dx) = (∂xjp)(x,Dx). (4.21)
Because of the choice of τ , ∂xjp does not exist. Hence ad(Dxj)p(x,Dx) is not a
pseudodiﬀerential operator just like OP(ξj)p(x,Dx).
However, there is a ﬁnite expansion for the composition of two non-smooth
pseudodiﬀerential operators: let pi ∈ Cm˜i,τiSmi1,0(Rn × Rn), i ∈ {1, 2} be two
symbols, where m˜i ∈ N0, 0 < τi < 1 and mi ∈ R for i ∈ {1, 2}. For every k ∈ N0
we deﬁne the symbol p1#kp2 by
(p1#kp2)(x, ξ) :=
∑
|α|≤k
1
α!
∂αξ p1(x, ξ)D
α
xp2(x, ξ) for all x, ξ ∈ Rn.
The next theorem shows for each θ ∈ (0, τ2) that the operator
Rθ(p1, p2) := p1(x,Dx)p2(x,Dx)− (p1#bθcp2)(x,Dx)
is of the order m1 +m2−θ in the sense of mapping properties in Bessel potential
spaces.
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Theorem 4.46. For i ∈ {1, 2} let Bi ⊆ Cm˜i,τiSmi1,0(Rn×Rn) be a bounded subset
with m˜i ∈ N0, mi ∈ R and 0 < τi < 1. Moreover, let 1 < q <∞ and θ ∈ (0, τ2).
Setting τ := min{τ1, τ2 − bθc} we get for all s ∈ (−τ, τ) with s − θ > −τ2 and
−τ2 + θ < s+m1 < τ2 the boundedness of
{Rθ(p1, p2) : pi ∈ Bi} ⊆ L (Hs+m1+m2−θq (Rn), Hsq (Rn)).
Proof: On account of Theorem 3.6 in [3] we obtain the boundedness of Rθ(p1, p2)
as a map from Hs+m1+m2−θq (Rn) to Hsq (Rn). Verifying the proof of this theorem,
we obtain the independence of the constant C from pi ∈ Bi, i ∈ {1, 2}.
4.4 Boundedness of Non-Smooth Pseudodiﬀeren-
tial Operators
This section is devoted to the boundedness of non-smooth pseudodiﬀerential op-
erators between diﬀerent function spaces. Let us give a short outline of this
section: At ﬁrst we show the boundedness of non-smooth pseudodiﬀerential op-
erators with coeﬃcients in a Banach space X. Here X has to be such that
C∞c (Rn) ⊆ X ⊆ C0(Rn). In Subsection 4.4.1 we treat the most common class of
non-smooth pseudodiﬀerential operators: non-smooth pseudodiﬀerential opera-
tors with coeﬃcients in the Hölder spaces. After that we focus on boundedness
results of non-smooth pseudodiﬀerential operators with coeﬃcients in Hm˜q (Rn)
and W m˜,quloc(Rn) in the Subsections 4.4.2 and 4.4.3.
To begin with, we prove the boundedness of non-smooth pseudodiﬀerential
operators with coeﬃcients in a Banach space X. During this thesis we just need
the cases X ∈ {Cm˜,τ , Cm˜+τ∗ , Hm˜q ,W m˜,quloc}. Hence during this section we assume
X, Y ∈ {Cm˜,τ , Cm˜+τ∗ , Hm˜q ,W m˜,quloc} with m˜ ∈ N0, 0 < τ ≤ 1 and 1 < q <∞, unless
otherwise noted. Additionally we assume δ = 0 in the case X /∈ {Cm˜,τ , Cm˜+τ∗ }
and m˜ > n/q if X ∈ {Hm˜q ,W m˜,quloc}.
For these spaces the following property holds:
Remark 4.47. For 0 ≤ ρ, δ ≤ 1 and M ∈ N0 ∪ {∞} we choose an arbitrary
a ∈ XSmρ,δ(Rn × Rn;M). Moreover let N = m˜ + 2 in the case X = Cm˜+τ∗ ,
N = m˜ + 1 in the case X = Cm˜,τ and N = m˜ else. Then there is a constant
Cm˜,τ > 0 such that
‖eξ · a(., ξ)‖X ≤ Cm˜,τ 〈ξ〉N‖a(., ξ)‖X for all ξ ∈ Rn.
Proof: For X ∈ {Hm˜q ,W m˜,quloc} the claim can be veriﬁed by using the deﬁnition
of these spaces and the Leibniz rule.
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Our next goal is to calculate the norm ‖eξ‖Cm˜+bτc+1b . Since ‖∂
α
x e
ix·ξ‖L∞ ≤ 〈ξ〉|α|
for all α ∈ Nn0 with |α| ≤ m˜+ bτc+ 1, we have
‖eξ‖Cm˜+bτc+1b ≤ C
∑
|α|≤m˜+bτc+1
‖∂αx eix·ξ‖L∞ ≤ C〈ξ〉m˜+bτc+1. (4.22)
With Lemma 2.40, (4.22) and the embedding Cm˜+bτc+1b (Rn) ↪→ Cm˜+τ∗ (Rn) at
hand, we are in the position to prove the remark for X = Cm˜,τ∗ :
‖eξ · a(., ξ)‖Cm˜,τ∗ ≤ Cm˜,τ‖eξ‖Cm˜,τ∗ ‖a(., ξ)‖Cm˜,τ∗ ≤ Cm˜,τ‖eξ‖Cm˜+bτc+1b ‖a(., ξ)‖Cm˜,τ∗
≤ Cm˜,τ 〈ξ〉m˜+2‖a(., ξ)‖Cm˜,τ∗ for all ξ ∈ Rn.
It remains to prove the case X = Cm˜,τ . Using the mean value theorem in the
case |x1 − x2| ≤ 1, x1 6= x2 we obtain
max
x1 6=x2
|eix1·ξ − eix2·ξ|
|x1 − x2|τ ≤ 2〈ξ〉 for all ξ ∈ R
n.
If we add the term eix1·ξ∂αxa(x2, ξ)−eix1·ξ∂αxa(x2, ξ) in the numerator, we are able
to verify the next estimate by means of the previous inequality and the Leibniz
rule:
max
|α|≤m˜
sup
x1 6=x2
|eix1·ξ∂αxa(x1, ξ)− eix2·ξ∂αxa(x2, ξ)|
|x1 − x2|τ ≤ Cm˜,τ 〈ξ〉‖a(., ξ)‖Cm˜,τ∗ (4.23)
for all ξ ∈ Rn. In the same way as in estimate (4.22), we are able to show
‖eξ · a(., ξ)‖Cm˜b ≤ Cm˜〈ξ〉
m˜‖a(., ξ)‖Cm˜,τ for all ξ ∈ Rn. (4.24)
A combination of the inequalities (4.23) and (4.24) yields
‖eξ · a(., ξ)‖Cm˜,τ ≤ Cm˜,τ 〈ξ〉m˜+1‖a(., ξ)‖Cm˜,τ for all ξ ∈ Rn.
The previous remark enables us to prove the next boundedness result:
Lemma 4.48. Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ, δ ≤ 1. Assuming
p ∈ XSmρ,δ(Rn × Rn;M), we obtain the continuity of p(x,Dx) : S(Rn)→ X.
Proof: Let u ∈ S(Rn) be arbitrary. An application of p ∈ XSmρ,δ(Rn × Rn;M),
u ∈ S(Rn), Remark 4.47 and Lemma 2.18 yields
‖p(x,Dx)u(x)‖X ≤
∫
‖eξp(., ξ)‖X |uˆ(ξ)|ξ ≤ C
∫
〈ξ〉−(n+1)ξ|uˆ|mˆ+(n+1),S
≤ C|u|mˆ+2(n+1),S for all x ∈ Rn
for some mˆ ∈ N.
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In the case X = Cm˜,τ this statement was already checked in [45], Theorem
3.6. For a bounded subset of B ⊆ XSmρ,δ(Rn × Rn;M), where X,m, ρ, δ and M
are deﬁned as in the previous lemma, we even are able to improve the statement
of Lemma 4.48: Verifying the proof of Lemma 4.48 yields the boundedness of
{p(x,Dx) : p ∈ B} ⊆ L (S(Rn);X). (4.25)
In the literature such problems are mostly not investigated. Usually just bound-
edness results are shown in diﬀerent cases. Verifying these proofs in order to get
similar results as (4.25) is often very complex. With the next lemma at hand,
such problems are much easier to prove.
Lemma 4.49. Let m ∈ R and 0 ≤ ρ, δ ≤ 1 and N ∈ N0 ∪ {∞}. We consider
that B is the topological vector space Smρ,δ(Rn×Rn) or Y Smρ,δ(Rn×Rn;N). In the
case B = Smρ,δ(Rn × Rn) we set N := ∞. Moreover, let X1, X2 be two Banach
spaces with the following properties:
i) S(Rn) ⊆ X1, X2 ⊆ S ′(Rn),
ii) S(Rn) is dense in X1 and in X ′2,
iii) a(x,Dx) ∈ L (X1, X2) for all a ∈ B.
Then there is a k ∈ N with k ≤ N and a constant C > 0, independent of a ∈ B,
such that
‖a(x,Dx)f‖L (X1;X2) ≤ C|a|(m)k for all a ∈ B.
Proof: First of all we deﬁne for f, g ∈ S(Rn) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1
the operator OPf,g : B → C by OPf,g(a) := 〈a(x,Dx)f, g〉X2,X′2 . Using iii) we
get the existence of a constant C, independent of f, g ∈ S(Rn) with ‖f‖X1 ≤ 1
and ‖g‖X′2 ≤ 1, such that
|〈a(x,Dx)f, g〉X2,X′2 | ≤ ‖a(x,Dx)f‖X2 ‖g‖X′2 ≤ C ‖a(x,Dx)‖L (X1;X2) ‖f‖X1 ‖g‖X′2
≤ C ‖a(x,Dx)‖L (X1;X2) .
Consequently the set{
OP(a)f,g : f, g ∈ S(Rn) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1
} ⊆ C
is bounded for each a ∈ B. Hence all assumptions of the theorem of Banach-
Steinhaus, cf. e.g. [61], Theorem 2.5 hold. An application of this theorem pro-
vides that {
OPf,g : f, g ∈ S(Rn) with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1
}
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is equicontinuous. With the equicontinuity of the previous set at hand, we get
the existence of a k ∈ N with k ≤ N and a constant C > 0 such that
|OPf,g(a)| ≤ C|a|(m)k for all a ∈ B, f, g ∈ S(Rn) with ‖f‖X1 ≤ 1, ‖g‖X′2 ≤ 1.
Since S(Rn) is dense in X1 and in X ′2, the previous inequality even holds for all
f ∈ X1 and g ∈ X ′2 with ‖f‖X1 ≤ 1 and ‖g‖X′2 ≤ 1. This implies the claim:
‖a(x,Dx)‖L (X1;X2) = sup
‖f‖X1≤1
‖a(x,Dx)f‖X2 = sup
‖f‖X1≤1
sup
‖g‖X′2≤1
|OPf,g(a)|
≤ C|a|(m)k for all a ∈ B.
We already mentioned that the symbol-classes XSmρ,0(Rn × Rn;M) can be
deﬁned for arbitrary Banach spaces X fulﬁlling C∞c (Rn) ⊆ X ⊆ C0(Rn), m ∈ R,
M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1, too. Hence Lemma 4.48 and 4.49 also hold for
arbitrary Banach spaces X, Y with the property C∞c (Rn) ⊆ X, Y ⊆ C0(Rn).
4.4.1 Boundedness of Pseudodiﬀerential Operators with
Coeﬃcients in the Hölder Space
After verifying an estimate for non-smooth pseudodiﬀerential operators with co-
eﬃcients in the Hölder spaces applied to a Schwartz function, we have a look at
the boundedness of these operators with respect to the Bessel potential spaces.
Lemma 4.50. Let s ∈ R+ with s /∈ N, m ∈ R and 0 ≤ ρ, δ ≤ 1. Additionally
let M ∈ N0 ∪ {∞}. Moreover, B ⊆ CsSmρ,δ(Rn × Rn;M) should be a bounded
subset and u ∈ S(Rn). For every N ∈ N0 with 2N ≤M there is a constant CN,n,
independent of x ∈ Rn and a ∈ B, such that
|a(x,Dx)u(x)| ≤ CN,n〈x〉−2N for all x ∈ Rn and a ∈ B.
Note that CN,n is dependent on u ∈ S(Rn).
Proof: Let N ∈ N0 with 2N ≤ M be arbitrary. Since u ∈ S(Rn), we also
have uˆ ∈ S(Rn). Due to Remark 2.21 we have Dα2ξ uˆ ∈ S(Rn), too. Choosing
an arbitrary Mm,n ∈ N with −Mm,n < −n − |m|, we get for all α2 ∈ Nn0 with
|α2| ≤ 2N and for all ξ ∈ Rn:
|Dα2ξ uˆ(ξ)| ≤ Cα2,n〈ξ〉−Mm,n ,
where Cα2,n is independent of ξ ∈ Rn. Using the last inequality and the bound-
edness of B ⊆ CsSmρ,δ(Rn × Rn;M) ﬁrst and Theorem 2.11 afterwards, we have
for all a ∈ B and all x ∈ Rn:∣∣〈Dξ〉2N [a(x, ξ)uˆ(ξ)]∣∣ ≤ ∑
α∈Nn0
|α|≤N
∑
α1+α2=2α
Cα,α1
∣∣Dα1ξ a(x, ξ)∣∣ ∣∣Dα2ξ uˆ(ξ)∣∣
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≤ CN,n〈ξ〉m−ρ|α1|−Mm,n ∈ L1(Rnξ ). (4.26)
Here CN,n is independent of x, ξ ∈ Rn and a ∈ B. Additionally integration by
parts with respect to ξ yields for all a ∈ B and all x ∈ Rn:∫ (〈Dξ〉2Neix·ξ) a(x, ξ)uˆξ = ∫ eix·ξ〈Dξ〉2N [a(x, ξ)uˆ] ξ. (4.27)
On account of (4.27), (4.26) and 〈x〉2Neix·ξ = 〈Dξ〉2Neix·ξ we conclude the claim:∣∣〈x〉2Na(x,Dx)u(x)∣∣ = ∣∣∣∣∫ 〈x〉2Neix·ξa(x, ξ)uˆ(ξ)ξ∣∣∣∣
=
∣∣∣∣∫ eix·ξ〈Dξ〉2N [a(x, ξ)uˆ(ξ)] ξ∣∣∣∣ ≤ CN,n ∫ 〈ξ〉−n−1ξ ≤ CN,n
for all a ∈ B and x ∈ Rn, where CN,n is independent of x, ξ ∈ Rn and a ∈ B.
The last inequality holds due to Theorem 2.11.
Now we discuss another boundedness result we often need later on:
Theorem 4.51. Let m ∈ R, 0 ≤ δ ≤ ρ ≤ 1 with ρ > 0 and 1 < p < ∞.
Additionally let τ > 1−ρ
1−δ · n2 if ρ < 1 and τ > 0 if ρ = 1 respectively. Moreover,
let N ∈ N ∪ {∞} with N > n/2 for 2 ≤ p < ∞ and N > n/p else. Denoting
kp := (1 − ρ)n |1/2− 1/p|, let B ⊆ Cτ∗Sm−kpρ,δ (Rn × Rn;N) be a bounded subset.
Then for each real number s with the property
(1− ρ)n
p
− (1− δ)τ < s < τ
there is a constant Cs > 0, independent of a ∈ B, such that
‖a(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ Hs+mp (Rn) and a ∈ B.
Proof: In the case 2 ≤ p <∞ the theorem was shown in [53], Theorem 2.7 for
]B = 1. The case 1 < p < 2 has been proved in [53], Theorem 4.2 for ]B = 1.
Thus it remains to verify whether the constant Cs is independent of a ∈ B. We
deﬁne p′ by 1/p+ 1/p′ = 1. Since S(Rn) is dense in Hs+mp (Rn) and H−sp′ (Rn) due
to Lemma 2.43, the theorem holds because of Lemma 4.49.
In the case ]B = 1, the previous theorem also holds for p = 1 or p = ∞,
cf. [53], Theorem 2.7 and Theorem 4.2. In the case ρ = 1, δ = 0 and p = 2,
H. Abels extended this result for operator-valued non-smooth symbols in [34],
Theorem 3.7.
For ρ = δ = 0 there is a similar boundedness result as in the previous theorem:
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Theorem 4.52. Let m ∈ R and τ > n
2
. Moreover, let N ∈ N ∪ {∞} with
N > n/2. Additionally let a ∈ Cτ∗Sm0,0(Rn × Rn;N). Then for each real number
s with the property
n
2
− τ < s < τ
there is a constant Cs > 0 such that
‖a(x,Dx)f‖Hs2 ≤ Cs‖f‖Hs+m2 for all f ∈ H
s+m
2 (Rn).
Proof: The theorem was checked in [53], Theorem 2.1.
Theorem 4.53. Let m ∈ R, N > n/2, τ > 0 be arbitrary. Moreover let P be
an element of OPCτ∗S
m−n/2
0,0 (Rn × Rn;N). Then the operator
P : Hs+m2 (Rn)→ Hs2(Rn) is continuous for all − τ < s < τ.
Proof: An application of [53], Lemma 2.9 provides the claim.
4.4.2 Boundedness of Pseudodiﬀerential Operators with
Coeﬃcients in Hm˜q
In this subsection we focus on the boundedness of non-smooth pseudodiﬀerential
operators with coeﬃcients in Hm˜q (Rn) as maps between two Bessel potential
spaces.
Theorem 4.54. Let 1 < p, q < ∞ and m, m˜ ∈ R with m˜ > n/q. Moreover, let
B ⊆ Hm˜q Sm1,0(Rn × Rn) be a bounded subset. Then for each real number s with
the property
n(1/p+ 1/q − 1)+ − m˜ < s ≤ m˜− n(1/q − 1/p)+
there is a constant Cs, independent of a ∈ B, such that
‖a(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ Hs+mp (Rn) and all a ∈ B.
Proof: Let s be as in the assumptions. J. Marschall proved in [54], Theorem 2.2
the boundedness of a pseudodiﬀerential operator with symbol inHm˜q S
m
1,0(Rn×Rn)
as a map from Hs+mp (Rn) to Hsp(Rn). Thus it remains to verify whether the
constant Cs is independent of a ∈ B. We deﬁne p′ by 1/p + 1/p′ = 1. Since
S(Rn) is dense in Hs+mp (Rn) and H−sp′ (Rn) due to Lemma 2.43, the theorem holds
because of Lemma 4.49.
Note that the last theorem even holds for 0 < p ≤ ∞ and q ∈ {1,∞} if
]B = 1 due to J.Marschall, cf. [54], Theorem 2.2. J.Marschall veriﬁed a similar
result for pseudodiﬀerential operators of the class Hm˜q S
m
1,δ(Rn × Rn), 0 ≤ δ ≤ 1,
4.4. Boundedness of Non-Smooth Pseudodiﬀerential Operators 97
if ]B = 1 in [54], Theorem 2.2.
As a consequence of the previous theorem we obtain an estimate for the
product of two Bessel potential functions:
Lemma 4.55. Let 1 < p, q < ∞ and m ∈ R with m > n/q. Assuming
n (1/p+ 1/q − 1)+ − m < s ≤ m − n (1/q − 1/p)+, we get the existence of a
constant Cs, independent of a ∈ Hmq (Rn) and b ∈ Hsp(Rn), such that
‖ab‖Hsp ≤ Cs‖a‖Hmq ‖b‖Hsp for all a ∈ Hmq (Rn), b ∈ Hsp(Rn). (4.28)
Proof: Considering a symbol a(x) ∈ Hmq (Rnx), we know that ‖∂αξ a‖Hmq ≤ ‖a‖Hmq
for all α ∈ Nn0 because a is independent of ξ ∈ Rn. Therefore
B :=
{
a ∈ Hmq (Rn) : ‖a‖Hmq = 1
} ⊆ Hmq S01,0(Rn × Rn)
is a bounded subset. Let m and s be as in the assumptions. On account of
Theorem 4.54 we obtain the existence of a constant Cs, independent of a ∈ B,
such that
‖ab‖Hsp = ‖a(x,Dx)b‖Hsp ≤ Cs‖b‖Hsp for all a ∈ Hmq (Rn), b ∈ Hsp(Rn).
Since a˜ := a · (‖a‖Hmq )−1 ∈ B for each a ∈ Hmq (Rn) with ‖a‖Hmq 6= 0, the last
inequality provides the claim:
‖ab‖Hsp = ‖a‖Hmq ‖a˜b‖Hsp ≤ Cs‖a‖Hmq ‖b‖Hsp for all a ∈ Hmq (Rn), b ∈ Hsp(Rn).
4.4.3 Boundedness of Pseudodiﬀerential Operators with
Coeﬃcients in W m˜,quloc
Here we investigate the boundedness of non-smooth pseudodiﬀerential operators
with coeﬃcients in W m˜,quloc(Rn) as maps between two Bessel potential spaces. We
even get a better result for classical symbols.
Theorem 4.56. Let m ∈ R, 1 < p, q < ∞ and m˜ ∈ N with m˜ > n/q. We
suppose that B ⊆ W m˜,qulocSm1,0(Rn × Rn) is a bounded subset. Then for each real
number s with the property
−m˜+ n/q < s ≤ m˜− n(1/q − 1/p)+ (4.29)
there is a constant Cs > 0, independent of a ∈ B, such that
‖a(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ Hs+mp (Rn) and a ∈ B.
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Proof: J. Marschall proved in [54], Theorem 2.6 the boundedness of a(x,Dx) as
a map from Hs+mp (Rn) to Hsp(Rn) for every a ∈ B. Therefore it remains to show
that Cs is independent of a ∈ B. We deﬁne p′ by 1/p + 1/p′ = 1. Since S(Rn)
is dense in Hs+mp (Rn) and H−sp′ (Rn) due to Lemma 2.43, the theorem holds true
because of Lemma 4.49.
We remark that the previous theorem even holds for 0 < p <∞ and q = 1 if
]B = 1 and if s ∈ R fulﬁlls
n(max{1, 1/p} − 1)− m˜+ n/q < s ≤ m˜− n(1/q − 1/p)+
instead of the assumption (4.29) due to J. Marschall [54], Theorem 2.6.
Our next goal is to improve the previous statement for classical pseudo-
diﬀerential operators of the symbol-class W m˜,qulocS
m
1,0(Rn × Rn). For reaching this
goal we have to develop some further tools. We begin with the deﬁnition of a
family of Banach spaces which is called scale:
Deﬁnition 4.57. Let Σ be of the form [σ,∞) or (σ,∞) with σ ∈ R ∪ {−∞}.
Then a family of Banach spaces {Xs : s ∈ Σ} is called scale, provided the
following properties hold:
i) C∞c (Rn) ⊆ Xs ⊆ S ′(Rn) for all s ∈ Σ,
ii) Xs ⊆ X t for all s, t ∈ Σ with t < s,
iii) s+m ∈ Σ for all s ∈ Σ and m ∈ N,
iv) P : Xs+m → Xs for all diﬀerential operators P of the order m ∈ N0 with
smooth coeﬃcients and all s ∈ Σ.
With the previous deﬁnition at hand, we are in the position to deﬁne the
term microlocalizable set of Banach spaces:
Deﬁnition 4.58. A scale {Xs : s ∈ Σ} is called microlocalizable if for every
symbol p ∈ Sm1,0(Rn × Rn) the operator
p(x,Dx) : X
s+m → Xs
is bounded for all s ∈ Σ with s+m ∈ Σ.
We already know a set of microlocalizable Banach spaces:
Example 4.59. Let 1 < p < ∞. Then the set {Hsp(Rn) : s ∈ R} and the set
{Cs∗(Rn) : 0 < s <∞} are microlocalizable.
Proof: The claim follows directly from Theorem 3.18 and Theorem 3.21.
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Non-smooth pseudodiﬀerential operators with classical symbols are bounded
maps between some elements of a microlocalizable set of Banach spaces. This is
the topic of the next proposition:
Proposition 4.60. Let Y ∈ {Cm˜,τ , Cm˜+τ∗ , Hm˜q ,W m˜,quloc} with m˜ ∈ N0, 0 < τ ≤ 1
and 1 < q <∞. If {Xs : s ∈ Σ} is microlocalizable and p ∈ Y Smcl , then
p(x,Dx) : X
s+m → Xs
is bounded for s ∈ Σ, provided that s+m ∈ Σ and that there is some C > 0 such
that
‖ab‖Xs ≤ C‖a‖Xs‖b‖Y for all a ∈ Xs and b ∈ Y.
We refer to [67], Proposition 1.1B for the proof. In this reference the last
proposition was veriﬁed for a more general setting: The previous statement holds
for an arbitrary Banach space Y with C∞c (Rn) ⊆ Y ⊆ C0(Rn).
The last missing piece towards the improvement of Theorem 4.56 for classical
non-smooth pseudodiﬀerential operators is treated in the next theorem.
Theorem 4.61. Let m ∈ R, 1 < p, q <∞ and m˜ ∈ N with m˜ > n/q. Assuming
p ∈ W m˜,qulocSmcl (Rn × Rn), we get for each real number s with the property
n (1/p+ 1/q − 1)+ − m˜ < s ≤ m˜− n (1/q − 1/p)+ (4.30)
the existence of a constant Cs > 0 such that
‖p(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ Hs+mp (Rn).
Proof: On account of Example 4.59 we know that {Hsp(Rn) : s ∈ R} is mi-
crolocalizable for each 1 < p < ∞. Hence the theorem follows directly from
Proposition 4.60 if the following inequality holds for every 1 < p <∞ and each
s ∈ R fulﬁlling (4.30):
‖fg‖Hsp ≤ Cs‖f‖Hsp‖g‖W m˜,quloc for all f ∈ H
s
p(Rn), g ∈ W m˜,quloc(Rn). (4.31)
Thus it remains to prove inequality (4.31). To this let 1 < p < ∞ and s ∈ R
with n (1/p+ 1/q − 1)+ − m˜ < s ≤ m˜ − n (1/q − 1/p)+ be arbitrary. In view
of Proposition 3.20 we may choose a partition of unity (ψj)j∈Zn ⊆ C∞c (Rn) with
the properties supp ψ0 ⊆ [−ε, ε]n for one ﬁxed ε > 0 and ψj(x) = ψ0(x − j) for
all x ∈ Rn and j ∈ Zn. With Zj := {k ∈ Zn : supp ψk ∩ supp ψj 6= ∅}, we set
ηj : Rn → R as
ηj(x) :=
∑
k∈Zj
ψk(x) for all x ∈ Rn and every j ∈ Zn.
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In a similar way as in the proof of Remark 4.12 we ﬁrst want to verify the
existence of a constant C, independent of j ∈ Zn and g ∈ W m˜,quloc(Rn), such that
‖ηjg‖Hm˜q (Rn) ≤ C‖g‖W m˜,quloc(Rn) for all g ∈ W
m˜,q
uloc(R
n) and all j ∈ Zn. (4.32)
Choosing a ﬁnite cover (B1(xi))
N
i=1, N ∈ N, of the compact set supp η0 with open
balls of radius 1 provides a ﬁnite cover (B1(xi + j))
N
i=1 of supp ηj with open balls
of radius 1. Hence N is independent of j ∈ Zn. We obtain for each g ∈ W m˜,quloc(Rn)
and all j ∈ Zn by means of the Leibniz rule:
‖ηjg‖qHm˜q (Rn) ≤
∑
|α|≤m˜
∑
α1+α2=α
Cα1,α2
∫
supp ηj
|∂α1x ηj(x)|q|∂α2x g(x)|qdx
≤
∑
|α|≤m˜
∑
α1+α2=α
Cα1,α2
N∑
i=1
∫
B1(xi+j)
|∂α2x g(x)|qdx
≤
∑
|α|≤m˜
Cα‖∂αx g(x)‖qLquloc(Rnx) ≤ Cm˜‖g‖
q
W m˜,quloc(Rn)
.
Since Cm˜ is independent of j ∈ Zn, estimate (4.32) holds. Together with Propo-
sition 3.20 and Lemma 4.55 we get for all f ∈ Hsp(Rn) and g ∈ W m˜,quloc(Rn):
‖fg‖pHsp ≤ Cs
∑
j∈Zn
‖ψj(fg)‖pHsp = Cs
∑
j∈Zn
‖(ψjf)(ηjg)‖pHsp
≤ Cs,m˜
∑
j∈Zn
‖ψjf‖pHsp‖ηjg‖
p
Hm˜q
≤ Cs,m˜‖g‖pW m˜,quloc
∑
j∈Zn
‖ψjf‖pHsp
≤ Cs,m˜‖g‖pW m˜,quloc‖f‖
p
Hsp .
Hence inequality (4.31) is true. This completes the proof of the theorem.
Making use of the previous theorem and of Lemma 4.49 enables us to improve
Theorem 4.56 for classical non-smooth pseudodiﬀerential operators:
Theorem 4.62. Let m ∈ R, 1 < p, q <∞ and m˜ ∈ N with m˜ > n/q. Assuming
a bounded subset B ⊆ W m˜,qulocSmcl (Rn×Rn) we get for each real number s with the
property
n (1/p+ 1/q − 1)+ − m˜ < s ≤ m˜− n (1/q − 1/p)+
the existence of a constant Cs > 0, independent of a ∈ B, such that
‖a(x,Dx)f‖Hsp ≤ Cs‖f‖Hs+mp for all f ∈ Hs+mp (Rn) and a ∈ B.
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Proof: Let s be as in the assumptions. Theorem 4.61 yields the boundedness of
a pseudodiﬀerential operator in the non smooth symbol-class W m˜,qulocS
m
cl (Rn×Rn)
as a map from Hs+mp (Rn) to Hsp(Rn). Thus it remains to verify whether the
constant Cs is independent of a ∈ B. We deﬁne p′ by 1/p + 1/p′ = 1. Since
S(Rn) is dense in Hs+mp (Rn) and in H−sp′ (Rn) due to Lemma 2.43, the theorem
holds because of Lemma 4.49.
So far we have presented some boundedness results for non-smooth pseudo-
diﬀerential operators in this section. They will play a key role for proving the
characterization of non-smooth pseudodiﬀerential operators and for verifying the
spectral invariance of non-smooth pseudodiﬀerential operators in Chapter 5 and
Chapter 6.
4.5 Kernel Representation
In this section we focus on the kernel representation of a non-smooth pseudo-
diﬀerential operator p(x,Dx), whose symbol is in the class XSm1,0(Rn × Rn) for
certain Banach spaces X. In this thesis we just treated the symbol-classes
X ∈ {Cm˜,τ , Cm˜+τ∗ , Hm˜q ,W m˜,quloc} with m˜ ∈ N0, 0 < τ ≤ 1 and 1 < q < ∞.
However, a kernel representation can be veriﬁed in a more general setting. We
only have to assume, that C∞c (Rn) ⊆ X ⊆ C0(Rn) holds for the Banach space
X. In the same manner as in the smooth case we are able to estimate the kernel
of p(x,Dx) except for the diagonal {(x, x) : x ∈ Rn}:
Theorem 4.63. Let p ∈ XSm1,0(Rn × Rn) where C∞c (Rn) ⊆ X ⊆ C0(Rn) is a
Banach space and m ∈ R. Then there is a function k : Rn× (Rn\{0})→ C such
that k(x, .) ∈ C∞(Rn\{0}) for all x ∈ Rn and
p(x,Dx)u(x) =
∫
k(x, x− y)u(y)dy for all x /∈ supp u
for all u ∈ S(Rn). Moreover, for every α ∈ Nn0 and each N ∈ N0 the kernel k
satisﬁes
‖∂αz k(., z)‖X ≤
 Cα,N |z|
−n−m−|α|〈z〉−N if n+m+ |α| > 0,
Cα,N(1 + |log |z||)〈z〉−N if n+m+ |α| = 0,
Cα,N〈z〉−N if n+m+ |α| < 0
uniformly in z ∈ Rn\{0}.
Proof: This theorem can be checked in a similar way as the kernel representation
in the smooth case, cf. Theorem 3.14. The main idea of the proof is to decompose
the pseudodiﬀerential operator
p(x,Dx)f =
∞∑
j=0
p(x,Dx)ϕj(Dx)f for all f ∈ S(Rn)
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where (ϕj)j∈N0 is a dyadic partition of unity. The series converges in X, since
p(x,Dx) : S(Rn) → X is continuous due to Lemma 4.48. First of all we want
to construct a kernel kj of pj(x,Dx) := p(x,Dx)ϕj(Dx) for each j ∈ N0. This
can be made in the same way as in the smooth case. We just have to use
‖∂αξ p(., ξ)‖X ≤ Cα〈ξ〉m−|α| instead of |∂αξ p(., ξ)| ≤ Cα〈ξ〉m−|α| for all α ∈ Nn0 and
all ξ ∈ Rn. Afterwards we use this kernel decompositions in order to construct
the kernel of p(x,Dx) as in the smooth case. By means of X ⊆ C0(Rn) we get
the absolute and uniform convergence of k(x, z) =
∑∞
j=0 kj(x, z).
This kernel representation of a non-smooth pseudodiﬀerential operator will
enable us to construct an example for P−1 being not a pseuoddiﬀerential oper-
ator, whose symbol is smooth in the second variable, if this is the case for the
pseudodiﬀerential operator P in Chapter 6.
4.6 Non-Smooth Double Symbols
Smooth double symbols were introduced in order to prove the following state-
ment: the product and the formal adjoint of a smooth pseudodiﬀerential operator
are also smooth pseudodiﬀerential operators, cf. e.g. [5], Section 3.4 or [42], Sec-
tion 2.2. For this purpose an important technique was established: The symbol
reduction of a smooth double symbol to a smooth single symbol. Since the topic
of Section 5.2 will be the development of such a symbol reduction for non-smooth
pseudodiﬀerential operators, we have to deﬁne double symbols also in the non-
smooth case. This is done in the present section.
Deﬁnition 4.64. Let 0 < s ≤ 1, m ∈ N0 and m˜,m′ ∈ R. Furthermore,
let N ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Then the space of non-smooth double
(pseudodiﬀerential) symbols Cm,sSm˜,m
′
ρ,0 (Rn × Rn × Rn × Rn;N) is the set of all
functions p : Rnx × Rnξ × Rnx′ × Rnξ′ → C such that
i) ∂αξ ∂
β′
x′ ∂
α′
ξ′ p ∈ Cs(Rnx) and ∂βx∂αξ ∂β
′
x′ ∂
α′
ξ′ p ∈ C0(Rnx × Rnξ × Rnx′ × Rnξ′),
ii) ‖∂αξ ∂β
′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖Cs(Rn) ≤ Cα,β′,α′〈ξ〉m˜−ρ|α|〈ξ′〉m′−ρ|α′|
for all ξ, x′, ξ′ ∈ Rn and arbitrary β, α, β′, α′ ∈ Nn0 with |β| ≤ m and |α| ≤ N .
Here the constant Cα,β′,α′ is independent of ξ, x′, ξ′ ∈ Rn. In the case N =∞ we
write Cm,sSm˜,m
′
ρ,0 (Rn×Rn×Rn×Rn) instead of Cm,sSm˜,m
′
ρ,0 (Rn×Rn×Rn×Rn;∞).
Furthermore, we deﬁne the set of semi-norms {|.|m˜,m′k : k ∈ N0} by
|p|m˜,m′k := max|α|+|β′|+|α′|≤k
|α|≤N
sup
ξ,x′,ξ′∈Rn
‖∂αξ ∂β
′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖Cm,s(Rn)〈ξ〉−(m˜−ρ|α|)〈ξ′〉−(m′−ρ|α′|).
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Due to the previous deﬁnition a non-smooth symbol p ∈ Cm,sSm˜ρ,δ(Rn × RN)
is often called a non-smooth single symbol.
Next we would like to deﬁne an associated operator for every non-smooth
double symbol. Since we want to use the oscillatory integral for the deﬁnition,
we ﬁrst have to verify the existence of the oscillatory integral. This is the topic
of the next remark:
Remark 4.65. Let N ∈ N0 ∪ {∞}, 0 ≤ δ ≤ 1, 0 < s ≤ 1, m˜,m′ ∈ R and m ∈ N0.
We deﬁne mˆ := m˜+ + m′+. Additionally let B ⊆ C∞b (Rn × Rn × Rn × Rn) be a
bounded set. Considering a double symbol p ∈ Cm,sSm˜,m′ρ,0 (Rn×Rn×Rn×Rn;N)
and a function u ∈ S(Rn) we have for every ﬁxed x ∈ Rn and every l ∈ N0 the
boundedness of the set{〈y′〉−2l〈Dξ′〉2l [χ(y, y′, ξ, ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)] : χ ∈ B}
in A mˆ,N−l (R2n(y,y′) × R2n(ξ,ξ′)).
Proof: Let x ∈ Rn and l ∈ N0 be arbitrary but ﬁxed. On account of Remark
2.8 we have for all α′ ∈ Nn0 :
|∂α′y′ 〈y′〉−2l| ≤ C〈y′〉−2l−|α
′| ≤ C〈y′〉−2l for all y′ ∈ Rn. (4.33)
Additionally Peetre's inequality, cf. Lemma 2.4, provides for all y, y′ ∈ Rn:
〈y′〉−2l〈x+ y + y′〉−l ≤ Cx〈y′〉−l〈y〉−l ≤ Cx〈(y, y′)〉−l. (4.34)
Moreover, we obtain for all ξ, ξ′ ∈ Rn:
〈ξ〉m˜〈ξ′〉m′ ≤ 〈ξ〉m˜+〈ξ′〉m′+ ≤ 〈(ξ, ξ′)〉m˜++m′+ = 〈(ξ, ξ′)〉mˆ. (4.35)
Let α, α′, β, β′ ∈ Nn0 with |α| ≤ N be arbitrary. By means of the Leibniz rule,
Remark 2.10, inequality (4.33) and the assumptions we can verify the following
estimate:
|∂αξ ∂α
′
ξ′ ∂
β
y ∂
β′
y′ {〈y′〉−2l〈Dξ′〉2lχ(y, y′, ξ, ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)}|
≤ Cα,α′,β,β′〈y′〉−2l〈ξ〉m˜〈ξ′〉m′〈x+ y + y′〉−l
≤ Cx,α,α′,β,β′〈(ξ, ξ′)〉mˆ〈(y, y′)〉−l for all ξ, y, ξ′, y′ ∈ Rn, χ ∈ B.
Here the last inequality holds due to the estimates (4.34) and (4.35).
Since p is an element of Cm,sSm˜,m
′
ρ,0 (Rn × Rn × Rn × Rn;N), we obtain that
∂αξ ∂
α′
ξ′ ∂
β
y ∂
β′
y′ {p(x, ξ, x + y, ξ′)u(x + y + y′)} is an element of C0(R2n(y,y′) × R2n(ξ,ξ′))
for all α, α′, β, β′ ∈ Nn0 with |α| ≤ N . Hence the claim holds due to Deﬁnition
4.36.
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With the previous remark at hand, we can show the next lemma:
Lemma 4.66. Let N ∈ N0 ∪ {∞}, 0 ≤ δ ≤ 1. For every u ∈ S(Rn) and every
double symbol p ∈ Cm,sSm˜,m′ρ,0 (Rn ×Rn ×Rn ×Rn;N) with 0 < s ≤ 1, m˜,m′ ∈ R
and m ∈ N0 the oscillatory integral
Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
exists for all x ∈ Rn. Additionally we have for all x ∈ Rn and all l ∈ N0 with
l > 2n:
Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)〈y′〉−2l〈Dξ′〉2l[p(x, ξ, x+ y, ξ′)u(x+ y + y′)]dydy′ξξ′
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′.
Proof: Let χ ∈ S(Rn × Rn × Rn × Rn) with χ(0, 0, 0, 0) = 1 be arbitrary. For
all ε ∈ (0, 1] we deﬁne χε : Rn × Rn × Rn × Rn → C by
χε(y, y
′, ξ, ξ′) := χ(εy, εy′, εξ, εξ′) for all y, y′ξ, ξ′ ∈ Rn.
Choosing l ∈ N0 with l > 2n we deﬁne the functions pε, pˆ : R5n → C by
pε(x, y, y
′, ξ, ξ′) := 〈y′〉−2l〈Dξ′〉2l{χ(εy, εy′, εξ, εξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)},
pˆ(x, y, y′, ξ, ξ′) := 〈y′〉−2l〈Dξ′〉2l{p(x, ξ, x+ y, ξ′)u(x+ y + y′)}
for all x, y, y′, ξ, ξ′ ∈ Rn. Now let x ∈ Rn be arbitrary. Since χε is an element
of S(Rn × Rn × Rn × Rn) for each ﬁxed ε ∈ (0, 1], all assumptions of Fubini's
theorem hold and integration by parts is possible. Consequently we get by means
of Fubini's theorem and integration by parts for each ﬁxed ε ∈ (0, 1]:∫∫∫∫
e−i(y·ξ+y
′·ξ′)χ(εy, εy′, εξ, εξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
=
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pε(x, y, y′, ξ, ξ′)dydy′ξξ′. (4.36)
On account of Remark 4.65 and of the boundedness of {χε : ε ∈ (0, 1]} as a
subset of C∞b (Rn × Rn × Rn × Rn) we have the boundedness of the set
{pε(x, y, y′, ξ, ξ′) : ε ∈ (0, 1]} ⊆ A mˆ,N−l (R2n(y,y′) × R2n(ξ,ξ′)). (4.37)
Moreover, Remark 4.65 also provides that
pˆ(x, y, y′, ξ, ξ′) ∈ A mˆ,N−l (R2n(y,y′) × R2n(ξ,ξ′)). (4.38)
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Using the Leibniz rule and Lemma 2.26 we obtain for all α, β, γ, δ ∈ Nn0 with
|γ|+ |δ| ≤ N the pointwise convergence of
∂αy ∂
β
y′∂
γ
ξ ∂
δ
ξ′pε(x, y, y
′, ξ, ξ′) ε→0−−→ ∂αy ∂βy′∂γξ pˆ(x, ξ, x+ y, ξ′) (4.39)
for all y, y′, ξ, ξ′ ∈ Rn. Due to (4.37) and the choice of l, the assumptions of
Theorem 4.38 hold. Consequently the oscillatory integral of pε is well-deﬁned for
all ε ∈ (0, 1]. By means of (4.37)- (4.39) we are able to apply Corollary 4.42 and
get:
lim
ε→0
Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pε(x, y, y′, ξ, ξ′)dydy′ξξ
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pˆ(x, y, y′, ξ, ξ′)dydy′ξξ. (4.40)
A combination of (4.36) and (4.40) yields the next convergence:∫∫∫∫
e−i(y·ξ+y
′·ξ′)χ(εy, εy′, εξ, εξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pε(x, y, y′, ξ, ξ′)dydy′ξξ′
ε→0−−→ Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pˆ(x, y, y′, ξ, ξ′)dydy′ξξ.
Consequently the oscillatory integral of p(x, ξ, x+ y, ξ′)u(x+ y+ y′) with respect
to (y, y′) and (ξ, ξ′) exists and
Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)pˆ(x, y, y′, ξ, ξ′)dydy′ξξ′.
The previous lemma enable us to deﬁne for every non-smooth double symbol
an operator in the following way:
Deﬁnition 4.67. Let 0 < s ≤ 1, m ∈ N0, 0 ≤ ρ ≤ 1 and m˜,m′ ∈ R. Addi-
tionally let N ∈ N0 ∪ {∞}. Assuming p ∈ Cm,sSm˜,m′ρ,0 (Rn × Rn × Rn × Rn;N),
we deﬁne the pseudodiﬀerential operator P = p(x,Dx, x′, Dx′) such that for all
u ∈ S(Rn) and x ∈ Rn
Pu(x) := Os -
∫∫∫∫
e−i(y·ξ+y
′ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′.
The set of all non-smooth pseudodiﬀerential operators whose double symbols are
in the symbol-class Cm,sSm˜,m
′
ρ,0 (Rn × Rn × Rn × Rn;N) is denoted by
OPCm,sSm˜,m
′
ρ,0 (Rn × Rn × Rn × Rn;N).
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For later purposes we will need a special subset of the non-smooth double
symbols Cm,sSm˜,0ρ,0 (Rn×Rn×Rn×Rn;N): For 0 < s ≤ 1, m ∈ N0, N ∈ N0∪{∞}
and m˜ ∈ R we denote the space Cm,sSm˜ρ,0(Rn×Rn×Rn;N) as the set of all non-
smooth symbols p ∈ Cm,sSm˜,0ρ,0 (Rn×Rn×Rn×Rn;N) with the following property:
p(x, ξ, x′, ξ′) = p(x, ξ, x′) for all x, ξ, x′, ξ′ ∈ Rn.
Then we deﬁne the pseudodiﬀerential operator p(x,Dx, x′) by
p(x,Dx, x
′) := p(x,Dx, x′, Dx′).
The set of all non-smooth pseudodiﬀerential operators whose double symbols are
in Cm,sSm˜ρ,0(Rn × Rn × Rn;N) is denoted by OPCm,sSm˜ρ,0(Rn × Rn × Rn;N). As
usual write Cm,sSm˜ρ,0(Rn×Rn×Rn) instead of the set Cm,sSm˜ρ,0(Rn×Rn×Rn;∞)
and OPCm,sSm˜ρ,0(Rn×Rn×Rn) instead of the set OPCm,sSm˜ρ,0(Rn×Rn×Rn;∞).
Pseudodiﬀerential operators of the symbol-class Cm,sSm˜ρ,0(Rn × Rn × Rn;N)
applied on a Schwartz function can be presented in the following way:
Lemma 4.68. Let 0 < s < 1, m˜ ∈ N0, 0 ≤ ρ ≤ 1, m ∈ R and N ∈ N0 ∪ {∞}.
Considering a ∈ Cm˜,sSmρ,0(Rn × Rn × Rn;N), we obtain for all u ∈ S(Rn):
a(x,Dx, x
′)u(x) = Os -
∫∫
ei(x−y)·ξa(x, ξ, y)u(y)dyξ for all x ∈ Rn.
Proof: Let u ∈ S(Rn) and x ∈ Rn be arbitrary. Due to Remark 4.65 we know
that for each l ∈ N
〈y′〉−2l〈Dξ′〉2la(x, ξ, x+ y)u(x+ y + y′) ∈ A m+,N−l (R2n(y,y′) × R2n(ξ,ξ′)). (4.41)
Now we set l = 2n+ 2. Then (4.41) provides
〈y′〉−2l〈Dξ′〉2la(x, ξ, z)u(z + y′) ∈ A m+,N−2n−2(R2n(z,y′) × R2n(ξ,ξ′)). (4.42)
With Lemma 4.66, Theorem 4.43 and Theorem 4.40 at hand, we get
a(x,Dx, x
′)u(x)
= Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)〈y′〉−2l〈Dξ′〉2l[a(x, ξ, x+ y)u(x+ y + y′)]dydy′ξξ′
= Os -
∫∫∫∫
e−i(z−x)·ξe−iy
′·ξ′a(x, ξ, z)〈y′〉−2l〈Dξ′〉2lu(z + y′)dzdy′ξξ′
= Os -
∫∫
ei(x−z)·ξa(x, ξ, z)
[
Os -
∫∫
e−iy
′·ξ′〈y′〉−2l〈Dξ′〉2lu(z + y′)dy′ξ′
]
dzξ
Here an application of Theorem 4.40 is possible since all assumptions are fulﬁlled
due to (4.42). By means of Proposition 2.22, Remark 2.8 and Lemma 2.17 we
4.6. Non-Smooth Double Symbols 107
can show that 〈y′〉−2l〈Dξ′〉2lu(z + y′) ∈ S(Rny′) for each z ∈ Rn. Let k ∈ N with
k > n. Due to Example 3.10 we get
〈y′〉−2l〈Dξ′〉2lu(z + y′) ∈ S(Rny′) ⊆ A 0−k(Rny′ × Rnξ′).
This enables us to apply Theorem 4.41 and Theorem 4.43 which provides
Os -
∫∫
e−iy
′·ξ′〈y′〉−2l〈Dξ′〉2lu(z + y′)dy′ξ′ = Os -
∫∫
e−iy
′·ξ′u(z + y′)dy′ξ′
= Os -
∫∫
e−i(z˜−z)·ξ
′
u(z˜)dz˜ξ′.
Combining all these results we conclude the proof by an application of Remark
3.12:
a(x,Dx, x
′)u(x)
= Os -
∫∫
ei(x−z)·ξa(x, ξ, z)
[
Os -
∫∫
e−iy
′·ξ′〈y′〉−2l〈Dξ′〉2lu(z + y′)dy′ξ′
]
dzξ
= Os -
∫∫
ei(x−z)·ξa(x, ξ, z)
[
Os -
∫∫
e−i(z˜−z)·ξ
′
u(z˜)dz˜ξ′
]
dzξ
= Os -
∫∫
ei(x−z)·ξa(x, ξ, z)u(z)dzξ.
As in the case of single symbols the derivatives of double symbols are under
certain conditions double symbols again:
Remark 4.69. Let 0 < s < 1, m ∈ R, m˜ ∈ N0 and N ∈ N0 ∪ {∞}. The
boundedness of the subset B ⊆ Cm˜,sSmρ,0(Rn × Rn × Rn;N), 0 ≤ ρ ≤ 1, implies
the boundedness of{
∂δx∂
γ
ξ a : a ∈ B
} ⊆ Cm˜−|δ|,sSm−ρ|γ|ρ,0 (Rn × Rn × Rn;N − |γ|)
for each γ, δ ∈ Nn0 with |δ| ≤ m˜ and |γ| ≤ N .
Proof: The claim is a direct consequence of the deﬁnition of the double symbols.
In order to improve the characterization of non-smooth pseudodiﬀerential
operators in Section 5.6, we will need a special subclass of the non-smooth double
symbols with coeﬃcients in the Hölder spaces:
Deﬁnition 4.70. Let m˜ ∈ N0, 1 < q < ∞ with m˜ > n/q and m,m′ ∈ R.
Furthermore, let N ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Then the space of non-smooth
double (pseudodiﬀerential) symbols W m˜,qulocS
m,m′
ρ,0 (Rn×Rn×Rn×Rn;N) is the set
of all functions p : Rnx × Rnξ × Rnx′ × Rnξ′ → C such that
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i) ∂αξ ∂
β′
x′ ∂
α′
ξ′ p(., ξ) ∈ W m˜,quloc(Rn) and ∂βx∂αξ ∂β
′
x′ ∂
α′
ξ′ p ∈ C0(Rnx × Rnξ × Rnx′ × Rnξ′),
ii) ‖∂αξ ∂β
′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖W m˜,quloc ≤ Cα,β′,α′〈ξ〉
m−ρ|α|〈ξ′〉m′−ρ|α′|
for all x, ξ, x′, ξ′ ∈ Rn and β, α, β′, α′ ∈ Nn0 with |α| ≤ N and |β| < m˜−n/q. Here
the constant Cα,β′,α′ is independent of ξ, x′, ξ′ ∈ Rn. In the case N =∞ we write
W m˜,qulocS
m,m′
ρ,0 (Rn ×Rn ×Rn ×Rn) instead of W m˜,qulocSm,m
′
ρ,0 (Rn ×Rn ×Rn ×Rn;∞).
We deﬁne the set of semi-norms {|.|m,m′k : k ∈ N0} by
|p|m,m′k := max|α|+|β′|+|α′|≤k
|α|≤N
sup
ξ,x′,ξ′∈Rn
‖∂αξ ∂β
′
x′ ∂
α′
ξ′ p(., ξ, x
′, ξ′)‖W m˜,quloc〈ξ〉
−(m−ρ|α|)〈ξ′〉−(m′−ρ|α′|).
The non-smooth double symbol-classW m˜,qulocS
m,m′
ρ,0 (Rn×Rn×Rn×Rn;N) is in-
deed a subclass of CτSm,m
′
ρ,0 (Rn×Rn×Rn×Rn;N) for certain τ > 0 as we see in the
following remark. Consequently the associated non-smooth pseudodiﬀerential
operators are already deﬁned. The set of all these non-smooth pseudodiﬀerential
operators is denoted by OPW m˜,qulocS
m,m′
ρ,0 (Rn × Rn × Rn × Rn;N) and in the case
N =∞ as OPW m˜,qulocSm,m
′
ρ,0 (Rn × Rn × Rn × Rn).
Remark 4.71. Let 1 < q <∞, m,m′ ∈ R and m˜ ∈ N0 with m˜ > n/q. Moreover,
let N ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Assuming 0 < τ ≤ m˜− n/q, τ /∈ N, we have
W m˜,qulocS
m,m′
ρ,0 (Rn × Rn × Rn × Rn;N) ⊆ CτSm,m
′
ρ,0 (Rn × Rn × Rn × Rn;N).
Proof: The claim is a consequence of the Lemma 4.15 and the deﬁnition of these
symbol-classes.
Later we mainly will work on a special subset of the non-smooth double
symbol-class W m˜,qulocS
m,0
ρ,0 (Rn × Rn × Rn × Rn;N): Let 1 < q < ∞, m ∈ R,
0 ≤ ρ ≤ 1 and m˜ ∈ N0 with m˜ > n/q. Additionally let N ∈ N0 ∪ {∞}. Then we
deﬁne the non-smooth double symbol-class W m˜,qulocS
m
ρ,0(Rn × Rn × Rn;N) as the
set of all non-smooth symbols p with
p ∈ W m˜,qulocSm,0ρ,0 (Rn × Rn × Rn × Rn;N) ∩ CτSmρ,0(Rn × Rn × Rn;N)
for some τ > 0. Again we are able to show that derivatives of double symbols of
the class W m˜,qulocS
m
ρ,0(Rn × Rn × Rn;N) are elements of this class, too:
Remark 4.72. Let m ∈ R, 1 < q <∞ and m˜ ∈ N0 with m˜ > n/q. Moreover, let
0 ≤ ρ ≤ 1 and N ∈ N0 ∪ {∞}. If B ⊆ W m˜,qulocSmρ,0(Rn×Rn×Rn;N) is a bounded
subset, we get the boundedness of
B′ :=
{
∂γy∂
δ
ξa : a ∈ B
} ⊆ W m˜,qulocSm−ρ|δ|ρ,0 (Rn × Rn × Rn;N − |δ|)
for each γ, δ ∈ Nn0 with |δ| ≤ N .
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Proof: This remark follows directly by means of Schwarz's theorem and the
boundedness of B ⊆ W m˜,qulocSmρ,0(Rn × Rn × Rn;N).
With all the knowledge of the last sections we are able to show the next
estimate for non-smooth double symbols with coeﬃcients in W m˜,quloc(Rn):
Lemma 4.73. Let m ∈ R, 1 < q <∞ and m˜ ∈ N0 with the property m˜ > n/q.
Moreover, let 0 ≤ ρ ≤ 1 and N ∈ N0 ∪ {∞}. Assuming a bounded subset B of
W m˜,qulocS
m
ρ,0(Rn × Rn × Rn;N), we can show for each γ, δ ∈ Nn0 with |δ| ≤ N the
following inequality:
sup
y∈Rn
‖∂γy∂δξa(x, ξ, x+ y)‖W m˜,quloc(Rnx) ≤ Cm˜,q,γ,δ〈ξ〉
m−ρ|δ| for all a ∈ B, ξ ∈ Rn.
Here Cm˜,q,γ,δ is independent of a ∈ B and ξ ∈ Rn.
Proof: Let γ, δ ∈ Nn0 with |δ| ≤ N be arbitrary. Since B is a bounded subset
of W m˜,qulocS
m
ρ,0(Rn × Rn × Rn;N), we get the boundedness of
B′ :=
{
∂γy∂
δ
ξa : a ∈ B
} ⊆ W m˜,qulocSm−ρ|δ|ρ,0 (Rn × Rn × Rn;N − |δ|)
due to Remark 4.72. Therefore an application of Lemma 4.25 provides the claim.
Altogether, this chapter was devoted to the study of non-smooth pseudo-
diﬀerential operators. They serve as ingredients for the characterization of non-
smooth pseudodiﬀerential operators in the next chapter.
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Chapter 5
Characterization of Non-Smooth
Pseudodiﬀerential Operators with
Coeﬃcients in Hölder Spaces
In the smooth case some characterizations of pseudodiﬀerential operators are al-
ready proved: In 1977 R.Beals [16] proved a characterization of smooth pseudo-
diﬀerential operators, for example of the Hörmander class Smρ,δ(Rn × Rn) with
0 ≤ δ ≤ ρ ≤ 1 and δ < 1. Eleven years later J.Ueberberg [74] general-
ized this characterization for pseudodiﬀerential operators of the Hörmander class
Smρ,δ(Rn × Rn) with 0 ≤ δ ≤ ρ ≤ 1 and δ < 1. In the literature there are some
other characterizations in the smooth case, e.g. [41], [47] or [64]. But the most
important one for this chapter is the one of J.Ueberberg, cf. [74]. It is based
on the method for characterizing algebras of pseudodiﬀerential operators devel-
oped by R.Beals [16], [18], R.R.Coifman, Y.Meyer [23] and H.O.Cordes [24],
[25]. Since non-smooth pseudodiﬀerential operators are used in order to obtain
regularity results for partial diﬀerential equations, such a characterization is also
useful in the non-smooth case. We use the main ideas of the characterization of
J.Ueberberg in the smooth case, cf. [74], in order to derive a characterization for
non-smooth pseudodiﬀerential operators. Motivated by the characterization in
the smooth case, we deﬁne the following set of operators:
Deﬁnition 5.1. Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ ≤ 1. Additionally let
m˜ ∈ N0 ∪ {∞} and 1 < q < ∞. Then we deﬁne Am,Mρ,0 (m˜, q) as the set of all
linear and bounded functions P : Hmq (Rn) → Lq(Rn), such that for all l ∈ N,
α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |α1| + |β1| = . . . = |αl| + |βl| = 1,
|α| ≤M and |β| ≤ m˜ the function
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP : Hm−ρ|α|q (Rn)→ Lq(Rn)
is continuous. Here α := α1 + . . .+αl and β := β1 + . . .+βl. In the case M =∞
we write Amρ,0(m˜, q) instead of Am,∞ρ,0 (m˜, q).
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Choosing M = m˜ = ∞ the proof of the characterization in the smooth case
of J.Ueberberg, cf. [74], Chapter 3, provides that each T ∈ Am,∞ρ,0 (∞, q) is a
smooth pseudodiﬀerential operator of the class Smρ,0(Rn × Rn). But we even get
more: Smooth pseudodiﬀerential operators of the symbol-class Smρ,0(Rn × Rn)
are elements of Am,∞ρ,0 (∞, q) due to Remark 3.7 and Theorem 3.18. Thus we
have Am,∞ρ,0 (∞, q) = OPSmρ,0(Rn × Rn). In the case m˜ 6= ∞ we obtain a similar
result: Non-smooth pseudodiﬀerential operators of the class CτSmρ,0(Rn × Rn)
with ρ ∈ {0, 1} are elements of such sets:
Example 5.2. Let τ > 0, τ /∈ N, m ∈ R and ρ ∈ {0, 1}. Considering a non-
smooth symbol p ∈ Cτ∗Smρ,0(Rn×Rn) we get for m˜ := max{k ∈ N0 : τ −k > n/2}
and 1 < q <∞:
i) p(x,Dx) ∈ Am+n/20,0 (bτc, 2) if ρ = 0,
ii) p(x,Dx) ∈ Am0,0(m˜, 2) if ρ = 0,
iii) p(x,Dx) ∈ Am1,0(bτc, q) if ρ = 1.
Proof: First of all let ρ = 0. Moreover, let l ∈ N0, α1, . . . , αl ∈ Nn0 and
β1, . . . , βl ∈ Nn0 with |β| ≤ bτc. Here α := α1 + . . . + αl and β := β1 + . . . + βl.
Then Remark 4.45 implies
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx) ∈ OPCτ−|β|∗ Sm−ρ|α|ρ,0 (Rn × Rn).
Since τ − |β| ≥ τ − bτc > 0, Theorem 4.53 provides the continuity of
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlp(x,Dx) : Hm+n/22 (Rn)→ L2(Rn).
Hence p(x,Dx) ∈ Am+n/20,0 (bτc, 2). The claims ii) and iii) can be checked in a
similar way.
As already mentioned the characterization of non-smooth pseudodiﬀerential
operators of the symbol-class CτSm1,0(Rn × Rn;M) is reduced to the character-
ization of those ones of the symbol-class CτSm0,0(Rn × Rn;M). To this end the
following property of the set Am,Mρ,0 (m˜, q) is needed:
Lemma 5.3. Let m ∈ R, M ∈ N0 ∪ {∞} and 0 ≤ ρ1 < ρ2 ≤ 1. Furthermore,
let m˜ ∈ N0 and 1 < q <∞. Then
Am,Mρ2,0 (m˜, q) ⊆ Am,Mρ1,0 (m˜, q).
Proof: On account of Hm−ρ1|α|q (Rn) ↪→ Hm−ρ2|α|q (Rn), cf. Lemma 2.45, the claim
holds.
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The main goal of this chapter is to show that each element of Am,M1,0 (m˜, q) is a
non-smooth pseudodiﬀerential operator with coeﬃcients in a Hölder space. This
is the topic of Section 5.5. We will see thatM has to be suﬃciently large. In anal-
ogy to the proof of J. Ueberberg in the smooth case one reduces this statement
to the following: Each element of the set Am,M0,0 (m˜, q) is a non-smooth pseudo-
diﬀerential operator with coeﬃcients in a Hölder space. Details for deriving this
result are explained in Section 5.4. Making use of order reducing pseudodiﬀeren-
tial operators we obtain the characterization of non-smooth pseudodiﬀerential
operators of arbitrary order m from that.
The ﬁrst three sections serve to develop some auxiliary tools needed for the
proof of the case m = 0. In Section 5.1 we start by showing that a bounded
sequence in Cm˜,sS00,0(Rn × Rn;M) has a subsequence which converges in the
symbol-class Cm˜,sS00,0(Rn × Rn;M − 1). Section 5.2 is devoted to the symbol
reduction of non-smooth double symbols to non-smooth single symbols. Details
for the third tool are proved in Section 5.3. There a family (Tε)ε∈(0,1] fulﬁlling
the following three properties is constructed: Tε : S ′(Rn)→ S(Rn) is continuous
for all ε ∈ (0, 1] and converges pointwise if ε → 0. Moreover, all iterated com-
mutators of Tε are uniformly bounded with respect to ε as maps from Lq(Rn) to
Lq(Rn).
With these auxiliary tools at hand it is possible to show the characterization
in the non-smooth case. In other words every operator of the set Am,Mρ,0 (m˜, q),
ρ ∈ {0, 1} is a non-smooth pseudodiﬀerential operator with coeﬃcients in the
Hölder space Cτ (Rn) where τ ∈ (0, m˜ − n/q] with τ /∈ N. Unfortunately we
loose some regularity with respect to the order of the Hölder space Cτ (Rn) with
τ being strictly smaller than m˜. Therefore the question arises whether we can
improve our result. This is done in Section 5.6: Linear operators in the set
Am,Mρ,0 (m˜, q), ρ ∈ {0, 1}, are even pseudodiﬀerential operators with coeﬃcients in
the uniformly local Sobolev space W m˜,quloc(Rn). Section 5.7 is devoted to illustrate
the usefulness of such a characterization: We show that the composition PQ of
two non- smooth pseudodiﬀerential operators P and Q is a non-smooth pseudo-
diﬀerential operator again if Q is smooth enough. This is done by means of the
characterization of non-smooth pseudodiﬀerential operators.
In the whole chapter we use the following notation for an often used pseudo-
diﬀerential operator:
Notation 5.4. For every m ∈ R we deﬁne the order reducing pseudodiﬀerential
operator Λm := λm(Dx), where λm(ξ) := 〈ξ〉m.
As proved in Example 3.2, we know that Λm ∈ OPSm1,0(Rn×Rn) for allm ∈ R.
Moreover, (ϕj)j∈N0 is an arbitrary dyadic partition of unity on Rn, which is also
ﬁxed in the whole chapter.
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5.1 Pointwise Convergence in Cm,sS00,0
Assuming a bounded sequence (pε)ε>0 ⊆ Cm,sS00,0(Rn×Rn;M), we show the ex-
istence of a subsequence of (pε)ε>0 which converges pointwise in the symbol-class
Cm,sS00,0(Rn×Rn;M − 1). An important auxiliary tool for deriving this result is
the compact embedding theorem in Hölder spaces. We refer to e.g. example [8],
Theorem 8.6 for the proof.
Lemma 5.5 (Embedding theorem in Hölder spaces). Let 0 < s1, s2 ≤ 1 and
m1,m2 ∈ N0 with m1 + s1 > m2 + s2. Furthermore, let Ω ⊆ Rn be open and
bounded. We assume that Ω has a Lipschitz boundary if m1 ≥ 1. Then the
embedding
Id : Cm1,s1(Ω¯)→ Cm2,s2(Ω¯)
is compact.
As a ﬁrst step to reach the goal of this section, we prove that each bounded
sequence in Cm,s(Rn) has a subsequence which converges pointwise in Cm,s(Rn).
In order to prove this statement we use the next remark:
Remark 5.6. Let k ∈ N0∪{∞} and (Ωj)j∈N be a countable open cover of bounded
sets of Rn. If p : Rn → C is an element of Ck(Ω¯j) for all j ∈ N, then p ∈ Ck(Rn).
This remark is a direct consequence of the deﬁnition of the spaces Ck(Rn),
k ∈ N0 ∪ {∞}. With this remark at hand, we obtain
Proposition 5.7. Let 0 < s ≤ 1, m ∈ N0 and (Ωj)j∈N be a countable open cover
of bounded sets of Rn. Moreover, let (pε)ε>0 ⊆ Cm,s(Rn) be a bounded sequence
and p : Rn → C be a function such that
pε
ε→0−−→ p in Cm(Ω¯j) for all j ∈ N.
Then p ∈ Cm,s(Rn).
Proof: One assumption of the proposition is that pε → p in Cm(Ω¯j), if ε con-
verges to 0 for every j ∈ N. This implies the pointwise convergence of
∂αx pε
ε→0−−→ ∂αx p on Rn (5.1)
for all α ∈ Nn0 with |α| ≤ m. We already know that p is an element of Cm(Rn) due
to Remark 5.6. Now let x ∈ Rn and α ∈ Nn0 with |α| ≤ m be arbitrary. Because
of the boundedness of (pε)ε>0 in Cm,s(Rn), there is a constant C > 0, independent
of ε > 0, x ∈ Rn and α ∈ Nn0 with |α| ≤ m such that |∂αx pε(x)| ≤ ‖pε‖Cm,s ≤ C.
Therefore ε→ 0 provides
|∂αx p(x)| = lim
ε→0
|∂αx pε(x)| ≤ C.
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The independence of C with respect to x ∈ Rn and α ∈ Nn0 with |α| ≤ m yields
p ∈ Cmb (Rn):
‖p‖Cmb (Rn) = maxα∈Nn0
|α|≤m
sup
x∈Rn
|∂αx p(x)| ≤ C. (5.2)
Thus it remains to show p ∈ Cm,s(Rn). From the boundedness of the sequence
(pε)ε>0 ⊆ Cm,s(Rn) we arise
max
|α|≤m
sup
x 6=y
|∂αx pε(x)− ∂αx pε(y)|
|x− y|s ≤ ‖pε‖Cm,s(Rn) ≤ C,
where C is independent of ε > 0. On account of the previous inequality we
obtain for arbitrary x, y ∈ Rn and α ∈ Nn0 with |α| ≤ m:
|∂αx p(x)− ∂αx p(y)| = lim
ε→0
|∂αx pε(x)− ∂αx pε(y)| ≤ C|x− y|s.
Here C is independent of x, y ∈ Rn with x 6= y and α ∈ Nn0 with |α| ≤ m. An
application of the last inequality and (5.2) yields the claim:
‖p‖Cm,s(Rn) = ‖p‖Cmb (Rn) + max|α|≤m supx 6=y
|∂αx p(x)− ∂αx p(y)|
|x− y|s ≤ C.
Therefore p ∈ Cm,s(Rn).
If we even choose a countable cover of bounded sets with Lipschitz boundary
of Rn, we are able to improve the last result:
Lemma 5.8. Let m ∈ N0, 0 < s ≤ 1 and (Ωj)j∈N be a countable open cover of
bounded sets with Lipschitz boundary of Rn. Additionally let (pε)ε>0 ⊆ Cm,s(Rn)
be a bounded sequence. Then there is a subsequence (pεk)k∈N ⊆ (pε)ε>0 with
εk → 0 for k →∞ and a function p ∈ Cm,s(Rn) with the following property: For
all β ∈ Nn0 with |β| ≤ m
∂βxpεk
k→∞−−−→ ∂βxp
converges uniformly on each Ω¯j, j ∈ N.
Proof: Let 0 < s1 < s and j ∈ N. The boundedness of (pε)ε>0 ⊆ Cm,s(Rn)
yields the boundedness of (pε|Ω¯j)ε>0 ⊆ Cm,s(Ω¯j). The embedding
Id : Cm,s(Ω¯j)→ Cm,s1(Ω¯j)
is compact due to Lemma 5.5. We know that the composition of a compact
embedding and of a continuous embedding is compact again. Consequently the
continuity of Id : Cm,s1(Ω¯j) ↪→ Cm(Ω¯j) gives us
Id : Cm,s(Ω¯j)→ Cm(Ω¯j) is compact for all j ∈ N. (5.3)
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Now we prove the lemma iteratively with respect to j. So ﬁrst observe j = 1.
Since (pε|Ω¯1)ε>0 is a bounded sequence in Cm,s(Ω¯1), we can apply (5.3). This gives
us the existence of a subsequence (pεk)k∈N ⊆ (pε)ε>0 with εk → 0 for k →∞ and
of a unique function pΩ1 ∈ Cm(Ω¯1) such that
pεk
k→∞−−−→ pΩ1 in Cm(Ω¯1).
We assume that the claim holds for an arbitrary j ∈ N. Our goal is to verify that
the claim also holds for j + 1. As in the base case we can use (5.3) due to the
boundedness of (pε|Ω¯j+1)ε>0 ⊆ Cm,s(Ω¯j+1). Consequently there is a subsequence
of (pεk)k∈N, which we again denote by (pεk)k∈N, and a unique pΩj+1 ∈ Cm(Ω¯j+1)
such that
pεk
k→∞−−−→ pΩj+1 in Cm(Ω¯j+1).
We deﬁne p : Rn → C via p(x) := pΩj(x) for all x ∈ Ω¯j and each j ∈ N. Note
that p is well deﬁned due to the uniqueness of the limit. Moreover, we have
p ∈ Cm(Ω¯j) and
pεk
k→∞−−−→ p in Cm(Ω¯j) for each j ∈ N.
This implies the uniform convergence of
∂βxpεk
k→∞−−−→ ∂βxp on Ω¯j
for all j ∈ N and β ∈ Nn0 with |β| ≤ m. At last we arise from Proposition 5.7
that p ∈ Cm,s(Rn).
As a direct consequence of the previous lemma we get
Corollary 5.9. Let 0 < s ≤ 1 and M ∈ N ∪ {∞}. Additionally let (Ωj)j∈N be a
countable open cover of bounded sets with Lipschitz boundary of Rn. Furthermore,
let (pε)ε>0 ⊆ Ck,s(Rn) be a bounded sequence for all k ∈ N0 with k ≤ M . Then
there is a subsequence (pεl)l∈N ⊆ (pε)ε>0 with εl → 0 for l → ∞ and a function
p ∈ CM(Rn) such, that
∂βxpεl
l→∞−−−→ ∂βxp
converges uniformly on Ω¯j for all j ∈ N and β ∈ Nn0 with |β| ≤M .
Proof: It is not diﬃcult to check the corollary by a diagonal sequence argument
if one uses Lemma 5.8.
The previous results enable us to show the next claim:
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Lemma 5.10. Let m ∈ N0 and 0 < s ≤ 1. Additionally let (Ωj × Ai)i,j∈N
be a countable open cover of bounded sets with Lipschitz boundary of Rn × Rn.
Furthermore, let (∂βxpε)ε>0 ⊆ C0,s(Rnx×Rnξ ) be a bounded sequence for all β ∈ Nn0
with |β| ≤ m. Then there is a subsequence (pεk)k∈N ⊆ (pε)ε>0 with εk → 0 for
k → ∞ and a function p ∈ C0,s(Rn × Rn) with the following properties: For all
β ∈ Nn0 with |β| ≤ m we have
i) ∂βxp ∈ C0,s(Rnx × Rnξ ),
ii) ∂βxpεk
k→∞−−−→ ∂βxp converges uniformly on each Ωj × Ai, i, j ∈ N.
Proof: We verify the claim by mathematical induction with respect to |β| with
|β| ≤ m. An application of Lemma 5.8 provides the case |β| = 0. In order to
prove the induction step, we assume that the claim holds for all β ∈ Nn0 with
|β| ≤ l, l < m. Considering an arbitrary β ∈ Nn0 with |β| = l and i˜ ∈ {1, . . . , n}
we have to show i) and ii) for β˜ := β+ ei˜. Since the subset (∂
β˜
xpε)ε>0 is bounded
in C0,s(Rnx × Rnξ ), we arise from Lemma 5.8 the existence of a subsequence of
(pεk)k∈N, which we again denote with (pεk)k∈N, and a function qβ˜ ∈ C0,s(Rnx×Rnξ )
such that
∂β˜xpεk
k→∞−−−→ qβ˜ uniformly in Ωj × Ai for all i, j ∈ N. (5.4)
Iteratively the same argument yields the existence of a subsequence of (pεk)k∈N,
which we again denote with (pεk)k∈N, and functions qβ˜ ∈ C0,s(Rnx×Rnξ ) such that
(5.4) holds for each β˜ ∈ Nn0 with |β˜| = l + 1. Choosing an arbitrary but ﬁxed
ξ ∈ Rn, the induction hypothesis and (5.4) implies the uniformly convergence of
∂β˜xpεk(., ξ)
k→∞−−−→ qβ˜(., ξ) and ∂δxpεk(., ξ) k→∞−−−→ ∂δxp(., ξ) (5.5)
in Ωj for all β˜, δ ∈ Nn0 with |δ| ≤ l and |β˜| = l + 1 and all j ∈ N. Hence
(pεk(., ξ))k∈N is a Cauchy sequence in C
l+1(Ωj). Due to the completeness of
C l+1(Ωj) we have the convergence of (pεk(., ξ))k∈N to q0 in C
l+1(Ωj). Conse-
quently we obtain for all β˜, δ ∈ Nn0 with |δ| ≤ l and |β˜| = l + 1 and each j ∈ N:
∂β˜xpεk(., ξ)
k→∞−−−→ ∂β˜xq0 and ∂δxpεk(., ξ) k→∞−−−→ ∂δxq0 (5.6)
in C0(Ωj). Because of the uniqueness of the strong limit we get together with
(5.5) that q0 = p(., ξ) and ∂β˜xq0 = qβ˜(., ξ) for each β˜ ∈ Nn0 with |β˜| = l + 1.
Therefore we have qβ˜ = ∂
β˜
xp(., ξ) for each β˜ ∈ Nn0 with |β˜| = l + 1. Since ξ ∈ Rn
was arbitrary, the induction step holds.
Finally we are able to show the main theorem of this subsection: Consid-
ering a bounded sequence in the symbol-class Cm,sS00,0(Rn × Rn;M) there is a
subsequence which converges pointwise to a symbol of the same symbol-class.
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Theorem 5.11. Let m ∈ N0, M ∈ N ∪ {∞} and 0 < s ≤ 1. Additionally let
(Ωj × Aj˜)j˜,j∈N be a countable open cover of bounded sets of Rn × Rn with Lips-
chitz boundary. Furthermore, let (pε)ε>0 ⊆ Cm,sS00,0(Rn × Rn;M) be a bounded
sequence. Then there is a subsequence (pεl)l∈N ⊆ (pε)ε>0 with εl → 0 for l →∞
and a function p : Rnx × Rnξ → C such that for all α, β ∈ Nn0 with |β| ≤ m and
|α| ≤M − 1 we get
i) ∂βx∂
α
ξ p exists and ∂
β
x∂
α
ξ p ∈ C0,s(Rn × Rn),
ii) ∂βx∂
α
ξ pεl
l→∞−−−→ ∂βx∂αξ p is uniformly convergent on each Ωj × Aj˜, j˜, j ∈ N.
In particular p ∈ Cm,sS00,0(Rn × Rn;M − 1).
Proof: We show i) and ii) by mathematical induction with respect to |α| with
|α| ≤ M − 1. Applying Lemma 4.9 we get the boundedness of the sequence
(∂βx∂
γ
ξ pε)ε>0 ⊆ C0,s(Rn × Rn) for all β, γ ∈ Nn0 with |β| ≤ m and |γ| ≤ M − 1.
Thus by Lemma 5.10 we obtain the existence of a subsequence (pεl)l∈N ⊆ (pε)ε>0
and a function p ∈ C0,s(Rn × Rn) with the following properties: For all j˜, j ∈ N
and β ∈ Nn0 with |β| ≤ m we have ∂βxp ∈ C0,s(Rnx × Rnξ ) and
∂βxpεl
l→∞−−−→ ∂βxp (5.7)
converges uniformly on the set Ωj × Aj˜. So we have checked the base case |α| = 0.
Next we prove the induction step. We assume that the claim holds for all α ∈ Nn0
with |α| ≤ k˜, k˜ < M − 1. We deﬁne α˜ := α + ei for some i ∈ {1, . . . , n} and
α ∈ Nn0 with |α| = k˜. Using the boundedness of the subsequence (∂βx∂α˜ξ pεl)l∈N in
C0,s(Rn × Rn) for all β ∈ Nn0 with |β| ≤ m, Lemma 5.10 provides the existence
of a subsequence of (pεl)l∈N, which we again denote by (pεl)l∈N, and a function
qα˜ with ∂βxqα˜ ∈ C0,s(Rn × Rn) for all β ∈ Nn0 with |β| ≤ m such that
∂βx∂
α˜
ξ pεl
l→∞−−−→ ∂βxqα˜ (5.8)
converges uniformly on Ωj × Aj˜ for all j˜, j ∈ N and β ∈ Nn0 with |β| ≤ m. Now
we choose an arbitrary but ﬁxed k ∈ N0 with k ≤ M − 1 and x ∈ Rn. The
boundedness of (∂γξ pεl)l∈N ⊆ C0,s(Rn × Rn) for all γ ∈ Nn0 with |γ| ≤ k leads to
‖pεl(x, .)‖Ck,s(Rn) = max
γ∈Nn0
|γ|≤k
sup
ξ∈Rn
‖∂γξ pεl(x, .)‖C0,s(Rn) ≤ max
γ∈Nn0
|γ|≤k
sup
ξ∈Rn
‖∂γξ pεl‖C0,s(Rn×Rn)
≤ Ck for all x ∈ Rn,
where Ck is independent of l ∈ N and x ∈ Rn. This implies the boundedness
of (pεl(x, .))l∈N ⊆ Ck,s(Rn) for all k ∈ N0 with k ≤ M − 1. Applying Corollary
5.9 arises the existence of a subsequence of (pεl)l∈N denoted by (pεlr )r∈N and of
a function p˜ ∈ CM−1(Rn) with the property
∂γξ pεlr (x, ξ)
r→∞−−−→ ∂γξ p˜(ξ) pointwise for all ξ ∈ Rn (5.9)
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and every γ ∈ Nn0 with |γ| ≤M−1. The convergence (5.7) provides the pointwise
convergence of pεlr to p if r →∞. On account of the uniqueness of the limit we
have p(x, .) = p˜. This implies p(x, .) ∈ CM−1(Rn) for all x ∈ Rn. Therefore it
remains to show qα˜ = ∂α˜ξ p. Let x ∈ Rn be arbitrary. Using p(x, .) = p˜, we get by
means of (5.8) and (5.9):
∂α˜ξ pεlr (x, ξ)
r→∞−−−→ qα˜(x, ξ) and ∂α˜ξ pεlr (x, ξ)
r→∞−−−→ ∂α˜ξ p(x, ξ)
pointwise for all ξ ∈ Rn. Since x ∈ Rn was chosen arbitrary, this gives qα˜ = ∂α˜ξ p.
Hence the induction step holds. Note that (i) implies the existence of a constant
Cγ, independent of ξ ∈ Rn, such that for all γ ∈ Nn0 with |γ| ≤M − 1 we have
‖∂γξ p(., ξ)‖Cm,s(Rn) ≤ max|β|≤m ‖∂
β
x∂
γ
ξ p‖C0,s(Rn×Rn) ≤ Cγ.
Together with p(x, .) ∈ CM−1(Rn) for all x ∈ Rn the previous inequality yields
p ∈ Cm,sS00,0(Rn × Rn;M − 1).
5.2 Reduction of Non-Smooth Pseudodiﬀerential
Operators with Double Symbol
In this section we derive a formula representing an operator with a non-smooth
double symbol as an operator with a non-smooth single symbol. In the smooth
case a symbol reduction of pseudodiﬀerential operators with double symbols al-
ready is developed, cf. e.g. [42], Theorem 2.5. During the development of this
work (however independent) D.Köppl generalized this result in his diploma the-
sis, cf. [45], Theorem 3.33, for non-smooth double symbols of the symbol-class
Cm˜,τSm,m
′
ρ,δ (Rn×Rn×Rn×Rn;N) where N =∞. However, as we will show, the
assumption N = ∞ (as assumed in the diploma thesis) may be weakend. Then
the smoothness in ξ is reduced by the order of n.
For the proof of the characterization of non-smooth pseudodiﬀerential oper-
ators only the case ρ = δ = 0 is required. Thus we limit the symbol reduction to
this case. This signiﬁcantly simpliﬁes some proofs. The main idea of the sym-
bol reduction is taken from the smooth case. Since the symbols are non-smooth
in both variables, the proof has to be adopted to this modiﬁed condition. The
ﬁrst step to reach this goal is to construct an integral representation of a non-
smooth pseudodiﬀerential operator with a double symbol applied to a Schwartz
function. In the second step a non-smooth single symbol is deﬁned in terms of a
given non-smooth double symbol and it is checked that above said function really
is a single symbol. Finally, we have to verify the equality of the two resulting
pseudodiﬀerential operators.
We begin with the construction of an integral representation of a non-smooth
pseudodiﬀerential operator with double symbol applied on a function of S(Rn).
For this we need the next technical remark:
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Remark 5.12. Let C ∈ R and χ ∈ S(Rn × Rn × Rn × Rn). For each 0 < ε < 1
we deﬁne the function χε : Rn × Rn × Rn × Rn → C by
χε(ξ, η, x, y) := χ(εξ, εη, εx, εy) for all ξ, η, x, y ∈ Rn.
Then we have for every m,m′ ∈ R and each α, β, γ, δ ∈ Nn0 :
C〈ξ〉m〈η〉m′(∂αξ ∂βη ∂γx∂δyχε)(ξ, η, x′ − x, x′′ − x′) ∈ S(Rnξ × Rnη × Rnx′ × Rnx′′)
⊆ L1(Rnx′′ × Rnη × Rnx′ × Rnξ ).
Proof: An application of Remark 2.21 and Lemma 2.22 provides
(∂αξ ∂
β
η ∂
γ
x∂
δ
yχε)(ξ, η, x
′ − x, x′′ − x′) ∈ S(Rnξ × Rnη × Rnx′ × Rnx′′).
By means of Remark 2.8 we can show C〈ξ〉m〈η〉m′ ∈ C∞poly(Rnξ ×Rnη ×Rnx′ ×Rnx′′).
Therefore Lemma 2.17 yields that C〈ξ〉m〈η〉m′(∂αξ ∂βη ∂γx∂δyχε)(ξ, η, x′ − x, x′′ − x′)
is an element of S(Rnξ × Rnη × Rnx′ × Rnx′′). In particular we have
C〈ξ〉m〈η〉m′(∂αξ ∂βη ∂γx∂δyχε)(ξ, η, x′ − x, x′′ − x′) ∈ L1(Rnx′′ × Rnη × Rnx′ × Rnξ ).
On account of Remark 5.12 we now are able to prove an integral representa-
tion of a non-smooth pseudodiﬀerential operator with double symbol:
Lemma 5.13. Let s > 0, s /∈ N0, m,m′ ∈ R and N ∈ N0 ∪ {∞}. Additionally
we choose l, l0, l′0 ∈ N0 such that
−2l +m < −n, −2l0 < −n and − 2l′0 + 2l +m′ < −n.
Furthermore, let P := p(x,Dx, x′, Dx′) ∈ OPCs∗Sm,m
′
0,0 (Rn ×Rn ×Rn ×Rn;N) be
a non-smooth pseudodiﬀerential operator with double symbol. For u ∈ S(Rn) we
deﬁne the function p˜ : R5n → C by
p˜(x, ξ, x′, ξ′, x′′) := 〈−ξ + ξ′〉−2l〈Dx′〉2lpˆ(x, ξ, x′, ξ′, x′′)
for all x, ξ, x′, ξ′, x′′ ∈ Rn, where
pˆ(x, ξ, x′, ξ′, x′′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0p(x, ξ, x′, ξ′)u(x′′)
]
for all x, ξ, x′, ξ′, x′′ ∈ Rn. Then we can write for all x ∈ Rn:
Pu(x) =
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ.
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Proof: Let x ∈ Rn be arbitrary but ﬁxed. Additionally let χε be as in Remark
5.12 and u ∈ S(Rn). We deﬁne pε,u : Rn × Rn × Rn × Rn × Rn → C for every
0 < ε < 1 by
pε,u(x˜, ξ, x
′, ξ′, x′′) := χε(ξ, ξ′, x′ − x, x′′ − x′)p(x˜, ξ, x′, ξ′)u(x′′).
for all x˜, ξ, x′, ξ′, x′′ ∈ Rn. Assuming arbitrary α, β, γ ∈ Nn0 , there is a constant
Cα,β,γ, independent of ξ, x′, ξ′, x′′ ∈ Rn, such that
|∂αx′′∂βξ′∂γx′{p(x, ξ, x′, ξ′)u(x′′)}| = |∂αx′′{u(x′′)}∂βξ′∂γx′{p(x, ξ, x′, ξ′)}|
≤ Cα,β,γ〈ξ〉m〈ξ′〉m′ ≤ Cα,β,γ〈ξ〉|m|〈ξ′〉|m′| ≤ Cα,β,γ〈(x′′, ξ′, x′, ξ)〉|m|+|m′|.
Here we have used u ∈ S(Rn) ⊆ C∞b (Rn) and p ∈ Cs∗Sm,m
′
0,0 (Rn×Rn×Rn×Rn;N).
Using Leibniz's rule and the previous inequality ﬁrst and Remark 5.12 afterwards
provides for all α, β, γ ∈ Nn0 :
∂αx′′∂
β
ξ′∂
γ
x′pε,u(x, ξ, x
′, ξ′, x′′) ∈ L1(Rnξ × Rnx′ × Rnξ′ × Rnx′′).
Due to the deﬁnition of the oscillatory integral, the change of variables x′ := x+y
and x′′ := x′ + y′ gives us
Pu(x) = Os -
∫∫∫∫
e−i(y·ξ+y
′·ξ′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
= lim
ε→0
∫∫∫∫
e−i(y·ξ+y
′·ξ′)χε(ξ, ξ′, y, y′)p(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′ξξ′
= lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′pε,u(x, ξ, x′, ξ′, x′′)dx′dx′′ξξ′
= lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′pε,u(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ, (5.10)
where we have applied Fubini's theorem in the last equality. Here the assump-
tions of Fubini's theorem are fulﬁlled, since pε,u ∈ L1(Rnξ ×Rnx′×Rnξ′×Rnx′′). Now
we choose l, l0, l′0 ∈ N0 as in the assumptions. Then we deﬁne for every 0 < ε < 1
the function p˜ε : R5n → C by
p˜ε(x˜, ξ, x
′, ξ′, x′′) := 〈−ξ + ξ′〉−2l〈Dx′〉2lpˆε(x˜, ξ, x′, ξ′, x′′)
for all x˜, ξ, x′, ξ′, x′′ ∈ Rn, where the function pˆε : R5n → C is deﬁned by
pˆε(x˜, ξ, x
′, ξ′, x′′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0pε,u(x˜, ξ, x′, ξ′, x′′)
]
for each x˜, ξ, x′, ξ′, x′′ ∈ Rn. Additionally because of (5.10) and Remark 2.10
integration by parts yields
Pu(x) = lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′pε,u(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ
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= lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜ε(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ. (5.11)
Since we checked ∂αx′′∂
β
ξ′∂
γ
x′pε,u(x, ξ, x
′, ξ′, x′′) ∈ L1(Rnξ × Rnξ′ × Rnx′ × Rnx′′) for all
α, β, γ ∈ Nn0 before, integration by parts is possible. Our goal is to simplify
(5.11) by means of Lebesgue's theorem. In order to prove the assumptions of
this theorem, we need the following claim: LetM ∈ N with −M+2l0 < −n. For
all β, γ, δ ∈ Nn0 there exists a constant Cβ,γ,δ, which is independent of 0 < ε < 1
and ξ, x′, ξ′, x′′ ∈ Rn, such that
|Dβx′Dγξ′Dδx′′pε,u(x, ξ, x′, ξ′, x′′)| ≤ Cβ,γ,δ〈ξ〉m〈ξ′〉m
′〈x′′〉−M (5.12)
for all ξ, x′, ξ′, x′′ ∈ Rn. An application of p ∈ Cs∗Sm,m
′
0,0 (Rn × Rn × Rn × Rn;N),
u ∈ S(Rn) and Lemma 2.26 iii) yields (5.12), due to the Leibniz rule. If we
apply the Leibniz rule again, we obtain together with Remark 2.8 and (5.12) the
following inequality:∣∣∣〈−ξ + ξ′〉−2lDβx′ [〈x′ − x′′〉−2l0Dγξ′ [〈ξ′〉−2l′0Dδx′′pε,u(x, ξ, x′, ξ′, x′′)]]∣∣∣
≤ C〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉−2l′0〈ξ〉m〈ξ′〉m′〈x′′〉−M
≤ C〈ξ〉m−2l〈ξ′〉m′+2l−2l′0〈x′〉−2l0〈x′′〉2l0−M for all ξ, x′, ξ′, x′′ ∈ Rn.
On account of Remark 2.10, Peetre's inequality and Theorem 2.11, the previous
inequality provides the existence of a constant C, which is independent of 0 <
ε < 1 and ξ, x′, ξ′, x′′ ∈ Rn, such that
|e−i(x′−x)·ξ−i(x′′−x′)·ξ′ p˜ε(x, ξ, x′, ξ′, x′′)| ≤ C〈ξ〉m−2l〈ξ′〉−2l′0+m′+2l〈x′〉−2l0〈x′′〉2l0−M
∈ L1(Rnx′′ × Rnξ′ × Rnx′ × Rnξ ). (5.13)
Moreover, we can prove for arbitrary β, γ, δ ∈ Nn0 the pointwise convergence
Dβx′D
γ
ξ′D
δ
x′′pε,u(x, ξ, x
′, ξ′, x′′) ε→0−−→ Dβx′Dγξ′Dδx′′{p(x, ξ, x′, ξ′)u(x′′)}, (5.14)
if we use the Leibniz rule and Lemma 2.26. Analogously we obtain the pointwise
convergence of
p˜ε(x, ξ, x
′, ξ′, x′′) ε→0−−→ p˜(x, ξ, x′, ξ′, x′′) (5.15)
by using Remark 2.10, the Leibniz rule and (5.14). Because of (5.13) and (5.15)
the assumptions of Lebesgue's theorem hold. While applying Lebesgue's theorem
to (5.11), we conclude the proof:
Pu(x) = lim
ε→0
∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜ε(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ∫∫∫∫
e−i(x
′−x)·ξ−i(x′′−x′)·ξ′ p˜(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ.
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Making use of this integral representation we are able to estimate the absolute
value of a non-smooth pseudodiﬀerential operator with double symbol:
Lemma 5.14. Let s > 0, s /∈ N0 and m,m′ ∈ R. Additionally let N ∈ N0∪{∞}
and l′ ∈ N0 with 2l′ ≤ N . Furthermore, let B ⊂ Cs∗Sm,m
′
0,0 (Rn×Rn×Rn×Rn;N)
be a bounded subset and u ∈ S(Rn) be a Schwartz function. Assuming a symbol
p ∈ Cs∗Sm,m
′
0,0 (Rn×Rn×Rn×Rn;N), we denote P := p(x,Dx, x′, Dx′). Then we
obtain the existence of a constant C, independent of x ∈ Rn and p ∈ B, such
that
|Pu(x)| ≤ C〈x〉−2l′ for all x ∈ Rn.
Proof: Let u ∈ S(Rn) be arbitrary. In order to check the claim we use the
statement of Lemma 5.13 and estimate this integral representation of Pu. Thus
we choose arbitrary l, l0, l′0 ∈ N0 such that
−2l +m < −n, 2l′ − 2l0 < −n, and − 2l′0 + 2l +m′ < −n.
Additionally we deﬁne the functions p˜, p′ : R5n → C as
p˜(x, ξ, x′, ξ′, x′′) := 〈−ξ + ξ′〉−2l〈Dx′〉2lpˆ(x, ξ, x′, ξ′, x′′),
p′(x, ξ, x′, ξ′, x′′) := 〈x− x′〉−2l′〈Dξ〉2l′
[〈−ξ + ξ′〉−2l〈Dx′〉2lpˆ(x, ξ, x′, ξ′, x′′)]
for all x, x′, x′′, ξ, ξ′ ∈ Rn, where we deﬁne
pˆ(x, ξ, x′, ξ′, x′′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0p(x, ξ, x′, ξ′)u(x′′)
]
for all x, x′, x′′, ξ, ξ′ ∈ Rn. In the same way as in inequality (5.13) we obtain for
all M ∈ N0:
|p′(x, ξ, x′, ξ′, x′′)| ≤ C〈−x′ + x〉−2l′〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉m′−2l′0〈ξ〉m〈x′′〉−M
≤ C〈x〉−2l′〈x′〉2l′−2l0〈ξ〉m−2l〈ξ′〉2l+m′−2l′0〈x′′〉2l0−M
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Here C is independent of p ∈ B and x, ξ, x′, ξ′, x′′ ∈ Rn.
We chooseM with the property 2l0−M < −n. On account of Theorem 2.11 and
the last inequality we have p′ ∈ L1(Rnx′′ ×Rnξ′ ×Rnx′ ×Rnξ ). Since all assumptions
of Lemma 5.13 hold, an application of Lemma 5.13, integration by parts and
Theorem 2.11 provides
|Pu(x)| ≤
∣∣∣∣∫∫∫∫ e−i(x′−x)·ξ−i(x′′−x′)·ξ′ p˜(x, ξ, x′, ξ′, x′′)dx′′ξ′dx′ξ∣∣∣∣
≤
∫∫∫∫
|e−i(x′−x)·ξ−i(x′′−x′)·ξ′p′(x, ξ, x′, ξ′, x′′)|dx′′ξ′dx′ξ
≤
∫∫∫∫
C〈x〉−2l′〈x′〉2l′−2l0〈ξ〉m−2l〈ξ′〉2l+m′−2l′0〈x′′〉2l0−Mdx′′ξ′dx′ξ
≤ C〈x〉−2l′
for all x ∈ Rn. Here the constant C is independent of p ∈ B and x ∈ Rn.
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The next step towards the symbol reduction is the construction of a non-
smooth single symbol out of a non-smooth double symbol. In the smooth case
the single symbol can be deﬁned as aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η+ ξ, x+y)dyη
for a ∈ Sm,m′ρ,δ (Rn × Rn × Rn × Rn) cf. e.g. [42]. We will use the same deﬁnition.
In order to check whether aL is still a single symbol in the non-smooth case we
need the next results:
Proposition 5.15. Let m ∈ R and X be a Banach space with X ↪→ L∞(Rn).
Considering an l0 ∈ N0 with the property −2l0 < −n, let B be a set of functions
r : Rn ×Rn ×Rn ×Rn → C which are smooth with respect to the fourth variable
such that the next inequality holds for all l ∈ N0:
‖〈Dy〉2lr(., ξ, η, y)‖X ≤ Cl〈y〉−2l0〈ξ + η〉m for all ξ, η, y ∈ Rn.
Here the constant Cl is independent of y, ξ, η ∈ Rn and of r ∈ B. Then∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη ) for all x, ξ ∈ Rn. If we deﬁne
I(x, ξ) :=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
η
for arbitrary x, ξ ∈ Rn and r ∈ B, there is a constant C, independent of ξ ∈ Rn
and r ∈ B, such that
‖I(., ξ)‖X ≤ C〈ξ〉m for all ξ ∈ Rn.
Proof: Let ξ ∈ Rn and r ∈ B be arbitrary. The assumptions of the proposition
imply the existence of a constant Cl, independent of x, y, ξ, η ∈ Rn and r ∈ B,
such that
‖〈Dy〉2lr(., ξ, η, y)‖X ≤ Cl〈y〉−2l0〈ξ + η〉m ≤ Cl〈y〉−2l0〈ξ〉m〈η〉|m| (5.16)
for all y, η ∈ Rn, l ∈ N0. The last inequality holds because of Peetre's inequality,
cf. Lemma 2.4. Together with the equation e−iy·η = 〈η〉−2l〈Dy〉2le−iy·η we obtain
by means of integration by parts for all l ∈ N0 and x, η ∈ Rn:∫
e−iy·ηr(x, ξ, η, y)dy = 〈η〉−2l
∫
e−iy·η〈Dy〉2lr(x, ξ, η, y)dy. (5.17)
Note that integration by parts is possible since 〈Dy〉2l˜r(x, ξ, η, y) ∈ L1(Rny ) due
to (5.16) and Theorem 2.11 for each x, ξ, η ∈ Rn and l˜ ∈ N0. Now we choose an
l ∈ N0 with |m| − 2l < −n. Then we conclude
‖I(., ξ)‖X =
∥∥∥∥∫ 〈η〉−2l ∫ e−iy·η〈Dy〉2lr(., ξ, η, y)dyη∥∥∥∥
X
≤
∫
〈η〉−2l
∫ ∥∥〈Dy〉2lr(., ξ, η, y)∥∥X dyη
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≤ C〈ξ〉m
∫
〈η〉−2l+|m|
∫
〈y〉−2l0dyη ≤ C〈ξ〉m
∫
〈η〉−2l+|m|η ≤ C〈ξ〉m.
Here C is independent of ξ ∈ Rn and r ∈ B. In particular this provides∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη ) for all x, ξ ∈ Rn.
For a given bounded subset B ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N) the previous
proposition provides:
Proposition 5.16. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let
N ∈ N0 ∪ {∞} be such that there is an l ∈ N with n < 2l ≤ N . Moreover, let
B ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N) be bounded and a ∈ B. Considering l0 ∈ N0
with n < 2l0 ≤ N , we deﬁne r : Rn × Rn × Rn × Rn → C by
r(x, ξ, η, y) := 〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y) for all x, ξ, η, y ∈ Rn.
Then
∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη ) for all x, ξ ∈ Rn. If we deﬁne
I(x, ξ) :=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
η
for arbitrary x, ξ ∈ Rn, there is a constant C, independent of x, ξ ∈ Rn and
a ∈ B, such that
|I(x, ξ)| ≤ C〈ξ〉m for all x, ξ ∈ Rn.
Proof: Let x, ξ ∈ Rn be arbitrary. For every γ˜ ∈ Nn0 we get due to the bound-
edness of B ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N):∣∣∂γ˜y {〈Dη〉2l0a(x, ξ + η, x+ y)}∣∣ ≤ ∑
|α|≤l0
Cα
∣∣∂γ˜yD2αη a(x, ξ + η, x+ y)∣∣
≤ Cγ˜〈ξ + η〉m for all y, η ∈ Rn,
where Cγ˜ is independent of x, y, ξ, η ∈ Rn and a ∈ B. Now the Leibniz rule
immediately provides by using the last inequality and Remark 2.8 the existence
of a constant Cl, independent of x, y, ξ, η ∈ Rn and a ∈ B, such that
|〈Dy〉2lr(x, ξ, η, y)| ≤ Cl〈y〉−2l0〈ξ + η〉m
for all ξ, η ∈ Rn, l ∈ N0. Hence all assumptions of Proposition 5.15 are fulﬁlled.
By means of Proposition 5.15 we conclude the proof.
Another statement for the function r of the previous proposition is
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Proposition 5.17. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let
N ∈ N0 ∪ {∞} be such that there is an l ∈ N with n < 2l ≤ N . Moreover, let
a ∈ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N). Considering an l0 ∈ N0 with n < 2l0 ≤ N , we
deﬁne r : Rn × Rn × Rn × Rn → C as in Proposition 5.16 by
r(x, ξ, η, y) := 〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y) for all x, ξ, η, y ∈ Rn.
Then
∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη ) for all x, ξ ∈ Rn and we obtain
Os -
∫∫
e−iy·ηr(x, ξ, η, y)dyη =
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
η.
In order to prove the proposition, we need the following remark:
Remark 5.18. Let B ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N) be a bounded subset with
N ∈ N0 ∪ {∞}, 0 < s < 1, m˜ ∈ N0 and m ∈ R. If we choose arbitrary x, ξ ∈ Rn,
we obtain the boundedness of
{f : R2n → C : f(y, η) := a(x, η + ξ, x+ y) for all y, η ∈ Rn, and a ∈ B}
in the space A m,N0 (Rny × Rnη ).
Proof: Let x, ξ ∈ Rn be arbitrary. The assumption ∂γξ ∂βy a(x, ξ, y) ∈ C0(Rnξ×Rny )
implies ∂γη∂
β
y a(x, η+ξ, x+y) ∈ C0(Rny×Rnη ) for all β, γ ∈ Nn0 with |γ| ≤ N . Thus
it remains to calculate for every α, β ∈ Nn0 with |α| ≤ N the following inequality:
|∂αη ∂βy a(x, η + ξ, x+ y)| ≤ ‖∂αη ∂βy a(., η + ξ, x+ y)‖Cm˜,s(Rn) ≤ Cα,β〈ξ + η〉m
≤ Cα,β,ξ〈η〉m for all y, η ∈ Rn and a ∈ B. (5.18)
Here we have used the boundedness of B and Corollary 2.5. The independence
of Cα,β,ξ of y, η ∈ Rn and a ∈ B provides the claim.
Now that we have veriﬁed the previous remark, we are in the position to show
Proposition 5.17:
Proof of Proposition 5.17: Note that the oscillatory integral exists due to The-
orem 4.41 and Remark 5.18. Assuming an arbitrary χ ∈ S(Rn) with χ(0) = 1,
we get for ﬁxed x, η, ξ ∈ Rn:
e−iy·ηχ(εy)r(x, ξ, η, y) ε→0−−→ e−iy·ηr(x, ξ, η, y) pointwise for all y ∈ Rn. (5.19)
Now let 0 < ε ≤ 1. In the same way as inequality (5.16), we can prove the next
two estimates if we use χ ∈ S(Rn) ⊆ C∞b (Rn):
|∂αy r(x, ξ, η, y)| ≤ Cα,m〈y〉−2l0〈ξ〉m〈η〉|m| for all α ∈ Nn0 , (5.20)
|〈Dy〉2l′ [χ(εy)r(x, ξ, η, y)]| ≤ Cl′,m〈y〉−2l0〈ξ〉m〈η〉|m| for all l′ ∈ N0, (5.21)
5.2. Reduction of Non-Smooth Pseudodiﬀerential Operators 127
uniformly in x, ξ, η, y ∈ Rn and in 0 < ε ≤ 1. The inequality (5.21) implies
〈Dy〉2l′χ(εy)r(x, ξ, η, y) ∈ L1(Rny ) for every ﬁxed x, ξ, η ∈ Rn, ε ∈ (0, 1] and for
all l′ ∈ N0 due to Theorem 2.11. Therefore we can integrate by parts and get by
means of Remark 2.10 for an arbitrary l ∈ N0 with |m| − 2l < −n:∫
e−iy·ηχ(εy)r(x, ξ, η, y)dy =
∫
e−iy·η〈η〉−2l〈Dy〉2l[χ(εy)r(x, ξ, η, y)]dy (5.22)
Using χ ∈ S(Rn) ⊆ C∞b (Rn) and (5.22) ﬁrst and (5.21) and Theorem 2.11
afterwards provides for ﬁxed x, ξ ∈ Rn:∣∣∣∣χ(εη)∫ e−iy·ηχ(εy)r(x, ξ, η, y)dy∣∣∣∣ ≤ C∫ ∣∣e−iy·η〈η〉−2l〈Dy〉2l[χ(εy)r(x, ξ, η, y)]∣∣dy
≤ Cl,m,ξ〈η〉−2l+|m|
∫
〈y〉−2l0dy ≤ Cl,m,ξ〈η〉−2l+|m| ∈ L1(Rnη ). (5.23)
Here the constant Cl,m,ξ is independent of ε ∈ (0, 1]. Setting l′ = 0, (5.21) and
Theorem 2.11 provide for each ﬁxed x, ξ, η ∈ Rn, that
{y 7→ χ(εy)r(x, ξ, η, y) : 0 < ε ≤ 1}
has a L1(Rny )-majorant. Together with (5.19) we have veriﬁed all assumptions of
Lebesgue's theorem. Applying this theorem we obtain the pointwise convergence
of
χ(εη)
∫
e−iy·ηχ(εy)r(x, ξ, η, y)dy ε→0−−→
∫
e−iy·ηr(x, ξ, η, y)dy (5.24)
for all x, ξ, η ∈ Rn. Thus it only remains to apply Lebesgue's theorem again in
order to get for all x, ξ ∈ Rn:
Os -
∫∫
e−iy·ηr(x, ξ, η, y)dyη = lim
ε→0
∫
χ(εη)
∫
e−iy·ηχ(εy)r(x, ξ, η, y)dyη
=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
η.
Note that all assumptions of Lebesgue's theorem are fulﬁlled because of (5.23)
and (5.24).
The previous results enable us to show that aL fulﬁlls one property of non-
smooth symbols:
Lemma 5.19. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let B be a
bounded subset of Cm˜,s∗ S
m
0,0(Rn × Rn × Rn;N) and N ∈ N0 ∪ {∞} be such that
there is an l ∈ N with n < 2l ≤ N . We deﬁne for each a ∈ B the function
aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn.
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Then we can estimate the absolute value of some derivatives of this function by
a constant C, independent of x, ξ ∈ Rn and a ∈ B:
|∂δxaL(x, ξ)| ≤ C〈ξ〉m for each δ ∈ Nn0 with |δ| ≤ m˜.
Before proving the lemma, we verify the existence of aL(x, ξ) for all x, ξ ∈ Rn.
This follows directly from Theorem 4.38 since a(x, η+ξ, x+y) ∈ A m,N0 (Rny×Rnη )
due to Remark 5.18. In order to prove Lemma 5.19 we also need the ability to
change the oscillatory integral and the derivative with respect to x:
Lemma 5.20. Let N ∈ N0∪{∞} be such that there is an l ∈ N with the property
n < 2l ≤ N . Assuming a symbol a ∈ Cm˜,sSmρ,0(Rn × Rn × Rn;N) with m˜ ∈ N0,
m ∈ R, 0 ≤ ρ ≤ 1 and 0 < s < 1, we deﬁne aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn.
Then we get for each β ∈ Nn0 with |β| ≤ m˜:
∂βxaL(x, ξ) = Os -
∫∫
e−iy·η∂βx{a(x, η + ξ, x+ y)}dyη for all x, ξ ∈ Rn.
Proof: In the case m˜ = 0 there is nothing to show. So let m˜ > 0. Moreover, let
j ∈ {1, . . . , n} and x, ξ ∈ Rn be arbitrary. For h ∈ R with 0 < |h| ≤ 1 we deﬁne
the functions ah : Rn × Rn → C by
ah(y, η) :=
a(x+ hej, ξ + η, x+ hej + y)− a(x, ξ + η, x+ y)
h
for all y, η ∈ Rn.
First of all we show that
{ah : 0 < |h| ≤ 1} ⊆ A m,N0 (Rn × Rn) is bounded. (5.25)
Therefore let α, γ ∈ Nn0 with |α| ≤ N be arbitrary. Since the symbol a is an
element of Cm˜,sSmρ,0(Rn × Rn × Rn;N), Lemma 2.12 provides the existence of a
constant Cα,γ,m,ξ, such that
|∂αη ∂γyah(y, η)| ≤
1
|h| sup0≤t≤1
n∑
j=1
{∣∣(∂xj∂αη ∂γya)(x+ thej, ξ + η, x+ thej + y)∣∣
+
∣∣(∂αη ∂γ+ejy a)(x+ thej, ξ + η, x+ thej + y)∣∣} |h|
≤ Cα,γ〈ξ + η〉m−ρ|α| ≤ Cα,γ,m,ξ〈η〉m
for all y, η ∈ Rn. Here Cα,γ,m,ξ is independent of y, η ∈ Rn and 0 < |h| ≤ 1. The
last inequality holds because of Corollary 2.5. This implies (5.25). Additionally
we get for each α, γ ∈ Nn0 with |α| ≤ N and y, η ∈ Rn:
|∂αη ∂γy∂xj{a(x, ξ + η, x+ y)}|
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≤ | (∂xj∂αη ∂γya) (x, ξ + η, x+ y)|+ | (∂αη ∂γ+ejy a) (x, ξ + η, x+ y)|
≤ Cj,α,β〈ξ + η〉m−ρ|α| ≤ Cj,α,β,m,ξ〈η〉m,
where Cj,α,β,m,ξ is independent of y, η ∈ Rn. The last two inequalities hold
because a is an element of Cm˜,sSmρ,0(Rn × Rn × Rn;N) and because of Corollary
2.5. Hence we have checked ∂xj{a(x, ξ + η, x + y)} ∈ A m,N0 (Rny × Rnη ) for all
x, ξ ∈ Rn. Together with (5.25) and ∂αη ∂γyah(y, η)→ ∂αη ∂γy∂xj{a(x, ξ + η, x+ y)}
for all α, γ ∈ Nn0 with |α| ≤ N if h→ 0, we veriﬁed the assumptions of Corollary
4.42, now. Finally, an application of Corollary 4.42 implies
∂xjaL(x, ξ) = lim
h→0
Os -
∫∫
ah(y, η)dyη = Os -
∫∫
∂xj{a(x, ξ + η, x+ y)}dyη.
For a general β ∈ Nn0 with |β| ≤ m˜ one gets the lemma by mathematical induc-
tion.
Now we are able to prove Lemma 5.19:
Proof of Lemma 5.19. First of all we show the claim in the case δ = 0: Using
Theorem 4.41 we can write for each x, ξ ∈ Rn and l0 ∈ N0 with n < 2l0 ≤ N :
aL(x, ξ) = Os -
∫∫
e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη
=
∫∫
e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη.
The last equality holds because of Proposition 5.17. Hence we obtain by Propo-
sition 5.16 the existence of a constant C, which is independent of x, ξ ∈ Rn and
of a ∈ B, such that
|aL(x, ξ)| =
∣∣∣∣∫∫ e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη∣∣∣∣ ≤ C〈ξ〉m.
Therefore we have checked the theorem in the case δ = 0. Now we assume an
arbitrary δ ∈ Nn0 with |δ| ≤ m˜. On account of Lemma 5.20 we have for x, ξ ∈ Rn:
∂δxaL(x, ξ) = Os -
∫∫
e−iy·η∂δxa(x, η + ξ, x+ y)dyη.
We know that Bδ :=
{
∂δxa : a ∈ B
} ⊆ Cm˜−|δ|,s∗ Sm0,0(Rn×Rn×Rn;N) is bounded
due to Remark 4.69. Hence the ﬁrst case, applied on the set Bδ, gives us the
existence of a constant C, which is independent of x, ξ ∈ Rn and of a ∈ B, such
that
|∂δxaL(x, ξ)| ≤ C〈ξ〉m for all x, ξ ∈ Rn.
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Our goal is to verify that aL is a non-smooth symbol whose coeﬃcient is in
the Hölder space Cs,m˜(Rn). Therefore it is not suﬃcient to know for each δ ∈ Nn0
with |δ| ≤ m˜ that |∂δxaL(x, ξ)| ≤ C〈ξ〉m, cf. Lemma 5.19. We even have to show
whether the inequality ‖∂δxaL(x, ξ)‖Cm˜,s(Rnx) ≤ C〈ξ〉m holds for each δ ∈ Nn0 with|δ| ≤ m˜. Having in mind the deﬁnition of the Hölder spaces, we need the next
statement:
Proposition 5.21. Let 0 < s < 1, m˜ ∈ N0, N ∈ N0 ∪ {∞} and m ∈ R.
Moreover, let B ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn;N) be bounded. Then there is a
constant C, independent of x1, x2, y, ξ, η ∈ Rn with x1 6= x2 and a ∈ B, such
that for each γ, β ∈ Nn0 with |β| ≤ N we have
max
|α|≤m˜
{
|∂αx1∂γy∂βη a(x1, ξ + η, x1 + y)− ∂αx2∂γy∂βη a(x2, ξ + η, x2 + y)|
|x1 − x2|s
}
≤ C〈ξ + η〉m
for all x1, x2, y, ξ, η ∈ Rn with x1 6= x2.
Proof: First of all we choose arbitrary α, β, γ ∈ Nn0 with |α| ≤ m˜ and |β| ≤ N .
Additionally let x1, x2 ∈ Rn be arbitrary. The boundedness of B in the set
Cm˜,s∗ S
m
0,0(Rn × Rn × Rn;N) = Cm˜,sSm0,0(Rn × Rn × Rn;N) implies
sup
x,x˜∈Rn
x 6=x˜
{
|∂αx∂γy∂βη a(x, ξ + η, x1 + y)− ∂αx˜∂γy∂βη a(x˜, ξ + η, x1 + y)|
|x− x˜|s
}
≤ ‖∂γy∂βη a(x, ξ + η, x1 + y)‖Cm˜,s(Rnx) ≤ Cγ,β〈ξ + η〉m (5.26)
for all ξ, η, y ∈ Rn and all a ∈ B, where Cγ,β is independent of x, ξ, η, x1, y ∈ Rn
and of a ∈ B. Furthermore, an application of Lemma 2.12 yields, if we use the
boundedness of B again,
|∂αx∂γy∂βη a(x, ξ + η, x1 + y)− ∂αx∂γy∂βη a(x, ξ + η, x2 + y)|
≤ sup
0≤t≤1
n∑
j=1
∣∣(∂yj∂αx∂γy∂βη a)(x, ξ + η, tx1 + y + (1− t)x2)∣∣ |x1 − x2|
≤ Cβ,γ〈ξ + η〉m |x1 − x2|
for all a ∈ B and x, ξ, η, y, x1, x2 ∈ Rn. Here Cβ,γ is independent of a ∈ B and
x, ξ, η, y, x1, x2 ∈ Rn. Hence in the case |x1 − x2| < 1, x1 6= x2, the inequality
above provides for all x, ξ, η, x1, y ∈ Rn and all a ∈ B:
|∂αx∂γy∂βη a(x, ξ + η, x1 + y)− ∂αx∂γy∂βη a(x, ξ + η, x2 + y)|
|x1 − x2|s
≤ Cβ,γ〈ξ + η〉m |x1 − x2|1−s ≤ Cβ,γ〈ξ + η〉m.
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Using the boundedness of the set B ⊆ Cm˜,sSm0,0(Rn × Rn × Rn;N), one gets an
analog estimate for |x1 − x2| ≥ 1 with x1, x2 ∈ Rn, x, ξ, η, y ∈ Rn and a ∈ B:
|∂αx∂γy∂βη a(x, ξ + η, x1 + y)− ∂αx∂γy∂βη a(x, ξ + η, x2 + y)|
|x1 − x2|s
≤ ∣∣∂αx∂γy∂βη a(x, ξ + η, x1 + y)∣∣+ ∣∣∂αx∂γy∂βη a(x, ξ + η, x2 + y)∣∣ ≤ Cβ,γ〈ξ + η〉m,
where Cβ,γ is independent of a ∈ B and x, ξ, η, x1, x2, y ∈ Rn with |x1− x2| ≥ 1.
Combining these two inequalities, we obtain the existence of a constant Cβ,γ,
independent of a ∈ B and of x, ξ, η, x1, x2, y ∈ Rn, x1 6= x2, such that
|∂αx∂γy∂βη a(x, ξ + η, x1 + y)− ∂αx∂γy∂βη a(x, ξ + η, x2 + y)|
|x1 − x2|s ≤ Cβ,γ〈ξ + η〉
m (5.27)
for all a ∈ B and x, ξ, η, x1, x2, y ∈ Rn, x1 6= x2. Finally, the proposition follows
from (5.26) and (5.27) if we choose x = x1, x˜ = x2 in (5.26) and x = x2 in (5.27)
by means of the triangle inequality.
For every non-smooth symbol certain continuity conditions have to hold.
Therefore we prove them now:
Lemma 5.22. Let N ∈ N0∪{∞} be such that there is an l ∈ N with N ≥ 2l > n.
Moreover, we deﬁne N˜ := N − (n + 2) if n is even and N˜ := N − (n + 1) else.
For a non-smooth symbol a ∈ Cm˜,sSmρ,0(Rn × Rn × Rn;N) with m˜ ∈ N0, m ∈ R,
0 ≤ ρ ≤ 1 and 0 < s < 1, we deﬁne aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn.
Then ∂δx∂
γ
ξ aL ∈ C0(Rn × Rn) for every γ, δ ∈ Nn0 with |δ| ≤ m˜ and |γ| ≤ N˜ .
In order to check this lemma we need the next remark:
Remark 5.23. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally let N ∈ N0∪{∞}
and 0 ≤ δ ≤ 1. For every a ∈ Cm˜,s∗ Smρ,0(Rn × Rn × Rn;N) we have
a(x, ξ + η, x+ y) ∈ A m+,N0 (R2n(y,y′) × R2n(ξ,η)).
Proof: Due to (|ξ| − |η|)2 ≥ 0 we have |ξ|2 + |η|2 ≥ 2|ξ||η| for all ξ, η ∈ Rn.
Consequently we get for all ξ, η ∈ Rn:
〈ξ + η〉2 = 1 + |ξ + η|2 ≤ 1 + |ξ|2 + |η|2 + 2|ξ||η| ≤ 1 + 2(|ξ|2 + |η|2)
≤ 2 + 2|(ξ, η)|2 ≤ 2〈(ξ, η)〉2.
Choosing x ∈ Rn arbitrary, the last inequality and a ∈ Cs,m˜∗ Smρ,0(Rn×Rn×Rn;N)
provides for all α, α′, β, β′ ∈ Nn0 with |α|+ |α′| ≤ N :
|∂αξ ∂α
′
η ∂
β
y ∂
β′
y′ a(x, ξ + η, x+ y)| ≤ Cα,α′,β,β′〈ξ + η〉m−ρ(|α|+|α
′|) ≤ Cα,α′,β,β′〈ξ + η〉m+
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≤ Cα,α′,β,β′〈(ξ, η)〉m+ for all ξ, η, y ∈ Rn.
Since a ∈ Cm˜,s∗ Smρ,0(Rn×Rn×Rn;N), we obtain that ∂αξ ∂α′η ∂βy ∂β
′
y′ a(x, ξ+η, x+y)
is an element of C0(R2n(y,y′) × R2n(ξ,η)) for all α, α′, β, β′ ∈ Nn0 with |α| + |α′| ≤ N .
Therefore the claim holds.
Now we are able to verify the statement of Lemma 5.22:
Proof of Lemma 5.22: Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤ N˜ . In Remark
4.69 we have checked that ∂αξ a ∈ Cm˜,sSm−ρ|α|ρ,0 (Rn × Rn × Rn;N − |α|). Hence
the deﬁnition of the double symbol implies that ∂βx∂
α
ξ a ∈ C0(Rn × Rn × Rn).
Additionally we get by Theorem 4.39 and Lemma 5.20 for all x, ξ ∈ Rn:
∂βx∂
α
ξ aL(x, ξ) = ∂
β
x∂
α
ξ Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη
= ∂βxOs -
∫∫
e−iy·η∂αξ a(x, η + ξ, x+ y)dyη
= Os -
∫∫
e−iy·η∂βx{∂αξ a(x, η + ξ, x+ y)}dyη. (5.28)
Here we are able to apply Theorem 4.39 since N − |α| ≥ N − N˜ ≥ 2l > n and
a(x, ξ + η, x + y) ∈ A m+,N0 (R2n(y,y′) × R2n(ξ,η)) as we have seen in Remark 5.23. In
order to show the continuity of ∂βx∂
α
ξ aL, we want to apply Corollary 4.42. Hence
we have to prove the assumptions of this corollary, now: let (x, ξ) ∈ Rn ×Rn be
arbitrary. Additionally let (x′, ξ′) ∈ Rn ×Rn with |x− x′|, |ξ − ξ′| < 1. Then we
derive from Peetre's inequality, cf. Theorem 2.4:
〈η + ξ′〉m ≤ 〈η〉m〈ξ′〉|m| ≤ 〈η〉m〈ξ′ − ξ〉|m|〈ξ〉|m| ≤ C〈η〉m〈ξ〉|m|.
For every β1, β2, γ, δ ∈ Nn0 with β1 + β2 = β and |δ| ≤ N − |α| an application
of a ∈ Cm˜,sSmρ,0(Rn×Rn×Rn;N) ﬁrst and of the previous inequality afterwards
provides
|∂γy∂δη(∂β1x ∂αξ ∂β2y a)(x′, η + ξ′, x′ + y)| ≤ Cα,β,γ,δ〈η + ξ′〉m−ρ(|α|+|δ|)
≤ Cα,β,γ,δ〈η〉m〈ξ〉|m|.
Here Cα,β,γ,δ is independent of x′, η, ξ′, y ∈ Rn. This yields the boundedness of
{(∂β1x ∂αξ ∂β2y a)(x′, η + ξ′, x′ + y) : x′, ξ′ ∈ Rn with |x− x′|, |ξ − ξ′| < 1}
in A m,N−|α|0 (Rny × Rnη ). Moreover, we obtain for all y, η ∈ Rn and for each
β1, β2, γ, δ ∈ Nn0 with β1 + β2 = β and |δ| ≤ N − |α| the following convergence:
∂γy∂
δ
η(∂
β1
x ∂
α
ξ ∂
β2
y a)(x
′, η + ξ′, x′ + y)
ξ′→ξ−−−→
x′→x
∂γy∂
δ
η(∂
β1
x ∂
α
ξ ∂
β2
y a)(x, η + ξ, x+ y)
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due to the deﬁnition of a ∈ Cm˜,sSmρ,0(Rn × Rn × Rn;N). Therefore all assump-
tions of Corollary 4.42 are fulﬁlled. Using Leibniz's rule ﬁrst and Corollary 4.42
afterwards yields
lim
ξ′→ξ
x′→x
Os -
∫∫
e−iy·η∂βx′{∂αξ a(x′, η + ξ′, x′ + y)}dyη
= Os -
∫∫
e−iy·η∂βx{∂αξ a(x, η + ξ, x+ y)}dyη.
Consequently we get together with (5.28) the continuity of ∂βx∂
α
ξ aL. Hence the
lemma is veriﬁed.
Now we have proved all utilities to show that aL is a non-smooth symbol
whose coeﬃcient is in the Hölder space Cs,m˜(Rn). Unfortunately we loose some
smoothness with respect to ξ of the double symbol:
Theorem 5.24. Let 0 < s < 1, m˜ ∈ N0 and m ∈ R. Additionally we choose
N ∈ N0 ∪ {∞} such that there is an l ∈ N with N ≥ 2l > n. Moreover, we
deﬁne N˜ := N − (n + 2) if n is even and N˜ := N − (n + 1) else. Furthermore,
let B ⊆ Cm˜,s∗ Sm0,0(Rn ×Rn ×Rn;N) be bounded. If we deﬁne for each a ∈ B the
function aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn,
we get aL ∈ Cm˜,s∗ Sm0,0(Rn × Rn; N˜) for all a ∈ B and the existence of a constant
Cβ, independent of a ∈ B, such that
‖∂βξ aL(., ξ)‖Cm˜,s∗ (Rn) ≤ Cβ〈ξ〉m for all ξ ∈ Rn and β ∈ Nn0 with |β| ≤ N˜ .
This implies the boundedness of {aL : a ∈ B} ⊆ Cm˜,s∗ Sm0,0(Rn × Rn; N˜).
Proof: First of all note that for every γ, δ ∈ Nn0 with |γ| ≤ N˜ and |δ| ≤ m˜
we have ∂δx∂
γ
ξ aL ∈ C0(Rn × Rn) due to Lemma 5.22. In Remark 5.23 we have
veriﬁed that a(x, ξ + η, x + y) is an element of A m
+,N
0 (R2n(y,y′) × R2n(ξ,η)). Since
N − |α| ≥ N − N˜ > n, we derive from Theorem 4.39 for each α ∈ Nn0 with
|α| ≤ N˜ :
∂αξ aL(x, ξ) = Os -
∫∫
e−iy·η∂αξ a(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn.
Now let α ∈ Nn0 with |α| ≤ N˜ be arbitrary. On account of Remark 4.69 the
boundedness of B implies the boundedness of
B˜ :=
{
∂αξ a : a ∈ B
} ⊆ Cm˜,s∗ Sm0,0(Rn × Rn × Rn, N − |α|).
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Hence it remains to show for all ξ ∈ Rn and a ∈ B˜:
‖aL(., ξ)‖Cm˜,s∗ (Rn) ≤ C〈ξ〉m, (5.29)
where C is independent of ξ ∈ Rn and a ∈ B˜. Inequality (5.29) implies
‖∂αξ aL(., ξ)‖Cm˜,s∗ (Rn) ≤ Cα〈ξ〉m, where Cα is independent of ξ ∈ Rn and a ∈ B.
This yields the boundedness of {aL : a ∈ B} ⊆ Cm˜,s∗ Sm0,0(Rn×Rn×Rn; N˜) since
α ∈ Nn0 with |α| ≤ N˜ was chosen arbitrary. In order to prove (5.29), note that
there is a constant C, independent of a ∈ B˜ and x, ξ ∈ Rn, such that
|∂δxaL(x, ξ)| ≤ C〈ξ〉m for all x, ξ ∈ Rn and a ∈ B˜ (5.30)
for each δ ∈ Nn0 with |δ| ≤ m˜ because of Lemma 5.19. Now we choose an
arbitrary l ∈ N0 with −2l + |m| < −n and 2l0 := N − N˜ . An application of
Lemma 5.20 and Theorem 4.38 provides for every δ ∈ Nn0 with |δ| ≤ m˜:
∂δxaL(x, ξ) = Os -
∫∫
e−iy·η∂δx {a(x, η + ξ, x+ y)} dyη
=
∫∫
e−iy·η〈η〉−2l〈Dy〉2l
{〈y〉−2l0〈Dη〉2l0∂δx[a(x, ξ + η, x+ y)]} dyη. (5.31)
On account of Remark 2.8 and Proposition 5.21, we obtain for x1, x2, y, ξ, η ∈ Rn
with x1 6= x2 and α˜, β, γ, δ ∈ Nn0 with |δ| ≤ m˜ and |β| ≤ N − N˜ :
〈η〉−2l ∣∣∂α˜y 〈y〉−2l0∣∣ |∂δx1∂γy∂βη a(x1, ξ + η, x1 + y)− ∂δx2∂γy∂βη a(x2, ξ + η, x2 + y)||x1 − x2|s
≤ C〈η〉−2l〈y〉−2l0−|α˜|〈ξ + η〉m ≤ C〈y〉−2l0〈ξ〉m〈η〉−2l+|m|,
where C is independent of x1, x2, y, ξ, η ∈ Rn with the property x1 6= x2 and of
a ∈ B˜. The last inequality holds because of Peetre's inequality, cf. Lemma 2.4.
Now we plug in 〈Dy〉2l =
∑
|α|≤l aα,lD
2α
y and 〈Dη〉2l0 =
∑
|β|≤l0 aβ,l0D
2β
η in (5.31)
ﬁrst, and use the Leibniz rule and the previous inequality afterwards. Then we
can estimate for each x1, x2, ξ ∈ Rn with x1 6= x2 and δ ∈ Nn0 with |δ| ≤ m˜:
|∂δxaL(x1, ξ)− ∂δxaL(x2, ξ)|
|x1 − x2|s ≤
∫∫
C〈y〉−2l0〈ξ〉m〈η〉−2l+|m|dyη ≤ C〈ξ〉m,
where C is independent of x1, x2, ξ ∈ Rn with x1 6= x2 and a ∈ B˜. Here we get
the last inequality by means of Theorem 2.11. Finally, we only have to combine
this result with (5.30) to get (5.29):
‖aL(., ξ)‖Cm˜,s∗ (Rn) = ‖aL(., ξ)‖Cm˜,s(Rn)
= max
|δ|≤m˜
‖∂δxaL(., ξ)‖L∞ + max|δ|≤m˜ maxx1,x2∈Rn
x1 6=x2
{ |∂δxaL(x1, ξ)− ∂δxaL(x2, ξ)|
|x1 − x2|s
}
≤ C〈ξ〉m.
Here C is independent of ξ ∈ Rn and a ∈ B˜.
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Now we have developed a single symbol out of a non-smooth double symbol.
Thus it remains to check whether the pseudodiﬀerential operators of these two
symbols are the same. In order to prove this statement we need the next technical
result:
Proposition 5.25. Let m˜ ∈ N0, m ∈ R, 0 < s < 1 and χ ∈ S(Rn × Rn).
Additionally let N ∈ N0 ∪ {∞} be such that there is an l ∈ N with N ≥ 2l > n.
Moreover, we choose l, l0, l′0 ∈ N0 with
−2l +m < −n, −2l0 < −n, −2l′0 + 2l < −n.
Assuming 0 < ε′ < 1, a ∈ Cm˜,sSm0,0(Rn × Rn × Rn;N) and u ∈ S(Rn) we deﬁne
for every 0 < ε < 1 the functions a0, aˆ, aε, a˜0 : R5n → C by
a0(x, x
′, x′′, ξ, ξ′) := χ(ε′x′′, ε′ξ′)a(x, ξ, x′)u(x′′)
aˆ(x, x′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0a0(x, x′, x′′, ξ, ξ′)
]
,
aε(x, x
′, x′′, ξ, ξ′) := χ(εx′, εξ)aˆ(x, x′, x′′, ξ, ξ′),
a˜0(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉2laˆ(x, x′, x′′, ξ, ξ′).
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Then
lim
ε→0
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜0(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ.
Proof: First of all we deﬁne for each 0 < ε < 1 the function a˜ε : R5n → C by
a˜ε(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉2laε(x, x′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn. In the same way as inequality (5.13), one can show
for a ﬁxed x ∈ Rn and for arbitrary M ∈ N0:
|aε(x, x′, x′′, ξ, ξ′)| ≤ C|χ(εx′, εξ)|〈x′ − x′′〉−2l0〈ξ′〉−2l′0〈ξ〉m〈x′′〉−M , (5.32)
|a˜ε(x, x′, x′′, ξ, ξ′)| ≤ C〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉−2l′0〈ξ〉m〈x′′〉−M
≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l′0+2l〈ξ〉−2l+m, (5.33)
|a˜0(x, x′, x′′, ξ, ξ′)| ≤ C〈−ξ + ξ′〉−2l〈x′ − x′′〉−2l0〈ξ′〉−2l′0〈ξ〉m〈x′′〉−M
≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l′0+2l〈ξ〉−2l+m, (5.34)
where C is independent of x, x′, x′′, ξ, ξ′ ∈ Rn and of 0 < ε < 1. The last
estimates of the inequalities (5.33) and (5.34) hold because of Corollary 2.5.
Since χ(εx′, εξ) ∈ S(Rnx′ × Rnξ ) for every ﬁxed 0 < ε < 1, the deﬁnition of the
Schwartz space arises
|χ(εx′, εξ)| ≤ Cε〈(x′, ξ)〉−M1−M2 ≤ Cε〈x′〉−M1〈ξ〉−M2 , (5.35)
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where M1,M2 ∈ N are such that −2l0 −M1 < −n and m −M2 < −n. Here
the constant Cε is independent of x′, ξ ∈ Rn. If we insert (5.35) into (5.32), an
application of Petree's inequality yields
|aε(x, x′, x′′, ξ, ξ′)| ≤ Cε〈x′〉−2l0−M1〈ξ〉m−M2〈x′′〉2l0−M〈ξ′〉−2l′0 .
Choosing M ∈ N with the property 2l0 − M < −n, Theorem 2.11 provides
aε(x, x
′, x′′, ξ, ξ′) ∈ L1(Rnx′′ × Rnξ′ × Rnx′ × Rnξ ). Hence we are able to use Fubini's
theorem and get∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x′, x′′, ξ, ξ′)dx′ξdx′′ξ′. (5.36)
We remember that aε(x, x′, x′′, ξ, ξ′) ∈ L1(Rnx′ × Rnξ ) for each ﬁxed x, x′′, ξ′ ∈ Rn
and 0 < ε < 1. In the same way we can prove a˜ε(x, x′, x′′, ξ, ξ′) ∈ L1(Rnx′ × Rnξ )
for every ﬁxed x, x′′, ξ′ ∈ Rn and 0 < ε < 1. Hence we are able to integrate by
parts with respect to x′ and ξ. Using Remark 2.10 integration by parts in (5.36)
provides∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x′, x′′, ξ, ξ′)dx′ξdx′′ξ′. (5.37)
The next step is to apply Fubini's theorem to the last equation. Therefore we
have to check the assumptions of this theorem. For every x ∈ Rn we get by
(5.33) and Theorem 2.11, that
|e−ix′′·ξ′−ix′·ξ+ix′·ξ′+ix·ξa˜ε(x, x′, x′′, ξ, ξ′)|
≤ Cx〈x′〉−2l0〈x′′〉2l0−M〈ξ′〉−2l′0+2l〈ξ〉−2l+m
∈ L1(Rnx′ × Rnξ × Rnx′′ × Rnξ′). (5.38)
Here Cx is independent of x′, x′′, ξ, ξ′ ∈ Rn and of 0 < ε < 1. Consequently we
can use Fubini's theorem in (5.37) and obtain:∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξaε(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
=
∫∫∫∫
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ. (5.39)
Thus it remains to calculate the limit of this function, if ε → 0. Since (5.34)
holds, Theorem 2.11 provides that e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜0(x, x′, x′′, ξ, ξ′) is an
element of L1(Rnx′ × Rnξ × Rnx′′ × Rnξ′). Using the deﬁnition of 〈Dx′〉2l and the
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Leibniz rule, one easily obtains the following pointwise convergence by Lemma
2.26:
e−ix
′′·ξ′e−ix
′·ξ+ix′·ξ′+ix·ξa˜ε(x, x′, x′′, ξ, ξ′)→ e−ix′′·ξ′e−ix′·ξ+ix′·ξ′+ix·ξa˜0(x, x′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn if ε → 0. Together with (5.38), we have checked the
assumptions of Lebesgue's theorem. Finally, we conclude the proposition by
applying this theorem to (5.39).
A combination of all results of this section enables us to show the symbol
reduction of non-smooth double symbols:
Theorem 5.26. Let N ∈ N0 ∪ {∞} be such that there is an l ∈ N with the
property N ≥ 2l > n. Moreover, we deﬁne N˜ := N − (n + 2) if n is even and
N˜ := N−(n+1) else. Assuming an a ∈ Cm˜,sSm0,0(Rn×Rn×Rn;N) with m˜ ∈ N0,
m ∈ R and 0 < s < 1, we deﬁne aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη ∈ Cm˜,sSm0,0(Rnx × Rnξ ; N˜)
for all x, ξ ∈ Rn. Then we have for every u ∈ S(Rn)
a(x,Dx, x
′)u = aL(x,Dx)u.
Proof: First of all note, that we already have proved aL ∈ Cm˜,sSm0,0(Rn×Rn; N˜)
in Theorem 5.24. Now we choose u ∈ S(Rn) and l, l0, l′0 ∈ Nn0 with the property
−2l +m < −n, −2l0 < −n, −2l′0 + 2l < −n. (5.40)
Example 4.37 provides aL(x, ξ′)u(x′′) ∈ A m,N˜−k (Rnx′′ × Rnξ′) for all k ∈ N0. Hence
we know due to Theorem 4.38 that aL(x,Dx)u exists. Because of Remark 5.18
the function a(x, , η + ξ′, x+ y) is an element of A m,N0 (Rny × Rnη ) for every ﬁxed
x, ξ′ ∈ Rn. Therefore we can apply Theorem 4.43 and get
aL(x,Dx)u(x) = Os -
∫∫
ei(x−x
′′)·ξ′aL(x, ξ′)u(x′′)dx′′ξ′
= Os -
∫∫
ei(x−x
′′)·ξ′Os -
∫∫
e−iy·ηa(x, η + ξ′, x+ y)u(x′′)dyηdx′′ξ′
= Os -
∫∫
ei(x−x
′′)·ξ′Os -
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)u(x′′)dx′ξdx′′ξ′. (5.41)
Now we choose an arbitrary χ ∈ S(Rn × Rn) with χ(0, 0) = 1. On account of
the deﬁnition of the oscillatory integral and equality (5.41) we have:
aL(x,Dx)u(x) = lim
ε′→0
∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)
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lim
ε→0
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′ξdx′′ξ′.
(5.42)
Since χ ∈ S(Rn × Rn), we are able to integrate by parts. Thus we obtain for
arbitrary 0 < ε < 1 and k, k′ ∈ N0 with −N ≤ −2k < −n and −2k′ +m < −n:∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′ξ
=
∫∫
e−i(x
′−x)·(ξ−ξ′)bε(x, ξ, x′, x′′)dx′ξ, (5.43)
where the function bε : R5n → C is deﬁned by
bε(x, ξ, x
′, ξ′, x′′) :=〈x′−x〉−2k〈Dξ〉2k
[
〈ξ − ξ′〉−2k′〈Dx′〉2k′χ(εx′, εξ)a(x, ξ, x′)u(x′′)
]
for all x, ξ, x′, ξ′, x′′ ∈ Rn and each 0 ≤ ε < 1 . We choose M1,M2 ∈ N with
−M2 < −2n and −M1 +M2 < −n. Using Leibniz's rule, Petree's inequality and
Theorem 2.11 we are able to estimate the absolute value of bε for arbitrary but
ﬁxed x, ξ′, x′′ ∈ Rn in the same way as in (5.13):
|bε(x, ξ, x′, ξ′, x′′)| ≤ C〈x′ − x〉−2k〈ξ − ξ′〉−2k′〈ξ〉m〈x′′〉−M1
≤ Cx〈x′〉−2k〈ξ′〉2k′〈ξ〉m−2k′〈x′′〉−M1 ∈ L1(Rnx′ × Rnξ ). (5.44)
Here the constant Cx is independent of 0 < ε < 1 and of x′, ξ, ξ′, x′′ ∈ Rn. Since
bε(x, ξ, x
′, ξ′, x′′) converges to b0(x, ξ, x′, ξ′, x′′) if ε → 0 and (5.44) holds we are
able to apply Lebesgue's theorem and get the pointwise convergence of∫∫
e−i(x
′−x)·(ξ−ξ′)bε(x, ξ, x′, ξ′, x′′)dx′ξ
ε→0−−→
∫∫
e−i(x
′−x)·(ξ−ξ′)b0(x, ξ, x′, ξ′, x′′)dx′ξ.
We obtain together with (5.43) the pointwise convergence of
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)
∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′ξ
ε→0−−→ ei(x−x′′)·ξ′χ(ε′x′′, ε′ξ′)
∫∫
e−i(x
′−x)·(ξ−ξ′)b0(x, ξ, x′, ξ′, x′′)dx′ξ (5.45)
for every x, x′′, ξ′ ∈ Rn and 0 < ε′ < 1. We need this convergence later on.
Additionally using (5.43), (5.44), χ ∈ S(Rn × Rn) and Theorem 2.11 yields for
ﬁxed but arbitrary 0 < ε′ < 1:∣∣∣∣ei(x−x′′)·ξ′χ(ε′x′′, ε′ξ′)∫∫ e−i(x′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′ξ∣∣∣∣
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≤ Cε′
∫∫ ∣∣∣〈(x′′, ξ′)〉−M2−2k′e−i(x′−x)·(ξ−ξ′)bε(x, ξ, x′, ξ′, x′′)∣∣∣ dx′ξ
≤ Cε′
∫∫
〈x′〉−2k〈ξ〉m−2k′〈(x′′, ξ′)〉−M2dx′ξ
≤ Cε′〈(x′′, ξ′)〉−M2 ∈ L1(Rnx′′ × Rnξ′). (5.46)
Due to (5.45) and (5.46) we are able to apply Lebesgue's theorem again. This
implies together with (5.42) and ( 5.43):
aL(x,Dx)u(x) = lim
ε′→0
lim
ε→0
∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)∫∫
e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)χ(εx′, εξ)u(x′′)dx′ξdx′′ξ′
= lim
ε′→0
lim
ε→0
∫∫∫∫
ei(x−x
′′)·ξ′χ(ε′x′′, ε′ξ′)e−i(x
′−x)·(ξ−ξ′)a(x, ξ, x′)
χ(εx′, εξ)u(x′′)dx′′ξ′dx′ξ. (5.47)
In the last equation an application of Fubini's theorem is possible because the
function χ(ε′x′′, ε′ξ′)χ(εx′, εξ) ∈ S (Rnx′ × Rnξ × Rnx′′ × Rnξ ) for each ﬁxed ε and
ε′. Now we deﬁne the functions a˜ε′ , aε′ , aˆε′ : R5n → C for each 0 < ε < 1 by
a˜ε′(x, x
′, x′′, ξ, ξ′) := χ(ε′x′′, ε′ξ′)a(x, ξ, x′)u(x′′),
aε′(x, x
′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0 a˜ε′(x, x′, x′′, ξ, ξ′)
]
,
aˆε′(x, x
′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉2laε′(x, x′, x′′, ξ, ξ′)
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Since χ ∈ S(Rn × Rn) we are able to integrate by
parts in (5.47) and get:
aL(x,Dx)u(x)
= lim
ε′→0
lim
ε→0
∫∫∫∫
ei(x−x
′′)·ξ′−i(x′−x)·(ξ−ξ′)χ(εx′, εξ)aε′(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
= lim
ε′→0
∫∫∫∫
e−ix
′′·ξ′−i(x′−x)·ξ+ix′·ξ′ aˆε′(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ. (5.48)
Here the last equality holds due to Proposition 5.25. We deﬁne the function
aˆ : R5n → C by
aˆ(x, x′, x′′, ξ, ξ′) := 〈−ξ + ξ′〉−2l〈Dx′〉2la0(x, x′, x′′, ξ, ξ′),
a0(x, x
′, x′′, ξ, ξ′) := 〈x′ − x′′〉−2l0〈Dξ′〉2l0
[
〈ξ′〉−2l′0〈Dx′′〉2l′0a(x, ξ, x′)u(x′′)
]
for all x, x′, x′′, ξ, ξ′ ∈ Rn. Then we have the pointwise convergence of
aˆε′(x, x
′, x′′, ξ, ξ′) ε
′→0−−−→ aˆ(x, x′, x′′, ξ, ξ′) (5.49)
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for all x, x′, x′′, ξ, ξ′ ∈ Rn. Similarly to (5.44) we get due to Leibniz's rule and
Petree's inequality:
|aˆε′(x, x′, x′′, ξ, ξ′)| ≤ C〈x′〉−2l0〈x′′〉2l0−M〈ξ〉m−2l〈ξ′〉2l−2l′0 .
Here the constant C is independent of 0 < ε′ < 1 and x, x′, x′′, ξ, ξ′ ∈ Rn. On
account of Theorem 2.11 we obtain the existence of a L1-majorant of the set
{aˆε′ : ε′ ∈ (0, 1)} with respect to (x′, ξ, x′′, ξ′). Since we have already checked
(5.49) the assumptions of Lebesgue's theorem hold. An application of Lebesgue's
theorem to (5.48) provides:
aL(x,Dx)u(x) = lim
ε′→0
∫∫∫∫
e−ix
′′·ξ′−i(x′−x)·ξ+ix′·ξ′ aˆε′(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ
=
∫∫∫∫
e−ix
′′·ξ′−i(x′−x)·ξ+ix′·ξ′ aˆ(x, x′, x′′, ξ, ξ′)dx′′ξ′dx′ξ.
Hence we get the claim by using Lemma 5.13.
With all the work done in this section we gained an important technique
dealing with non-smooth pseudodiﬀerential operators. Comparing our result
with the smooth case, one looses some smoothness in ξ of the order n if N 6=∞.
5.3 Properties of the Operator Tε
Beyond the pointwise convergence in CsS00,0(Rn × Rn) of a subsequence of a
bounded sequence in CsS00,0(Rn × Rn) and the symbol reduction of non-smooth
double symbols to non-smooth single symbols, a third tool is necessary in order
to prove the characterization of non-smooth pseudodiﬀerential operators. For
a given operator T ∈ A0,M0,0 (m˜, q) we want to construct a sequence of operators
(Tε)ε∈(0,1] such that the following properties hold for all ε ∈ (0, 1]:
 Tε : S ′(Rn)→ S(Rn) is continuous,
 The iterated commutators of Tε are uniformly bounded with respect to ε
as maps from Lq(Rn) to Lq(Rn),
 Tε converges pointwise to T if ε→ 0.
We start with some general assumptions for the whole section: Let 1 < q <∞
and M ∈ N0 ∪ {∞} be arbitrary. Moreover, let T ∈ A0,M0,0 (m˜, q) with m˜ ∈ N0.
We choose a function ϕ ∈ C∞c (Rn) with ϕ(x) = 1 for all |x| ≤ 12 and ϕ(x) = 0
for all |x| ≥ 1. Then we deﬁne for 0 < ε ≤ 1 the pseudodiﬀerential operators
Pε := p˜ε(x,Dx) and Qε := qε(x,Dx),
5.3. Properties of the Operator Tε 141
where the symbols p˜ε and qε are deﬁned as p˜ε(x, ξ) := ϕ(εx) and qε(x, ξ) := ϕ(εξ).
Note that for arbitrary u ∈ S(Rn) we have Pεu = p˜εu since
Pεu(x) =
∫
Rn
eix·ξp˜ε(x)uˆ(ξ)ξ = p˜ε(x)
∫
Rn
eix·ξuˆ(ξ)ξ = p˜ε(x)u(x)
for each x ∈ Rn. Additionally the continuity of multiplication operators with
C∞c -functions imply the continuity of the operator Pε : C
∞(Rn) → C∞c (Rn).
Moreover, we deﬁne the linear operator Tε by
Tε := PεQεTPεQε.
Now we cover some properties of this operator: To begin with, we verify the
pointwise Lq−convergence of the operators Tε if ε→ 0. We need this statement
for the characterization of non-smooth pseudodiﬀerential operators.
Lemma 5.27. For all u ∈ Lq(Rn) we have the following convergence:
Lq − lim
ε→0
Tεu = Tu.
Proof: The ﬁrst step in order to prove the claim is to show the following con-
vergence for each u ∈ Lq(Rn):
Qεu
ε→0−−→ u and Pεu ε→0−−→ u in Lq(Rn). (5.50)
Due to the theorem of Banach-Steinhaus, cf. e.g. [39], Theorem 8.6, it remains
to show that
i) {Qε : 0 < ε ≤ 1} and {Pε : 0 < ε ≤ 1} are bounded subsets of L (Lq(Rn)),
ii) ‖Qεu−Qu‖Lq(Rn) ε→0−−→ 0 for all u ∈ S(Rn).
iii) ‖Pεu− Pu‖Lq(Rn) ε→0−−→ 0 for all u ∈ S(Rn).
We start with verifying claim i). Lemma 3.4 implies the boundedness of the
subsets {pε|0 < ε ≤ 1} and {qε|0 < ε ≤ 1} of S01,0. Therefore there are k, k′ ∈ N0
and a constant Cq, independent of ε ∈ (0, 1], such that
‖Qεu‖Lq(Rn) ≤ Cq|qε|(0)k ‖u‖Lq(Rn) ≤ Cq‖u‖Lq(Rn), (5.51)
‖Pεu‖Lq(Rn) ≤ Cq|p˜ε|(0)k′ ‖u‖Lq(Rn) ≤ Cq‖u‖Lq(Rn) (5.52)
for all u ∈ Lq(Rn) if we use Theorem 3.18.
In order to prove claim ii), we choose an ﬁxed but arbitrary u ∈ S(Rn).
Since {qε|0 < ε ≤ 1} is a bounded subset of S01,0, we derive from Lemma 4.50 for
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each N ∈ N with −2Nq < −n the existence of a constant CN,n, independent of
x ∈ Rn and ε ∈ (0, 1], such that
|qε(Dx)u(x)| ≤ CN,n〈x〉−2N for all x ∈ Rn.
Using u ∈ S(Rn) ﬁrst and Theorem 2.11 afterwards, we get by means of the
previous inequality:
|qε(Dx)u(x)− u(x)|q ≤ (|qε(Dx)u(x)|+ |u(x)|)q ≤ CN,n〈x〉−2Nq ∈ L1(Rnx).
Here CN,n is independent of ε ∈ (0, 1]. We deﬁne for each ε ∈ (0, 1] the function
ψε : Rn → C by ψε(x) := ε−nF−1[ϕ](x/ε) for all x ∈ Rn. Then the properties of
the inverse Fourier transformation, cf. Theorem 2.2, provide F−1[ϕ(εξ)] = ψε.
In view of Theorem 2.2 we have
Qεu = F
−1[ϕ(εξ)uˆ(ξ)] = F−1[ϕ(εξ)] ∗ u = ψε ∗ u.
On account of Example B.6 and Lemma B.5 we obtain to pointwise conver-
gence of Qεu = qε(Dx)u → u if ε → 0. So we have checked all assumptions of
Lebesgue's theorem, which provides claim ii):
‖Qεu− u‖Lq(Rn) =
[∫
|qε(Dx)u(x)− u(x)|qdx
]1/q
ε→0−−→ 0.
Moreover, an application of Lebesgue's theorem yields iii):
‖Pεu− u‖Lq(Rn) ε→0−−→ 0,
if one uses Pεu = p˜εu and p˜εu → u if ε converges to 0. By means of (5.50) and
(5.52) we get for all u ∈ Lq(Rn):
‖PεQεu− u‖Lq(Rn) ≤ ‖PεQεu− Pεu‖Lq(Rn) + ‖Pεu− u‖Lq(Rn)
≤ C‖Qεu− u‖Lq(Rn) + ‖Pεu− u‖Lq(Rn) ε→0−−→ 0.
Consequently we obtain together with (5.51) and (5.52) for all u ∈ Lq(Rn):
‖Tεu− Tu‖Lq(Rn) = ‖PεQεTPεQεu− Tu‖Lq(Rn)
≤ ‖PεQεTPεQεu− PεQεTu‖Lq(Rn) + ‖PεQεTu− Tu‖Lq(Rn)
≤ C‖TPεQεu− Tu‖Lq(Rn) + ‖PεQεTu− Tu‖Lq(Rn)
≤ C‖PεQεu− u‖Lq(Rn) + ‖PεQεTu− Tu‖Lq(Rn) ε→0−−→ 0.
Another important property of the operator Tε is its continuity as a map from
S ′(Rn) to S(Rn):
5.3. Properties of the Operator Tε 143
Lemma 5.28. For each 0 < ε ≤ 1, the operator Tε : S ′(Rn) → S(Rn) is
continuous.
Proof: At the beginning of this section we veriﬁed the continuity of the operator
Pε : C
∞(Rn) → C∞c (Rn). Due to Lemma 3.25, T ∈ A0,M0,0 (m˜, q), Corollary
2.33 and Corollary 2.34 we obtain the continuity of Qε : S ′(Rn) → C∞(Rn),
T : Lq(Rn) → Lq(Rn), Id1 : C∞c (Rn) → S(Rn), Id2 : S(Rn) → Lq(Rn) and
Id3 : Lq(Rn)→ S ′(Rn). Combining these results, we get the claim because of
Tε = Id1PεQεId3T Id2Id1PεQε.
Moreover, Tε is also a linear bounded operator from Lq(Rn) to Ck+1b (Rn):
Lemma 5.29. Tε ∈ L (Lq(Rn), Ck+1b (Rn)) for every 0 < ε ≤ 1 and k ∈ N0.
Proof: Let k ∈ N0 and 0 < ε ≤ 1 be arbitrary. Due to Corollary 2.34 and
Section 2.3 we have the continuity of the embedding Id2 : Lq(Rn)→ S ′(Rn) and
Id1 : S(Rn)→ Ck+1b (Rn). Combining these results and Lemma 5.28 provides the
continuity of the map
Tε = Id1TεId2 : L
q(Rn)→ Ck+1b (Rn).
Furthermore, one can prove the following uniform continuity in ε:
Lemma 5.30. Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤ M . Then there is a
constant Cα,β, independent of 0 < ε ≤ 1, such that
‖ ad(−ix)α ad(Dx)βTε‖L (Lq(Rn)) ≤ Cα,β.
Proof: Let α, β ∈ Nn0 with |β| ≤ m˜ and |α| ≤ M be arbitrary. T ∈ A0,M0,0 (m˜, q)
implies that the operator T : S(Rn)→ S ′(Rn) is linear. Since all pseudodiﬀeren-
tial operators are linear as maps from S(Rn) to S(Rn) and as maps from S ′(Rn) to
S ′(Rn) by deﬁnition, the operator Tε : S(Rn)→ S ′(Rn) is linear for all ε ∈ (0, 1].
Hence the assumptions of Proposition 2.55 hold. Now we deﬁne Rβ1,β2,β3α1,α2,α3 by
Rβ1,β2,β3α1,α2,α3 :=
[
ad(Dx)
β1Pε
]
[ad(−ix)α1Qε]Tα2,β2
[
ad(Dx)
β3Pε
]
[ad(−ix)α3Qε] ,
where Tα2,β2 := ad(−ix)α2 ad(Dx)β2T . By means of Proposition 2.55 and of
Remark 3.8 there are constants Cα1,α2,β1,β2 such that for all u ∈ S(Rn) we obtain
ad(−ix)α ad(Dx)βTεu =
∑
α1+α2+α3=α
β1+β2+β3=β
Cα1,α2,β1,β2R
β1,β2,β3
α1,α2,α3
u.
Additionally we get ad(Dx)γPε ∈ OPS01,0 and ad(−ix)δQε ∈ OPS−|δ|1,0 ⊆ OPS01,0
for each γ, δ ∈ Nn0 due to Remark 3.7. On account of Theorem 3.18 we obtain
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constants Cq,k,γ, Cq,l,δ and k, l ∈ N0, independent of 0 < ε ≤ 1 and u ∈ Lq(Rn),
such that
‖ ad(Dx)γPεu‖Lq ≤ Cq|Dγxpε|(0)k ‖u‖Lq ≤ Cq|pε|(0)k+|γ|‖u‖Lq ≤ Cq,k,γ‖u‖Lq , (5.53)
‖ ad(−ix)δQεu‖Lq ≤ Cq|∂δξqε|(0)l ‖u‖Lq ≤ Cq|qε|(0)l+|δ|‖u‖Lq ≤ Cq,l,δ‖u‖Lq , (5.54)
for every u ∈ Lq(Rn). Here the last inequality holds because of the boundedness
of {pε : 0 < ε ≤ 1} and {qε : 0 < ε ≤ 1} in S01,0, which we have checked in
Lemma 3.4. Since T ∈ A0,M0,0 (m˜, q), we also have a constant C, independent of
u ∈ Lq(Rn), such that for each α2, β2 ∈ Nn0 with |β2| ≤ m˜ and |α2| ≤ M the
following inequality is fulﬁlled:
‖ ad(−ix)α2 ad(Dx)β2Tu‖Lq ≤ C‖u‖Lq for all u ∈ Lq(Rn). (5.55)
Combining (5.53), (5.54) and (5.55) provides the existence of a constant C, in-
dependent of 0 < ε ≤ 1 and u ∈ Lq(Rn), such that ‖Rβ1,β2,β3α1,α2,α3u‖Lq ≤ C‖u‖Lq
for arbitrary α1, α2, α3 ∈ Nn0 , β1, β2, β3 ∈ Nn0 with |β2| ≤ m˜ and |α2| ≤ M and
u ∈ Lq(Rn). In particular there is a constant Cα,β,q, which is independent of
0 < ε ≤ 1 and u ∈ S(Rn), with the property
‖ ad(−ix)α ad(Dx)βTεu‖Lq ≤ Cα,β,q‖u‖Lq for all u ∈ S(Rn).
At last it remains to apply Remark 2.56 in order to obtain the lemma.
One statement we also will need for the characterization of the non-smooth
pseudodiﬀerential operators whose coeﬃcients are in a Hölder space Cs(Rn) is
formulated in the next proposition:
Proposition 5.31. Let g ∈ S(Rn) and 0 < ε ≤ 1. For each y ∈ Rn we deﬁne
gy := τy(g). Moreover, we deﬁne the function pε,0 : Rn × Rn × Rn → C as
pε,0(x, ξ, y) := e
−ix·ξTε(eξgy)(x) for all (x, ξ, y) ∈ Rn × Rn × Rn.
Then pε,0 ∈ C∞(Rn × Rn × Rn).
We develop some further tools needed in the proof of the proposition, ﬁrst.
We start with the deﬁnition of the following normed space:
Deﬁnition 5.32. For k ∈ N0 we deﬁne the normed space Lqk(Rn) as
Lqk(R
n) :=
{
f ∈ Lq(Rn) : ‖f‖Lqk := ‖〈x〉k+1f(x)‖Lq(Rnx) <∞
}
.
A ﬁrst technical result for the space Lqk(Rn) is shown in the next proposition:
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Proposition 5.33. Let k ∈ N0 be arbitrary. For every ξ ∈ Rn we deﬁne the
function Mξ : L
q
k(Rn)→ Lq(Rn) by Mξ(f) := eξf for all f ∈ Lqk(Rn). Moreover,
we deﬁne M : Rn → L (Lqk(Rn), Lq(Rn)) by
M(ξ) := Mξ for each ξ ∈ Rn.
Then M ∈ Ck(Rn,L (Lqk(Rn), Lq(Rn))) and[
∂αξMξ(f)
]
(x) = ∂αξ e
ix·ξf(x) = (ix)αeix·ξf(x)
for all α ∈ Nn0 with |α| ≤ k, f ∈ Lqk(Rn) and x ∈ Rn.
Proof: First of all note, that Lemma 2.12 yields for each x, ξ, η ∈ Rn:
|eix·ξ − eix·η| = sup
0≤t≤1
∣∣∣∣Dξ˜ {eix·ξ˜}∣∣∣
ξ˜=tξ+(1−t)η
∣∣∣∣ |ξ − η|
≤ sup
0≤t≤1
∣∣ixeix·[tξ+(1−t)η]∣∣ |ξ − η|
≤ |x||ξ − η| ≤ 〈x〉k+1|ξ − η|. (5.56)
In order to prove the proposition by mathematical induction with respect to l,
l ≤ k, we show the continuity of M , now. Therefore let ξ ∈ Rn be arbitrary.
Then we get for every f ∈ Lqk(Rn) and for all η ∈ Rn if we use (5.56):
‖eξf − eηf‖qLq =
∫
Rn
(|eix·ξ − eix·η||f(x)|)q dx ≤ |ξ − η|q ∫
Rn
(〈x〉k+1|f(x)|)q dx
= |ξ − η|q‖f‖q
Lqk
.
Applying this inequality, we get the continuity of M at the point ξ ∈ Rn:
‖M(ξ)−M(η)‖L (Lqk(Rn),Lq(Rn)) = sup‖f‖
L
q
k
≤1
‖eξf − eηf‖Lq ≤ |ξ − η| η→ξ−−→ 0.
It remains to prove the induction step. To this end let α ∈ Nn0 with |α| = l < k
and j ∈ {1, . . . , n} be arbitrary. Furthermore, we choose an arbitrary ξ ∈ Rn
and we deﬁne Φ : Lqk(Rn)→ Lq(Rn) by
Φ(f)(x) := i|α|+1xjxαeix·ξf(x) for all x ∈ Rn and f ∈ Lqk(Rn).
The Taylor series provides for h ∈ R the existence of a constant C, independent
of h ∈ R, such that
|eix·(ξ+hej) − eix·ξ − ixjeix·ξh| =
∣∣∣∣∫ h
0
(h− t)ixjeix·(ξ+tej)dt
∣∣∣∣ ≤ ∫ h
0
|h− t||xj|d|t|
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≤
∫ h
0
|h− t|〈x〉d|t| ≤ C|h|2〈x〉
for all x ∈ Rn and h ∈ R. So we obtain for all f ∈ Lqk(Rn):
‖∂αξMξ+hej(f)− ∂αξMξ(f)− hΦ(f)‖qLq
=
∫
|(ix)αeix·(ξ+hej)f(x)− (ix)αeix·ξf(x)− hi|α|+1xjxαeix·ξf(x)|qdx
≤
∫ [|x||α||eix·(ξ+hej) − eix·ξ − ixjeix·ξh||f(x)|]q dx
≤ C|h|2q
∫
|〈x〉k+1f(x)|qdx = C|h|2q‖f‖q
Lqk
,
where C is independent of h ∈ R. Therefore we get the existence of ∂ξj∂αξM and
∂ξj∂
α
ξMξ(f) = Φ(f) at the point ξ for each f ∈ Lqk(Rn):∥∥∥∥∂αξMξ+hej − ∂αξMξh − Φ
∥∥∥∥
L (Lqk(Rn),Lq(Rn))
≤ C|h| h→0−−→ 0.
We only have not veriﬁed the continuity of ∂ξj∂
α
ξM , yet. Thus let ξ ∈ Rn be
arbitrary. Then we conclude for every f ∈ Lqk(Rn), if we use (5.56):
‖∂ξj∂αξMξ(f)− ∂ξj∂αξMη(f)‖qLq =
∫ (|xjxαf(x)||eix·ξ − eix·η|)q dx
≤
∫ (〈x〉|α|+2|f(x)||ξ − η|)q dx ≤ |ξ − η|q∫ (〈x〉k+1|f(x)|)q dx ≤ |ξ − η|q‖f‖q
Lqk
.
Finally, using the previous inequality provides
‖∂ξj∂αξM(ξ)− ∂ξj∂αξM(η)‖L (Lqk(Rn),Lq(Rn)) ≤ |ξ − η|
η→ξ−−→ 0,
which implies M ∈ C l+1(Rn,L (Lqk(Rn), Lq(Rn))).
Similarly one can prove the following proposition:
Proposition 5.34. Let k ∈ N0 and g ∈ S(Rn). We deﬁne G : Rn → Lqk(Rn)
and δ : Rn → L (Ck+1b (Rn),C) by
 G(y) := τy(g) for all y ∈ Rn,
 (δ(x)) (f) := f(x) for all x ∈ Rn and f ∈ Ck+1b (Rn).
Then G ∈ C∞(Rn, Lqk(Rn)) and δ ∈ Ck(Rn,L (Ck+1b (Rn),C)) with
∂αyG(y) = (−1)|α|τy(∂αx g) for all y ∈ Rn and α ∈ Nn0 ,
[∂αx δ(x)](f) = (∂
α
x f)(x) for all x ∈ Rn, f ∈ Ck+1b (Rn), α ∈ Nn0 with |α| ≤ k.
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Now we have checked all utilities to show the smoothness of the function pε,0,
deﬁned in Proposition 5.31:
Proof of Proposition 5.31: Let k ∈ N0 be arbitrary but ﬁxed. We deﬁne the
functions δ : Rn → L (Ck+1b (Rn),C), G : Rn → Lqk(Rn) and the function
M : Rn → L (Lqk(Rn), Lq(Rn)) as in Proposition 5.34 and in Proposition 5.33.
Furthermore, we deﬁne the functions δ˜ : Rn × Rn × Rn → L (Ck+1b (Rn),C),
G˜ : Rn × Rn × Rn → Lqk(Rn) and M˜ : Rn × Rn × Rn → L (Lqk(Rn), Lq(Rn)) by
δ˜(x, y, ξ) := δ(x), G˜(x, y, ξ) := G(y), M˜(x, y, ξ) := M(ξ) for all x, y, ξ ∈ Rn.
Because of Proposition 5.34 and of Proposition 5.33 we know, that G˜ is a smooth
function and that δ˜, M˜ are k-times continuous diﬀerentiable. Now we deﬁne the
bilinear operator
H : L (Lqk(R
n), Lq(Rn))× Lqk(Rn)→ Lq(Rn) by H(C, f) := Cf.
H is bounded since
‖H(C, f)‖Lq = ‖Cf‖Lq = ‖C‖L (Lqk(Rn),Lq(Rn))‖f‖Lqk ≤ 1
for all (C, f) ∈ L (Lqk(Rn), Lq(Rn))×Lqk(Rn) =: X with ‖(C, f)‖X ≤ 1. Therefore
the product rule of higher derivatives, cf. e.g. [78], p.193, Exercise 4.1g, yields:
M˜(x, y, ξ) ◦ G˜(x, y, ξ) = H(M˜(x, y, ξ), G˜(x, y, ξ))
∈ Ck(Rnx × Rny × Rnξ , Lq(Rn)). (5.57)
We have shown in Lemma 5.29 that Tε ∈ L (Lq(Rn), Ck+1b (Rn)). Together with
(5.57) this provides
Tε(M˜(x, y, ξ) ◦ G˜(x, y, ξ)) ∈ Ck(Rnx × Rny × Rnξ , Ck+1b (Rn)).
Analogous to (5.57), we obtain the following result by an application of the
product rule of higher derivatives:
δ˜(x, y, ξ) ◦ Tε(M˜(x, y, ξ) ◦ G˜(x, y, ξ)) ∈ Ck(Rnx × Rny × Rnξ ).
So it remains to note that e−ix·ξ ∈ C∞(Rnx × Rny × Rnξ ) in order to obtain that
pε,0(x, y, ξ) = e
−ix·ξTε(eξgy)(x) = e−ix·ξ δ˜(x, y, ξ) ◦ Tε(M˜(x, y, ξ) ◦ G˜(x, y, ξ))
is an element of Ck(Rnx × Rny × Rnξ ). Since k ∈ N0 was chosen arbitrary, we
conclude the proposition.
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5.4 Characterization of Pseudodiﬀerential Oper-
ators with Symbols in CsSm0,0
Having proved all needed auxiliary tools, we are now in the position to verify the
characterization of pseudodiﬀerential operators with symbols of the symbol-class
CsS00,0(Rn × Rn;M). This result is extended to non-smooth pseudodiﬀerential
operators of the class CsSm0,0(Rn × Rn;M) of the order m. In the non-smooth
case, one is confronted with the following problem: In general we do not have
the continuity of non-smooth pseudodiﬀerential operators with coeﬃcients in a
Hölder space as a map from Hmq (Rn) to Lq(Rn). But every element of the set
Am,M0,0 (m˜, q) is a linear and bounded map from Hmq (Rn) to Lq(Rn). Hence this
ansatz just provides a characterization of those non-smooth pseudodiﬀerential
operators which are linear and bounded as maps from Hmq (Rn) to Lq(Rn). As
already mentioned, above said proof relies on the main idea of the proof in the
smooth case by J.Ueberberg [74].
We now start with a technical statement needed for this proof.
Proposition 5.35. Let f, χ ∈ S(Rn × Rn) with χ(0, 0) = 1 and u, g ∈ S(Rn)
with g(0) = 1 and g(−x) = g(x) for all x ∈ Rn. For an arbitrary y ∈ Rn
we deﬁne the translation function gy by gy := τy(g). Additionally the functions
r : Rn × Rn → C and rα : Rn × Rn → C are deﬁned as
r(x, z) := f(x, z) ·Os -
∫∫
e−iy·ξeiz·ξu(y)gy(z)dyξ,
rα(x, z) := f(x, z) ·
∫∫
e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyξ
for all α > 0. Then
lim
α→0
∫
rα(x, z)dz =
∫
r(x, z)dz for all x ∈ Rn.
Proof: Let x ∈ Rn be arbitrary but ﬁxed. Furthermore, we choose l ∈ N with
−2l < −n. Since g ∈ S(Rn) ⊆ C∞b (Rn), we obtain for each γ2 ∈ Nn0
|Dγ2y {gy(z)}| = |(∂γ2y g)(z − y)| ≤ Cγ2 for all z, y ∈ Rn, (5.58)
where Cγ2 is independent of z, y ∈ Rn. Applying Lemma 2.22 with A = αI and
b = 0, we get χ(αy, αξ) ∈ S(Rny ×Rnξ ) for each ﬁxed α > 0. Now let z ∈ Rn and
ξ ∈ Rn be ﬁxed, too. Note that we have χ(αy, αξ) ∈ S(Rny ) because of Remark
2.20 for each ﬁxed α > 0. Choosing A = −I and b = z, Lemma 2.22 yields
gy(z) = g(z − y) ∈ S(Rny ). Collecting these results provides
u(y)gy(z)χ(αy, αξ) ∈ S(Rny ).
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Using 〈Dy〉2l =
∑
|γ|≤l aγ,lD
2γ
y and the Leibniz-rule, we get due to (5.58) and
S(Rn × Rn) ⊆ C∞b (Rn × Rn):
|〈Dy〉2l[u(y)gy(z)χ(αy, αξ)]| ≤ Cl
∑
|γ|≤l
∑
γ1+γ2+γ3=2γ
|Dγ1y u(y)||Dγ2y gy(z)||Dγ3y χ(αy, αξ)|
≤ Cl
∑
|γ|≤l
∑
γ1+γ2+γ3=2γ
|Dγ1y u(y)| ≤ Cl〈y〉−n−1, (5.59)
where Cl is independent of y, z, ξ ∈ Rn and α > 0. The last inequality holds
because of u ∈ S(Rn). Since u(y)gy(z)χ(αy, αξ) ∈ S(Rny ) and since we know
e−iy·ξ = 〈ξ〉−2l〈Dy〉2le−iy·ξ due to Remark 2.10, we can integrate by parts and
obtain ∫
e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dy
=
∫
e−iy·ξeiz·ξ〈ξ〉−2l〈Dy〉2l [u(y)gy(z)χ(αy, αξ)] dy. (5.60)
Combining (5.59), (5.60) and Theorem 2.11, we get for all z ∈ Rn:∣∣∣∣∫∫ e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyξ∣∣∣∣
≤
∫∫
〈ξ〉−2l ∣∣〈Dy〉2l [u(y)gy(z)χ(αy, αξ)]∣∣ dyξ ≤ Cl ∫∫ 〈ξ〉−2l〈y〉−n−1dyξ
≤ Cl,
where Cl is independent of z ∈ Rn and α > 0. On account of Remark 2.20
we have f(x, .) ∈ S(Rn) ⊆ L1(Rn). By means of the previous estimate and of
f(x, .) ∈ L1(Rn) we can prove existence of a L1-majorant of {rα(x, z) : α > 0}:
|rα(x, z)| = |f(x, z)| ·
∣∣∣∣∫∫ e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyξ∣∣∣∣ ≤ Cl|f(x, z)|
for all x, z ∈ Rn. In order to use the theorem of Lebesgue, it remains to show
the pointwise convergence rα → r for α → 0. This follows directly from the
deﬁnition of the oscillatory integral:
lim
α→0
rα(x, z) = f(x, z) lim
α→0
∫∫
e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyξ
= f(x, z) Os -
∫∫
e−iy·ξeiz·ξu(y)gy(z)dyξ = r(x, z)
for all z ∈ Rn. Hence all assumptions of Lebesgue's theorem hold. An application
of Lebesgue's theorem arises
lim
α→0
∫
rα(x, z)dz =
∫
r(x, z)dz.
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Now we have checked all utilities to verify the characterization of non-smooth
pseudodiﬀerential operators with coeﬃcients in the Hölder space Cτ (Rn) which
are smooth enough with respect to ξ:
Theorem 5.36. Let 1 < q < ∞ and m ∈ N0 with m > n/q. Additionally let
M ∈ N ∪ {∞} be such that there is an l ∈ N0 with M ≥ 2l > n. Moreover, we
deﬁne M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Considering
T ∈ A0,M0,0 (m, q) and M˜ ≥ 1, we get for all 0 < τ ≤ m− n/q with τ /∈ N0
T ∈ OPCτS00,0(Rn × Rn; M˜ − 1) ∩L (Lq(Rn)).
Proof: Let τ ∈ (0,m− n/q] with τ /∈ N be arbitrary but ﬁxed. Note that such
a τ exists since m > n/q. We choose an arbitrary ϕ ∈ C∞c (Rn) with ϕ(x) = 1
for all |x| ≤ 1
2
and ϕ(x) = 0 for all |x| ≥ 1. Additionally we deﬁne for ε ∈ (0, 1]
the pseudodiﬀerential operators
Pε := p˜ε(x,Dx) and Qε := qε(x,Dx),
where the symbols p˜ε and qε are deﬁned as p˜ε(x, ξ) := ϕ(εx) and qε(x, ξ) := ϕ(εξ).
Moreover, we deﬁne for every ε ∈ (0, 1] the linear operator Tε by
Tε := PεQεTPεQε.
The proof of this theorem is divided into three diﬀerent parts. First we write Tε
as a pseudodiﬀerential operator with a double symbol. In step two we reduce the
double symbol to an ordinary symbol pε of Tε. Finally, we conclude the proof in
part three. Here we use the pointwise convergence of a subsequence of (pε)ε>0 to
get a symbol p with the property p(x,Dx)u = Tu for all u ∈ S(Rn).
We begin with step one: Applying Lemma 5.28 provides the continuity of
Tε : S ′(Rn) → S(Rn). Therefore Theorem 2.63 gives us the existence of a
Schwartz-kernel, denoted by tε(x, y), which is associated to Tε. Thus
Tεu(x) =
∫
tε(x, y)u(y)dy for all u ∈ S(Rn) and all x ∈ Rn. (5.61)
In particular, we know that tε ∈ S(Rn × Rn) due to Theorem 2.63. Now we
choose u, g ∈ S(Rn) with g(0) = 1 and g(−x) = g(x) for all x ∈ R. We deﬁne
the translated function gy : Rn → C for an arbitrary y ∈ Rn by gy := τy(g). Next
let x ∈ Rn be arbitrary, but ﬁxed. Then we deﬁne h : Rn → C as
h(z) := u(z)gz(x) for all z ∈ Rn.
This leads to h(x) = u(x)gx(x) = u(x). Using the inversion formula, cf. Remark
3.12, we obtain
u(x) = h(x) = Os -
∫∫
ei(x−y)·ξh(y)dyξ = Os -
∫∫
ei(x−y)·ξu(y)gy(x)dyξ.
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Consequently (5.61) provides
Tεu(x) =
∫
tε(x, z)u(z)dz
=
∫
tε(x, z)
[
Os -
∫∫
ei(z−y)·ξu(y)gy(z)dyξ
]
dz. (5.62)
Now we choose χ˜ ∈ C∞c (Rn) with χ˜(0) = 1 and set
χ(y, ξ) := χ˜(y)χ˜(ξ) for all y, ξ ∈ Rn.
Therefore χ ∈ C∞c (Rn × Rn) and χ(0, 0) = 1. Applying Proposition 5.35 and
Fubini's theorem to (5.62), we get
Tεu(x) = lim
α→0
∫
tε(x, z) ·
∫∫
e−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ)dyξ dz
= lim
α→0
∫∫
e−iy·ξχ(αy, αξ)
∫
tε(x, z)e
iz·ξgy(z)dz u(y) dyξ
= lim
α→0
∫∫
e−iy·ξχ(αy, αξ) [Tε(eξgy)(x)]u(y)dyξ
Here we were able to use Fubini's theorem since
tε(x, z)e
−iy·ξeiz·ξu(y)gy(z)χ(αy, αξ) ∈ S(Rny × Rnξ × Rnz ) ⊆ L1(Rny × Rnξ × Rnz )
for all x ∈ Rn and α > 0. Deﬁning pε,0 : Rn × Rn × Rn → C by
pε,0(x, ξ, y) := e
−ix·ξTε(eξgy)(x) for all x, ξ, y ∈ Rn,
we conclude part one by means of the previous equality:
Tεu(x) = lim
α→0
∫∫
ei(x−y)·ξχ(αy, αξ)pε,0(x, ξ, y)u(y)dyξ
= Os -
∫∫
ei(x−y)·ξpε,0(x, ξ, y)u(y)dyξ.
Here pε,0 is the double symbol of Tε, cf. Lemma 4.68, as we will see in step two.
Secondly we want to construct for all 0 < ε ≤ 1 pseudodiﬀerential symbols
pε ∈ CτS00,0(Rn × Rn; M˜), with the properties
i) Tεu = pε(x,Dx)u for all u ∈ S(Rn),
ii) (pε)0<ε≤1 is a bounded sequence of CτS00,0(Rn × Rn; M˜).
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In view of Lemma 5.30, there is a constant Cα,β, independent of 0 < ε ≤ 1 such
that
sup
0<ε≤1
∥∥ad(−ix)α ad(Dx)βTε∥∥L (Lq(Rn)) ≤ Cα,β (5.63)
for all α, β ∈ Nn0 with |β| ≤ m and |α| ≤ M . Since g ∈ S(Rn), we derive from
Lemma 2.21 that Dβxg ∈ S(Rn) ⊆ Lq(Rn). Consequently there is a constant Cβ,
independent of y, ξ ∈ Rn, with the property∫
Rn
∣∣(Dβxg) (x)∣∣q dx := Cβ <∞.
Because of Lemma 5.28 and Proposition 5.31, Tε : S ′(Rn) → S(Rn) is a linear
and continuous operator and pε,0 is an element of C∞(Rn×Rn×Rn). Hence all
assumptions of Lemma 2.65 are fulﬁlled. If we use Lemma 2.65 and (5.63) ﬁrst,
and substitude x˜ := x − y afterwards, we can estimate for arbitrary α, γ ∈ Nn0
with |α| ≤M :∥∥∂αξDγypε,0(., ξ, y)∥∥qHmq = ∑
|β|≤m
∥∥∂αξDβxDγypε,0(x, ξ, y)∥∥qLq(Rnx)
≤
∑
|β|≤m
∑
β1+β2=β
∥∥Cβ1,β2 [ad(−ix)α ad(Dx)β1Tε] (eix·ξDβ2+γx gy) (x)∥∥qLq(Rnx)
≤
∑
|β|≤m
∑
β1+β2=β
Cα,β1,β2
∥∥eix·ξDβ2+γx gy(x)∥∥qLq(Rnx)
=
∑
|β|≤m
∑
β1+β2=β
Cα,β1,β2
∫
Rn
∣∣(Dβ2+γx g)(x− y)∣∣q dx
=
∑
|β|≤m
∑
β1+β2=β
Cα,β1,β2
∫
Rn
∣∣∣(Dβ2+γx˜ g)(x˜)∣∣∣q dx˜ ≤ Cα,m,γ <∞
for all ξ, y ∈ Rn, where Cα,m,γ is independent of y, ξ ∈ Rn and 0 < ε ≤ 1.
Applying the continuous embedding Hmq (Rn) ↪→ Cτ (Rn) we obtain for arbitrary
α, γ ∈ Nn0 with |α| ≤M :∥∥∂αξDγypε,0(., ξ, y)∥∥Cτ ≤ C ∥∥∂αξDγypε,0(., ξ, y)∥∥Hmq ≤ Cα,m,γ for all ξ, y ∈ Rn.
Here Cα,m,γ is independent of ξ, y ∈ Rn and 0 < ε ≤ 1. Thus we have shown the
boundedness of the subset {pε,0 : 0 < ε ≤ 1} ⊆ CτS00,0(Rn × Rn × Rn;M). Now
we deﬁne
pε(x, ξ) := Os -
∫∫
e−iy·ηpε,0(x, ξ + η, x+ y)dyη for all x, ξ ∈ Rn.
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Having veriﬁed the assumptions, we can use Theorem 5.26 which implies i)
Tεu = pε(x,Dx)u for all u ∈ S(Rn).
Therefore it remains to apply Theorem 5.24. This provides the boundedness of
(pε)0<ε≤1 as a subset of CτS00,0(Rn × Rn; M˜). So we can turn to step three now.
On account of ii) it is possible to apply Lemma 5.11 which yields the existence
of a subsequence (pεk)k∈N of (pε)0<ε≤1 with εk → 0 if k converges to∞ such that
pεk
k→∞−−−→ p pointwise,
where p ∈ CτS00,0(Rn × Rn; M˜ − 1). Let u ∈ S(Rn) be arbitrary. For all ξ ∈ Rn
we have the convergence
eix·ξpεk(x, ξ)uˆ(ξ)
k→∞−−−→ eix·ξp(x, ξ)uˆ(ξ). (5.64)
Note that u ∈ S(Rn) implies uˆ ∈ S(Rn) ⊆ L1(Rn). Using the fact, that (pεk)k∈N
is a bounded subset of CτS00,0(Rn × Rn; M˜), we obtain
|eix·ξpεk(x, ξ)uˆ(ξ)| = |pεk(x, ξ)||uˆ(ξ)| ≤ C|uˆ(ξ)| ∈ L1(Rnξ ), (5.65)
where C is independent of x, ξ ∈ Rn and k ∈ N. Due to (5.64) and (5.65), an
application of Lebesgue's Theorem yields the convergence
pεk(x,Dx)u(x) =
∫
Rn
eix·ξpεk(x, ξ)uˆ(ξ)ξ
k→∞−−−→
∫
Rn
eix·ξp(x, ξ)uˆ(ξ)ξ = p(x,Dx)u(x) (5.66)
for all x ∈ Rn. Choosing N ∈ N with the property n < 2N ≤ M we get by
Lemma 5.14 the existence of a constant CN,n, independent of x ∈ Rn and k ∈ N,
such that
|pεk(x,Dx)u(x)| ≤ CN,n〈x〉−2N for all x ∈ Rn. (5.67)
The independence of the CN,n of k ∈ N enables us to verify the next inequality:
|p(x,Dx)u(x)| = lim
k→∞
|pεk(x,Dx)u(x)| ≤ CN,n〈x〉−2N for all x ∈ Rn. (5.68)
Using (5.67) and (5.68) ﬁrst and Theorem 2.11 afterwards gives us
|pεk(x,Dx)u(x)− p(x,Dx)u(x)|q ≤ (|pεk(x,Dx)u(x)|+ |p(x,Dx)u(x)|)q
≤ CN,n〈x〉−2Nq ∈ L1(Rnx).
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Thus we have found an L1-majorant of {|pεk(x,Dx)u − p(x,Dx)u|q : k ∈ N},
since CN,n is independent of k ∈ N. Therefore Lebesgue's theorem on dominated
convergence provides
‖pεk(x,Dx)u− p(x,Dx)u‖qLq(Rn)
=
∫
Rn
|pεk(x,Dx)u(x)− p(x,Dx)u(x)|qdx k→∞−−−→ 0
because we have proved (5.66) yet. In particular we have
lim
k→∞
‖pεk(x,Dx)u− p(x,Dx)u‖Lq(Rn) = 0,
which implies
Lq − lim
k→∞
pεk(x,Dx)u = p(x,Dx)u.
Finally, an application of i) and Lemma 5.27 ﬁnishes the proof:
p(x,Dx)u = L
q − lim
k→∞
pεk(x,Dx)u = L
q − lim
k→∞
Tεku = Tu.
Here the last equality holds due to Lemma 5.27. Since S(Rn) is dense in Lq(Rn)
the previous equality implies the boundedness of p(x,Dx) as a map from Lq(Rn)
to Lq(Rn). Therefore we even have Tu = p(x,Dx)u for all u ∈ Lq(Rn). Conse-
quently T is an element of OPCτS00,0(Rn × Rn; M˜ − 1) ∩L (Lq(Rn)).
Let us have a critical look at the previous characterization: In general we do
not have the continuity of non-smooth pseudodiﬀerential operators as maps from
Lq(Rn) to Lq(Rn). But with the previous theorem we characterized only pseudo-
diﬀerential operators which are continuous as maps from Lq(Rn) to Lq(Rn).
The next goal of this section is to construct a characterization of pseudo-
diﬀerential operators of the same symbol-class, but of arbitrary order m. The
proof is based on an application of order reducing invertible operators to get the
case m = 0 we already know. Having solved the problem in the case m = 0
we just have to verify that an application of the inverse of the order reducing
operator provides the claim:
Proposition 5.37. Let m ∈ R, s > 0, 1 < q < ∞ and M ∈ N0 ∪ {∞}. For
every linear map P : Hmq (Rn)→ Lq(Rn) we get the following result: If PΛ−m is
an element of OPCsS00,0(Rn × Rn;M) ∩L (Lq(Rn)), we have
P ∈ OPCsSm0,0(Rn × Rn;M) ∩L (Hmq (Rn), Lq(Rn)).
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Proof: We deﬁne the operator P˜ := PΛ−m ∈ OPCsS00,0(Rn × Rn;M). On
account of P˜ ∈ OPCsS00,0(Rn×Rn;M) and OPΛm ∈ Sm1,0(Rn×Rn) we arise from
Remark 4.44:
P = PΛ−mΛm = P˜Λm ∈ OPCsSm0,0(Rn × Rn;M).
Hence it remains to prove that P is an element ofL (Hmq (Rn), Lq(Rn)). An appli-
cation of Theorem 3.18 to Λm ∈ OPSm1,0(Rn×Rn) yields Λm ∈ L(Hmq (Rn), Lq(Rn)).
Together with PΛ−m ∈ L (Lq(Rn)) we obtain
P = PΛ−mΛm ∈ L (Hmq (Rn), Lq(Rn)).
The previous proposition allows us to show the characterization of non-
smooth pseudodiﬀerential operators of the class CsSm0,0 of arbitrary order m:
Lemma 5.38. Let m ∈ R, 1 < q < ∞, m˜ ∈ N0 with m˜ > n/q. Additionally
let M ∈ N0 ∪ {∞} be such that there is an l ∈ N0 with M ≥ 2l > n. We deﬁne
M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Considering an
operator T ∈ Am,M0,0 (m˜, q) and an M˜ ≥ 1 we have for s ∈ (0, m˜ − n/q] with
s /∈ N0:
T ∈ OPCsSm0,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
Proof: First of all we choose an s ∈ (0, m˜ − n/q] with s /∈ N0. Additionally
let δ ∈ Nn0 be arbitrary. Due to Remark 3.7 we know that ad(−ix)δΛ−m is an
element of OPS−m−|δ|1,0 (Rn × Rn). Hence Theorem 3.18 provides that
ad(−ix)δΛ−m : Lq(Rn)→ Hm+|δ|q (Rn) ⊆ Hmq (Rn) is continuous. (5.69)
The last inclusion holds because of Lemma 2.45. Let l ∈ N0, β1, . . . , βl ∈ Nn0
and γ1, . . . , γl ∈ Nn0 with |β| ≤ m˜ and |γ| ≤ M be arbitrary. Here we deﬁne
β := β1 + . . .+ βl and γ := γ1 + . . .+ γl. Applying T ∈ Am,M0,0 (m˜, q) we have the
continuity of
ad(−ix)γ1 ad(Dx)β1 . . . ad(−ix)γl ad(Dx)βlT : Hmq (Rn)→ Lq(Rn). (5.70)
Combining (5.69) and (5.70) we obtain
[ad(−ix)γ1 ad(Dx)β1 . . . ad(−ix)γl ad(Dx)βlT ][ad(−ix)δΛ−m] ∈ L (Lq) (5.71)
Now let l ∈ N0, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 such that |β| ≤ m˜ and
|α| ≤M be arbitrary, where we deﬁne β := β1 + . . .+ βl and α := α1 + . . .+ αl.
Since ∂τ2ξ D
δ
xλ
−m(ξ) ≡ 0 for every τ2, δ ∈ Nn0 with |δ| 6= 0, Remark 3.7 yields
ad(−ix)τ2 ad(Dx)δΛ−m ≡ 0. Therefore we get due to Proposition 2.55:
ad(−ix)τ ad(Dx)υ(TΛ−m) =
∑
τ1+τ2=τ
Cτ1 [ad(−ix)τ1 ad(Dx)υT ][ad(−ix)τ2Λ−m]
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for all τ, υ ∈ Nn0 with |τ | ≤M and |υ| ≤ m˜. Hence we obtain
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βl(TΛ−m)
=
∑
γ1+δ1=α1...
γl+δl=αl
Cγ1,...,γl [ad(−ix)γ1 ad(Dx)β1 . . . ad(−ix)γl ad(Dx)βlT ][ad(−ix)δΛ−m].
Here δ is deﬁned by δ := δ1 + . . . + δl. Together with (5.71) this implies the
continuity of
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βl(TΛ−m) : Lq(Rn)→ Lq(Rn).
Therefore TΛ−m ∈ A0,M0,0 (m˜, q). If we use Theorem 5.36, we get
TΛ−m ∈ OPCsS00,0(Rn × Rn; M˜ − 1) ∩L (Lq(Rn)).
Applying Proposition 5.37 we conclude the claim of the lemma:
T ∈ OPCsSm0,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
5.5 Characterization of Pseudodiﬀerential Oper-
ators with Symbols in CsSm1,0
In applications to partial diﬀerential equations the pseudodiﬀerential operators
are predominantly of the class CsSm1,0(Rn × Rn). As we have seen in Example
5.2, these operators are elements of the set Am1,0(bsc, q) with 1 < q < ∞. In the
present section we show that operators being in the setAm,M1,0 (m˜, q) for suﬃciently
large m˜ are also non-smooth pseudodiﬀerential operators of the order m whose
coeﬃcients are in a Hölder space. As an ingredient we use that Am,M1,0 (m˜, q) is
a subset of Am,M0,0 (m˜, q). Consequently we may apply the characterization of the
pseudodiﬀerential operators of the class CsSm0,0(Rn × Rn,M) in order to obtain
the following main result of this chapter:
Theorem 5.39. Let m ∈ R, 1 < q <∞ and m˜ ∈ N0 with m˜ > n/q. Additionally
let M ∈ N0 be such that there is an l ∈ N with M ≥ 2l > n. We deﬁne M˜
by M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Assuming
P ∈ Am,M1,0 (m˜, q) and M˜ ≥ 1, we obtain for all τ ∈ (0, m˜− n/q] with τ /∈ N0:
P ∈ OPCτSm1,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
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Proof: Let m˜ − n/q ≥ τ > 0 with τ /∈ N0 and P ∈ Am,M1,0 (m˜, q) be arbitrary.
On account of Lemma 5.3 we know that P ∈ Am,M1,0 (m˜, q) ⊆ Am,M0,0 (m˜, q). Conse-
quently we get due to Lemma 5.38:
P ∈ OPCτSm0,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
Let p ∈ CτSm0,0(Rn × Rn; M˜ − 1) be the symbol of P . Moreover, let α ∈ Nn0
with |α| ≤ M˜ − 1 be arbitrary. Because of Remark 4.45, ad(−ix)αP is a
pseudodiﬀerential operator with symbol ∂αξ p(x, ξ). Additionally the deﬁnition
of P ∈ Am,M1,0 (m˜, q) yields for all l ∈ N, γ1, . . . , γl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with
|β| ≤ m˜ and |γ| ≤M − |α|
 Pα := (ad(−ix)αP ) : Hm−|α|q (Rn)→ Lq(Rn) is continuous,
 ad(−ix)γ1 ad(Dx)β1 . . . ad(−ix)γl ad(Dx)βlPα : Hm−|α|−|γ|q (Rn) → Lq(Rn) is
continuous,
where β := β1 + . . . + βl and γ := γ1 + . . . + γl. Therefore ad(−ix)αP is an
element of Am−|α|,M−|α|1,0 (m˜, q). By means of Lemma 5.3, we get that ad(−ix)αP
is an element of Am−|α|,M−|α|0,0 (m˜, q). Thus we obtain with Lemma 5.38
ad(−ix)αP ∈ OPCτSm−|α|0,0 (Rn × Rn; M˜ − |α| − 1).
Since the symbol of ad(−ix)αP is ∂αξ p(x, ξ), as remarked before, the next estimate
holds:
‖∂αξ p(., ξ)‖Cτ (Rn) ≤ Cα〈ξ〉m−|α| for all ξ ∈ Rn.
Here Cα is independent of ξ ∈ Rn. Choosing α ∈ Nn0 with |α| ≤ M˜ − 1 arbitrary,
the last inequality implies p ∈ CτSm1,0(Rn × Rn; M˜ − 1).
In the case M˜ − 1 > max{n/2, n/q}, 1 < q < ∞, every pseudodiﬀerential
operator whose symbol is in the class CτSm1,0(Rn ×Rn; M˜ − 1), where τ > 0 and
m ∈ R, is an element ofL (Hmq (Rn), Lq(Rn)) due to Theorem 4.51. Consequently
we have in this case
OPCτSm1,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn))
= OPCτSm1,0(Rn × Rn; M˜ − 1).
5.6 Improvement of the Characterization
In the previous section we have derived the main theorem of this chapter: As-
suming T ∈ Am1,0(m˜, q) for suﬃcient large M , Theorem 5.39 provides that T is
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a non-smooth pseudodiﬀerential operator whose coeﬃcient is in a Hölder space
Cτ where τ ∈ (0, m˜ − n/q]. Therefore we loose some regularity with respect to
m˜. Hence the question arises, whether we are able to get a better result. In this
section we see that T is even an element of OPW m˜,qulocS
m
1,0(Rn × Rn; M˜ − 1). The
proof of this statement is essentially the same as the one of the characterization
in Section 5.5. We just have to replace the results for pseudodiﬀerential opera-
tors with coeﬃcients in a Hölder space with analogous ones for pseudodiﬀerential
operators with coeﬃcients in an uniformly local Sobolev space.
The main diﬃculty comes along with the symbol reduction of non-smooth
double symbols of the class XSm0,0(Rn ×Rn ×Rn ×Rn;M) to non-smooth single
symbols with coeﬃcients in X, where X = W m˜,quloc. Both cases, X = C
m˜,τ and
X = W m˜,quloc make use of the estimate
sup
y∈Rn
‖∂γy∂δξa(., ξ, .+ y)‖X ≤ C〈ξ〉m,
where a ∈ XSm0,0(Rn×Rn×Rn;M) and γ, δ ∈ Nn0 are multi-indices with |δ| ≤M .
While this estimate directly follows from the deﬁnition of the symbol-class in
the case X = Cm˜,τ , this proof turned out to be rather tedious for the case
X = W m˜,quloc in Section 4.1.2. The symbol reduction for uniformly local Sobolev
spaces is subject of Subsection 5.6.2. Considering a bounded sequence (pε)ε>0 of
the symbol-class W m˜,qulocS
m
0,0(Rn×Rn;M) provides the boundedness of (pε)ε>0 as a
subset of CsSm0,0(Rn×Rn;M) for s ∈ (0, m˜−n/q] due to Remark 4.27. Hence we
know from Theorem 5.11 that there is a subsequence of (pε)ε>0 which converges
pointwise to a symbol p of the class CsSm0,0(Rn × Rn;M − 1). Consequently we
just have to verify whether p is even an element of W m˜,qulocS
m
0,0(Rn × Rn;M − 1).
This fact is treated in Subsection 5.6.1.
Then we have all utilities at hand to show the characterization of non-smooth
pseudodiﬀerential operators of the class W m˜,qulocS
m
0,0(Rn × Rn;M) in Subsection
5.6.3 for suﬃciently large M . As before we ﬁrst check the case m = 0. Next
we generalize the obtained result to non-smooth pseudodiﬀerential operators of
arbitrary order by reducing the arbitrary case to the case m = 0 by means of
a order reducing operator. In the same manner as in Section 5.5 we use the
result of Subsection 5.6.3 in order to show the characterization of non-smooth
pseudodiﬀerential operators of the class W m˜,qulocS
m
1,0(Rn ×Rn;M). M again has to
be chosen suﬃciently large. We present this proof in detail in Subsection 5.6.4.
5.6.1 Pointwise Convergence in W m˜,qulocS
0
0,0
Assuming a bounded sequence (pε)ε>0 ⊆ W m˜,qulocS00,0(Rn × Rn;M) we show the
existence of a subsequence of (pε)ε>0 which converges pointwise in the symbol-
class W m˜,qulocS
0
0,0(Rn×Rn;M − 1). So far we have seen in Theorem 5.11 that there
is a sequence in (pε)ε>0 which converges pointwise to p ∈ CτS00,0(Rn×Rn;M−1)
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because W m˜,qulocS
0
0,0(Rn × Rn;M − 1) is a subset of CτS00,0(Rn × Rn;M − 1) for
all τ ∈ (0, m˜ − n/q]. Hence we just have to verify that p is even an element of
W m˜,qulocS
0
0,0(Rn × Rn;M − 1). This is the topic of this subsection.
Theorem 5.40. Let M ∈ N0 ∪ {∞}, m˜ ∈ N0 and 1 < q < ∞. Additionally
let (B1(zj) × B1(ηk))j,k∈N be a countable open cover of bounded sets of Rn × Rn
where zj, ηk ∈
{
n−1/2z : z ∈ Zn} for each j, k ∈ N. Furthermore, let (pε)ε>0
be a bounded sequence in W m˜,qulocS
0
0,0(Rn × Rn;M). Then there is a subsequence
(pεl)l∈N ⊆ (pε)ε>0 with εl → 0 for l → ∞ and a function p : Rn × Rn → C such
that
i) p(x, .) ∈ CM−1(Rn) for all x ∈ Rn,
ii) ∂βx∂
α
ξ p ∈ C0(Rnx × Rnξ ),
iii) ∂βx∂
α
ξ pεl
l→∞−−−→ ∂βx∂αξ p uniformly on each B1(zj)×B1(ηk), j, k ∈ N
for every α, β ∈ Nn0 with |α| ≤M − 1 and |β| < m˜− n/q. Moreover,
p ∈ W m˜,qulocS00,0(Rn × Rn;M − 1).
Proof: Let τ ≤ m˜ − n/q with τ /∈ N be arbitrary. From the continuous em-
bedding W m˜,qulocS
0
0,0(Rn × Rn;M) ⊆ CτS00,0(Rn × Rn;M), cf. Remark 4.27, we
get the boundedness of (pε)ε>0 in CτS00,0(Rn × Rn;M). Hence an application
of Theorem 5.11 provides the existence of a subsequence (pεl)l∈N ⊆ (pε)ε>0
with εl → 0 for l → ∞ which fulﬁlles the properties i), ii) and iii) for a
p ∈ CτS00,0(Rn × Rn;M − 1). Thus it remains to show that p is even an ele-
ment of W m˜,qulocS
0
0,0(Rn × Rn;M − 1). Since i) and ii) already hold, we just have
to check ∂αξ p(., ξ) ∈ W m˜,quloc(Rn) for all ξ ∈ Rn and the existence of a constant Cα,
independent of ξ ∈ Rn, such that
‖∂αξ p(., ξ)‖W m˜,quloc(Rn) ≤ Cα for all ξ ∈ R
n,
for all α ∈ Nn0 with |α| ≤ M − 1. Let α ∈ Nn0 with |α| ≤ M − 1 and ξ ∈ Rn be
arbitrary but ﬁxed. The boundedness of (pεl)l∈N ⊆ W m˜,qulocS00,0(Rn×Rn;M) yields
for all j, l ∈ N
‖∂αξ pεl(., ξ)‖Hm˜q (B1(zj)) ≤ ‖∂αξ pεl(., ξ)‖W m˜,quloc(Rn) ≤ Cα, (5.72)
where Cα is independent of j, l ∈ N and ξ ∈ Rn. This implies the boundedness
of (∂αξ pεl(., ξ))l∈N in H
m˜
q (B1(zj)) for all j ∈ N. Let j ∈ N be arbitrary but ﬁxed.
Because of the reﬂexivity ofHm˜q (B1(zj)), cf. e.g. [8], Example 6.11.3), there exists
a weakly convergent subsequence (∂αξ pεlm)m∈N of (∂
α
ξ pεl)l∈N such that
∂αξ pεlm(., ξ) ⇀ qα,ξ,j in H
m˜
q (B1(zj))
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for m → ∞. The compact embedding Hm˜q (B1(zj)) ↪→↪→ C0(B1(zj)) even gives
us the strong convergence
∂αξ pεlm(., ξ)
m→∞−−−→ qα,ξ,j in C0(B1(zj)).
Together with iii) the uniqueness of the limit provides qα,ξ,j = ∂αξ p(., ξ). Conse-
quently every arbitrary weak convergent subsequence of (∂αξ pεl)l∈N has the same
weakly limit. Hence an application of [60], Chapter 3, Lemma 0.3 obtains the
weak convergence of
∂αξ pεl(., ξ) ⇀ ∂
α
ξ p(., ξ) in H
m˜
q (B1(zj))
for m → ∞. Using the previous weak convergence ﬁrst and inequality (5.72)
afterwards, we get for all j ∈ N the existence of a constant Cα, independent of
j ∈ N and ξ ∈ Rn, such that
‖∂αξ p(., ξ)‖Hm˜q (B1(zj)) ≤ lim infl→∞ ‖∂
α
ξ pεl(., ξ)‖Hm˜q (B1(zj)) ≤ sup
l∈N
‖∂αξ pεl(., ξ)‖Hm˜q (B1(zj))
≤ Cα. (5.73)
Due to the choice of the cover there is an N ∈ N, independent of x0 ∈ Rn, where
B1(x0) ⊆
N⋃
k=1
B1(zjk) (5.74)
for j1, . . . , jN ∈ N. A combination of inequality (5.73) and (5.74) yields for
arbitrary x0 ∈ Rn:
‖∂αξ p(., ξ)‖Hm˜q (B1(x0)) ≤
N∑
k=1
‖∂αξ p(., ξ)‖Hm˜q (B1(zjk )) ≤ Cα.
Since Cα is independent of x0, ξ ∈ Rn, the previous inequality concludes the
claim:
sup
ξ∈Rn
‖∂αξ p(., ξ)‖W m˜,quloc(Rn) = supξ∈Rn supx0∈Rn
‖∂αξ p(., ξ)‖Hm˜q (B1(x0)) ≤ Cα.
5.6.2 Symbol Reduction of Double Symbols in W m˜,qulocS
m
0,0
The last missing piece towards a better characterization is the improvement of
the results of Section 5.2. We start with a ﬁrst technical estimate we need later
on:
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Proposition 5.41. Let 1 < q < ∞, m˜ ∈ N0 with m˜ > n/q and m ∈ R.
Additionally let N ∈ N0 ∪ {∞} be such that there is an l ∈ N with n < 2l ≤ N .
Moreover, let B ⊆ W m˜,qulocSm0,0(Rn × Rn × Rn;N) be a bounded subset and a ∈ B.
Considering l0 ∈ N0 with n < 2l0 ≤ N , we deﬁne the function r : R4n → C by
r(x, ξ, η, y) := 〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y) for all x, ξ, η, y ∈ Rn.
Then
∫
e−iy·ηr(x, ξ, η, y)dy ∈ L1(Rnη ) for all x, ξ ∈ Rn. If we deﬁne
I(x, ξ) :=
∫ [∫
e−iy·ηr(x, ξ, η, y)dy
]
η
for each x, ξ ∈ Rn, then there is a constant C, independent of ξ ∈ Rn and a ∈ B,
such that
‖I(., ξ)‖W m˜,quloc ≤ C〈ξ〉
m for all ξ ∈ Rn.
Proof: Let ξ ∈ Rn be arbitrary. For every γ˜ ∈ Nn0 we get due to the boundedness
of B ⊆ W m˜,qulocSm0,0(Rn × Rn × Rn;N) and because of Lemma 4.73:∥∥∂γ˜y {〈Dη〉2l0a(x, ξ + η, x+ y)}∥∥W m˜,quloc(Rnx)
≤
∑
|α|≤l0
Cα
∥∥∂γ˜yD2αη a(x, ξ + η, x+ y)∥∥W m˜,quloc(Rnx)
≤
∑
|α|≤l0
Cα sup
y∈Rn
∥∥∂γ˜yD2αη a(x, ξ + η, x+ y)∥∥W m˜,quloc(Rnx) ≤ Cγ˜〈ξ + η〉m
for all y, η ∈ Rn. Here Cγ˜ is independent of y, ξ, η ∈ Rn and a ∈ B. An
application of the Leibniz rule, the last inequality and Remark 2.8 provides the
existence of a constant Cl, independent of x, y, ξ, η ∈ Rn and a ∈ B, such that
‖〈Dy〉2lr(x, ξ, η, y)‖W m˜,quloc(Rnx) ≤ Cl〈y〉
−2l0〈ξ + η〉m
for all x, y, η ∈ Rn, l ∈ N0 and a ∈ B. Hence all assumptions of Proposition 5.15
are fulﬁlled. We conclude the proof by means of Proposition 5.15.
In the same manner as in the proof of Lemma 5.19 the previous result enables
us to prove the next lemma:
Lemma 5.42. Let 1 < q <∞, m˜ ∈ N0 with m˜ > n/q and m ∈ R. Additionally
let N ∈ N0 ∪ {∞} be such that there is an l ∈ N with n < 2l ≤ N . We deﬁne
N˜ := N − (n + 2) if n is even and N˜ := N − (n + 1) else. Moreover, let
B ⊆ W m˜,qulocSm0,0(Rn × Rn × Rn;N) be bounded. If we deﬁne for each a ∈ B the
function aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη for all x, ξ ∈ Rn,
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there is a constant Cγ, independent of ξ ∈ Rn and a ∈ B, such that we have for
each γ ∈ Nn0 with |γ| ≤ N˜
‖∂γξ aL(., ξ)‖W m˜,quloc(Rn) ≤ Cγ〈ξ〉
m for all ξ ∈ Rn.
Proof: Let τ > 0 with the properties τ /∈ N and τ ≤ m˜−n/q be arbitrary. Since
W m˜,qulocS
m
0,0(Rn ×Rn ×Rn;N) ⊆ Cτ∗Sm0,0(Rn ×Rn ×Rn;N), Lemma 5.19 yields the
existence of aL(x, ξ) for each x, ξ ∈ Rn and all a ∈ B. We show the claim for
the case γ = 0 ﬁrst: Due to Remark 5.18 we have a ∈ A m,N0 (Rny × Rnη ) for all
a ∈ B. Moreover, N − N˜ = 2k > n for a k ∈ N0. Therefore the assumptions of
Theorem 4.41 are fulﬁlled. Using Theorem 4.41 we can write for each x, ξ ∈ Rn,
a ∈ B and l0 ∈ N0 with n < 2l0 ≤ N :
aL(x, ξ) = Os -
∫∫
e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη
=
∫∫
e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη for all x, ξ ∈ Rn.
The last equality holds because of Proposition 5.16. While applying Proposition
5.41 we obtain the existence of a constant C, which is independent of ξ ∈ Rn
and of a ∈ B, such that
‖aL(., ξ)‖W m˜,quloc =
∥∥∥∥∫∫ e−iy·η〈y〉−2l0〈Dη〉2l0a(x, ξ + η, x+ y)dyη∥∥∥∥
W m˜,quloc(Rnx)
≤ C〈ξ〉m for all ξ ∈ Rn.
Therefore we have checked the theorem in the case δ = 0. Now we assume an
arbitrary γ ∈ Nn0 with |γ| ≤ N˜ . Using a ∈ A m,N0 (Rny ×Rnη ) again all assumptions
of Theorem 4.39 are fulﬁlled because of N − N˜ = 2k > n for a k ∈ N0. Thus an
application of Theorem 4.39 yields
∂γξ aL(x, ξ) = Os -
∫∫
e−iy·η∂γξ a(x, η + ξ, x+ y)dyη.
We know that Bγ :=
{
∂γξ a : a ∈ B
} ⊆ W m˜,qulocSm0,0(Rn × Rn × Rn;N − |γ|) is
bounded because of Remark 4.72. Hence the ﬁrst case, applied on the set Bγ,
gives us the existence of a constant Cγ, which is independent of x, ξ ∈ Rn and of
a ∈ B, such that
‖∂γξ aL(., ξ)‖W m˜,quloc(Rn) ≤ Cγ〈ξ〉
m for all ξ ∈ Rn.
Making use of the previous lemma we are able to show the improvement of
the symbol reduction in the non-smooth case:
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Theorem 5.43. Let 1 < q <∞, m˜ ∈ N with m˜ > n/q and m ∈ R. Additionally
let N ∈ N0 ∪ {∞} be such that there is an l ∈ N with N ≥ 2l > n. We deﬁne
N˜ := N − (n + 2) if n is even and N˜ := N − (n + 1) else. Furthermore, let B
be a bounded subset of W m˜,qulocS
m
0,0(Rn ×Rn ×Rn;N). Assuming a ∈ B, we deﬁne
aL : Rn × Rn → C by
aL(x, ξ) := Os -
∫∫
e−iy·ηa(x, η + ξ, x+ y)dyη
for all x, ξ ∈ Rn. Then {aL : a ∈ B} ⊆ W m˜,qulocSm0,0(Rnx × Rnξ ; N˜) is bounded and
we have for every a ∈ B and for each u ∈ S(Rn):
a(x,Dx, x
′)u = aL(x,Dx)u. (5.75)
Proof: Let a ∈ B be arbitrary. Our ﬁrst goal is to verify that aL is an element
of W m˜,qulocS
m
0,0(Rnx × Rnξ ; N˜). Lemma 5.42 provides the existence of aL(x, ξ) for all
x, ξ ∈ Rn and the existence of a constant Cβ, independent of a ∈ B and of
ξ ∈ Rn, such that
‖∂βξ aL(., ξ)‖W m˜,quloc(Rn) ≤ Cβ〈ξ〉
m for all ξ ∈ Rn, β ∈ Nn0 with |β| ≤ N˜ . (5.76)
Now let τ be such that m˜ − n/q − 1 < τ < m˜ − n/q in the case n/q ∈ N and
bm˜ − n/qc < τ < m˜ − n/q otherwise. Since W m˜,qulocSm0,0(Rn × Rn × Rn;N) is a
subset of CτSm0,0(Rn×Rn×Rn;N), Theorem 5.24 yields aL ∈ CτSm0,0(Rn×Rn; N˜).
Therefore ∂αξ ∂
β
xaL ∈ C0(Rn × Rn) and ∂βxaL(x, .) ∈ CN˜(Rn) for all x ∈ Rn,
α, β ∈ Nn0 with |α| ≤ N˜ and |β| ≤ bτc. Together with inequality (5.76) we
obtain our ﬁrst purpose: {aL : a ∈ B} ⊆ W m˜,qulocSm0,0(Rn × Rn; N˜) is bounded.
Due to a ∈ CτSm0,0(Rn × Rn × Rn;N) we are able to apply Theorem 5.26.
An application of Theorem 5.26 provides (5.75). Hence we have checked the
claim.
5.6.3 Characterization of Pseudodiﬀerential Operators with
Symbols in W m˜,qulocS
m
0,0
With all the work done in the last sections we are now in the position to ver-
ify the characterization of non-smooth pseudodiﬀerential operators of the class
W m˜,qulocS
m
0,0(Rn×Rn;M) for suﬃciently largeM . In the same manner as in Section
5.4, we prove the case m = 0 ﬁrst. After that we generalize the obtained result to
non-smooth pseudodiﬀerential operators of arbitrary order by bringing it back to
the case m = 0 by means of a order reducing operator. Our ﬁrst goal is reached
after the proof of the next theorem:
Theorem 5.44. Let 1 < q < ∞ and m˜ ∈ N0 with m˜ > n/q. Additionally let
M ∈ N∪{∞} be such that there is an l ∈ N0 with M ≥ 2l > n. Furthermore, we
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deﬁne M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Considering
T ∈ A00,0(m˜, q) and M˜ ≥ 1, we get
T ∈ OPW m˜,qulocS00,0(Rn × Rn; M˜ − 1) ∩L (Lq(Rn)).
Proof: The proof of the theorem is essentially the same as that one of Theorem
5.36. We just have to replace the results for pseudodiﬀerential operators with
coeﬃcients in the Hölder spaces with analog ones for pseudodiﬀerential operators
with coeﬃcients in the uniformly local Sobolev spaces.
Therefore we have to use the continuous embedding Hm˜q (Rn) ↪→ W m˜,quloc(Rn) in-
stead of the continuous embedding Hm˜q (Rn) ↪→ Cτ (Rn) in step two. Additionally
we have to apply Theorem 5.43 instead of Theorem 5.26 and Theorem 5.24 in
the second step.
In step three we have to replace Theorem 5.11 with Theorem 5.40. We also use
the fact that W m˜,qulocS
0
0,0(Rn ×Rn; M˜) is a subset of CτS00,0(Rn ×Rn; M˜) for every
τ ∈ (0, m˜− n/q] with τ /∈ N, cf. Remark 4.27.
As before the previous theorem provides just a characterization for non-
smooth pseudodiﬀerential operators which are linear and bounded as maps from
Lq(Rn) to Lq(Rn).
Next we want to extend the improvement of the characterization for pseudo-
diﬀerential operators of the same symbol-class, but of arbitrary order m. As in
Section 5.4 the proof is based on the next statement:
Proposition 5.45. Let m ∈ R, 1 < q < ∞, M ∈ N0 ∪ {∞} and m˜ ∈ N with
m˜ > n/q. For every linear operator P : Hmq (Rn)→ Lq(Rn) we get the following
result: If PΛ−m is an element of OPW m˜,qulocS
0
0,0(Rn × Rn;M) ∩ L (Lq(Rn)), we
have
P ∈ OPW m˜,qulocSm0,0(Rn × Rn;M) ∩L (Hmq (Rn), Lq(Rn)).
Proof: In order to check the claim we choose an arbitrary 0 < τ ≤ m˜−n/q such
that τ /∈ N0. Since W m˜,qulocS00,0(Rn × Rn;M) ⊆ CτS00,0(Rn × Rn;M), cf. Remark
4.27, we are able to apply Proposition 5.37 and get
P ∈ OPCτSm0,0(Rn × Rn;M) ∩L (Hmq (Rn), Lq(Rn)).
On account of Remark 4.44 we know that the symbol of P is p˜(x, ξ)〈ξ〉m, if
p˜(x, ξ) is the symbol of PΛ−m. Using p˜(x, ξ) ∈ W m˜,quloc(Rnx × Rnξ ;M), we obtain
p˜(x, ξ)〈ξ〉m ∈ W m˜,qulocSm0,0(Rnx × Rnξ ;M). Consequently P is even an element of
OPW m˜,qulocS
m
0,0(Rn × Rn;M).
The previous proposition allows us to show the characterization of non-
smooth pseudodiﬀerential operators with coeﬃcients in the space W m˜,quloc(Rn) of
arbitrary order.
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Lemma 5.46. Let m ∈ R, 1 < q < ∞, m˜ ∈ N0 with m˜ > n/q. Additionally
let M ∈ N0 ∪ {∞} be such that there is an l ∈ N with M ≥ 2l > n. We
deﬁne M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Considering
T ∈ Am,M0,0 (m˜, q) and M˜ ≥ 1 we have
T ∈ OPW m˜,qulocSm0,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
Proof: We obtain the claim in the same way as the claim of Lemma 5.38. We
merely have to use Theorem 5.44 and Proposition 5.45 instead of Theorem 5.36
and Proposition 5.37.
5.6.4 Characterization of Pseudodiﬀerential Operators with
Symbols in W m˜,qulocS
m
1,0
The last missing piece towards the improvement of the main theorem of this
chapter is to combine the results of the last subsection with those ones of Sec-
tion 5.5. Then we obtain the characterization of non-smooth pseudodiﬀerential
operators whose symbols are in the class W m˜,qulocS
m
1,0(Rn × Rn;M) for suﬃciently
large M .
Theorem 5.47. Let m ∈ R, 1 < q < ∞, m˜ ∈ N0 with m˜ > n/q. Additionally
let M ∈ N0 be such that there is an l ∈ N with M ≥ 2l > n. We deﬁne
M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else. Considering
P ∈ Am,M1,0 (m˜, q) and M˜ ≥ 1 we obtain
P ∈ OPW m˜,qulocSm1,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
Proof: Let τ ∈ (0, m˜ − n/q]. Since all assumptions of Theorem 5.39 hold, an
application of this theorem yields
P ∈ OPCτSm1,0(Rn × Rn; M˜ − 1) ∩L (Hmq (Rn), Lq(Rn)).
Therefore it remains to show that P is an element of OPW m˜,qulocS
m
1,0(Rn×Rn; M˜−1).
Thus let α ∈ Nn0 with |α| ≤ M˜ − 1 be arbitrary. In the proof of Theorem 5.39
we have seen that ad(−ix)αP is an element of Am−|α|,M−|α|1,0 (m˜, q). Hence an
application of Lemma 5.46 provides
ad(−ix)αP ∈ OPW m˜,qulocSm−|α|0,0 (Rn × Rn; M˜ − |α| − 1).
Since the symbol of ad(−ix)αP is ∂αξ p(x, ξ), as we know from the proof of The-
orem 5.39 we get
‖∂αξ p(., ξ)‖W m˜,quloc(Rn) ≤ Cα〈ξ〉
m−|α| for all ξ ∈ Rn.
This implies that P is an element of OPW m˜,qulocS
m
1,0(Rn × Rn; M˜ − 1).
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5.7 Composition of Pseudodiﬀerential Operators
Revised
The present section is devoted to an application of the characterization of non-
smooth pseudodiﬀerential operators. In Section 4.3 we already have treated
the composition of non-smooth pseudodiﬀerential operators. Just in some spe-
ciﬁc cases we were able to show that the composition PQ of two non-smooth
pseudodiﬀerential operators P and Q is a non-smooth pseudodiﬀerential operator
again. It was the task of Remark 4.44 to verify this statement for P being a non-
smooth pseudodiﬀerential operator of the symbol-class Cm˜,τSm1ρ,0 (Rn×Rn;M) and
a smooth pseudodiﬀerential operator Q having the symbol q(ξ) ∈ Sm2ρ,0 (Rnx ×Rnξ )
which is independent of x for suitable m˜, τ,m1,m2,M and ρ. With the char-
acterization of non-smooth pseudodiﬀerential operators at hand, we are in the
position to prove a similar result if the non-smooth pseudodiﬀerential opera-
tors P ∈ OPCm˜1,τ1Sm1ρ1,0(Rn × Rn;M1) and Q ∈ OPCm˜2,τ2Sm2ρ2,0(Rn × Rn;M2) are
smooth enough: For instance a suﬃcient condition for PQ being a non-smooth
pseudodiﬀerential operator is m˜2 + τ2 > max{m1;n+ 2−m1} if ρ1 = ρ2 = 1 and
m˜1, M1 and M2 are large enough. This is the topic of the next theorem:
Theorem 5.48. Let mi ∈ R, Mi ∈ N ∪ {∞} and ρi ∈ {0, 1} for i ∈ {1, 2}.
Additionally let 0 < τi < 1 and m˜i ∈ N0 be such that τi + m˜i > (1 − ρi)n/2
for i ∈ {1, 2}. We deﬁne ki := (1 − ρi)n/2 for i ∈ {1, 2}, ρ := min{ρ1; ρ2} and
m := m1 + m2 + k1 + k2. Moreover, let m˜,M ∈ N and 1 < q < ∞ be such that
the next inequalities hold:
i) M ≤ min {Mi −max{n/q;n/2} : i ∈ {1, 2}},
ii) n/q < m˜ ≤ min{m˜1; m˜2},
iii) m˜ < m˜2 + τ2 −m1 − k1,
iv) ρM + m˜ < m˜2 + τ2 +m1 + k1,
v) M˜ ≥ 1, where M˜ := M − (n+ 2) if n is even and M˜ := M − (n+ 1) else,
vi) q = 2 in the case (ρ1, ρ2) 6= (1, 1).
Considering two symbols pi ∈ Cm˜i,τiSmiρi,0(Rn × Rn;Mi), i ∈ {1, 2}, we obtain
p1(x,Dx)p2(x,Dx) ∈ OPW m˜,qulocSmρ,0(Rn × Rn; M˜ − 1).
Proof: Let l ∈ N, α˜1, . . . , α˜l ∈ Nn0 and β˜1, . . . , β˜l ∈ Nn0 with |α˜| ≤ M , |β˜| ≤ m˜
and |α˜1| + |β˜1| = . . . = |α˜l| + |β˜l| = 1 be arbitrary. Here α˜ := α˜1 + . . . + α˜l and
β˜ := β˜1 + . . .+ β˜l. Due to Remark 4.45, i) and ii) we know that
ad(−ix)α˜l ad(Dx)β˜l . . . ad(−ix)α˜1 ad(Dx)β˜1pi(x,Dx)
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is a pseudodiﬀerential operator with symbol
∂α˜ξD
β˜
xpi ∈ Cm˜i−|β˜|,τiSmi−ρi|α˜|ρi,0 (Rn × Rn;Mi − |α˜|)
for i ∈ {1, 2}. Since 0 < m˜1 − |β˜| + τ1 because of ii), an application of
Theorem 4.51 if ρ1 = 1 and Theorem 4.53 else provides for all elements u of
H
m1−ρ|α˜|+k1
q (Rn):
‖ ad(−ix)α˜l ad(Dx)β˜l . . . ad(−ix)α˜1 ad(Dx)β˜1p1(x,Dx)u‖Lq ≤ C‖u‖Hm1−ρ1|α˜|+k1q
≤ C‖u‖
H
m1−ρ|α˜|+k1
q
. (5.77)
Now let k ∈ N0 with k ≤M be arbitrary. Making use of estimate iii) yields
m1 − ρk + k1 ≤ m1 + k1 < m˜2 − m˜+ τ2 ≤ m˜2 − |β˜|+ τ2. (5.78)
On account of inequality iv) we have
−(m˜2 − |β˜|+ τ2) ≤ −(m˜2 − m˜+ τ2) < m1 − ρM + k1
≤ m1 − ρk + k1. (5.79)
Because of (5.78) and (5.79) we are able to apply Theorem 4.51 if ρ1 = 1 and
Theorem 4.53 else and get for all u ∈ Hm−ρ(k+|α˜|)q (Rn):
‖ ad(−ix)α˜l ad(Dx)β˜l . . . ad(−ix)α˜1 ad(Dx)β˜1p2(x,Dx)u‖Hm1−ρk+k1q
≤ C‖u‖
H
m−ρk−ρ2|α˜|
q
≤ C‖u‖
H
m−ρ(|α˜|+k)
q
. (5.80)
We assume arbitrary l ∈ N, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |α| ≤ M ,
|β| ≤ m˜ and |α1| + |β1| = . . . = |αl| + |βl| = 1. Here α := α1 + . . . + αl and
β := β1 + . . .+ βl. Using Proposition 2.55 ﬁrst and (5.77) and (5.80) afterwards
we obtain for all u ∈ Hm−ρ|α|q (Rn):∥∥ad(−ix)αl ad(Dx)βl . . . ad(−ix)α1 ad(Dx)β1 [p1(x,Dx)p2(x,Dx)]u∥∥Lq
≤ C
∑
α˜j+γj=αj
β˜j+δj=βj
‖[ad(−ix)α˜l ad(Dx)β˜l . . . ad(−ix)α˜1 ad(Dx)β˜1p1(x,Dx)]
[ad(−ix)γl ad(Dx)δl . . . ad(−ix)γ1 ad(Dx)δ1p2(x,Dx)]u
∥∥
Lq
≤ C‖u‖
H
m−ρ|α|
q
,
where the constant C is independent of u ∈ Hm−ρ|α|q (Rn). Consequently the
operator p1(x,Dx)p2(x,Dx) ∈ Am,Mρ,0 (m˜, q). Due to ii) and v) all assumptions of
Theorem 5.47 and Lemma 5.46 hold. Hence an application of Theorem 5.47 in
the case ρ = 1 and of Lemma 5.46 if ρ = 0 provides the claim.
168 Chapter 5. Characterization of Non-Smooth Pseudodiﬀerential Operators
We are even able to improve this result for non-smooth pseudodiﬀerential
operators with coeﬃcients in the uniformly local Sobolev Spaces. Here we con-
sider merely symbols, which are smooth in ξ. But this is not a big disadvantage
because in applications the symbols usually are smooth in ξ.
Theorem 5.49. Let mi ∈ R and 1 < qi < ∞ for i ∈ {1, 2}. Additionally let
m˜i ∈ N0 with m˜i > n/qi for i ∈ {1, 2}. We deﬁne m := m1 + m2. Moreover let
m˜,M ∈ N and 1 < q <∞ be such that the next inequalities hold:
i) n/q < m˜ < min{m˜1 − n/q1; m˜2 − n/q2},
ii) m˜ ≤ m˜2 − n(1/q2 − 1/q)+ −m1,
iii) M + m˜ < m˜2 − n/q2 +m1,
iv) M˜ ≥ 1, where M˜ := M − (n+ 2) if n is even and M˜ := M − (n+ 1) else.
Considering two symbols pi ∈ W m˜i,qiuloc Smi1,0(Rn × Rn), i ∈ {1, 2}, we obtain
p1(x,Dx)p2(x,Dx) ∈ OPW m˜,qulocSm1,0(Rn × Rn; M˜ − 1).
Proof: The proof of the theorem is essentially the same as that one of Theorem
5.48. We just have to replace Remark 4.45 with Remark 4.28 and Theorem 4.51
with Theorem 4.56.
The previous theorem in fact is an improvement of Theorem 5.48 for non-
smooth pseudodiﬀerential operators pi(x,Dx) whose symbols pi(x, ξ) are in the
symbol-class W m˜i,qiuloc S
mi
1,0(Rn×Rn) where m˜i, qi and mi are chosen as in Theorem
5.49 for i = {1, 2}. In order to show this we assume, that all assumptions of
Theorem 5.49 hold for pi(x,Dx), i ∈ {1, 2}. Since W m˜i,qiuloc Smi1,0(Rn × Rn) is a
subset of CsiSmi1,0(Rn × Rn) for all si ∈ (0, m˜i − n/qi], si /∈ N, where i ∈ {1, 2},
all assumptions of Theorem 5.48 hold if the si are suﬃciently close to m˜i − n/qi
for i ∈ {1, 2}. An application of Theorem 5.48 yields
p1(x,Dx)p2(x,Dx) ∈ OPW m˜,qulocSm1,0(Rn × Rn; M˜ − 1), (5.81)
where in particular m˜ ∈ N has to fulﬁll the next estimate:
m˜ < s2 −m1 ≤ m˜2 − n/q2 −m1. (5.82)
Due to Theorem 5.49, (5.81) holds for all m˜, where
m˜ ≤ m˜2 − n(1/q2 − 1/q)+ −m1 (5.83)
holds instead of inequality (5.82). Since q ∈ (1,∞), inequality (5.83) is a less
strict condition for m˜ than estimate (5.82). Hence Theorem 5.49 provides a bet-
ter result than Theorem 5.48 in this case.
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Note that results provide better mapping properties of classical pseudodiﬀeren-
tial operators of the classW m˜,qulocS
m
cl (Rn×Rn) than those ones of pseudodiﬀerential
operators whose symbols are in the class W m˜,qulocS
m
1,0(Rn × Rn), cf. Theorem 4.56
and Theorem 4.62. Consequently we certainly are able to improve the previous
result for pseudodiﬀerential operators of the symbol-class W m˜,qulocS
m
cl (Rn × Rn) if
one uses Theorem 4.62 and Remark 4.35 instead of Theorem 4.56 and Remark
4.28 in the proof of Theorem 5.49.
In the same way as the statement of Theorem 5.48 it should be possible to
verify a similar result for the composition of two pseudodiﬀerential operators
of the symbol-class Hm˜q S
m
1,0(Rn × Rn) by using Remark 4.31 and Theorem 4.54
instead of Remark 4.45 and Theorem 4.51.
We also could have a look at the composition of two non-smooth pseudo-
diﬀerential operators whose coeﬃcients are either in a Hölder space, in a Bessel
potential space or in an uniformly local Sobolev spaces, however in diﬀerent
spaces. For sure we obtain a result which is similar to that one of Theorem 5.48.
In order to illustrate the usefulness of the characterization of non-smooth
pseudodiﬀerential operators we will introduce another application in the next
chapter.
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Chapter 6
The Inverse of a Pseudodiﬀerential
Operator
A basic result in the theory of pseudodiﬀerential operators allows one to directly
implicate that the inverse of a pseudodiﬀerential operator with a symbol in the
Hörmander class S0ρ,δ(Rn × Rn), 0 ≤ δ ≤ ρ ≤ 1, δ < 1, which is invertible as an
operator on L2(Rn), is again a pseudodiﬀerential operator in the same symbol-
class. This important statement was derived by R.Beals [16] and J.Ueberberg
[74]. Their proof even showed that same holds for all Bessel potential spaces
Hs2(Rn), s ∈ R, and that the spectrum is independent of the choice of the space.
E. Schrohe extended this result for weighted Lp-Sobolev-spaces in [64] and to-
gether with H.G. Leopold even for Besov spaces of variable order of diﬀerentiation
Bs,ap,q (Rn) in [46]. They veriﬁed that the spectrum of smooth pseudodiﬀerential
operators in certain symbol-classes is independent of the choice of the weighted
Lp-Sobolev space and of the choice of the Besov space of variable order of diﬀer-
entiation respectively, cf. [46] and [64].
There are several other results for spectral invariance of smooth pseudo-
diﬀerential operators in the literature, cf. e.g [33], [41] and [49].
We show the spectral invariance for non-smooth pseudodiﬀerential operators
whose symbols are in the symbol-class CτS01,0(Rn×Rn) in this chapter. In analogy
to the proof of J.Ueberberg in the smooth case, one uses the characterization of
pseudodiﬀerential operators via iterated commutators.
In this chapter we proceed as follows: Section 6.1 is devoted to the inverse of
a non-smooth pseudodiﬀerential operator P in the symbol-class CτS00,0(Rn×Rn).
We show that P−1 is also a non-smooth pseudodiﬀerential operator of the symbol-
class CsS00,0(Rn × Rn), where s < τ . Unfortunately, in contrast to the smooth
case, we loose some smoothness of the coeﬃcients. Our next goal is to prove
the spectral invariance of non-smooth pseudodiﬀerential operators of the class
CτS01,0(Rn × Rn;N) for suﬃciently large N . To be more precise, we arrive at
the following statement: The inverse of a non-smooth pseudodiﬀerential operator
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of the order zero with coeﬃcients in the Hölder space Cm˜,τ (Rn) is also a non-
smooth pseudodiﬀerential operator if its inverse is an element of L (Hrq (Rn)) for
one |r| < m˜+ τ . This is the topic of Section 6.3. Beyond the characterization of
non-smooth pseudodiﬀerential operators we also use the technique of diﬀerence
quotients for the proof of the above mentioned statement. We introduce this
technique in Section 6.2. We are able to improve the results of Section 6.3 in
Section 6.4 for non-smooth pseudodiﬀerential operators of the order zero with
coeﬃcients in the space W m˜,quloc(Rn). Here we consider merely pseudodiﬀerential
operators with symbols which are smooth in ξ. But this should not be a big dis-
advantage because in applications to the regularity theory for partial diﬀerential
equations the symbols usually are polynomials in ξ. It turns out that we even
get a better result for the subsets OPHm˜q S
0
1,0(Rn×Rn) and OPW m˜,qulocS0cl(Rn×Rn)
of OPW m˜,qulocS
0
1,0(Rn × Rn). In applications most pseudodiﬀerential operators are
classical ones. Hence the restriction to classical pseudodiﬀerential operators is
not that a big disadvantage.
6.1 The Inverse of a Pseudodiﬀerential Operator
in the Symbol-Class CτS00,0
In the present section we prove the following statement: The inverse of a pseudo-
diﬀerential operator belonging to the symbol-class Cm˜,τS00,0(Rn × Rn;M) is a
pseudodiﬀerential operator of the same symbol-class but with less regularity with
respect to their coeﬃcients. Hence we show the validity of the following state-
ment:
Theorem 6.1. Let m˜ ∈ N0 and 0 < τ < 1 be arbitrary. We assume that
mˆ := max{k ∈ N0 : m˜ + τ − k > n/2} > n/2. For every non-smooth symbol
p ∈ Cm˜,τS00,0(Rn × Rn) with p(x,Dx)−1 ∈ L (L2(Rn)) we get
p(x,Dx)
−1 ∈ OPW mˆ,2ulocS00,0(Rn × Rn) ⊆ OPCsS00,0(Rn × Rn)
for all s ∈ (0, mˆ− n/2] with s /∈ N.
J.Ueberberg proved a similar result for the smooth case, cf. [74], Theorem
4.3: the inverse of a smooth pseudodiﬀerential operator of the order zero is a
pseudodiﬀerential operator of the same symbol-class if its inverse is an element
of L (L2(Rn)). To be more precise:
Theorem 6.2. Let 1 < q <∞ and 0 ≤ δ ≤ ρ ≤ 1 with δ < 1.
i) Considering a symbol p ∈ S0ρ,δ(Rn×Rn) where p(x,Dx)−1 ∈ L (L2(Rn)) we
obtain p(x,Dx)−1 ∈ OPS0ρ,δ(Rn × Rn).
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ii) Assuming a symbol p ∈ S01,δ(Rn × Rn) where p(x,Dx)−1 ∈ L (Lq(Rn)) we
get p(x,Dx)−1 ∈ OPS01,δ(Rn × Rn).
In order to verify Theorem 6.1, we use the main idea of the proof in the
smooth case: We want to apply the characterization of pseudodiﬀerential opera-
tors. Thus we just have to show the boundedness of certain iterated commutators
of p(x,Dx)−1. Since we already know that the iterated commutators of p(x,Dx)
have these mapping properties, we try to write the iterated commutators of
p(x,Dx)
−1 as a sum and compositions of p(x,Dx)−1 and the iterated commuta-
tors of p(x,Dx). Unfortunately, non-smooth pseudodiﬀerential operators are in
general not bounded as operators from S(Rn) to S(Rn) like the smooth ones.
Therefore we only are able to calculate the iterated operators formally ﬁrst:
Remark 6.3 (Formal identities for the iterated commutators).
Let m, s ∈ R, 1 < q < ∞ and M, m˜ ∈ N0 with m˜ + M ≥ 1. We assume the
operator P ∈ L (Hs+mq , Hsq ) which has an inverse P−1 ∈ L (Hsq , Hs+mq ) and the
property
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP ∈ L (Hs+mq , Hsq )
for all l ∈ N, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |αj + βj| = 1 for
all j ∈ {1, . . . , l}, |α1| + . . . + |αl| ≤ M and |β1| + . . . + |βl| ≤ m˜. For two
arbitrary multi-indices α, β ∈ Nn0 with |α + β| = 1 the deﬁnition of the iterated
commutators provides ad(−ix)α ad(Dx)βP−1 : S(Rn) → S ′(Rn). We consider
|β| = 0 and α = ej for an arbitrary j ∈ {1, . . . , n} ﬁrst. On account of ad(−ixj)P
being an element of L (Hs+mq , H
s
q ), we know that
ad(−ixj)Pu = −ixjPu+ P (ixju) ∈ Hsq (Rn) for all u ∈ S(Rn). (6.1)
If u ∈ S(Rn) ⊆ Hm+sq (Rn) we obtain P (ixju) ∈ Hsq (Rn) due to the choice of P .
Together with (6.1) this implies
−ixjPu ∈ Hsq (Rn) for all u ∈ S(Rn). (6.2)
Now we deﬁne D := {Pu : u ∈ S(Rn)} ⊆ Hsq (Rn). In order to show the density
of D in Hsq (Rn) we choose an arbitrary v ∈ Hsq (Rn). On account of P−1 being
an element of L (Hsq , H
s+m
q ) we have u := P
−1v ∈ Hs+mq (Rn) and therefore
v = Pu. Considering a sequence (uj)j∈N0 ⊆ S(Rn), which converges against u in
Hs+mq (Rn), we deﬁne vj := Puj for each j ∈ N0. Due to the assumptions P is an
element of L (Hs+mq , H
s
q ). Thus we get the following convergence:
lim
j→∞
vj = P lim
j→∞
uj = Pu = v.
Since v ∈ Hsq (Rn) was chosen arbitrary, this implies the density of D in Hsq (Rn).
Next we deﬁne the operator Q : D → Hs+mq (Rn) by Qu := −ixjP−1u+P−1(ixju)
for all u ∈ D . Due to (6.2) we have
Q(Pu) = −ixjP−1Pu+ P−1(ixjPu) = −ixju+ P−1(ixjPu) ∈ Hs+mq (Rn)
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for all u ∈ S(Rn). Consequently Q is well-deﬁned. For all u ∈ S(Rn) we obtain
Q(Pu) = −ixju+ P−1(ixjPu) = P−1P{−ixju}+ P−1(ixjPu)
= P−1{P (−ixju) + ixjPu} = −P−1[ad(−ixj)P ]u. (6.3)
With ad(−ixj)P ∈ L (Hs+mq , Hsq ) and P−1 ∈ L (Hsq , Hs+mq ) we are able to prove
the next inequality:
‖Q(Pu)‖Hs+mq = ‖P−1[ad(−ixj)P ]u‖Hs+mq ≤ C‖ ad(−ixj)Pu‖Hsq ≤ C‖u‖Hs+mq
= C‖P−1Pu‖Hs+mq ≤ C‖Pu‖Hsq for all u ∈ Hsq (Rn).
Due to the density of D in Hsq (Rn) this implies Q ∈ L (Hsq , Hs+mq ). As a direct
consequence we obtain
ad(−ixj)P−1 ∈ L (Hsq , Hs+mq )
since Qu = ad(−ixj)P−1u for all u ∈ S(Rn). Together with D ⊆ Hsq (Rn) and
(6.3) we get
[ad(−ixj)P−1]Pu = −P−1[ad(−ixj)P ]u for all u ∈ S(Rn).
On account of [ad(−ixj)P−1]P ∈ L (Hs+mq ) and P−1[ad(−ixj)P ] ∈ L (Hs+mq )
the previous equality provides
[ad(−ixj)P−1]Pu = −P−1[ad(−ixj)P ]u for all u ∈ Hs+mq (Rn).
The surjectivity of P ∈ L (Hs+mq ;Hsq ) yields for all v ∈ Hsq (Rn):
ad(−ix)α ad(Dx)βP−1v = [ad(−ixj)P−1]v = −P−1[ad(−ixj)P ]P−1v
= −P−1[ad(−ix)α ad(Dx)βP ]P−1v. (6.4)
In the case β = ej, j ∈ {1, . . . , n} and |α| = 0 we get the formula (6.4) for all
u ∈ S(Rn) in the same way as before. Moreover, let l ∈ N, α1, . . . , αl ∈ Nn0 and
β1, . . . , βl ∈ Nn0 with |αj +βj| = 1 for all j ∈ {1, . . . , l}, |α1|+ . . .+ |αl| ≤M and
|β1|+ . . .+ |βl| ≤ m˜. Denoting α := α1 + . . .+ αl and β := β1 + . . .+ βl we get
by mathematical induction with respect to l:
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑
(α11+...+α
1
l )+...+(α
l
1+...+α
l
l)=α
(β11+...+β
1
l )+...+(β
l
1+...+β
l
l)=β
Rα11,...,αll,β11 ,...,βll
where
Rα11,...,αll,β11 ,...,βll :=Cα11,...,αll,β11 ,...,βllP
−1
◦
[
ad(−ix)α1l ad(Dx)β1l . . . ad(−ix)α11 ad(Dx)β11P
]
P−1
◦ . . . ◦
[
ad(−ix)αll ad(Dx)βll . . . ad(−ix)αl1 ad(Dx)βl1P
]
P−1.
For l = 1 we already checked the claim. The induction step can be shown in a
similar way.
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With this remark at hand, we now are able to show Theorem 6.1:
Proof of Theorem 6.1: First of all note that p(x,Dx) ∈ A00,0(mˆ, 2) due to Exam-
ple 5.2 ii) and P−1 ∈ L (L2(Rn)). Therefore the assumptions of Remark 6.3 are
fulﬁlled. Let l ∈ N0, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |αj + βj| = 1 for
all j ∈ {1, . . . , n} and |β1 + . . .+ βl| ≤ mˆ be arbitrary. Denoting P := p(x,Dx),
an application of Remark 6.3 provides:
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑
(α11+...+α
1
l )+...+(α
l
1+...+α
l
l)=α
(β11+...+β
1
l )+...+(β
l
1+...+β
l
l)=β
Rα11,...,αll,β11 ,...,βll
where Rα11,...,αll,β11 ,...,βll are deﬁned as in Remark 6.3. Since P ∈ A00,0(mˆ, 2) and
P−1 ∈ L (L2(Rn)) we obtain
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 ∈ L (L2(Rn)).
Hence P−1 ∈ A00,0(mˆ, 2). Considering 0 < s ≤ mˆ − n/2, s /∈ N, Theorem 5.44
and Remark 4.27 yields
P−1 ∈ OPW mˆ,2ulocS00,0(Rn × Rn) ⊆ OPCsS00,0(Rn × Rn).
Using Example 5.2 i) instead of Example 5.2 ii) in the proof of Theorem 6.1
provides a similar result:
Lemma 6.4. Let m˜ ∈ N0 with m˜ > n/2 and 0 < τ < 1. For every non-smooth
symbol p ∈ Cm˜,τS−n/20,0 (Rn × Rn) with p(x,Dx)−1 ∈ L (L2(Rn)) we get
p(x,Dx)
−1 ∈ OPW m˜,2ulocS00,0(Rn × Rn) ⊆ OPCsS00,0(Rn × Rn)
for all s ∈ (0, m˜− n/2] with s /∈ N.
6.2 Properties of Diﬀerence Quotients
Our next aim is to prove the spectral invariance for pseudodiﬀerential operators
P whose symbols are in the symbol-class CτS01,0(Rn × Rn), τ > 0. The proof
is again based on the formal identities for the iterated commutators of P−1,
cf. Remark 6.3. In this case ad(−ix)α ad(Dx)βP , |α| 6= 0 are pseudodiﬀerenial
operators of negative order −|α|. Hence the order of the Bessel potential space
increases by applying ad(−ix)α ad(Dx)βP , |α| 6= 0. Therefore P−1 ∈ L (Lq(Rn))
is not suﬃcient. We even need P−1 ∈ L (H−sq (Rn)) for certain s ∈ N0. As we
always try to restrict the assumptions to a minimal, we use the tools of diﬀerence
quotients in order to get P−1 ∈ L (H−sq (Rn)) if P−1 ∈ L (Lq(Rn)) is assumed.
First of all, we deﬁne diﬀerence quotients:
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Deﬁnition 6.5. Let h ∈ R\{0} and j ∈ {1, . . . , n}. For u ∈ Hsp(Rn) with s ∈ R
and 1 < p <∞ we deﬁne the diﬀerence quotient of u by
∂hxju(x) := h
−1{u(x+ hej)− u(x)} for all x ∈ Rn.
Note that the deﬁnition of the diﬀerence quotient implies ∂hxju ∈ Hsp(Rn) for
each u ∈ Hsp(Rn) and all h ∈ R\{0}, j ∈ {1, . . . , n}.
The diﬀerence quotient has the following useful properties:
Remark 6.6. Let h ∈ R\{0} and j ∈ {1, . . . , n}.
i) For u ∈ Hsp(Rn) with s ∈ R and 1 < p <∞ we have
eihej ·ξ − 1
h
uˆ(ξ) = ∂̂hxju(ξ) for all ξ ∈ Rn.
ii) (∂hxj)
∗ = −∂−hxj .
Proof: The claims follow directly from the deﬁnition of the Fourier transforma-
tion and of the adjoint operator on account of variable transformation.
Diﬀerence quotients of non-smooth symbols with coeﬃcients in the Hölder
spaces are non-smooth symbols, too. We just loose some smoothness of the
coeﬃcients:
Lemma 6.7. Let m ∈ R, m˜ ∈ N, 0 < τ < 1 and M ∈ N0 ∪ {∞}. Considering
p ∈ Cm˜,τSm1,0(Rn × Rn;M), we get the boundedness of{
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ Cm˜−1,τSm1,0(Rn × Rn;M)
for all j ∈ {1, . . . , n}.
Proof: Let j ∈ {1, . . . , n} be arbitrary. Using the fundamental theorem of
calculus and p ∈ Cm˜,τSm1,0(Rn×Rn;M) ﬁrst and Remark 2.37 afterwards, we get
for α ∈ Nn0 with |α| ≤M :
‖∂αξ ∂hxjp(x, ξ)‖Cm˜−1,τ (Rnx) = |h|−1‖∂αξ p(x+ hej, ξ)− ∂αξ p(x, ξ)‖Cm˜−1,τ (Rnx)
= |h|−1
∥∥∥∥∫ 1
0
d
dt
[
∂αξ p(x+ thej, ξ)
]
dt
∥∥∥∥
Cm˜−1,τ (Rnx)
≤
∫ 1
0
∥∥Dxj∂αξ p(x+ thej, ξ)∥∥Cm˜−1,τ (Rnx) dt
≤
∫ 1
0
∥∥∂αξ p(x+ thej, ξ)∥∥Cm˜,τ (Rnx) dt ≤ Cα,j〈ξ〉m−|α|.
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The previous lemma enables us to show that the commutator of a non-
smooth pseudodiﬀerential operator with a diﬀerence quotient is also a non-
smooth pseudodiﬀerential operator:
Lemma 6.8. Let 1 < q < ∞, m ∈ R, m˜ ∈ N, 0 < τ < 1. Additionally let
M ∈ N0 ∪ {∞} with M > n/2 for q ≥ 2 and M > n/q else. For a non-smooth
symbol p ∈ Cm˜,τSm1,0(Rn×Rn;M) we get for every j ∈ {1, . . . , n} and h ∈ R\{0}:
[∂hxj , p(x,Dx)]u(x) =
[(
∂−hxj p
)
(x,Dx)u
]
(x+ hej) for all u ∈ S(Rn), x ∈ Rn.
Moreover, for all |s| < m˜−1+τ there is a constant C, independent of h ∈ R\{0},
such that
‖[∂hxj , p(x,Dx)]u‖Hsq ≤ C‖u‖Hs+mq for all u ∈ Hs+mq (Rn),
where j ∈ {1, . . . , n} and h ∈ R\{0}.
Proof: Let u ∈ S(Rn) and j ∈ {1, . . . , n} be arbitrary. Then an application of
Remark 6.6 i) yields for all x ∈ Rn:
∂hxj [p(x,Dx)u(x)] = h
−1{p(x,Dx)u(x+ hej)− p(x,Dx)u(x)}
= h−1
{∫
ei(x+hej)·ξp(x+ hej, ξ)uˆ(ξ)ξ −
∫
eix·ξp(x, ξ)uˆ(ξ)ξ
}
=
∫
ei(x+hej)·ξ
p(x+ hej, ξ)− p(x, ξ)
h
uˆ(ξ)ξ +
∫
eix·ξ
eihej ·ξ − 1
h
p(x, ξ)uˆ(ξ)ξ
=
∫
ei(x+hej)·ξ
(
∂−hxj p
)
(x+ hej, ξ)uˆ(ξ)ξ +
∫
eix·ξp(x, ξ)∂̂hxju(ξ)ξ
=
[(
∂−hxj p
)
(x,Dx)u
]
(x+ hej) +
[
p(x,Dx)
(
∂hxju
)]
(x).
Hence we obtain the ﬁrst part of the lemma:
[∂hxj , p(x,Dx)]u(x) = ∂
h
xj
[p(x,Dx)u(x)]− p(x,Dx)[∂hxju(x)]
=
[(
∂−hxj p
)
(x,Dx)u
]
(x+ hej) (6.5)
for all x ∈ Rn. Since Lemma 6.7 provides the boundedness of{
∂−hxj p(x, ξ) : h ∈ R\{0}
}
⊆ Cm˜−1,τSm1,0(Rn × Rn;M),
we arise for all |s| < m˜ − 1 + τ from Theorem 4.51 the existence of a constant
C, independent of h ∈ R\{0}, such that∥∥∥(∂−hxj p) (x,Dx)u∥∥∥
Hsq
≤ C‖u‖Hs+mq for all u ∈ Hs+mq (Rn). (6.6)
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Using (6.5) and (6.6) we get for all u ∈ S(Rn):∥∥∥[∂hxj , p(x,Dx)]u∥∥∥
Hsq
=
∥∥∥[(∂−hxj p) (x,Dx)] τ−hej(u)∥∥∥
Hsq
≤ C‖u‖Hs+mq .
Here C is independent of h ∈ R\{0}. Due to the density of S(Rn) in Hs+mq (Rn)
the claim is true.
Diﬀerence quotients are very useful tools in order to check the existence of
weak derivatives. This is the topic of the next theorem:
Theorem 6.9. (Diﬀerence quotients and weak derivatives)
i) We suppose 1 < p < ∞ and u ∈ Hs+1p (Rn) with s ∈ R. Then there is a
constant C, independent of h ∈ R\{0} and u ∈ Hs+1p (Rn), such that
‖∂hxju‖Hsp ≤ C‖∂xju‖Hsp
for all j ∈ {1, . . . , n} and all h ∈ R\{0}.
ii) Let 1 < p < ∞ and u ∈ Hsp(Rn) with s ∈ R. Additionally there exists a
constant C, independent of h ∈ R\{0}, such that
‖∂hxju‖Hsp ≤ C
for all j ∈ {1, . . . , n} and all h ∈ R\{0}. Then u ∈ Hs+1p (Rn) and
‖∂xju‖Hsp ≤ C.
Note that assertion ii) is false for p = 1 while i) also holds for p = 1.
This result is an extension of Theorem 5.8.3 in [29], where L.C. Evans proved
the case s = 0 for a compact subset of Rn.
Proof of Theorem 6.9. The proof of the case s = 0 is essentially the same as that
one of Theorem 5.8.3 in [29] given by L.C. Evans. Now we show the case s 6= 0.
Assuming an arbitrary s ∈ R\{0} and u ∈ Hs+1p (Rn), 〈ξ〉s ∈ Ss1,0(Rn×Rn) yields
〈Dx〉su ∈ W 1p (Rn). Since ∂−hxj 〈ξ〉s = 0, Lemma 6.8 provides [∂hxj , 〈Dx〉s] = 0 for
all h ∈ R\{0} and j ∈ {1, . . . , n}. Hence we are able to commute ∂hxj and 〈Dx〉s.
An application of the case s = 0 provides for each j ∈ {1, . . . , n}:
‖∂hxju‖Hsp = ‖〈Dx〉s∂hxju‖Lp = ‖∂hxj〈Dx〉su‖Lp ≤ C‖∂xj〈Dx〉su‖Lp
= C‖〈Dx〉s∂xju‖Lp = C‖∂xju‖Hsp ,
where C is independent of h ∈ R\{0} and of u ∈ Hs+1p (Rn). Therefore (i) holds
for all s ∈ R. Similary to (i) we obtain the case s ∈ R of (ii) as a consequence
of case s = 0 and Lemma 6.8.
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The previous theorem allows us to verify the following proposition:
Proposition 6.10. Let k ∈ N0, r ∈ R and 1 < q < ∞. Moreover, let P be an
operator, which fulﬁlls for all s ∈ {r, r + 1, . . . , r + k} the properties
i) P ∈ L (Hsq , Hsq ),
ii) P ∈ L (Hr+k+1q , Hr+k+1q ),
iii) {[P, ∂hxj ] : h ∈ R\{0}} ⊆ L (Hsq , Hsq ) is bounded for all j ∈ {1, . . . , n},
iv) P−1 ∈ L (Hrq , Hrq ).
Then P−1 ∈ L (Hsq , Hsq ) for each s ∈ {r, r + 1, . . . , r + k + 1}.
Proof: We prove the claim by mathematical induction with respect to s. In the
case s = r there is nothing to show. Let s ∈ {r, r+1, . . . , r+k} be arbitrary. Fur-
thermore, we choose an arbitrary j ∈ {1, . . . , n} and f ∈ Hs+1q (Rn) ⊆ Hsq (Rn).
The induction hypothesis provides the existence of a u ∈ Hsq (Rn) such that
u = P−1f . Due to P ∈ L (Hsq , Hsq ), we get Pu ∈ Hsq (Rn). Therefore the deﬁni-
tion of ∂hxj provides ∂
h
xj
(Pu) ∈ Hsq (Rn). In a similar way we get that P (∂hxju) is
an element of Hsq (Rn). An application of P−1 to P (∂hxju) = [P, ∂
h
xj
]u + ∂hxj(Pu)
yields
∂hxju = P
−1{[P, ∂hxj ]u+ ∂hxj(Pu)}. (6.7)
We already know that P−1 is an element of L (Hsq , H
s
q ) because of the induction
hypothesis. Together with (6.7) and the assumptions the next estimate can be
veriﬁed:
‖∂hxju‖Hsq = ‖P−1{[P, ∂hxj ]u+ ∂hxj(Pu)}‖Hsq ≤ C‖[P, ∂hxj ]u+ ∂hxj(Pu)‖Hsq
≤ C‖[P, ∂hxj ]u‖Hsq + C‖∂hxjf‖Hsq .
On account of iii) and Theorem 6.9 i) we get the existence of a constant C,
independent of h ∈ R\{0} and u ∈ Hsq (Rn), such that
‖∂hxju‖Hsq ≤ C‖u‖Hsq + C‖∂xjf‖Hsq ≤ C‖u‖Hsq + C‖f‖Hs+1q ≤ C.
An application of Theorem 6.9 ii) provides u ∈ Hs+1q (Rn). Therefore P is linear,
bounded and bijective as map from Hs+1q (Rn) to Hs+1q (Rn). Then P−1 is an
element of L (Hs+1q , H
s+1
q ) by means of the bounded inverse theorem, cf. [8],
Satz 5.8.
As a direct consequence of the previous proposition we obtain the central
result of this section: If the inverse of a non-smooth pseudodiﬀerential operator
with coeﬃcients in the Hölder spaces of the order zero is an element ofL (Hrq , H
r
q )
for one r, then this is even true in a neighbourhood of r:
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Lemma 6.11. Let 1 < q < ∞, 0 < τ < 1, m˜ ∈ N and N ∈ N0 ∪ {∞} with
N > n/2 for q ≥ 2 and N > n/q else. We deﬁne k := max{l ∈ N0 : r+l < m˜+τ}
for one r ∈ R with |r| < m˜+ τ . Considering a symbol p ∈ Cm˜,τS01,0(Rn×Rn;N),
where p(x,Dx)−1 ∈ L (Hrq , Hrq ) we obtain
p(x,Dx)
−1 ∈ L (Hsq ;Hsq ) for all s ∈ [−r − k, r + k]. (6.8)
Proof: In order to check the theorem, we want to apply Proposition 6.10 to
P := p(x,Dx) and its adjoint Operator P ∗. Therefore we have to verify the
assumptions of Proposition 6.10. Because of Theorem 4.51 we know that
P ∈ L (Hsq ;Hsq ) for all |s| < m˜+ τ. (6.9)
Additionally Lemma 6.8 provides for every j ∈ {1, . . . , n} the boundedness of{
[P, ∂hxj ] : h ∈ R\{0}
}
⊆ L (Hsq ;Hsq ) for all |s| < m˜− 1 + τ. (6.10)
Due to (6.9) and (6.10) the assumptions of Proposition 6.10 are fulﬁlled, which
implies
P−1 ∈ L (Hsq , Hsq ) for all s ∈ {r, . . . , r + k}. (6.11)
Thus it remains to prove (6.8) for all s ∈ {−r − k, . . . , r − 1}. Then we get the
claim by means of Theorem 2.53. Since we want to use a duality argument we
deﬁne 1 < q′ <∞ by 1/q′+ 1/q = 1. An application of Lemma 2.51 to (6.9) and
(6.11) gives us:
P ∗ ∈ L (Hsq′ , Hsq′) for all |s| < m˜+ τ, (6.12)
(P ∗)−1 = (P−1)∗ ∈ L (Hsq′ , Hsq′) for all s ∈ {−r − k, . . . ,−r}. (6.13)
On account of Remark 6.6 we have for all j ∈ {1, . . . , n} and h ∈ R\{0}:
[P ∗, ∂hxj ] = P
∗∂hxj − ∂hxjP ∗ = (∂−hxj )∗P ∗ − P ∗(∂−hxj )∗ = (P∂−hxj − ∂−hxj P )∗
= [P, ∂−hxj ]
∗.
In the same way as in the proof of Lemma 2.51, we get for each j ∈ {1, . . . , n}
by duality from (6.10) the boundedness of{
[P ∗, ∂hxj ] = [P, ∂
−h
xj
]∗ : h ∈ R\{0}
}
⊆ L (Hsq′ ;Hsq′) (6.14)
for all |s| < m˜ − 1 + τ . Now we are able to apply Proposition 6.10 again since
(6.12), (6.13) and (6.14) hold. Hence Proposition 6.10 provides
(P−1)∗ = (P ∗)−1 ∈ L (Hsq′ , Hsq′) for all s ∈ {−r, . . . , r + k}.
Consequently the claim holds for all s ∈ {−r − k, . . . , r} by duality, cf. Lemma
2.51.
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6.3 Spectral Invariance of Pseudodiﬀerential Op-
erators in the Symbol-Class Cm˜,τS01,0
With all the work done in the last section, we are now in the position to
show the spectral invariance of pseudodiﬀerential operators in the symbol-class
Cm˜,τS01,0(Rn × Rn;M) for suﬃciently large M . As in Theorem 6.1 the proof is
based on the formal identity for the iterated commutators of P−1 calculated in
Remark 6.3. But in contrast to Theorem 6.1, the order of the iterated commu-
tators of P are not always zero. The order also can be negative. Hence the
property that P−1 is a bounded map from H−sp (Rn) to H−sp (Rn), is needed in the
proof for certain s ∈ N0 and not only for s = 0. However, Lemma 6.11 enables
us to limit this assumption on P−1 to P−1 ∈ L (H−sp , H−sp ) for just one s.
Theorem 6.12. Let 1 < q0 <∞, 0 < τ < 1 and m˜, mˆ ∈ N0 with m˜ ≥ mˆ > n/q0.
Additionally let M ∈ N0 be such that n < 2l ≤M ≤ m˜− mˆ for some l ∈ N. We
deﬁne M˜ := M−(n+2) if n is even and M˜ := M−(n+1) else. Furthermore, let
N ∈ N∪{∞} with N −M > n/2 if q0 ≥ 2 and N −M > n/q0 else. Considering
a symbol p ∈ Cm˜,τS01,0(Rn × Rn;N), where p(x,Dx)−1 ∈ L (Hrq0 , Hrq0) for one
|r| < m˜+ τ we get
p(x,Dx)
−1 ∈ OPW mˆ,q0uloc S01,0(Rn × Rn; M˜ − 1).
In the case M˜ − 1 > n/q˜ for one 1 < q˜ ≤ 2, we even have
p(x,Dx)
−1 ∈ L (Lq, Lq) for all q ∈ [q˜;∞) ∪ {q0}.
Proof: First of all note that |M | = M ≤ m˜− 1 ≤ r+ k, where k is deﬁned as in
Lemma 6.11. Therefore an application of Lemma 6.11 provides the boundedness
of
p(x,Dx)
−1 ∈ L (H−sq0 , H−sq0 ) for all s ∈ {0, . . . ,M}. (6.15)
Let l ∈ N0, α1, . . . , αl ∈ Nn0 and β1, . . . , βl ∈ Nn0 with |αj| + |βj| = 1 for all
j ∈ {1, . . . , l}, |α| ≤M and |β| ≤ mˆ where α := α1+. . .+αl and β := β1+. . .+βl.
Then Remark 4.45 yields that the operator
ad(−ix)αl ad(Dx)βl . . . ad(−ix)α1 ad(Dx)β1p(x,Dx)
is an element of OPCm˜−|β|,τS−|α|1,0 (Rn×Rn;N−|α|) and therefore also an element
of OPCm˜−mˆ,τS−|α|1,0 (Rn×Rn;N −M). Because of Theorem 4.51 we obtain for all
|s| < m˜− mˆ+ τ
ad(−ix)αl ad(Dx)βl . . . ad(−ix)α1 ad(Dx)β1p(x,Dx) ∈ L (H−s−|α|q0 , H−sq0 ). (6.16)
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Since M − |α| ≤ M ≤ m˜ − mˆ < m˜ − mˆ + τ the boundedness of (6.16) holds in
particular for each s ∈ {0, . . . ,M − |α|}. Setting P := p(x,Dx) the assumptions
of Remark 6.3 are fulﬁlled because of (6.15) and (6.16). Hence we get due to
Remark 6.3 the equality
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 =
∑
(α11+...+α
1
l )+...+(α
l
1+...+α
l
l)=α
(β11+...+β
1
l )+...+(β
l
1+...+β
l
l)=β
Rα11,...,αll,β11 ,...,βll
where
Rα11,...,αll,β11 ,...,βll :=Cα11,...,αll,β11 ,...,βllP
−1
◦
[
ad(−ix)α1l ad(Dx)β1l . . . ad(−ix)α11 ad(Dx)β11P
]
P−1
◦ . . . ◦
[
ad(−ix)αll ad(Dx)βll . . . ad(−ix)αl1 ad(Dx)βl1P
]
P−1.
Hence (6.15) and (6.16) imply the boundedness of
ad(−ix)α1 ad(Dx)β1 . . . ad(−ix)αl ad(Dx)βlP−1 : H−|α|q0 (Rn)→ Lq0(Rn).
Consequently P−1 is an element of A0,M1,0 (mˆ, q0). An application of Theorem 5.47
and Remark 4.27 provides for each 0 < τ˜ ≤ mˆ− n/q0 with τ˜ /∈ N:
p(x,Dx)
−1 ∈ OPW mˆ,q0uloc S01,0(Rn × Rn; M˜ − 1) ∩L (Lq0(Rn))
⊆ C τ˜S01,0(Rn × Rn; M˜ − 1).
Finally, considering M˜−1 > n/q˜ for one 1 < q˜ ≤ 2 we obtain for every q ∈ [q˜,∞)
due to Theorem 4.51 the boundedness of
P−1 : Lq(Rn)→ Lq(Rn).
Now we know that the following statement holds for a pseudodiﬀerential
operator with symbol p ∈ Cm˜,τS01,0(Rn × Rn;N): Its inverse is also a pseudo-
diﬀerential operator of the same symbol-class but with less smoothness in x and
ξ. Here m˜, τ and N are chosen as in the previous theorem. Thus the question
arises whether this statement is related to the spectral invariance. This is the
topic of the next corollary:
Corollary 6.13. We assume that all assumptions of Theorem 6.12 hold. Ad-
ditionally we choose an arbitrary but ﬁxed q˜ ∈ (1, 2] fulﬁlling the conditions of
Theorem 6.12 and denote
PLq := p(x,Dx) : L
q(Rn)→ Lq(Rn) for all q˜ ≤ q <∞.
Then we obtain the spectral invariance of these operators:
σ(PLq) = σ(PLr) for all q˜ ≤ q, r <∞.
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Proof: Let q ∈ [q˜,∞) be arbitrary. We assume that λ is not in the spectrum of
PLq . Therefore λ− p(x,Dx) is invertible in L (Lq(Rn)). On account of Example
3.2 ii) and Lemma 4.7, λ − p(x,Dx) is an element of OPCm˜,τS01,0(Rn × Rn;N).
Hence all assumptions of Theorem 6.12 are fulﬁlled. This implies
(λ− p(x,Dx))−1 ∈ L (Lr(Rn)) for all q˜ ≤ r <∞.
Hence λ is not in the spectrum σ(PLr) of PLr . Therefore we have
C\σ(PLq) ⊆ C\σ(PLr) for all q˜ ≤ q, r <∞.
In particular this implies C\σ(PLr) ⊆ C\σ(PLq). This gives us the spectral
invariance of p(x,Dx):
σ(PLq) = σ(PLr) for all q˜ ≤ q, r <∞.
Now one may wonder whether it is possible to prove that p(x,Dx)−1 is even
an element of OPW mˆ,qulocS
0
1,0(Rn × Rn) in the case that all assumptions of the
previous theorem are fulﬁlled and additionally the symbol of p(x,Dx) is in the
symbol-class Cm˜,τS01,0(Rn×Rn). Unfortunately in general this is not the case as
we can see in the next example:
Example 6.14. Let s > 0, 1 < q0 <∞ and τ > s+bn/q0c+n+4. Additionally let
p(ξ) ∈ S01,0(Rnx×Rnξ ) be a symbol which is not constantly equal to zero and where
p(Dx)
−1 ∈ L (Lq0(Rn), Lq0(Rn)). Moreover, we choose a function a ∈ Cτ (Rn)
with the following two properties: there is no open set U ⊆ Rn, U 6= ∅ such
that a|U ∈ C∞(U) and there are two constants c, C > 0 such that C > a(x) > c
for all x ∈ Rn. Then T := a(x)p(Dx) ∈ CτS01,0(Rn × Rn) fulﬁlls all assumptions
of Theorem 6.12 for M = n + 3 and mˆ := bτc − (n + 3). Consequently T−1 is
an element of OPW mˆ,q0uloc S
0
1,0(Rn×Rn; M˜ − 1), where M˜ is deﬁned as in Theorem
6.12, but T−1 /∈ OPC τ˜S01,0(Rn × Rn) with τ˜ ∈ (0, mˆ − n/q0]. In particular
T−1 /∈ OPW mˆ,qulocS01,0(Rn × Rn) due to Remark 4.27.
Proof: First of all note that T ∈ CτS01,0(Rn × Rn) because of Example 4.4.
We deﬁne b : Rn → R by b(x) := (a(x))−1 for all x ∈ Rn. Then b ∈ Cτ (Rn).
Together with the fact that p(Dx)−1 ∈ OPS01,0(Rn × Rn) due to Theorem 6.2,
we are able to write T−1 = p(Dx)−1b(x). In particular the boundedness of b and
p(Dx)
−1 ∈ L (Lq0(Rn), Lq0(Rn)) imply T−1 ∈ L (Lq0(Rn), Lq0(Rn)). Therefore
all assumptions of Theorem 6.12 are fulﬁlled forM = n+3 and mˆ := bτc−(n+3).
Let τ˜ ∈ (0, mˆ− n/q0] be arbitrary but ﬁxed. Assuming T−1 ∈ C τ˜S01,0(Rn × Rn)
there is a kernel k˜ : Rn × Rn\{0} → C such that k˜(x, .) ∈ C∞(Rn\{0}) for each
x ∈ Rn and
T−1f(x) =
∫
k˜(x, x− y)f(y)dy (6.17)
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for all f ∈ S(Rn) and x /∈ supp f due to Theorem 4.63. An application of
Theorem 3.14 provides the existence of a kernel k ∈ C∞(Rn\{0}) such that
p(Dx)
−1u(x) =
∫
k(x− y)u(y)dy for all x /∈ supp u (6.18)
for all u ∈ S(Rn). Now let (δε)ε>0 ⊆ C∞c (Rn) be a Dirac family, i.e. for all ε > 0
we have δε ≥ 0,
∫
δε(x)dx = 1 and limε→0
∫
|x|≥d δε(x)dx = 0 for every d > 0. The
properties of the convolution, cf. e.g [38], Theorem 10.7, imply δε∗b ∈ C∞(Rn) for
each ε > 0. Since b is bounded we even get the boundedness of every derivative
of δε ∗ b: Let x ∈ Rn and α ∈ Nn0 be arbitrary. Then
|∂αx (δε ∗ b)(x)| = |((∂αx δε) ∗ b) (x)| ≤
∫
|(∂αx δε)(y)| |b(x− y)| dy ≤ ‖b‖L∞‖∂αx δε‖L1
≤ Cα,ε,
where Cα,ε is independent of x ∈ Rn. In the case |α| = 0 the constant Cα,ε is
even independent of ε > 0. In order to verify the last estimate we have used [38],
Theorem 10.7 and ∂αx δε ⊆ C∞c (Rn) ⊆ S(Rn) ⊆ L1(Rn). In particular we know,
that δε ∗ b ∈ C∞b (Rn) ⊆ C∞poly(Rn) for every ε > 0. On account of Lemma 2.17 we
get (δε ∗ b)f ∈ S(Rn) for all f ∈ S(Rn). Additionally we obtain for all f ∈ S(Rn)
with x /∈ supp f the existence of a constant C, independent of ε > 0, such that
|k(x− y)(δε ∗ b)(y)f(y)| ≤ C|k(x− y)f(y)| ∈ L1(Rny ). (6.19)
Using the properties of the convolution with a Dirac family, cf. e.g [38], Remark
10.12, yields the pointwise convergence of
(δε ∗ b)(y)f(y) ε→0−−→ b(y)f(y) (6.20)
for all y ∈ Rn. This implies the pointwise convergence of
k(x− y)(δε ∗ b)(y)f(y) ε→0−−→ k(x− y)b(y)f(y) (6.21)
for all y ∈ Rn. In view of (6.19) and (6.21) we can apply Lebesgue's theorem.
Therefore we get for all x ∈ Rn and each f ∈ S(Rn) with x /∈ supp f :
lim
ε→0
∫
k(x− y)(δε ∗ b)(y)f(y)dy =
∫
k(x− y)b(y)f(y)dy. (6.22)
In Theorem 3.18 we have shown the boundedness of p(Dx)−1 : L2(Rn)→ L2(Rn).
Note that f ∈ S(Rn) and b ∈ C0b (Rn) implies bf ∈ L2(Rn). Using this bounded-
ness and (6.20) ﬁrst we obtain together with (6.18) and (6.22) for all f ∈ S(Rn)
the equality
T−1f(x) = p(Dx)−1 (b(x)f(x)) = p(Dx)−1
[
lim
ε→0
(δε ∗ b)(x)f(x)
]
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= lim
ε→0
p(Dx)
−1 [(δε ∗ b)(x)f(x)] = lim
ε→0
∫
k(x− y)(δε ∗ b)(y)f(y)dy
=
∫
k(x− y)b(y)f(y)dy for all x /∈ supp f. (6.23)
Here we are able to apply equality (6.18) because (δε ∗ b)f ∈ S(Rn). Now we ﬁx
x ∈ Rn such that k˜(x, .) is not constantly equal to zero. Such a choice is possible,
otherwise we would have p ≡ 0. A combination of (6.17) and (6.23) provides for
all f ∈ S(Rn) with x /∈ supp f :∫
k(x− y)b(y)f(y)dy = T−1f(x) =
∫
k˜(x, x− y)f(y)dy.
An application of the fundamental lemma of calculus of variations, cf. e.g [5],
Theorem A.7, yields
k(x− y)b(y) = k˜(x, x− y) for all y ∈ Rn\{x}
since k(x− y), k˜(x, x− y) and b(y) are continuous with respect to y ∈ Rn\{x}.
By means of variable transformation we obtain
k(z) = a(x− z)k˜(x, z) ∈ C∞(Rnz\{0}). (6.24)
Now we choose a z ∈ Rn\{0} with k˜(x, z) 6= 0. Due to k˜(x, .) ∈ C∞(Rn\{0}),
there is a δ > 0 such that k˜(x, z˜) 6= 0 for all z˜ ∈ Bδ(z) and 0 /∈ Bδ(z). Together
with k˜(x, .) ∈ C∞(Rn\{0}) and (6.24) we obtain a ∈ C∞(Bδ(x − z)). This is a
contradiction to the choice of a. Therefore T−1 /∈ C τ˜S01,0(Rn × Rn).
6.4 Spectral Invariance of Pseudodiﬀerential Op-
erators in the Symbol-Class W m˜,qulocS
0
1,0
The present section serves to improve Theorem 6.12 for non-smooth pseudo-
diﬀerential operators of the order zero with coeﬃcients in the uniformly local
Sobolev spaces.
Verifying the proof of Theorem 6.12 we see that we need similar results for
pseudodiﬀerential operators whose symbols are in W m˜,qulocS
m
1,0(Rn ×Rn) instead of
Lemma 6.11 and Remark 4.45. We will check these results in the same way as
those ones for pseudodiﬀerential operators with coeﬃcients in the Hölder spaces.
The proof of the following lemma is one step in this direction.
Lemma 6.15. Let 1 < q <∞, m ∈ R and m˜ ∈ N with m˜ > 1+n/q. Considering
a symbol p ∈ W m˜,qulocSm1,0(Rn × Rn), we get the boundedness of{
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ W m˜−1,quloc Sm1,0(Rn × Rn)
for all j ∈ {1, . . . , n}.
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Proof: Let ψ ∈ C∞c (Rn) be such that supp ψ ⊆ B2(0) and ψ(x) = 1 for all
x ∈ B1(0). Assuming an arbitrary α ∈ Nn0 we get for all ξ ∈ Rn due to Theorem
6.9 and p ∈ W m˜,qulocSm1,0(Rn × Rn):
‖∂αξ ∂hxjp(x, ξ)‖W m˜−1,quloc (Rnx) =
∑
|β|≤m˜−1
sup
y∈Rn
‖∂hxj∂βx∂αξ p(., ξ)‖Lq(B1(y))
≤
∑
|β|≤m˜−1
sup
y∈Rn
‖∂hxj∂βx∂αξ [p(x, ξ)ψ(x− y)]‖Lq(Rnx)
≤ C
∑
|β|≤m˜−1
sup
y∈Rn
‖∂xj∂βx∂αξ [p(x, ξ)ψ(x− y)]‖Lq(Rnx)
≤ C
∑
|β|≤m˜
sup
y∈Rn
‖∂βx∂αξ p(., ξ)‖Lq(B2(y))
≤ C‖∂αξ p(x, ξ)‖W m˜,quloc(Rnx) ≤ C〈ξ〉
m−|α|.
Here C is independent of ξ ∈ Rn and h ∈ R\{0}. This implies the boundedness
of {
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ W m˜−1,quloc Sm1,0(Rn × Rn).
Making use of the previous lemma, enables us to estimate the commuta-
tor of a diﬀerence quotient and a non-smooth pseudodiﬀerential operator whose
coeﬃcient is in W m˜,quloc(Rn).
Lemma 6.16. Let 1 < q˜, q < ∞, m ∈ R and m˜ ∈ N with m˜ > 1 + n/q.
Assuming a symbol p ∈ W m˜,qulocSm1,0(Rn × Rn) we get for every j ∈ {1, . . . , n} and
all h ∈ R\{0}:
[∂hxj , p(x,Dx)]u(x) =
(
∂−hxj p
)
(x,Dx)u(x+ hej) for all u ∈ S(Rn), x ∈ Rn.
Moreover, for all −m˜+ 1 +n/q < s ≤ m˜− 1−n(1/q− 1/q˜)+ there is a constant
C, independent of h ∈ R\{0}, such that
‖[∂hxj , p(x,Dx)]u‖Hsq˜ ≤ C‖u‖Hs+mq˜ for all u ∈ H
s+m
q˜ (R
n),
where j ∈ {1, . . . , n}.
Proof: The proof of the lemma is essentially the same as that one of Lemma
6.8. We just have to replace Lemma 6.7 with Lemma 6.15 and Theorem 4.51
with Theorem 4.56.
The last missing piece towards the improvement of the spectral invariance
result is to verify that whenever the inverse of a non-smooth pseudodiﬀerential
operator whose coeﬃcient is in W m˜,quloc(Rn) is an element of L (Hrq˜ , Hrq˜ ) for one r,
then this is even true in a neighbourhood of r.
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Lemma 6.17. Let 1 < q, q˜ < ∞ and m˜ ∈ N with m˜ > 1 + n/q. Consider-
ing a non-smooth symbol p ∈ W m˜,qulocSm1,0(Rn × Rn), where the inverse operator
p(x,Dx)
−1 ∈ L (Hrq˜ , Hrq˜ ) for one −m˜+n/q < r ≤ m˜−n(1/q− 1/q˜)+, we obtain
p(x,Dx)
−1 ∈ L (Hsq˜ , Hsq˜ ) for all s ∈ [r − l, r + k].
Here k and l are deﬁned by k := max{k˜ ∈ N0 : r + k˜ ≤ m˜− n(1/q − 1/q˜)+} and
l := max{l˜ ∈ N0 : −m˜+ n/q < r − l˜}.
Proof: Using Theorem 4.56 instead of Theorem 4.51 and Lemma 6.16 instead of
Lemma 6.8 the statement follows in the same way as that one of Lemma 6.11.
Comparing the previous result with that one of Lemma 6.11 the diﬀerence lies
in the choice of the neighbourhood of r. The previous lemma allows us to show
the improvement of the spectral invariance for non-smooth pseudodiﬀerential
operators with coeﬃcients in W m˜,quloc(Rn), now:
Theorem 6.18. Let 1 < q, q0 < ∞ and m˜ ∈ N0 with m˜ > max{1 + n/q, n/q0}.
Additionally let mˆ ∈ N0 with n/q0 < mˆ ≤ max{r ∈ N0 : r < m˜ − n/q}.
Moreover, let M ∈ N0 be such that n < 2l ≤ M < m˜ − mˆ − n/q for one
l ∈ N. We deﬁne M˜ := M − (n + 2) if n is even and M˜ := M − (n + 1) else.
Considering a symbol p ∈ W m˜,qulocS01,0(Rn × Rn), where p(x,Dx)−1 ∈ L (Hrq0 , Hrq0)
for one −m˜+ n/q < r ≤ m˜− n(1/q − 1/q0)+ we get
p(x,Dx)
−1 ∈ OPW mˆ,q0uloc S01,0(Rn × Rn; M˜ − 1).
In the case M˜ − 1 > n/q˜ for one 1 < q˜ ≤ 2, we even have
p(x,Dx)
−1 ∈ L (Lq˜, Lq˜) for all q˜ ∈ [q˜;∞) ∪ {q0}.
Proof: As mentioned before we get the statement in the same way as that one
of Theorem 6.12. We just have to replace Lemma 6.11 with Lemma 6.17 and
Remark 4.45 with Remark 4.28. Moreover, we have to use Theorem 4.56 instead
of Theorem 4.51.
The previous theorem in fact is an improvement for a non-smooth pseudo-
diﬀerential operator P of the symbol-class W m˜,qulocS
0
1,0(Rn ×Rn) because Theorem
6.18 holds for the less strict assumption −m˜ + n/q < r ≤ m˜ − n(1/q − 1/q0)+.
Since W m˜,qulocS
0
1,0(Rn × Rn) is a subset of CsS01,0(Rn × Rn) for all s ∈ (0, m˜− n/q]
with s /∈ N, cf. Remark 4.27, all assumptions of Theorem 6.12 hold if s is suﬃ-
ciently close to m˜−n/q and r suﬃciently small. An application of Theorem 6.12
yields
P−1 ∈ OPW mˆ,q0uloc S01,0(Rn × Rn; M˜ − 1), (6.25)
where mˆ ∈ N0 with the properties
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i) bsc ≥ mˆ > n/q0,
ii) n < 2l ≤M ≤ bsc − mˆ for one l ∈ N.
Due to Theorem 6.18, (6.25) holds for all mˆ with the properties
iii) n/q0 < mˆ ≤ max{r ∈ N0 : r < m˜− n/q} ,
iv) n < 2l ≤M < m˜− mˆ− n/q for one l ∈ N.
Assuming n/q ∈ N we have
bsc < s ≤ m˜− n/q = bm˜− n/qc = max{r ∈ N0 : r < m˜− n/q}.
Hence i) and ii) are stronger conditions for mˆ than iii) and iv). Therefore The-
orem 6.18 provides a more general result than Theorem 6.12 in this case.
It turns out that we even get a better result for the subsets Hm˜q S
0
1,0(Rn×Rn)
and W m˜,qulocS
0
cl(Rn × Rn) of W m˜,qulocS01,0(Rn × Rn). In the same manner as for non-
smooth pseudodiﬀerential operators of the symbol-class W m˜,qulocS
0
1,0(Rn × Rn) we
show the spectral invariance of non-smooth pseudodiﬀerential operators of the
symbol-classes Hm˜q S
0
1,0(Rn × Rn) or W m˜,qulocS0cl(Rn × Rn). Hence we have to show
that diﬀerence quotients of symbols in the symbol-classes Hm˜q S
m
1,0(Rn × Rn) or
W m˜,qulocS
m
cl (Rn×Rn) are again symbols of the same symbol-class, but of lower order.
This is done in the next two lemmas:
Lemma 6.19. Let 1 < q <∞, m ∈ R and m˜ ∈ R with m˜ > 1+n/q. Considering
p ∈ Hm˜q Sm1,0(Rn × Rn), we get the boundedness of{
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ Hm˜−1q Sm1,0(Rn × Rn)
for all j ∈ {1, . . . , n}.
Proof: Let α ∈ Nn0 be arbitrary. Since p ∈ Hm˜q Sm1,0(Rn × Rn) we know that
∂αξ p(x, ξ) ∈ Hm˜q (Rnx) for all ξ ∈ Rn. An application of Theorem 6.9 provides for
each ξ ∈ Rn:
‖∂αξ ∂hxjp(x, ξ)‖Hm˜−1q (Rnx) = ‖∂
h
xj
∂αξ p(x, ξ)‖Hm˜−1q (Rnx) ≤ C‖∂xj∂
α
ξ p(x, ξ)‖Hm˜−1q (Rnx)
≤ C‖∂αξ p(x, ξ)‖Hm˜q (Rnx) ≤ C〈ξ〉m−|α|,
where C is independent of ξ ∈ Rn and h ∈ R\{0}. Hence the claim holds.
Lemma 6.20. Let 1 < q <∞, m ∈ R and m˜ ∈ N with m˜ > 1+n/q. Considering
p ∈ W m˜,qulocSmcl (Rn × Rn), we get the boundedness of{
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ W m˜−1,quloc Smcl (Rn × Rn)
for all j ∈ {1, . . . , n}.
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Proof: We know from Lemma 6.15 the boundedness of the set{
∂hxjp(x, ξ) : h ∈ R\{0}
}
⊆ W m˜−1,quloc Sm1,0(Rn × Rn).
Therefore it remains to show for all h ∈ R\{0} that ∂hxjp(x, ξ) is even an element
ofW m˜,qulocS
m
cl (Rn×Rn). Hence let h ∈ R\{0} and j ∈ {1, . . . , n} be arbitrary. Since
p ∈ W m˜,qulocSmcl (Rn × Rn), there exists an expansion where pk are homogeneous of
degree m− k in ξ (for |ξ| ≥ 1) such that we have for all N ∈ N0
p(x, ξ)−
N∑
k=0
pk(x, ξ) ∈ W m˜,qulocSm−N−11,0 (Rnx × Rnξ ).
Let N ∈ N0 be arbitrary. In the same way as in the proof of Lemma 6.15 we get
the boundedness of:{
∂hxjp(x, ξ)−
N∑
k=0
∂hxjpk(x, ξ) : h ∈ R\{0}
}
=
{
∂hxj
[
p(x, ξ)−
N∑
k=0
pk(x, ξ)
]
: h ∈ R\{0}
}
⊆ W m˜−1,quloc Sm−N−11,0 (Rnx × Rnξ ).
Additionally ∂hxjpk(x, ξ) is homogeneous of degree m − k in ξ (for |ξ| ≥ 1) for
every k ∈ N0 because of
∂hxjpk(x, rξ) = h
−1 [pk(x+ hej, rξ)− pk(x, rξ)]
= h−1rm−k [pk(x+ hej, ξ)− pk(x, ξ)]
= rm−k∂hxjpk(x, ξ)
for all r ≥ 1, |ξ| ≥ 1 and x ∈ Rn.
With the previous two lemmas at hand, we are able to prove a similar state-
ment as that one of Lemma 6.8.
Lemma 6.21. Let 1 < q˜, q < ∞, m ∈ R and m˜ ∈ N with m˜ > 1 + n/q.
Additionally let p be either an element of the symbol-class Hm˜q S
m
1,0(Rn × Rn) or
of W m˜,qulocS
m
cl (Rn × Rn). Then we get for every j ∈ {1, . . . , n} and h ∈ R\{0}:
[∂hxj , p(x,Dx)]u(x) =
(
∂−hxj p
)
(x,Dx)u(x+ hej) for all u ∈ S(Rn), x ∈ Rn.
Moreover, for all s ∈ R with n(1/q˜+1/q−1)+−m˜+1 < s ≤ m˜−1−n(1/q−1/q˜)+
there is a constant C, independent of h ∈ R\{0}, such that
‖[∂hxj , p(x,Dx)]u‖Hsq˜ ≤ C‖u‖Hs+mq˜ for all u ∈ H
s+m
q˜ (R
n),
where j ∈ {1, . . . , n}.
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Proof: The proof of the lemma is essentially the same as that one of Lemma
6.8. At ﬁrst we take a look at the case p ∈ Hm˜q Sm1,0(Rn × Rn): We just have
to replace Lemma 6.7 with Lemma 6.19 and Theorem 4.51 with Theorem 4.54.
Finally, it remains to verify the case p ∈ W m˜,qulocSmcl (Rn ×Rn): Using Lemma 6.20
instead of Lemma 6.7 and Theorem 4.62 instead of Theorem 4.51 provides the
claim.
The previous lemma enables us to verify
Lemma 6.22. Let 1 < q, q˜ < ∞ and m˜ ∈ N with m˜ > 1 + n/q. We consider
either p ∈ Hm˜q S01,0(Rn×Rn) or p ∈ W m˜,qulocS0cl(Rn×Rn) with the following property:
The inverse operator p(x,Dx)−1 is an element of L (Hrq˜ , H
r
q˜ ) for one r ∈ R with
n(1/q˜ + 1/q − 1)+ − m˜ < r ≤ m˜− n(1/q − 1/q˜)+. Then we obtain
p(x,Dx)
−1 ∈ L (Hsq˜ , Hsq˜ ) for all s ∈ [r − l, r + k].
Here k and l are deﬁned by k := max{k˜ ∈ N0 : r + k˜ ≤ m˜− n(1/q − 1/q˜)+} and
l := max{l˜ ∈ N0 : n(1/q˜ + 1/q − 1)+ − m˜ < r − l˜}.
Proof: The statement follows in the same way as that one of Lemma 6.11. We
merely have to use Lemma 6.21 instead of Lemma 6.8. Moreover, we have to
apply Theorem 4.54 instead of Theorem 4.51 in the case p ∈ Hm˜q S01,0(Rn × Rn)
and Theorem 4.61 otherwise.
Now that we have checked Lemma 6.22, we are in the position to prove the
spectral invariance of non-smooth pseudodiﬀerential operators whose symbols
are in Hm˜q S
0
1,0(Rn × Rn) or in W m˜,qulocS0cl(Rn × Rn):
Theorem 6.23. Let 1 < q, q0 < ∞ and m˜ ∈ N0 with m˜ > max{1 + n/q, n/q0}.
Furthermore, let mˆ ∈ N0 with n/q0 < mˆ ≤ max{r ∈ N0 : r < m˜ − n/q}.
Additionally let M ∈ N0 be such that n < 2l ≤M < m˜− mˆ−n(1/q+ 1/q0− 1)+
for some l ∈ N. We deﬁne M˜ := M − (n+ 2) if n is even and M˜ := M − (n+ 1)
else. Considering a symbol p ∈ Hm˜q S01,0(Rn × Rn) or p ∈ W m˜,qulocS0cl(Rn × Rn),
where p(x,Dx)−1 ∈ L (Hrq0 , Hrq0) for one r ∈ R with
n(1/q0 + 1/q − 1)+ − m˜ < r ≤ m˜− n(1/q − 1/q0)+
we get
p(x,Dx)
−1 ∈ OPW mˆ,q0uloc S01,0(Rn × Rn; M˜ − 1).
In the case M˜ − 1 > n/q˜ for one 1 < q˜ ≤ 2, we even have
p(x,Dx)
−1 ∈ L (Lq˜, Lq˜) for all q˜ ∈ [q˜;∞) ∪ {q0}.
Proof: We get the statement in the same way as that one of Theorem 6.12.
We just have to replace Lemma 6.11 with Lemma 6.22 and Remark 4.45 with
Remark 4.31 in the case p ∈ Hm˜q Sm1,0(Rn × Rn) and with Remark 4.35 else.
Moreover, we have to use Theorem 4.54 instead of Theorem 4.51 in the case
p ∈ Hm˜q Sm1,0(Rn × Rn) and Theorem 4.61 otherwise.
Chapter 7
Summary and Conclusions
One of the main goals of this dissertation was to establish a characterization for
non-smooth pseudodiﬀerential operators with coeﬃcients in the Hölder spaces via
iterated commutators. The starting point of this thesis was the smooth case. In
this case such a characterization was shown by R.Beals in [16] and J.Ueberberg in
[74]: Every linear operator P : S(Rn)→ S ′(Rn) is a pseudodiﬀerential operator
of the Hörmander class Smρ,δ(Rn × Rn) with 0 ≤ δ ≤ ρ ≤ 1 and δ < 1, if
ad(−ix)α ad(Dx)βP : Hs+m−ρ|α|+δ|β|q (Rn)→ Hsq (Rn) (7.1)
is linear and bounded for all multi-indices α, β ∈ Nn0 , all s ∈ R and for one
q ∈ (1,∞). Having a close look at the proof of this statement provides that
(7.1) just has to hold for s = 0. Now one may wonder which conditions a
linear operator P : S(Rn) → S ′(Rn) has to fulﬁll in order to be a non-smooth
pseudodiﬀerential operator. We know that the Hörmander class Smρ,δ(Rn × Rn)
is equal to the intersection of all non-smooth symbol-classes Cm˜,sSmρ,δ(Rn × Rn)
with respect to m˜ and s with m˜ ∈ N0 and 0 < s ≤ 1 due to Remark 4.6.
Consequently, operators fulﬁlling similar but less strict assumptions than (7.1)
seemed to be a good choice for being non-smooth pseudodiﬀerential operators of
the symbol-class Cm˜,sSmρ,0(Rn×Rn;M), ρ ∈ {0, 1}. But which of these conditions
are redundant for being a non-smooth pseudodiﬀerential operator of the symbol-
class Cm˜,sSmρ,0(Rn × Rn;M), ρ ∈ {0, 1}? Pseudodiﬀerential operators of the
symbol-class Cm˜,sSm1,0(Rn × Rn;M), just fulﬁll the assumption (7.1) for suitable
small multi-indices α, β ∈ Nn0 , as we have seen in Remark 4.45 and Theorem
4.51. Hence, a natural choice for the characterization set Am,Mρ,0 (m˜, q) was to
take all linear operators P : S(Rn) → S ′(Rn) fulﬁlling (7.1) for not all, but
suﬃciently many multi-indices α, β ∈ Nn0 . Proving that each element of the
set Am,Mρ,0 (m˜, q), ρ ∈ {0, 1} is a non-smooth pseudodiﬀerential operator with
coeﬃcients in a Hölder space was the task of Chapter 5. Hereby M had to
be suﬃciently large. For the proof we used to main ideas of the smooth case.
The main new diﬃculties, we were confronted with, were the limited mapping
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properties of pseudodiﬀerential operators with non-smooth symbols. We even
were able to improve this result: In Section 5.6 we showed in detail that each
element of the set Am,Mρ,0 (m˜, q), ρ ∈ {0, 1} is even a non-smooth pseudodiﬀerential
operator with coeﬃcients in W m˜,quloc(Rn).
Such a characterization may be another piece in the puzzle of non-smooth
pseudodiﬀerential operators. For instance, we have seen in Section 4.3 that
the composition of two pseudodiﬀerential operators with coeﬃcients in a Hölder
space in general is not a pseudodiﬀerential operator. We just were able to show
an asymptotic expansion of this composition. Making use of the characterization
we were able to show for certain cases in Section 5.7 that the composition of two
non-smooth pseudodiﬀerential operators is a pseudodiﬀerential operator again.
In the theory of pseudodiﬀerential operators it is of particular interest, whether
the inverse of a pseudodiﬀerential operator is a pseudodiﬀerential operator again.
Such a result already exists in the smooth case, cf. [16] and [74]. Section 6.1 was
devoted to verify a similar result for a non-smooth pseudodiﬀerential operator P
of the symbol-class CτS00,0(Rn × Rn). Analogous to the smooth case in [74] we
proved that P−1 is also a non-smooth pseudodiﬀerential operator of the symbol-
class CsS00,0(Rn × Rn) where s < τ if P−1 is linear and bounded as a map on
L2(Rn). For the proof of this statement we used the main idea of the proof in
the smooth case: The application of the characterization of pseudodiﬀerential
operators. Thus, we just had to show the boundedness of certain iterated com-
mutators of p(x,Dx)−1. Since we already knew that the iterated commutators
of p(x,Dx) have these mapping properties, we wrote the iterated commutators
of p(x,Dx)−1 as a sum and compositions of p(x,Dx)−1 and the iterated commu-
tators of p(x,Dx). The main new diﬃculty, we were confronted with, was the
following: non-smooth pseudodiﬀerential operators are not linear and bounded
as operators from S(Rn) to S(Rn) like the smooth ones. In order to treat this
diﬃculty, we used the linearity and boundedness of p(x,Dx)−1 and of the iter-
ated commutators of P as maps from L2(Rn) to L2(Rn). This turned out to
be the solution of this problem, since that allows the above-mentioned sum and
compositions to be well-deﬁned.
Deriving some spectral invariance results in the non-smooth case was the sec-
ond main purpose of this dissertation: In Section 6.3 such a result was veriﬁed for
non-smooth pseudodiﬀerential operators of the symbol-class CτS01,0(Rn×Rn;M)
for suﬃciently large M . Similarly as in Section 6.1 we used the characterization
of non-smooth pseudodiﬀerential operators for proving the spectral invariance.
However, in this case ad(−ix)α ad(Dx)βP , |α| 6= 0 are pseudodiﬀerenial operators
of negative order. Hence, the order of the Bessel potential space increases by ap-
plying the operator ad(−ix)α ad(Dx)βP , |α| 6= 0. Therefore, P−1 ∈ L (Lq(Rn))
was not suﬃcient. We even needed P−1 ∈ L (H−sq (Rn)) for certain s ∈ N0. As
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we always tried to restrict the assumptions to a minimal, we used the tools of dif-
ference quotients in order to derive P−1 ∈ L (H−sq (Rn)) from P−1 ∈ L (Lq(Rn)).
We were able to improve the results obtained in Section 6.3 for pseudodiﬀeren-
tial operators with coeﬃcients inW m˜,quloc(Rn). It turned out that we even got, once
again, better results for some subsets of OPW m˜,qulocS
0
1,0(Rn×Rn). In Theorem 6.23
we have just veriﬁed the spectral invariance of pseudodiﬀerential operators of the
symbol-class Hm˜q S
0
1,0(Rn × Rn) in the case m˜ ∈ N0. But is the restriction of m˜
to natural numbers really necessary? Answering this question would be a very
interesting task.
Altogether, we have proved some statements in this dissertation, which may
help solving problems in the ﬁeld of partial diﬀerential equations. In applications
the Lp-spectrum for p > 2 is often of particular interest. Being equipped with
a Hilbert space structure it is mostly easier to calculate the L2-spectrum. How-
ever, in the ﬁeld of nonlinear partial diﬀerential equations there are still some
partial diﬀerential operators being non-smooth pseudodiﬀerential operators with
coeﬃcients in a Hölder space. In these cases we get the spectral invariance under
certain conditions by means of the results of Chapter 6.
In applications it is often much easier to verify whether an operator P is an
element of the setAm,Mρ,0 (m˜, q) than to prove directly that P is a pseudodiﬀerential
operator. Hence, the characterization of non-smooth pseudodiﬀerential operators
may serve as an important tool to simplify such proofs. A good candidate for
an application of this theory is the following problem: We consider the elliptic
partial diﬀerential operator
a(x,Dx) :=
∑
|α|≤m
cα(x)D
α
x
for m ∈ N0 and cα ∈ W m˜,quloc(Rn+1+ ) for all |α| ≤ m. Here Rn+1+ := Rn × (0,∞).
Furthermore, we assume that the partial diﬀerential equation{
a(x,Dx)v = 0 in Rn+1+ ,
v|xn=0 = u (7.2)
has a unique solution v ∈ W m˜q (Rn+1+ ) for all u ∈ {w|xn=0 : w ∈ W m˜q (Rn+1+ )}.
Then it is of interest, in which cases the Dirichlet-to-Neumann operator N is a
pseudodiﬀerential operator. Here N is deﬁned by
Nu := ∂xnv|xn=0 for all u ∈ {w|xn=0 : w ∈ W m˜q (Rn+1+ )},
where v is the solution of (7.2) with respect to u. Solving this problem is an
attractive task for a future project.
However, there still remain many other interesting unresolved problems regarding
non-smooth pseudodiﬀerential operators which will require further eﬀort to shed
light on.
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Appendix A
Basic Results of Measure Theory
This chapter serves to prove an easy consequence of the basic results in the
measure theory needed in this thesis. For an introduction to the measure theory
we refer to e.g. [28].
Proposition A.1. Let f : Rn → C and g : Rm → C be measurable. If we denote
the function F : Rn×Rm → C by F (x, y) := f(x)g(y) for all x ∈ Rn and y ∈ Rm,
then F is measurable, too.
Proof: First of all we verify the measurability of f˜ , g˜ : Rn×Rm → C, which are
deﬁned by
f˜(x, y) := f(x) and g˜(x, y) := g(y) for all x ∈ Rn and y ∈ Rm.
Because of Corollary 4.6 in Chapter 3 of [28], we can assume, that f˜ is real-
valued. Let α ∈ R be arbitrary. The measurability of f yields the measurability
of the set A := {x ∈ Rn : f(x) > α}. Since A and Rm are measurable, we know,
that A × Rm = {(x, y) ∈ Rn × Rm : f˜(x, y) = f(x) > α} is measurable with
respect to the product measure of Rn × Rm. This provides the measurability of
the function f˜ . In the same way one gets the measurability of g˜. On account of
Corollary 4.8, Chapter 3 of [28] we obtain the measurability of F = f˜ · g˜.
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Appendix B
Banach Space Valued Function
Spaces
In the present chapter we deﬁne the Banach space valued Sobolev and Hölder
spaces and present those properties of these spaces, we need in this work. For
more details we refer to e.g. [11], [12] and [63].
B.1 Banach Space Valued Sobolev Spaces
The purpose of this section is to deﬁne Banach space valued Sobolev spaces.
Hence, we consider some general assumptions for this chapter: M is always a
subset of Rn and X is an arbitrary Banach space. The ﬁrst step to reach the aim
of the present section is the deﬁnition of the Banach space valued Lq-spaces for
1 ≤ q < ∞. Since we will make use of the Bochner integral, we start with the
deﬁnition of simple and strongly measurable functions. This section is based on
[77].
Deﬁnition B.1.
 A function f : M → X is called simple function, if f(M) is a ﬁnite set
and for all y ∈ f(M) the set f−1(y) is measurable with a ﬁnite measure.
 A function f : M → X is called strongly measurable, if there is a sequence
(fk)k∈N of simple functions such that
fk(x)
k→∞−−−→ f(x) in X for almost every x ∈M.
Now we use the previous deﬁnition in order to deﬁne the Bochner-integral,
cf. e.g. [77], Section V.5:
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Deﬁnition B.2.
 Assuming a simple function f : M → X the Bochner-integral is deﬁned by∫
M
f(x)dx :=
∑
y∈f(M)
yµ(f−1(y)) ∈ X,
where µ is the Lebesgue measure.
 A function f : M → X is called Bochner-integrable, if there is a sequence
(fk)k∈N of simple functions such that
i) fk(x)
k→∞−−−→ f(x) in X for almost every x ∈M.
ii)
∫
M
‖fk(x)− f(x)‖Xdx k→∞−−−→ 0.
Then the Bochner-integal of f is deﬁned by∫
M
f(x)dx := lim
k→∞
∫
M
fk(x)dx.
The norm of the Bochner-integral can be estimated in the following way:
Lemma B.3. A function f : M → X is Bochner-integrable if and only if f is
strongly measurable and
∫
M
‖f(x)‖Xdx <∞. In this case we have∥∥∥∥∫
M
f(x)dx
∥∥∥∥
X
≤
∫
M
‖f(x)‖Xdx.
We refer to [77], Theorem V.5.1 and Corollary V.5.1 for the proof. With this
lemma at hand, we are able to deﬁne for all 1 ≤ q <∞ the spaces:
Lq(M ;X) := {f : M → X strongly measurable : ‖f‖Lq(M ;X) <∞},
Lqloc(M ;X) := {f : M → X strongly measurable :
f |K ∈ Lq(K;X) for all K ⊆M compact},
where ‖f‖Lq(M ;X) :=
(∫
M
‖f(x)‖qXdx
)1/q
.
Next we list some important facts about the Bochner-integral, cf. e.g. [4],
Theorem 1.9:
Lemma B.4.
i) Let 1 < p, q < ∞ with 1/p + 1/q = 1. Considering f ∈ Lp(M ;X) and
g ∈ Lq(M ;X ′) we obtain∣∣∣∣∫
M
〈f(x), g(x)〉X;X′dx
∣∣∣∣ ≤ ‖f‖Lp(M ;X)‖g‖Lq(M ;X′).
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ii) For all f ∈ L1(M ;X) and A ∈ L (X, Y ), where Y is a Banach space, we
have Af ∈ L1(M ;Y ) and
A
∫
M
f(x)dx =
∫
M
Af(x)dx.
iii) Assuming fk(x)
k→∞−−−→ f(x) in X for nearly all x ∈M and fk ∈ L1(M ;X)
for all k ∈ N, we get f ∈ L1(M ;X) and∫
M
f(x)dx = lim
k→∞
∫
M
fk(x)dx in X.
Proof: In the same way as in [79], Chapter 23 an application of the Hölder
inequality and of the estimate |〈f(x), g(x)〉X;X′| ≤ ‖f(x)‖X‖g(x)‖X′ yields claim
i). For the proof of claim ii) we refer to [77], Corollary V.5.2. Claim iii) has
been shown in [5], Theorem A.15.
Additionally we have the following convergence of functions in Lp(Rn;X):
Lemma B.5. Let f ∈ Lp(Rn;X) with 1 ≤ p < ∞. Moreover, let (ϕk)k∈N be a
sequence fulﬁlling the following properties:
i) (ϕk)k∈N is a bounded sequence in L1(Rn).
ii)
∫
ϕk(x)dx = 1 for all k ∈ N.
iii) For each r > 0 we have
∫
Rn\Br(0)
ϕk(x)dx
k→∞−−−→ 0.
Then we obtain the following convergence:
ϕk ∗ f k→∞−−−→ f in Lp(Rn;X).
Proof: If the additional assumption ϕk ≥ 0 holds for all k ∈ N, this statement
was shown e.g. in [8], Lemma 2.14. Verifying the proof of the just mentioned
lemma, we see that the statement is also true if we skip the assumption ϕk ≥ 0
for all k ∈ N. This implies the claim.
We mention one example for a bounded sequence (ϕk)k∈N which fulﬁlls the
assumptions of the previous lemma:
Example B.6. Let ϕ ∈ C∞c (Rn) with ϕ(x) = 1 for all |x| ≤ 12 and ϕ(x) = 0 for
all |x| ≥ 1. We deﬁne for each ε ∈ (0, 1] the functions ψε : Rn → C by
ψε(x) := ε
−nF−1[ϕ](x/ε) for all x ∈ Rn.
Then (ψε)ε∈(0,1] ⊆ L1(Rn) is bounded and the assumptions ii) and iii) of Lemma
B.5 hold.
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Proof: On account of Lemma 2.18 we know that F−1[ϕ] ∈ S(Rn) ⊆ L1(Rn).
Together with variable transformation we get the existence of a constant C > 0,
independent of ε ∈ (0, 1], such that
‖ψε‖L1(Rn) =
∫
|F−1[ϕ](x/ε)|ε−ndx =
∫
|F−1[ϕ](y)|dy < C
for all ε ∈ (0, 1]. Assumption ii) of Lemma B.5 can be checked in the same way
as the previous estimate. Hence it remains to show assumption i) of Lemma B.5
by means of variable transformation:∫
ψε(x)dx =
∫
F−1[ϕ](x/ε)ε−ndx =
∫
F−1[ϕ](y)dy =
∫
e−i0·yF−1[ϕ](y)dy
= F
[
F−1[ϕ]
]
(0) = ϕ(0) = 1 for all ε ∈ (0, 1].
The last missing piece towards the deﬁnition of the Banach space valued
Sobolev spaces is the introduction of Banach space valued regular distributions
and of the distributional derivatives:
Deﬁnition B.7. Let Ω ⊆ Rn be an open set. Denoting D(Ω) := C∞c (Ω), the
set of all X-valued distributions is deﬁned by
D ′(Ω;X) := {F : D(Ω)→ X : F is linear and continuous}.
F ∈ D ′(Ω;X) is called regular distribution if there is an f ∈ L1loc(Ω;X) with
〈F, ϕ〉D ′(Ω;X);D(Ω) =
∫
Ω
f(x)ϕ(x)dx for all ϕ ∈ D(Ω).
Then Ff := F . Moreover, we deﬁne for α ∈ Nn0 the α-th distributional derivative
of F ∈ D ′(Ω;X), if
〈∂αxF, ϕ〉D ′(Ω;X);D(Ω) = (−1)|α|〈F, ∂αxϕ〉D ′(Ω;X);D(Ω) for all ϕ ∈ D(Ω).
For an X-valued distribution F ∈ D ′(Ω;X) we say F ∈ Lq(Ω;X), if there is
an f ∈ Lq(Ω;X) with F = Ff . Here Ω ⊆ Rn is an open set and 1 ≤ q < ∞.
With all the work done in this section we now are in the position to deﬁne the
Banach space valued Sobolev spaces, cf. e.g. [12], Chapter 2:
Deﬁnition B.8. Let Ω ⊆ Rn be an open set and X be an arbitrary Banach
space. Considering m ∈ N0 and 1 ≤ q <∞ we deﬁne the X-valued Sobolev space
by
Wmq (Ω;X) := {f ∈ Lq(Ω;X) : ∂αx f ∈ Lq(Ω;X) for all α ∈ Nn0 with |α| ≤ m}.
Wmq (Ω;X) is a Banach space equipped with the norm
‖f‖Wmq (Ω;X) :=
∑
|α|≤m
‖∂αx f‖qLq(Ω;X)
1/q for all f ∈ Wmq (Ω;X).
Having deﬁned the Banach space valued Sobolev spaces, we now turn to the
Banach space valued Hölder spaces.
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B.2 Banach Space Valued Hölder Spaces
This section serves to introduce Banach space valued Hölder spaces and investi-
gate the relationship to the Banach space valued Sobolev spaces. We assume the
general assumptions Ω ⊆ Rn being an open set and X being a Banach space for
the whole section. Then we deﬁne the Banach space valued space of all bounded
m-times continuously diﬀerentiable functions in the following way:
Deﬁnition B.9. For m ∈ N0 the X-valued space of all bounded m-times con-
tinuously diﬀerentiable functions Cmb (Ω;X) is deﬁned by
Cm(Ω;X) := {f : Ω→ X : f is m-times continuously diﬀerentiable and for all
α ∈ Nn0 , |α| ≤ m, there is a continuous extension of ∂αx f on Ω
}
,
Cmb (Ω;X) :=
{
f ∈ Cm(Ω;X) : ‖f‖Cmb (Ω;X) := max|α|≤m supx∈Ω
‖∂αx f(x)‖X <∞
}
.
Assuming a multi-index α ∈ Nn0 with |α| ≤ m, the α-th distributional
derivative of f ∈ Cmb (Ω;X) turns out to be the well-known partial derivative
∂αx f := ∂
α1
x1
. . . ∂αnxn f , where
∂xjf := lim
h→0
f(x+ hej)− f(x)
h
∈ X
for all j ∈ {1, . . . , n}.
In the same way as in Section 2.4 we deﬁne the X-valued Hölder spaces, now:
Deﬁnition B.10. Let 0 < s ≤ 1 and m ∈ N0. Then the X-valued Hölder space
Cm,s(Ω;X) is deﬁned by
C0,s(Ω;X) :=
f ∈ C0b (Ω;X) : supx,y∈Ω
x 6=y
‖f(x)− f(y)‖X
|x− y|s <∞
 ,
Cm,s(Ω;X) :=
{
f ∈ Cmb (Ω;X) : ∂αx f ∈ C0,s(Ω;X) for all α ∈ Nn0 , |α| ≤ m
}
.
We deﬁne the norm of the X-valued Hölder spaces via
‖f‖Cm,s(Ω;X) := max|α|≤m ‖∂
α
x f‖Cmb (Ω;X) + max|α|≤m supx,y∈Ω
x 6=y
‖∂αx f(x)− ∂αx f(y)‖X
|x− y|s
for all f ∈ Cm,s(Ω;X). If τ := m+ s /∈ N, we denote Cm,s(Ω;X) by Cτ (Ω;X).
As in the case X = C, the next continuous embedding statement holds:
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Theorem B.11. Let m ∈ N0, 1 < q < ∞ and τ /∈ N with 0 < τ ≤ m − n/q.
Additionally, let Ω ⊆ Rn be an open, bounded set with smooth boundary. Then
we obtain the continuous embedding
Wmq (Ω;X) ↪→ Cτ (Ω;X).
Proof: Corollary 4.3 in [12] and the embeddings (3.1)-(3.3) and (3.6) in [12]
provide the continuous embedding Wmq (Ω;X) ↪→ Cτ (Ω;X).
Appendix C
Proof of an Interpolation Result
The goal of this section is to prove the second statement of Lemma 2.41 ii).
There we mentioned the following interpolation result for Hölder spaces:
Lemma C.1. Let k,m ∈ N with k ≤ m and 0 < τ < 1. Setting θ := k
m+τ
we
have
‖f‖Ckb (Rn) ≤ C‖f‖
1−θ
C0b (Rn)
‖f‖θCm,τ (Rn) for all f ∈ Cm,τ (Rn).
Proof: For θ ∈ (0, 1) the sets Jθ(C0b (Rn), Cm+1b (Rn)) andKθ(C0b (Rn), Cm+1b (Rn))
are assumed as the usual classes of intermediate spaces of the interpolation the-
ory, cf. e.g. [51], Deﬁnition 1.19. The deﬁnitions of these spaces immediately
provide
C0b (Rn) ∈ J0(C0b (Rn), Cm+1b (Rn)) ∩K0(C0b (Rn), Cm+1b (Rn)). (C.1)
Additionally we deﬁne for all θ ∈ (0, 1) and p ∈ [1,∞] the interpolation spaces
(C0b (Rn), C
m+1
b (Rn))θ,p as e.g. in [51], Deﬁnition 1.2. Then we know due to [51],
Proposition 1.3 and [50], Theorem 1.2.17 that
(C0b (Rn), Cm+1b (R
n))m+τ
m+1
,1 ⊆ (C0b (Rn), Cm+1b (Rn))m+τm+1 ,∞ = C
m,τ (Rn).
As a consequence of the previous embedding we obtain
Cm,τ (Rn) ∈ Jm+τ
m+1
(C0b (Rn), Cm+1b (R
n)) ∩Km+τ
m+1
(C0b (Rn), Cm+1b (R
n)), (C.2)
cf. e.g. [51], p.31. Now we set θ := k
m+τ
. On account of (C.1) and (C.2) an
application of the reiteration theorem, cf. e.g. [50], Theorem 1.2.15, yields
(C0b (Rn), Cm,τ (Rn))θ,1 ⊆ (C0b (Rn), Cm+1b (Rn)) k
m+1
,1. (C.3)
We arise from [51], Remark 1.22 that Ckb (Rn) ∈ J k
m+1
(C0b (Rn), C
m+1
b (Rn)). Hence
the assumptions of [51], Proposition 1.20 hold. Applying (C.3) and [51], Propo-
sition 1.20 we get
(C0b (Rn), Cm,τ (Rn))θ,1 ⊆ (C0b (Rn), Cm+1b (Rn)) k
m+1
,1 ⊆ Ckb (Rn). (C.4)
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Finally, it remains to use the previous embedding and [71], Theorem 1.3.3 in
order to show the claim:
‖f‖Ckb (Rn) ≤ C‖f‖(C0b (Rn),Cm,τ (Rn))θ,1 ≤ C‖f‖
1−θ
C0b (Rn)
‖f‖θCm,τ (Rn)
for all f ∈ Cm,τ (Rn).
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