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Abstract
Linear complementary-dual (LCD for short) codes are linear codes that intersect with their duals
trivially. LCD codes have been used in certain communication systems. It is recently found that
LCD codes can be applied in cryptography. This application of LCD codes renewed the interest in
the construction of LCD codes having a large minimum distance. MDS codes are optimal in the sense
that the minimum distance cannot be improved for given length and code size. Constructing LCD
MDS codes is thus of significance in theory and practice. Recently, Jin ([8], IEEE Trans. Inf. Theory,
2016) constructed several classes of LCD MDS codes through generalized Reed-Solomon codes. In
this paper, a different approach is proposed to obtain new LCD MDS codes from generalized Reed-
Solomon codes. Consequently, new code constructions are provided and certain previously known
results in [8] are extended.
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1 Introduction
A linear complementary-dual (LCD for short) code is a linear code C that intersects with its dual C⊥
trivially, i.e., C
⋂
C⊥ = {0}. This class of codes was introduced by Massey [15], where he showed that
asymptotically good LCD codes exist. In a follow-up paper [18], Yang and Massey gave a necessary and
sufficient condition for a cyclic code to be an LCD code. Necessary and sufficient conditions for certain
classes of quasi-cyclic codes to be LCD codes were obtained in [5]. Dinh [3] proved that any λ-constayclic
codes with λ /∈ {1,−1} are LCD codes. Gu¨neri et al. [6] studied LCD quasi-cyclic codes, including the
algebraic characterizations, the asymptotic properties and the code constructions. Dougherty et al. [4]
presented a linear programming bound on the largest size of an LCD code of given length and minimum
distance. The parameters of several classes of LCD BCH codes were explicitly determined in [10, 11, 12].
Hou and Oggier [7] established a corresponding relationship between lattices and LCD codes.
LCD codes have been used in certain communication systems. Recently, Carlet and Guilley [2] found
that LCD codes can be applied in cryptography. This application of LCD codes renewed the interest in
the construction of LCD codes having a large minimum distance. Maximum distance separable (MDS)
codes are optimal in the sense that no code of length n with M codewords has a larger minimum distance
than an MDS code with length n and size M . Constructing LCD MDS codes is thus of significance in
theory and practice. The class of generalized Reed-Solomon (GRS) codes is probably the best known
family of MDS codes. Therefore, it is natural to construct LCD MDS codes through GRS codes. Recently,
Jin [8] constructed several classes of LCD MDS codes by using two classes of disjoint GRS codes. The
existence question about LCD MDS codes over a finite field of even characteristic has been completely
addressed in [8, Theorem IV.2]. Some other constructions of LCD MDS codes are known, e.g., see [16],
[17] and [19].
The purpose of this paper is to find new LCD MDS codes from GRS codes or extended GRS codes. By
virtue of [8, Theorem IV.2], we only consider the construction of LCD MDS codes over a finite field with
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odd characteristic. A different approach from [8] is proposed to obtain new LCD MDS codes; specifically,
some results of [8] are extended. Note that the dual of an LCD code is an LCD code again. As a
consequence, we always restrict ourself to k-dimensional codes of length n with 1 < k ≤ ⌊n/2⌋, where ⌊a⌋
denotes the integer part of a real number a. The main results of this paper are summarized as follows.
Theorem 1.1. Let q > 3 be an odd prime power. Let n > 1 and k be positive integers with 1 < k ≤ ⌊n/2⌋.
Then there exists a q-ary [n, k] LCD MDS code whenever one of the following conditions holds.
(1) (see Theorem 3.3) n = q + 1.
(2) (see Theorem 3.4) n > 1 is a divisor of q − 1.
(3) (see Theorem 3.5) q = pe and n = pℓ, where p is prime and 1 ≤ ℓ ≤ e.
(4) (see Theorem 3.6) n < q and n+ k ≥ q + 1.
(5) (see Theorem 3.7) n < q and 2n− k < q ≤ 2n.
At this point we make several remarks. The first part of Theorem 1.1 improves [8, Theorem IV.4] by
removing the even k constraint, and the existence question about LCD MDS codes of length n = q+1 is
completely addressed. The second and the third parts, respectively, say that k-dimensional LCD MDS
codes of length q− 1 and q over Fq exist. The last two parts of Theorem 1.1 imply that [n, k] LCD MDS
codes exist if n and k are close to q. The conclusions of our results are different from those in [8, Theorem
IV.3] and [8, Theorem IV.6], where it requires that the value of q is much bigger than the value of n.
The remainder of this paper is organized as follows. Basic notations and results about GRS codes and
extended GRS codes are provided in Section 2. The main results included in Theorem 1.1 are presented
in Section 3.
2 Preliminaries
In this section, we review some basic notations and results about generalized Reed-Solomon codes and
extended generalized Reed-Solomon codes. For the details, the reader is referred to [13] or [14]. Let Fq
be the finite field of order q, let n be a positive integer with 1 < n ≤ q, and let a = (α1, α2, · · · , αn),
where αi (1 ≤ i ≤ n) are distinct elements of Fq. Fix n nonzero elements v1, v2, · · · , vn of Fq (vi are not
necessarily distinct). For 1 ≤ k ≤ n, the k-dimensional generalized Reed-Solomon code (GRS code for
short) of length n associated with a = (α1, α2, · · · , αn) and v = (v1, v2, · · · , vn) is defined to be
GRSk
(
a,v
)
=
{(
v1f(α1), v2f(α2), · · · , vnf(αn)
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
. (2.1)
Clearly, GRSk(a,v) has a generator matrix
G =


v1 v2 · · · vn
v1α1 v2α2 · · · vnαn
v1α
2
1 v2α
2
2 · · · vnα
2
n
...
...
. . .
...
v1α
k−1
1 v2α
k−1
2 · · · vnα
k−1
n


. (2.2)
It is well known that the code GRSk(a,v) is a q-ary [n, k, n− k + 1]-MDS code and the dual of a GRS
code is again a GRS code; indeed,
GRSk(a,v)
⊥ = GRSn−k(a,v
′)
for some v′ = (v′1, v
′
2, · · · , v
′
n) with v
′
i 6= 0 for all 1 ≤ i ≤ n (e.g., see [13] or [14]). The vector v
′ can be
chosen as any vector that generates the dual of GRSn−1(a,v).
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Let 1 denote the all-one row vector with appropriate length. The dual of GRSk(a,1) is GRSn−k(a,u),
where u = (u1, u2, · · · , un) with ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n (e.g., see [9, Lemma 2.3]).
More precisely, one has
GRSk(a,1)
⊥ = GRSn−k(a,u) =
{(
u1g(α1), · · · , ung(αn)
) ∣∣∣ g(X) ∈ Fq[X ], deg g(X) ≤ n−k−1
}
. (2.3)
GRS codes are probably the best known family of MDS codes. Obviously, GRS codes exist for any
length n ≤ q and any dimension k ≤ n. GRS codes of length n can be extended to codes of length n+ 1
while preserving the MDS property by appending to G an extra column of the form (0, 0, · · · , 0, β)T with
β being a nonzero element of Fq. In this paper, we consider extended GRS codes of length q + 1. Label
the elements of Fq = {α1, α2, · · · , αq}. Given a vector v = (v1, v2, · · · , vq) with vj 6= 0 for all 1 ≤ j ≤ q,
the k-dimensional extended GRS code of length q+1 associated with a = (a1, a2, · · · , aq) and v is defined
as
GRSk
(
a,v,∞
)
=
{(
v1f(α1), · · · , vqf(αq), fk−1
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
, (2.4)
where fk−1 is the coefficient of X
k−1 of the polynomial f(X). It is true that GRSk(a,v,∞) is a q-ary
MDS code with parameters [q + 1, k, q − k + 2] (e.g., see [13] or [14]). The code GRSk(a,v,∞) has a
generator matrix
G∞ =


v1 v2 · · · vq 0
v1α1 v2α2 · · · vqαq 0
v1α
2
1 v2α
2
2 · · · vqα
2
q 0
...
...
. . .
...
...
v1α
k−1
1 v2α
k−1
2 · · · vqα
k−1
q 1


.
The dual of GRSk
(
a,1,∞
)
can be determined explicitly; in fact, it is not hard to verify that the dual of
GRSk
(
a,1,∞
)
is
GRSk
(
a,1,∞
)⊥
=
{(
g(α1), g(α2), · · · , g(αq), gq−k
) ∣∣∣ g(X) ∈ Fq[X ], deg g(X) ≤ q − k
}
,
where gq−k is the coefficient of X
q−k of the polynomial g(X) (e.g., see [1, Lemma 7.7] or [9, Lemma 2.3]).
3 Constructions of LCD MDS codes
The purpose of this section is to find LCD codes among the family of GRS codes or among the family of
extended GRS codes. Consequently the resulting codes are simultaneously LCD and MDS. As mentioned
in the first section, the existence question about LCD MDS codes over a finite field of even characteristic
has been completely addressed in [8]. We therefore only consider GRS codes over a finite field with odd
characteristic.
Note that the dual of an LCD code is an LCD code again. As a consequence, we always restrict
ourself to k-dimensional codes of length n with 1 < k ≤ ⌊n/2⌋, where ⌊a⌋ denotes the integer part of a
real number a.
We begin with the following lemma which is useful for the construction of LCD GRS codes.
Lemma 3.1. Suppose GRSk(a,v) is the GRS code associated with a and v, as in (2.1). A typical
codeword c =
(
v1f(α1), v2f(α2), · · · , vnf(αn)
)
of GRSk(a,v) is contained in GRSk(a,v)
⊥ if and only if
a polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ n− k − 1 can be found such that
(
v21f(α1), v
2
2f(α2), · · · , v
2
nf(αn)
)
=
(
u1g(α1), u2g(α2), · · · , ung(αn)
)
, (3.1)
where ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n.
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Proof. Note that GRSk(a,v) has a generator matrix G given by (2.2). Clearly, we have G = G1∆, where
G1 =


1 1 · · · 1
α1 α2 · · · αn
α21 α
2
2 · · · α
2
n
...
...
. . .
...
αk−11 α
k−1
2 · · · α
k−1
n


and ∆ is the diagonal matrix
∆ =


v1
v2
. . .
vn

 .
It follows that c =
(
v1f(α1), v2f(α2), · · · , vnf(αn)
)
is contained in GRSk(a,v)
⊥ if and only if
GcT =
(
G1∆
)
cT = G1
(
∆cT
)
= G1
(
v21f(α1), v
2
2f(α2), · · · , v
2
nf(αn)
)T
= 0,
where cT denotes the transpose of c. Recall that the dual of GRSk(a,1) is GRSn−k(a,u), where
u = (u1, u2, · · · , un) with ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n. Now the desired result follows
immediately from (2.3).
The arguments used in Lemma 3.1 can be modified to obtain an analogous result for extended GRS
codes.
Lemma 3.2. Suppose GRSk(a,v,∞) is the extended GRS code associated with a = (α1, α2, · · · , αq) and
v = (v1, v2, · · · , vq), as in (2.4). A typical codeword c =
(
v1f(α1), · · · , vqf(αq), fk−1
)
of GRSk(a,v,∞)
is contained in GRSk(a,v,∞)
⊥ if and only if a polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ q − k can be
found such that (
v21f(α1), · · · , v
2
qf(αq), fk−1
)
=
(
g(α1), · · · , g(αq), gq−k
)
,
where gq−k is the coefficient of X
q−k of the polynomial g(X).
We first construct LCD MDS codes of length q+1 by using Lemma 3.2. [8, Theorem IV.4] guarantees
that there exists a k-dimensional LCD MDS code of length q + 1 when k is even. The next result
improves [8, Theorem IV.4] by removing the even k constraint. Recall that we always restrict ourself to
k-dimensional codes of length n with 1 < k ≤ ⌊n/2⌋.
Theorem 3.3. Let q > 3 be an odd prime power. Then there exists a k-dimensional LCD extended GRS
code of length q + 1 over Fq.
Proof. Label the elements of Fq = {α1, α2, · · · , αq}. Let a = (α1, α2, · · · , αq) and let γ be a primitive
(q − 1)th root of unity in Fq, i.e., q − 1 is the smallest positive integer such that γ
q−1 = 1. Since q > 3,
we have γ2 6= 1.
We now consider two cases separately.
Case 1: 2 ≤ k < (q + 1)/2. Let
v =
(
v1, v2, · · · , vq−k+1, vq−k+2, · · · , vq
)
,
where vi = 1 for 1 ≤ i ≤ q − k + 1 and vi = γ for q − k + 2 ≤ i ≤ q. Consider the extended GRS code
GRSk(a,v,∞) of length q + 1 over Fq associated with a and v, i.e.,
GRSk
(
a,v,∞
)
=
{(
f(α1), f(α2), · · · , f(αq−k+1),
γf(αq−k+2), · · · , γf(αq), fk−1
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
,
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where fk−1 is the coefficient of X
k−1 of the polynomial f(X). We now aim to show that GRSk(a,v,∞)
is an LCD code, namely GRSk(a,v,∞)
⋂
GRSk(a,v,∞)
⊥ = {0}. For this purpose, let
c =
(
f(α1), f(α2), · · · , f(αq−k+1), γf(αq−k+2), · · · , γf(αq), fk−1
)
be an arbitrary element of GRSk(a,v,∞)
⋂
GRSk(a,v,∞)
⊥, where f(X) ∈ Fq[X ] with deg f(X) ≤ k−1.
Applying Lemma 3.2, we see that a polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ q − k can be found such
that
(
f(α1), · · · , f(αq−k+1), γ
2f(αq−k+2), · · · , γ
2f(αq), fk−1
)
=
(
g(α1), · · · , g(αq−k+1), g(αq−k+2), · · · , g(αq), gq−k
)
,
(3.2)
where gq−k is the coefficient of X
q−k of the polynomial g(X). Our task is to show c = 0, or equivalently
f(X) = 0. By deg f(X) ≤ k − 1 ≤ q − k and deg g(X) ≤ q − k, (3.2) suggests f(X) = g(X), since
f(αi) = g(αi) for 1 ≤ i ≤ q− k+1. However, the last coordinate of Equation (3.2) requires fk−1 = gq−k.
This leads to fk−1 = 0; otherwise we would have k = (q+1)/2, a contradiction. Thus, deg f(X) ≤ k− 2.
At the moment, Equation (3.2) also gives
γ2f(αj) = g(αj) = f(αj) for q − k + 2 ≤ j ≤ q,
where the last equality holds because f(X) = g(X). It follows from γ2 6= 1 that f(αj) = 0 for q−k+2 ≤
j ≤ q. This forces f(X) = 0, because f(X) ∈ Fq[X ] is a polynomial with deg f(X) ≤ k− 2 and has k− 1
distinct roots αq−k+2, · · · , αq. We thus conclude c = 0, as desired.
Case 2: k = (q + 1)/2. In this case, let
v′ =
(
v1, v2, · · · , vk−1, vk, · · · , vq
)
,
where vi = 1 for 1 ≤ i ≤ k−1 and vi = γ for k ≤ i ≤ q. Consider the extended GRS code GRSk(a,v
′,∞)
of length q + 1 over Fq associated with a and v
′, i.e.,
GRSk
(
a,v′,∞
)
=
{(
f(α1), f(α2), · · · , f(αk−1),
γf(αk), · · · , γf(αq), fk−1
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
,
where fk−1 is the coefficient of X
k−1 of the polynomial f(X). Let
(
f(α1), f(α2), · · · , f(αk−1), γf(αk), · · · , γf(αq), fk−1
)
be an arbitrary element of GRSk
(
a,v′,∞
)
with deg f(X) ≤ k − 1 = (q − 1)/2. Therefore, we have a
polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ q − k = (q − 1)/2 such that
(
f(α1), · · · , f(αk−1), γ
2f(αk), · · · , γ
2f(αq), fk−1
)
=
(
g(α1), · · · , g(αk−1), g(αk), · · · , g(αq), gq−k
)
, (3.3)
where gq−k is the coefficient of X
q−k of the polynomial g(X). By Equation (3.3), one has fk−1 = gq−k
which implies that deg
(
f(X)− g(X)
)
≤ k − 2. Similar arguments as in Case 1 give f(X) = 0. We are
done.
Next we turn to construct LCD MDS codes from GRS codes of length 1 < n ≤ q. We obtain the
following theorems.
Theorem 3.4. Let q > 3 be an odd prime power. If n > 1 is a divisor of q − 1, then there exists a
k-dimensional LCD GRS code of length n over Fq.
Proof. Since n > 1 is a divisor of q − 1, there exists a primitive nth root of unity ω in Fq. Take
a = (ω0, ω1, · · · , ωn−1) and let v = (v1, · · · , vn−k+1, vn−k+2, · · · , vn), where vi = 1 for 1 ≤ i ≤ n− k + 1
and vi /∈ {−1, 0, 1} for n− k + 2 ≤ i ≤ n. Consider the GRS code C of length n over Fq associated with
a and v as follows
C =
{(
f(ω0), · · · , f(ωn−k), vn−k+2f(ω
n−k+1), · · · , vnf(ω
n−1)
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
.
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We claim that C
⋂
C⊥ = {0}. To see this, let
(
f(ω0), · · · , f(ωn−k), vn−k+2f(ω
n−k+1), · · · , vnf(ω
n−1)
)
be an arbitrary element of C
⋂
C⊥. Consequently,
G2
(
f(ω0), · · · , f(ωn−k), v2n−k+2f(ω
n−k+1), · · · , v2nf(ω
n−1)
)T
= 0,
where G2 is the k × n matrix
G2 =


1 1 · · · 1
1 ω · · · ωn−1
...
...
. . .
...
1 ωk−1 · · · ω(k−1)(n−1)

 .
At this point, it is easy to see that


1 1 · · · 1
1 ω · · · ωn−1
...
...
. . .
...
1 ωn−2 · · · ω(n−2)(n−1)




1
ω
...
ωn−1

 = 0.
This implies that a polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ n− k − 1 can be found such that
(
f(ω0), · · · , f(ωn−k), v2n−k+2f(ω
n−k+1), · · · , v2nf(ω
n−1)
)
=
(
g(ω0), ωg(ω1), · · · , ωn−1g(ωn−1)
)
. (3.4)
The first n − k + 1 coordinates of (3.4) give f(ωi) = ωig(ωi) for 0 ≤ i ≤ n − k. Since k ≤ ⌊n/2⌋,
deg f(X) ≤ k − 1 ≤ n − k − 1 and deg g(X) ≤ n − k − 1 , we have f(X) = Xg(X). In particular,
deg g(X) ≤ k − 2. By the last k − 1 coordinates of (3.4), we have that for any n− k + 2 ≤ j ≤ n,
v2j f(ω
j−1) = v2jω
j−1g(ωj−1) = ωj−1g(ωj−1).
It follows from v2j 6= 1 that g(ω
j−1) = 0. In other words, g(X) has k − 1 distinct roots, giving g(X) = 0.
Thus, f(X) = 0. The proof is complete.
The following theorem particularly indicates that k-dimensional LCD MDS codes of length q over Fq
exist for any 1 < k < q.
Theorem 3.5. Let q = pe > 3, where p is an odd prime number and e ≥ 1 is an integer. Then there exists
a k-dimensional LCD GRS code of length n = pℓ over Fq, where ℓ is a positive integer with 1 ≤ ℓ ≤ e.
Proof. Let H be an additive subgroup of Fpe of order n = p
ℓ, say H = {α1, · · · , αn}. Let h be the
product of all nonzero elements of H , namely
h =
∏
z∈H\{0}
z.
Take γ ∈ F∗q with γ
2 6= 1. Let a = (α1, α2, · · · , αn) and let
v =
(
v1, · · · , vn−k, vn−k+1, · · · , vn
)
,
where vi = 1 for 1 ≤ i ≤ n− k and vi = γ for n− k + 1 ≤ i ≤ n. Consider the GRS code GRSk(a,v) of
length n over Fq associated with a and v, i.e.,
GRSk
(
a,v
)
=
{(
f(α1), · · · , f(αn−k), γf(αn−k+1), · · · , γf(αn)
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
.
As in the proofs of the previous theorems, we can show that GRSk(a,v)
⋂
GRSk(a,v)
⊥ = {0}. Indeed,
let c =
(
f(α1), · · · , f(αn−k), γf(αn−k+1), · · · , γf(αn)
)
be an element of GRSk(a,v)
⋂
GRSk(a,v)
⊥.
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Using Lemma 3.1, we have that a polynomial g(X) ∈ Fq[X ] with deg g(X) ≤ n−k− 1 can be found such
that (
f(α1), · · · , f(αn−k), γ
2f(αn−k+1), · · · , γ
2f(αn)
)
=
(
u1g(α1), u2g(α2), · · · , ung(αn)
)
,
where ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1 for 1 ≤ i ≤ n. However, for any 1 ≤ i ≤ n we have
ui =
∏
1≤j≤n,j 6=i
(αi − αj)
−1 = h−1.
Therefore,
(
f(α1), · · · , f(αn−k), γ
2f(αn−k+1), · · · , γ
2f(αn)
)
=
(
h−1g(α1), h
−1g(α2), · · · , h
−1g(αn)
)
.
The desired result can be obtained by applying arguments similar to those used in the proof of Theorem
3.4. We are done.
Theorems 3.4 and 3.5 tell us that k-dimensional LCD MDS codes of length q − 1 and q over Fq exist
for any k, respectively. The following result implies that if the code length n is close to the alphabet size
q, then LCD GRS codes of length n over Fq exist.
Theorem 3.6. Let q > 3 be an odd prime power and let n be a positive integer with 1 < n < q. If
1 < k ≤ ⌊n/2⌋ and n+ k ≥ q + 1, then there exists a k-dimensional LCD GRS code of length n over Fq.
Proof. Let a = (α1, α2, · · · , αn), where αi (1 ≤ i ≤ n) are distinct elements of Fq. Label the elements
of Fq = {α1, α2, · · · , αn, αn+1, · · · , αq}. Recall that the dual of GRSk(a,1) is GRSn−k(a,u), where
u = (u1, u2, · · · , un) with ui =
∏
1≤j≤n,j 6=i(αi − αj)
−1. Let
v =
(
v1, v2, · · · , vq−k, vq−k+1, · · · , vn
)
,
where vi = 1 for 1 ≤ i ≤ q − k and vi, q − k + 1 ≤ i ≤ n, is chosen such that −v
2
i
∏q
j=n+1(αi − αj) 6= ui.
Consider the GRS code GRSk(a,v) of length n over Fq associated with a and v, i.e.,
GRSk(a,v) =
{(
f(α1), · · · , f(αq−k), vq−k+1f(αq−k+1), · · · , vnf(αn)
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k−1
}
.
We are left to show that GRSk(a,v)
⋂
GRSk(a,v)
⊥ = {0}. To this end, let
c =
(
f(α1), · · · , f(αq−k), vq−k+1f(αq−k+1), · · · , vnf(αn)
)
be an arbitrary element of GRSk(a,v)
⋂
GRSk(a,v)
⊥. It follows from Lemma 3.1 that a polynomial
g(X) ∈ Fq[X ] with deg g(X) ≤ n− k − 1 can be found such that
(
f(α1), · · · , f(αq−k), v
2
q−k+1f(αq−k+1), · · · , v
2
nf(αn)
)
=
(
u1g(α1), u2g(α2), · · · , ung(αn)
)
. (3.5)
As a consequence, the first q− k coordinates of (3.5) give f(αi) = uig(αi) for 1 ≤ i ≤ q− k; equivalently,
f(αi) =
∏
1≤j≤n,j 6=i
(αi − αj)
−1g(αi) = −
q∏
j=n+1
(αi − αj)g(αi),
where the last equality holds because
∏
1≤j≤q,j 6=i
(αi − αj) = −1.
This suggests that the polynomial f(X) +
∏q
j=n+1(X − αj)g(X) has q − k distinct roots α1, · · · , αq−k.
Note that
deg f(X) ≤ k − 1 ≤ n− k − 1 ≤ q − k − 1
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and
deg
q∏
j=n+1
(X − αj)g(X) ≤ (q − n) + (n− k − 1) = q − k − 1.
These imply the degree of f(X) +
∏q
j=n+1(X − αj)g(X) is at most q − k − 1. We thus conclude that
f(X) = −
q∏
j=n+1
(X − αj)g(X).
In particular, deg f(X) = q − n+ deg g(X) ≤ k − 1, giving deg g(X) ≤ n+ k − q − 1. However, the last
n+ k − q coordinates of (3.5) imply that for any q − k + 1 ≤ i ≤ n,
v2i f(αi) = uig(αi) = −v
2
i
q∏
j=n+1
(αi − αj)g(αi).
We have g(αi) = 0 since vi is chosen such that −v
2
i
∏q
j=n+1(αi −αj) 6= ui. Therefore g(X) has n+ k− q
distinct roots, which forces g(X) = 0. We finally conclude that f(X) = 0, as desired.
We conclude this section with the following theorem.
Theorem 3.7. Let q > 3 be an odd prime power and let n be a positive integer with 1 < n < q. If
1 < k ≤ ⌊n/2⌋ and 2n− k < q ≤ 2n, then there exists a k-dimensional LCD GRS code of length n over
Fq.
Proof. Let a = (α1, α2, · · · , αn), where αi (1 ≤ i ≤ n) are distinct elements of Fq. Label the elements of
Fq = {α1, α2, · · · , αn, αn+1, · · · , αq}. The assumption 2n−k < q is equivalent to saying that q−n > n−k.
Let v =
(
v1, v2, · · · , vn
)
with
vi =
n−k∏
j=1
(αi − αn+j)
for 1 ≤ i ≤ n. Consider the GRS code GRSk(a,v) of length n over Fq associated with a and v, i.e.,
GRSk(a,v) =
{(
v1f(α1), v2f(α2), · · · , vnf(αn)
) ∣∣∣ f(X) ∈ Fq[X ], deg f(X) ≤ k − 1
}
.
We claim that GRSk(a,v)
⋂
GRSk(a,v)
⊥ = {0}. To this end, let
c =
(
v1f(α1), v2f(α2), · · · , vnf(αn)
)
be an arbitrary element of GRSk(a,v)
⋂
GRSk(a,v)
⊥. It follows from Lemma 3.1 that a polynomial
g(X) ∈ Fq[X ] with deg g(X) ≤ n− k − 1 can be found such that
(
v21f(α1), v
2
2f(α2), · · · , v
2
nf(αn)
)
=
(
u1g(α1), u2g(α2), · · · , ung(αn)
)
.
This gives v2i f(αi) = uig(αi) for 1 ≤ i ≤ n. By the definition of vi,
v2i f(αi) =
n−k∏
j=1
(αi − αn+j)
2f(αi).
On the other hand,
uig(αi) =
∏
1≤j≤n,j 6=i
(αi − αj)
−1g(αi) = −
q∏
j=n+1
(αi − αj)g(αi).
These lead to
n−k∏
j=1
(αi − αn+j)f(αi) = −
q∏
j=n+(n−k+1)
(αi − αj)g(αi) (3.6)
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for 1 ≤ i ≤ n. At the moment we have
deg
(( n−k∏
j=1
(X − αn+j)
)
f(X)
)
≤ (n− k) + (k − 1) = n− 1
and
deg
(( q∏
j=n+(n−k+1)
(X − αj)
)
g(X)
)
≤ (q − n)− (n− k) + (n− k − 1) = q − n− 1 ≤ n− 1,
where the last inequality holds because q ≤ 2n by our assumption. Hence the degree of
( n−k∏
j=1
(X − αn+j)
)
f(X) +
( q∏
j=n+(n−k+1)
(X − αj)
)
g(X)
is at most n− 1. We thus conclude from (3.6) that
( n−k∏
j=1
(X − αn+j)
)
f(X) = −
( q∏
j=n+(n−k+1)
(X − αj)
)
g(X).
Obviously
∏n−k
j=1 (X − αn+j) is a divisor of g(X). This forces g(X) = 0, as deg g(X) ≤ n− k− 1. We are
done.
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