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ABSTRACT
Recently, highly-accurate multi-configuration time-dependent Hartree (MCTDH)
electron dynamics calculations demonstrated the efficient long-range energy transfer
inter-Coulombic decay (ICD) process to happen in charged semiconductor quantum
dot (QD) pairs. ICD is initiated by intraband photoexcitation of one of the QDs and
leads to electron emission from the other within a duration of about 150 ps. On the
same time scale electronically excited states are reported to relax due to the cou-
pling of electrons to acoustic phonons. Likewise, phonons promote ionization. Here,
the QDs’ acoustic breathing mode is implemented in a frozen-phonon approach. A
detailed comparison of the phonon effects on electron relaxation and emission as
well as on the full ICD process is presented, which supports the previous empiri-
cal finding of ICD being the dominant decay channel in paired QDs. In addition
the relative importance of phonon-phonon, phonon-electron, and electron-electron
interaction is analysed.
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1. Introduction
Phonons are associated with temperature-induced quasi-particle collective normal-
mode vibrations of several, even a large number, of atoms in the crystal lattice of a
solid state material. They couple effectively to electrons and therefore have a strong
impact on properties and processes in condensed matter. Reported occurrences range
from temperature effects on optical spectra [1–3] and band structures [4–7] over the
decay of plasmonic states [8] to hot carrier relaxations [9–11] in various extended metal
and semiconductor structures.
Also in nanostructured materials, e.g. in semiconductor quantum dots (QDs), nu-
merous electron-phonon scattering effects have been reported that modify the excita-
tion [12, 13] or relaxation [14–19] properties of thermally or optically excited electronic
states, i.e. intraband excitations or excitons. Last but not least they affect the elec-
trons’ interaction with the QD’s environment through modified tunneling [20, 21] as
well as electron capture [22–27] and emission behavior [25].
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QDs have nowadays developed into state-of-art semiconductor heterostructure ma-
terials implemented into many top-modern devices as for instance QD lasers [28, 29],
LEDs [29, 30], transistors [31], detectors [32], or solar cells [33, 34]. Moreover, their
role in biomedical applications [34], catalysis [34] and particularly energy conversion
[33, 35], as well as in the field of quantum information processing [36–38] is constantly
growing and further applications are to come. Hence, a deep insight into the QDs’
fundamental working principles including the aforementioned phonon mechanisms is
critical. For example in QD lasers, charge-carrier recombination under photon emission
sensitively depends on the phonon-mediated electron and hole trapping [39]. Particu-
larly a detailed knowledge of characteristic time scales is of utter importance for any
discovery of novel processes in composite QD materials.
Although not the only ones, significant contributions towards the understanding of
electron-phonon interactions in QD processes are being made by theoretical ab initio
methods. Phonons themselves can be obtained for geometry optimized QD structure
with up to 1000 atoms as vibrational eigenfunctions and are the most accurate possible
representations of lattice vibrations [40]. However, from such calculations no insight
on how phonons manipulate the electronic properties can be gained.
For the electronic structure a quantum-mechanical representation of the electrons
is needed [41–44]. As one option all atoms in the specific QD geometry are calculated
explicitly in a discrete [45] or periodic formulation [46–48] of a large-scale electronic-
structure approach as e.g. density-functional theory (DFT) in due consideration of
the size of the QD. This results in a comprehensive representation of the rich elec-
tronic structure of a QD including possible defects or surface states, but describes
the electron-electron correlation only insufficiently, as only in cases a configuration
interaction description is achievable [49] in a fully-atomistic QD.
At the cost of sacrificing detailed knowledge on the QD’s geometry in approximating
it by an electron binding potential within the effective mass approximation (EMA) [50],
this shorting can be overcome by the usage of correlated methods, as e.g. configuration
interaction [51, 52] or multireference perturbation theory approaches [53]. The EMA is
moreover known to be a decent approach for QDs larger than 1.5 nm [54] giving single-
electron levels in the quality of DFT tight-binding calculations [55–58]. Balancing
among both approaches for accurate single- or many-electron properties is necessary.
The important electron-phonon interaction can in principle be included within both
frameworks, itself at different levels of integrity.
For a combined view on electrons and phonons, the highest possible level is a
quantum-mechanical representation of on the one hand the phonon-term itself and
on the other hand the electron-phonon coupling within the so-called system-bath ap-
proach [49, 59–63]. The charge carriers in the model system are coupled here to a
bath of quantum harmonic-oscillator degrees of freedom representing the phonons.
Alternatively, analytical expressions for each of the phonon terms can be derived for
then calculating dissipation rates from Fermi’s golden rule [64] or in the framework of
density-functional perturbation theory [65], to name a few.
Independent of the method distinctions are made among the three most common
coupling mechanisms of phonons with charge carriers [64]. The Fro¨hlich interaction
accounts for optical phonons which establish polarons in the crystal lattice. Hence, a
dipole-dipole coupling term is assumed similarly to that of optical fields. Per contra,
acoustic phonons induce deformations of the material and give rise to a deformation
and a piezoelectric term, of which the first is known to be more significant on average
[64].
Based on the idea of the Born-Oppenheimer approximation, phonons can, however,
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be treated classically. In the respective frozen-phonon approach, the nuclear vibration
periodically distorts the crystal lattice of the solid, and thus also its electronic structure
and with that drives the electron dynamics [66, 67]. Implicitly this means that no
actual electron-phonon coupling term is defined and its expectation value quantified,
but comparisons are being made for the phonon-free system and for snapshots or
the full time-dependency of oscillatory nuclear motion [66]. An example was found in
fully-atomistic calculations [68]. In this work I adapt the idea of the frozen-phonon
approach for the time-dependent modification of the QD binding potential and revisit
the inter-Coulombic decay (ICD) process in paired QDs (PQDs), for which to present
only empirical estimates were given [69].
ICD is an ultrafast energy transfer processes mediated by long-range Coulomb in-
teraction that has been discovered in the 1990ties [70]. It is nowadays widely known in
atomic and molecular cluster physics [71, 72], but basically understood to potentially
appear in many more fields as e.g. biophysics [73–76] or nanoscience [77–79]. In any
case an excited electron in one of the subsystems (atom, molecule, molecular fragment,
nanoparticle, QD, etc. [72]) decays efficiently to a lower energy or even into its ground
state while another electron is emitted from one of the neighboring subsystems.
In a series of papers on pairs of singly-charged QDs, we particularly elucidated the
electron dynamics of ICD [69, 80–84] with highly-accurate MCTDHF-like calculations
[85, 86] (multiconfiguration time-dependent Hartree-Fock). Motivation for this attempt
has always been the curiosity in the time development of the electronic situation
which cannot be addressed neither by non-Hermitian electronic structure theory for
resonances [87–90] nor by nuclear dynamics of the cluster explosion after ICD [91–93]
otherwise used in the prediction of ICD rates. The latter studies, however, brought
forth that motion of nuclei has significant impact on ICD, hence in QD-ICD lattice
vibrations should as well.
Our previous empirical argumentation on the charged PQDs was along the lines of
the considered electronic energy differences for the envisaged decay being in the range
of meV (5.9 meV in the case of GaAs) [80], hence ruling out any effects of optical
vibrational modes (36 meV in GaAs [94, 95]) as they would require an exact matching
of energies for efficient coupling [16]. Regarding acoustic phonons the argumentation
was that an excited state decay mediated by phonons being in the range of sub-
nanoseconds [14] is expectedly slower than ICD with a decay time of about 150 ps
[69].
However, we are aware that in a specific scenario, the two time-scales may come to
a matching and hence phonon-effects might be strongly competitive to ICD. Further,
acoustic phonons may as well influence the emission of the ICD electron, which has
not been discussed before. Phonon-mediated electron emission in InGaAs/GaAs QDs
was for example reported to be in the range of 100 ps [96]. Hence, in order to give
a solid proof on the competitiveness of ICD, I implement phonons into the approved
methodology as time-dependent modifications of the EMA confinement potentials in
the framework of our electron dynamics theory. This is in the spirit of how in attosec-
ond science atomic binding potentials are periodically modified under irradiation of
an external electric field [97]. Transferring this strategy to QDs means modelling the
acoustic phonons’ macroscopic deformation effects on QDs, namely torsional, elonga-
tion, and breathing modes [54].
In establishing the relevant operators I am in place to investigate various aspects of
phonons as their spatial direction, frequency and oscillation amplitude dependence, as
well as interaction effects of phonons on both QDs with each other and their interaction
with each of the electrons in either one of the QDs. To do so I at first briefly review
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the present mathematical state of the electron dynamics calculations in binding model
potentials (Sec. 2.1). In Sec. 2.2 I present the basic physical properties of acoustic
phonons and lay out my implementation. Then the computational details are given
in Sec. 3. For analysing phonon effects I start with investigating single one-electron
QDs in Sec. 4.1 for decay and emission, move on to single-electron PQDs (Sec. 4.2),
and finally to the full picture of two-electron PQDs (Sec. 4.3). In a discussion (Sec. 5)
additional viewing angles on optical phonons, time scales, and related processes are
offered and I conclude (Sec. 6) a first quantitative estimate to acoustic phonon effects
on ICD.
2. Theory
2.1. Electron Dynamics in Quantum Dot Binding Potentials
The prediction of electronic processes in QDs using a high-accuracy description of the
electron dynamics goes hand in hand with applying the general EMA binding poten-
tial representation of the QDs [50]. The respective unperturbed electronic Hamilton
operator Hˆ0(r1 . . . rn) for n electrons in m QDs reads
Hˆ0(r1 . . . rn) = −0.5
n∑
i=1
∇2i −
n∑
i=1
m∑
k=1
V confk (ri) +
n∑
i=1
n∑
j>i
r−2ij (1)
with the kinetic energy operator for each electron i in the first and the Coulomb inter-
action operator for electrons i and j in the last term. V confk are the QD confinement
potential operators. To be most general the Hamiltonian of Eq. (1) is represented
in scaled atomic units, meaning that an electron has the mass m = 1 a.u. and the
dielectric constant for any material is set to vacuum conditions, i.e. κ = 1 a.u.
The specific QD material, GaAs in this work, has the effective mass m∗ = 0.063
and the dielectric constant κ = 12.9 [94]. The effective mass conversion [50] is hence
used to switch from experimental QD sizes LQD in atomic units to lengths L in scaled
atomic units [77, 80, 98] used in the calculation according to
LQD = L a0
κ
m∗
(2)
where a0 is the Bohr radius. Likewise energies and times are converted with
EQD = E
m∗
κ2
and tQD = t
κ2
m∗
. (3)
For readability the GaAs QDs quantities LQD etc. are in the following given in SI
units.
The confinement V confk (ri) are selected so that they match the experimentally
known electronic structures of QDs’ conduction bands of a given material composition
and shape [41, 99] as well as the physics of the system. Common model representa-
tions are square-well potentials [100] or parabolic wells [101, 102] and for ionizable QDs
Gaussian or finite square potentials whose widths directly connect to the shapes of
the QDs [103]. The depths of the binding potentials are geometry dependent and con-
nected to the relative conduction band onsets of the considered QD and neighboring
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Figure 1. Schematic representation of the two-electron PQD including the geometric measures of Eq. (4).
The thin black arrows sketch the ICD process. The thick gray downwards arrow indicates phonon-mediated
decay, both grey upwards arrows phonon-mediated emission.
material and with that also to band gaps or electronic excitation energies.
The specific model for the paired QDs (PQDs) [69, 80–83, 104] is
V conf (r1 . . . rn) = 0.5
n∑
i=1
ω2⊥(x
2
i + y
2
i )−
n∑
i=1
m∑
k=1
Dke
−bk(zk−zi)2 , (4)
composed of an harmonic oscillator confinement potential in x and y direction and
m = 2 inverse Gaussian potentials in the z direction (cf. Fig. 1). It is quasi one-
dimensional in the sense that levels in the z direction with energies above Dk are
continuum levels of unconfined electrons.
The electronic energies as well as real eigenfunctions of the system can be determined
from the time-independent Schro¨dinger equation
Hˆ0(r1 . . . rn)Φa(r1 . . . rn) = EaΦa(r1 . . . rn) (5)
when being evaluated on a finite grid.
The electronic boundary condition for ICD in a PQD is that the light-accepting
QD (AQD) shown on the left side in Fig. 1 has at least two electronic levels that
are termed A0 and A1 according to their energetic order. The electron emitter QD
(EQD) needs one level E0 energetically located in between the other levels such that
the energy condition
∆EA = EA1 − EA0 ≥ ET − EE0 = ∆EE (6)
with ET being the ionization threshold is fulfilled.
Several same-spin two-electron states can be accommodated in such a PQD system
[80]. The lowest-energy one is the bound A0E0 state with one electron in the acceptor
and one in the emitter QD. The next higher is a shape resonance state A0A1 with both
electrons located in the AQD on different levels. Finally, the highest-excited localized
state A1E0 with one electron in each dot is the metastable Feshbach resonance that
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decays via the interatomic Coulombic decay process into a final continuum state with
one electron having decayed to the A0 level of the AQD and the EQD electron having
been ionized [80].
Electron dynamics calculations of ICD use a real state function Φa(r1 . . . rn) from
Eq. (5) as initial wave function Ψ(r1 . . . rn, t = 0) for solving the complex time-
dependent Schro¨dinger equation
i
∂Ψ(r1 . . . rn, t)
∂t
=
(
Hˆ0(r1 . . . rn)− iW
L
z − iW
R
z
)
Ψ(r1 . . . rn, t), (7)
which contains besides the unperturbed Hamiltonian of Eq. (1) two complex absorbing
potentials (CAPs) of the form
WL/Rz = η|z − z
L/R
0 |
nΘ(z − z
L/R
0 ). (8)
They are located on the left (L) or right (R) side of the PQD model potential on the z
coordinate and hinder backscattering of the emitted ICD electron from the boundaries
of the grid on which I perform the calculations. For this reason their order n, onset z
L/R
0
located through Heaviside step functions Θ(z − z
L/R
0 ), and strength η are optimized
for complete, but non-disturbing removal of the ICD electron at the kinetic energy.
2.2. Time-Dependent Implementation of Acoustic Phonons
Phonons are vibrations of the crystal lattice of a solid which, as any nuclear motion in
general, affect the electronic structure and electron dynamics. Two types of phonons
can be distinguished with respect to the underlying vibration and interaction patterns.
For completeness, one type of them are the optical phonons which are vibrations
of individual atoms against each other. They induce a dipole moment coupling to
electronic transitions. The dipole-dipole coupling bears a resonance constraint, i.e.
level spacings need to match the phonon energy. In bulk semiconductor materials this
is fulfilled whenever the phonon energy exceeds the band gap energy because of the
electronic continuum of the bands. The spatial limitation of QDs encloses as peculiarity
the so-called phonon bottleneck [64], a quantum effect trivially know from molecular
systems. Discretization of energy spacings in finite-size materials counteracts exact
fulfillment of the resonance condition and hence fostering of relaxation by optical
phonons. This is the case here where the optical phonon frequency of 36 meV [94, 95]
exceeds ∆EA = 5.9 meV.
Different is the situation of the second type of phonons, the acoustic phonons in the
energy range of few meV. A view on the mechanism reveals that, similar to what is
observed in molecular far-infrared spectroscopy, complete volume elements, i.e. several
units cells of the crystal lattice, are set into a concerted vibration into the same
direction. In a QD this may lead to a macroscopic effect, e.g. to a breathing, an
elongation, or a torsional deformation [54]. The underlying electron-phonon interaction
is hence termed deformation type which figuratively means that the deformation of
the QD induces a shift of electronic energy levels. The electronic eigenfunctions of the
non-vibrating QD are no eigenfunctions to any deformed QD and are, upon vibration,
leaking out of the QD into other bound or continuum states. This so-called dissipation
can lead to excited state relaxation or ionization.
In the present description the deformation can be achieved by making the potentials
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Figure 2. Variation of the acceptor quantum dot binding potential V (z, t) in z direction with relative displace-
ments ∆r/r = 0.02 at times t = 0, pi, and 2pi (solid line), t = 0.5pi (dashed line) and t = 1.5pi (dashed-dotted
line).
time-dependent as V (r)→ V (r, t) = V (r)+V (t). In setting up the matrix formulation
for a two-state system,
(
T (r) + V (r) + V (t) 0
0 T (r) + V (r) + V (t)
)(
|A0〉
|A1〉
)
, (9)
it becomes apparent that V (t) is on the diagonal. Therefore, strictly speaking, it is
no coupling operator for the electronic ground and excited states. Hence it will not
exclusively lead to a |A1〉 → |A0〉 relaxation, but is expected to dissipate A1 into all
states including the ionized ones.
The phonon-free potential of Eq. (4) is separable with respect to the three spatial
dimensions, i. e. V (r) = V (x) + V (y) + V (z). Hence each of them is individually to
be brought into a phonon-containing form as V (z) → V (z, t) etc. In assuming that
phonons are harmonic vibrations, I incorporate them as periodic oscillators of each
of the existing binding potentials. A picturesque representation of this ansatz can be
found in Fig. 2 where it is shown how the breathing mode of a QD is translated into
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the breathing of an inverse Gaussian model potential. A corresponding mathematical
formulation is
V (z, t) = −Dke
−bkz2
(
1−
∆r
r
sin(ωPhont)
)
. (10)
In this equation ωPhon is the frequency of the acoustic phonon and ∆r/r the amplitude
of the vibration with the interpretations of the maximal atom displacement. Note that
in Eq. (10) phonons lead to potential depth variation which stands for a material
change by either doping or by distortion of the elementary cell. Another possible
and equally meaningful implementation is a periodic change of bk reflecting the QDs’
heights [81, 83]. For the harmonic oscillator confinement potentials in the x and y
direction the targeted oscillation of the energetic level landscape is realized by
V (x, t) = 0.5 ω2⊥x
2
(
1−
∆r
r
sin(ωPhont)
)
. (11)
It can be rationalized as a width variation of the harmonic oscillator through ω⊥ which
connects directly to the width of the explicit QD material [81].
In both equations (10) and (11) the parameters ωPhon and ∆r/r appear. ωPhon is
empirically available as database value from experimental infrared spectra on bulk
semiconductors at the Γ point of the crystallographic reciprocal grid, where for direct
semiconductors as GaAs the direct band gap is located [94, 95, 105]. Instead the
maximal displacements ∆r/r are no physical observables which is why no reference
data is available. Therefore a scan through a range of displacements supported by
rationalization of myself and of others will deliver an interpretation of its effect on the
phonon decay rate.
3. Computational Details
Calculations are performed with the MCTDHF method with the triplet-state’s
antisymmetry-constraint Aij = −Aji for the reason that the wave function
Ψ(r1, r2, t) =
∑
i
∑
j
Aij(t)ϕi(r1, t)ϕj(r2, t), (12)
is most flexible because both, the single-particle functions (SPFs) ϕi and the expan-
sion coefficients Aij are propagated in time. Therefore a most accurate description of
localized bound and excited state functions and delocalized continuum functions and
of the electron correlation is likewise possible.
The initial wave function of the resonance state A1E0 is obtained from a block
relaxation calculation [106]. It is picked from a set of 52 triplet eigenstates Φn(r1, r2)
by inspecting the electron density on the z coordinate of one of the electrons integrated
over all degrees of freedom. In the real-time propagation, for which the equations of
motion were obtained by applying the Dirac-Frenkel variational principle to the TDSE
(Eq. (7)), the integrator accuracy 10−7 a.u. (about 10−6 meV) and i = j = 8 SPFs are
used. The autocorrelation function among the initial and time-dependent wavefunction
is calculated for analysis. The exponential decay of its squared absolute value allows
to finally determine the ICD and phonon decay rates.
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To solve the TDSE with the Heidelberg MCTDH program [106, 107] the operators
need to be defined on a grid. For the PQD potential of Eq. (4), or either one of the
acceptor or the emitter QDs, the parameters have been adapted from previous works
[81] to allow for the best track record of changes induced by the phonons. The Gaussian
wells depths are DA = 10.30 meV (1.0 a.u.) and DE = 8.24 meV (0.8 a.u.). The AQD
and EQD heights of 36.08 and 18.04 nm are deduced from the widths parameters bA
= 0.25 a.u. and bE = 1.0 a.u. The QDs are separated by R = 86.68 nm (8.0 a.u.) and
finally the width of both QDs is determined by ω⊥ = 1.0 a.u. which corresponds to a
diameter of 2r⊥ = 28.84 nm.
The Coulomb operator enters in a regularized form [80]
r−112 ⇒ [r
2
12 + 0.1
2 · e−100r12 ]−1/2, (13)
to avoid the singularity at the coalescence point of both electrons. During the POTFIT
algorithm of MCTDH [107–109], where it is brought into a sum-of-products form, it
is further cut at energy vcut = 10.30 meV (1.0 a.u.) [81].
The grid in the x and y direction is spanned by five harmonic oscillator DVR grid
points (DVR = discrete variable representation) and in the z direction by 185 sine
DVR points on a length from −L = −524 nm to +L = +524 nm (50 a.u.). The CAP
operators (Eq. (7) and Eq. (8)) set on at zL0 = −325 nm and z
R
0 = +325 nm (30 a.u.)
and range until the grid’s ends. They are of order n = 4 and strength η = 8.68 · 106.
Acoustic phonons are finally implemented according to the Eqs. (10) and (11). Each
equation requires a phonon frequency from a standard database for GaAs [94, 95]. I
use the frequency of transversal acoustic phonons at the X point ωGaAsphon = 17.5 meV
(ωphon = 1.47 a.u.). No value at the Γ point exists, but typically values at these two
reciprocal lattice points are in fair agreement [105]. For the size variations ∆r/r no
reference values exist. At the same time its choice will affect the shape of the binding
potential extremely strongly, so that e.g. the Gaussian potential may lead to the shift
of the A1 state into the continuum at values of about DA(1 − ∆r/r) = 0.5 or even
periodically disappear completely if ∆r/r was set to 1.0. I probe phonon dissipation
rates for both electrons separately and together on the range 0.001 ≤ ∆r/r ≤ 0.5 and
give a clear rationalization for the final choice of ∆r/r leading to a few exemplary
values.
4. Results
4.1. One-Electron Single Quantum Dot
4.1.1. Phonon-Mediated A1 Dissipation
In the AQD with two levels phonon-mediated dissipation (decay, tunnelling, emission,
grey arrows on the AQD in Fig. 1) is possible and may be competitive to simple
radiative A1 → A0 decay. To investigate this, I add to the AQD of Eq. (4) time-
dependent binding potentials (Eqs. (10) and (11)) and run the electron dynamics from
the initial state A1. Several unknowns are benchmarked in the following, namely the
displacement parameter ∆r/r, the spatial coordinate for phonons, and the vibration’s
onset time.
The range of values scanned for Eq. (10) is 0.001 ≤ ∆r/r ≤ 0.5. It was chosen
according to a simple rationalization. In case of the approximate average QD radius
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Table 1. Acoustic
phonon A1 dissipation
rate ΓA1
1p1e in meV as
function of the dis-
placement parameter
∆r/r.
∆r/r ΓA1
1e1p/meV
0.001 2.10·10−7
0.002 8.37·10−7
0.005 5.23·10−6
0.008 1.34·10−5
0.010 2.09·10−5
0.020 8.36·10−5
0.050 5.22·10−4
0.080 1.34·10−3
0.100 2.09·10−3
0.200 8.30·10−3
0.300 1.87·10−2
0.400 3.32·10−2
0.500 5.10·10−2
of r = 15 nm considered here, the largest investigated ∆r/r = 0.5 would lead to an
absolute displacement of ∆r = 7.5 nm which would mean that the full QD would
experience a growth of 50 % within the breathing mode. It further signifies that the
outermost atoms of the QD will be displaced by 7.5 nm which is approximately 20 times
the nearest neighbour distance in the solid semiconductor material. Such a growth
seems impossible, particularly when solid or liquid media is surrounding the QD as
e.g. in self-assembled or colloidal QDs, respectively. Lower absolute displacements
from ∆r = 0.3 nm (∆r/r = 0.02) down to ∆r = 0.075 nm (∆r/r = 0.005) are more
reasonable as they are in the order of bond distances. Actually ∆r/r = 0.01 is a value
commonly used in the literature [110], and also the smaller ∆r/r = 0.001 has been
mentioned [111]. And indeed a QD size variation ∆r/r = 0.001 (∆r = 0.015 nm), i.e.
by only a tenth of a bond length, is at the lower edge of reasonable displacements
∆r/r, because they are barely having an effect on the collective breathing of the QD.
As result of the scan for the dissipation of the A1 initial state by z-directed acoustic
phonons the respective single-electron single-QD dissipation rates ΓA11e1p are plotted as
function of their relative displacements ∆r/r in Fig. 3 (straight line), numeric data
is collected in Tab. 1. From the visualization I deduce a strong rate increase with
increasing ∆r/r. From ∆r/r = 0.08 ΓA11e1p exceeds the radiative decay rate of Γ
RD =
1.15 ·10−4 meV (1.12 ·10−5 a.u.) reported in previous works [80]. From ∆r/r = 0.2
it also exceeds the ICD rate ΓICD2e2p = 4.13·10
−3 meV (4.01·10−4 a.u.) calculated in
Sec. 4.3.1 in full agreement with former works. Hence, throughout this study I assume
a displacements of ∆r/r = 0.02 as one of the larger values from the rationalization
above. With that the phonon-mediated dissipation rate is at most ΓA11e1p = 8.36 ·10
−5
meV which means two orders of magnitude smaller than that of the ICD rate.
In the underlying A1 dissipation model bringing the A1 electron into the A0 or
continuum levels is an effect in the z coordinate of the PQD system. However, one
may ask whether phonons in the other spatial coordinates x and y also have an im-
pact on the process nonetheless. To answer this question the z-coordinate phonons
implemented by Eq. (10) are replaced with those in the other coordinates according
to Eq. (11). Tab. 2 reveals an anisotropy, namely that isolated vibrations in x and
y do not have more than a numerical effects with rendering x- and y-based rates of
ΓA11e1p = 1.71 · 10
−9 meV and ΓA11e1p = 8.79 · 10
−10 meV, respectively. This finding is
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Figure 3. Single-electron single-QD rates Γ1e1p in meV for the dissipation of the A1 electron in the left QD
(straight line, ΓA1
1e1p) and for the E0 electron in the right QD (dashed line, Γ
E0
1e1p) as function of the relative
displacement ∆r/r. The vertical dotted line indicates ΓICD
2e2p = 4.13·10
−3 meV.
Table 2. Acoustic
phonon A1 dissipation
rate ΓA1
1p1e in meV for
different individual
and combined spatial
coordinates ‘coord
according to equations
(10) and (11).
coord ΓA1
1p1e/meV
x 1.71·10−9
y 8.79·10−10
z 8.36·10−5
xy 3.72·10−7
xz 8.36·10−5
yz 8.36·10−5
xyz 8.36·10−5
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Table 3. Acoustic
phonon E0 dissipation
rate ΓE0
1e1p in meV as
function of the dis-
placement parameter
∆r/r.
∆r/r ΓE0
1e1p/meV
0.001 4.14·10−7
0.007 2.03·10−5
0.020 1.65·10−4
0.070 2.03·10−3
0.200 1.65·10−2
0.500 1.04·10−1
0.500 8.44·10−2
supported by the fact that all simultaneously applied phonon vibrations in x and z, y
and z, and x, y, z direction render a rate identical to ΓA11e1p of only the z phonon. Only
the combined x and y vibration, which would have been expected to give an extremely
small rate in the order of 10−9 meV, leads to a larger rate of 3.72·10−7 meV, which is
only two, rather than four orders of magnitude smaller than ΓA11e1p. This effect may be
due to numerical instabilities in the calculations of very small rates.
Further phase shift effects are tested in making the sinusoidal vibration start with an
amplification or a de-amplification of the QD size by changing the sign of the phonon
term of Eq. (10). Further a time shift by multiples of pi/2 is introduced by regulating
the onset of the vibration by a step function multiplied to the trigonometric functions
in Eq. (10) where the sine is exchanged by a negative sine or cosine function with
either sign. For all these very early vibration onsets within the first five steps of the
propagation, ΓA11e1p is always the same when evaluated from the time the vibration, and
hence the dissipation, actually starts. This was to be expected, because the mechanism
of the phonon-mediated dissipation itself is not influenced by the onset time. In reality
phonons can of course not be deliberately switched on and off. This calculation is done
with view on the relative vibration of both QDs discussed in Sec. 4.3.
To conclude on the A1 dissipation let me offer a discourse on the mechanistic un-
derstanding of the process. Actually one may expect two distinct dissipation channels:
one is the transfer of wave function density into the continuum and reflects the general
understanding of the acoustic phonon dissipation action. The energy levels are low-
ered and elevated periodically and the wave packet is never an eigenfunction to them
but leaks out of the system. All that leaks out becomes continuum in the Gaussian
potential as no other surrounding medium is nearby. Another conceivable dissipation
channel is relaxation of the A1 electron into the A0 state. Here, excess energy from
the QD’s electron in the order of the level spacing ∆EA is dissipated into a matching
number of phonon modes with various frequencies. In case of a single-phonon process
the energies must match exactly, which they do not in the presented model. In case
of a multi-phonon process the energies can be achieved more easily, but the model
is not applicable here. And in fact in the present calculations the A0 state is never
populated.
4.1.2. Phonon-Mediated E0 Dissipation
The right QD has one bound level E0 and it’s electron can dissipate into the continuum
(gray arrows on the EQD in Fig. 1). In Fig. 3 the dependence of its dissipation rate
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Table 4. Rates Γ in meV of the phonon-mediated A1, E0, or the combines A1E0 dissipation (up-
per indices) treated in the two-electron two-QD (lower index 2e2p), the one-electron two-QD (1e2p),
and the one-electron one-QD picture (1e1p), respectively. ΓA1
1e2p, Γ
E0
1e2p, and Γ
A1E0
2e2p = Γ
total
2e2p −Γ
ICD
2e2p
are obtained from electron dynamics calculations, whereas ΓA1E0
1e1p and Γ
A1E0
1e2p are summations of
the rates for the corresponding single-electrons processes. The rates listed in the first (second) two
lines are for only the AQD (EQD) vibrating. Lines 5-10 belong to phase-shifted vibrations of both
dots where the phonon onset times tA,E are given in angular coordinates of the AQD and EQD
oscillation.
case tA tE Γ
A1
1e2p/meV Γ
E0
1e2p/meV Γ
A1E0
2e2p /meV Γ
A1E0
1e2p /meV Γ
A1E0
1e1p /meV
AQD 0 − 8.40·10−5 9.973·10−7 8.45·10−5 8.50·10−5 8.36·10−5
pi − 8.40·10−5 4.179·10−7 8.44·10−5 8.44·10−5 8.36·10−5
EQD − 0 4.78·10−7 1.653·10−4 1.76·10−4 1.66·10−4 1.654·10−4
− pi 4.78·10−7 1.653·10−4 1.76·10−4 1.66·10−4 1.654·10−4
SYN 0 0 7.28·10−5 1.664·10−4 2.50·10−4 2.39·10−4 2.49·10−4
pi pi 7.28·10−5 1.664·10−4 2.50·10−4 2.39·10−4 2.49·10−4
OFF 0 pi/2 8.45·10−5 1.653·10−4 2.62·10−4 2.50·10−4 2.49·10−4
0 3pi/2 8.45·10−5 1.653·10−4 2.60·10−4 2.50·10−4 2.49·10−4
OPP 0 pi 9.61·10−5 1.642·10−4 2.67·10−4 2.60·10−4 2.49·10−4
pi 0 9.61·10−5 1.642·10−4 2.67·10−4 2.60·10−4 2.49·10−4
ΓE01e1p on the relative displacements is displayed in comparison to Γ
A1
1e1p and Γ
ICD
2e2p . Nu-
merical data is given in Tab. 3. ΓE01e1p increases with increasing displacement in an even
stronger way than for the A1 dissipation. For the unrealistically strong displacement
of ∆r/r = 0.2 it is one order of magnitude faster than ICD. For the largest reason-
able displacement of 0.02 the rate is 1.65·10−4 meV compared to ΓICD2e2p = 4.13·10
−3
meV and ΓA11e1p = 8.36·10
−5 meV. This shows that although being faster than the A1
dissipation, the E0 dissipation alone is still not competitive with ICD.
The phonon vibrations’ onset and the vibration direction both do not play a role.
The dissipation for z-polarized phonons starts exactly at the onset time with identical
rates. Further, differently polarized phonons do only numerically contribute with rates
of the order 10−11 meV. Therefore, in the remainder of this work the phonons in x
and y directions are not any more considered.
4.2. One-Electron Paired Quantum Dot
Due to the boundary conditions of ICD, the paired QDs are largely decoupled from
each other [81, 83]. However, in account for the remaining low probability for tunnelling
of electrons among the dots and due to the possible longer distance of interactions in-
volving phonons, it is essential to consider the influence of the respective neighbouring
QD, may it be still or vibrating, when investigating the phonon dissipation of the A1
or E0 electron.
4.2.1. A1 Dissipation
In the fourth column of Tab. 4 the A1 electron’s dissipation rate Γ
A1
1e2p is listed for
different onset times tA,E of the AQD’s and EQD’s phonon vibration. In the first two
lines are the results for only the AQD vibrating starting at two different times tA = 0
and tA = pi. The results surprise with the fact that the A1 dissipation is facilitated
solely by the presence of a fixed EQD which enhances the rate by about 1.4·10−6 meV
from 8.36·10−5 meV in the one-electron one-QD picture (Tab. 1) to 8.50·10−5 meV.
This suggests an additional dissipation pathway in the specific scenario of two nearby,
but if at all weakly coupled QDs.
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If there was only the AQD solely the here irrelevant A1 → A0 decay and the A1 → C
pathway of the electron into the continuum would exist. With an additional E0 level
of a neighbouring EQD, electron tunnelling-mediated dissipation may become possible
via A1 → E0 → A0 or A1 → E0 → C. To understand the relevance of these pathways,
both electron transfer processes are looked at separately over the time of one complete
AQD oscillation cycle (0 < t < 2pi) where the AQD becomes according to Eq. (10)
first more shallow (t = pi/2) and then deeper (t = 3pi/2) compared to its original
shape defined by Eq. (4). Considering the A1 → E0 transition at first one notices that
the level spacing ∆E(A1 → E0) increases with a more shallow QD and vice versa
(Fig. 4(c), solid black line). As a measure for the ease of tunnelling in (d) I consider
max(|φA1 |
2(zE)), the maximum value of the reduced density of the A1 state’s wave
function in the EQD located at position zE = 43.34 nm. For the considered transition
it remains constant with a comparably large value of 0.0014. This means that the
A1 → E0 transition is always possible to the same probability.
The second dissipative step E0 → A0 is completing the two-step decay from A1 into
the ground state, but it is competing with E0 → C. The energy difference variation
∆E(E0 → A0) (Fig.4 (a)) with the AQD oscillation is here slightly larger than the
∆E(A1 → E0) variation, because EA0 is more sensitive to geometrical changes than
EA1 . At the same time the tunnelling probability max(|φE0 |
2(zA)) (Fig.4 (b)) for the
E0 electron being in the AQD located at position zA = −43.34 nm is one order
of magnitude smaller than for the A1 → E0 transition, because the electronic state
functions do overlap less. Both effects are in favor for E0 → C and hence allow for
the dissipation A1 → E0 → C in addition to A1 → C which is reflected by the higher
rate.
By the above findings it became evident that the sheer presence of the EQD influ-
ences the electronic processes in the AQD. Hence the logical next step is to investigate
the A1 dissipation when the EQD is not immobile but vibrating. For extracting solely
the EQD phonon effect, the AQD is held fixed at first and indeed I find a non-negligible
A1 dissipation rate Γ
A1
1e2p=4.78·10
−7 meV. It is in the order of the enhancement of the
A1 phonon dissipation rate discussed in the previous paragraph, when the AQD is
vibrating and a fixed EQD is placed nearby. This means opening the channel through
E0 speeds the dissipation by 10
−7 meV
Again a rationalization via tunnelling pathways can elucidate the way of action of
the pure EQD vibration. The left panels of Fig. 4 show in red dashed lines the energy
differences and tunnelling measures. When considering the energy spacings, the one for
the A1 → E0 partial decay ∆E(A1 → E0) (c) decreases when the EQD becomes more
shallow, while the one for the ∆E(E0 → A0) (a) pathway, increases by about the same
amount. The tunnelling measure of the E0 electron into the A0 state, max(|φE0 |
2(zA))
(Fig. 4 (b)), again increases with decreasing ∆E(E0 → A1) (Fig. 4 (c)) and has small
values overall as is intuitive. A significant difference compared to the findings on the
AQD variation is found for the A1 → E0 step. max(|φA1 |
2(zE)) (Fig. 4 (d)) strongly
depends on the EQD variation, whereas it was independent on the AQD variation
before. Its maximum value coincides with the minimum of ∆E(A1 → E0) and vice
versa as is intuitive for tunnelling processes. The average maximum is 0.0014 and
equals the value for the AQD vibration. Hence, also upon EQD vibration A1 → E0 is
fostered and allows for the A1 → E0 → C process.
The contributions of individual vibrations of either the AQD or the EQD would
add up to ΓA11e2p = 8.45 · 10
−5 meV which is therefore on a first glance the rate to be
anticipated in an electron dynamics calculation with both QDs vibrating. But taking
into account that phonon-mediated tunnelling between both QDs plays a crucial role
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Figure 4. (Color online) Comprehensive energy level differences and probability density changes during one
phonon induced binding potential oscillation cycle 0 < t < 2pi. The left panels collect single QD vibrations of
the AQD (black solid lines) or the EQD (red dashed lines) where the potential becomes shallower at t = pi/2
and deeper at t = 3pi/2. The right panels apply to vibrations of the QD pair according to the SYN (black
solid lines), OFF (red dashed lines), or OPP (blue dashed-dotted lines) phase-shift pattern described in the
text. Here, the AQD always vibrates as shown in the left panels and the EQD vibration is phase shifted.
From top to bottom I show in (a,f) the energy level difference ∆E(E0 → A0) in a.u. and in (b,g) the unit-
free maximum electron density abbreviated with max(|φE0 |
2(zA)) of the E0 electron in the AQD at position
zA = −43.34 meV. Below the same is displayed for the A1 → E0, that means in (c,h) the energy level difference
∆E(A1 → E0) in a.u. and in (d,i) the maximum electron density max(|φA1 |
2(zE)) of the A1 electron density
located in the EQD at zE = −zA. The bottom panels (e,j) display the ionization potential (IP) in meV, which
is the energy difference among the first continuum state and the E0 level.
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and moreover strongly depends on the actual level energies during vibration of either
of the dots (Fig. 4 (b) and (d)) the total rate must interdependent on the vibration
of both dots, i.e. their phase shift indicated by the vibration onset times tA,E . Hence
different frontier scenarios for the combined vibration of both QDs are established.
SYN: Zero phase shift among the two oscillating binding potentials. Both QDs vibrate
synchronously with being most shallow at t = pi/2 and deepest at t = 3pi/2.
OPP: The QDs’ vibrations are opposite to each other which implies a phase shift of pi
starting with a shallowing of the AQD.
OFF: An intermediate phase shift of pi/2 applies, again starting with a shallowing of
the AQD.
The summed decay rate of above for either only the AQD or the EQD vibrating is
only found in the offset case “OFF” ΓA11e2p(AQD) + Γ
A1
1e2p(EQD) = Γ
A1
1e2p(OFF ) (lines
7,8 in Tab. 4. Otherwise the rate is either diminished or enhanced by 1.16·10−5 meV
when the two QDs oscillate synchronously (SYN) or opposite (OPP).
For an understanding of this effect the energy differences and tunneling probabilities
for a full oscillation cycle of both QDs are visualized (Fig. 4, right panels). In the
graph the AQD shallows first and the EQD vibrates according the different pattern.
Comparing the left column for only one QD vibrating it becomes immediately apparent
that the effects of both dots vibrating span a wider range in all investigated quantities.
For the SYN case (black, solid line) the four measures of above (f) ∆E(E0 → A0),
(g) max(|φE0 |
2(zA)), (h) ∆E(A1 → E0), and (i) max(|φA1 |
2(zE)) span the overall
smallest range, which can be there considered as the major reason for the likewise
smallest decay rate. Both relevant energy differences, ∆E(E0 → A0) (Fig. 4 (f)) and
∆E(A1 → E0) (Fig. 4 (h)), remain relatively constant when both QDs simultaneously
become smaller at t = pi/2. These small ∆E correspond to the largest tunnelling
measures max(|φE0 |
2(zA)) (g) and max(|φA1 |
2(zE)) (i).
For the OFF (magenta, dashed line) and the OPP (blue, dashed-double dot-
ted line) cases the pathway A1 → E0 → A0 is completely open at t = pi and
t = 3pi/2, respectively, with increasing tunnelling probability. The respective max-
imal values max(|φE0 |
2(zA)) and max(|φA1 |
2(zE)) are 0.00018 and 0.0016 in the
OFF case, 0.00016 and 0.0015 in the OPP case, and 0.00014 and 0.0015 in the
SYN case. Contrary, their minima are almost identical with being slightly larger
in the OFF case among all three phase-shift cases. Note, however, that in all cases
max(|φE0 |
2(zA)) << max(|φA1 |
2(zE)) which means that any dissipation into A0 is less
likely than dissipation into the continuum.
4.2.2. E0 Dissipation
The emission of the E0 electron into the continuum is the other partial process of ICD
and itself affected by the phonons. Tab. 4 comprises the respective rates ΓE01e2p in its fifth
column. The most crucial scenario of a sole EQD vibration at two different onset times
tE (lines 3,4) shows that already the presence of an fixed AQD induces a rate decrease
by 1·10−7 from ΓA1E01e1p = 1.654 ·10
−4 (last column) to ΓE01e2p(EQD) = 1.653 ·10
−4 (fifth
column). Instead of direct electron emission from the level E0, the electron can now
alternatively tunnel into the levels of the neighbouring AQD for which the measure
max(|φE0 |
2(zA)) (Fig. 4 (b)) is depending on the EQDs oscillation. The larger the
probability to find the E0 electron in the AQD the smaller the ionization potential
(Fig. 4 (e)).
Interestingly, also if only the AQD is vibrating the emission rate is still non-negligible
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which is caused by the additional emission pathway E0 → A1 → C. Reproducibly,
numerically different rates ΓE0(AQD) = 9.973 · 10−7 and 4.179 · 10−7 meV have been
obtained at the different onset times t = 0 and t = pi. As both these rates are very
small, summing them with ΓE01e2p for only the EQD vibrating renders similar values
1.663·10−4 and 1.657·10−4 meV, respectively.
These numbers are most closely reproduced in the SYN case of the simultaneous
vibration of both QDs (lines 5,6 of Tab. 4) which means that the E0 emission profits
from a simultaneous in- or decrease of all electronic levels and particularly from overall
low tunnelling effects (Fig. 4(b,d), black solid lines).
In contrast to that an offset of pi/2 (OFF) leads to a decrease of the rate by
1.123·10−6 meV and a more pronounced offset during opposite vibrations (OPP) to
a further decrease by 1.102·10−6 meV. This effect is inverse to what was encountered
during A1 dissipation and moreover internal rate differences are one order of mag-
nitude smaller. As on the other hand the E0 dissipation rate itself is one order of
magnitude larger than the A1 rate, the conclusion is that the emission is not very
sensitive to changes in the phonon vibration pattern.
4.3. Two-Electron Double Quantum Dot
4.3.1. Inter-Coulombic Decay
The key question in this work is to what degree phonons (all gray arrows in Fig. 1)
are competitive to the ICD (black arrows) of the A1E0 resonance state in a PQD. In
the previous sections it was shown that the individual A1 and E0 dissipation rates for
both the one- or two-vibrating potential case are in the order of ΓA1 ≈ 10−5 meV and
ΓE0 ≈ 10−4 meV, respectively and hence smaller then the unaffected ICD rate ΓICD2e2p
= 4.1310−3 meV [81]. Therefore the expectation is that ICD will still be found to be
competitive in a full-dynamics calculation including both electrons and the vibration
of both QDs. Indeed all total rates of this work are on average Γtotal2e2p ≈ 4.4 · 10
−3 meV
and with that higher than ΓICD2e2p by the amount suggested by the phonons.
A graphical representation of the regular exponential decay of |a(t)|2 of the ICD
process is found in Fig. 5 (black-solid line, panel (a)) together with graphs of com-
bined ICD and phonon processes. From these graphs, especially from zooming into
the picture, it becomes evident how the ICD rate ΓICD2e2p is affected by phonon dissipa-
tions ΓA1E02e2p in all cases. The squared autocorrelation loss, however, is dominated by
ICD throughout. The most significant speedup of the |a(t)|2 decay comes from the E0
dissipation (inset (b), grey solid line) followed by the A1 dissipation (inset (b), brown
solid line). Finally, the differences of |a(t)|2 by both QDs vibrating are approximately
as large as the two individual contributions in the ordering of SYN (black dashed line)
decaying slowest followed by OFF (brown dashed line) and OPP (gray dashed line) as
highlighted in inset (c).
Numerical two-electron two-potential dissipation rates ΓA1E02e2p are listed in the sixth
column of Tab. 4. They were obtained as ΓA1E02e2p = Γ
total
2e2p − Γ
ICD
2e2p where Γ
total
2e2p was
determined from the exponential decay of the autocorrelation function for the full
two electron dynamics including phonons (cf. Fig. 5) and ΓICD2e2p excluding phonons.
The values reveal quantitative numbers for phonon effects of the combined A1 and E0
dissipation processes and further correlation effects among electrons and phonons in
all combinations.
From the rates of single-QD vibrations in lines 1-4 of Tab. 4 it becomes again
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Figure 5. (Color online) (a) Absolute squared of the autocorrelation function |a(t)|2 is shown for the pure,
phonon-free ICD (black, solid line), giving ΓICD
2e2p , and for the different phonon dissipations Γ
A1E0
2e2p ranging
from the vibration of the AQD or EQD only (brown and gray solid lines, (b)) to that of both QDs in different
combinations (c), namely SYN, OFF, and OPP (black, brown, and grey dashed lines).
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apparent that the contribution of the AQD’s vibration is with 8.44·10−5 meV in the full
dynamics calculations roughly half as significant as the one of the EQD with 1.76·10−4
meV. Cross-connecting to ΓA11e2p and Γ
E0
1e2p of the one-electron two-QD picture, shows
consistently that ΓA1E02e2p is dominated by Γ
A1
1e2p when only the AQD is vibrating (lines
1,2) and by ΓE01e2p when only the EQD is vibrating (lines 3,4).
When both phonon vibrations and both electrons are considered at a time, cor-
relation effects among two electrons, two phonons, or electrons and phonons come
into play. To evaluate them two further columns were added to Tab. 4 that belong
to single-electron calculations combined for both processes. In column seven there
are rates ΓA1E01e2p based on the one-electron two-QD system discussed in Sec. 4.2.1.
ΓA1E01e1p = Γ
A1
1e1p + Γ
E0
1e1p are based on rates from Tab. 4 and the discussion in Sec. 4.1
and belong to the one-electron one-QD picture.
The comparison of the two- and single-electron phonon dissipation rates ΓA1E02e2p and
ΓA1E01e2p reveals that the lower-complexity case of non-interacting electrons leads to a
systematic underestimation of the rate by about 1·10−5 meV. The energy contribution
can clearly be assigned to the electron-electron correlation and exchange energy. When
additionally removing one of the QDs (last column of Tab. 4), the value is again smaller
by about 1·10−6 meV. This is caused by two effects. Firstly, the tunnelling pathway for
dissipation through the neighbouring QD is closed, which was determined previously to
change the rate by 5·10−8 meV. Secondly, rates do not contain the crosswise electron-
phonon interaction energy, where crosswise means the interaction of the AQD phonon
and the E0 electron and vice versa.
In the overlaid vibration of both QDs the emission rate ΓE02e2p dominates the order
of magnitude of ΓA1E02e2p as it is in the order of 10
−4 meV and twice as large as ΓA12e2p.
ΓA12e2p instead has a one order of magnitude stronger dependence on the offset than
ΓE02e2p which was found to be 1 · 10
−5 meV. Hence, the trend for the offset scenarios
is the same for ΓA1E02p2e and for Γ
A1
2p2e, namely the rate is highest for opposite phonon
vibrations (OPP) and lowest for synchronous vibrations (SYN). The same findings
are true for the combined decay and emission rates ΓA1E01e2p in the one-electron two-QD
scenario.
The ultimate reduction of complexity reveals that the phonon rate ΓE1A01e1p with only
one vibrating potential is in all cases identical to the sum of emission and decay
rate. The offset has no impact here, because in the one-electron one-QD picture the
phonon-phonon correlation is neglected. It can be estimated to be in the order of 10−5
meV which is the variation of ΓA1E01e2p (differing only by the including phonon-phonon
interaction) with different offsets. As the values ΓA1E01e1p and Γ
A1E0
1e2p are on average
identical the estimate for the electron-electron correlation contribution of 1 ·10−5 meV
from the previous paragraph is confirmed.
So finally rate contributions are 1 · 10−5 meV for the phonon-phonon, 1 · 10−6
meV for the crosswise electron-phonon, and 1 · 10−5 meV for the electron-electron
interaction. AQD and EQD phonons contribute by 1 · 10−5 meV and 1 · 10−4 meV
which are basically the values for the local electron-phonon interaction. All theses
interconnected processes are much less important than ICD itself.
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5. Discussion
In this study the explicit treatment of phonons is exclusive for acoustic phonons by
implementing a time-dependent binding potential. Optical phonons are argued to be
less relevant due to the energetic mismatch of their energies with the level spacings.
Anyway, in order to properly implement optical phonons into the model, one would
have to account for the fact that optical phonons mechanistically induce a dipole
moment which then couples to the electronic states through Fro¨hlich interaction. Such
dipole-dipole coupling in a two-level system should thus enter the Hamiltonian matrix
in an off-diagonal matrix element as
(
0 V OP (t)
V OP (t) 0
)(
|A0〉
|A1〉
)
(14)
as encountered for the state transitions induced by an oscillating laser field, e.g.
V OP = −µε0 cos(ωOP t) (15)
with the frequency ωOP and the transition dipole moment µ among the two states
[69, 82]. If the equation was implemented, the choice of field strengths ε0 would be a
sensitive quantity for which no reference is known. Hence, I leave such investigation
for a future study.
Here I only give a further hint on the relevance of optical phonons by using the
acoustic phonon implementation (Eq. (10)) with the longitudinal optical phonon fre-
quency for GaAs of 36 meV [94, 95] and ∆r/r = 0.02. Doing so for the two-electron
two-QD system renders an expectedly low dissipation rate of Γopt2e2p which is three or-
ders of magnitude lower than the ICD rate itself and one order lower than acoustic
phonon dissipation rate .
Finally, the acoustic phonon dissipation time is 2.5 ns compares to the non-phonon
ICD time τ =159 ps as did the rates. It is roughly half of the spontaneous radiative
decay time of 5.7 ns found for the PQD system earlier [80].
6. Conclusion
Established two-electron dynamics calculations on the inter-Coulombic decay (ICD)
process in two binding potentials reflecting quantum dots (QDs) have been extended
by a treatment for acoustic phonons. Such phonons were understood to be a possi-
ble competitor process in dissipating excited states on the same time scale as ICD
itself. In nanomaterials acoustic vibrations lead to macroscopic effects as e. g. to QD
breathing modes. Hence, in a frozen-phonon approach the QD binding potentials were
straightforwardly varied in size harmonically in all directions. Dissipation in the sense
of electron emission from either QD was observed and one (two) orders of magnitude
slower than ICD for the emitter (acceptor) QD vibration. From a gradual increase of
complexity through adding phonon and electron terms successively, several individual
contributions from different interactions were deduced.
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