Despite the increasing number of population-based surveys in sub-Saharan Africa that provide testing and counseling for HIV over the past decade, understanding the nature of nonresponse in these surveys, especially panel HIV surveys, is still limited. This article uses longitudinal HIV data collected from rural Malawi in 2004 and 2006 to examine nonresponse in repeat population-based testing. It shows that nonresponse in repeat testing led to signifi cant bias in the estimates of HIV prevalence and to inconsistent conclusions about the predictors of HIV status. In contrast, previous cross-sectional analyses found that nonresponse does not signifi cantly bias the estimates of HIV prevalence. The difference in conclusions from cross-sectional and longitudinal analyses of nonresponse can be attributed to two factors: the different defi nitions of what constitutes nonresponse in both contexts, and the risk profi les of the missed populations. In particular, although refusal and temporary absence are the major sources of nonresponse in the cross-sectional contexts, attrition attributable to mortality and out-migration are additional sources of nonresponse in repeat testing. Evidence shows that outmigrants have higher HIV prevalence than nonmigrants, which could account for signifi cant bias in the estimates of prevalence among participants in both tests observed in this study.
the clinics and health facilities are disproportionately located in urban and peri-urban areas Nyblade et al. 2001) , and (2) collect information on the segment of the population that is at risk of HIV infection but chooses not to participate in the VCT program (Nyblade et al. 2001) . This allows for a better understanding of the characteristics associated with participation in the programs, which is essential for gauging the acceptability and effectiveness of the programs.
The population-based initiatives, however, face challenges that can adversely affect their effectiveness. One of these is nonresponse due to refusal or absence, and due to loss to follow-up in longitudinal studies. The other challenges include logistical diffi culties of testing in the fi eld rather than a clinic setting, the cost associated with conducting a survey, ethical issues, and sample representativeness (Boerma, Holt, and Black 2001; Fisher, Pappas, and Limb 1996; WHO and UNAIDS 2003) . This article focuses on nonresponse in repeat, community-level population-based VCT for HIV in rural Malawi, one of the countries in sub-Saharan Africa with generalized epidemics (national HIV prevalence of more than 10%). Specifi cally, this article (1) compares the characteristics of participants and nonparticipants in the repeat HIV testing program to determine whether they signifi cantly differ; and (2) examines the impact of nonresponse in the HIV prevalence estimates and on the predictors of HIV status.
Nonresponse arises when individuals who are selected to participate in a survey fail to do so because of outright refusal for various reasons, because of physical and mental impairment, or by failure of the research team to contact respondents who are temporarily away from home (Groves 2004; Groves and Couper 1998) . Nonresponse is important in population-based HIV surveys because it can lead to signifi cant bias in the HIV prevalence estimates and inconsistent estimates of the predictors of HIV status. These, in turn, lead to questionable conclusions about the state of the HIV/AIDS epidemic in the population and about the risk factors associated with it. Furthermore, the growing number of populationbased HIV surveys in the past decade have been accompanied by warnings that the prevalence estimates obtained from these surveys may not be the gold standard because of the potential for nonresponse bias (e.g., by Boerma et al. 2003; WHO and UNAIDS 2003) . 2 However, the literature on nonresponse bias for this type of surveys is still limited, with much of the available evidence coming from cross-sectional surveys, most notably the Demographic and Health Surveys (DHS) (e.g., Bignami-Van Assche, Salomon, and Murray 2005; Mishra et al. 2006) . Thus, the literature on nonresponse bias in population-based longitudinal HIV surveys is even more limited.
CONTEXT
Malawi had a total of 28 administrative districts as of 2004 (National Statistics Offi ce [NSO] and ORC Macro 2005) . Six of the districts were in the Northern region, nine in the Central region, and thirteen in the Southern region. With a population close to 14 million by mid-2008, approximately 83% lived in the rural areas (Population Reference Bureau 2008). The Northern region is less densely populated but is wealthier and has a higher proportion 2. Previous estimates of HIV prevalence have been derived from an extrapolation of the estimates from pregnant women attending selected prenatal clinics (which form the sentinel or surveillance sites) to the entire adult population. However, this method may also suffer from bias arising from three sources. The fi rst is the selective location of the clinics that carry out testing, whereby smaller and more remote rural clinics are underrepresented. Second, those who attend the clinics are self-selected. That is, pregnant women attending clinics may not be representative of all pregnant women, of all adult women, or of the entire adult population (men and women); they also represent a group that is sexually active and mostly have sex without protection against sexually transmitted infections including HIV. The third source is the algorithm used to extrapolate the data to the national adult population; that is, fi tting epidemic curves to the prevalence data from the sentinel site and sometimes relying on subjective judgment in cases in which the curve fails to provide a good fi t to the data (Allen 2006; Boerma et al. 2003; National AIDS Commission 2004; WHO and UNAIDS 2003). of individuals with some education (primary and higher) than the Central or the Southern regions (NSO and ORC Macro 2005) . The three regions are also characterized by distinctive marriage patterns: the Southern region is predominantly matrilineal and matrilocal, the Northern region is predominantly patrilineal and patrilocal, and the Central region is characterized by mixed marriage patterns (Zulu 1996; Zulu and Chepng'eno 2003) . These distinctive marriage patterns have been found to play a role in defi ning the mechanisms through which social interactions shape attitudes toward HIV/AIDS (Helleringer and Kohler 2005) .
As of 2004, the national HIV prevalence among adults aged 15-49 years was 12% (NSO and ORC Macro 2005) . Prevalence was more than twice as high in the Southern region (18%) than in the Northern (8%) or the Central regions (7%). According to estimates by UNAIDS (2006) , between 480,000 and 1.4 million people (including adults and children) were living with HIV in Malawi as of 2005. By the end of 2005, slightly more than 37,000 patients were on anti-retroviral treatment (ART) in 60 public health facilities ). Plans to scale up ART were started in 2004 ), but even with scale-up, it was projected that only about 50% of those who are eligible for treatment would receive it each year . Efforts to cover all eligible HIV/AIDS patients with ART are hampered by the inadequacy of the health care capacity to offer treatment, logistical diffi culties with drug supplies, drug resistance, and fi nancial limitations. The availability of ART is one of the factors that infl uence the decision to be tested for HIV. Knowing that one is HIV-positive is much more relevant if he/she can get ART. For instance, Reniers et al. (2009) found that consent for testing in Ethiopia increased after the introduction of ART in the hospital where the study was based.
The percentage of respondents in the 2004 Malawi Demographic and Health Survey (MDHS) that were tested for HIV was higher in the Northern region (78%) than in the Southern (66%) or Central regions (64%) (NSO and ORC Macro 2005) . The proportion that refused the test was higher in the Central region (26%) than in the Southern or the Northern regions (21% and 14%, respectively), while the percentage that was temporarily away was higher in the Southern region (11%) than in the Central (9%) or Northern regions (8%) (NSO and ORC Macro 2005) . Individuals can refuse to be tested for HIV for various reasons: for example, if they suspect that they are already infected based on their assessment of prior sexual or other risky behavior (such as injecting drug use). Mobility, which comprises temporary absence and out-migration, has been associated with increased risk of HIV infection in parts of sub-Saharan Africa (e.g., Crampin et al. 2003; Anglewicz 2007) . This is because when those in sexual relationships are separated from each other, they are likely to seek other sexual partners at points of destination, thereby increasing their chances of being infected with HIV; otherwise, mobility unto itself does not matter for the risk of HIV infection.
DATA
This study uses data from a longitudinal survey, the Malawi Diffusion and Ideational Change Project (MDICP), conducted in three rural sites in Malawi. The three sites are located in Balaka District in the Southern region, Mchinji District in the Central region, and Rumphi District in the Northern region (hereafter referred to as the South, Center, and North, respectively). The aim of the project is to examine the role of social networks in changing attitudes and behavior regarding family size, family planning, and HIV/AIDS in rural Malawi. The initial sample was not designed to represent the national population of rural Malawi, but the sample characteristics closely matched those of the rural sample in the 1996 Malawi Demographic and Health Survey (Watkins et al. 2003) . The fi rst and second waves (1998 and 2001) involved survey data collection only. The 1998 sample targeted 1,500 ever-married women and their husbands (Watkins et al. 2003 In 2004, trained nurses collected saliva specimens (using OraSure oral swab) from consenting respondents for HIV testing about two to three days after the visit by the survey team (Anglewicz et al. 2005; Bignami-Van Assche et al. 2004 ). The specimens were then analyzed at the laboratory in the capital city (Lilongwe) in Malawi, using enzyme-linked immunosorbent assay (ELISA) and confi rmatory Western blot tests (Bignami-Van Assche et al. 2004) . The test results and posttest counseling were provided by team nurses in mobile VCT centers set up by the project (Thornton 2008) . In 2006, consenting survey respondents provided blood spots for rapid HIV tests in their homes. HIV testing was done by trained VCT counselors using parallel Determine (Abbott Laboratories, Abbott Park, Illinois) and reactive samples confi rmed by UniGold (Trinity Biotech, Bray, Ireland). Respondents were given the option to receive their test results either in their homes or at mobile clinics, which were to be set up by the project at the end of the survey. However, virtually all respondents opted for obtaining their test results immediately in their homes.
Conditional upon contact, acceptance of HIV testing in the MDICP was high and remained fairly stable in both surveys. Of the 3,282 individuals successfully contacted for HIV test in 2004, 91% (2,983) consented to be tested. Similarly, a total of 2,987 individuals were successfully contacted in 2006, and 92% (2,758) consented to be tested. Nonetheless, the response rate for HIV testing among those ever interviewed in previous waves was much lower than the acceptance rate (Table 1 ). The percentage of respondents who obtained their test results and posttest counseling was also lower in the fi rst survey than in the second survey. Of those whose test results were available in 2004, only about two-thirds (67%) obtained their test results. In contrast, 98% of those who were tested in 2006 obtained their test results. With respect to acceptance of repeat HIV testing, of those who were tested in 2004, 68% (2,031 individuals) were also tested in 2006; another 110 individuals refused the test; 365 individuals were either temporarily away or had out-migrated from the study sites by 2006; and the remaining individuals were lost to follow-up either because of mortality or because they could not be traced (Table 1) .
METHODS

Descriptive Analysis
The fi rst part of descriptive analysis involves a comparison of participants in both tests and nonparticipants in the second test who participated in the fi rst test based on their background characteristics and HIV-related behaviors. It also entails testing whether the two groups signifi cantly differ in terms of these characteristics. The purpose is to examine whether nonparticipation in the second testing was associated with either HIV status or standard measures of risky behavior in 2004. If nonparticipants systematically exhibit characteristics that suggest that they were more likely to be HIV-positive, this should be an indication that the HIV prevalence estimate for the longitudinal participants is signifi cantly biased downward. The opposite (signifi cant upward bias) should be the case if nonparticipants' characteristics show that they were systematically less likely to be HIV-positive than participants.
The background characteristics considered in the comparisons include age, sex, study site, highest educational attainment, and current marital status. Prevalence estimates from the two surveys indicate that HIV prevalence was highest among those aged 25-44 years, among women, in the South, among those with less than secondary education, and among those who were formerly married (separated, divorced, and widowed). One should therefore expect signifi cant downward bias in the prevalence estimates for the longitudinal participants if the percentage of nonparticipants with these characteristics was signifi cantly higher than the participants with similar characteristics. The HIV-related behaviors include HIV status in 2004, number of marital unions, number of lifetime sexual partners, suspicion of the spouse's/partner's infi delity, level of worry about getting HIV/AIDS, perceived risk of current infection, and knowledge of someone who was living with or who had died of AIDS. Multiple unions and sexual partnerships increase chances of HIV infection. One might expect that suspicion of the partner's infi delity, the level of worry about getting HIV/ AIDS, and perceived risk of current infection are refl ections of prior or current high-risk sexual behavior of the partner or the individual. Knowledge of persons living with or who had died of AIDS is an indicator of the disease's prevalence in the community. One should therefore expect signifi cant bias in the prevalence estimates for the longitudinal participants if characteristics associated with high prevalence or high perceived likelihood of infection are also associated with nonparticipation in testing over time.
The second part (of descriptive analysis) is a sensitivity analysis that involves assuming a prevalence of, say, 0%, 5%, 10%, and so on to 50% among nonparticipants in the second testing who participated in the fi rst testing, estimating a new prevalence on the basis of these assumptions, 3 and testing whether the new estimate is signifi cantly different from the observed estimate among longitudinal participants. The question of interest here is, If in 2006 the MDICP had only tested those who were also tested in 2004, would nonresponse have signifi cantly biased the prevalence estimate for that year? 4 The expectation is that if nonresponse was a signifi cant source of bias, there should be signifi cant differences between the observed and the estimated prevalence at plausible levels of assumed prevalence among nonparticipants. The implication then is that the observed prevalence in 2006 among the longitudinal participants was an underestimate of the trends in rural prevalence for the districts included in the MDICP.
Multivariate Probit Analysis
The multivariate probit analysis aims at examining whether the predictors of HIV status among longitudinal participants in the testing program differed between the fi rst and second testing. If that is the case, this should be an indication that nonparticipation in the second testing by those who participated in the fi rst results in inconsistent estimates of the predictors of HIV status. The empirical model posits that each individual has an underlying risk of being infected with HIV, denoted by Y * i , and that there is some threshold, θ, beyond which an individual is observed to be HIV-positive if the underlying risk exceeds this threshold, or to be HIV-negative if the underlying risk is at or below the threshold:
.
(1)
(1) is the observed HIV status of individual i, which is a function of measured individual background and behavioral characteristics and a residual term (ε i ) that accounts for the unmeasured characteristics. The model formulation is as follows:
where β 0 is the intercept. I estimate Eq. (2) by means of a probit model, since it is appropriate for modeling latent responses (Allison 1999) . The potential predictors of HIV status include age, sex of the respondent, study site, highest education level, religious affi liation, current marital status, whether the respondent had stayed outside the district for six months or more since age 15, (if ever married) the number of times the respondent had ever been married, whether the spouse usually stayed outside the village, number of lifetime sexual partners, and perceived risk of current infection.
RESULTS
Comparison of Participants' and Nonparticipants' Characteristics
Tables 2 and 3 present the results of the comparison of participants and nonparticipants in the MDICP HIV testing program in the longitudinal context. Participants in this case 3. The choice of the cutoff of 50% is based on the fact that in almost all cases, the results showed that we achieve estimates that are signifi cantly higher than the observed at this level and below.
4. Note that in 2006, new spouses to married adolescents and to adult sample members were included in the study (see Data section). There were also nonparticipants in the 2004 HIV testing program who were tested in 2006. are those who were tested for HIV in both surveys; nonparticipants are those who were tested in 2004 but not in 2006 because they refused, were temporarily away, had moved out of the study sites, or could not be tracked down by the survey despite having been previously tested (see Table 1 , bottom panel). 5 Table 2 presents the results of these 5. Temporary absentees were those who were reported to be away from the household or family for a few days (for instance, to visit relatives or on a business trip) and were expected back soon. Out-migrants, on the other hand, were those who moved either to settle in areas outside the study sites or to work in major towns or out of comparisons based on individual background characteristics. The results suggest that a signifi cant downward bias in the prevalence estimates for the longitudinal participants could result from (1) the signifi cant difference in the percentage of individuals who were tested in 2004 but refused the test in 2006 and the percentage of those who were tested in both surveys among those from the South, the region with the highest HIV prevalence in the country; and (2) the signifi cant difference in the percentage of individuals who were tested in 2004 but were temporarily away or had out-migrated from the study sites in 2006 and the percentage of those who were tested in both surveys among those from the South and those with primary education. Table 3 presents the results of the comparisons based on HIV status in 2004 and other HIV-related behaviors. Again, instances when a signifi cant downward bias in the prevalence estimates for the longitudinal participants could occur include (1) the signifi cant difference in the percentage of individuals who were tested in 2004 but refused the test in 2006 and the percentage of those who were tested in both surveys among those who were HIV-positive in 2004; (2) the signifi cant difference in the percentage of individuals who were tested in 2004 but were temporarily away or had out-migrated from the study sites by the second survey, and the percentage of those who were tested in both surveys among those who were HIVpositive in 2004, those who suspected their spouses/partners of infi delity, and those who were worried about getting HIV/AIDS; and (3) the signifi cant difference in the percentage of individuals who were tested in 2004 but could not be tracked down by the survey team in 2006 and the percentage of those who were tested in both surveys according to the following characteristics: being HIV-positive in 2004, being worried about getting HIV/AIDS, and perceiving medium or high risk of being infected with HIV.
The observed patterns are indicative of the potential for nonresponse to signifi cantly bias downward the HIV prevalence estimates for the longitudinal participants. They are also consistent with the results from the logistic regression analysis predicting attrition for repeat testing in 2006 among those ever interviewed in previous waves (results presented in Table S1 , available online at Demography's Web site: http://www.populationassociation .org/publications/demography). In particular, the likelihood of attrition for repeat testing was signifi cantly higher among those who tested HIV-positive in 2004, those who suspected or knew of their spouses' or partners' infi delity, and those who were worried about getting HIV/AIDS.
Impact of Nonresponse on the HIV Prevalence Estimates
The results shown in Figures 1 and 2 are based on sensitivity analysis aimed at deter mining whether the HIV prevalence estimates obtained are signifi cantly higher than what was observed among the longitudinal participants by assuming plausible prevalence among nonparticipants. Both fi gures indicate that signifi cantly higher estimates are obtained than what was observed among individuals tested in both surveys by assuming plausible prevalence among all nonparticipants in 2006 who were tested in 2004. For men (Figure 1) , a prevalence of about 8% or higher among nonparticipants must be assumed in order to obtain a signifi cantly higher estimate (of at least 5.0%) than that observed among men tested in both surveys (i.e., 3.5%). For female nonparticipants (Figure 2) , a prevalence of 12% or higher must be assumed in order to obtain a signifi cantly higher estimate (of at least 7.6%) than that for women tested in both surveys (i.e., 6.0%).
the country, especially South Africa and Mozambique. Whereas family/household members and/or neighbors reported whether an individual was temporarily away or had moved, the project employed the services of additional research assistants, referred to as "scouts," who were selected from each village to assist with the identifi cation of respondents (Anglewicz et al. 2005) . These scouts confi rmed for the interviewers the status of respondents from the reports by family/household members and/or neighbors. 
Estimated Prevalence (%)
Average (women tested in both surveys) Significantly higher estimates than the average for women tested in both surveys
Refusals All sources
The prevalence estimates that must be assumed for the nonparticipants are plausible because a test of whether they are signifi cantly different from those of the 2004 MDHS for rural men and women shows that they are not (p = .14 for men; p = .68 for women). Similarly, a test of whether they are signifi cantly different from the 2004 estimates for these men and women (who were nonparticipants in 2006 but were tested in 2004) shows that they are not (p = .30 for men; p = .42 for women). 6 This suggests that nonresponse signifi cantly biased downward the HIV prevalence estimates for the longitudinal participants. 7 It further implies that if the 2006 survey restricted HIV testing to those who were tested in 2004, the cross-sectional 2006 prevalence estimates would have been signifi cantly biased downward because of nonresponse. Table 4 compares the coeffi cient estimates from the model predicting HIV status in 2004 among those who participated in the fi rst testing with those from the model predicting HIV status in 2006 for the longitudinal participants. The results show differences between most of the estimates from the two sets of models in terms of signifi cance and, in some cases, in the absolute magnitude of the coeffi cients. For instance, based on the model predicting HIV status among those who participated in the fi rst test, those from the Center or the North were signifi cantly less likely to be HIV-positive compared with those from the South. However, a different conclusion is reached when this is considered with the model predicting HIV status among those who participated in both tests (Table 4) .
Impact of Nonresponse on Predictors of HIV Status
Despite the different sets of conclusions arising from the two models, the direction of association between HIV status and the related factors (where this is noted to be signifi cant) is in the expected direction. For instance, the regional differences are consistent with the estimates from the 2004 MDHS (NSO and ORC Macro 2005) ; partner mobility implies temporary partner separation, which is likely to raise the possibility of having other sexual partners, thereby increasing the chances of being infected with HIV; and multiple sexual partnerships and unions imply an increase in the chances of HIV infection.
DISCUSSION AND CONCLUSION
This article examined nonresponse for repeat population-based VCT for HIV in rural Malawi. This is relevant for gauging the acceptability and cost-effectiveness of providing VCT services in sub-Saharan Africa as a strategy for combating the spread of HIV/AIDS in the region. The fi ndings show that nonresponse led to signifi cant bias in the estimates of HIV prevalence and in inconsistent conclusions about the predictors of HIV status. Three fi ndings inform this conclusion. First, a simple comparison of the characteristics of participants in repeat testing and those who participated in the fi rst testing but not the second testing (nonparticipants in repeat testing) shows that the nonparticipants differed from the participants in ways that suggest signifi cant bias. Second, the HIV prevalence estimates that were obtained were signifi cantly higher than what was observed among individuals who were tested in both surveys by assuming plausible prevalence among all nonparticipants in repeat testing.
6. The 2004 HIV prevalence for male nonparticipants in 2006 who were tested in 2004 was 9.4%, and that for women was 13.2%; the 2004 MDHS rural HIV prevalence was 8.8% among men and 12.5% among women. In addition, including those who were HIV-positive in 2004 but were nonparticipants in 2006 in the analysis (because their HIV status is already known) did not change these results and conclusions.
7. Analyses considering temporary absence as distinct from out-migration (two aspects of mobility) show that the prevalence estimates that must be assumed among those who participated in the fi rst HIV testing (in 2004) but were temporarily away during the second testing (in 2006) are signifi cantly higher than the estimates observed in the 2004 Malawi Demographic and Health Survey or among the same individuals in 2004. This suggests that temporary absence might not result in signifi cant bias in the HIV prevalence estimates over time. A similar conclusion is reached for those who participated in the 2004 HIV testing but refused to participate in the subsequent test. The assumed prevalence among nonparticipants in repeat HIV testing becomes plausible when out-migrants and those with other or missing outcomes are included in the analysis. Third, the models predicting HIV status among individuals who participated in the fi rst test and those who participated in both tests result in different conclusions regarding some of the factors that are signifi cantly associated with the likelihood of being HIV-positive. Contrary to the conclusion of this study, previous cross-sectional analysis of the impact of nonresponse on either the 2004 and 2006 HIV prevalence estimates found that nonresponse did not signifi cantly bias the estimates (Obare 2007) . This was also found to be consistent with fi ndings from previous similar (cross-sectional) analyses based on the Demographic and Health Surveys (e.g., Bignami-Van Assche et al. 2005; Mishra et al. 2006) , which found that although nonrespondents tended to have higher HIV prevalence compared with those who consented to be tested, the overall bias on the prevalence estimates was generally small. The difference in conclusions from the analysis of nonresponse in repeat and cross-sectional testing could be attributed to two factors: (1) the different defi nitions of what constitutes nonresponse in both contexts, and (2) the risk profi les of the missed populations. In particular, refusal and temporary absence are the major sources of nonresponse in the cross-sectional analyses, while attrition attributable to out-migration, mortality, or inability to trace the respondents is an additional source of nonresponse in repeat testing. As noted earlier, out-migrants have been found to have higher HIV prevalence than the nonmigrants (Anglewicz 2007; Crampin et al. 2003) , which could account for signifi cant bias in the estimates of prevalence among nonmigrants.
The preceding conclusion has implications for the value of population-based longitudinal HIV surveys. Compared with cross-sectional surveys, longitudinal studies have several advantages that include the ability to study behaviors that change over time, how past behaviors infl uence current behaviors, and the effect of time-varying exogenous variables on endogenous behaviors while controlling for unobserved fi xed characteristics (Alderman et al. 2001) . With respect to HIV, longitudinal studies are useful for understanding incidence rates, the factors driving these rates, and trends in prevalence at the community level. Nonetheless, as the preceding fi nding suggests, these advantages are overshadowed by the fact that loss to follow-up-which remains "the Achilles heel" of longitudinal studies (Thomas, Frankenberg, and Smith 2001:590 )-leads to signifi cant bias in the estimates of prevalence, and can result in signifi cant bias in the estimates of incidence as well. This is compounded by the fact that longitudinal studies are generally costly to undertake. It is therefore unlikely that governments and programs would rely on them to understand trends in HIV incidence and prevalence.
These fi ndings should be viewed in the context of this article's limitations. First, the contention that the different conclusions regarding the signifi cant predictors of HIV status refl ect the effect of nonresponse could be partly true. The differences could also be due to the changing patterns of HIV infection between the two waves. Nonetheless, this is not likely to be the case in the present study because of the short duration between the two waves, which could not have witnessed signifi cant changes in HIV prevalence. Indeed, the HIV prevalence among the MDICP study participants remained stable at 7% in both waves (Obare et al. 2009 ). Second, the study does not consider changes in program contexts between 2004 and 2006, which could also affect the uptake of HIV testing: hence, the extent of nonresponse and its impact on the estimates. For instance, VCT services were available at the local health clinics in all the study sites in 2006; this was not the case in two of the study sites (North and South) in 2004. Moreover, in 2006, free antiretroviral treatment (ART) was available at the local health clinics in all the study sites. In contrast, in 2004, ART was available for a fee at the health center in only one study site (Center). The limited availability of VCT and ART services in 2004 could, therefore, have an impact on the extent of nonresponse, especially on the refusal to be tested.
