Abstract. We combine the theory of radial basis functions with the field of Galerkin methods to solve partial differential equations. After a general description of the method we show convergence and derive error estimates for smooth problems in arbitrary dimensions.
Introduction
Interpolation by radial basis functions has become a powerful tool in multivariate approximation theory, especially since compactly supported radial basis functions are available. We shall collect the necessary results in the third section, but refer the reader to the survey articles [6, 8, 10, 11] for details.
In this paper we describe how radial basis functions can be used to solve elliptic partial differential equations numerically. We choose the same Galerkin approach as in classical finite element methods. The results presented here are comparable to those of classical FEM.
Since, in contrast to FEM, the effort for the construction of the finite dimensional subspace using radial basis functions is independent of the current space dimension, it is in principle possible to solve high dimensional problems as they occur in quantum mechanics (cf. [9] ). For example, the n-body problem of n interacting particles leads in the stationary case to a time-independent Schrödinger equation on R 3n . Under certain additional conditions on the potential it is possible to approximate the solution of this global problem by a solution of a boundary value problem on a finite domain.
But even in two or three space dimensions it could be reasonable to use our method: Classical finite element methods spend a lot of time on technical details concerning the mesh, especially for time-dependent problems with moving boundaries. The mesh has to be generated, adapted to singularities of the solution, and adapted to the changes of the domain. Meshless methods don't need to handle such problems because they only use unrelated centers for the discretisation. See [2] for an overview of general meshless methods and applications in engineering. Finally, very smooth solutions can be constructed as simply as less smooth solutions.
In the next section we describe in more detail the partial differential equation we are interested in. We restrict ourselves to second order partial differential equations, but a generalization to higher order equations can be done in an obvious way. As a 1522 HOLGER WENDLAND reference for finite element methods or elliptic partial differential equations we give [3] .
In the third section we give a short summary of the theory of radial basis function interpolation. In the fourth section we show how this theory can be used for Galerkin or Rayleigh-Ritz approximation, and derive results concerning a special kind of basis function, which generates Sobolev space as its native space. In this situation our results are comparable to those of classical finite element methods.
In the last section we generalize these results to more general basis functions, which allows us to give approximation orders even if the exact smoothness of the solution is unknown.
PDE and Galerkin methods
For a bounded domain Ω with C
1 -boundary ∂Ω we consider problems of the form
(∂Ω) and ν denotes the unit normal vector to the boundary ∂Ω. The matrix A(x) = (a ij (x)) is assumed to be uniformly elliptic on Ω, i.e. there is a constant γ such that for all
We further require that c ≥ 0 and h ≥ 0, and that at least one of them is uniformly bounded away from zero on a subset of nonzero measure of Ω or ∂Ω, respectively.
Under these asumptions the variational approach leads to the strictly coercive and continuous bilinear form
(Ω), and to the continuous linear form To solve (2.4) numerically, the Galerkin method starts with a finite dimensional subspace V N of V and computes the solution of the discretization
The error between the solution u of (2.4) and the numerical solution u N can be bounded via Cea's lemma, which is in this context given by
Here and in what follows, C will denote a generic constant.
We shall require u to be more regular than u ∈ W 1 2 (Ω). More precisely, we need
if d is the current space dimension. This is, for instance, satisfied if the boundary of Ω and the given functions are sufficiently smooth.
Radial basis functions
In this paper we want to use finite dimensional subspaces
where Φ :
m denotes the space of polynomials of degree less than m and X = {x 1 , . . . , x N } ⊆ Ω is a set of pairwise distinct centers. The most interesting case is when Φ is compactly supported and m = 0, i.e. no polynomials are added. In this case the stiffness matrix
is sparse. Moreover, for a radially symmetric L and a radial Φ, i.e. Φ(x) = φ( x 2 ), x ∈ R d , with a univariate function φ : R ≥0 → R, most of the entries of the stiffness matrix can be easily computed (cf [13] ).
We are now considering the approximation error determined by (2.6). Therefore we invoke the theory of radial basis functions. The (radial) basis function interpolant s u to a function u ∈ C(R d ) on a set of centers X is given by
where p is a polynomial of degree less than m. By interpolation, s u has to satisfy 
Thin plate splines
Knowing that interpolation is always possible, we turn to the error analysis. Therefore we assume that the function Φ possesses a (generalized) Fourier transform Φ which is positive almost everywhere. This is satisfied for all common basis functions. We now introduce the native space F Φ consisting of all functions f : R d → R which can be recovered via
where f is a function satisfying
The space F Φ possesses the semi-norm
with the nullspace P 
with the so-called Power function P X,Φ (x) defined pointwise as the norm of the error functional. This Power function can be bounded in terms of the local data density given by h ρ (x) := sup y−x 2≤ρ min 1≤j≤N y − x j 2 , ρ > 0 (cf. [17] ). But if we restrict ourselves to basis functions having an algebraically decaying (generalized) Fourier transform, the proofs given in [17] allow us to choose X ⊆ Ω and to bound the Power function also in terms of the global data density
as long as Ω satisfies a uniform interior cone condition. In this case the Power function can be bounded via P X,Φ (x) ≤ CF (h). For the particular basis functions that we investigate, the order of conditional positive definiteness and F (h) are given in table 1. As a reference for the Sobolev splines we give [4] . The results for the compactly supported radial basis functions and explicit formulas can be found in [14, 15] . The degree of the polynomial is minimal under the following conditions: 1) Φ(x) = φ( x 2 ) is a compactly supported function which consists of a univariate polynomial within its support.
2) The function Φ is positive definite on R d and the even extension of φ is in C 2 .
Approximation in Sobolev spaces
We now turn to the investigation of the approximation error between u as the solution of (2.4) and the discrete Rayleigh-Ritz solution u N coming from V N , where V N is given by (3.1) belonging to a special positive definite function Φ. As mentioned in the introduction, we assume u to be somewhat more regular, say
with positive constants c 1 , c 2 . This property will be abbreviated by
Following Cea's lemma (2.6), we have to bound
in terms of h as defined in (3.3). 
Proof. Let us first assume 0
The Power function P (α) X,Φ (x) can be bounded from above in the following manner. There exists an h 1 such that for all X with h ≤ h 1 and all x ∈ Ω the estimate
is valid. Here, C denotes a constant independent of x and X. Now, we form u
It is possible to choose the extension mapping E B in such a way that the constant C in
is independent of the radius and the position of the ball B (cf. [15] ). Thus (4.3) leads to
. According to [5] there exist M , M 1 , h 2 > 0 and for h ≤ h 2 a finite subset T h ⊆ Ω such that the balls B(t, h) and B(t, M h) with radii h and M h, respectively, centered at t ∈ T h , satisfy
B(t, M h)
and such that t∈T h χ B(t,Mh) ≤ M 1 . Here χ A denotes the characteristic function of the set A. This leads to
where Ω * := t∈T h B(t, M h).
If we choose h ≤ h 1 so small that also (M + 1)h ≤ h 0 , we find for all x ∈ Ω * certain points t ∈ T h and x j ∈ X such that we have x − t 2 ≤ M h and t − x j 2 ≤ h, which means that x − x j 2 ≤ (M + 1)h.
Thus we can use (4.4) on Ω * with (M +1)h instead of h. But as M does not depend on h we get
for |α| < k − d/2 and sufficiently small h, using the continuity of E Ω again. This means that
, if we use the fact that s u = s EΩu is the best approximation to E Ω u from V N with respect to (·, ·) Φ . Thus we have proven the case j = k. As we already know the estimate for j = 0, we can invoke an interpolation theorem [1] 
with the Sobolev semi-norm |u|
with ε = h. Summing up the semi-norms, we get the stated estimate.
, is the solution to the variational problem (2.4) and u N ∈ V N is the solution of (2.5), where V N belongs to an X satisfying h ≤ h 0 , then the error can be bounded by
We use Cea's lemma in the form (2.6) to get
So far the radial basis function interpolant has to be formed with a specific Φ satisfying (4.1). In the next section we will pay attention to more general basis functions. These basis functions have to possess a (generalized) Fourier transform with a faster decay than given in (4.1).
Approximation using general basis functions
A disadvantage in the application of the results of the last section is that the basis function Φ and the spaces V N have to be chosen as functions of the smoothness of the unknown solution u. But since this smoothness is unknown in general, we have to look for convergence results where Φ can be chosen independent of the smoothness of the solution. Therefore we still assume u to be an element of W k 2 (Ω), and thus by extension of W k 2 (R d ), but take u N from a V N formed with a basis function that generates not the whole W k 2 (R d ) as its native space, but a smaller space. This means that we put more regularity into Φ than we assume for u. It will turn out that in this setting the same convergence results can be achieved as in the last section.
From now on let us denote the basis function Φ appearing in (4.1) by Φ 0 . This function generates the space
It will turn out that we now have to assume at least k > (Ω)-error. The function Φ 1 which generates the subspaces V N is supposed to be "smoother" than Φ 0 or, to be more precise, to satisfy F Φ1 ⊆ F Φ0 . Thus we have to investigate the approximation
This was done for the L ∞ -error in [12] and we are going to carry this over to our purpose. We start our investigation by chopping off the Fourier transform. 
Proof. The assumptions on Φ 0 give
, and allow us to use the inverse Fourier transform for u ∈ F Φ0 to get
which leads to
Now we make use of the fact that u M is an element of F Φ1 for u ∈ F Φ0 if the conditions of the following theorem are satisfied. The domain Ω is still supposed to have a C 1 -boundary. 
The function s does not depend on α.
Proof. We choose s = s uM and get
we derive
Finally, |u| Φ0 ≤ C u W k 2 (Ω) leads to the last inequality.
The approximation order will now be achieved by bounding the term on the right side c 0,|α| (M ) + C 01 (M )P (α) Φ1,X (x) by powers of h. This is done in two steps:
• Give an upper bound for c 0,|α| (M ).
Of course, this has to depend upon the basis functions Φ 0 and Φ 1 . While Φ 0 is determined by (4.1), Φ 1 is the basis function in question. As c 0,|α| (M ) only depends on Φ 0 , we can compute it:
for |α| ≤ m. The last constant C can be chosen independently of α and M .
As every basis function we have in mind has an algebraically decaying Fourier transform, we use functions Φ 1 which generate smoother and more general Sobolev spaces, i.e. we assume that
In contrast to (4.1), β need not be in N. To ensure F Φ1 ⊆ F Φ0 we have to require β ≥ k. This leads to
Let V N be given by (3.1) using Φ 1 . Then there exists a function s ∈ V N such that for x ∈ Ω and |α| ≤ m
if h is sufficiently small. In particular, the estimate
is valid for h ≤ h 0 .
Proof. We extend u to a function u ∈ W k 2 (R d ) = F Φ0 . According to Theorem 5.2 and (4.4) we have for x ∈ Ω and |α| ≤ m 
for sufficiently small h. respectively. This is well known for thin plate splines, and Sobolev splines, and can be found in [16] for the compactly supported function of minimal degree. Thus β equals (d + µ)/2, µ, + (d + 1)/2, respectively. The condition β ≥ k gives the conditions on the parameters.
Conclusion
We have shown that our approach using radial basis functions leads to the same error bounds in the energy norm as the classical finite elements:
, if we use basis functions that generate W k 2 (R d ) as their native space. We also derive this approximation property for k > d 2 + 1 if we use smoother elements than necessary. Furthermore, our approach works in arbitrary space dimension. Using the technique of Nitsche, we can get approximation orders for estimates in the L 2 -norm, which are again the same as for classical finite elements.
