Introduction {#s1}
============

Major depression is a high-prevalence \[7%; ([@B1])\] mental disease with major socio-economic impact for both direct (medications and hospitalization) and indirect (mortality, work absence and turnover, disability compensation) costs ([@B2]). Strikingly, the length of absence from work due to depressive disorder is significantly longer than that due to organic serious illnesses such as heart disease, back pain, diabetes mellitus and hypertension ([@B3]). Although important, absenteeism is not the only cost whereby depression burdens the public health, as a critical percentage of the national health system income is devolved for the provision of invalidity pensions. The Italian government, for instance, recognizes an invalidity of up to 80% for people suffering with endogenous depression, with the consequent allocation of monthly disability checks amounting from 270 to 500 euro per person ([@B4]). In addition, in Italy, insurance companies spend weighty annual sums for the compensation of psychic damage, including depression, which could result, for example, from road accidents, stalking and mobbing ([@B5]).

Due to the undeniable economic advantages of being clinically depressed, major depression symptoms can be faked or exaggerated in order to obtain economic compensation. The literature on this topic is still at its infancy ([@B6]). In Italy, the problem of people feigning a wide range of symptoms to obtain disability pensions is of critical relevance. Indeed, in some regions of Italy, people feigned many conditions, from inability to walk to blindness to obtain economic advantages (<https://www.ilfattoquotidiano.it/2013/02/09/falsi-invalidi-meccanico-in-svizzera-da-2500-prendeva-pensione-da-1300-in-italia/494390/>; <http://www.iltempo.it/economia/2016/03/31/news/tre-milioni-di-invalidi-100-mila-falsi-1005788/>). Critically, the malingered conditions are simple to be feigned. The same might be true for depression; its symptoms are very intuitive for naïve people ([@B7]), as everyone has experienced low mood during life. Importantly, experienced clinicians are trained not to only rely on the self-reported symptoms provided by patients. Indeed, according with the DSM-5 guidelines, outstandingly important pieces of information also came from direct observation of signs of depression, observation of the non-verbal behavior of the patients, and convergence of the information reported by patients and relatives. However, the behavioral observations rely heavily on information that could be consciously controlled by the patient. This is because, as depression is a very common disorder, individuals who want to feign a depressive disorder do not require any particular knowledge or specific training to produce clinically reliable depressive symptoms and signs. Furthermore, a large majority of both symptoms and signs easy to fake: lack of concentration, restlessness, lack of interest for daily life activities, feelings of guilt, and so on are easy to fake if one wanted and planned to. For this reason, depression is one of the mental disorders that are more frequently and easily faked to achieve financial or other advantages, and this underlines, in the forensic setting, the necessity to couple the psychiatric examination with a different methodology, which is less influenced by the individuals\' overt decisions to malinger a psychiatric disorder.

Malingering is defined as the voluntary fabrication or exaggeration of mental or physical symptoms to gain secondary benefits, which could include financial compensations or other advantages, such as leniency, drugs, avoiding obligations (school, work, army), or just getting the attention of other people ([@B8]).

Although malingering is not considered to be a mental disorder, recent scientific knowledge suggest that it should be the focus of clinical attention, so much so that it has been introduced in the Diagnostic and Statistical Manual of Mental Disorders \[DSM-5; ([@B1])\]. This has been an important step forward in the scientific community, as the fabrication/accentuation of symptoms or the concealment of a disorder are very frequent, especially when the evaluation takes place in forensic contexts ([@B9]). Although it is hard to define it reliably, literature reports an estimate of the prevalence of malingering in a forensic setting as ranging from 20 to 40%. ([@B9]--[@B11]). In regards to depression, Mittenberg et al. reported that 16.08% of depressive syndromes which are diagnosed in litigation or compensation cases are feigned ([@B10]).

Currently, a diagnosis of a psychiatric disorder, including depression, is formulated according to the subjective experience that is reported by the patient and to the observation of signs and non-verbal behavior that are easily manipulated by the individual will to deceive ([@B12]). In other words, the psychic symptom exists because the patient refers to it, and the assessment of malingering is mostly based on clinical judgment ([@B13]). While this aspect is less (or none) than a problem in the clinical setting, in which patients are seeking help for their sufferance and in which malingering itself become a symptom (as in the case of factious disorder or Munchausen syndrome), the forensic context is a quite different situation. Indeed, as already introduced, in the psychiatric setting, symptoms can be exaggerated or faked to obtain a secondary advantage. Thus, classical psychiatric or clinical evaluation itself is not reliable when dealing with forensic-relevant topic. The limitations of classic psychiatric evaluation alone have been provocatively investigated in a well-known experiment conducted by Rosenhan ([@B14]), in which "pseudo-patients" feigning hallucinations were all admitted to the psychiatric department of 12 different highly specialized hospitals: all but one (who was diagnosed as having a bipolar disorder) received a clinical diagnosis of full-blown schizophrenia. In another study ([@B15]), the authors reported that experienced psychiatrists distinguished actors and depressed patients during a clinical interview with an accuracy close to the chance level. Furthermore, the clinicians rated their confidence in their diagnoses as 6.5 out of 10 in the case of patients and 7.1 in the case of actors, denoting that they were equally certain of their right and wrong diagnoses. Considered together, the results of these studies highlighted the urgent need to have complementary and integrative tools that may strengthen the process of achieving a correct psychiatric diagnosis.

This low reliability of the classical clinical evaluation used alone in detecting malingering in forensic setting led to an exponential growth of the research in this topic over the last 15 years ([@B16]). Different strategies to detect malingering in clinical and forensic setting have been proposed, and *ad hoc* tests have been developed. Strategies are varied, but until recently, they were mainly based on self-report questionnaires such as the M-Test and the Structured Inventory of Malingered Symptomatology (SIMS). The former was conceived to be specifically applied to the feigning of schizophrenic symptoms ([@B17]), while the latter was conceived to detect malingering of both psychiatric syndromes, including depression, and cognitive deficits ([@B18]). Although these instruments have been undoubtedly useful, they share the important limitation of the psychiatric assessment as described above: they are based on the "patients"\' report of symptoms, and they can be easily deceived by coaching ([@B19]). As psychiatric symptoms are easy to be feigned, unmasking the simulation of psychiatric syndromes is much more challenging than unmasking other pathologies (e.g., cognitive disorders), and thus the instrument to detect them should be more sophisticated.

An important advance over the self-report questionnaires has been achieved in the last few years, as behavioral-based lie detection techniques to spot the simulation of psychiatric symptoms have been introduced. Contrary to the self-report questionnaire, which took into consideration the explicit answers of subjects, the behavioral methods mainly rely on implicit measures not fully under the explicit and conscious control of the evaluated subject. For example, the autobiographical Implicit Association Test \[aIAT; ([@B20])\] and the Concealed Information Test \[CIT; ([@B21])\] are able to identify liars based on their response time (TR). Concerning malingering detection, the aIAT has been successfully applied to detect whiplash malingering, confirming an accuracy of around 90% ([@B22]), as well as to unveil phantom-limb pain ([@B13]) and psychogenic amnesia ([@B16]). The CIT has been principally used to assess the simulation of amnesia ([@B21]). The main limitation of these implicit tools is that they can only investigate one symptom at a time. In other words, more than one aIAT or CIT would be necessary to establish whether the subject is feigning a psychiatric syndrome or not, checking all of the symptoms, one by one, with a specific test.

Interestingly, different studies in literature have shown that deception can be captured through analysis of hand-motor responses while the subject is engaged in a double-choice task ([@B23]--[@B26]). More in general, the kinematic analysis can be used as an implicit online measure of the mental operations that are put in place by the subject during a task ([@B27]). A simple hand movement, such as the movement of the mouse on the computer screen, reflects, in real time, the evolution of the cognitive processes underlying the action. Because lying requires great cognitive resources ([@B28]), the motor response to a stimulus is altered in terms of spatial and temporal features compared to the truth telling ([@B23], [@B26]).

The aim of the present study is to present a new tool specifically developed to detect malingering, which has the important advantages of: (i) being conceived specifically to evaluate the truthfulness of depressive syndrome (but that might also be adapted to other psychopathologies); (ii) relying on an implicit measure, i.e. the kinematic of movement, which is not consciously controllable; (iii) being not easy to cheat by knowing the symptomatology or by coaching; (iv) being based on machine learning algorithm that will allow the identification of liars at individual level; and (v) considering at the same time both implicit variables and clinical symptoms.

Methods {#s2}
=======

Participants
------------

As machine-learning algorithms require to be built and tested using two independent samples, two independent groups of participants have been selected for this research.

### Group 1

Seventy-two Italian-speaking participants were recruited, with the aim to build machine-learning classification models. In detail, 26 patients suffering from depression were recruited (see below for details), as well as 46 age- and gender-matched healthy volunteers.

Before the experiment, the Beck Depression Inventory \[BDI, ([@B29])\] was administered to all participants with the aim to exclude possible sub-clinical participants (undiagnosed depressed participants) within the healthy controls and to exclude responder participants (defined as clinically diagnosed participants under medications who did not manifest depressive symptoms) from the clinical group. Six sub-clinical participants and six responders were identified and excluded from the experiment. The final sample consisted of 60 participants (39 females, 21 males). The average age was 38.60 years (*SD* = 14.74), and the average education level was 15.15 years (*SD* = 2.98).

Twenty participants were depressed patients, and the remaining 40 individuals were healthy subjects randomly assigned to the truth-teller (e.g., non-depressed participants who were instructed to respond truthfully to the test; *n* = 20) or liar (e.g., non-depressed participants who were instructed to respond deceitfully to the test; *n* = 20) condition. An ANOVA confirmed that the three groups were similar in terms of age and schooling (*p* \> 0.01 for both age and schooling), whereas a Chi-squared test (χ^2^) confirms that they were similar also for gender (all *ps* \> 0.01). On the contrary, the groups differed in the BDI score \[*F*~(2,\ 57)~ = 83.41, *p* \< 0.01\]: the post hoc test highlighted that, tautologically, the truth-tellers\' BDI average score of 6.1 (*SD* = 3.97) was similar to the average liars\' score of 6.2 (*SD* = 3.62), while the BDI score of the depressed patients clearly differed from the one of the healthy volunteers score of 29.5 (*SD* = 10.09).

The patients suffering from depression were recruited from Azienda Ospedaliera Sant\'Andrea di Roma (*n* = 4), Ospedale Ca\' Foncello di Treviso (*n* = 10), Unità Operativa di Psichiatria, Dipartimento di Scienze della Salute dell\'Università Magna Grecia (Catanzaro; *n* = 5), and Azienda Ospedaliera di Padova (*n* = 1). These patients were diagnosed according to the DSM-IV criteria by an expert psychiatrist at each site. At the time of the study, all of the depressed participants were under pharmacological medications, and seven of them were attending psychotherapy.

### Group 2

A second group comprising 27 Italian-speaking participants was also enrolled with the aim to test the model and its generalization ([@B30]). This second group consisted of 8 males and 19 females with an average age of 35.37 years (*SD* = 21.42) and an average education level of 13.15 years (*SD* = 3.59) and did not statistically differ from Group 1 in any demographic data (age: *p* \> 0.01, education: *p* \> 0.01). No sub-clinical or responder participants have been identified in this second group. As for Group 1, the participants enrolled in group 2 comprised 9 depressed patients (which were recruited from the same Institutions and with the same modalities of Group 1) and 18 healthy participants. Again, the healthy participants were randomly assigned to the truth-teller (*n* = 9) or liar (*n* = 9) condition. The three groups did not differ in age (*p* \> 0.01), schooling (*p* \> 0.01), or gender (all *ps* \> 0.01), while they differ in BDI score \[*F*~(2,\ 24)~ = 34.65, *p* \< 0.01\], with the depressed patients scoring higher than the healthy participants (truth-tellers: *M* = 5.8, *SD* = 4.02; liars: *M* = 5.8, *SD* = 3.67; depressed: *M* = 27.9, *SD* = 9.87). All of the depressed participants were under pharmacological medications, and two were in psychotherapy treatment.

All of the participants provided informed consent before the experiment. The experimental procedures were approved by the ethics committee for psychological research of the University of Padova and were in accordance with the declaration of Helsinki and its later amendments.

Stimuli
-------

The stimuli adopted in the current study consisted of simple and complex questions about symptoms of depression and concerning the experimental condition. Please see Monaro et al. ([@B31]) for a description. The typical symptoms of depression were extracted from the Depression Questionnaire (QD) of the Cognitive Behavioural Assessment 2.0 \[CBA 2.0; ([@B32])\] and from the Structured Clinical Interview for Mood Spectrum \[SCI MOODS; ([@B33])\].

Simple questions referred to only one piece of information related to the experimental condition (e.g., "Are you carrying out a questionnaire?") or one piece of information related to a single symptom of depression (e.g., "Do you feel tired very easily?"). Each simple question required a "yes" or "no" response. Contrarily, complex questions are questions which comprised two (or more) pieces of information. A complex question required a "yes" response when both pieces of information were true, whereas it requires a "no" response when at least one of the two pieces of information was false. Asking complex questions is a method used to overcharge the cognitive load of liars ([@B34]). In fact, literature showed that the increment of the liar\'s cognitive load is an effective strategy to spot deceptive responses ([@B35]). While a truth-teller can easily decide whether each information is true or false, the liar has firstly to match each piece of information with his lie and then decide about it. In other words, the greater the number of pieces of information, the greater the liar\'s cognitive effort to monitor its plausibility ([@B36]).

More in depth, the experimental task included nine different types of questions that could be categorized as follows:

Simple Questions (*n* = 30): - 5 items referred to the experimental condition (EX; e.g., "Are you wearing shoes?"). These are control questions to which all participants are required to respond truthfully.- 10 items referred to depressive symptoms (DS; e.g., "Do you think more slowly than usual?").- 15 items referred to very atypical symptoms (VAS). These questions were taken from the Affective Disorders (AF) scale of the Structured Inventory of Malingered Symptomatology \[SIMS; ([@B18]); e.g., "Do you rarely laugh?"\]. The SIMS is a questionnaire designed to detect malingering through a number of bizarre experiences and highly atypical psychiatric symptoms reported by each participant. The AF scale consists of 15 items about very atypical symptoms of anxiety and depression. An individual is classified as malingering if he/she reports more than five atypical symptoms.- Complex Questions (*n* = 46):- 15 items consisted of two *discordant symptoms* (2DS-d): a typical symptom of depression and an atypical symptom of depression (e.g., "Do you face difficulties to concentrate at work, and **are you full of energy?**").- 15 items consisted of two *concordant symptoms* (2DS-c); both of them were typical symptoms of depression (e.g., "Do you feel abandoned from the others, and **is your mood sad all day?**").- 5 items consisted of two *discordant pieces of information*: a typical depression symptom and an information about the experimental condition (DS&EX-d). One piece of information was correct (in other words, it required a "yes" response), while the other one was not correct (it required a "no" response; e.g., "Do you have difficulties in concentrating, and **are you in Paris?**").- 5 items consisted of two *concordant pieces of information*: a typical depression symptom and a piece of information about the experimental condition (DS&EX-c). Both of them are correct (both of them required a "yes" response; e.g., "Are you often sad, and **are you sitting on a chair?**").- 3 items consisted of two discordant pieces of information, both of them concerning the experimental condition (2EX-d). One information was correct (in other words, it required a "yes" response), while the other one was not correct (it required a "no" response; e.g., "Are the questions written in red, and **are you wearing shoes?**").- 3 items consisted of two concordant pieces of information, both of them concerning the experimental condition (2EX-c). Both of them are correct (both of them required a "yes" response; e.g., "Are you responding with the mouse, and **are you in a room?**").

The complete list of questions are reported in the Online [Supplementary Information](#SM1){ref-type="supplementary-material"}. Questions required responding "yes" or "no." All participants were expected to respond in the same way to the questions concerning the experimental condition (EX) and the very atypical depressive symptoms (VAS). On the contrary, truth-tellers, liars and depressed participants were expected to respond in different ways to the questions, including the depressive symptoms (DS). Indeed, truth-tellers were expected to give 19 "yes" responses and 76 "no" responses in cases in which they denied all depressive symptoms. Depressed participants were expected to give 44 "yes" responses and 57 "no" responses in cases in which they manifested all of the typical depressive symptoms. However, we contemplated that some healthy participants could express few depressive symptoms and, conversely, some depressed patients could deny any of the typical symptoms. For this reason, no feedback was presented in the case of participants who gave an unexpected response (e.g., a healthy participant who responded "yes" to the question "Are you in trouble falling asleep without drugs?"). Finally, liars were expected to give some "yes" responses to depressive symptoms similar to the ones provided by depressed participants. In other words, liars and depressed subjects were expected to declare an equal number of depressive symptoms.

Experimental procedure
----------------------

Just before the experimental task, participants assigned to the liar group were instructed to lie about their mood. In particular, they were asked to simulate a depressive status. To increase the compliance, participants were given a little scenario: "*Now, imagine being examined by an insurance policy commission to receive compensation for psychological damage. You have to make them believe that the damage has caused severe depression. So, you have to respond questions simulating a depression, trying to be credible and avoiding being unmasked."* Conversely, truth-tellers and depressed subjects were asked to answer all the questions truthfully.

The task was programmed and run using *MouseTracker* software ([@B37]). Each participant was presented with 76 randomized questions displayed in the upper part of the computer screen. The squares containing YES and NO response labels were located in the upper left and upper right parts of the screen. Participants were instructed to press the START button (located in the lower part of the screen) to let the questions appear and to then respond to questions by clicking with the mouse on the correct label (YES or NO). Figure [1](#F1){ref-type="fig"} shows an example of the computer screen as it appeared to the subjects during the task. The experimental procedure was preceded by 10 training questions, to allow participants to familiarize themselves with the task.

![The figure reports an example of the computer screen as appeared to the subjects during the task.](fpsyt-09-00249-g0001){#F1}

Data collection
---------------

For each answer, motor response was tracked using *MouseTracker* software ([@B37]). To permit averaging and comparison across multiple trials, the software performs a time normalization. Specifically, each trajectory is normalized in 101 time frames through linear interpolation. This resulted in each time frame corresponding to specific *x* and *y* coordinates in a binary space. In other words, the software derived the position of the mouse along the axis over the 101 time frames (X~n~,Y~n~). The software also describes the motor response in terms of spatial and temporal features, such as onset, duration, shape, stability and direction of the trajectory. The space--time features recorded by *MouseTracker* are described in detail in Table [1](#T1){ref-type="table"}. For each of these features, the average value of the responses in the different types of questions (EX, DS, VAS, 2DS-d, 2DS-c, DS&EX-d, DS&EX-c, 2EX-d, 2EX-c) were computed. In addition, the average velocity (v) and acceleration (a) of the mouse movement between two time frames, respectively, on the *x*-axis (v~*x*~ = X~n~ --X~n−1~ and a~*x*~ = v~x*n*~ -- v~x*n*−1~) and *y*-axis (v~*y*~ = Y~n~ -- Y~n−1~ and a~*y*~ = v~y*n*~ -- v~y*n*−1~) were calculated. The number of symptoms reported by the participants (DS, 2DS-d, 2DS-c, DS&EX-d, DS&EX-c, and VAS) and the number of errors in the control questions related to the experimental condition (EX, 2EX-d, 2EX-c) were also computed. This procedure led to a total of 83 variables that were entered as predictors in machine-learning models (please see the online supplements for a detailed description of the 83 features).

###### 

The table reports the description of the space-time features recorded by *MouseTracker* software.

                      **Feature**                        **Description**
  ------------------- ---------------------------------- -------------------------------------------------------------------------------------------
  Temporal features   Initiation time (IT)               Time between the appearance of the question and the beginning of the mouse movement
                      Reaction time (RT)                 Time from the appearance of the question to the click on the response box
                      Maximum deviation time (MD-time)   Time to reach the point of maximum deviation
  Spatial features    Maximum deviation (MD)             The largest perpendicular distance between the actual trajectory and the ideal trajectory
                      Area under the curve (AUC)         The geometric area between the actual trajectory and the ideal trajectory
                      x-flip                             Number changes in direction along the *x*-axis
                      y-flip                             Number changes in of direction along the *y*-axis

Results {#s3}
=======

Visual analysis of mouse trajectories
-------------------------------------

A preliminary visual analysis was carried out comparing the trajectories of the three experimental groups. Figure [2](#F2){ref-type="fig"} compares the average trajectories of liars, truth-tellers and depressed subjects, considering their responses to all the 76 questions. The visual pattern is similar to the one observed in other studies that spot liars through mouse dynamics ([@B26]). The trajectories of liars and truth-tellers seem to differ in both AUC and MD parameters. Indeed, both healthy and depressed truth-tellers outlined a more direct trajectory connecting the starting point with the correct response. By contrast, in the initial phase of the response, the liars spent more time moving on the y-axis, and they then deviated toward the response with a delay compared to truth-tellers.

![The figure represents the average trajectories between the participants, respectively for liars (in red), truth-tellers (in green) and depressed subjects (in blue), to all questions (EX, DS, VAS, 2DS-d, 2DS-c, DS&EX -d, DS&EX-c, 2 EX-d, 2EX-c).](fpsyt-09-00249-g0002){#F2}

Univariate statistical analysis
-------------------------------

In Table [2](#T2){ref-type="table"}, the descriptive statistics of the three experimental groups were reported for the space--time features collected by the software considering all the 76 items of the task.

###### 

The table reports means (M) and standard deviations (SD) for each feature collected by the software.

  **Feature**   **Truth-tellers**   **Depressed**   **Liars**                        
  ------------- ------------------- --------------- ----------- --------- ---------- ---------
  IT            620.35              491.94          408.67      332.99    559.57     399.84
  RT            4018.79             1466.98         6641.81     3204.22   4030.60    1203.67
  MD-time       2392.37             1001.23         4199.85     1818.62   2297.64    620.98
  MD            0.44                0.31            0.51        0.30      0.57       0.24
  AUC           1.01                0.90            1.09        0.76      1.25       0.67
  x-flip        7.64                2.24            8.75        2.94      9.23       2.72
  y-flip        7.74                2.63            8.05        2.88      9.20       2.67
  v*~*x*~*      0.00627             0.00060         0.00582     0.00076   0.00573    0.00059
  v*~*y*~*      0.01326             0.00014         0.01315     0.00010   0.01326    0.00017
  a*~*x*~*      −0.00001            0.00004         0.00001     0.00002   0.00000    0.00002
  a*~*y*~*      −0.00004            0.00008         −0.00006    0.00004   −0.00001   0.00009

*IT, initiation time; RT, reaction time; MD-time, maximum deviation time; MD, maximum deviation; AUC, area under the curve; x-flip, y-flip, average velocity and acceleration on x and y axis = v~x~, v~y~, a~x~, a~y~, respectively for liars, truth-tellers and depressed subjects responding to all questions*.

A univariate one-way ANOVA was performed on each of the 83 collected features with the aim of identifying the variables that statistically differed between groups. Table [3](#T3){ref-type="table"} reports the variables that differed the three groups.

###### 

The table reports *F*-value, degrees of freedom (*gdl*), *p*-value and effect-size (Omega-squared, ω^2^) resulting from the comparison of the three experimental groups for the features that reached the statistical significance.

  **Feature**       **One-way ANOVA (*gdl*, *F-value*, *p-value*, *effect-size*)**
  ----------------- ----------------------------------------------------------------
  DS                *F*~(2,\ 57)~ = 93.59, *p* \< 0.01, ω = 0.87
  EX                *F*~(2,\ 57)~ = 3.84, *p* \< 0.05, ω = 0.29
  2DS-d             *F*~(2,\ 57)~ = 22.94, *p* \< 0.01, ω = 0.64
  2DS-c             *F*~(2,\ 57)~ = 91.42, *p* \< 0.01, ω = 0.86
  DS&EX-c           *F*~(2,\ 57)~ = 23.49, *p* \< 0.01, ω = 0.65
  VAS               *F*~(2,\ 57)~ = 85.6, *p* \< 0.01, ω = 0.85
  RT                *F*~(2,\ 57)~ = 9.87, *p* \< 0.01, ω = 0.47
  RT DS             *F*~(2,\ 57)~ = 15.22, *p* \< 0.01, ω = 0.56
  RT EX             *F*~(2,\ 57)~ = 4.52, *p* \< 0.05, ω = 0.32
  RT 2DS-d          *F*~(2,\ 57)~ = 9.24, *p* \< 0.01, ω = 0.46
  RT 2DS-c          *F*~(2,\ 57)~ = 11.3, *p* \< 0.01, ω = 0.50
  RT DS&EX-d        *F*~(2,\ 57)~ = 7.06, *p* \< 0.01, ω = 0.41
  RT DS&EX-c        *F*~(2,\ 57)~ = 7.50, *p* \< 0.01, ω = 0.42
  RT 2EX-d          *F*~(2,\ 57)~ = 4.29, *p* \< 0.05, ω = 0.31
  RT 2EX-c          *F*~(2,\ 57)~ = 6.06, *p* \< 0.01, ω = 0.38
  RT VAS            *F*~(2,\ 57)~ = 7.35, *p* \< 0.01, ω = 0.41
  MD-time           *F*~(2,\ 57)~ = 14.68, *p* \< 0.01, ω = 0.55
  MD-time DS        *F*~(2,\ 57)~ = 18.25, *p* \< 0.01, ω = 0.60
  MD-time EX        *F*~(2,\ 57)~ = 3.25, *p* \< 0.05, ω = 0.26
  MD-time 2DS-d     *F*~(2,\ 57)~ = 11.68, *p* \< 0.01, ω = 0.51
  MD-time 2DS-c     *F*~(2,\ 57)~ = 14.47, *p* \< 0.01, ω = 0.55
  MD-time DS&EX-d   *F*~(2,\ 57)~ = 9.04, *p* \< 0.01, ω = 0.45
  MD-time DS&EX-c   *F*~(2,\ 57)~ = 9.2, *p* \< 0.01, ω = 0.46
  MD-time 2EX-d     *F*~(2,\ 57)~ = 4.27, *p* \< 0.05, ω = 0.31
  MD-time 2EX-c     *F*~(2,\ 57)~ = 12.61, *p* \< 0.01, ω = 0.52
  MD-time VAS       *F*~(2,\ 57)~ = 12.62, *p* \< 0.01, ω = 0.52
  v*~*x*~*          *F*~(2,\ 57)~ = 3.85, *p* \< 0.05, ω = 0.29
  v*~*y*~*          *F*~(2,\ 57)~ = 4.06, *p* \< 0.05, ω = 0.30

Finally, a Tukey test was run as a post hoc test to verify which groups accounted for the significant differences found by ANOVA. The results are reported in Table [4](#T4){ref-type="table"}.

###### 

Differences between truth-tellers and liars, liars and depressed, truth-tellers and depressed.

  **Feature**                       **Difference between groups**   **Tukey test, *t*-value, *p*-value**
  --------------------------------- ------------------------------- --------------------------------------
  **TRUTH-TELLERS vs. LIARS**                                       
  DS                                −7.75                           *t* = −13.38, *p* \< 01
  2DS-d                             5.25                            *t* = 6.73, *p* \< 0.01
  2DS-c                             −11.85                          *t* = −13.46, *p* \< 0.01
  DS&EX-c                           −2.40                           *t* = −6.17, *p* \< 0.01
  VAS                               −6.80                           *t* = −13.02, *p* \< 0.01
  v*~*x*~*                          0.00053                         *t* = 2.59, *p* \< 0.05
  **LIARS vs. DEPRESSED**                                           
  DS                                2.45                            *t* = 4.23, *p* \< 0.01
  2DS-d                             −2.15                           *t* = −2.75, *p* \< 0.05
  2DS-c                             5.00                            *t* = 5.68, *p* \< 0.01
  VAS                               2.85                            *t* = 5.46, *p* \< 0.01
  RT                                −2611.21                        *t* = −3.84, *p* \< 0.01
  RT DS                             −2036.49                        *t* = −4.79, *p* \< 0.01
  RT 2DS-d                          −3507.4                         *t* = −3.89, *p* \< 0.01
  RT 2DS-c                          −2880.60                        *t* = −4.14, *p* \< 0.01
  RT DS&EX-c                        −5171.2                         *t* = −3.60, *p* \< 0.01
  RT 2EX-d                          −2708.4                         *t* = −2.79, *p* \< 0.05
  RT 2EX-c                          −1403.2                         *t* = −2.77, *p* \< 0.05
  RT VAS                            −2012.3                         *t* = −3.14, *p* \< 0.01
  MD-time                           −1902.21                        *t* = −4.80, *p* \< 0.01
  MD-time DS                        −1182.22                        *t* = −5.40, *p* \< 0.01
  MD-time 2DS-d                     −2494.9                         *t* = −4.39, *p* \< 0.01
  MD-time 2DS-c                     −2076.4                         *t* = −4.81, *p* \< 0.01
  MD-time DS&EX-d                   −1741.8                         *t* = −2.97, *p* \< 0.05
  MD-time DS&EX-c                   −4187.4                         *t* = −3.92, *p* \< 0.01
  MD-TIME 2EX-d                     −1968.1                         *t* = −2.88, *p* \< 0.05
  MD-TIME 2EX-c                     −13.45.5                        *t* = −4.54, *p* \< 0.01
  MD-TIME VAS                       −1514.67                        *t* = −4.35, *p* \< 0.01
  v*~*y*~*                          0.00013                         *t* = 2.56, *p* \< 0.05
  **TRUTH-TELLERS vs. DEPRESSED**                                   
  DS                                −5.30                           *t* = −9.15, *p* \< 0.01
  EX                                0.45                            *t* = 2.72, *p* \< 0.05
  2DS-d                             3.10                            *t* = 3.97, *p* \< 0.01
  2DS-c                             −6.85                           *t* = −7.78, *p* \< 0.01
  DS&EX-c                           −2.20                           *t* = −5.66, *p* \< 0.01
  VAS                               −3.95                           *t* = −7.56, *p* \< 0.01
  RT                                −2623.02                        *t* = −3.85, *p* \< 0.01
  RT DS                             −2019.08                        *t* = −4.75, *p* \< 0.01
  RT EX                             −1027.1                         *t* = −3.01, *p* \< 0.05
  RT 2DS-d                          −3183.4                         *t* = −3.53, *p* \< 0.01
  RT 2DS-c                          −2836.75                        *t* = −4.08, *p* \< 0.01
  RT DS&EX-d                        −3480                           *t* = −3.70, *p* \< 0.01
  RT DS&EX-c                        −4350.8                         *t* = −3.30, *p* \< 0.05
  RT 2EX-c                          −1621.3                         *t* = −3.20, *p* \< 0.01
  RT VAS                            −2225.7                         *t* = −3.47, *p* \< 0.01
  MD-time                           −1807.48                        *t* = −4.56, *p* \< 0.01
  MD-time DS                        −1100.85                        *t* = −5.03, *p* \< 0.01
  MD-time EX                        −560                            *t* = −2.50, *p* \< 0.05
  MD-time 2DS--d                    −2240.2                         *t* = −3.94, *p* \< 0.01
  MD-time 2DS-c                     −1937.7                         *t* = −4.491, *p* \< 0.01
  MD-time DS&EX-d                   −2407.9                         *t* = −4.11, *p* \< 0.01
  MD-time DS&EX-c                   −3742.3                         *t* = −3.50, *p* \< 0.01
  MD-time 2EX-c                     −1219.7                         *t* = −4.12, *p* \< 0.01
  MD-time VAS                       −1510.78                        *t* = −4.34, *p* \< 0.01

*The table reports t-value, p-value and effect-size resulting from Tukey test and the value of the difference between the compared groups. Only the results that reached the statistical significance are reported*.

Multivariate analysis: features selection
-----------------------------------------

In order to select the variables to be entered in machine-learning models, a features selection was performed using WEKA 3.9 ([@B38]). Features selection is a widely used procedure in machine learning that allows the removal of redundant and irrelevant features and an increase of model generalization by reducing overfitting ([@B39]). In the current paper, a correlation-based feature selector (CFS) was used to reduce the number of features ([@B40]). This algorithm selects the independent variables with the maximum correlation with the dependent variable (truth-teller vs liar vs depressed) and the minimum correlation across independent variables (the 83 features), using greedy stepwise as search method. The features selected by the CFS are the following: the number of very atypical symptoms (VAS) reported by each participant, the number of depressive symptoms reported by each participant in simple questions (DS), the number of symptoms reported by the participants when they responds to 2DS-c and 2DS-d questions (i.e., complex questions, concordant or discordant, about depressive symptoms), the time needed to reach the point of maximum deviation in 2DS-d questions (MD-time 2DS-d) and the time needed to reach the point of maximum deviation in questions about very atypical symptoms (MD-time VAS). The selected features are reported in Table [5](#T5){ref-type="table"}.

###### 

The table reports the 6 features resulted from the features selection.

  **Feature**     **Ranked attributes**
  --------------- -----------------------
  DS              0.55
  2DS-c           0.52
  2DS-d           0.41
  VAS             0.52
  MD-time 2DS-d   0.36
  MD-time VAS     0.37

*The second column reports the value of the correlation between the feature and the dependent variable (truth-teller vs. liar vs. depressed)*.

Multivariate analysis: machine-learning models
----------------------------------------------

The six features mentioned above were entered in different machine-learning (ML) classifiers. Particularly, we selected four different classifiers that differ for the classification strategy ([@B41]--[@B44]): Naive Bayes, Sequential Minimal Optimization (SMO), Logistic Model Tree (LMT) and Random Forest (RF). For each classifier, a three-class classification (as the model is required to classify depressed patients, liars and truth-tellers) was run using a 10-fold cross-validation procedure, as implemented in WEKA 3.9 ([@B38]). In 10-fold cross-validation, the sample of 60 participants is randomly partitioned into 10 equal size subsamples (n = 6). Of the 10 subsamples, a single subsample is retained as the validation set for testing the model, and the remaining 9 subsamples are used as training sets. The cross-validation process is recursively repeated 10 times, each time with one of the 10 subsamples used as a validation set. The 10 results from the folds are finally averaged to produce a single classification accuracy estimation. The classification accuracies obtained by the four classifiers in 10-fold cross-validation are reported in Table [6](#T6){ref-type="table"}. All the classifiers achieved an accuracy ranging from 80 to 90%. In a subsequent step, the four algorithms (ML models) were tested on the group 2 (test = 27 participants) to verify the generalization of the results on an independent sample of participants This allowed us to demonstrate that all the models have a good generalization, as the classification accuracies remain stable at over 90%. The ML results on both the training (*n* = 60) and test (*n* = 27) sets are represented in Table [6](#T6){ref-type="table"}.

###### 

Accuracies obtained by four different ML classifiers in 10-fold cross-validation and in test set.

  **Classifier**   **Accuracy in 10-fold-cross validation (*n* = 60) (%)**   **Accuracy in test set (*n* = 27) (%)**
  ---------------- --------------------------------------------------------- -----------------------------------------
  Naïve Bayes      90                                                        96.3
  SMO              83.3                                                      92.6
  LMT              81.6                                                      96.3
  Random Forest    80                                                        92.6

*Classifiers are Naïve Bayes, Sequential Minimal Optimization (SMO), Logistic Model Tree (LMT) and Random Forest*.

However, in real world settings, the examiner is required to successfully distinguish malingering from real depression. Thus, the classifications were repeated, entering only liars and depressed participants as classes. In other words, we made a two-class classification and ignored truth-teller participants. The features were selected using the same method described above and then entered in the four classifiers (ML models). The selected features were the following: DS, 2DS-d, 2DS-c, VAS, IT 2EX-d, IT 2EX-c, RT 2EX-c, MD-time, MD-time DS, MD-time 2DS-d, MD-time DS&EX-c, MD-time VAS, a~*y*~, and y-flip DS. Classification accuracies, which were revealed to be stable around 90%, are reported in Table [7](#T7){ref-type="table"}.

###### 

Classification accuracies of liars and depressed participants by four different ML classifiers in 10-fold cross-validation and in test set.

  **Classifier**   **Accuracy in 10-fold-cross validation (*n* = 60) (%)**   **Accuracy in test set (*n* = 28) (%)**
  ---------------- --------------------------------------------------------- -----------------------------------------
  Naïve Bayes      80                                                        94.4
  SMO              82.5                                                      88.9
  LMT              80                                                        88.9
  Random Forest    87.5                                                      94.4

*Classifiers are Naïve Bayes, Sequential Minimal Optimization (SMO), Logistic Model Tree (LMT) and Random Forest*.

As ML models are difficult to interpret; a decision tree model has been run ([@B45]). The decision tree model gives a more simple idea about the hypothetical decision rules, on which the classifications results are based. This is one of the simplest--- if not *the* simplest---classifier in terms of transparency of the operations computed by the algorithm, and it permits easy highlighting of the classification logic \[even if it is not the most efficient method; ([@B46])\]. The structure of the tree is reported in Figure [3](#F3){ref-type="fig"}. This model is basically built on two rules. The first rule takes into account the number of symptoms declared by the subject in the 2DS-c questions. If the participant reports fewer than 3.5 symptoms, he/she is classified as a truth-teller; else, the second rule is considered. According to the second rule, if the subject takes, on average, more than 4,048 ms to compute the response to the 2DS-d questions, he/she is either a depressed patient or a liar. This simple algorithm reaches an accuracy of 75% in the training group (correctly identifying 51 subjects out of 60), generalizing with an accuracy of 85.2% in the test group.

![The figure reports the structure of the decision tree model. Participants declaring \<3.5 symtomps on 2DS-c questions are classified as truth-tellers. Participants declaring more than 3.5 symtomps on 2DS-c questions are depressed patients if and only if they take more than 4048 ms to compute the response to the 2DS-d questions, otherwise they are classified as liars.](fpsyt-09-00249-g0003){#F3}

### Multivariate analysis: alternative models

One of the most discussed topics in lie detection concerns the resistance to countermeasures ([@B47]). If the participant knows how lie detectors work, he/she may enact a series of strategies to reduce its efficacy. For example, an alteration of RTs is enough to beat aIAT or CIT ([@B48], [@B49]), as this is the only parameter on which they are based. In order to prevent countermeasures, the kinematic analysis of mouse movements offers a significant advantage: it is not based simply on RTs but on numerous and articulated parameters that, together, contribute to determine the truthfulness of the subject\'s response ([@B26]). In other words, it would be very difficult for the participants to alter all of the parameters at the same time and keep them under control. Moreover, the large number of features allows the building of alternative classification models. In this way, the examinee cannot know in advance which features are entered in the prediction model and, accordingly, which are the features to keep under control during the test. To fix this point, we developed two alternative machine-learning models, entering in the classifiers a subsets of predictors different from those above used. The six features selected above are the best to optimize the classifier\'s performance. However, other sub-optimal sets of features can work well in the classification. A first set of alternative predictors contained the five features most correlated to the dependent variable: DS (*r* = 0.55), 2DS-c (*r* = 0.53), VAS (*r* = 0.52), DS&EX-c (*r* = 0.45), MD-time DS (*r* = 0.42). A second subset of predictors included only features related to complex questions about depressive symptoms (2DS-c and 2DS-d), which are the stimuli aimed to increase liars\' cognitive load: 2DS-c, 2DS-d, IT 2DS-c, IT 2DS-d, MD-time 2DS-c, MD-time 2DS-d, RT 2DS-c, RT 2DS-d, MD 2DS-c, MD 2DS-d, AUC 2DS-c, AUC 2DS-d, x-flip 2DS-c, x-flip 2DS-d, y-flip 2DS-c, and y-flip 2DS-d. The results obtained from the alternative models are reported in Table [8](#T8){ref-type="table"}. It can be noticed that the accuracies remain stable at around 90%, supporting the reliability of this method for the identification of liars.

###### 

Classification of participants using two set of alternative predictors.

  **Classifier**               **Accuracy in 10-fold-cross validation (*n* = 60) (%)**   **Accuracy in test set (*n* = 27) (%)**
  ---------------------------- --------------------------------------------------------- -----------------------------------------
  **SUBSET OF PREDICTORS 1**                                                             
  Naïve Bayes                  85                                                        88.9
  SMO                          83.3                                                      88.9
  LMT                          80                                                        92.6
  Random Forest                80                                                        88.9
  **SUBSET OF PREDICTORS 2**                                                             
  Naïve Bayes                  81.6                                                      96.3
  SMO                          78.3                                                      92.6
  LMT                          76.7                                                      85.2
  Random Forest                75                                                        92.6

*Alternative models were computed using four different ML classifiers (Naïve Bayes, SMO, LMT, Random Forest). Accuracies in 10-fold cross-validation and in test set are reported*.

Discussion and conclusion {#s4}
=========================

The present study investigated the accuracy of a new deception detection technique in the correct identification of participants who malingered depressive symptoms. To this aim, a tool based on mouse tracking was used while participants were required to answer simple or complex questions concerning both symptoms of depression and the experimental situation.

The main result is striking: the individuals who malingered depressive symptoms were correctly identified by the algorithm with an accuracy of up to 96%. In addition, the current study also underlined that: (i) the mouse trajectory of the liars visually clearly differed from the ones of the truth-tellers (regardless of whether the latter were really depressed); (ii) the group of individuals that malingered depression reported a higher number of depressive and non-depressive symptoms; (iii) the ML classifiers recognized the complex questions within the key features for a correct classification and (iv) liars are also faster than the really depressed subjects---but slower than the healthy truth-tellers---to perform the mouse-based task, as the algorithm identified, as a critical variable for the discrimination, the time to reach the point of maximum deviation during the mouse response.

Importantly, similar results were obtained testing four different ML models (Naïve Bayes, SMO, LTM, Random Forest). This denotes that the results are not highly dependent on the selected algorithm. Furthermore, the main results are obtained using highly selected features, raising the suspicion that they cannot be generalized using different features. This is of outstanding importance, as the number of depressive symptoms (DS) and the number of very atypical symptoms (VAS) were included in the feature selection within the main analysis. Because both DS and VAS could be obtained using simpler tests, as, for instance, the M-test explained in the introduction, one may wonder about the advantage of using the current mouse tracking techniques and whether the current results remain stable even if DS and VAS were removed from the features used for the classification. Critically, these concerns were dampened by the results obtained using alternative ML models, which includes only one (DS) or none of these features within the features selected for the classification. In addition, DS has not been used alone but within the complex sentences. As these alternative models achieved very high classification accuracies as well, this rules out the hypotheses that the current results were driven by the selected features and also sustains the hypothesis that the proposed tools are not easily fooled by coaching. Indeed, the high number of parameters that could be considered to build up the best classifiers and the great variability in the features that could be selected by each classifier makes the new tool ideally suited to be almost impossible to be deceived. Thus, the results reported in the current paper are robust to the ML method and feature selection changes.

It is also worth noting that the tool is based on both mouse tracking movements and the technique of unexpected questions. Contrarily to previously used tests (for instance, the *M*-test), the current algorithm is able to detect the number of symptoms reported by each individual only relying on the use of the complex sentences (2DS-c, 2DS-d), as revealed by the alternative model, and thus excludes potential features that are more easy to be faked, as, for instance, the number of symptoms (DS) and the number of atypical symptoms (VAS).

Concerning the number of symptoms, it should be noted that malingering participants tend to report most of the symptoms which are presented during the task, both typical symptoms of depression (DS) and atypical symptoms (VAS) characterizing other mental disorders. In other words, liars reported being affected by a higher number of psychiatric symptoms than those people who were genuinely depressed. This result is line with literature reporting that the qualitative and quantitative analysis of symptom characteristics is a crucial method to identify simulators ([@B16]). It is well known that malingering is often characterized by a positive response to suggested symptoms and a tendency to endorse many symptoms indiscriminately ([@B50]). Indeed, malingerers believe that endorsing a symptom will increase the appearance of psychopathology and that more symptoms will be construed as a more severe disorder. On the other hand, genuine patients report only the symptoms that they are really experiencing, resulting in a lower number and more-common symptoms. For this reason, common strategies to detect a malingered response pattern consist in verifying the endorsement of rare and improbable symptoms \[e.g., this is how the SIMS works; ([@B18])\] or the over-endorsement of symptoms.

The second important piece of evidence concerns the mouse dynamics features. As emerged from the univariate analyses and the algorithm\'s features selection, the most significant differences between the three experimental groups are in the time to compute the response (RT) and the time to reach the point of maximum deviation (MD-time). In more detail, depressed subjects take more time to respond than the subjects of the other two experimental conditions (liars and truth-tellers) for both simple and complex questions. This result reinforces the evidence available in literature that depression is characterized by psychomotor and ideomotor retardation \[diminished ability to think or concentrate, or indecisiveness; ([@B1])\]. In other words, depressed people are differentiated from liars not on the basis of the cognitive load, which is higher in liars than in depressed people (who are responding truthfully), but on the basis of the psychomotor retardation, which is a key feature of truly depressed individuals. On the contrary, according to lie-detection literature, liars are slower than healthy truth-tellers, as the greater cognitive load due to the act of lie results in more time needed to compute the response ([@B51]).

It is important here to underline that, despite the fact that in literature, it is already known that individuals that feign depression usually report a higher number of symptoms compared to really depressed patients ([@B50]) and despite it is already known that lying takes time ([@B28]) and thus that liars are, in general, consistently slower than truth-tellers, this study enriches the literature by providing an automatic algorithm that allows combination of the two pieces of information. Critically, this enabled the identification of three different profiles: the non-depressed truth-tellers are characterized by a low number of reported symptoms and by quick answers; the depressed truth-tellers are characterized by a good number of reported symptoms and are very slow in answering and the liars are characterized by a very high number of reported symptoms, and their reaction times are slower than those of the non-depressed truth-tellers but quicker than those of depressed patients.

Finally, two drawbacks are worth highlighting. First, in this paper, the clinician and the machine-learning algorithm performance in detecting malingering has not been compared. Indeed, individuals were selected if they already had a diagnosis of depression. In addition, healthy participants assigned to the truth-tellers or liars groups never underwent a psychiatric examination but were screened using a self-report questionnaire. Thus, we cannot draw definitive conclusions on the superiority of machine learning compared to clinical assessment in detecting the malingering of depression. To date, we can only hypothesize the superiority of machine learning based on previous literature ([@B14], [@B15]). Secondly, eventual cognitive difficulties in patients with depression have not been taken into account. Thus, particular attention should be given to the application of this tool to patients with cognitive disabilities. Those patients could show difficulties both in processing the meaning of the complex questions and in giving the response (they are more likely to drag the mouse while attempting to make a decision, causing distorted trajectories and longer reaction times), obtaining a worse performance than liars. Therefore, the examiner should take into account that the cognitive functioning of the examinee could influence the task performance and thus alter the classifier result. Thus, further studies are needed before this algorithm could be applied to a real-world forensic setting. In particular, this study highlights an urgent need to compare the performance of clinicians and machine learning in detecting malingering, taking into consideration the cognitive difficulties the real patients might be suffering.

In conclusion, we provided evidence that the current algorithm, through an accurate feature selection procedure, can accurately identify up to 96% of the liars. This methodology, compared with the ones currently available in the literature and described in the introduction, has the following advantages: first, this tool is not possible to be cheated on, as there are too many parameters that are taken into consideration; secondly, specialized clinicians are not required to administer it and interpret the results, thus enhancing the possibility of wide use, such as by insurers; thirdly, a single test could be sufficient to understand whether or not an individual is malingering a multifaceted disorder like depression. On the contrary, previous instruments for detecting deception, such as aIAT and CIT, allowed the investigation of a single symptom instead of the disorder itself. Despite the fact that this mouse tracker-based tool has been developed and tested to identify individuals who feigned depression, the same technique could be potentially adapted to allow a wider use and generalization to other psychiatric disorders such as anxiety disorders and PTSD or physical disturbances such as whiplash. Before the translational application to real world forensic setting, further studies are needed to compare the performance of the machine-learning algorithm with the performance of clinicians in detecting malingering.
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