Abstract. In 1983, N. Herrndorf proved that for a φ-mixing sequence satisfying the central limit theorem and lim infn→∞ σ 2 n /n > 0, the weak invariance principle takes place. The question whether for strictly stationary sequences with finite second moments and a weaker type (α, β, ρ) of mixing the central limit theorem implies the weak invariance principle remained open.
Introduction and notations
Let (Ω, F, µ) be a probability space. If T : Ω → Ω is one-to-one, bi-measurable and measure preserving (in sense that µ(T −1 (A)) = µ(A) for all A ∈ F), then the sequence f • T k k∈Z is strictly stationary for any measurable f : Ω → R. Conversely, each strictly stationary sequence can be represented in this way.
For a zero mean square integrable f : Ω → R, we define S n (f ) := n−1 j=0 f • T j , σ 2 n (f ) := E(S n (f ) 2 ) and S * n (f, t) := S ⌊nt⌋ (f ) + (nt − ⌊nt⌋)f • T ⌊nt⌋ , where ⌊x⌋ is the greatest integer which is less than or equal to x.
We say that (f • T j ) j 1 satisfies the central limit theorem with normalization a n if the sequence (a −1 n S n (f )) n 1 converges weakly to a strandard normal distribution. Let C[0, 1] denote the space of continuous functions on the unit interval endowed with the norm g ∞ := sup t∈ [0, 1] 
|g(t)|.
Let D[0, 1] be the space of real valued functions which have left limits and are continuous-from-the-right at each point of [0, 1). We endow it with Skorohod metric (cf. [2] ). We define S * * n (f, t) := S ⌊nt⌋ (f ) n S * n (f, ·) n 1 (resp. a −1 n S * * n (f, ·) n 1 ) weakly converges to a Brownian motion process in the corresponding space.
Let A and B be two sub-σ-algebras of F, where (Ω, F, µ) is a probability space. We define the α-mixing coefficients as introduced by Rosenblatt in [14] :
Define the β-mixing coefficients by
where the supremum is taken over the finite partitions {A i , 1 i I} and {B j , 1 j J} of Ω of elements of A (respectively of B). They were introduced by Volkonskii and Rozanov [16] . The ρ-mixing coefficients were introduced by Hirschfeld [8] and are defined by
where [9] introduced for the first time φ-mixing coefficients , which are given by the formula
The coefficients are related by the inequalities
For a strictly stationary sequence (X k ) k∈Z and n 0 we define
where F v u is the σ-algebra generated by X k with u k v (if u = −∞ or v = ∞, the corresponding inequality is strict). In the same way we define coefficients β X (n), ρ X (n), φ X (n).
We say that the sequence (X k ) k∈Z is α-mixing if lim n→+∞ α X (n) = 0, and similarily we define β, ρ and φ-mixing sequences. α, β and φ-mixing sequences were considered in the mentioned references, while ρ-mixing sequences first appeared in [12] .
Inequalities ( 
satisfying the following conditions: a) the central limit theorem with normalization √ n takes place; b) the weak invariance principle with normalization √ n does not hold; c) we have
Alternatively, we can construct the process in order to have a control of the mixing coefficients on a subsequence. Remark 1. Herrndorf proved ( [7] , Theorem 2.13) that if (ξ n ) is a strictly stationary φ-mixing sequence for which σ n → ∞, S n /σ n converges in distribution to a standard normal distribution and σ −1 n max 1 i n |ξ i | → 0 in probability, then the weak invariance principle takes place. So Herrndorf's result does not extend to β-mixing sequences.
Remark 2. Rio et al. proved in [13] that the condition 1 0 α −1 (u)Q 2 (u)du < ∞ implies the weak invariance principle, where α −1 (u) := inf {k, α(k) u} and Q is the right-continuous inverse of the quantile function t → µ {X 0 > t}. If the process is strictly stationary, with finite moments of order 2 + r, r > 0, the latter condition is satisfied whenever
we have that N α(N ) r = +∞ for any r < 1, hence in Theorem A' we can thus hardly get such a bound as in d') for the whole sequence.
Remark 3. Ibragimov proved that for a strictly stationary ρ-mixing sequence with finite moments of order 2+δ for some positive δ, the weak invariance principle holds, cf. [11] . In particular, this proves that our construction does not give a ρ-mixing process. Shao also showed in [15] that the condition n ρ(2 n ) < ∞ is sufficient in order to guarantee the weak invariance principle in D[0, 1] for stationary sequences having order two moments. So a potential ρ-mixing counter-example has to adhere to restrictions on the moments as well as on the mixing rates.
About the method of proof
In proving the result we will use properties of coboundaries h = g − g • T (g is called a transfer function). For a positive integer N and a measurable function v, we
, for any sequence a n → ∞ we have (a n ) −1 S n (g − g • T ) → 0 in probability hence adding a coboundary does not change validity of the central limit theorem.
hence adding of such coboundary does not change validity of the invariance principle (if norming by √ n or by σ n with lim inf n σ 2 n /n > 0), cf. [6] , pages 140-141. On the other hand, if g ∈ L 2 , adding a coboundary can spoil tightness even if g − g • T is square integrable, cf. [17] . A similar idea was used in [5] . In the proof of Theorem A and A' we will find a coboundary g − g • T which is β-mixing and spoils tightness. The coboundary has all finite moments but the transfer function is not integrable. We then add an m such that (m • T i ) i∈Z and (h • T i ) i∈Z are independent (enlarging the probability space), and m • T i is i.i.d. with moments of any order (in particular, it satisfies the weak invariance principle).
The proof uses the fact that |µ(A ∩ B) − µ(A)µ(B)| µ(A). The method does not seem to apply to processes which are ρ-mixing and for this kind of processes the problem remains open.
2. Proof 2.1. Construction of h. Let us consider an increasing sequence of positive integers (n k ) k 1 such that n 1 2 and
and for each integer
. Let the random variables e k be defined by (2) e k (ω) :=
We can choose the dynamical system (Ω, F, µ, T ) and the sets A
Since µ {h k = 0} 2/n k , the function h is almost everywhere well-defined (by the Borel-Cantelli lemma).
It will be useful to express, for N n k , the sum S N (h k ) as a linear combination
We also have
The previous equations yield
Each h k is a coboundary, as if we define v k :=
Since µ {v k = 0} 2/n k , Borel-Cantelli's lemma shows that the function g := − +∞ k=1 U −1 v k is almost everywhere well defined under our assumption that k 1/n k is convergent. Because h = g − U g, h is a coboundary.
Mixing rates.
We show that the process (U i f ) i∈Z is β-mixing. In doing so we use the following proposition (cf. [4] , Theorem 6.2).
. . be mutually independent strictly stationary processes with respective mixing coefficients β k (n), let X i = ∞ k=1 X k,i converge. The process (X i ) i is strictly stationary with mixing coefficients β(n)
This reduces the proof of β-mixing of (U i f ) i∈Z (in Theorems A and A') to that of (U i h) i∈Z and thereby to that of (U i h k ) i∈Z for k 1.
In the following text we denote by β k (n) the mixing coefficients of the process
Lemma 5. For k 1, we have the estimate β k (0) 4/n k .
Proof. Suppose k is a positive integer. For −∞ j l ∞, let H l j denote the σ-field generated by U i h k , j i l, (i ∈ Z), and let G l j denote the σ-field generated by U i e k , j i l, (i ∈ Z). Define the σ-fields
. The σ-fields B 1 , B 2 , B 3 , are independent; hence the σ-fields B 1 ∨ B 3 and B 2 ∨ B 2 (with index 2 in both places) are independent; this implies by a result given e.g. in [4, Theorem 6.2],
Thus β k (0) β(B 2 , B 2 ). Also, the σ-field B 2 has an atom P 0 := 0 i=−2n k +1 U i e k = 0 that satisfies µ(P 0 ) 1 − 2/n k (since µ(U i e k = 0) = 1/n 2 k for each i). By Lemma 2. Denoting by β(N ) the mixing coefficients of the sequence (h • T i ) i∈Z , Proposition 4, Lemma 5 and the fact that β k (N ) = 0 when N 2n k yield Corollary 6. For each integer k, we have Proof. We deduce from (6)
Now we can prove d) and d'). Let i(N ) denote the unique integer such that
Consequently,
Proposition 8. Given (c k ) k 1 as in Theorem A', one can recursively choose a sequence (n k ) k 1 growing to infinity arbitrarily fast, such that for the construction given above, one has that for each k 1, β(2n k ) c 2n k .
Proof. Suppose that the sequence (n k ) k 1 satisfies n k+1 8 c 2n k and n k+1 2n k , k 1.
and, by Lemma 5 and the condition n j+l 2 l n j for j, l 1, we derive
.
This proves d') with m k := 2n k .
Remark 9. The sequence of integers (n k ) k 1 can be chosen to meet all other conditions imposed in this paper.
Proof of non-tightness.
Lemma 10. There exists N 0 such that
whenever n k N 0 .
Proof. For 2n k N n 2 k , thanks to (5), we have
We define
We have |S N (h k )| = n k on j∈I U j e k = 0 ∩ B N,k and the sets j∈I U j e k = 0 ,
Recall Bonferroni's inequality, which states that for any integer n and any events A j , j ∈ {1, . . . , n}, we have
It can be proved by induction. Notice that
which together with (8) and the inequality
Lemma 11. Assume that the sequence (n k ) k 1 satisfies the following two conditions of lacunarity:
where 2 K < ∞. Then we have for k large enough
Indeed, using (5), for j < k, we can give an upper bound of S N (h j ) (as N 2n k > 2n j ) as
and (14) holds by (11) .
we can see that
hence using (12)
By (15), we have
By (14),
The result follows from Lemma 10 and (16).
The previous lemma yields together with Theorems 8.1 and 15.1 of [2] and the convergence to 0 of the finite dimensional distributions of (N −1/2 S * N (h)) N 1 and (N −1/2 S * * N (h)) N 1 the following corollary. Let δ > 0. Then the choice n k := ⌊16 (2+δ) k ⌋ satisfies the conditions (11) and (12) .
Under assumptions of Proposition 7 (the choice of n k ) we get d) in A and because (11), (12) are satisfied, we get b) in A.
By Remark 9, we can construct in Proposition 8 the sequence (n k ) k 1 in such a way that it also satisfies (11) and (12) ; this yields b) in Theorem A', and of course from Proposition 8 itself, property d') in Theorem A' also holds. Proof. From (5) and (11), we deduce that (17) 
Proof of a) and c). Let us denote by
Therefore, when n k N , we have by a similar computation as for (4),
The first term has a variance of order N 3 /n 2 k , and the variance of the second term is (at most) of order N 2 n k /n 2 k . We thus have that for
Combining (17) and (19), and using (for a fixed N ) the independence of the sequence (S N (h j )) j 1 , we conclude that σ 2 N (h) = σ 2 N (g − g • T ) N . When we add a mean-zero nondegenerate independent sequence (m • T i ) i∈Z with moments of any order greater than 2, the variance of the N th partial sum of ((m + h) • T i ) i 1 is bounded above and below by a quantity proportional to N , hence c) is satisfied in Theorems A and A'. By the observation in the paragraph "About the method of proof", a) holds.
Since these sets are pairwise disjoint, g = k 1 g k , with g k := U −1 n k −1 i=0 U −i n k −1 h=0 U −h e k and g l (ω) = 0 if l = k and ω ∈ n k j=1 E j , we have the equality of functions
and hence
j · µ(E j ). 
