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Abstract
Neurophysiological representation of complex acoustic signals at the cochlea and
cortex of the cat's auditory pathway was investigated. The signals were presented mon-
aurally and included repetitive bursts of noise, clicks, and bursts of tone - signals which
human listeners judge to be of low pitch, although the concentration of signal energy is
not in the low audio-frequency range.
For obtaining characteristic evoked responses from periphery (i. e., cochlea) and
cortex, a certain degree of synchrony in the firing of the neural units that contribute
to the potentials recorded by gross electrodes is required. By varying the rise time of
the envelopes of bursts of noise, cortical responses were evoked for stimuli that did not
give rise to the typical N1 and N2 spikes at the periphery.
The representation of stimulus repetition rate was investigated. Thresholds of cor-
tical responses to transient tonal stimuli vary with the tone frequency, so that tuning
curves can be obtained for thresholds of a given cortical point as a function of fre-
quency. Thresholds of cortical responses to repeated bursts of noise were obtained by
this technique and were found to be independent of repetition rate. Thresholds could be
raised by filtering from the noise the energy in the frequency range to which the point
was most sensitive. We conclude that the tonotopic organization of the auditory cortex
is related, primarily, to the distribution of stimulus energy in the spectrum.
The temporal representation of envelope repetition rate was studied for stimuli at
low and moderate intensity levels. The synchrony of cortical potentials is difficult to
study by visual inspection, since the ongoing activity tends to obscure small evoked
responses. By using an electronic processing device that averages a large number of
responses we detected synchrony to stimuli, with repetition rates up to 200/sec, in the
cortical potentials from unanesthetized cats. In barbiturate-anesthetized cats evoked
responses to stimuli, with repetition rates up to 100/sec, were detected.
Some psychophysical data on the discrimination of envelope repetition rate of modu-
lated stimuli are also presented.
A mathematical representation of signals as a function of two variables - one
related to spectral frequency, and the other related to envelope periodicity - is included.
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I. INTRODUCTION
Hearing, or audition, involves a sequence of phenomena whereby the acoustic vibra-
tions at the eardrum are transmitted by the middle ear to the inner ear (cochlea), and
there transduced to neural signals that are propagated to the central nervous system.
Within the cochlea there exists a flexible partition between two fluid-filled tubular
canals. In this partition is the basilar membrane with mechanical properties that cause
it to act as a broadly tuned mechanical filter for vibrations in the audio-frequency range.
Hair cells are activated by mechanical vibration of the basilar membrane which stimu-
lates nerve fibers that end around these hair cells. Neural signals thus initiated travel
along the chains of neurons that constitute the auditory pathway.
The pioneers in auditory investigation were primarily interested in the role of the ear
in auditory discrimination, and especially in the mechanisms involved in pitch discrimi-
nation (1). Helmholtz presented the resonance theory of hearing in 1857. Six years
later he published the classic Die Lehre von den Tonemfindungen (38). This theory of
resonance is essentially a linear theory to account for the mechanism of pitch percep-
tion. In this respect, it is interesting to take note of two scientific events that preceded
Helmholtz' work. First, in 1807, Fourier (29), in the course of work on the conduction
of heat in solids, had shown that any periodic motion can always be exhibited in a unique
way as the sum of a number of harmonically related sinusoidal motions. Second, the
concept of Fourier analysis was of fundamental importance in the development of
Ohm's (53) acoustic law (1843), which states that any complex periodic stimulus is
capable of being analyzed into a sum of sinusoidal components, each corresponding to
a pure tone, sensible to the ear, having a pitch determined by its frequency.
The Helmholtz resonance theory is concerned with the mechanism by which this
linear auditory analysis could be accomplished. He thought of the basilar membrane as
consisting of a series of resonators, like successively tuned piano strings, which
exhibit sympathetic vibration under the influence of external excitation. The vibration
of the resonating elements was thought to excite nerves that ended near the resonators,
the nerves acting as "read-out" mechanisms for sending information about which ele-
ments were vibrating to the central nervous system.
Two phenomena that were not predicted by Ohm's acoustic law were considered by
Helmholtz. These were combination tones and beats. Beats were explained as the
excitation of a single resonating element by two tones that were almost of the same
frequency. Combination tones, which occur when the frequency separation is greater
than it is for beats, and which are most noticeable at high-stimulus intensities, were
explained in terms of nonlinear action in the transmission of the stimulation to the
cochlea.
In the absence of anatomical evidence for the piano-string structure of the basilar
membrane, alternative hypotheses for the frequency-analyzing function of the cochlea
have been advanced. The basilar membrane has been thought of as vibrating like an
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Fig. 1. Longitudinal bending of the cochlear partition with stapes set
in motion by a 200-cps sinusoid. Amplitude and phase of
vibrations were measured by a stroboscopic technique; the
curves were derived from these measurements. The vertical
scale is greatly amplified. The traveling wave is shown at two
instances in time separated by a quarter of a cycle. (From
G. von Be'kesy, J. Acoust. Soc. Am. 19, 455, 1947.)
inelastic partition ("telephone" theory), in the mode of traveling waves, and in the mode
of standing waves. Bekesy (11), whose studies have yielded detailed knowledge of the
anatomical structure of the inner ear, points out that the resonance, telephone,
traveling-wave, and standing-wave hypotheses may all be derived by assigning different
values to the elasticity and coupling between adjacent parts of the basilar membrane.
His evidence (7, 8), concerning the physical and dynamic properties of the basilar mem-
brane, indicates that the vibration takes the form of traveling waves.
Figure 1 shows the longitudinal bending of the cochlear partition with the traveling
wave for 200-cps sinusoidal stimulation. The form of the partition at two different
times, separated by a quarter of the period of the stimulating waveform, is shown.
For this excitation frequency, the amplitude of vibration of the partition has a flat maxi-
mum near the apical end of the cochlea. The maximum shifts its location toward the
basal end of the cochlea as the frequency of the stimulating sinusoid is increased. The
position of this maximum is thought to play an important role in the determination of
the pitch of pure tones.
We may consider that the mechanical properties of the basilar membrane effect
a broadly tuned mechanical filtering at the cochlear level (9). Thus the objection to the
"piano-string" hypothesis -that our auditory experience of transient stimuli is incon-
sistent with the typical underdamped transient behavior of sharply tuned resonators -
is avoided. But the ability of listeners to make sharp pitch discriminations seems
inconsistent with the broad tuning of the basilar membrane. Attempts to explain this
anomaly involve consideration of the neural mechanism of audition.
Gray's principle of maximum stimulation (35) states that in the perception of pitch
we react only to the particular nerve fibers that correspond to the point on the basilar
membrane where the stimulation is maximum. Impulses from other nerve fibers that
are excited at the same time are either suppressed or are integrated with those from
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the fibers that represent a maximum. Recent neurophysiological evidence indicates
that there is, indeed, a neural sharpening of the broad-tuning characteristics of the
cochlea. Tasaki (67), in studies of single neural unit activity, has shown that at the
eighth nerve, the fiber thresholds show a broadly tuned characteristic like the character-
istic that Bekesy found at the cochlear partition. At higher levels of the nervous
system, however, the threshold versus frequency curves for the single units become
sharper (32). Furthermore, by a method in which responses are obtained from groups
of neurons rather than from single units, tuning properties at the cortex have
been obtained that are much sharper than the tuning properties at the eighth-nerve
level (72, 73, 39). This method will be described in more detail in section 3. 6.
The basic premise of the "place" theory of pitch perception is that the place of maxi-
mum stimulation of the cochlea is a major factor in the discrimination of pitch, and that
there is activity in the central nervous system that is directly related to this place of
maximal stimulation. A strict place theory must state that this is the only factor in
pitch discrimination. Although such a view of the mechanism of pitch discrimination
assumes nonlinear behavior of the neural "read out" mechanisms, it is primarily a
hypothesis of linear mechanical filtering and thus is consistent with Ohm's acoustic law.
1. 1 PSYCHOPHYSICAL JUDGMENT OF COMPLEX STIMULI
Fletcher (27, 28) considered an auditory phenomenon closely related to combination
tones. He was studying synthetic musical tones produced by ten oscillators with fre-
quencies of 100-1000 cps at intervals of 100 cps. He found that three consecutive com-
ponent frequencies were sufficient to give what he described as a clear musical tone of
definite pitch corresponding to 100 cps. This result, like the detection of combination
tones, is, in the first analysis, in direct contradiction with Ohm's acoustic law. How-
ever, Fletcher worked with high-intensity stimulation, and explained this "case of the
missing fundamental" as arising from nonlinear distortion in the transmission of
acoustic energy to the inner ear, just as Helmholtz explained the detection of combina-
tion tones. Since in both cases the nonlinear distortion introduces a low-frequency
component into the stimulation of the inner ear, the hearing of low pitch is predicted by
Ohm's acoustic law.
Schouten (62, 63) presented (1938-1940) his "residue" theory, in order to account
for the perception of pitch of certain complex stimuli. In one experiment he employed
as the stimulus periodic pulses at a rate of Z00 pulses per second. He then cancelled
the 200-cps spectral component of the stimulus, and reported that, whether or not the
fundamental vibration was present, a strong, sharp sound of 200-cps pitch continued to
be observed. Addition and subtraction of the fundamental vibration was heard, however,
as the occurrence and disappearance of a weak pure tone of 200-cps pitch. Further-
more, when an extra frequency of, for instance, 204 cps was added, beats with the
fundamental tone were heard which disappeared completely when the fundamental tone
was cancelled. The sharp sound of 200-cps pitch, which remained when the fundamental
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was cancelled, exhibited no beats with the added frequency of 204 cps.
Schouten worked at sufficiently low intensities so that he could assume that no
appreciable nonlinear distortion occurred in the transmission of the stimulus to the inner
ear. If there had been nonlinear distortion:
i. He should have been able to cancel the sharp low pitch by adding a certain amount
of the fundamental in the right phase, but he was unable to do this.
2. He should have obtained beats with a 204-cps tone even when the fundamental had
been cancelled from the stimulus.
Thus, Schouten clearly demonstrated auditory phenomena that did not obey Ohm's
acoustic law, and controlled his experiments so that the discrepancy could not be
accounted for in terms of nonlinear distortion in the transmission of the stimulus to the
middle ear. This psychophysical evidence seriously challenges the validity of a strict
place theory of pitch detection.
The residue theory, advanced by Schouten, hypothesizes that complex stimuli of the
kind that have been discussed contain two components that give rise to the same pitch.
The sharp low-pitched quality was observed not only when the fundamental of the stimu-
lus waveform was removed, but also when a number of low harmonics was removed.
The high harmonics stimulating the high-frequency region of the basilar membrane were
hypothesized as observed collectively rather than as analyzed into separate components.
The periodicity of the collective summation of these higher harmonics is the "residue"
which, according to the hypothesis, results in the sharp sound of low pitch. The weak
pure tone which was cancelled when the fundamental was removed was said to correspond
to the stimulation of the basilar membrane in the low-frequency region. Rosenblith (55)
subsequently demonstrated that judgments of low pitch can be elicited by a stimulus
similar to that used by Schouten, but having all other low harmonics, as well as the
fundamental, removed.
Since Schouten employed a form of pulse generator to produce his stimuli, the
resulting waveform was periodic with harmonically related frequency components.
Furthermore, for signals generated in this manner, the phase relation between the
harmonics was fixed. Mathes and R. L. Miller (49) worked with a more general class
of amplitude-modulated complex stimuli. They showed that a harmonic relation between
the high-frequency components is not a requisite for the judgment of a low pitch by
listeners. The stimuli employed included an amplitude-modulated signal, and this sig-
nal with the carrier component shifted 90 ° in phase. The envelope-wave shape of the
modulated signal is directly related to the phase relation among components; the change
of carrier phase was found to alter the judgments of the pitch of the stimulus, suggesting
that the temporal pattern of the envelope wave may play a role in the determination of
the low pitch observed in these complex stimuli.
Licklider (46) extended the study of the relation between relative phase of stimulus
components and pitch judgments to complex stimuli of more than three components. He
employed a number (up to eight) of oscillators with which he could adjust the relative
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phases of the components. The result was that if the phases were carefully set so as
to produce an envelope waveform with pronounced peaks and valleys, the low "residue"
pitch was clearly heard. However, if the phases were set haphazardly, it often hap-
pened that there were no pronounced peaks and valleys, and in such cases the residue
was weak or missing.
Licklider's experiment was prompted by Hoogland's (40) conclusion that the low
pitch observed in stimuli that contain a number of evenly spaced frequency components
results from a distortion phenomenon whereby the cochlea is excited in its own "proper
place" in the apical turn. Hoogland had produced his stimuli with five oscillators feeding
five separate loud-speakers to generate a complex of sinusoids. The phase constancy
of the oscillators was controlled, but Licklider concludes that, since relative phase,
rather than constancy of phase, determines the envelope waveform, Hoogland may have
missed the residue because he did not so control the phase of his five oscillators to
approximate an impulsive waveform. At the high intensities used by Hoogland to obtain
judgments of low pitch, nonlinear distortion could account for the phenomena that he
observed.
Schouten's hypothesis that frequency components which do not maximally stimulate
the apical (low-frequency) end of the basilar membrane can produce judgments of low
pitch was further strengthened by some experimental observations made by Stevens (65).
He employed repeated pulses generated by exciting a resonant circuit with 125 pulse per
second impulsive excitation. Three resonant frequencies were used: 500 cps, 1000 cps,
and 2000 cps. All resonant circuits had the same damping constant, 300 sec . The
stimuli were judged to have a definite low pitch similar to the pitch of a 125-cps tone,
even though the relative level of the 125-cps component of the stimulus is very small.
In a series of masking tests Stevens found that the repeated pulses did not effectively
mask a pure tone near 125 cps, and likewise that a pure tone of 125 cps did not effec-
tively mask the pulses. White noise was found to be a more efficient masker of the
pulses than a pure tone of low pitch. This was taken to be a further indication that the
observation of a low pitch in the pulses was a result of a regular temporal pattern of
neural impulses, rather than a local excitation of the basilar membrane. A further
masking experiment by Licklider (45) was consistent with this hypothesis. He showed
that low-frequency random noise was an efficient masker of low tones but an inefficient
masker for a stimulus similar to that used by Stevens, and that these pulsed stimuli
retained their low-pitched quality in the presence of the low-frequency noise.
Psychophysical studies on the ability of listeners to match the pitch of pure tones to
the pitch of complex stimuli were reported by Davis, Silverman, and McAuliffe (23).
They employed repeated stimuli produced by passing pulses through a bandpass filter.
Listeners varied greatly in their ability to match either the pulse frequency or the band-
pass frequency. Errors of exactly one octave were common. Small (64) has presented
extensive data on pitch-matching experiments and also finds high subject-to-subject
variability.
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De Boer (13) has given the pitch-matching experiments a new twist by having sub-
jects match the pitch of two complex stimuli, one constrained to have a harmonic rela-
tion between frequency components, the other not so constrained. By this means, he
has been able to reduce the variability between subjects. De Boer concludes from his
pitch-matching experiments, and from a review of other experimentation, that the resi-
due pitch of amplitude-modulated signals is not simply a function of the envelope repeti-
tion rate but is determined by approximate periods of the signals. The psychophysical
method of de Boer will be discussed later in connection with the experiments reported
in Section V.
We have, then, from these experiments employing complex stimuli with evenly
spaced frequency components, considerable evidence that challenges a strict place
theory of pitch discrimination. Another group of experiments, closely related to these,
utilized repeated bursts of wideband noise. This stimulus is especially interesting,
since, if the noise spectrum is sufficiently wide and the burst rate sufficiently low, the
spectrum of the modulated signal is, for practical purposes, the same as the noise
spectrum. Thus, the ability of listeners to distinguish small changes of burst rate is
a contradiction of Ohm's acoustic law.
A wide variety of experiments with this stimulus was performed by G. A. Miller
and Taylor (50). They found that if the burst rate is made sufficiently great, the
repeated bursts of noise cannot be distinguished from a continuous noise. This "fusion"
point is dependent upon the sound-time fraction (ratio of time duration of a burst to the
period of repetition), as well as upon the stimulus intensity. Symrmes, Chapman, and
Halstead (66) have obtained similar results.
G. A. Miller and Taylor (50) also asked subjects to match the pitch of a pure tone
or a square-wave stimulus to the pitch of repeated bursts of noise. Here, subject-
to-subject variability was found to be large. The pitch-matching ability was, on the
average, best at approximately 60 bursts per second, and dropped sharply above 200
bursts per second. Small (64) has also investigated the ability of subjects to match the
pitch of pure tones and bursts of noise. His results are similar to those of G. A. Miller
and Taylor. But Mowbray, Gebhard, and Byham (51) reported failure in an attempt to
match the bursts-of-noise stimulus with a sinusoid at a repetition rate higher than 100
bursts per second. De Boer (13) reported that his observers were unable to obtain a
reliable match of the pitch of repeated bursts of noise to the pitch of repeated bursts
of tone.
The smallest change in burst rate that is discriminable by subjects has been studied
by G. A. Miller and Taylor (50), Pollack (54), and Mowbray, Gebhard, and Byham (51).
The results obtained by these investigators show the same general trend but have con-
sistent differences that may be attributed to different psychophysical methods. In all
cases the "just noticeable difference" in burst rate grows rapidly above 200 bursts per
second.
There is some disagreement among investigators about modulated noise having
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"pitch." For instance, G. A. Miller and Taylor (50) report that the stimulus has a
pitch-like quality, and Mowbray, Gebhard, and Byham (51) contend that they and their
observers were unable to distinguish tonality in the noise-burst pattern. However, all
investigators, with the exception of de Boer (13), report that listeners were able to
detect changes in the burst rate of the stimulus for rates lower than 200 bursts per
second. Further evidence concerning discriminability of bursts of noise as a function
of burst rate is presented in Section V.
1.2 RECENT THEORIES OF NEURAL MECHANISMS INVOLVED IN
PITCH DISCRIMINATION
The experiments that have been reviewed have a bearing on theories of pitch dis-
crimination. First, stimuli which excited the basal end of the cochlea are judged as
having a low-pitched quality, and second, there is an ability to distinguish changes in
the burst rate of modulated noise, even though such changes leave the spectral char-
acteristics of the stimulus essentially unchanged. In both cases the experimental results
are difficult to explain in terms of a strict place theory of pitch discrimination.
Two recent theories of pitch discrimination represent extensions of the place theory,
and thus are of interest in relation to these auditory phenomena. One is the "volley" the-
ory of Wever (80), the other the "duplex" or, as it has been called more recently, "trip-
lex" theory of Licklider (44, 47). Wever presents a theory of hearing that includes a
discussion of pitch discrimination, while Licklider is principally concerned with the phys-
iological mechanisms that might underlie the psychophysical phenomena just discussed.
It can be shown experimentally that a group Qf nerve fibers can respond synchron-
ously to repetitive stimulation at much higher rates than a single fiber can. The volley
principle states that members of the group are firing in rotation, so that the composite
response may be synchronous even though individual fibers do not fire with each cycle
of excitation.
The volley theory accepts the idea of resonance as a means of distributing excitation
over the basilar membrane according to stimulus frequency, and at the same time it
embodies the volley principle for the representation of the stimulus pattern of nerve
impulses. Pitch is given a dual representation, in terms of place on the basilar mem-
brane, and hence of particularity of nerve fibers, and in terms of composite impulse
frequency. Wever (81) states:
"In the volley theory, the place and frequency principles are accepted, not in their
most inclusive form of operation as conceived in the classical hypotheses where they
arose, but subject to certain restrictions. In the first instance, the roles to which
they are assigned in pitch perception vary according to the tonal region. Frequency
serves for the low tones, and both perform in the broader ground between. This
allocation follows the evidence that volley action is faithfully representative for low
and intermediate frequencies but becomes inaccurate and fails for the high fre-
quencies; and on the other hand that place representation is discriminatory in the
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upper and middle portions of the auditory scale but on account of spread of response
is decidedly less so at the lower end. The two variables thus are in part auxiliary
and in part complementary in their determination of pitch."
The frequency regions suggested are: 15 cps to 400 cps for the low region, where
only frequency following (synchronism of neural response with stimulus repetition)
operates; 400 cps to 5000 cps for the middle region, where both frequency following and
place are operative; and 5000 cps to 24, 000 cps for the high region, where pitch is
entirely dependent on place.
The basic evidence presented by Wever in support of his volley theory is primarily
neurophysiological. Some psychophysical data are reviewed and for these, as well as
for the neurophysiological experiments cited, the emphasis is on pure-tone stimuli.
But, in relating his duplex theory of pitch perception to experimental observations,
Licklider cites, first, the experiments of G. A. Miller and Taylor and those of Schouten.
In both cases the experimenters were primarily concerned with pitch judgments elicited
by complex stimuli.
Licklider, like Wever, postulates a dual nature of pitch; although he suggests a more
involved mechanism for the representation in the nervous system of the repetitive nature
of a stimulus. Although Wever has postulated the ability of the auditory nerve to respond
synchronously to repetitive stimulation, he has not been much concerned with the means
by which this neural representation of the stimulus is relayed to the central nervous
system. In the duplex theory (44) Licklider speculated on a possible neural mechanism
for translating the synchronous response at the cochlea to a place representation at
higher levels.
In presenting his theory Licklider (44) wrote:
"The essence of the duplex theory of pitch perception is that the auditory system
employs both frequency analysis and autocorrelational analysis. The frequency
analysis is performed by the cochlea, the autocorrelational analysis by the neural
part of the system. The latter is therefore an analysis not of the acoustic stimulus
itself but of the trains of nerve impulses into which the action of the cochlea trans-
forms the stimulus. This point is important because the highly nonlinear process
of neural excitation intervenes between the two analyses."
In describing the mechanisms involved, Licklider writes that the cochlea transforms
the stimulus time function into a running spectrum which is a function of two variables,
position along the basilar membrane and time. Such a transformation is similar to that
performed by a sound spectrograph that displays a signal in the dimensions of frequency
and time. He then points out that the running spectrum, a spatial array of time func-
tions, is transmitted brainward by neurons of the auditory nerve. Licklider hypothesizes
that the autocorrelation is performed during this transmission. The nervous system is
said to be nicely set up to perform the mathematical operations of autocorrelation - time
delay, multiplication, and integration (44):
"A chain of neurons makes an excellent delay line. The spatial aspect of synaptic
8
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Fig. 3. - ScAernatic illustratios ol duplex aalysis. .4 represents the
a;nllysis of a lOt-c.p.s. sintusoid, of white noise interrupted 100
timles pr second, C of a set of high-frequency harmonics of 100t) c..s.
and ) of a 200-e.p.s. sinusoid. At the left i each plot are shown the
stilimulus waveforinl (t), tile waveform !F(t, xi) of the signal carried by
the first-order lneuronls (acting s group) at x, and the autocor-
relatioln fnllction (T, xi) of F'(t, xi). At the top of each plot is the
distribution of activity along the length of the cochlea: - t) is the
root-lean-square of the instantanleous uamplitudes of sc(illation
A (x, ) at various positions along the cochlear partitionI . F(t, x,
re:sults from the rectifica;tion and smoothing of A (x, t). The density
of stippling in the rectangle represents lt(T, x), the autcw'orrelation
functions of the signals in the variouls x-channels. (Since the signals
a;re in steady stalte, the t-dimliension is omitted here.) Note that the
first three (x, T)-plots are similar ill the T- hult not in the x-dilmension.
This corresponds to the fact that they are subjectively similar in
one pitch-like attribute but not in .nother. I) is somlewhat similar
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I) vcoincide with thile miaxilmal ill .-1. This corres)onlldls to the sljective
IllliQlelless of tlle oc't.lve rlq.lio, .
Fig. 2. Schematic illustrations of duplex analysis. (From J. C. R. Licklider,
Experientia 7, 131, 1951.)
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summation provides approximate multiplication. And the temporal aspect of syn-
aptic summation gives us running integration."
The suggested representation, then, is that the cochlear analysis resolves the stimu-
lus into a function of the two variables, time, t, and position, x, along the cochlea.
Then, by neuronal autocorrelation, there is performed a running autocorrelation for
each position along the cochlea, which results in a function of the two variables, the
time-shift, T, and time, t. The neural arrangement is thought of as extending in two
spatial dimensions. The one, which is called the "x-dimension," corresponds to fre-
quency, and is the dimension of the nervous tissue into which the lengthwise dimension
of the cochlea projects. The other, which is called the "T-dimension," is functionally
orthogonal to the x-dimension, and can be thought of, at least for convenience of graphi-
cal representation, as being spatially orthogonal also. The over-all system is said to
yield a representation of the stimulus f(t) in two spatial dimensions and in time, as a
running autocorrelation (t, T, x). One of Licklider's figures (44), which shows this
arrangement schematically, is given as Fig. 2.
In a more recent paper, Licklider (47) extended the duplex theory to include binaural
mechanisms. The extension adds a third dimension that is functionally orthogonal to
both the x-dimension of cochlear projection and to the T-dimension. Licklider hypothe-
sizes that in this dimension there occurs a crosscorrelation operation which precedes
the autocorrelation operation in the T-dimension. A similar conception of binaural
mechanisms has been described by Jeffress (41).
1.3 PURPOSE OF THE PRESENT STUDY
A number of psychophysical experiments in which complex stimuli are used have
been cited. The results of these experiments contradict Ohm's acoustic law. Further-
more, there is reason to doubt that the neurophysiological representation of auditory
stimuli hypothesized by a strict place theory is sufficient to explain the mechanism
underlying the discrimination of these complex stimuli. The general purpose of the
present study is to combine the stimulus control used in psychophysical experiments
with electrophysiological techniques, in order to investigate the neurophysiological
representation of complex auditory stimuli.
Section II is concerned with electrophysiological phenomena at the periphery of the
cat's auditory nervous system, Section III with electrophysiological phenomena at the
cat's auditory cortex. In Section IV some psychophysical tests are reported. Section V
consists of a summary of the results of the study.
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II. ELECTROPHYSIOLOGICAL REPRESENTATION OF COMPLEX AUDITORY
STIMULI AT THE PERIPHERY OF THE CAT'S AUDITORY NERVOUS
SYSTEM
2. 1 INTRODUCTION
We have seen that pitch discrimination of a class of complex stimuli is related to the
envelope waveform, as well as to frequency composition. One specific aim of the experi-
ments that will be described is to investigate the manner in which the auditory nervous
system responds to complex stimuli with repetitive envelope-wave shapes. A response
that is related to the envelope wave must, at some stage, involve nonlinear operation
upon the stimulus. Since the propagation of neural impulses involves the highly non-
linear action described by the all-or-nothing principle (17, 3, 25), and since the
mechanical-neural transducer is, in all probability, nonlinear, it is proposed that at
least a part of the nonlinear operation can be assigned to neural mechanisms. Further-
more, these neural nonlinearities must play the major role in envelope detection at low-
and medium-stimulus intensities, for which the mechanical action preceding the
mechanical-neural transducer can be assumed to be essentially linear (6, 52).
The stimuli employed included repeated clicks, repeated bursts of tone, and repeated
bursts of noise. Although the spectral characteristics of these signals differ widely,
they all have periodic envelope-wave shapes. Modulated wideband noise has the prop-
erty that its spectral composition is practically unchanged by changing the form or fre-
quency of the modulating signal, as long as the noise bandwidth is wide compared with
the modulation frequencies; consequently, when modulated wideband noise is employed
as an auditory stimulus, the rate and shape of the modulation may be changed inde-
pendently of the spectral composition of the signal. This stimulus is especially suitable
for the present study and received primary consideration.
2.2 EXPERIMENTAL PROCEDURE
a. Anesthesia
The experiments reported in this section involved observation of the electric activ-
ity in the auditory nervous system of adult cats, anesthetized by intraperitoneal injec-
tion of Dial in urethane (0. 75 cc/kg body weight), or of nembutal (0.4 cc/kg body weight).
In the course of an experiment, the depth of anesthesia was checked by testing corneal,
pinnal, and withdrawal reflexes. When one or a number of these reflexes appeared, a
small additional dose of the drug was administered. Thus, an attempt was made to
maintain the animal at as constant a level of anesthetization as possible with the crude
indicators at our disposal. In each series of stimulus presentation, the depth of anes-
thesia was quite constant, although there was variation from series to series, and from
animal to animal.
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b. Stimulus
The acoustic stimulus was presented by means of an earphone (Type PDR-10)
coupled to the cat's ear by a plastic tube inserted into the auditory meatus and tied so
that a tight seal was ensured. Figure 3 shows the acoustic output of the earphone, when
the electric input is a rectangular pulse of 0. l-msec duration. The earphone was
coupled to a 1-cc rigid cylindrical cavity (1. 85 cm in diameter, 0. 38 cm deep); the
response was measured by a WVestern Electric Type 640 AA microphone. The earphone
is linear (0. 5 db) over the range of stimulus intensities employed.
The frequency response of the earphone was measured under two conditions: with
the plastic tube connecting the phones and coupler empty, and with one section of tubing
filled with cotton yarn. These characteristics are given in Fig. 4. There are two sec-
tions of tubing, each of which is 3. 3 cm long, with an inside diameter of 0. 4 cm. The
experiments described in this report were performed with the connecting tube empty.
Stimulus-intensity calibration is given relative to the voltage across the phone. For
clicks, the width of the electric pulse into the phone was always 0. 1 msec, and the
intensity is given in db re a 1-volt pulse across the phone. For tones, the intensity is
given re 1 volt rms across the phone. For noise calibration, the electric signal across
the phone was passed through a 7000-cps cutoff, lowpass filter (one section SKL
model 302), and the intensity is given re 1 volt rms. For signals modulated by an
electronic switch, intensities are given for the unmodulated signal (i. e., switch con-
stantly "on").
The earphone is driven by a MacIntosh Model 20W2 power amplifier fed from a
mixer. The combination allows a variation of over 100 db in stimulus intensity. Rec-
tangular pulses for producing clicks were generated by a General Radio Type 869-A
pulse generator.
A Grason-Stadler Model H55A noise generator was employed, producing noise with
a spectral density that is flat from 20-20, 000 cps. The noise was modulated by a
Grason-Stadler Model 829-B-S3 electronic switch. A driver unit was designed for the
Fig. 3. Acoustic output of earphone coupled to a 1-cc rigid cavity
and measured by Western Electric Type 640 AA micro-
phone. Electric input is a 0. l-msec rectangular pulse.
Time markers are 0. 5 msec apart.
12
az
0
I
W
Li
0
0CL
I-0W
-
Li-1
Cr
FREQUENCY (CPS)
Fig. 4. Frequency response of earphone.
switch to drive it at rates as high as 18, 000 bursts per second, and maintain constant
duty cycle as burst rate is changed.
An SKL Model 302 filter was used in some of the experiments. It attenuates 18 db
per octave per section past cutoff frequency.
c. Recording
During recording the animal was in an electrically shielded, soundproof, anechoic
chamber, which was maintained at constant temperature and humidity. Gross electrodes
recording electric activity from many neural units were employed. One electrode of
approximately 100-FL diameter was placed inside the bulla cavity, near the round window
of the cochlea. The term "peripheral response" will indicate electric activity recorded
by this electrode, unless it is otherwise indicated. Cortical responses reported in this
section are from a gross electrode placed centrally in the medial ectosylvian gyrus of
the cortex, contralateral to the stimulated ear. This electrode was made by bending a
small loop in the end of 2 00-4 platinum wire. The reference electrode for both the
peripheral and cortical electrodes was connected to the mouthpiece of the headholder.
The peripheral and cortical electrodes were connected to differential input amplifiers
(Offner Type 142); the maximum gain of these amplifiers is approximately 120 db. Their
frequency response is variable, and can be extended to cover 0. 5-7000 cps between cut-
off points. The response drops approximately 6 db per octave past these points.
The outputs of the Offner amplifiers were displayed on a Tektronix Type 535-S1
oscilloscope (with two inputs and a double trace), and photographed by means of a
DuMont Type 297 oscillograph-record camera, with Polaroid-Land Type 41 film.
13
2.3 PERIPHERAL ELECTRIC ACTIVITY
The electric activity recorded from a point near the round window represents a
combination of potentials generated in the cochlea, auditory nerve, and, perhaps, also
in the cochlear nucleus. One component is the cochlear microphonic, reported in 1930
by Wever and Bray (82, 78, 79). The cochlear microphonics reproduce very closely the
waveform of an acoustic stimulus up to moderate intensity levels. This potential,
amplified and fed to a loud-speaker, will reproduce speech or music delivered to the
animal's ear, so that, in the first analysis, the Wever and Bray phenomenon supported
the "telephone theory of hearing" which assumes that the acoustic wave is converted
into an electric signal and transmitted to the brain.
Closer study of cochlear potentials (2, 4, 21, 36) showed that besides the microphonic
potential there is a potential more directly associated with nerve firing. This is called
the "action potential," and has a characteristic form which does not necessarily
resemble the stimulus waveform. When an action potential is elicited by a transient
stimulus, such as a click, there is a latency of approximately 1 msec between the onset
of the stimulus and the beginning of the action potential.
There is another type of electric activity of the cochlea, called the "summating
potential," which has been reported by Davis, Fernandez, and McAuliffe (22, 20). Unlike
the cochlear microphonic, this potential outlasts mechanical movement, and has a
latency of approximately 100 ipsec. However, it differs from the action potential in that
it shows no all-or-none behavior or refractory period.
Bekesy (10) has studied the dc potentials in the cochlea, and reported that the endo-
lymph in the scala media is electrically positive 50-100 mv relative to the perilymph
and surrounding tissues. The cochlear microphonic seems to be closely related to this
potential (20).
2.4 PERIPHERAL RESPONSES TO TONES
Tasaki, Davis, and Legouix (69) have recorded microphonic responses from dif-
ferent turns of the guinea pig cochlea in response to tonal stimulation. The responses
are sinusoidal at moderate stimulus intensities, and exhibit amplitude and phase char-
acteristics similar to those reported by Be'k'esy (7) for cochlear displacement as a func-
tion of stimulus frequency in human and animal ears. The curves of amplitude of
response versus stimulus frequency for the cochlear microphonics are even broader
than those for amplitude of displacement. At the basal turn, the reduction in response
amplitude with decrease in frequency is especially gradual. Tasaki (67) has plotted
"response areas" for individual auditory fibers, giving the threshold of response,
recorded by microelectrodes, as a function of frequency. These curves exhibit broad
frequency characteristics similar to those of the amplitude of the microphonic response,
showing a sharp rise in threshold on the high-frequency side of the minimum, and a
very gradual rise on the low-frequency side. Similar curves have been plotted for
14
individual nerve elements of the cochlear nucleus (68).
Recording from the round window and from the auditory nerve with gross electrodes,
Derbyshire and Davis (24) reported synchrony of the action potential with cycles of tonal
stimulation for frequencies as high as 3000-4000 cps. These data were for the responses
to the first few cycles in the onset of the tone, before adaptation of the nerve began.
Galambos and Davis (33), recording from individual cell bodies in the cochlear
nucleus, found responses occurring at a definite phase of the stimulus waveform. In
this investigation, as well as in one of the impulses in individual fibers of the eighth
nerve performed by Tasaki (67), the microelectrode response and a microphonic
response were simultaneously photographed. Each photograph is a composite of many
sweeps on the cathode-ray tube face, and the neural impulses are restricted to a region
of a cycle in the microphonic-response waveform; it is also clear that there are far
fewer neural impulses than cycles in the microphonic response. Thus, the interval
between the neural spikes shows a tendency to be some integral multiple of the period
of the sound wave, but the spikes do not occur at every cycle, or even with regular
spacing. Tasaki found this type of "phase locking" of the neural potentials for fre-
quencies lower than 2000 cps, Galambos and Davis report the phenomenon for tones of
550 cps and 1050 cps.
We have recorded the cochlear response to sinusoidal stimulation and have observed
that the action potential occurs synchronously at frequencies as high as 900 cps. The
observed response is a mixture of neural responses and icrophonics, the neural
appearing as a distortion in the otherwise sinusoidal microphonic response. We can
test whether the distortion is neural or simply distortion in the microphonic by intro-
ducing low-level masking noise. The noise causes disappearance of the distortion,
and the microphonic then appears sinusoidal with a small additional noise component.
The frequency 900 cps should not be taken as an upper limit, since the technique
employed is not an appropriate method for investigating the limit of synchronous firing
by the auditory nerve. Similar results have been reported by Heise and Rosenblith (37)
in the pigeon, and by Rosenblith and Rosenzweig (56, 58) in the cat.
On the basis of the experimental evidence, it seems that synchronous following of
the action potential is accomplished by a mechanism similar to that postulated in the
volley principle of Wever (80), but more probabalistic in nature. During a part of the
stimulus cycle (according to Tasaki (67) that phase in which the hair cells are traversed
by electric current flowing from scala vestibuli to scala tympani), the probability of
firing for certain fibers of the auditory nerve is maximum, while it is low or even zero
during other parts of the cycle.
2.5 PERIPHERAL RESPONSES TO CLICKS
Typical cochlear responses to acoustic clicks, presented at the rate of 1 per sec,
are shown in Fig. 5. Here the click intensity is 20 db above threshold (threshold being
the intensity at which responses are just observed). At these low intensities, and for
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Fig. 5. Click response recorded at round window. A superposition of
10 traces is shown. Clicks delivered 1/sec, at -57 db inten-
sity level re 1 volt across the phones. The microphonic poten-
tials precede the N1 peak. (Cat 376, nembutal anesthesia.)
certain electrode positions, the cochlear microphonic is small relative to the
action potential. In this waveform, as in all others reported here, an upward
deflection represents a negativity of the potential at the electrode relative to the
reference electrode. The two negative peaks, N1 and N2 , are typical of the peripheral
click response (24, 57, 30). It is generally agreed that the N1 peak is related to firing
of primary neurons. The N 2 response has been attributed, primarily, to repetitive
firing in the primary neurons by Tasaki (67) while other workers, for example, the
Communications Biophysics Group, Research Laboratory of Electronics, M. I. T. (31),
feel that it may, at least in part, represent responses from secondary neurons in or
near the cochlear nucleus.
Figure 5 shows a superposition of ten oscilloscope traces. The response waveform
is very stable. The peripheral responses to clicks at repetition rates from /sec to
80/sec are shown in Fig. 6. Although the response amplitude is slightly diminished
at higher repetition rates, the N 1 and N2 peaks are still clearly observed at
80 clicks/second.
2.6 PERIPHERAL RESPONSES TO BURSTS OF NOISE
a. The Influence of Rise Time
Repeated burst of noise were generated by gating wideband noise with an electronic
switch. The waveform of the electric input to the earphones is shown schematically in
Fig. 7, in which the nomenclature that is used in describing the stimulus is given.
Parameters, such as rise time, are given for the electric signal into the earphone.
The peripheral responses to repeated bursts of noise at 1 per second for nine dif-
ferent rise times are shown in Fig. 8. When the rise time is 0. 5 msec or less, the
peripheral responses exhibit the N 1 and N2 peaks that characterize click responses.
However, as the onset time is increased, the character of the early part of the responses
changes, until, at 5 msec and longer, the early peaks are entirely absent.
In Fig. 9 responses with a slower sweep speed for the cathode-ray trace are shown.
Here, for burst rates of 5/sec and 10/sec, the early peaks are clearly present for the
16
BURSTS
CLICKS ~ OF NOISE
Rate
I/sec I cortex
20/sec 00
5/sec Len 20msec
41 ,..0/sec .
80/sec
40/sec 
Fig. 6. Cortical and peripheral responses to repetitive clicks and bursts
of noise. Upper traces in each set, cortical responses; lower
traces in each set, peripheral responses. Superposition of
10 traces is shown. Intensity of clicks, -58 db re 1 volt across
the phones. Burst of noise: sound-time fraction, 0. 5; rise time,
10 sec; intensity level, -70 db re 1 volt across the phones.
(Cat 390, Dial anesthesia.)
fast rise. Besides these peaks, there appears a positive potential that lasts approxi-
mately as long as the bursts. This slow potential is still present with the 10-msec
rise, although the N1 and N2 peaks are missing. Figure 10 illustrates the same phe-
nomenon in another animal.
When the stimulus is a single click, or clicks at repetition rates below approxi-
mately 5/sec, responses recorded from the auditory cortex have a characteristic form,
as shown in Fig. 6. In this figure it can be seen that the cortical responses to bursts
of noise are similar to the click responses at these repetition rates. In this series the
rise time of the noise bursts was short (10 itsec) and the peripheral responses exhibit
the N 1 and N2 peaks. In Fig. 11 cortical and peripheral responses for repetitive bursts
of noise for two rise times are shown. It is clear that, even with rise times of the
bursts sufficiently long so that the N 1 and N2 are entirely missing in the peripheral
responses, the cortical responses are similar in form to the cortical responses for
bursts with a fast rise and this also applies to clicks. The effect of rise time on the
cortical responses is shown in Fig. 12. For rise times up to 50 msec, there are defi-
nite cortical responses. For a 100-msec rise time, it is questionable that there are
cortical responses. The relationship between cortical and peripheral responses will
now be considered.
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Fig. 7. Parameters of repeated bursts
of noise: rate, 1/T;duration, B;
sound-time fraction, B/T; rise
time, R.
10msec
25 msec
50 msec
20msec
Fig. 8. Peripheral responses as a func-
tion of burst rise time. Upper
trace in each pair, response;
lower trace, electric input to
earphone. Bursts of noise pre-
sented /sec; sound-time frac-
tion, 0. 5; intensity level, -70 db.
(Cat 391, Dial anesthesia.)
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Fig. 9. Peripheral responses to bursts
of noise for several rise times
and repetition rates. Bursts of
noise: sound-time fraction 0. 5;
intensity level, -70 db re 1 volt
across the phones. (Cat 391,
Dial anesthesia.)
Fig. 10. Peripheral responses to bursts
of noise with three rise times.
Burst rate, 10/sec; sound-time
fraction, 0. 5; intensity level,
-68 db re 1 volt across the
phone. (Cat 395, Dial anes-
thesia.)
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b. Masking of N1 and N2 Peaks in the Peripheral Response
There is another set of conditions under which the cortical responses may be
obtained when N 1 and N 2 are not simultaneously detectable. Figure 13 demonstrates
the masking of the peripheral and cortical responses to bursts of noise by a steady
masking noise. When the level of the continuous masking noise is 10 db below the level
of the noise in the bursts, the N 1 and N2 peaks are entirely missing from the peripheral
responses, but the cortical responses remain. hen the level of the continuous noise
is raised to 10 db above the level of the noise in the bursts, the cortical responses are
no longer observed.
c. Response as a Function of Repetition Rate
The peripheral response to repetitive bursts of noise for burst rates of from 1/sec
to 80/sec have been seen in Fig. 6. Here the rise time was held at 10 jisec, the sound-
time fraction at 0. 5, and the level at -70 db. The N 1 and N 2 peaks in the peripheral
response to bursts of noise are nearly the same size as those of the click responses
for repetition rates lower than 5/sec. When the repetition rate is increased to 80/sec,
the N 1 and N2 responses to bursts of noise are still evident, although they are more
diminished than in the responses to clicks at this repetition rate. In Fig. 14 the periph-
eral responses to repeated bursts of noise at much higher rates are given. The rise
time of the stimulus was 10 sec, the sound-time fraction, 0.5. Each picture represents
a superposition of many oscilloscope traces. There is a synchrony in the responses at
1000 bursts/sec that is absent at 2000 bursts/second. These responses, however,
represent a combination of neural and microphonic activity; the microphonic is a close
replica of the stimulus so that it is probable that it is the neural activity that loses syn-
chrony at rates near 2000/sec and higher. A loss of synchrony of neural activity at
approximately 2000 bursts/sec is in agreement with the report of Tasaki (67) that
neural impulses in the auditory nerve lose phase-lock with a pure tone stimulus
I400tv T mv
cortex cochlea
_..v~,,, ~;~.,. 40 msec
- |SS stimuli
10 Osec IOmsec
onset time onset time
Fig. 11. Peripheral and cortical responses to bursts of noise with fast and
slow rise times. Lower traces show the electric input to the ear-
phone. Burst rate, 1/sec; sound-time fraction, 0.5; intensity level,
-80 db re 1 volt across the phone. (Cat 393, Dial anesthesia.)
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Fig. 12. Cortical and peripheral responses as a function of rise time of
bursts of noise. Lower traces show the electric
earphone. Superposition of 10 traces is shown.
1/sec; sound-time fraction, 0. 5; intensity level, -70
across the phone. (Cat 390, Dial anesthesia.)
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Fig. 13. Masking by continuous noise of peripheral and cortical responses
to bursts of noise. Burst rate, /sec; sound-time fraction, 0. 5;
rise time, 10 sec; intensity level, -80 db re 1 volt across the
phone. (Cat 393, Dial anesthesia.)
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at approximately 2000 cps.
2. 7 DISCUSSION
In our investigation of the peripheral responses to repeated bursts of noise we find
responses related to the envelope-wave shape for repetition rates up to 2000/sec. This
is near the upper limit of the burst rates at which this stimulus can be distinguished
from a continuous noise (50) by listeners.
The principal results of this phase of the study are concerned with the variation of
peripheral and cortical responses with envelope-wave shape. By two methods, the use
of a gradual-burst onset, and masking, we were able to manipulate stimulus conditions
so that cortical responses without the presence of the N1 and N2 peaks in the corre-
sponding peripheral response were obtained.
These phenomena can be interpreted in terms of the activity of single units. When
the activity recorded by gross electrodes is interpreted in terms of single-unit activity,
the description must be of a probabalistic nature, in which case the temporal behavior
of the expectation of neural firings must be emphasized. Expectation of firing is meas-
ured over a set consisting of the nerve fibers that contribute to our peripheral electric
potential. There should be included a weighting factor to account for spatial orientation
of the separate fibers relative to the peripheral electrode. The expectation of neural
firing, so defined, is not stationary in time but is influenced by factors such as the
physiological state of the animal, and external stimuli. If we keep the physiological
state of the animal reasonably constant, we can concentrate on the changes in the
Burst Rate
1000/sec *H.4-i4-H-
1500/sec
2000/sec =
mse
5 msec
Fig. 14. Peripheral response to repetitive bursts of noise with high
repetition rates. Upper wave in each pair is the peripheral
potential, the lower wave is the electric signal across the
phone. Superposition of many oscilloscope traces is shown.
Rise time, 10 sec; sound-time fraction, 0. 5; intensity
level, -68 db re 1 volt across the phone. (Cat 395, Dial
anesthesia.)
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expectation of neural firing as a function of acoustic stimuli.
After the presentation of one of a series of clicks, or fast-rising bursts of noise,
there is a sharp increase in the expectation of firing of the auditory nerve fibers. This
is especially pronounced if the click or burst is preceded by a suitable period of no
stimulus. (This period varies, of course, with stimulus intensity and other factors, but
for our experimental conditions an increase of the silent period higher than 100 msec
does not seem to influence the peripheral response appreciably.) Accompanying the
sharp increase in firing probability, there are sufficiently synchronized firings of the
auditory nerve fibers to produce the N 1 and N 2 peaks in the peripheral potential.
For the case of stimulation with bursts of noise of slower rise, the time course of
the expectation of neural firing is significantly altered. Now, after the onset of a burst,
the increase in firing probability is more gradual. Many units are refractory when the
burst reaches "full on" intensity so that the firing probability never reaches the high
value that is reached after a click or fast-rising burst of noise. Thus there is less
synchrony in neural firing than occurs after a click or fast-rising burst of noise. Syn-
chrony of neural firing is directly related to a change in expectation of firing from a
low to a high value. The speed with which the change must take place for sufficient
synchrony for a given response to be achieved depends upon the duration of the unit
potentials that integrate to form the electric response. The N 1 and N2 peaks are com-
posed of spike-like single-nerve potentials, so that a change in firing expectation that
takes place over several milliseconds is not sufficiently rapid to produce these peaks
in the peripheral response. Since the cortical responses represent the summation of
slower waves than the unit spike discharges (12, 70), much less synchrony of neural
firing is needed to produce a cortical response than to produce the peripheral peaks.
Thus, we observe a cortical response for burst rise times as long as 50 msec.
The presence of a continuous noise before the onset of a fast-rising burst also
smooths out and decreases the sudden change in expectation of firing that follows when
the continuous noise is not present. When the burst of noise occurs, some fibers, which
would otherwise be ready to fire, will have been recently fired by the continuous noise
and will be in various stages of refractoriness. Thus, once again, there is not enough
synchrony of firing to produce the peripheral peaks.
This interpretation is further illustrated by the experiment that produced the
responses shown in Fig. 15. The top pair of traces show cortical and peripheral
responses to bursts of noise with a 10-msec rise. The next pair of traces show
responses to clicks. The third pair show responses for the two stimuli presented with
the time relationship that is shown, so that the clicks are embedded in the noise burst.
The resulting peripheral and cortical potentials exhibit responses only to the bursts of
noise, not to the clicks. If the intensity of the noise bursts was reduced, the N1 and
N 2 peaks, as well as the cortical responses to the clicks, reappeared. In this experi-
ment, whenever cortical responses to the clicks could be detected, the clicks elicited
the typical peaks in the peripheral activity, and vice versa. This can be interpreted to
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Fig. 15. Masking of cortical and peripheral click responses by bursts of noise. Upper
pair of traces, cortical and peripheral responses to one of a series of
bursts of noise; second pair, cortical and peripheral responses to one of
a series of clicks; third pair, cortical and peripheral responses for bursts
of noise and clicks presented together in the temporal relation shown in the
fourth pair of traces; lower trace, a 100-cps sinusoid. (The fourth trace
from the top has been slightly retouched so that the neural spikes would not
be lost in the photographic reproduction of the oscilloscopic picture.) Clicks
and bursts of noise presented 5/sec. Intensity levels: for the clicks, -37 db;
for the bursts of noise, -60 db re 1 volt across the phones. Rise time of
bursts, 10 msec; sound-time fraction, 0.5. (Cat 380, nembutal anesthesia.)
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mean that, for the stimulus intensity levels of Fig. 15, the click had little effect on the
expectation of firing of the auditory nerve fibers. This is a kind of "line busy" masking
phenomenon. When the level of the noise bursts was lower, the click gVas able to cause
an appreciable sudden increase in the firing probability, and the N 1 and N2 peaks and
the cortical responses appeared.
It has been mentioned that the peripheral responses to repetitive bursts of noise
exhibited a slow positive potential of approximately the same latency as the action
potential which lasted for nearly the length of the burst for rates of 5 bursts/sec and
higher. (At lower rates it is not possible to determine whether this slow potential lasts
for the length of the burst, because of limitations of the low-frequency response of our
recording equipment.) The size and form of this slow potential were quite dependent on
the electrode placement, and on the physiological condition of the animal. This potential
exhibited a magnitude range from close to that of the N1 peak (Figs. 8, 9, and 10) to
considerably smaller (Figs. 11 and 13) to almost undetectable (Figs. 6 and 12). This
potential may be related to the firing of fibers in the auditory nerve or to firing of neural
elements in the cochlear nucleus during the bursts. But, since it is so highly suscepti-
ble to experimental conditions, and since our investigation of the anatomical origin of
this slow potential is in a preliminary stage, at this time, it is best to say no more
about it.
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III. ELECTROPHYSIOLOGICAL REPRESENTATION OF COMPLEX AUDITORY
STIMULI AT THE CAT'S AUDITORY CORTEX
3. 1 INTRODUCTION
In this section we consider responses to complex stimuli recorded from the central
terminus of the classical ascending auditory pathway, the auditory cortex. The audi-
tory cortex contains millions of neural units arranged in a cytoarchitectonically com-
plex structure. Electric potentials at the cortex include a high level of continuous
("ongoing") activity which may obscure responses evoked by auditory stimulation.
Ongoing activity may be reduced relative to the evoked response by anesthesia, or the
evoked response may be detected by processing the electric activity by computational
means. Both methods have been utilized and will be discussed.
In the first part of this section the cortical response to periodic stimuli will be
treated. Repeated bursts of noise were the primary stimulus. Changes of response
as functions of burst rate and rise time were investigated. Repeated clicks are given
attention, since our computational facilities allowed the extension of studies by other
investigators.
The auditory cortex has been shown to have a spatial organization, so that electric
responses that are related to the spatial pattern of stimulation of the cochlea partition
(76) may be observed. It is possible to obtain responses to tonal stimuli that are
sharply frequency dependent (73, 39). Thus, the cortex represents a likely location
for investigation of the physiological correlates to the "residue" phenomenon of Schouten
and the psychophysical judgments of repetitive bursts of noise that were discussed in
Section I. The second part of Section III will report the results of such an investigation.
3.2 EXPERIMENTAL PROCEDURE
a. Anesthesia
Some of the experiments reported in this section were performed on anesthetized
cats, some on unanesthetized cats. When anesthesia was used, it was Dial or nembutal
administered as described in Section II. The unanesthetized animals were etherized and
canulated. The cat was then respirated and the spinal cord completely severed at the
foramen magnum, after which the cochlea was exposed, a tube inserted into the auditory
meatus, and the contralateral cortex exposed. The ether was allowed to blow off before
recording began.
b. Stimulus
The stimulus presentation was as described in Section II.
c. Recording
The electrodes that were used were described in Section II. Responses were
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recorded rom many positions on the auditory
cortex. Electrode placement is specified by the
number of the dot in Fig. 16 closest to the place-
ment. Dots 1, 2, and 3 are in the AI area, and
dots 4, 5, and 6 in the AII area of the cat's
cerebrum.
The potentials across the electrodes were
amplified by Offner amplifiers, recorded on
magnetic tape, and viewed on the Tektronix
oscilloscope. The tape recorder was an Ampex
Fig. 16. Left cerebrum of cat. Model 306-5 FM recorder, employing a tape
speed of 30 inches/sec, an FM carrier of
27 kc/sec, and having a bandwidth of 0-5 kc/sec.
The recording could be made at reduced speed and played back at 30 inches/sec,
resulting in a proportionate decrease in time scale and increase in the frequency scale.
Speed-ups of 2, 4, and 8 were employed in order to reduce the time required for proc-
essing the recordings. In displays of the processed data calibrations are always in
terms of the time scale with which the data were originally recorded.
d. Data Processing
The cortical activity recorded on magnetic tape was processed by an electronic
analog computer that was available to the Communications Biophysics Group, Research
Laboratory of Electronics, M.I.T. This computer is described in reference 5. The
gating-storage unit described in Appendix III of reference 5 was used in averaging
evoked responses. The average response is computed electronically by a periodic
sampling which is followed by integration. If the waveform of cortical activity is f(t),
and the stimulus is repetitive, occurring at t = 0, T, 2T, 3T, and so forth, the average
response is proportional to
N
f(t) = f(t+kT) (1)
k=0
where k takes on integral values, and N is the number of averaged responses. In the
studies reported, when we are observing responses under steady-state conditions, the
repetitive stimulus had been presented far enough ahead of time t = 0 for the initial
transient in the responses to die out.
The correlation function of the cortical activity was computed for some records.
The correlation function is computed electronically by delaying the signal, multiplying,
and integrating. The resulting function is plotted as a function of the time-shift, T.
If the cortical activity is f(t) and the length of the sample that is being correlated is t',
the correlation function is proportional to
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4(T) = f(t) f(t + T) dt (2)
The average response and the correlation function represent two means of processing
the electric activity. Of the two, the average response is more directly related to the
envelope-wave shape of the stimulus, and so most of our processed data are presented
in this form. We found the correlation function a useful measure of the state of the ani-
mal. We employed it to check that for a given animal and anesthetic condition this state
remains reasonably constant. Figures 17 and 18 show the autocorrelation functions for
ongoing activity in the absence of auditory stimulation, and activity with stimulation of
clicks presented at /sec and 10/sec. The presence of the 10/sec stimulus is clear in
this representation, but the presence of the /sec stimulus is not so clear, although
these clicks elicited larger responses. The evoked response lasts roughly 100 msec
and, therefore, comprises a much smaller percentage of the time course of the elec-
tric activity for the /sec stimulation, so that in the time-averaging process of auto-
correlation the ongoing activity largely overrides the evoked response for this low
repetition rate. Thus, the autocorrelation function is able to give us a long-time-
average spectral representation of the activity. However, it is not especially adapted
for the representation of activity that is time-locked to the stimulus, while the average
response will do just this (42).
3.3 ELECTRIC ACTIVITY OF THE CORTEX
The electric activity at the surface of the cortex is characterized by great variability
with electrode location, stimulus parameters, and physiological condition of the animal.
The presence of ongoing activity complicates the stimulus-response situation, so that
we must carefully define our terms. We shall mean by "response" activity that is
time-locked to the stimulus, since we are primarily investigating cortical activity
directly related to the envelope waveform of the stimulus.
Despite the ongoing activity, it is possible to visually detect a cortical response to
transient stimuli presented at a slow rate. A response to a click recorded by a mono-
polar electrode in the MEG (medial ectosylvian gyrus) of the surface of the cortex of a
Fig. 19. Response recorded from surface of cortex.
(From M. R. Rosenzweig, Am. J. Physiol.
167, 148, 1951.)
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Dial-anesthetized cat (60) is shown in Fig. 19. The time of delivery of the auditory
stimulus is marked by the stimulus artefact, '"S". The "A"' component represents elec-
tric activity of the subcortical centers of the auditory pathway. The latency is from 1
to 2 msec, indicating that the origin may be the first or second neurons of the auditory
system. The negative deflection "B" varies in amplitude over the auditory area, and
is often obscured by the onset of the positive deflection "C". The latency of this com-
ponent is from 6 to 10 msec. and its origin is not definitely known. It has been attri-
buted to the cortical cells and to radiations from the geniculate body.
The large positive deflection "C", which has a peak latency of from 8 to 15 msec, is
the most characteristic component of the evoked response. There is evidence that this
deflection is of cortical origin. The positive deflection is often followed by a negative
deflection like that at "D", and may be followed by somewhat regular after-activity. The
form of the response is sensitive to level of anesthesia and is considerably different in
the unanesthetized animal.
The cortical response is a composite of electric activity from many neural units.
The size of the deflections gives only a gross measure of the number of cortical units
that have been excited (61). With a repetitive stimulus the problems of overlapping and
cancellation of evoked potentials from individual units become especially severe, so that
any interpretation of the amplitude of the gross-electrode-recorded cortical response
runs the risk of being nonunique.
There has been relatively little study of the limit of the following of cortical
responses to repetitive stimuli. Gerard, Marshall, and Saul (34) reported synchronous
responses to a 600-cps tone, recorded with a concentric electrode from the corona
radiata of an anesthetized monkey. They found that the responses resembled the origi-
nal sound stimulus. Their stimulus was generated by a tuning fork, and the amplified
electric activity was used to drive a loud-speaker and an oscillograph. Since similar
results have not been obtained in more recent investigations, it seems likely that the
responses were artefactual.
Davis (19) and Bremer (18) each report 70 to 100 per second as the limit of syn-
chronous cortical activity observed in studies of anesthetized animals. The responses
to pairs of clicks have been studied (61), but they are not comparable with the steady-
state responses to repetitive stimuli.
3.4 CORTICALLY RECORDED RESPONSES TO REPETITIVE CLICKS IN
ANESTHETIZED AND UNANESTHETIZED CATS
At low stimulus rates the responses to repetitive stimuli may be evinced by
reducing the ongoing activity by anesthesia, as illustrated in Fig. 20. However, it is
clear from this example that the responses vary considerably from one to another. The
electrically computed average response represents a measure of evoked activity that is
much more repeatable for given electrode location and physiological state of the animal
than the size or shape of one of a series of responses. Figure 21 shows an average
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Fig. 20. Cortical responses to bursts of noise.
Upper trace shows cortical response;
lower trace, stimulus.Burst rate, 10/sec;
rise time, 10 pLsec; sound-time fraction,
0.5; intensity level, -70 db re 1 volt
across the phone. The response ampli-
tudes are between 150 and 500 v peak-
to-peak. (Cat 376, nembutal anesthesia,
cortex region 2.)
2001V
Fig. 21. Average of 120 cortical response to
clicks at 1/sec. Intensity of clicks,
-33 db re 1 volt across the phone;
vertical lines on the recorder paper
are 20 msec apart. (Cat 403, Dial
anesthesia, cortex region 3.)
Fig. 22. Detection of stimulus-locked
activity by averaging. Upper
trace shows a typical sample
of the steady-state cortical
response to 50/sec clicks;
middle trace, the average of
3000 samples computed elec-
tronically; lower trace, the
time-course of the stimulus.
(Cat 427, unanesthetized, cor-
tex region 3.)
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response formed of steady-state responses to 120 clicks presented at /second. Note
the similarity to the electric response of Fig. 19.
The visual detection of small responses embedded in the ongoing activity is facili-
tated if a number of stimulus-synchronized oscilloscope traces are viewed simultan-
eously. This sort of visual averaging is commonly employed in detecting radar signals.
Figure 6 presents responses to repetitive clicks and bursts of noise averaged in this
manner. It is doubtful if a cortical response is detectable from the cortex of a Dial-
anesthetized cat for the stimulus of 80 clicks/sec in these recordings, although the
spread from lower centers (the "A" component of Fig. 19) is still clearly present at
this rate.
It is well known that anesthesia affects the ability of single neural units to fire
repetitively (74). The possibility that limitation of synchrony in the gross-electrode-
recorded responses to repetitive stimuli is imposed by the anesthesia was investigated
in a series of experiments on cats from which potentials were recorded before and after
anesthetization. The ongoing activity which is high in unanesthetized animals obscures
visual detection of evoked responses for rates higher than approximately 10/second.
However, the averaging of many responses increases the size of any activity that is
time-locked to the stimulus relative to the amplitude of the ongoing activity, so that a
synchronous response may be detected by this means even when it is not visually detect-
able. If the ongoing activity is assumed to have a normal distribution and to be inde-
pendent from sample to sample, the relative gain of the evoked response over the ongoing
activity isin,, where n is the number of responses averaged. At high repetition rates,
however, the second condition is not even met approximately.
In theory the size of the random component in an averaged response relative to the
size of the stimulus-locked activity may be made arbitrarily small if enough samples
are averaged. However, drift in an analog computer introduces another random com-
ponent. We used the pragmatic criterion of averaging enough samples so that the ran-
dom component in our averaged response which arises from drift in the electronic
computer was greater than the random component arising from the ongoing activity.
The average of 3000 responses to clicks at 50/sec is shown in Fig. 22, together
with the cortical activity from which this average response was computed.
The interpretation of latencies and amplitude of the averaged responses to high
stimulus rates requires some explanation. For stimulus repetition rates of 10/sec
(and higher), there is considerable overlapping of the electric activity after each
click or burst. The overlapping and resulting cancellation is responsible, in part, for
the small amplitude of responses at high repetition rates. Also, latency measures
cannot be interpreted in the same way as latency measures of stimuli with transients
separated widely in time. For example, the activity between t = 0 and t = T (where T
is the period of the stimulus-envelope waveform) in the averaged response may repre-
sent activity evoked by transients before t = 0, as well as the transient at t = 0.
In Fig. 23 averaged responses recorded from the same cat, before and after
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Fig. 23. Averaged cortical responses to repeated clicks at several repetition rates.
Stimulus intensity level, -62 db re 1 volt across the phones. (Cat 427,
before and after Dial anesthesia, cortex region 3.)
o UNANESTHETIZED
* DIAL (0.75 cc. per kg i.p.)
0 0
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REPETITION RATE (sec' 1)
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Fig. 24. Peak-to-peak amplitude of average response from cat before and after Dial
anesthesia versus repetition rate of click stimulus. Intensity level of the
clicks, -62 db re 1 volt across the phone; two minutes of steady-state
response averaged for each point. (Cat 427, cortex region 3.)
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Fig. 25. Average cortical response to clicks
at different repetition rates. Upper
trace shows average of 120 respon-
ses; middle trace, average of 1200
responses; lower trace, average of
19,200 responses. Stimulus-intensity
level, -62dbre 1 volt across phone.
(Cat 430, unanesthetized, cortex
region 3.)
anesthetization, are displayed. The
stimuli were clicks at repetition rates
of 50/sec, 100/sec, and 200/sec. In
the average responses from the anes-
thetized preparation a pattern of activ-
ity is evident, starting approximately
2.5 ms after the click onset, which
retains its form through the three
repetition rates. Such preservation
of averaged-response form for dif-
ferent stimulus repetition rates is a
strong indication that this response is
evoked by the preceding click and that
it is practically over within one stim-
ulation period (time between clicks).
In the responses from the unanesthe-
tized preparation the form of the aver-
aged response differs considerably for
the three different rates. The aver-
aged responses to click stimulation
at 200/sec resemble closely those
from the animal after anesthetization,
and probably have the same origin.
However, the averaged responses to
stimulation at rates of 50/sec and
100/sec contain activity that does not
resemble at all the activity recorded
after anesthetization. Furthermore,
the form of this activity indicates that
it lasts longer than the time between
clicks.
The peak-to-peak voltage of the
average response recorded before
and after anesthetization is plotted versus repetition rate of the repetitive click stim-
ulus in Fig. 24. The average response is larger before anesthetization for all rates.
At the higher rates (20/sec and 50/sec) it is many times larger, but at lower rates it
is less than twice as large. In these experiments we took special precautions to avoid
working with an animal whose physiological condition was changing appreciably. Besides
observing the animal and the exposed cortex, we frequently recorded ongoing activity
and responses to /sec repetitive clicks. If, when processed, these check recordings
showed any appreciable change (in the autocorrelation of the ongoing activity or the
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average of the click responses) for a given condition of anesthesia (unanesthetized or
anesthetized), only the recordings made before the last check point at which there was
no appreciable change were considered.
Figure 25 presents the average response from an unanesthetized animal for repeti-
tive click stimulation at the rates /sec, 20/sec, and 320/sec. The third record, proc-
essed at high computer gain, shows some computer drift.
3.5 CORTICALLY RECORDED RESPONSES TO REPETITIVE BURSTS OF NOISE
a. Responses as a Function of Rise Time
In Fig. 12 cortical and cochlear responses to bursts of noise at /sec were pre-
sented for rise times from 10 sec to 100 msec. We observed clear cortical responses
even when the rise was of such length that the N 1 and N peaks did not appear in the
peripheral response. The cortical response holds its characteristic shape for rise
times up to 50 msec, although the positive deflection becomes wider and the slow nega-
tive deflection following it is diminished for rise times of 5 msec or more. The same
effects are evident in the average responses to repetitive bursts with rise times of
10 ptsec and 10 msec, sound-time fractions of 0. 5, and rates of 1/sec and 10/sec, as
shown in Fig. 26.
I/SEC
100 uv 40 msec
IO/SE(
Fig. 26. Cortical response to repetitive bursts of noise with fast (10 sec) and slow
(10 msec) rise times. Upper traces show average of 120 responses; lower
traces show average of 1200 responses. Sound-time fraction of stimulus,
0.5; intensity level, -50 db re 1 volt across the phone. (Cat 403, Dial
anesthesia, cortex point 3.)
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Fig. 27. Cochlear and cortical responses to
sound-time fractions and intensity
time of bursts, 10 iLsec. (Cat 390,
repetitive bursts
levels re 1 volt
Dial anesthesia,
of noise for different
across phone. Rise
cortex region 2.)
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Fig. 28. Peak-to-peak amplitude of average cortical response to repetitive clicks
and bursts of noise with fast (10 sec) and slow (10 msec) rise times.
Intensity levels: for the clicks, -33 db; for the noise, -50 db re 1 volt
across the phone. Two minutes of steady-state activity averaged for each
point. (Cat 403, Dial anesthesia, cortex region 3.)
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Fig. 29. Peak-to-peak amplitude of average cortical response for four repetitive
stimuli, expressed as a percentage of response amplitude at a rate of
1/sec. Intensity levels: for the clicks, -62 db; for the bursts of tone,
-79 db; for the bursts of noise, -84 db re 1 volt across the phone. Two
minutes of steady-state activity averaged for the 1/sec and 2/sec points,
one minute for the others. (Cat 430, unanesthetized, cortex region 3.)
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Fig. 30. Averaged cortical responses to repeated bursts of noise. Bipolar recording.
Stimulus intensity, -75 db re 1 volt rms across the phones. (Cat 449, before
and after Dial anesthesia, cortex region 3.)
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b. Responses as a Function of Sound-time Fraction
Cortical responses to bursts of noise with sound-time fractions of 0.5 and 0.9 are
shown in Fig. 27. Psychophysically, the rate at which the repetitive bursts of noise
cannot be distinguished from continuous noise (fusion) is considerably lower for the
0.9 sound-time fraction (50, 66). We find a smaller cortical response for the 0.9 sound-
time fraction, especially at the higher rates of 10/sec and 20/sec.
c. Responses as a Function of Repetition Rate
Average response amplitudes are plotted versus repetition rate in Fig. 28 for stim-
ulation of an anesthetized animal with repetitive clicks, and repetitive bursts of noise
with both fast (10 tsec) and slow (10 msec) rise. In all of the animals that were studied
the response size for stimulus rates below 1/sec was near the size for /second. The
decrease in amplitude as a function of rate is similar for the three stimuli. Figure 29
shows the response amplitude for activity from an unanesthetized animal in response to
repetitive clicks, repetitive bursts of noise, and repetitive bursts of tone. The ampli-
tudes show a similar decrease for the different stimuli, although with more variation
than for the anesthetized animal.
In another animal (anesthetized) responses to repetitive bursts of noise were
recorded from 9 points on the surface of the cortex. There did not appear to be any
section of the auditory cortex for which ability to follow the envelope waveform of this
stimulus synchronously was markedly greater than for any other.
The question of synchrony in the cortical potentials has been considered when the
stimuli were repeated bursts of noise of high repetition rate. Figure 30 displays
responses to bursts of noise with repetition rates of 50/sec, 100/sec, and 200/sec
recorded from the cortex by means of a bipolar, concentric electrode. The sleeve of
the electrode (300 ~L diameter) was on the surface of the auditory cortex in the medial
ectosylvian gyrus (region 2, Fig. 16) and the central electrode (200 1L diameter)
extended 2 mm into the cortex. This electrode configuration is far less sensitive to
potentials of noncortical origin than the monopolar electrode. Activity was recorded
before and after Dial anesthetization. Before anesthetization there was synchrony in
the cortical potentials to bursts with a repetition rate of 100/sec, but little synchrony
at 200/sec. After anesthetization for the same cat there is little synchrony in response
to bursts at a repetition rate of 100/second. For this level of anesthesia we observed
synchrony in the cortical potentials at the repetition rate of 50/second.
3.6 FREQUENCY AND PERIODICITY AT THE CORTEX
a. Selectivity at the Cortex
Tonotopic organization has been demonstrated in the auditory cortex of many ani-
mals for evoked responses to the onsets of tone bursts (43, 71, 73, 39). The spread of
electric potentials through the conducting medium of the brain causes some difficulty
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Fig. 31. Right cerebrum of cat. H = high-frequency
area; M = middle-frequency area; L = low-
frequency area.
in the interpretation of spatial distribution of these responses. To overcome this diffi-
culty, Tunturi (72, 73) developed the method of evoked strychnine spikes, whereby he
was able to demonstrate relatively sharp frequency selectivity for localized portions of
the dog cortex. Hind (39) applied this technique in studies of tonotopic organization of
the cat's auditory cortex. Figure 31 summarizes the results of Hind's mapping experi-
ments. There is an orderly trend from high-frequency areas to low-frequency areas
as we proceed posteriorly along the dorsal part of the ectosylvian gyrus. This part of
the gyrus is usually referred to as AI. There is also an anterior low-frequency region
ventral to high-frequency AI. This portion is usually referred to as low-frequency All.
Low-frequency AI does not usually contain locations that are maximally sensitive to
frequencies below 1000 cps, while low-frequency A II frequently contains locations that
are maximally sensitive to 500 cps or even to lower frequencies.
We have investigated whether periodicity (i.e., the repetitive nature) of the bursts,
as well as spectral frequency, plays a part in the selectivity observable by the Tunturi-
Hind technique. Such an investigation cannot be performed with bursts of tone alone,
since the spectral frequency and periodicity of the sinusoid within the bursts cannot be
independently varied. Our technique has been to demonstrate the selectivity with bursts
of tone, and then to substitute chopped noise within the bursts. The spectral distribu-
tion of the chopped wideband noise signal is practically independent of the rate at which
the noise is chopped, so that this stimulus, used in combination with the tonal stimulus,
allows us to study frequency and periodicity mechanisms independently.
b. Experimental Procedure
The experiments were performed on cats anesthetized with Dial (0. 75 cc/Kg).
Stimulus presentation was as described in Section II. The contralateral cortex was
exposed and covered with a thin layer of mineral oil immediately after removal of the
dura. Patches of filter paper (approximately 1 X 1 mm) were soaked in a 3 per cent
strychnine sulfate solution with toluidine blue and placed on the exposed pia. The elec-
trode was lowered onto the patch, and electric activity was observed visually on the
oscilloscope and monitored aurally over a loud-speaker.
The electric activity recorded from the strychnine patch exhibits spontaneous
strychnine spikes. Similar spikes appear in response to transient auditory stimuli.
The evoked strychnine spike has approximately the same latencies as the cortical-
surface response evoked by the onset of the bursts. The spike waveform has a large
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positive deflection, followed by a very
large negative deflection. The strych-
BURST OF 500cps TONE nine spike is much larger than the
ongoing activity and was easily recog-
-4 . nized on the oscilloscope and over the
loud-speaker when it produced a char-BURST OF WHITE NOISE
acteristic thump. Stimulus bursts were
presented at a rate of /sec and the
threshold was defined as the intensity
BURST OF WHITE NOISE
CHOPPED 500 TIMES PER SEC at which spike responses were evokedCHOPPED 500 TIMES PER SEC
for 50 per cent of the stimulus presen-
Fig. 32. Onset of stimuli used in obtaining tations. The percentage of spikes
cortical responses by strychnine
technique. (10-msec rise time.) evoked by a series of successive presen-
tations of the stimulus bursts increases
from 0 to almost 100 per cent as intensity is increased over a 5-db range.
The onset of the tonal stimulus is illustrated in the top part of Fig. 32. The length
of the bursts was 200 msec, and the rise and fall times 10 msec. The gradual rise is
necessary to avoid click-like transients. The middle part of Fig. 32 shows a burst of
wideband noise, while the bottom part represents a burst of chopped noise.
Figures 33, 34, and the upper part of Fig. 35 illustrate threshold curves for four
cortical points, three in the AII region and one in the AI region. The threshold inten-
sity versus frequency curves (dashed) for the bursts of tone exhibit the relatively sharp
tuning characteristics reported by other workers. Bursts of chopped noise were used
as stimuli and curves (solid) were plotted for threshold intensity versus chopping rate.
The fact that the threshold for chopped noise is virtually independent of chopping rate
indicates that there is no "tuning" for chopping rate at these locations.
This procedure was also repeated for a high-frequency point in AI. The curves
are shown in Fig. 36. As in the case of the low-frequency areas, there is no "tuning"
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Fig. 34. Threshold curves for bursts of
tone and chopped noise obtained
by strychnine technique. (Cat 425.)
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Fig. 36. Threshold curves for bursts of tone and chopped noise
obtained by strychnine technique. (Cat 425.)
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Fig. 37. Stimulus, bursts of filtered clicks at a repetition rate of 200/sec. Filter,
highpass with 72 db per octave rejection. Threshold obtained by strychnine
technique is plotted versus cutoff frequency of filter. Threshold for unfil-
tered clicks, -90 db. "Tuning curve" for cortical point is shown by thin
curve. (See Fig. 34 for calibration of "tuning curve.") (Cat 425.)
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Fig. 38. Stimulus, bursts of filtered clicks at a repetition rate of 200/sec. Filter,
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curve). Threshold curves obtained by strychnine technique versus cutoff
frequency of filter. Threshold for unfiltered clicks, -90 db. "Tuning curve"
for cortical point is shown by thin curve. (See Fig. 36 for calibration of
"tuning curve.") (Cat 425. )
for different chopping rates.
Further indication that these tuning curves are related to the spectral composition
of the stimulus was furnished by experiments in which we filtered complex stim-
uli within the long bursts. After threshold curves had been obtained for both bursts
of tone and bursts of chopped noise, bursts of unchopped noise were used as stimuli
with the introduction of a highpass filter which attenuates 36 db per octave below the
cutoff frequency. Threshold curves were run for different frequency settings of the
filter; typical results are shown in the lower part of Fig. 35. When the stimulus was
filtered with the result that energy in the frequency range of greatest sensitivity was
removed, the threshold rose markedly. Similar results were found when chopped rather
than unchopped noise was used within the bursts.
An experiment was performed with filtered clicks at a repetition rate of 200/sec
within the bursts. Once again, when the filter removes spectral components of the
stimulus in the most sensitive frequency range (as determined by the tonal stimulus),
the threshold rises abruptly. The phenomenon is illustrated for a low-frequency
AI point ("tuning" curve in lower part of Fig. 34) in Fig. 37 and for a high-
frequency AI point ("tuning" curve in Fig. 36) in Fig. 38. In each case the thresh-
old curve for bursts of tone (i.e., "tuning" curve) is drawn in thin lines to show
the most sensitive frequency range for the point. For the high-frequency point,
both lowpass and highpass filtering were used. Similar results have been observed
for low-frequency A II points.
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3. 7 DISCUSSION
Licklider has recently reviewed some psychophysical experiments related to audi-
tory frequency analysis and has speculated concerning possible neural mechanisms
involved in such an analysis. He terms the low-pitch judgments elicited by stimuli with
low envelope repetition rate but without low-frequency spectral structure "periodicity
pitch," and the judgments elicited by tonal stimuli "place pitch." (Some experiments
demonstrating "periodicity pitch" were discussed in Section I.)
In describing his "triplex theory," Licklider (48) writes,
"Rapid volleys, readily recorded from the auditory nerve, are not found in the
higher parts of the auditory pathway. Inasmuch as most of the research on the elec-
trical responses of higher centers of the auditory system has been done with anes-
thetized subjects, the negative indications that have been obtained do not constitute
conclusive proof that that stimulus frequency does not continue to be reflected in the
frequency of neural discharge in normal, perceiving organisms. But the evidence
should at least give considerable pause to anyone who would postulate a 'telephone
line' all the way to the auditory cortex.
It is of interest, therefore, to consider the possibility that there is a trans-
formation from time pattern to place pattern at a fairly early stage of the auditory
process. Alternatives such as scaling or 'counting down' transformations, which
would leave the information in the time domain but re-encode it into a pattern that
does not involve high frequencies of neural discharge, are of course worth con-
sidering, also. But there seem to be fair reasons, perhaps largely related to
principles of engineering design rather than empirical evidence, for favoring a
spatial substratum for pitch. In any event, if 'place pitch' and 'periodicity pitch'
are to be thought of as combining in auditory experience, it might be convenient if
the theory brought them into the same domain in the nervous system."
Our experimental results, especially those reported in the foregoing section, have
a bearing on these speculations.
We have found synchrony in the neural potentials recorded at the periphery in
response to repetitive stimuli such as bursts of noise and clicks to rates extending
into the range of the low-frequency points investigated. However, if "place pitch" and
"periodicity pitch" are brought together in one place in the nervous system, our experi-
mental results indicate that it is probably not at a stage that leads to the auditory cor-
tex. We were able to observe a sharp selectivity to tonal stimuli at the cortex, and no
corresponding selectivity to rate of repetitive stimuli with spectral characteristics
independent of repetition rate. The responses we are considering are "onset" responses,
not steady-state responses. We are, then, assuming that the physiological mechanism
involved in the discrimination of steady-state stimuli may be studied to some extent by
investigations of this onset response.
When we presented the "residue" stimulus produced by highpass filtering at
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200 clicks/sec with a filter that had a cutoff frequency of 5000 cps, we found a threshold
of 0 db for a point maximally sensitive to 1000 cps, and a threshold of -95 db for a point
maximally sensitive to 16, 000 cps. (See Figs. 37 and 38.) Schouten's hypothesis con-
cerning the cochlear analysis of the residue signal is that the high-frequency end of the
cochlear partition is stimulated, even though the psychophysical judgment elicited is of
low pitch. Our results are in agreement with this hypothesis if it can be assumed that
spatial organization of the cortex is related to the arrangement of receptors at the coch-
lea.
The spectral structure of the auditory stimulus has, then, a representation at the
cortex in the spatial pattern of response. What is the representation of the temporal
structure of the stimulus ? Or more specifically, for the stimuli under consideration,
what is the cortical representation of the repetitive nature of the envelope waveform ?
We have investigated the possibility that a representation of the envelope waveform
may exist in the cortex in the form of the temporal pattern of response. By means of
electronic computation of averaged responses, we are able to detect electric activity
that is synchronous with the stimulus envelope, even when such activity is of very low
amplitude and embedded in random activity. We have observed electric activity locked
to clicks for repetition rates as high as 400/second. However, we have compared
averaged responses from animals before and after anesthetization (see Fig. 23) and are
led to the conclusion that, for rates at and above 200/sec, the small synchronous com-
ponent is not of cortical origin. Recording from the cortex with bipolar electrodes, we
have observed synchrony of the electric potentials with the bursts of noise at a repeti-
tion rate of 100/sec, but little synchrony when the rate was increased to and beyond
200/second. (See Fig. 30.)
It seems likely, then, that activity originating in the cortex is not synchronous for
stimulation rates higher than 200/sec, but that synchrony exists for rates at least as
high as 100/second. At the periphery of the cat, synchronous neural activity disappears
for stimulation rates between 1000/sec and 2000/second. G. A. Miller and Taylor (50)
found that listeners were unable to distinguish between repeated bursts of wideband noise
and continuous noise for burst rates above 2000/second. Furthermore, they found that
for burst rates higher than 100/sec, the discriminability of repetition rate of bursts of
noise deteriorates sharply.
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IV. EXPERIMENTS: PITCH JUDGMENTS FOR REPEATED BURSTS OF TONE
AND NOISE
4.1 INTRODUCTION
Experimental evidence collected by other workers, as well as by ourselves, has
led to the conclusion that the auditory discrimination of low-intensity, repetitive, mon-
aural stimuli is related to two physical characteristics: spectral distribution and enve-
lope waveform.
In Section I we reviewed a number of experiments that demonstrated that psycho-
physical judgments evoked by these complex stimuli are not related in a one-to-one
fashion to the frequency range of the stimulus energy; specifically, that high-frequency
components can produce judgments of low pitch. In some of the studies (23, 64, 50)
attention was directed to determining the pitch of the complex stimuli, usually by some
method in which an attempt was made to match the stimuli with pure tones. These
matching experiments met with various degrees of success, the problems of repeat-
ability of judgments, subject training, and subject-to-subject variation being great.
Recently, de Boer (13) studied the "residue" phenomenon in hearing, and employed a
different matching test. Some of his results will be reviewed here, as they are closely
related to the phenomena that are considered in this report.
4.2 DE BOER'S RESULTS
A mathematical stimulus representation that maps stimuli in two dimensions will
be employed in this section. This bifrequency transformation is adapted to the repre-
sentation of complex auditory stimuli, since one dimension, f, is related to the fre-
quency variable in the Fourier transform, while the other dimension, p, is related
to the periodicity of the envelope waveform. The stimulus representation is presented
in Appendix I.
The stimuli used by de Boer were amplitude-modulated sinusoids. The bifrequency
representation of such a signal is given by the dots of Fig. 39. Note, along the f-axis,
that there is a complex of frequency components centered at 2000 cps. (A complex of
only 5 components is shown; but, generally, the stimuli will have more. The small
number of components is chosen for the sake of simplicity; the discussion is directly
extendable to the case with shorter rise times or smaller sound-time fractions for
which the complex contains more components.) It will be assumed that the relative
phases of the components have the property that the envelope waveform is maximally
impulsive, and therefore the coefficients of all of the spikes are real and roughly pro-
portional to the sizes of the dots.
The signal represented in Fig. 39 could be produced by amplitude-modulating a
2000-cps carrier with a periodic modulating signal at a fundamental frequency of
200 cps. If, on the one hand, the carrier frequency were changed and the modulation
rate held constant, the total complex would be translated right and left as the carrier
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Fig. 39. Bifrequency representation of amplitude-modulated sinusoid. Upper
plot: movement of first-row spikes with change in carrier frequency
(solid lines). Lower plot: movement of first-row spikes with change
in modulation rate (solid lines). In both cases the movement of first-
row spikes with change in modulation rate of a harmonic signal is
shown by dotted lines. Arrowheads indicate increase in burst rate or
carrier frequency.
frequency is increased and decreased. The movement of the first row of spikes in the
p-dimension is indicated in Fig. 39a by solid lines. The arrowhead indicates increase
of carrier frequency. If, on the other hand, the modulation rate were changed and the
carrier frequency held constant, the side components would move away from and toward
the center (2000-cps) component as the modulation rate is increased and decreased.
The corresponding movement of the first row of spikes is illustrated in Fig. 39b by
solid lines. The arrowheads indicate increase of the modulation rate.
The spectral components of an amplitude-modulated sinusoid with a carrier fre-
quency of 2000 cps and modulation rate of 200/sec exhibit a harmonic relationship.
However, when the carrier frequency or modulation rate is changed as previously
described, the relationship is no longer harmonic. The harmonic relationship may be
maintained by changing burst rate and carrier frequency simultaneously to preserve the
ratios of the frequency components. Thus, when the repetition rate of a harmonic sig-
nal is changed, all of the spectral components of the complex move in such a way as to
retain a whole-number ratio between the frequencies of the components and the frequency
difference between components. When the burst rate of the signal represented in
Fig. 39 is changed, with the constraint that the signal remain harmonic, the first-row
spikes move as shown by the dashed lines, with the arrowheads indicating an increase
in the burst rate of the signal.
Two experiments reported by de Boer are of interest here. In both tests the sub-
ject was given control of the fundamental frequency (therefore, of the burst rate) of a
harmonic sound "S" with similar parameters to the inharmonic sound "X" that was being
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Fig. 3.3.2 Pitch versus centre fre-
quency (b 200).
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Fig. 40. Results of de Boer's matching experiments. Ordinate labeled "pitch" gives
the modulation rate of the harmonic signal matched to the signal that is being
studied; carrier frequency of the repeated bursts of tone, "a"; burst rate "b".
(From E. de Boer, Ph. D. Thesis, University of Amsterdam, 1956, pp. 29, 31.)
investigated. By means of two press buttons he was able to alternate "X" and "S'. He
could choose the presentation times at will. In one test the parameter that was varied
was the carrier frequency; in the other it was the modulation rate. De Boer found that
the match was quite repeatable, even for inexperienced listeners who were making their
first test, and that subject-to-subject variation was small (15).
Results of the experiments are shown in Fig. 40. The ordinates, labeled "pitch,"
give the modulation rate of the harmonic signal which was matched to the signal that was
being studied. In the upper curve the modulation rate was fixed at 200/sec, in the lower
curve the carrier was fixed at 1800 cps.
The points at which the "pitch" of the "S" signal and the burst rate of the "X" signal
are the same are shown by dashed lines. At these burst rates the "X" signal is har-
monic and the listener can equate the "S" and "X" signals. Between these points both
curves show discontinuities indicated by the vertical dotted lines. In these regions the
subjects complained that the adjustment was very difficult. Evidently, there are two
harmonic signals that match the "X" signal equally well. The ratios of the center fre-
quencies to the fundamental frequencies of these two harmonic signals differ by one.
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The apparent drop in "pitch" with increasing burst rate, indicated in Fig. 39b, is of
especial interest. The inversion would not be predicted on the basis of the firing of
fibers in the auditory nerve, which, in fact, is synchronous with the modulation rate of
the stimulus. However, attention must be directed to the change in the spectral distri-
bution of the stimulus with change of burst rate. The travel of the first-row spikes in
the f-direction gives the information.
De Boer suggests that the inversion may arise from some asymmetric weighting of
the components. If it is assumed that the higher components do not contribute as much
as the lower components to the determination of pitch, the results can be explained.
There is certainly evidence in support of such an assumption, since the masking of
high tones by low tones is greater than the masking of low tones by high tones, espe-
cially if the frequencies are separated by a few hundred cycles (77). Figure 39 is drawn
so that there is a matching of the f-coordinates of the end points of travel of the lowest
frequency first-row spike. This match can be achieved only by decreasing the modu-
lation rate (p-coordinate) of the harmonic signal when the modulation rate of the
inharmonic signal is increased (Fig. 39b). The same reasoning explains the higher
"pitch" shift than would be predicted by a matching of center components in the exper-
iment in which carrier frequency is changed. De Boer reports that when the number of
components in the complex is increased, the inversion phenomenon is emphasized, which
would be predicted by an explanation based on the masking of high by low components.
We have attempted to determine whether the results reported by de Boer are general
or are related to special properties of the harmonic-comparison signal and to the psycho-
physical method that he employed. We have studied pitch judgments of amplitude-
modulated sinusoids by other methods than those used by de Boer. In some informal
tests either carrier frequency or modulation rate of the stimulus was swept continuously
by means of a motor-driven frequency control. With modulation rate fixed at 200/sec,
the carrier was increased from 1000 cps to 8000 cps. The listeners reported that the
pitch of the stimulus increased with increasing carrier frequency. No discontinuities
were observed. The stimulus does not have a simple pitch characteristic. A "tonality"
which increased in pitch as the frequency was increased, and a "buzz" which seemed to
remain more or less fixed were observed.
When the burst rate was swept from 100/sec to 300/sec, with the carrier fixed at
2000 cps, the listeners reported a more complex change in the pitch of the signal. The
inversion effect was usually observed, and discontinuities in pitch occurred in which
attention seemed to shift from one pitch to another. These effects were more pronounced
in bursts with fast rise time than in those with slow rise time (i.e., with more frequency
components in the complex). The sound-time fraction was 0.5 in these tests. Such
results are in keeping with the intercomponent masking hypothesis. As the rate is
increased the components spread apart and a component that had been masked could
"come out from under" and cause pitch discontinuity. The same hypothesis would
account for the inversion, since, because of masking, the low-frequency components
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largely determine the tonality of the signal. In most of these informal tests the author
was the subject, so that the reported results must be viewed as tentative, subject to the
biases that appear when the subject is too familiar with the hypotheses that are under-
going test. We also ran a more formal set of psychophysical tests which will now be
described.
4.3 EXPERIMENTAL PROCEDURE
Pitch judgments of amplitude-modulated signals were obtained by the "forced-choice"
method. Stimuli were presented in pairs, the members having identical carriers but
different modulation rates. Subjects were required to choose which member of each
pair had the higher pitch. A choice was required even if the subject judged that the
stimuli had identical pitch.
The subjects in the experiment were five adults of normal hearing. Three had had no
experience in psychophysical tests, two (G.F. and M.G.) had had some experience of
this kind. The subjects were tested in an anechoic chamber. Stimuli were presented
monaurally by Type PDR-10 earphones.
The experiment included three tests, two employing an amplitude-modulated
1800-cps sinusoid, and one employing amplitude-modulated wideband (20-kc) noise as
the electric input to the earphones. The modulation, which was accomplished by an
electronic switch (Grayson-Stadler Model 829-B-S3), resulted in repeated bursts of
tone or noise. For the repeated bursts of tone, the sound-time fraction was 0.8. Dif-
ferent rise times were used in the two tests that employed repeated bursts of tone. In
one test the rise time was 1 msec, in the other 0.5 msec. In the test employing repeated
bursts of noise the electric signal to the earphones had a sound-time fraction of 0.5 and
a 10-[isec rise time.
In each test 300 pitch judgments were made by each subject. The stimuli were pro-
grammed so that each stimulus of a pair was on for 0.5 sec, and the members of the
pair were separated by 0.5 sec. The 0.5-sec presentations were turned on and off
slowly (12.5 msec) to avoid click-like transients. There was a 4.5-sec silence
between successive pairs. An experimental sitting, including a short rest between the
two sets of judgments and time to obtain thresholds, lasted approximately 30 minutes.
A short training period (approximately 10 minutes) preceded the first set of judgments
for each of the three tests.
Before each set of judgments, the subject found his threshold by adjusting a motor-
driven attenuator until he could barely detect the presence of a 200 bursts/second signal.
The intensity was raised 25 db above this level for the pitch judgments. Switching arte-
facts were below threshold.
The choice of higher pitch was made between the members of a pair consisting of
an "A" signal which had a 200/sec modulation rate and a "B" signal which had one of
12 modulation rates between 175/sec and 225/sec. The order of the "A" and "B" stim-
uli in the pairs was randomized, as was the order of presentation of the "B" rates.
49
4.4 RESULTS OF TESTS
In Fig. 41 the judgments of 4 of the 5 subjects. (excluding the experimenter) are pooled
and curves drawn for each of the three tests. The number of times the "B" signal was
judged to have higher pitch is plotted against the burst rate of the "B" signal. The
dashed lines indicate a statistical significance level for the data. When the number of
judgments at a given rate lies outside the dashed line, the probability is less than
1 per cent that the judgments could have been produced by a series of Bernoulli
trials with the probability of the alternate judgments being 0.5. Thus, if the subject
could not discriminate between the
TOTAL OF JUDGMENTS FROM FOUR SUJECTS signals, the probability would be
96 JUDGMENTS / POINT SOUND -TIME FRACTION RISE TIME
---O- BURSTS O 1800 . TOW. 0. I ...
-O---- BURSTS OF 800 cp TONE 0.8 5 98 per cent that the point would lie
-- - BURSTS OF WIDE-BAND NOISE 0.5 IOr SEC
BURST RATE OF A SIGNL- 200o/sec between the dashed lines.
ORDINATE NUMBER OF TIMES B' SIGNAL
JUDGED AS HAVING HIGHER PTCH Individual results from the test
that employed repeated bursts of
noise are shown in Fig. 42. Only
one subject (G. S. ) shows many points
that are significant at the 1 per cent
level. All subjects said that this was a
difficult test. The data of G. A. Miller
and Taylor (50) show that, for burst
rates higher than 100/sec, the just
noticeable difference in burst rate of
repeated bursts of noise rises rapidly.
BURST RATE OF "B' SIGNAL (IURSTS/ / )
Figure 43 displays individual
Fig. 41. Pooled results in "forced-choice"
results for the test that employed
experiments on pitch of repetitive
bursts of tone and noise. Points bursts of tone with 0. 5-msec rise.
falling outside dashed lines showfalling outside dashed lines show Most points that are significant at the
statistical significance above the
1 per cent level. 1 per cent level assign higher pitch to
the member of the pair with higher
burst rate. There are exceptions in
the judgments of P.N. and G.S. Subjects felt that many of these stimuli had more than
one pitch component. They were instructed to make their judgments on the basis of the
strongest component.
Figure 44 shows individual results for the test that employed bursts of tone with
1-msec rise. With one exception, all points that are significant at the 1 per cent level
assign higher pitch to the member of the pair that has the higher burst rate. It is inter-
esting to note that there is one misfit in this set - the experimenter (M.G.). Only three
points from his set show significance at the 1 per cent level, even though he made twice
as many judgments as the other subjects. It was clear, for example, that the signal with
220 bursts per second differed from the signal with 200 bursts per second. Nevertheless,
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Fig. 42. Individual results in "forced-
choice" experiments on pitch
of repeated bursts of noise.
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lines show statistical signifi-
cance above the 1 per cent
level.
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Fig. 44. Individual results in "forced-
choice" experiments on pitch
of repeated bursts of tone.
Points falling outside dashed
lines show statistical signifi-
cance above the 1 per cent
level.
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the experimenter was unable to assign to either signal a higher pitch consistently. It
is evident that pitch judgments of complex as well as tonal (59) stimuli can be influenced,
by the experimental procedure with which judgments are obtained, and by the biases of
the subject. In tests of this nature, the experimenter has more than the average share
of biases and may, as a result, be a poor subject.
4. 5 DISCUSSION
When the data for four subjects are pooled (see Fig. 41), all points showing signifi-
cance at the I per cent level in the three tests indicate that comparative pitch, as meas-
ured by this procedure, follows burst rate. The results may be compared with Small's
(64) report that the pitch of a pulsed tone appears to follow the rate of interruption
exactly, and with de Boer's (13, 14) report that around a harmonic situation (i.e., when
the ratio of carrier frequency to modulation rate is an integer) the pitch drops with
increasing modulation frequency. Their required judgments were, however, quite
different. Small had subjects match the pitch of a pure tone to that of the complex stim-
uli, and de Boer required a match between two complex stimuli, one of which was con-
strained to be harmonic.
In the individual results there are a few cases of inversions above the 1 per cent
significance level. Most striking is G.S.'s judgment that the signal modulated at a rate
of 200/sec was of higher pitch than that modulated at 205/sec in all 24 presentations.
The tests also yield a measure of the necessary change in modulation rate to render
two signals discriminable. The difference between the "A" and "B" modulation rates
at the point at which the curves cross the 25 per cent or 75 per cent ordinate values
may be given as difference limen (DL). It is necessary to have enough judgments per
point so that these crossings represent a high level of significance. Our data yield
DL's of approximately 5/sec for bursts of tone with 1-msec rise, 10/sec for bursts of
tone with 0. 5-msec rise, and 25/sec for the bursts of noise. The DL for repeated
bursts of noise at 200 bursts/second is lower than that reported by G. A. Miller and
Taylor (50), but higher than the DL's reported by Pollack (54), and by Mowbray,
Gebhard, and Byham (51). It is difficult to compare these results, since these studies
were performed at different intensity levels and employed different methods of testing.
The curves show that the subjects experienced some difficulty in discriminating between
bursts-of-noise signals, even when the difference in modulation rate was 25/sec. A
change in modulation rate is accompanied by a change of the spectral pattern of a modu-
lated sinusoid. However, the spectral pattern of modulated wideband noise remains
practically unchanged when the modulation rate is changed. Thus judgments of bursts
of tone may be based on frequency pattern, as well as on envelope periodicity, while
the judgments of bursts of noise must be based on envelope periodicity alone. The
additional cue for the bursts of tone may account for the difference in the DL's.
It seems that envelope periodicity, as well as spectral pattern, plays a major role
in pitch discriminations of the repetitive stimuli that we have employed. In some cases
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the two are in opposition. For instance, when the modulation rate of repeated bursts of
tone is increased, the sidebands below the carrier frequency move down in the frequency
scale. It is possible that the lower sidebands predominate in the physiological repre-
sentation of the spectral pattern, since low-frequency components effectively mask
higher components (77). Thus, when the envelope rate increases, the frequencies of
the dominant components in the spectral pattern decrease. In the experimental situation
that we have employed, pitch judgments generally follow envelope rate, although there
are exceptions. It seems that in other experiments the spectral pattern may determine
pitch judgments, and pitch is judged as falling with increasing modulation rate.
Another phenomenon mentioned briefly by de Boer is relevant to the present study.
He reported that in some cases the inharmonic repetitive-bursts-of-tone stimulus pro-
duces "inharmonicity beats." We have also observed these beats. A typical example of
stimulus conditions that produce such beats is: burst rate, 200/sec; carrier frequency,
2001 cps; sound-time fraction, 0.5; and rise time, 0.25 msec. Beats at 2/sec are heard,
even at stimulus intensities (25 db above threshold) where linearity in the mechanical
transmission of the stimulus to the mechanical-neural transducer may be assumed. The
judgment of beats seems contrary to the hypothesis that judgments of these stimuli are
related only to the spectral distribution and envelope waveform of the stimulus. How-
ever, running (time-weighted) spectral analysis shows that the frequency components
increase and decrease at a rate of Z/sec. The phenomenon is predictable from the
bifrequency representation, wherein sideband components from the "negative-frequency"
region extend into the "positive-frequency" region and result in a row of spikes at
p = 2/sec.. These spikes are diminished or eliminated for similar signals with increased
rise time and/or higher carrier frequencies (i.e., 2201 cps, 2401 cps, etc.). The beats
similarly diminish or disappear in the auditory experience for these stimulus changes.
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V. SUMMARY
5.1 SCOPE OF THIS STUDY
The investigation reported was concerned with the nonlinear characteristics of the
auditory nervous system which are involved in discrimination of the envelope waveform
of acoustic stimuli. This study was primarily electrophysiological, and employed a
variety of repetitive stimuli that have previously been applied in the investigation of
psychophysical phenomena but have not been used to any extent in electrophysiological
investigations. Responses to repetitive bursts of wideband noise received a large share
of attention, since for these stimuli envelope-waveform characteristics can be manipu-
lated independently of spectral composition.
The stimuli were presented monaurally. Moderate and low stimulus intensities
were used in almost all of the experiments. These stimuli characteristics were
employed in order to remove from our findings the equivocation arising from binaural
effects and nonlinearities in the transmission of the acoustic stimuli to the mechanical-
neural transducer in the inner ear. Psychophysical judgments related to the envelope-
wave shape may be elicited by low-intensity monaural stimulation. We investigated the
physiological mechanisms underlying these judgments.
5.2 RESULTS
Responses were recorded by means of gross electrodes from a location near the
round window of the cochlea, and from the auditory area of the cerebral cortex of the
cat. The amplified potentials were displayed on the screen of a cathode-ray oscillo-
scope and recorded by means of a camera, and were stored on magnetic tape.
The limit of "following" of the stimulus envelope waveform by neural activity
recorded at the periphery in response to repeated bursts of noise was found to lie
between 1000/sec and 2000/sec.
The peripheral responses to bursts of noise exhibit the N1 and N 2 peaks (found in
the click response) if the onset of the bursts is sufficiently rapid, and if there is a long
enough silent period (approximately 5 msec) before the burst. However, when the onset
is slower (5 msec or higher) the N1 and N 2 peaks disappear, while the cortical
responses are still similar to those observed when the N 1 and N 2 peaks are present.
Our interpretation is based on a probabilistic hypothesis of the neural mechanisms
involved. Upon presentation of a click or a fast-rising burst of noise there is a sudden
increase in probability of firing of auditory nerve fibers. The fibers fire with sufficient
synchrony to produce the N1 and N 2 peaks at the periphery. The cortical responses,
representing a summation of slower waves than the unit spike discharges, are not so
dependent on synchrony of neural firing.
The electric activity recorded from the cortex includes continuous "ongoing" activity
which may render visual detection of a response difficult or even impossible. In some
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instances we reduced the ongoing activity by anesthesia. However, to avoid possible
effects of anesthesia, the limit of synchronous activity at the cortex was investigated in
unanesthetized cats, for which the ongoing activity is especially great. A method of
averaging responses by means of an electronic computer was employed, which allowed
detection of activity that was time-locked to the stimulus envelope waveform despite the
high level of ongoing activity. A further advantage of the computational technique lies
in providing a more stable quantitative measure of response than can be obtained from
photographic recordings.
By the computation of averaged responses, we have detected stimulus-locked activ-
ity in the potentials recorded by monopolar electrodes from the cortex of unanesthetized
and anesthetized cats. Synchrony to low-intensity clicks was observed for repetition
rates up to 400/sec (the highest rate studied). However, the waveform of the averaged
responses to repetition rates higher than 200/sec in the unanesthetized cat, and 100/sec
in the anesthetized cat, indicates that synchrony at these rates involves activity of short
duration that probably originates from lower centers.
Synchrony has been detected (again by means of averaged-response computation) in
activity recorded by bipolar electrodes when an unanesthetized cat was stimulated with
bursts of noise at a repetition rate of 100/sec. The synchrony disappeared when the
same cat was anesthetized.
We conclude that in the unanesthetized preparation there is synchrony in cortical
activity in response to repeated stimuli at repetition rates as high as approximately
200/sec, but not higher. For repeated stimuli, the maximum rate at which syn-
chrony is detectable seems to depend on the silent period before the stimulus onset.
(That is, it would be higher for clicks than for bursts of noise with a sound-time
fraction of 0.5.) Anesthesia lowers the maximum rate at which synchrony is detect-
able.
The stimulus-locked activity is of small amplitude for high rates of stimulation.
The overlap and cancellation of the electrical components of the response are in part,
at least, responsible for the reduction of amplitude.
A method involving the strychnine spike response was used in studying tonotopic
organization of the cerebral cortex. We have obtained a threshold of response to
the onset of tonal stimuli which is sharply dependent upon the frequency of the tone.
When repeated bursts of noise were substituted for the tone, there was no corre-
sponding dependence of threshold on rate of repetitive bursts of noise. Cortical
locations with threshold minima at both low and high frequencies were studied.
Further evidence that the "tuning" demonstrated at the cortex has its origin in
linear filtering was obtained when the spectra of the complex stimuli were shaped
by filtering and the strychnine responses observed. Thus, at the auditory cortex
we find a spatial distribution of response according to spectral distribution of
energy in the stimulus, and a temporal pattern of response that follows the stimu-
lus envelope-wave repetitions up to rates between 100/sec and 200/sec.
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5.3 RELATION TO THE HYPOTHESES OF WEVER AND LICKLIDER
The experimental results may be examined from the point of view of the hypotheses
of Wever (80) and of Licklider (44, 47). It seems that the neural mechanisms under-
lying the following of the neural impulses to the repetitive stimuli are similar to those
postulated by Wever's "volley principle." The volley theory proposes that neural
following is operative at low frequencies, place mechanisms at high frequencies, and
both in the intermediate range. Studies of the tonotopic organization of the cortex indi-
cate that the linear "tuning" which is probably related to a place mechanism at the
cochlea, is observed at middle and low frequencies, as well as at high frequencies.
Thus for low tones there is a dual representation by both place and temporal pattern.
Licklider has postulated neural mechanisms whereby "periodicity pitch" and "place
pitch" are brought together in some part of the nervous system. Our experimental
results indicate that it is unlikely that such mechanisms exist in the neural pathway
leading to the auditory cortex.
5.4 SOME OBSERVATIONS ON "PITCH" OF COMPLEX STIMULI
Our psychophysical experiments demonstrated that the "pitch" of these complex
stimuli may depend upon the method of measurement. Furthermore, there has been
discussion by other workers as to whether or not repeated bursts of noise have any
pitch at all. In the present study we have not belabored the question of "pitch," but
have given attention to discriminability of stimuli. One of the questions posed in the
study has been, "What are the discriminable properties of repetitive, monaural stim-
uli?" Discriminability that cannot be removed by adjustment of relative intensities is
implied. Our answer, based on a review of the psychophysical experiments employing
repetitive, complex stimuli, is that the spectral distribution of the stimulus energy,
and the envelope-wave shape of the stimulus appear to be sufficiently descriptive of
the stimulus-signal properties to allow interpretation of the experimental results.
5.5 TIME AND PLACE IN THE AUDITORY NERVOUS SYSTEM
Spectral distribution of stimulus energy and envelope waveform have been suggested
as the properties of the acoustic signal that are discriminable in audition. Spectral
analysis is performed primarily by the mechanical filtering of the basilar membrane.
The filtering is essentially linear at moderate- and low-stimulus intensities. The
mechanical filtering represents a nplace" analysis at the cochlea which is transmitted
to the central nervous system by a neural "read out" mechanism. Although the mechan-
ical filtering is linear, the "read out" process is nonlinear, so that between the periph-
ery of the auditory pathway and the auditory cortex there is considerable sharpening
of the tuning properties of the spectral analysis.
Another type of neural nonlinearity has been our major concern - the mechanisms
by which the envelope-wave shape of the stimulus is detected. Employing low-intensity
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stimuli, we have observed a synchrony of neural activity at the cochlea with the envelope
repetition. The synchrony of cochlear potentials disappears near repetition rates at
which a listener is unable to judge the presence of envelope modulation.
We have also observed synchrony of cortical activity with envelope repetition. The
limit of cortical following seems to be near the repetition rate at which discriminability
of changes in the repetition rate of repeated bursts of noise decreases sharply in psycho-
physical tests.
It seems probable that the stimulus-signal properties of spectral distribution and
envelope-wave shape are represented at the cortical level by spatial and temporal pat-
terns of responses. Certainly, in interpreting auditory discrimination of complex,
repetitive stimuli and judgments of their pitch, both of these characteristics of the
stimulus signal must be considered.
5.6 FUTURE STUDY
In the experiments some phenomena were observed that bear further examination.
One of these was the slow potential in the peripheral response.
The present study involved a wider range of stimuli than is usual in electrophysical
studies of the auditory nervous system. Responses were obtained by gross electrodes
from two locations: a peripheral point and the auditory cortex. The investigation of
microelectrode-recorded single-unit responses to these stimuli and of responses from
intermediate stations of the auditory pathway are also of interest.
The peripheral responses were interpreted in terms of a probabilistic model. The
probabilistic nature of responses is even more evident at central levels of the nervous
system. One means of determining "response" would be in terms of the probability of
firing of neural units as a function of time. By recording from many single units (not
necessarily simultaneously) and observing firing times relative to the time course of
the stimulus, this function could be determined. Although appropriate instrumentation
is not presently available, such a study may be feasible in the future.
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APPENDIX I
MATHEMATICAL REPRESENTATION OF AUDITORY STIMULI
I. 1 CONVENTIONAL SPECTRAL ANALYSIS
The most usual representation of auditory signals is the spectral representation of
Fourier analysis.
The Fourier transformation of a signal is expressed as
U(f) = u(t)e- i 2r f t dt (1)
-oo
and, conversely,
u(t) = U(f)ei2r f t df (2)
Expression 1 is called the direct transform, and expression 2 the inverse transform.
If either U(f) or u(t) is known, the other can be obtained. If u(t) is a real function, U(f)
is generally complex, and has the symmetrical properties:
U(f) I = I U(-f) (3)
Re {U(f)} = Re {U(-f)} (4)
Im {U(f)} = -Im {U(-f)} (5)
The spectral aspects of the Fourier transform are illuminated when we see that the
integral X b U(f) 2 df gives a measure of the total energy in the output of a bandpass
a
filter excited by u(t). The filter passes frequencies between fa and fb, and rejects all
others. The units of U(f) 2 are energy/cps. Through the Fourier transformation we
see how the energy of u(t) is spread over the frequency spectrum.
If a signal contains periodic components that go on indefinitely in time, the integral
of Eq. 1 does not converge. We then used the Fourier series representation,
00oo 2rrni- t
u(t) = a e T (6)
n=-oo
T/2 .2-rn
a = u(t)e dt (7)
-T/2
Another way of expressing the Fourier series is to say that the Fourier transform,
U(f), of a periodic signal is made up of delta impulses occurring at the frequencies
f = n/T(n = 0, ±1, ±2, .. .), and having the coefficients a n. By this means, we see that
· ' ° ' ~~~~~~n
58
expression 2 yields expression 6 for periodic signals. The Fourier series coefficients
tell us how much energy per unit time or power is contained at the discrete frequencies
f = n/T(n = 0, 1,, 2, ... ).
If u(t) is real, the Fourier coefficients are generally complex and have the symmet-
rical properties:
I al = l a | (8)
Re {an } = Re {a_n}
Im {a n } = Im {a_n)
(9)
(10)
Wiener (83) has generalized spectral analysis to include signals that are described
in statistical terms. He defines the autocorrelation function of a member of a station-
ary time series as
q(T) = lim 2t' i
t1l-t0I'
The spectral density is the Fourier transform of the autocorrelation function.
transform relation is expressed as
4(T)e - i 2 rf T dT
(11)
The
(12)(f) =
*(T) oo ,(f)eiZrfT df
E(f) is real and has the units of power/cps, andf b (f) df gives a measure of the
fa
time-average of the power in the output of a bandpass filter excited by x(t). The bandpass
filter passes frequencies between fa and fb, and rejects all others. Thus, by the spectral
analysis of Wiener, we see how the power in x(t) is spread over the frequency spectrum.
I. 2 FANO'S SHORT-TIME SPECTRA
The spectra obtained by Wiener have limited applicability in studies of audition, since
the averaging operation of Eq. 11 destroys some of the information concerning the tem-
poral characteristics of the signal. The short-time correlation functions and spectra
presented by Fano (26) provide a means for obtaining a spectral representation of sig-
nals which retains much of the temporal characteristics of the signal. In the formation
of the short-time correlation function only past values of the signal are considered.
Furthermore, an exponential weighting function is applied, giving greatest weight to
the most recent part of the signal. The resulting correlation function is a function of
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X(t)X(t + T) dt
both time and time-shift. The Fourier transform of this function, the short-time spec-
trum, is a function of time and frequency. Licklider (44) employs this mathematical
formulation in his duplex theory of pitch perception.
I. 3 BOOTON'S ANALYSIS OF NONSTATIONARY TIME SERIES
Another method of obtaining a time-variant spectral representation has been employed
by Booton (16). Wiener's harmonic analysis of a statistical time series is strictly appli-
cable only to a special class of stationary time series called "ergodic" series. To handle
nonstationary time series, it is helpful to consider a group or ensemble of functions which
has the independent variable, time. This ensemble forms the time series. If the sta-
tistical characteristics of the ensemble are the same at all times, the series is station-
ary. Furthermore, if each and every member function of the ensemble has the same
statistical characteristics, the ensemble is ergodic.
Booton has extended the harmonic analysis of Wiener to time series which have
statistical characteristics that change in time. He defines an autocorrelation function
that has the variable time, t, as well as time shift, T. The autocorrelation func-
tion may be written
4(T, t) = x(t)x(t + T) (14)
where the bar indicates the process of averaging over the ensemble of the random func-
tion, x(t). For the special case of an ergodic series, this expression and Eq. 11 are
equivalent.
The Fourier transform of the autocorrelation function yields the time-variant spec-
tral density. Thus we have the transform pair
(f, t) = (T, t)e-i 2 rf dT (15)
-o00
(T, t) = f (f, t)e i z2TfT df (16)
The time-variant spectral density seems a likely candidate for representation of audi-
tory stimuli, since it shows directly how the stimulus energy is spread throughout the
frequency spectrum but still retains some of the temporal aspects of the signal. How-
ever, there are features of this representation that might restrict its usefulness in
auditory work. First, it is primarily a representation for random signals, and much
of auditory experimentation utilizes nonrandom stimuli. Second, the concept of aver-
aging over an ensemble of functions proves troublesome. There is evidence indicating
that listeners' judgments are influenced by past experience, environment, and other
factors, so that an auditory stimulus may be thought of as residing in an ensemble, but
this psychophysical ensemble is quite different from the statistical ensemble over which
60
an average is taken to obtain the autocorrelation function.
1.4 THE BIFREQUENCY TRANSFORM
If a random signal has statistical characteristics that change periodically in time,
it is possible to perform the averaging process in a special way so that an average over
a single member of the ensemble is considered rather than the average over an ensem-
ble. Wiener has obtained the autocorrelation function of a single member of a station-
ary time series by averaging over time rather than over the ensemble. For a random
signal that has periodic statistical characteristics, the time averaging may obscure the
periodic characteristics. In an alternative averaging process which allows treatment
of a single member of an ensemble and still retains the periodic nature of the statisti-
cal characteristics, the average of the product of pairs of samples with the members
of each pair spaced by the time, T, is taken. Furthermore, the pairs of samples are
taken at intervals equal to the period, T, of the statistical variation. Thus the auto-
correlation function is expressed as
K
(T,t)= lim 2K1 x(t+ KT)x(t + T +KT) (17)
K-coc -
-K
where K takes on integral values. For the sake of convenience, Eq. 17 will be written
T
4(T, t) = x(t)x(t + T) (18)
T
where the T indicates the averaging operation of Eq. 17.
This autocorrelation function will be periodic in t with the period T, since the sig-
nal statistics are periodic in t. The time-variant spectral density, (f, t), obtained by
Eq. 15 will also be periodic in t.
As Booton (16) has pointed out, it is possible to perform a further Fourier trans-
form of the time-variant spectral density with respect to t, which results in the pair
00
F(f, P) = ( f , t)e-i TP dt (19)
i(f, t) = I(f,p)ei z wpt dp (20)
If (f,t) is periodic in t, as it is for signals with periodically varying statistical char-
acteristics, the integral of Eq. 19 will not converge, and we have the series representation
o 2 trn t
(f,t) =T n(f)e T (21)
n=-oo
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T/2 2Trn t
1 T
n()(f, t)e T dt (22)
n T/2
The n(f) are similar to Fourier coefficients. For the periodically time-variant
signals, we can say that (f, p) has "impulse fences" in the p-dimension of the size
4n (f), which occur at p = n/T(n = 0, ±1, ±2 .. .).
In Section I we noted that modulated white noise has the property that the flat spec-
tral characteristics are unchanged in the modulation. We shall now find the bifrequency
transform for a white-noise signal modulated by a periodic time function. Since amplitude-
modulation is a multiplication of one signal by another, we have the random signal n(t),
with uniform spectral density N, multiplied by the periodic modulating function m(t).
The resulting function is
s(t) = m(t) n(t) (23)
Then,
Cs(T, t) = m(t)n(t)m(t + T)n(t + r) (24)
= m(t)m(t + )nn(T) (25)
For white noise with the spectral density N, we have
+nn(T) = N6(T) (26)
where 6 is the unit-impulse function.
Now from Eq. 15, we have
00 -i2lrfT
ss(f, t) = m(t)m(t + T)N6(T)e dT (27)
-00
= m2(t) N (28)
Since m(t) is periodic, m (t) is also periodic, and can be written
00 2wrrn
m(t) = a eT (29)
n=-oo
where
T/2 27rwn
a = m2(t) e T dt (30)
-T/2
Then, from Eqs. 29, 28, and 21, we have
n(f ) = Na n (31)
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P
Fig. 45. Three-dimensional represen-
tation of bifrequency trans-
form of repeated bursts of
white noise.Ordinates p(peri-
odicity) and f(frequency) both
have the dimension sec-1.
The transform takes the form of a number of impulse "fences" parallel to the f-axis,
occurring at p = n/T(n = 0, ±1, ±3, ±5, .. .), as shown in Fig. 45.
1. 5 EXTENSION OF THE BIFREQUENCY TRANSFORM TO NONRANDOM SIGNALS
One limitation of the representation of auditory stimuli by time-variant spectra is
that this representation is applicable only to random signals. In an effort to overcome
this restriction, let us examine the operations of section I. 5 when they are applied to
a periodic, but nonrandom, signal, u(t). If the period of the signal is T, the averaging
process of Eq. 17 or Eq. 18 is trivial, and we have
+(T, t) = u(t) u(t + T) (32)
The function corresponding to the spectral density is obtained by substituting Eq. 32 in
Eq. 15. Thus
4 (f, t) = (t) u(t + )e - i2f dT (33)
i2ft
= u(t) e U(f) (34)
This is similar to a function obtained by Ville (75).
Since u(t) is periodic, the Fourier series, rather than the transform, is employed
to ensure convergence. It is simpler, however, to retain the transform notation, which
results in the function U(f) with impulses corresponding to the Fourier coefficients of
the periodic function.
From Eq. 19 we obtain
T (f, p) = U(f) U(p-f) (35)
From Eqs. 4 and 5 it follows that, with u(t) real,
(f, p) = U(f) U*(f- p) (36)
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Fig. 46. Amplitude-modulated signal.
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(c) BIFREQUENCY REPRESENTATION
This is the bifrequency transform of a nonrandom signal. The signals of interest in
auditory studies that we have reported on are repetitive so that U(f) consists of a series
of 6-impulses. The coefficients of the 6-impulses are the coefficients in the Fourier
series expansion of u(t).
The bifrequency transform of a periodic signal has impulse spikes which are squared
6-functions in both the f- and p-dimensions. The coefficients of these spikes are formed
by products of the Fourier coefficients of u(t).
Calculation of the bifrequency transform of a nonrandom signal is best illustrated
by an example. Figure 46 shows the time function, Fourier spectrum, and bifrequency
transform for an amplitude-modulated signal with 100 per cent modulation. The signal
is expressed as
u(t) = (2 cos 2Trfct)(1 + cos Zrrfmt) (37)
where fc is the carrier frequency, and fm the modulating frequency. The constant, 2,
is introduced for simplicity in calculation.
The Fourier coefficients of the expansion of u(t) are displayed in Fig. 46b by lines
in the spectral representation. The height of the lines is proportional to the Fourier
coefficients that are the coefficients of these 6-impulses in the Fourier transform, U(f).
It is well to note that the spectral components need not have a harmonic relationship.
Thus, the mathematical periodicity of the signal is not necessarily fm, but is the least
common denominator of f and f . However, the envelope periodicity is fm
The bifrequency representation of u(t) is shown in Fig. 46c. The position and size
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of the spikes may be obtained directly from consideration of Eq. 36 and the spectral
representation of Fig. 46b. First the spikes along the f-axis can be computed by
-P (f, 0)= IU(f)12 (38)
Thus, the coefficients of these spikes are the square of the magnitudes of the coefficients
of the corresponding 6-impulses in the spectrum.
The term U (f- p) is the conjugate of the Fourier transform shifted to the left by an
amount p. We see that after the case of no shift (p = 0), (f, p) will be zero until we
shift by an amount p = fm' so that 6-impulses in U(f) are multiplied by 6-impulses in
U (f- p) to yield the spikes along the line p = f . The coefficients of these spikes are
m
computed as follows: multiply the coefficient of the 6-impulse of U(f) corresponding to
the value of f at which the spike appears by the conjugate of the coefficient of the
6-impulse of U(f) corresponding to the value of f displaced to the left by fm. To cal-
culate the coefficients of the spikes at 2 f , a similar procedure is followed, but now
m
we shift by 2f m to find the second term in the multiplication. In Fig. 46c the coeffi-
cients are written next to the dots that represent the spikes of (f, p). Note that the
symmetry of the Fourier transform results in a symmetry of Ti(f, p), which makes
representation in more than one quadrant redundant.
Figures 47, 48, and 49 illustrate the waveform, spectrum, and bifrequency repre-
sentation for bursts of tone, repetitive clicks, and bursts of noise, the three stimuli
that were employed in the experiments described in the preceding sections. The
bifrequency representation is given in one quadrant of the f-p plane. In all cases the
coefficients of the spikes or fences in the bifrequency representation are real and the
size of the dot or line representing a spike or fence is roughly proportional to the
coefficient.
The Fourier transforms of the waveform of Figs. 46, 47, and 48 all exhibit evenly
spaced frequency components. Furthermore, these components have a relative phase
relationship so that the resulting waveform is maximally impulsive. This special con-
dition receives considerable attention in auditory studies, since it is close to the con-
dition found in certain speech sounds. However, it is not the general case. In general,
when the relative phases of the frequency are not so fixed, there still appears a series
of spikes at p = fm' although, now, the impulsiveness of the waveform may be greatly
diminished. However, the coefficients of the spikes along the line p = f no longer have
the same argument i.e., ar tan imagreal part ) The relationship between the coef-
the same argument ie., arc tan imaginary part b
ficients of the spikes along the line p = fm and the impulsiveness of the waveform will
now be derived.
I. 6 RELATIONSHIP OF COEFFICIENTS IN BIFREQUENCY TRANSFORM AND
WAVEFORM IMPULSIVENESS
The amount of amplitude modulation of a signal can be deduced from the coefficients
of some of the spikes in the signal's bifrequency transform. The case of signals with
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three evenly spaced frequency components is considered first. Such signals may be
specified by the equation
A 1 A
f(t) = os )t + 1 ] + -cos W[( + os + + 02] (39)7r 1 Tr I 12 
The Fourier transform is
Ale 6(Wo- 2) + 6(w1) + AZe 6(w1 + WZ)
F(w) = (40)
lA 1 eJ 6(-[ow1 - w2 ]) * 6(-wl) + A 2 ee 5(-[w + 2 ])
where 6 is the unit-impulse function.
Trigonometric manipulation of this function results in a more convenient represen-
tation:
f(t) = cos olt + [A 1 cos(W2 t - 81) + A2 cos(w 2 t + 02)] Cos o1 t
+ [A 1 sin(w 2 t - 01) + A 2 sin(w 2 t + 92 + r)] sin w1t (41)
The signal is represented diagrammatically in Fig. 50. It consists of the carrier
and two components, one in phase with the carrier and one 90 ° out of phase. Each of
the components, I and II, varies sinusoidally at the frequency W2. The magnitudes of
components I and II are:
2 2
MagI = A 2A + 2A1A2 cos(8 + (42)
2 2
MagI = A1 + A2 + 2A1 A 2 cos(0 1 + 02 + vr) (43)
Note that Mag I is equal to the sum of the coefficients in the p = 2rw2 row in the
bifrequency transform of f(t).
Changes in component I produce amplitude modulation of the carrier. Changes in
component II also produce amplitude modulation, but not directly, and the envelope
modulation is at the frequency 2w 2 .
Changes in component II also produce
hase modulation.I
As an example, A 1 = A2 = 1/2,
0 1 = 02 =0 is the case of 100 per cent
ER amplitude modulation. In this case
Mag I = 1 and MaglI = 0.
The cases with five and seven fre-
quency components have been worked
Fig. 50. Components of modulated signal. out, and, again, the algebraic sum of
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the coefficients of the components in the first ( = fm) row of the bifrequency transform
is related to the amplitude modulation or impulsiveness of the f(t) waveform. In the case
of a large number of components it is known that, if the relative phases are randomly
determined, very little amplitude modulation results; but if the phase difference between
all neighboring components is equal, maximum impulsiveness results. This effect is
in keeping with the statement that the algebraic sum of the coefficients of the first row
of bifrequency components and the impulsiveness of waveform are related. Analytic
extension of the case with three components to the case with any number of components
has not been accomplished, and may deserve further consideration.
I. 7 PROPERTIES OF THE BIFREQUENCY TRANSFORM
The bifrequency transform does not contain any information about the signal that is
not found in the Fourier series representation for nonrandom signals or in the time-
variant spectral density for random signals. Nevertheless, bifrequency representation
seems to have some convenience for representing auditory signals, as a result of the
form of display and of the use of the same mathematical framework for random and
nonrandom signals.
The two properties of the bifrequency transform that are appropriate for repre-
sentation of repetitive auditory stimuli are:
1. The envelope-waveform characteristics of the signal are made evident.
2. The spectral distribution of the stimulus power is made evident.
The relationship of the bifrequency transform along the line p = fm and the ampli-
tude modulation of a signal has been discussed. It is evident from Eqs. 28 and 30 that
a similar relationship holds for modulated noise.
The spectral distribution of the signal power is displayed in the bifrequency trans-
form along the f-axis. For random signals, we have here an impulse fence, the height
of which is equal to the time-average of the spectral density (Eq. 21), and hence it
tells how the signal power is distributed as a function of frequency. For nonrandom
periodic signals, we have spikes along the f-axis, the coefficients of which correspond
to the square of the magnitude of the Fourier-series coefficients of the waveform, and
hence to the signal power at the various frequencies at which the spikes occur.
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