ABSTRACT Freight transportation is important for the national economy in many countries. An efficient distribution of products within supply chains may lower the associated costs and allow setting competitive prices to increase the number of sales. Many supply chain players use the cross-docking terminals to facilitate the cargo distribution process. An effective scheduling of the arriving trucks at the cross-docking terminals is critical to ensure their timely service. A number of Evolutionary Algorithms have been developed to solve the truck scheduling problem, some of which apply strong mutation for altering solutions throughout the search process, while the rest rely on weak mutation without providing any justification for applying a specific mutation mechanism. This study performs a comprehensive comparative analysis of the strong and weak mutation mechanisms. Furthermore, a novel heuristic algorithm, which accounts for the truck service priority and the truck service order restrictions, is proposed for initializing the chromosomes and population. The truck scheduling problem at a cross-docking terminal is formulated as a mixed integer programming model, minimizing the total weighted truck service cost. An Evolutionary Algorithm is designed to solve the problem. Two categories of the Evolutionary Algorithm, one of which applies strong mutation, while the other one relies on weak mutation, are evaluated based on various performance indicators. Results demonstrate that deployment of weak mutation improves the objective function value at termination on average by 10.8% as compared with strong mutation without affecting the computational time substantially. The analysis also shows that weak mutation yields more diverse population. Moreover, the proposed heuristic for initializing the chromosomes and population outperforms the initialization mechanisms that are commonly used in the literature.
I. INTRODUCTION
Freight transportation plays a critical role for the global economy. In many countries, freight transportation significantly contributes to the national Gross Domestic Product (GDP). For example, in the United States (U.S.) the transportationrelated products and services account for more than 10.0% of the national GDP, which is equivalent to almost $1.0 trillion [1] . The major supply chain players (e.g., logistics companies, manufacturers, freight facility operators, retailers) have to ensure efficiency of the product distribution process and avoid potential product delivery delays to the final customers [2] - [7] . Furthermore, an efficient distribution process of products within supply chains may lower the associated costs, which will further allow setting competitive prices and increasing the number of sales. In order to improve the product distribution process, many supply chain players rely on the ''cross-docking'' concept [8] .
Based on the ''cross-docking'' concept, the cargo is delivered from various manufactures to the cross-docking terminal (CDT) by the inbound trucks, which are assigned for service at the available CDT doors. Then, the internal handling equipment (generally, forklifts or conveyor belts) is used to unload the cargo from the inbound trucks. The cargo is being deconsolidated, sorted, and then consolidated based on the customer orders in the dedicated CDT storage areas. The consolidated shipments are further loaded on the outbound trucks, which transport the cargo to the final customers. The ''cross-docking'' concept not only allows facilitating the cargo distribution process, but also assists the CDT operators with minimizing the inventory level. The cargo, unloaded from the inbound trucks, typically does not stay for more than 24 hours within the CDTs [8] . Walmart, one of the world's largest retailers, adopted the ''cross-docking'' concept in 1980s [8] . More than 85% of products, sold in Walmart, are being processed through the CDTs. Application of the ''cross-docking'' concept allowed Walmart reducing its sale prices by ≈2-3% as compared to other retailers in 1980s-1990s, which drastically increased the number of sales and total profit [8] . CDTs have been heavily used by other retailers (e.g., COSTCO, Target, Office Depot, Auchan), shipping services (e.g., USPS, UPS, FedEx, EMS, DHL), public and private logistics companies.
The CDTs can yield monetary benefits only if they are being managed properly. To achieve the latter task, the CDT operators have to address a number of challenging decision problems, including the following: (i) schedule the arriving trucks for service at the available CDT doors; (ii) assign the service mode for each door (whether it will serve the inbound trucks or the outbound trucks or both); (iii) allocate the required storage space for the arriving cargo; (iv) schedule the internal handling equipment; (v) decide whether the truck preemption is allowed (i.e., the service of a truck at the given CDT door is interrupted, and the truck moves to the parking area; so, the other truck can be served at that CDT door); and others. This study will focus on improving efficiency of scheduling the inbound and outbound trucks at the CDT. An efficient truck scheduling is critical for the overall CDT performance, as it directly affects the total cargo stay time, inventory level, truck unloading and loading time, utilization of the available CDT doors, and utilization of the available internal handling equipment.
The CDT truck scheduling problem has a high computational complexity, as it can be reduced to the unrelated machine scheduling problem [9] . The latter class of problems is known to have NP-hard complexity and cannot be solved using the exact optimization algorithms to the global optimality within acceptable computational time for the realistic-size problem instances. In order to address the latter shortcoming, a number of various approximation algorithms have been developed in the cross-docking literature [8] , including Ant Colony Optimization (ACO), Tabu Search (TS), Differential Evolution (DE), Particle Swarm Optimization (PSO), Simulated Annealing (SA), Evolutionary Algorithms (EAs), and others. A significant number of the CDT truck scheduling studies compared performance of the EA-based algorithms against other approximation and exact solution algorithms and demonstrated superiority of the EA-based algorithms.
For example, Miao et al. [10] proposed a mathematical model for the CDT truck scheduling problem, where the total truck service cost was minimized. A total of three solution approaches were developed, including CPLEX, TS, and EA. The conducted numerical experiments indicated that both TS and EA algorithms outperformed CPLEX. Boloori Arabani et al. [11] focused on the multi-criteria CDT truck scheduling, where along with the late truck service completion, the early truck service completion was minimized as well. The problem was solved using the PSO, DE, and EA algorithms. The EA algorithm generally dominated the PSO and DE algorithms in terms of the objective function values at termination. Boloori Arabani et al. [12] developed the DE, PSO, TS, ACO, and EA algorithms for the CDT truck scheduling problem, minimizing the makespan (i.e., the last truck service completion time). It was found that the proposed algorithms demonstrated a similar behavior in terms of identification of the truck schedule with the best objective function value.
Vahdani et al. [13] presented a mathematical model for scheduling the arriving trucks at the CDT, aiming to minimize the total product flow time. The EA and Electromagnetismlike Algorithms were designed to solve the problem. The computational experiments indicated that both algorithms outperformed the solution approaches, proposed by Yu [14] . Liao et al. [15] and [16] focused on a comparative analysis of different approximation algorithms deployed for the CDT truck scheduling, including TS, SA, ACO, and various EA-based algorithms. The study results showed a critical role of hybridization on performance of the approximation algorithms. Shiguemoto et al. [17] studied the CDT truck scheduling problem, where the makespan was minimized. The authors developed a hybrid EA, which applied TS, to solve the problem. It was found that the proposed algorithm was superior to Firefly metaheuristic, CPLEX, and the algorithm, designed by Yu and Egbelu [18] .
Different variations of EAs have been widely used for multi-objective CDT truck scheduling problems, including Non-Dominated Sorting Genetic Algorithm-II (NSGA-II), Strength Pareto Evolutionary Algorithm-II (SPEA-II), Sub-Population Genetic Algorithm-II (SPGA-II), and others [19] - [21] . Furthermore, the EA-based algorithms have been applied for the CDT truck scheduling problems with uncertain truck arrivals [22] - [24] and potential CDT equipment breakdowns during the truck service [25] . A frequent implementation of EAs for solving the robust optimization problems in the cross-docking literature was highlighted in the study, conducted by Ladier and Alpan [26] .
EAs are population-based stochastic approximation algorithms, where candidate solutions to the problem of interest are encoded in the chromosomes [27] , [28] . EAs rely on an iterative process, where the initial population (which is represented by multiple chromosomes) is altered from one generation to another using certain EA operators, aiming to find superior solutions. Once a pre-determined termination criterion is satisfied, the iterative process is stopped, and the EA returns the best solution discovered. The crossover and mutation operators are generally used within EAs to alter solutions from one generation to another (i.e., produce the offspring chromosomes from the available parent chromosomes). Two types of mutation mechanisms have been commonly implemented in the cross-docking literature: (i) strong mutation -the number of genes 1 to be altered in each chromosome is deterministic and is set based on the EA parameter tuning analysis [17] , [21] - [24] , [34] ; and (ii) weak mutation -the number of genes to be altered in each chromosome is stochastic and the mutation probability is set based on the EA parameter tuning analysis [10] - [13] , [15] , [16] , [19] , [20] , [29] - [33] . In case of strong mutation, the number of genes to be altered in each chromosome of a given population remains the same throughout the EA evolution. On the other hand, in case of weak mutation, the number of genes to be altered in each chromosome of a given population may vary throughout the EA evolution. Selection of an appropriate mutation mechanism is critical for exploitation of the search space and discovering high-fitness solutions. Furthermore, selection of an appropriate mutation mechanism significantly affects the overall performance of the EA algorithm [27] , [28] . However, the published to date studies on the CDT truck scheduling use either strong mutation or weak mutation without providing any justification.
To address the latter drawback, this study aims to conduct a comprehensive analysis of the strong and weak mutation mechanisms. The CDT scheduling problem with truck priority is formulated as a mixed integer programming model, aiming to minimize the total weighted truck service cost. An EA algorithm is developed to solve the problem. A set of computational experiments is performed to evaluate two categories of the EA algorithm, one of which applies strong mutation, while the other one relies on weak mutation. Moreover, along with evaluation of the strong and weak mutation mechanisms, this study proposes a novel heuristic algorithm for initializing the chromosomes and population within the developed EAs. The proposed heuristic not only incorporates some of the features, used within the First Come First Served Policy (which is widely applied in the cross-docking literature), but also accounts for the priority of incoming trucks and the truck service order restrictions, which are critical operational aspects that should be considered throughout the truck scheduling by the CDT operators. The contributions of this work to the state-of-the-art can be summarized as follows:
(i) A comprehensive evaluation of the EAs that rely on strong and weak mutation mechanisms, respectively, is performed for the CDT truck scheduling problem;
(ii) The major algorithmic performance indicators are considered throughout the comparative analysis, including objective function values at termination, CPU time, and population diversity;
(iii) The developed EAs are compared against the exact optimization algorithm for the small-size problem instances to assess the quality of produced solutions; (iv) A novel heuristic algorithm is proposed for initializing the chromosomes and population within the developed EAs.
The remaining sections of the manuscript are organized in the following order. Section II provides a detailed description of the CDT truck scheduling problem studied herein. Section III presents a mixed integer programming model for the problem. Section IV discusses the main features of the developed EA algorithm. Section V focuses on the computational experiments that were performed in this study. Section VI summarizes the major findings and discusses potential future research extensions.
II. TRUCK SCHEDULING AT THE CROSS-DOCKING TERMINAL
This section of the manuscript describes operations at the CDT, which is modeled in this study. Various CDT shapes, denoted using the alphabetic characters (e.g., I, L, U, T, H, X, E, and others), have been adopted in practice [8] , [35] . Generally, the CDT shape selection depends on the CDT size (i.e., the number of CDT doors) and the pattern of freight flows within the CDT [35] . This study models the CDT, which has an I-shape (see Fig. 1 ). The latter CDT configuration was found to be the most common both in the literature and practice [8] . Let I = {1, . . . , n} be a set of inbound and outbound trucks arriving at the CDT, and J = {1, . . . , m} be a set of available CDT doors. A subset of inbound trucks will be further referred to as I IN (I IN ⊆ I ), while a subset of outbound trucks will be further referred to as I OUT (I OUT ⊆ I ). Note that a given truck to be served at the CDT can be either inbound or outbound (i.e., I IN ∪ I OUT = I , I IN ∩ I OUT = ). The CDT operator established a truck appointment system at its facility, where trucks are expected to arrive at the CDT at the specific time. Such appointment system will allow the CDT operator designing the truck service schedule and allocating the required handling resources accordingly. Trucks are assumed to arrive at the negotiated time. This study does not model potential late arrivals of trucks, which can occur as a result of delays incurred at the product manufacturing stage, inclement weather conditions, traffic congestion, and other factors. Upon arrival at the CDT, a truck either travels directly to the assigned CDT door or to the parking area, where it will be waiting until the assigned CDT door becomes available for service again. It is assumed that an additional cost will incur due to waiting trucks, which is proportional to the total amount of time each truck is waiting for the service start (c W i , i ∈ I measured in USD/hr.). The latter can be explained by the fact that a significant waiting time may cause the cargo delivery delays to the final customer.
The CDT operator may assign either inbound or outbound trucks for service at each CDT door (i.e., the CDT doors are assumed to be in the mixed service mode). Each inbound truck either carries the cargo for one or multiple outbound trucks. The cargo types, delivered by the inbound trucks are not interchangeable (i.e., one cargo type cannot be replaced with another cargo type for a given outbound truck). The CDT operator must ensure that the service of each outbound truck will begin after the service start of the inbound trucks, which transport the cargo for that outbound truck. When a truck is docked at the CDT door, the internal handling equipment starts unloading the cargo. It is assumed that preemption is not allowed at the considered CDT (i.e., the service of a given VOLUME 6, 2018 truck cannot be interrupted once it is docked). Forklifts will be used at the considered CDT for service of the arriving trucks. After unloading the cargo from the inbound trucks, forklifts transport the cargo either directly to the outbound trucks (in case if the outbound trucks are already docked) or to the dedicated storage area (in case if the outbound trucks have not been docked yet or the cargo has to be deconsolidated, sorted, and consolidated in single shipments before being loaded on the outbound trucks). The CDT operator ensures that the capacity of the dedicated storage area (see Fig. 1 ) will be sufficient for the cargo, delivered by the inbound trucks within a given planning horizon.
Based on the negotiated truck arrival times and quantity of different cargo types carried by trucks, the CDT operator performs a preliminary assignment of the arriving trucks to the available CDT doors (a.k.a., ''desired doors''), allocates the dedicated storage areas for the arriving cargo (typically as close as possible to the ''desired doors'' in order to reduce the total forklift travel distance), and schedules the required amount of forklifts to ensure timely service of the arriving trucks. The handling time of a given truck is assumed to increase if that truck is shifted from its ''desired door'' for service at another CDT door. Throughout the service of trucks, the CDT operator incurs the truck handling cost (c H i , i ∈ I measured in USD/hr.), including employee compensation, CDT maintenance costs, equipment costs, insurance costs, and others. A scheduled departure time (D i , i ∈ I measured in hrs.) is set for each truck to be served at the CDT, so the truck will have an adequate time for travel to another facility for the cargo pick-up or delivery of the cargo to the final customer. If the CDT operator does not provide a timely service of trucks, the delayed truck departure cost (c D i , i ∈ I measured in USD/hr.) will be incurred.
Throughout the truck scheduling process, the CDT operator should account for the priority of trucks. For example, trucks that carry time-sensitive cargo types (e.g., fruits, vegetables, fish, shellfish, pharmaceutical products, etc.) should receive the service priority. The truck priority is accounted for by assigning a specific weight to each truck (p i , i ∈ I ). The CDT operator aims to assign the arriving inbound and outbound trucks for service at the available doors by minimizing the total weighted truck service cost, which is composed of the following components: (i) total weighted truck handling cost; (ii) total weighted truck waiting cost; and (iii) total weighted truck delayed departure cost.
III. MATHEMATICAL MODEL
This section of the manuscript describes a mixed integer programming model for the CDT scheduling problem with truck priority (CDTSP-TP).
Nomenclature Sets: I = {1, . . . , n} set of inbound and outbound trucks arriving at the CDT J = {1, . . . , m} set of available CDT doors Decision Variables:
=1 if truck i is scheduled for service at the given door immediately after truck i (=0 otherwise) f i ∈ {0, 1} ∀i ∈ I =1 if truck i is served first at the given door (=0 otherwise) l i ∈ {0, 1} ∀i ∈ I =1 if truck i is served last at the given door (=0 otherwise) Auxiliary Variables:
Parameters: p i ∈ R + ∀i ∈ I priority of truck i (value varying from 0.1 to 1.0)
CDTSP-TP: CDT Scheduling Problem with Truck Priority
Subject to :
The CDTSP-TP objective function aims to minimize the total weighted truck service cost at the CDT, which is composed of the following components: (i) total weighted truck handling cost; (ii) total weighted truck waiting cost; and (iii) total weighted truck delayed departure cost. Constraint set (2) ensures that each arriving truck (either inbound or outbound) will be scheduled for service at one of the CDT doors. Constraint set (3) states that each truck will be either served first at the given CDT door or after another truck. Constraint set (4) states that each truck will be either served last at the given CDT door or before another truck. Constraint set (5) indicates that only one truck will be served first at the given CDT door. Constraint set (6) indicates that only one truck will be served last at the given CDT door. Constraint set (7) indicates that a given truck can be served after another truck, if both of them are assigned for service at the same CDT door. Constraint set (8) shows that the service of each truck will start after its arrival at the CDT. Constraint set (9) ensures that the service of a given truck will start after completion of the preceding truck service. Constraint set (10) indicates that the service of each outbound truck will begin after the service start of the inbound trucks, which transport the cargo for that outbound truck. Constraint set (11) calculates the finish service time for each truck. Constraint set (12) estimates the waiting time for each truck. Constraint set (13) computes the delayed departure time for each truck.
IV. SOLUTION ALGORITHM DESCRIPTION
The CDT truck scheduling problem, represented by the CDTSP-TP mathematical model, can be reduced to the unrelated machine scheduling problem, where the arriving jobs have to be assigned for processing on the available machines, and the job processing time depends not only on the machine technical characteristics, but also on the job properties [9] (similarly, at the considered CDT the truck handling time varies depending on the amount of cargo delivered and the door assigned). The unrelated machine scheduling problems are known to be of NP-hard complexity; and, therefore, development of an approximation algorithm will be required to solve the realistic-size problem instances of CDTSP-TP within acceptable computational time [8] , [9] . To achieve the latter objective, an EA was designed in this study. The main steps of the developed EA are presented in Algorithm 1.
The data structures for storing the EA variables are initialized in step 0. After that, the initial population is created using the First Come First Served Policy with Truck Priority (FCFS-TP) heuristic in steps 1 and 2. The fitness values of the initial population individuals are calculated in step 3. Then, the EA algorithm executes an iterative process (steps [4] [5] [6] [7] [8] [9] [10] [11] [12] , where the fittest individual is stored before performing any selection and EA operations in step 6. The parent
InData -input data for the CDTSP-TP mathematical model; I IN -set of inbound trucks; I OUT -set of outbound trucks; J -set of doors; A -truck arrival times; H -truck handling times; p -truck priorities; -population size; C Pcrossover probability; M R -mutation rate; [T 0 , dT , NC] -the Boltzmann Selection parameters; TC-termination criterion out: Schedule -the best truck schedule 0: |Pop| ← ; |Fit| ← ; |Parents| ← ;
Parents
Offspring
Fit g ← FitEval(InData, Offspring g ) 10:
return Schedule chromosomes are identified using the Binary Tournament Selection mechanism in step 7. After that, the offspring chromosomes are generated via the crossover and mutation operations in step 8. The offspring fitness values are computed in step 9. The EA algorithm ensures that the fittest individual will be present at the next generation in step 10 (i.e., the elitist strategy). The offspring chromosomes for the next generation are selected using the Boltzmann Selection mechanism in step 11. The iterative process stops, when the termination criterion is met. Upon convergence, the EA algorithm returns the best discovered (in terms of the total weighed service cost) truck schedule. Two categories of the EA algorithm, applying different types of mutation mechanisms (described in section IV.D.2 of the manuscript), will be evaluated in this study. A detailed description of the EA features is provided in sections IV.A-IV.H of the manuscript.
A. CHROMOSOME REPRESENTATION
The chromosomes are used within EAs to represent candidate solutions to a given problem (e.g., candidate truck schedules at the CDT). Along with the terms ''chromosome'' and ''solution'', the term ''individual'' is widely used in the EA literature as well and essentially has the same meaning [27] . A two-dimensional integer chromosome representation will be adopted in this study to represent the truck schedule at the CDT (i.e., assignment of trucks to the CDT doors and the service order of trucks at each door). Each chromosome is composed of gene arrays. Each gene array consists of two genes that contain the information with truck and door identifiers (i.e., assignment of a given truck to one of the CDT doors). Two attributes are associated with each gene [27] : (i) ''locus'' -location of a gene along the chromosome; and (ii) ''allele'' -value of a gene (i.e., either door identifier or truck identifier). A chromosome representation example is illustrated in Fig. 2 , where a total of 8 trucks are scheduled for service at the CDT with 3 doors. Trucks ''1'', ''3'', and ''6'' are assigned to door ''1'' (in that specific service order); trucks ''2'', ''5'' and ''7'' are assigned to door ''2'' (in that specific service order); while the remaining trucks ''4'' and ''8'' are assigned to door ''3'' (in that specific service order). Note that the length of EA chromosomes can be determined based on the total number of trucks to be served at the CDT (i.e., |I |).
B. HEURISTIC FOR THE CHROMOSOME/POPULATION INITIALIZATION
The initialization of chromosomes and population plays an important role in the EA design, as it determines the start points for the search process. Application of a purely random chromosome initialization mechanism (i.e., trucks are assigned to the CDT doors at random without considering any properties of the problem) may significantly worsen fitness of the generated chromosomes [27] , [28] . The local search heuristics, considering the specific problem properties, are deployed within EAs in order to initialize the chromosomes of a good quality. The First Come First Served Policy (FCFS) has been widely used at the chromosome initialization stage within EAs in many studies, dealing with scheduling resources at freight terminals [36] - [39] . Based on the FCFS policy, the arriving trucks are assigned for service to the first available door. However, the canonical FCFS policy will not be applicable for CDTSP-TP, as it does not consider the truck service priorities and the service order restrictions (i.e., the service of each outbound truck can start after the service start of the inbound trucks, which transport the cargo for that outbound truck). The FCFS with Truck Priority (FCFS-TP) heuristic was developed in this study to account for the latter two important CDT operational features. The main FCFS-TP steps are presented in Algorithm 2. The notations, presented in section III of the manuscript, are used in Algorithm 2. Additional term t A j , j ∈ J (measured in hrs.) was introduced to denote the CDT door availability.
The data structures for storing the FCFS-TP variables are initialized in step 0. Then, the set of inbound trucks is combined with the set of outbound trucks in step 1. After that, FCFS-TP executes an iterative process (steps 2-15), where the first available CDT door is determined in step 3. The waiting trucks are identified in steps 4-8, where priority is given to i ← argmax t (p t ) 10:
x ij ← 1 11:
14: I ← I − {i} 15: end while 16: return x the inbound trucks (i.e., the waiting outbound trucks will be selected only when all inbound trucks are assigned for service at the CDT doors). The waiting truck with the highest priority is selected in step 9. Then, FCFS-TP assigns the waiting truck with the highest priority to the first available door in step 10.
The truck start and finish service times are calculated in steps 11 and 12. The door availability is updated in step 13, while the assigned truck is removed from the set of trucks that have to be assigned for service in step 14. The iterative process stops, when all arriving trucks are assigned for service at the CDT doors (i.e., I = ). However, the FCFS-TP heuristic is deterministic. Therefore, the chromosomes, initialized using FCFS-TP will be identical, which will negatively affect diversity of the initial population (i.e., there will be only one start point for the search process). To address the latter drawback, half of the initial population will be created using FCFS-TP, while the other half will be created using the random chromosome initialization mechanism. The population size ( ) remains the same throughout the EA evolution and will be set based on the parameter tuning analysis (details are presented in section V.B of the manuscript). The proposed FCFS-TP heuristic will be evaluated against the alternative population initialization mechanisms (details are presented in section V.C.3 of the manuscript).
C. PARENT SELECTION PROCEDURE
The parent selection procedure allows defining a subset of individuals from the current population that will undergo the EA operations and produce the offspring chromosomes [27] . This study will deploy the Binary Tournament Selection mechanism to identify the parent chromosomes. The main steps of the Binary Tournament Selection mechanism are presented in Algorithm 3. Fit g ) in: Pop g -population at generation g; Fit g -fitness of individuals at generation g out: Parents g -parent chromosomes at generation g 0:
Algorithm 3 Binary Tournament Selection (BinTourSel)
Chrom2 ← RandSel(Pop g ) 4:
if
Parents g ← Parents g ∪ {Pop (g)Chrom1 } 6:
Parents g ← Parents g ∪ {Pop (g)Chrom2 } 8:
end if 9: end while 10: return Parents g
The data structure for storing the parent chromosomes is initialized in step 0. After that, an iterative process is executed (steps 1-9), where two chromosomes are randomly selected from the population in steps 2 and 3. The chromosome, which has a higher fitness value, is moved to the data structure with the parent chromosomes (steps 4-8). The iterative process stops, when the required amount of the parent chromosomes is selected.
D. EA OPERATIONS
Once the parent chromosomes are selected, the developed EA applies the crossover and mutation operators in order to generate the offspring chromosomes. Details regarding the crossover operation are presented in section IV.D.1, while the mutation operation is described in section IV.D.2.
1) CROSSOVER OPERATION
A cycle crossover operation will be used in this study to produce the offspring chromosomes. The cycle crossover has been widely applied for the chromosomes with integer representation in the EA literature [27] . A cycle crossover operation example is illustrated in Fig. 3 . Two parent chromosomes are randomly chosen from the population, and the first allele of the first parent (i.e., truck ''2'') is added to the cycle. Second, the cycle crossover operator determines the allele of the second parent, located in locus ''1'' (i.e., truck ''3''). Third, the cycle crossover operator identifies the locus of a gene from the first parent that contains truck ''3'' (i.e., locus ''4''). Truck ''3'' is added to the cycle. Fourth, the cycle crossover operator determines the allele of the second parent, located in locus ''4'' (i.e., truck ''7''). Fifth, the cycle crossover operator identifies the locus of a gene from the first parent that contains truck ''7'' (i.e., locus ''8''). Truck ''7'' is added to the cycle. Sixth, the cycle crossover operator determines the allele of the second parent, located in locus ''8'' (i.e., truck ''2''). The crossover operation is terminated, as truck ''2'' is already present in the cycle. After that, the gene arrays of the first parent with the alleles, belonging to the cycle (i.e., trucks ''2'', ''3'', and ''7''), are used to create the first offspring. The gene arrays with missing truck alleles (i.e., trucks ''4'', ''5'', ''1'', ''8'', and ''6'') are copied from the second parent. The second offspring is produced in a similar fashion.
Note that only a group of individuals from the population will undergo a crossover operation at each generation. The crossover probability (C P ) for the EA algorithm will be set based on the parameter tuning analysis (details are presented in section V.B of the manuscript).
2) MUTATION OPERATION
Once the crossover operation is completed, the developed EA applies two mutation operators to the created offspring chromosomes: (i) insert mutation; and (ii) swap mutation. An insert mutation operation example is illustrated in Fig. 4 , where truck ''6'', initially assigned for service at door ''1'' after truck ''3'', is re-assigned for service at door ''3'' after truck ''8''. In the meantime, truck ''5'', initially assigned for service at door ''2'' after truck ''2'', is re-assigned for service at door ''3'' after truck ''4''. Upon completion of the insert mutation operation, the EA algorithm executes the swap mutation operator. A swap mutation operation example is presented in Fig. 5 , where truck ''3'', initially assigned for service at door ''1'' after truck ''1'', is re-assigned for service at door ''3'' as the first truck. On the other hand, truck ''4'', initially assigned for service at door ''3'' as the first truck, is re-assigned for service at door ''1'' after truck ''1''. Application of the insert and swap mutation operators allows altering the truck to door and truck to service order assignments.
The key objective of this study is to conduct a comprehensive evaluation of two mechanisms for defining the number of genes to be altered in each chromosome (i.e., mutation rate -M R ): (i) strong mutation -the mutation rate is deterministic and is set based on the EA parameter tuning analysis (i.e., the number of genes to be altered in each chromosome of a given population at each generation remains the same throughout the EA evolution); and (ii) weak mutation -the mutation rate is stochastic and the probability of genes to be altered is set based on the EA parameter tuning analysis (i.e., the number of genes to be altered in each chromosome of a given population at each generation may vary throughout the EA evolution). The EA category that applies the strong mutation mechanism will be further referred to as EASM, while the EA category that applies the weak mutation mechanism will be further referred to as EAWM. A comprehensive comparative analysis of the EASM and EAWM algorithms, which was conducted under this study, is described in section V.C of the manuscript.
E. FITNESS FUNCTION AND INFEASIBLE INDIVIDUALS
The fitness of individual k (Fit k , k ∈ K , where K -is a set of individuals in the population) within the developed EA algorithm is estimated using the following equation:
The fitness function includes the objective function components of the CDTSP-TP mathematical model and a penalty term ( ). The term is used to adjust the fitness values of the infeasible individuals, which can be generated as a result of the crossover and mutation operations. The infeasibility consists in the fact that the service of the inbound trucks, which transport the cargo for a given outbound truck, may begin after the service start of that outbound truck. As the latter case cannot occur at CDTs, the infeasible individuals are penalized to reduce their chances to survive at the given generation and become potential parents at the next generation. The value for the EA algorithm will be set based on the parameter tuning analysis (details are presented in section V.B of the manuscript). Note that if a given individual is feasible, the penalty term will be adjusted to = 1.0.
F. OFFSPRING SELECTION PROCEDURE
The offspring selection procedure allows defining a subset of individuals from the current population that will survive at the given generation and may potentially become parents at the consecutive generation. This study will deploy the Boltzmann Selection mechanism to identify the survived offspring chromosomes. Based on the Boltzmann Selection, the probability of a given individual k to survive (Pr k ) is determined using the following equation [27] :
The ''−'' is introduced in equation (15), since CDTSP-TP has the minimization objective function. The probability of a given individual to survive depends not only on its fitness, but also on the temperature parameter (T ). A normalizing coefficient (NC) was introduced in equation (15) in order to avoid the abnormal temperature values due to high or low fitness function values. The temperature at a given generation g of the EA algorithm is determined based on the initial temperature (T 0 ) and the temperature interval (dT ) as follows:
One of the main advantages of the Boltzmann Selection mechanism is its capability to control the selection pressure throughout the EA evolution [27] . Setting a high temperature in the start of the search process reduces the selection pressure and gives a chance even to the low-quality individuals to survive. On the other hand, setting a low temperature towards the EA convergence increases the selection pressure, and only individuals with high fitness values will survive. The main steps of the Boltzmann Selection mechanism are presented in Algorithm 4.
The data structure for storing the next generation chromosomes is initialized in step 0. After that, an iterative process is executed (steps 2-10), where the temperature is updated in step 3. A random value (RandVal), ranging from 0.0 to 1.0, is generated in step 4. The probability of a given individual k to survive is estimated in step 5. Then, if the estimated
Algorithm 4 Boltzmann Selection (BoltzSel)
BoltzSel(Offspring g , Fit g , T 0 , dT , NC) in: Offspring g -offspring at generation g; Fit g -offspring fitness at generation g; T 0 -initial temperature; dT -temperature interval; NC -normalizing coefficient out:
RandVal ← Rand(0, 1)
5:
Pop g+1 ← Pop g+1 ∪ {Offspring gk } 8:
end if 9:
k ← k · min 1, abs k − Offspring g + 1 10: end while 11: return Pop g+1 probability is greater than the generated random number (i.e., Pr k > RandVal), individual k is added to the next generation chromosomes (steps 6-8). The iterative process stops, when the required amount of the next generation chromosomes is selected. The Boltzmann Selection parameter values will be set based on the parameter tuning analysis (details are presented in section V.B of the manuscript).
G. ELITISM
The proposed EA algorithm applies a number of stochastic operators (i.e., Binary Tournament Selection, crossover, insert mutation, swap mutation, and Boltzmann Selection), which do not guarantee that fitness of the offspring chromosomes will be higher than fitness of the parent chromosomes. In fact, the crossover and mutation operations may cause significant genetic changes in the offspring chromosomes, which may further negatively affect their fitness. In order to avoid the latter drawback, the developed EA applies the VOLUME 6, 2018 elitist strategy, where the fittest individual is stored for the next generation before any selection and EA operations.
H. TERMINATION CRITERION
The EA algorithm will be terminated once one of the following termination criteria is met: (i) the maximum number of generations is reached (g LAST ); or (ii) no improvements in the objective have been observed after pre-specified number of generations (g IMPR ). The g LAST and g IMPR values for the EA algorithm will be set based on the parameter tuning analysis (details are presented in section V.B of the manuscript).
V. COMPUTATIONAL EXPERIMENTS
This section of the manuscript provides a detailed description of the computational experiments, which were performed to evaluate the developed EASM and EAWM algorithms that apply the strong and weak mutation mechanisms, respectively. Both EASM and EAWM algorithms were coded in MATLAB 2016a. The computational experiments throughout this study were conducted on a CPU with Dell Intel(R) Core TM i7 Processor and 32 GB of RAM. The following sections of the manuscript provide a detailed description of the performed computational experiments with focus on the following aspects: (i) input data selection; (ii) algorithmic parameter selection; and (iii) comparative analysis of the developed algorithms.
A. INPUT DATA SELECTION
The input data for the CDTSP-TP mathematical model were selected based on the available cross-docking literature and other studies related to the freight terminal operations [10] - [26] , [29] - [34] , [40] - [43] . The adopted values for the CDTSP-TP parameters are presented in Table 1 . A total of 10 truck arrival cases were considered by changing the number of arriving trucks (inbound + outbound) from 10 to 100 with an increment of 10 trucks. A total of 4 CDT door availability cases were modeled by changing the number of available CDT doors from 4 to 10 with an increment of 2 doors. The truck priority was assigned as follows: p i = U [0.1; 1.0] ∀i ∈ I , where notation ''U '' represents the uniformly distributed pseudorandom numbers. The arrival pattern of trucks at the CDT was assumed to follow an exponential distribution with an average inter-arrival time of 10 min. (≈0.1667 hrs.). Notation ''EXP'' will be used to represent the exponentially distributed pseudorandom numbers. The truck handling time at the ''desired doors'' (H * i , i ∈ I ) was generated as follows: H * i = U [2.0; 3.0] ∀i ∈ I (hrs.). Note that the ''desired door'' was assigned for each truck randomly from the available CDT doors. The handling time of a truck could increase from 5% to 10%, if the truck was diverted from its ''desired door'' for service at another door.
The scheduled truck departure time was set as follows:
). In this study, it was assumed that each inbound truck could transport the cargo for up to 4 outbound trucks (i.e., i∈I OUT :i =i c ii ≤ 4 ∀i ∈ I IN ). The unit truck handling cost was generated as c H i = U [200; 500] ∀i ∈ I (USD/hr.), while the unit truck waiting cost was set as c W i = U [150; 300] ∀i ∈ I (USD/hr.) [40] . The unit truck delayed departure cost was assigned as c D i = U [300; 600] ∀i ∈ I (USD/hr.) [40] . A total of 40 problem instances were developed based on the generated numerical data for different combinations of the CDT door availability cases and truck arrival cases. The developed problem instances will be further used throughout the parameter tuning analysis (see section V.B of the manuscript) and the comparative analysis of the EASM and EAWM algorithms (see section V.C of the manuscript).
B. ALGORITHMIC PARAMETER SELECTION
Selection of the appropriate values for parameters of a given EA algorithm is an important step in the EA design [27] , [44] . Both EASM and EAWM have a total of 9 parameters, includ- A ''full factorial method'' has been widely used in the EA literature for the parameter tuning, based on which a given algorithm has to be executed for all possible combinations of the considered parameter values [44] . However, since both EASM and EAWM have 9 parameters, the ''full factorial method'' may take a significant amount of CPU time. Assuming that 3 candidate values are evaluated for each parameter of a given EA algorithm, 4 instances are chosen for the parameter tuning, and 5 replications are executed for each parameter combination, the total number of required algorithmic runs for each EA will comprise (3 candidate values) (9 parameters) · (4 instances) · (5 replications) = 393,660 runs.
In order to avoid a prohibitively large CPU time, this study applies another method for the parameter tuning, which is based on the ''Taguchi's scheme''. The ''Taguchi's scheme'' does not require running a given EA for all possible combinations of the considered parameter values. According to the ''Taguchi's scheme'', the only parameter combinations, which can result in ''the most favorable impact'', have to be evaluated [11] , [12] . The ''most favorable'' parameter combinations were determined based on preliminary algorithmic runs for each EA (i.e., from the analysis of tradeoffs between the objective function value at termination for a given parameter combination vs. the required CPU time). A total of 4 problem instances were chosen at random from the developed 40 problem instances (described in section V.A of the manuscript) to conduct the parameter tuning. A total of 5 replications were performed for each ''most favorable'' parameter combination of each EA. Table 2 presents results of the parameter tuning, including the following information: (i) EA algorithm; (ii) parameter of the EA algorithm; (iii) considered candidate values; and (iv) the best parameter value, identified based on the tradeoff between the objective function values at termination and the CPU time required.
C. COMPARATIVE ANALYSIS OF THE EASM AND EAWM ALGORITHMS
This section of the manuscript focuses on a detailed comparative analysis of the EASM and EAWM algorithms in terms of the objective function values at termination, CPU time values, and final population diversity (sections V.C.1-V.C.2 of the manuscript). Furthermore, the proposed population initialization heuristic (FCFS-TP) was evaluated against the alternative population initialization mechanisms, and results are reported in section V.C.3 of the manuscript.
1) OBJECTIVE FUNCTION AND CPU TIME VALUES
All 40 problem instances were solved using the EASM and EAWM algorithms. Each algorithm was executed 5 times for each problem instance to obtain the average objective function and CPU time values. Moreover, throughout the computational experiments, the developed EA algorithms were compared against CPLEX, which guarantees the global optimality for the large-scale mixed integer problems. CPLEX was executed within the General Algebraic Modeling System (GAMS) environment. The default settings were adopted for CPLEX, except the relative optimality gap (which was restricted to 0.50%) and the allowable CPU time (which was restricted to 3600 sec.). Table 3 . It can be observed that CPLEX was able to solve only 4 problem instances to the global optimality within the time limit imposed (i.e., I1, I11, I21, and I31). The latter can be explained by several factors, including the following: (i) high complexity of the CDTSP-TP mathematical model; (ii) relatively large-size instances were considered; (iii) a strict relative optimality gap was imposed; and (iv) a strict CPU time limit was imposed. Both EASM and EAWM algorithms were able to provide the global optimal solutions for the problem instances, solved by CPLEX. For the rest of problem instances, CPLEX generally performed significantly worse than the EASM and EAWM algorithms. Specifically, the EASM and EAWM algorithms outperformed CPLEX in terms of objective function values on average by 10.3% and 20.2%, respectively, over the generated problem instances (therefore, the EASM and EAWM optimality gaps were observed to be negative for the majority of problem instances).
Furthermore, the computational experiments showcase that EAWM consistently provided superior objective function values at termination as compared to EASM. Specifically, application of the stochastic mutation mechanism within EAWM improved the objective function values on average by 10.8% over the generated problem instances as compared to the deterministic mutation mechanism deployed within EASM. The latter finding can be explained by the fact that strong mutation consistently changes the chromosomes (along with the crossover operator applied probabilistically), which may negatively affect their fitness values (i.e., due to disruption of ''building blocks'', [27] , [28] ). On the other hand, weak mutation does not require consistent changes in the chromosomes (as the number of genes to be altered is determined based on the probability distribution and can be even ''0'' for some individuals at a given generation), which prevents disruption of ''building blocks'' and generally improves fitness of the chromosomes. The EAWM CPU time was on average 13.2% higher as compared to the EASM CPU time, which can be explained by the fact that EAWM had been discovering promising solutions throughout the search process, and, therefore, required greater CPU time to converge.
2) FINAL POPULATION DIVERSITY
The fitness values of all individuals in the final population were recorded at termination of the EASM and EAWM algorithms throughout the computational experiments. Results are presented in Fig. 6 in a boxplot format for the first replication of each algorithm and problem instances I31-I40 (similar patterns were observed for the rest of algorithmic replications/problem instances). Each boxplot is represented with the following components: (i) a rectangle (the bottom of which corresponds to the 25 th fitness value percentile, while the top corresponds to the 75 th fitness value percentile); (ii) whiskers (i.e., dashed lines covering 99.3% of fitness values); (iii) median (denoted as a red line); and (iv) extreme fitness values (also referred to as ''outliers'') that are denoted using '' * '' symbol. The analysis results indicate that the EAWM final population is consistently more diverse as compared to the EASM final population, as the EAWM boxplot whiskers cover a wider area when comparing to the area, covered by the EASM boxplot whiskers. Furthermore, the average EASM final population fitness value standard deviation comprised 26856.6 USD over the generated problem instances and performed EASM replications. On the other hand, the average EAWM final population fitness value standard deviation comprised 31229.5 USD over the generated problem instances and performed EAWM replications.
The population diversity may substantially affect the EA objective function values at termination and convergence patterns. A more diverse population generally improves explorative capabilities of a given EA and allows avoiding a premature convergence (i.e., convergence at a local optimum with a relatively low fitness value). Based on the conducted computational experiments, application of the weak mutation mechanism (i.e., the EAWM algorithm) allowed improving the population diversity as compared to the strong mutation mechanism (i.e., the EASM algorithm) and, therefore, yielded superior objective function values at termination, as discussed in section V.C.1 of the manuscript.
3) FCFS-TP HEURISTIC EVALUATION
As underlined in section IV.B, both EASM and EAWM algorithms deploy the FCFS-TP heuristic for generating the initial population. The scope of computational experiments also includes evaluation of the proposed FCFS-TP heuristic against the following alternative population initialization mechanisms: (i) the FCFS with Inbound Truck Priority (FCFS-ITP) heuristic, which ensures that the inbound trucks will be served before the outbound trucks but does not account for the priority of both truck types (i.e., p i = 1 ∀i ∈ I ); and (ii) random population initialization mechanism (RPIM), which does not consider any specific properties of the CDTSP-TP mathematical model and generates the chromosomes of the initial population randomly. Two variations of the EAWM algorithms (the first one relied on the FCFS-ITP heuristic for the population initialization, while the second one relied on the RPIM procedure for the population initialization) were executed for all the developed problem instances. A total of 5 replications were performed for each problem instance. Note that the alternative population initialization mechanisms were not compared for the EASM algorithm, as it was outperformed by the EAWM algorithm in terms of the objective function values at termination and the final population diversity (see sections V.C.1 and V.C.2 of the manuscript). Table 4 The analysis results demonstrate that selection of the population initialization mechanism significantly affects the algorithmic performance. Application of the FCFS-TP heuristic for the EAWM population initialization improved the objective function values on average by 11.2% and 13.4% as compared to the FCFS-ITP heuristic and RPIM procedure over all the generated problem instances and performed replications without affecting the CPU time significantly. Moreover, throughout the analysis, the convergence patterns were recorded as well and are illustrated in Fig. 7 for the first replication of each EAWM algorithm and problem instances I32-I40 (similar patterns were observed for the rest of algorithmic replications/problem instances). The convergence patterns showcase that consideration of the truck priority allowed the EAWM with FCFS-TP starting the search from more promising domains as compared to FCFS-ITP and RPIM and yielded superior objective function values at termination. On the other hand, random population initialization (i.e., the EAWM with RPIM) negatively affected the quality of the initial population chromosomes and caused a premature convergence.
VI. CONCLUSIONS AND FUTURE RESEARCH
An efficient transportation of goods within supply chains plays a very important economic role in many countries. The major supply chain players put a lot of emphasis to facilitate the cargo distribution process, avoid potential product delivery delays to the final customers, and lower the associated cargo distribution costs. The cross-docking terminals have been widely used in industry to achieve the latter objectives. Without an effective scheduling of the arriving trucks at the cross-docking terminals it is impossible to ensure their timely service. Many Evolutionary Algorithms for the truck scheduling problem at the cross-docking terminals have been presented in the literature. Some of those algorithms relied on strong mutation, while the rest adopted weak mutation without providing any justification for applying a specific mutation mechanism. This study conducted a comprehensive analysis of the strong and weak mutation mechanisms and assessed the effects of both mutation mechanisms on the truck schedule efficiency.
A mixed integer programming model was proposed for the cross-docking terminal scheduling problem with truck priority, aiming to minimize the total weighted truck service cost. An Evolutionary Algorithm was developed to solve the problem. Two categories of the Evolutionary Algorithm, one of which relied on strong mutation, while the other one applied weak mutation, were evaluated based on various performance indicators. Results showcase that deployment of the weak mutation mechanism improved the objective function value at termination on average by 10.8% as compared to the strong mutation mechanism without affecting the computational time substantially. Moreover, weak mutation was able to maintain the population diversity, which further allowed avoiding the premature convergence. Throughout the computational experiments, it was also found that consideration of the truck service priority and the truck service order restrictions within the developed algorithm was critical at the population initialization stage and allowed achieving superior objective function values at termination of the algorithm.
This study can be extended in several dimensions, including the following: (i) model the cross-docking terminal, where preemption is allowed; (ii) consider stochastic nature of the truck arrival and handling times; (iii) allocation of the internal handling equipment; (iv) design the adaptive operators within the Evolutionary Algorithm; (v) deployment of the alternative selection operators; (vi) development of the multiobjective framework; and (vii) evaluation of the developed Evolutionary Algorithms against alternative nature-inspired metaheuristics (including Particle Swarm Optimization, Bee Colony Optimization, Ant Colony Optimization, Differential Evolution, and others).
