Abstract. The rapid advances in the computer industry allow building larger systems that require mass storage volumes. As storage space increases, its management becomes increasingly difficult. In contemporary enterprise storage systems, performance has developed into a major bottleneck, which negatively affects the overall IT performance. Centralized solutions are often infeasible and thus a distributed solution should be sought. Our novel approach involves incorporating intelligent agents to the storage system, allowing the utilization of a distributed negotiation scheme between agents that act on behalf of the clients who require storage and on behalf of the storage servers within the system. Using a simulation environment which models real settings of a large storage network, we demonstrate the benefits of applying our distributed solution in the storage management domain in terms of client satisfaction, servers' revenue, and overall system performance. Our results show a significant improvement in storage performance when this solution is implemented.
Introduction
Advances in contemporary computer and storage technologies allow for networked storage systems to consolidate large storage volumes (in terms of Terabytes) at lower costs 3 . This, in turn, allows storing more data and increasing frequency of data access. At the same time, new data formats (e.g., multimedia formats) impose excessive demands on the I/O rates and storage volumes of storage systems. Whereas these changes are well supported in terms of storage resources, the storage management solutions currently shipped with storage servers are inadequate [12, 13, 18] . It is becoming evident that a major weakness of contemporary large-scale storage systems is their management. A good solution to storage management should thus be scalable and efficient. In fact, the management of storage systems has become a key issue in modern corporate information technology at large.
While in large and complex network systems the use of a centralized approach to system management seems appealing, it is often infeasible. This is due to the large number of diverse devices, and even a larger number of parameters relevant to their management. Consequently, it is rather difficult to ensure a high quality of service for storage clients, without carefully and dynamically adjusting the system to the changing needs. Thus, centralized solutions often attempt to maximize a single objective function, compromising the individual needs of storage consumers and storage providers within the system (e.g., see [21] ).
Our solution attempts to address this problem via a distributed model in which intelligent agents cooperate to achieve a shared goal. A distributed storage network can be modeled by a set of clients (applications), requiring storage services, and a set of servers (storage subsystems) which provide these services. A client's I/O operations are typically handled by one of the servers residing in the network, while each server may handle I/O requests from several clients. Note that these I/O requests and storage services can consist of both read and write operations.
Thus, in this paper we present a storage management mechanism. Our mechanism overcomes limitations of current approaches. In our solution, a distributed negotiation mechanism serves as a means for managing storage networks. We investigate the benefits of implementing such negotiations between servers and clients in terms of client satisfaction, servers' revenue, and overall system performance. By adding negotiation capabilities to storage consumers and providers, we enable dynamic load-balancing of the servers' load, thus increasing both the revenues for the servers, and the satisfaction of the clients. We note, however, that the clients and the servers have different maximization objectives, which may be contradicting. While the servers aim to maximize their revenues from the clients, the clients aim to maximize their satisfaction from the service.
We evaluate our solution via experiments. Using a simulation environment which models a realistic setting of a storage network, we demonstrate the efficacy of the distributed negotiation scheme in these types of storage systems. In addition, we demonstrate the generic nature of this protocol by experimenting with different types of actions taken by both the servers and the clients.
In a nut shell, this paper advances the state-of-the-art in several ways. It demonstrates the efficacy of distributed negotiations in online load-balancing of large storage networks. Traditional load-balancing techniques for storage systems are commonly centralized, and even when distributed, do not address the case in which the storage subsystems are autonomous and possibly represent self-interested parties [7] . Our approach, on the other hand, allows, via distributed negotiation, to aspire towards better load-balancing, while preserving the autonomy of each subsystem. In addition, given the importance of managing large storage systems, performance becomes a key factor for effective storage. Our novel approach allows the improvement of performance of storage networks in a timely manner and allows online adaptation to changing demands, which are characteristics of computer systems. Lastly, in contrast to existing solutions [7] , we recognize two distinct types of players in the storage domain: the con-sumers (clients) and the storage providers (servers). Our model takes this into account since each type of player has a different objective and is modeled differently.
The remainder of the paper is organized as follows. Section 2 provides an overview of the problem and the storage domain. Section 3 surveys related work in the field of distributed negotiation and storage performance. Section 4 describes our negotiation protocol and the evaluation's mechanism of both the server and the client. Section 5 describes the simulation design while Section 6 describes the experimental setting and methodology and reviews the results. Finally, we conclude in Section 7.
Problem Context: Storage Networks
Consider a distributed storage network comprised of multiple storage clients and servers. Each client generates I/O requests and expects a certain quality of service, and storage servers service these requests, for some monetary compensation. When servers fail to address requests to which they have committed at the agreed upon quality, they may be subject to penalties. In our model, at a specific time period, each client sends its storage requests to a single storage server, yet the client is also free to switch to another server to better address its needs at proceeding time periods. Servers may handle several requests concurrently. This interaction and compensation model among the clients and the servers is formally expressed by service level agreements (SLA) and service level objectives (SLO) ( [16] , Part I). The SLA states that partial fulfillment of the quality of service (QoS) implies partial payment by the client, while the SLO is the server's service objective to ensure the minimum QoS. (it) ⊆ REQS denote the set of I/O requests generated by client c j ∈ Cl at iteration it. A single iteration consists of several fixed time segments in which negotiation-related actions can be made.
The clients are modeled using an open subsystem model (e.g., see [6] ). That is, new requests are generated independently of the completion time of the previous requests. Clients differ from one another in the intensity of their I/O requests. A client with an intensity value of 0 basically does not require any I/O services, while the higher the intensity value of a client the more I/O requests it generates in a given time unit. Thus, the I/O intensity of a client corresponds to its typical pattern of I/O usage. For instance, a client that uses video streaming has a large I/O intensity, whereas a client that performs text editing has a low I/O intensity. The client's intensity reflects the time density of its service requests (e.g., a client with an intensity value of 2 will require twice as much I/O requests in the same time segment as compared to a client with an intensity value of 1). We denote the intensity of a client c j as c int j . In our experiments, we inflict several I/O intensities on the clients involved.
In our model, clients pay for the services using tokens. Each client is allocated, at each iteration, a fixed number of tokens to be used during that iteration. We denote the number of tokens of client c j as c tok j . Each client c j maintains a satisfaction level, denoted c sat j (it), which reflects its satisfaction level from the quality of service it has received at iteration it, such that 0 ≤ c sat j (it) ≤ 1. This value is calculated using a linear combination of the average request time and its standard deviation. The actual payment made by the client at iteration it is denoted by c pay j (it). Note that the payment is made by the client per service it has received from the server within a fixed period of time, and it is computed in correspondence to the client's satisfaction level from that service. Thus, the actual payment, c
In our model, all servers are assumed to be of an equal type. That is, each has the same physical characteristics and capabilities. Note that this does not prevent them from having different load preferences, as presented later in our experiments. The server's address space is divided into K equal segments, each being a logical partition. Thus, a single server can serve up to K clients, by allocating a partition space to each. The service provided by the server is for I/O operations. The server's load is measured in terms of queue length, which is a well known estimator of the load on a storage device (e.g., [20] (it), is:
The objective of the storage management system is to maximize the system's utility, while keeping the performance level sufficiently high to meet the clients' requirements.
To prevent deterioration in the quality of service, the system should be equipped with means for efficient matching between servers and clients, such that the servers are able to complete the requests of the clients within a sufficiently short time to meet their SLAs with their clients. When meeting their SLAs, the servers will receive full payment from their clients. In such cases, the client will pay all of its tokens, since its satisfaction is 1. That is, in such cases client c j will pay c pay j (it) = c tok j . Systems of the sort presented above, in particular ones that consist of numerous clients and servers, can benefit from a distributed solution. Such a solution has the advantages of avoiding a single point of failure, and allowing the storage management mechanism to be functional even if some nodes malfunction. Hence, our goal is to provide a distributed mechanism which ensures acceptable storage performance: once a performance problem is identified, our mechanism should dynamically and proactively resolve it. The mechanism should allow clients to efficiently locate servers suitable for their needs, and servers to offer and publish their capabilities to potential clients.
We proceed by reviewing current storage management solutions, as well as relevant studies in the field of distributed negotiation.
Related Work
In recent years, research has demonstrated the promise of using cooperative negotiation approaches in real-time load balancing (e.g., in cellular domains see [1, 10] ; in electricity usage see [2] ). In the context of storage system networks, a negotiation model is also presented in [5, 15] . Stoupa and Vakali [15] present a QoS negotiation model which is client-oriented. The model itself allows the clients to describe their characteristics and rank the importance of the different QoS parameters. Then, the system matches them with a list of potential storage subsystems. The negotiation terminates when the client chooses a specific subsystem. In contrast to [15] , we propose a distributed mechanism, and not a centralized one. A distributed approach should turn out to be more effective in overcoming bottlenecks and avoiding a single point of failure. Our algorithm also inherently allows changing the assignments of clients to servers based on servers' load. Moreover, a distributed mechanism is more appropriate for large networks, in which maintaining a centralized management agent will be more difficult and resource consuming. In addition, in our model both the clients and the servers take part in the negotiation, while in their model only the clients take an active part.
Czajkowski et al. [5] describe an agent based negotiation system for computer resource allocation in a distributed network. Similar to our work, the negotiation is done to ensure high levels of SLAs. However, they introduce centralized coordination management functions which are used to coordinate the different tasks. We, on the other hand, adopt a distributed approach, which should be more effective and more scalable in large systems. Furthermore, their method has not yet been validated, while we show the efficacy of our work using simulations.
Xu et al.
[20] address the case of load-balancing of a distributed storage system. Their objective, though, is to achieve better performance of the system, where the system is modeled as a whole. We, on the other hand, address the case of a system comprised of multiple clients and servers, where each has its own utility function to be maximized. We do, however, maximize the system utility in cases where this utility is additive. We also assert that the objectives of the clients and the severs may be conflicting. Thus, we try to achieve a load-balance in such a way that will take this into consideration, while still achieving better performance of the system as a whole.
In the context of modeling the storage devices, the usage of both numerical simulators and analytical models are common. Disk simulators, such as Pantheon [19] and DiskSim [3] , which are effective in simulating storage device behavior, are being used. These simulators produce accurate per-request response times. Analytical storage device models (e.g., see [4, 9, 11, 14, 17] ) are somewhat simpler to compute since they describe device behavior via a set of formulas. However, finding a reliable formula set can be a very difficult task, as it requires comprehensive knowledge and understanding of the interaction between storage devices and workloads. We have therefore elected to use a simulator, and specifically, DiskSim [3] . The use of DiskSim has enabled us to simulate a real disk settings 4 , and to incorporate our novel distributed approach into the system level layer.
Formal Model
We consider a distributed negotiation protocol between storage clients and servers. We assume that the clients' SLAs and the servers' SLOs are common knowledge. The sought agreement between the clients and the servers should match the former to the latter.
In our model, participants negotiate to maximize three types of utility functions: for clients, for servers, and for the whole system. The utility function of a client measures its satisfaction level based on the service it receives. We express it by a weighted average of the average request service time and its standard deviation.
There are two types of request service times in our utility model: the service time sought and expected by a client, as expressed in its SLA, and the actual service time, as measured in experiments. We denote for each iteration it the average SLA service time by T Formally, the client's utility function is given by the following formula:
In the simulations we set A and B to 0.5. The utility function of the server measured its revenues from providing the services. We denote the set of clients serviced by server s i during iteration it as Cl s i (it), such that Cl si (it) ⊆ Cl. The utility of s i is given by:
The system-level utility, which is calculated per iteration and denoted u sys , considers all of the requests made in the system during a given iteration. It is a weighted average of the clients' utilities, as follows:
An agreement a ∈ A is a mapping between a client and a server, which conforms to the SLA between them, that is, a = {c j , s i }, where c j ∈ Cl, s i ∈ Sr. Since a client can choose not to work with any server and a server can choose to remove a client from its partition, we also have a special agreement {c j , ⊥} ∈ A.
The Distributed Negotiation Protocol
The negotiation itself can be triggered by different events (e.g., global events as time interrupt or local events, such as exceeding load thresholds). The specific trigger to be used is principally external to our mechanism. In our simulations we used predefined time-unit intervals. In each iteration of our simulations servers and clients are selected randomly to engage in the negotiations. At first, the clients are not associated with any server and can choose to (a) request a service from a server, or (b) disengage from its current server. The server can choose to (a) offer its services to a specific client, or (b) remove a client from its partition. Below we elaborate on these different actions.
Server Actions
(it + 1). This estimation takes into account the server's current average queue length, as well as the clients the server handles. As some client might have been removed from the server's partitions during the iteration, while others might have been added, the server has to estimate the intensity of the clients it will handle. To this end, the server uses a linear estimation of its future load according to its current load. Due to lack of space we will not describe these formulas in detail.
The server has two thresholds which determine its load status -an upper bound threshold and a lower bound threshold. If the server's estimated average queue length is above the upper bound threshold then the server is over-loaded. In this case, the server chooses to remove a client c j which is allocated to one of its partitions. The agreement {c j , ⊥} is automatically implemented. If the server's estimated average queue length is below the lower bound, then it is under-loaded. In this case, the server tries to find a client c j that has not been allocated to any partition in the system. If such a client is found, the server initiates a request for a commitment offer from the client. If the client accepts the request, then an agreement a = {c j , s i } which adheres to the SLA between c j and s i is reached. While the server's decision making process regarding which client to select is principally external to our proposed mechanism, in our simulations we modeled only one behavior type in which the server selects a vacant client arbitrarily.
Finally, the server can be in a stable load, if its estimated average queue length is in-between. When in stable load, and in order to avoid local minima and with the prospect of increasing the server's utility in the next iteration, the server may choose, with a probability of P r rem , to remove a client c j from its partition and to implement the {c j , ⊥} agreement. P r rem is set such that it ensures that, at most, half of the time, the server will choose the removal action. Formally:
where vacant represents the number of clients that are not mapped to any server. The probability will converge to 0.5 in cases in which there are many vacant clients. This will allow the servers to try to find more profitable clients at the expense of other clients. Nonetheless, we limit the probability to a maximum value of 0.5 in order to control the stabilization of the system. In our simulations, the least profitable client for the server was removed. The profitability of a client is measured as the ratio between client c j 's potential maximum payment and its generated load during the current iteration it, that is . Note that our utility maximization is based on a heuristic approach, which entails that servers drop a client when over-loaded or with a stable load. While this heuristic can cause a temporary decrease in the server's utility, it can also lead to an increase in the utility in the long run. Our experiments indeed show (Section 6) the efficacy of this heuristic.
Client Actions The client's actions depend on whether it is already mapped to a server or not. If a client c j is not mapped to a server, then it tries to find a server from which to request services, based on its SLA. In the simulations we modeled only one behavior in which the client selects an arbitrary server. If a server s i is found, then the client initiates a request for commitment to the offer of that server. If the server accepts the request, then an agreement {c j , s i } is reached and the mapping is implemented.
If the client is already receiving services from a server, the client calculates its satisfaction from the service. Then, the client disengages from its server using the following probability measure, based on a given satisfaction threshold thr sat :
where M RF represents the client's tolerance to an inadequate quality of service. Higher values of M RF will increase the probability that an unsatisfied client will remove itself from the server, while lower values decrease this probability. A client that decides to remove itself from the server implements the {c j , ⊥} agreement.
Simulation Design
The objective of our simulations was to show that our novel distributed approach enables an efficient load-balancing of the storage system. A building block of the simulation system was the DiskSim simulator [3] , which is an efficient and highly configurable disk system simulator. Additional designs and implementations were necessary to build a multi-disk distributed storage system. The simulation was divided into fixed time segment iterations. Each iteration consisted of a simulation phase followed by a negotiation phase. The service level parameters, such as request time and load parameters, were calculated for each iteration. While our model permits any kind of servers and clients, in the simulations we had to limit this diversity for practical reasons. Specifically, we allowed four different types of servers and four different types of clients. These types represent typical and common characteristics of servers and clients. Recall that the server's load is measured in terms of queue length. Thus, each type of server can satisfy a different quantity of I/O requests per time unit. We model this with a lower and upper bound thresholds, which state the server's load status. With regard to the clients, each type of client had a different type of SLA requirement. Each client differed by its intensity value. Table 1 describes the different types of servers and clients that were used. Correlations existed between client and server types, such that each client type would be best served by a specific server type. As clients differ by their I/O intensity values and the servers by their thresholds for under-load states and overload states, the best correlation is achieved when the I/O intensities of the clients allow the servers to be in a stable load, that is in-between their load boundaries. For example, a client of type A would be best served by the Alpha server, as the load imposed by it and the quality of service provided by the server correspond. Table 1 . Servers' types measured by the average queue length and matched clients' types and intensities.
We ran five sets of experiments in order to test our mechanism. In each experiment 6 servers and 30 clients were used. In each experiment we measured the effects of the M RF parameter on the success of load-balancing the system using our model. Recall that the M RF parameter is an important parameter as it influences the client's tolerance toward an inadequate quality of service. Thus, the M RF parameter can have a substantial effect on the stability of the system. We hypothesized that higher M RF values would lead to lower system utility values, and our results indeed support this hypothesis. Thus, after checking the whole M RF range, we proceeded and ran several runs per experiment, focusing on lower M RF values -those proven to be better in our earlier experiments. Each experiment consisted of 10 runs using different random seeds of 50 iterations each.
Each experiment was performed with a different setting of clients and servers. In the first experiment we tested the benefits of our algorithm when only clients take an active part in the negotiations. Thus, 6 servers with no lower bound threshold were simulated. Note that we ran all of the experiments with different M RF values. When the M RF value is 0, it means that the client will not be active in the negotiations (i.e., it will not try to remove itself from the server to which it is attached), regardless of its satisfaction level from that server. Thus, the results of the first experiment and the runs in which the M RF value is equal to 0, are important as they demonstrate the efficacy of our negotiation model in cases where only one side (clients or servers) perform negotiations. This is an important property since it is not always possible to control the behavior of all parties in all distributed systems.
The second experiment consisted of three types of servers and clients, while the third experiment consisted of four types of each. These different settings were chosen to demonstrate the efficacy of our model when there is a variety in the characteristics of the servers and the clients. In this manner we were also able to show the competitiveness of our model compared to the optimal theoretical solution. In these specific settings, the optimal solution would yield a utility of 1.
The fourth experiment consisted of four types of servers and clients as well (as in experiments 3), yet the number of servers of each type was chosen randomly. Lastly, we compared our distributed algorithm with a greedy algorithm. In the greedy algorithm, any client can choose to engage with any available server, and any unsatisfied client can disengage from its server and engage with a less loaded server which has a vacant partition. Table 2 Table 2 . Simulation settings. Figure 1 depicts the change of the system's utility value for different values of M RF , as a function of the iteration number, for the first experiment, in which the servers are passive in the negotiations. The results show that our mechanism appears to be useful and efficient even in cases where only the clients take an active part. As illustrated in Figure 1 , when the servers do not implement any load-balancing strategy and the clients apply our strategies results in the sought improvement in the system's utility. We can also observe that in the absence of our mechanism, the average system's utility is 0.55. Note that this is a generic result which does not refer to a specific system configuration (as it is an average of the multiple random configurations). Using our mechanism we can see that the client's load balancing improves significantly to more than 0.75. Of course, for a specific system, one could devise a specific configuration that would improve the 0.55 utility value, and possibly the 0.75 value as well. However, this would require a careful planning, and most likely would also involve manual design and fine-tuning, while an automated design could actually be performed. Indeed, our mechanism can serve as a design tool for such specific configurations.
Simulation Results
As we mentioned earlier, additional three scenarios were used to test our algorithm. Figures 2, 3 and 4 demonstrate the change of the system's utility value for different values of M RF , as a function of the iteration number, for the three types, four types and four random types of servers and clients, respectively. We can see that in all three scenarios, our algorithm quickly achieves higher utility values (e.g., when the M RF value is set to 0.1 the average utility value is 0.84, 0.82 and 0.80 for the three types, four types and four random types of servers and clients, respectively) than the average system's utility of 0.55 when our mechanism is not implemented. We can also see that in most cases, smaller M RF s values indeed yield better overall results. Even in the special case in which the M RF value is set to 0, that is, the clients are passive in the negotiations, the system's utilities are much higher than 0.55.
It is interesting to note, though, the special behavior achieved when the M RF value is set to 0, as demonstrated in Figure 4 . In this case, a client receiving services, will not choose the action to be removed from the server to which it is connected. This is regardless of the client's satisfaction level from that server. Thus, the system's utility is more likely to converge, as clients tend to remain connected to their servers, despite the QoS they obtain, as indeed shown in Figure 4 (a system utility value of 0.75). However, this can lead to a local maximum and prevent the system from achieving higher utility values (as indeed demonstrated in the case of M RF = 0.1). Figure 5 presents the results of the greedy algorithm and our distributed algorithm in two distinct scenarios. In both we have three clients of type B, C and D. Yet, in the first scenario we have 6 servers, while in the second we have 5 servers which represent a scenario in which there is a shortage of resources (that is, heavier load exists). In the first scenario our algorithm performs as good as the greedy algorithms, yet the greedy algorithm converges more slowly than our algorithm. In the second scenario our algorithm generates better results. While our results show that there is not much benefit to our mechanism over the greedy one in cases in which the load of the system is negligible (as reflected by the 6 servers scenario), our algorithm outperforms the greedy algorithm in those cases it is most needed, that is, when heavy load exists. These are the cases when good load management is crucial for continuous usage of the storage system. Based on these experiments we can see that our mechanism is beneficial when multiple agents (clients and servers) of different types are involved, as well as in cases in which only one side takes an active part in negotiations. Our mechanism allows the system to achieve better performance in real-time while avoiding local maxima and maximizing the satisfaction of the clients.
Conclusions
This paper presents a novel approach which allows storage systems to efficiently manage their resources using distributed negotiations. Our mechanism does not impose heavy computational or network overheads on any single unit within the system. Therefore, it should scale well. Additionally, our mechanism allows each participant to seek maximization of its own utility. Thus, we overcome the limitation presented by the common approach to distributed storage resource allocation, where only the overall system utility is considered.
Using a simulation environment, we have shown how dynamical load-balancing of the servers' load enables an increase in both the servers' revenues and the clients' satisfaction. We have shown that our mechanism, due to its distributed nature, has proven to be useful and efficient even in cases where only clients, or only servers, implement it. Moreover, we have shown that it can outperform the greedy algorithm in situations in which solutions are more difficult to arrive at. In addition, our simulation system can be used as a design tool for a system administrator to help provide a better load-balancing scheme prior to first system initialization. Motivated by the promising results obtained thus far, future research should focus on implementing different behaviors for the servers as well as the clients. These behaviors may help in achieving even better performance overall. Furthermore, it may be helpful to allow servers to dynamically adapt their thresholds, based on the given load in the entire system. 
