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Abstract: The performance of the Space Alternating Generalized 
Expectation Maximisation (SAGE) algorithm for multipath 
mitigation is assessed in this paper. Numerical simulations have 
already proven the potential of SAGE in navigation context, but 
practical aspects of the implementation of such a technique in a 
GNSS receiver are the topic for further investigation. In this 
paper, we will present the first results of SAGE implementation 
in a real world environment. 
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I.  INTRODUCTION 
 
In Global Navigation Satellite Systems (GNSS) applications, 
multipath (MP) errors are still one of the major error sources 
in conventional receivers. The additional signal replicas due to 
reflections introduce a bias in Delay Lock Loops (DLL), 
which finally leads to a positioning error. Several techniques 
have been developed for multipath mitigation or estimation. 
Conventional approaches, such as Narrow Correlator Spacing 
[1] or Multipath Estimating Delay-Lock-Loop (MEDLL) [2] 
algorithm, try to mitigate the MP on the time and frequency 
domains. Thus, these approaches propose limited MP rejection 
capability in presence of short delay multipath (< 0.1 chip) [2]. 
More recently, the use of antenna array algorithms has been 
proposed for multipath mitigation. Antenna arrays perform a 
spatial sampling that makes possible the discrimination of 
sources in the space domain (azimuth and elevation) [3]. If we 
assume that the space domain is independent of the time 
domain, we can expect to mitigate very short delay MP. 
Moreover, by combining the energy of the useful signals 
received by multiple antennas, the antenna arrays are able to 
significantly improve the performance of GNSS receivers 
under unfavourable signal conditions.  
 
Two solutions are investigated to mitigate multipath with 
an antenna array. The first one tries to filter the multipaths in 
the space domain only in order to "clean" the incoming signal 
of all the multipaths. The time-delay and Doppler estimations 
of the Line Of Sight (LOS) signal are done after the space 
filtering step. In the second approach, a set of parameters 
(amplitudes, times-delays, Doppler shifts, elevations and 
azimuths) for all the incoming sources is estimated. The main 
difference between the approaches is that the parameter 
estimation in the second approach explores the signal 
properties on the space, time and frequency domains instead of 
just filtering the sources in the space domain only. To estimate 
the parameters of all the sources, Space Alternating 
Generalized Expectation Maximisation (SAGE) algorithm [4], 
which is a low-complexity generalization of the Expectation 
Maximisation (EM) algorithm, has been considered. SAGE 
algorithm is usually used in communication systems like in [4], 
but the potential of SAGE in a navigation context has been 
proven in [5]. 
The results discussed in the literature are often obtained by 
numerical simulations leaving the practical aspects of the 
implementation of such a technique in a GNSS receiver to be 
the topic for further investigation. Several measurement 
campaigns have been done in order to test these algorithms in a 
real world environment. The measurements were done with the 
2x2 square antenna array [6, 7] operating in GPS L1 band. The 
paper will presents the first results obtained by using SAGE 
algorithm with these real world measurement data. 
This paper is organized as follows. The signal model is 
outlined in Section II. The description of the beamforming 
approach (space filtering of the multipaths) is presented in 
Section III. A short introduction to maximum likelihood 
estimation and a description of SAGE algorithm is given in 
Section IV and in section V we present the main results 
obtained by Monte-Carlo simulations. In section VI, the details 
about antenna array and the real world measurement campaigns 
are presented. The corresponding results of post-processing are 
then described and discussed in section VII. Finally, some 
conclusions are drawn in the Section VIII at the end of the 
paper. 
II. SIGNAL MODEL 
 
Let's assume we receive L narrowband planar wave fronts 
of wavelength λ on an array of m independent and isotropic 
sensors. Under these assumptions, the received signal after 
down conversion can be modelled as a superimposition of L 
baseband signals and an additional complex white Gaussian 
noise ( )2,0~)( nNt σb   
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where L is the number of incoming paths (LOS signal 
included) and Ψl = [θl, φl, γl, υl, τl]T are respectively the 
elevation, azimuth, complex amplitude, Doppler shift and time 
delay of the l path. Note that the index l=0 corresponds to the 
LOS signal. Here, c denotes the pseudo-random-noise sequence 
that consists of a Gold code as used for the GPS C/A code 
signal with a code period T = 1 ms, 1023 chips per code period 
(i.e. a time duration Tc = 977.52 ns), and a rectangular chip 
shape. a represents the steering vector of a 2x2 square antenna 
array. The antenna spacing is λ/2 and the reference of the array 
is on the first element. The channel parameters are assumed 
constant during the observation time and the received signal 
)(ty  is sampled at the rate fs. = 10 MHz. Collecting the 
samples of the observation interval leads to 
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where Y, Sl and B are 4×N complex matrix with N the number 
of samples and [ ]10 −= LΨΨΨ L . 
In GNSS, the power of the incoming signals is usually 
much lower than the receiver noise level. Thus, if we want to 
be able to detect the GNSS signals (LOS+MP), we first need to 
correlate the incoming signal with the reference local code as 
it's presented in Figure 1. Let the integration time of the cross-
correlation between the incoming signal and the reference code 
be Tint and the DLL and FLL errors be ετ and ευ, respectively. 
The nth output of one correlator is: 
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We introduce the relative delay and the relative Doppler of 
the lth paths with respect to the LOS signal 
00, ννντττ −=−= lrllrl , we can approximate the integral and 
write the post correlated signal as: 
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where r(.) denotes the auto-correlation function of the PRN 
code, lγ~  the modified complex amplitude of the lth paths and 
)( intint nTTb , the noise after the correlation step.  
 
 
Figure 1.   Space filtering after the correlation process [3] 
III. BEAMFORIMG ALGORITHMS 
 
We remind the reader that we focus our attention on 
multipath mitigation only. Consequently, we need to work with 
the post correlated signal defined in (5). The beamformer 
output is given by the following expression: 
( ) )( intint nTnTx Hf xw=   (7) 
where w is the beamformer weight vector and x(nTint), defined 
in (5), is the vector of array outputs. The adaptation of the 
weight vector w for obtaining better signal reception with 
respect to some criterion is the purpose of a beamforming 
algorithm. A number of beamformers were proposed for the 
use with GNSS receivers [8]. 
• Conventional beamforming without constraints 
• Minimum Power Distortionless Response 
(MPDR) 
• Minimum Mean Square Error (MMSE) 
For these 2 last kinds of beamformers, we need to have an 
estimate of the correlation matrix. This matrix is usually 
estimated as the sample covariance matrix using a set of the 
available data.. In our case, we use Nms outputs of the non-
delayed correlator (prompt correlator), and the integration time 
is Tint=1ms. 
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Last, an estimation of the DOAs can be required for the 
implementation of the beamforming algorithms. Almanac data 
and/or an inertial navigation system can be used to provide this 
information. In this paper, we use 2D Unitary ESPRIT 
algorithm [9] to estimate the DOAs of the different incoming 
signals. 
IV. MAXIMUM LIKELIHOOD ESTIMATION: SAGE 
 
The problem is to estimate the parameters 
[ ] 1,...,2,1,0,,,,, −== LlTrlrlllll ντϕθγψ  of the sources. The 
estimation of L is not discussed in this work. Usually, L is fixed 
to a value large enough to capture all the dominant impinging 
waves. Classical information theory methods for model 
selection like Akaike's and Rissanen's [10] criteria can be used 
to estimate L. 
The likelihood function for the sampled baseband signal is  
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l ΨSΨS  contains the superimposed impinging 
wave fronts and Σ  denotes the covariance matrix of the noise. 
As we assume spatially and temporally uncorrelated elements 
and a centered Gaussian noise, the covariance matrix of the 
noise is IΣ 2nσ=  where 
2
nσ  is assumed to be known. The 
Maximum Likelihood Estimation (MLE) is given by: 
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Ψ
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The maximization of the likelihood function is a 
computationally prohibitive task since there is no analytical 
solution in the general case. Moreover, ( )ΨYp  is not 
generally a concave function of Ψ , and L have usually a high 
dimension. In other words, we have to solve a 4×L dimensions 
non linear optimization problem. 
To perform the optimization process, we use the iteration 
process of the SAGE algorithm [4]. The basic concept of the 
SAGE algorithm is the hidden data space [4]. Instead of 
estimating the parameters of all impinging waves in parallel in 
one iteration step as done by the EM algorithm, the SAGE 
algorithm sequentially estimates the parameters of each signal. 
Moreover, SAGE algorithm breaks down the multi-
dimensional optimization problem into several smaller 
problems. In [5], it can be seen that SAGE algorithm is 
efficient for the entire multipath configuration (especially small 
relative delays and close DOAs) and space-time-frequency 
approach shows better performance than classical time-
frequency approach. Nevertheless, the computational cost 
increases due to the maximization together on the space, time 
and frequency domains. Furthermore, the memory 
requirements also increase since it is necessary to store in the 
receiver the incoming signal in order to apply SAGE 
estimation. For example, to process 10 ms of signal with a 2 
MHz sampling rate, we need to store a matrix of m×2.104 with 
m the number of antennas. In other words, SAGE algorithm is 
hard to implement for real time operation and therefore only 
offline post processing is considered in this paper.  
V. SIMULATION RESULTS 
 
The input power of the LOS signal is set to -155 dBW, and 
the noise power is equal to -131.9 dBW. Thus, the pre-
correlation SNR is around -23 dB. The parameters of the LOS 
signal are: θ0 = 60°, φ0 = 131°, υ0 = 100 Hz. In order to assess 
the performance of the algorithms with respect to the delay 
estimation of the LOS for GNSS receiver, we have analyzed 
the behavior of our estimators for a single reflective multipath. 
The reflected multipath and the LOS are considered to be in-
phase which corresponds to one of the worst possible cases. 
The signal-to-multipath ratio (SMR) is 3 dB for all reflections, 
and the relative Doppler is equal to 20Hz. The parameter 
estimations are quantized to a resolution of 0.5 ns for the delay, 
0.5 Hz for the Doppler and 0.1° for the DOA.  
We remind the reader that this study is focused on 
algorithms for a 2x2 square antenna array. With such a small 
antenna array, conventional beamforming (space Fast Fourier 
Transform) turns out to be inefficient due to the low directivity 
of the array. In order to improve the resolution, adaptive 
beamformers have been tested. Unfortunately, the LOS and 
multipath signals are strongly correlated and thus, classical 
adaptive algorithms are not able to distinguish between the 
LOS and the multipaths signals. On the one hand, the MPDR 
solution is quite sensitive to multipath components as the 
beamformer mitigates all the contributions in order to minimize 
total output power (i.e., LOS signal can be cancelled). On the 
other hand, the MMSE beamformer tends to constructively 
combine the multipath components with the signal of interest. 
Thus, a secondary lobe in the MP direction can be created. As a 
consequence, the propagation delay of the LOS signal cannot 
be accurately obtained. In other words, MPDR and MMSE 
algorithms can seriously degrade the time delay estimation of 
the LOS in presence of MP, and should not be used in this 
context. In the following figure, we give some examples of 
space spectrum for the above discussed beamformers. For the 
conventional, MPDR and MMSE beamformers, the multipath 
has the following DOA: θ1 = 30°, φ1 = 140°. 
 
 
Figure 2.  Example of space spectum obtained with a CBF (top on the left), 
MPDR (top on the right) and MMSE (bottom in the center) Beamformers 
Another solution to reject the multipaths is to combine 
estimation algorithms and rejection algorithms. In this paper, 
we propose to use the 2D Unitary ESPRIT algorithm [9] to 
estimate the DOA of the incoming sources (LOS and MP). In 
Figure 3. we plot the Root Mean Square Error (RMSE) of the 
azimuth estimation of the LOS signal in the case of SAGE and 
ESPRIT algorithms. We plot the RMSE as a function of the 
relative azimuth and the relative Doppler of the MP with 
respect to the LOS. The relative azimuth represents how close 
in space is the MP and the relative Doppler, how coherent is 
the MP with the LOS signal. The relative delay of the MP is 
fixed to τr1 = 0.25 chip and the elevation to θ1 = 30°. The RMSE 
was calculated over 50 Monte-Carlo simulations. As we can 
see, in the case where the LOS and the MP are strongly 
correlated (very small relative Doppler), ESPRIT algorithm can 
result in a large error.  
Consequently, if we filter spatially the MP based on the 
ESPRIT DOA estimation, this error can lead to a bad MP 
rejection. To illustrate it, we used for example an MPDR 
beamformer with additional null constraints in the MP 
direction. After the beamforming step, we used a maximum 
likelihood estimator (one antenna/one path SAGE algorithm) to 
estimate the time-delay of the LOS signal. In Figure 4. we plot 
the RMSE of the delay estimation after a MPDR beamforming 
with additional null constraints and the full SAGE algorithm (4 
antennas/two paths search). Two disadvantages can be 
observed when using the combinations of EPSRIT and MPDR 
algorithms. First of all, in the case of closely spaced sources, 
the MPDR beamformer seems unable to correctly reject the 
MP. This is mainly due to the small size of the array wich 
implies a low directivity and consequently, low rejection in the 
null direction. The second problem occurs when both sources 
are strongly correlated. In this condition, we already saw that 
ESPRIT algorithm can not provide an accurate estimation of 
the DOA. Consequently, the rejection, or in other words the 
null direction, will not be in the MP DOA. Consequently, the 
MP will be not completely mitigated and will continue to bias 
the time delay estimation of the LOS signal. 
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Figure 3.  RMSE of the LOS azimuth estimation for the ESPRIT and SAGE 
algorithms. 
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Figure 4.  RMSE of the LOS delay estimation for the ESPRIT+MPDR+ (one 
antenna/one path SAGE algorithm), and the 2 paths SAGE algorithm 
We can see that SAGE approach provides a real 
improvement in the DOA estimation. First of all, SAGE 
algorithm uses the frequency domain to filter a part of the 
Gaussian noise and then reduces its influence. In the case of 
close MP, SAGE has two more dimensions (Doppler and time-
delay) to better discriminate the LOS signal and the MP and 
thus, it provides a better estimation. Consequently, time-delay 
estimation is also strongly improved. To conclude, SAGE takes 
the advantage of the space filtering which is the possibility to 
reject very short delay MP [5] (an example is given in section 
6), without the inconvenient which is a possible degradation of 
the performance for closely spaced and correlated sources. 
VI. EXPERIMENTAL MEASUREMENTS 
A. Antenna array description 
The antenna array used for the data acquisition is a 2-by-2 
uniform rectangular array with half-wavelength antenna 
spacing. The array is designed for operation in GPS/Galileo 
L1 frequency band and reception of right-hand circularly 
polarised (RHCP) signals. The schematic view of the antenna 
array is shown in the following figure.  
 
 
Figure 5.  Schematic view of the antenna array 
For improving the polarisation purity (i.e. decreasing the axial 
ratio for RHCP), the patch elements are sequentially rotated by 
90 degrees against each other. High polarisation purity is 
considered to be very helpful to minimise the effect of strong 
reflected multipath echoes that are expected to have left hand 
circular polarisation (LHCP). In [11], it can be observed that 
the separation between the two polarisations is better than 20 
dB. More details about the characteristics of the antenna array 
can be found in [11]. 
 
B. Measurement set-up 
With the antenna array, several sets of measurements have 
been done. Here, we present only the processing of two sets of 
measurements. 
The first sets of measurements were presented in [7]. The 
measurements were carried out by using the set-up on the roof 
of a building in almost open sky conditions. Due to that, the 
antenna array was able to receive 9 signals of all the visible 
GPS satellites at the time of the signal recording (12 August 
2009, 11:03 UTC). Also, we can assume that no multipaths 
were present during this set of measurements and thus, this 
scenario can be considered as a soft multipath scenario. 
In the second set of measurements, the array was fixed on a 
Van situated at 5m of a metallic wall (Hangar) as we can see on 
the Figure 6. In this position, the array was able to receive 9 
satellites (see Figure 7. ) at the time of the signal recording (2 
September 2010, 14:45 UTC). The orientation of the antenna 
array with respect to the northeast- up geodetic coordinates is 
shown in Figure 6. The true DOA of each satellite, given in the 
antenna reference, are reported in table 1. In this condition, we 
expected to see strong and static multipaths. This scenario can 
be considered as a hard multipath scenario.  
 
Figure 6.  Orientation of the array  
 
Figure 7.  GPS constelation at the time of measurement 
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VII. EXPERIMENTAL RESULTS  
After the RF stage filter and the down conversion stage, the 
baseband signal can be stored at the rate of fs=2.5MHz with a 8 
bits quantization. The baseband signal is then used to test the 
SAGE algorithm in post processing. It is also possible to store 
the output of the correlators at each ms of integration. With 
such information, it is possible to implement the algorithms 
presented in the section III (already implemented in the array 
FPGA [3]). 
A. Results for the soft multipath scenario 
In order to compare the performance of the different 
algorithms, we proceeded several tests. First of all, we were not 
able to know the exact position of the receiver and thus, we can 
not have access to the true time-delay. However, the true 
DOAs of the satellites are known, and we can compare the 
estimated parameters with the true ones. Also, the variance of 
the estimation can provide an idea about the accuracy of the 
algorithm.  
After the acquisition step and the bit transition detection, 
we processed the data each 20ms, and the following algorithms 
were used for each tracked satellite signal: 
• ESPRIT: DOA estimation  
• MMSE beamforming (after 1s) 
• DLL: Coherent dot product discriminator, 
integration time of 20ms, Loop filter bandwidth of 
10Hz 
• PLL: atan phase discriminator, integration time of 
20ms, Loop filter bandwidth of 1Hz 
The beamforming algorithm and the DOA estimation 
algorithm were activated 3 seconds after the acquisition. 
With the sampled baseband signal, we implement the 
SAGE algorithm to track the parameters (DOA, delay and 
Doppler) of the LOS signal. Here is an example of the results 
with the PRN 9. In Figure 8. and Figure 9. we plot the DOA 
estimation for the SAGE and the ESPRIT algorithms. In Figure 
10. the Doppler estimation with the SAGE algorithm and PLL 
are presented. 
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Figure 8.  Elevation estimation, PRN 9 
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Figure 9.  Azimith estimation, PRN 9 
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Figure 10.  Doppler estimation, PRN 9 
We can see that the DOA estimation is a little bit biased. 
That should come from some residual calibration error. 
However, the bias is acceptable if we compare with the 
directivity of the array [8]. If we now compare the standard 
deviation, ESPRIT algorithm seems to provide better 
performance in term of DOA estimation (ESPRIT: σelev=0.29°, 
σaz=0.29°, SAGE: σelev =0.7°, σaz=1°). But this does not lead to 
a better Doppler estimation. Indeed, for the Doppler estimation, 
we can see that SAGE and PLL algorithms have the same 
behaviour. Discussion of these effects will be done in the sub 
part C.  
B. Results for hard multipaths scenario 
In this section the data of each satellite have been processed 
for different configurations of SAGE. In the first configuration, 
we assume that no multipaths are present and we search only 
one path. This configuration is so called the one path SAGE 
model. In a second time, we force the SAGE algorithm to 
search two paths. The main idea is to track the LOS signal with 
one path, and have another "free path" in order to detect and 
track a possible multipath. This configuration is so called the 
two paths SAGE model. 
After bit transition detection, we use 20ms to process the 
parameters estimation. 
 
1) Delay estimation  
In Figure 11. we give an example of relative delay 
estimation with the satellite number 12.  In the case of the 2 
paths model, we can see that the estimations of the LOS delays 
are very close to the one path model. We can think that no 
multipath was detected and the track of a second path looks 
useless. 
2) Amplitude estimation  
In Figure 12. we plot the ratio between the power estimated 
with SAGE, and the noise power estimate obtained with an 
eigen-decomposition of the correlation matrix. In other words, 
we plot the SNR estimation of each path after one ms of 
integration.  
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Figure 11.  Relative delay estimation, PRN 12 
 
0.5 1 1.5 2 2.5 3 3.5 4
6
8
10
12
14
16
18
TIME (S)
dB
SNR ESTIMATION, PRN2
 
 
ONE PATH MODEL
TWO PATHS MODEL
0.5 1 1.5 2 2.5 3 3.5 4
-5
0
5
10
15
TIME (S)
dB
SNR ESTIMATION, TWO PATHS MODEL, PRN2
 
 
PATH ONE
PATH TWO
 
Figure 12.  SNR estimation, PRN 2. 
 
We can see that the amplitude of the path one is much more 
important than the amplitude of the path two. That shows how 
the SAGE algorithm works in the case where we overestimate 
the number of path. The SNR of the path 2 is close to zero 
showing that the algorithm is estimating noise only. 
Consequently, the impact of this path is negligible in the 
estimation of the LOS parameters due to the sequential 
approach of SAGE. 
 
3) DOA estimation  
In Figure 13. the DOA estimation is presented for the 
one and the two paths models. First of all, we can note 
that the estimation between the one and two paths model 
are very close. That confirms the trend that the second 
path estimation is useless, and no multipath is tracked. 
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Figure 13.  Azimuth estimation, PRN 12 
C. Discussion 
In the case a soft multipath conditions, a one path model 
SAGE algorithm has been used. In this condition, SAGE 
algorithm is just a basic maximum likelihood estimator. Thus, 
it is coherent to observe the same behaviour between the SAGE 
algorithm and the conventional PLL algorithm which is also a 
maximum likelihood estimator. For the DOA estimation, one 
path SAGE model is equivalent to a conventional beamforming 
algorithm without constraint. Consequently, ESPRIT 
algorithm, which is a sub space algorithm, provides logically a 
smaller standard deviation. In other words, SAGE algorithm is 
not expected to outperform conventional maximum likelihood 
estimator as a DLL and PLL in soft multipath conditions. 
In the presence of severe multipath conditions, simulation 
results (section V) show that SAGE approach can significantly 
reduce the impact of the MP. In the second set of 
measurements (section VII.B), we expected to find very strong 
and static multipaths. Thus, with the two paths model, we were 
expected to track some multipath, and consequently to reduce 
their influence. However, the post processing results with the 2 
paths model SAGE algorithm showed that no serious multipath 
was observed.  
We try to give several explanations to that. First of all, the 
Van was situated at 5m of the wall and thus, we could expect a 
multipath with a relative delay of 0.02Chips. The data was 
sampled at the rate of 2.5 MHz and due to the anti aliasing 
filter, the signal bandwidth is around 2MHz. With such a 
bandwidth, we can not expect to detect or estimate shorter 
delay MP. To illustrate this idea, a simulation has been done 
and we plot on Figure 14. the RMSE of the time-delay 
estimation of the LOS with respect to the relative delay of one 
static MP. We plot the RMSE for the one path, two paths 
SAGE algorithms in the following scenario: θ0 = 60°, φ0 = 
131°, υ0 = 100 Hz, θ1 = 30°, φ1 = 110°, υ1 = 105 Hz, relative 
power=-3dB. We also use the Generalized Likelihood Ratio 
Test [10] (GLRT) to estimate the number of paths in order to 
get the optimum likelihood estimation of the delay. In Figure 
14. we can see that the performances between the different 
models (one, two paths or estimation of the number of paths) 
are quite similar when the relative delay is around 5m. 
Moreover, we should note that the multipath conditions are 
worst in the simulated scenario than in the experimental 
condition (no polarization attenuation, multipath in phase …). 
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Figure 14.  Example of the Cross correlation function  
 
Finally, if we want to be able to detect and measure the 
impact of strong multipath, other measurements campaigns 
should be done farther from the wall. If we put the array at 30m 
for example, we can expect to detect multipath with a relative 
delay of 0.1Chips. Such a multipath can lead to a strong 
positioning error in the case of one path maximum likelihood 
estimators (DLL), and SAGE approach may provide a real 
improvement in the time delay estimation of the LOS. 
Moreover, we can see in the Figure 8. and Figure 9. that 
calibration errors are still present. However, we assume in the 
maximum likelihood formulation that the signal is perfectly 
calibrated. Thus, we should improve the performance by 
proposing other formulation of the maximum likelihood 
estimation (unstructured model as in [11] for example) or by 
including calibration errors in the model.  
VIII. CONCLUSION 
In this paper, we have compared the performance of the 
signal processing techniques which can be used for multipath 
mitigation in GNSS receivers with an antenna array: (i) SAGE 
algorithm and (ii) adaptive antenna algorithms based on digital 
beamforming and direction of arrival estimation. Simulations 
show that SAGE provides a real improvement in the 
mitigating the multipath effect due to the effective combining 
of all available information about the arriving signals in 
different domains (delay, Doppler and space domain) and 
achieving accurate estimation of the parameters of the line-of-
sight signal, i.e. the signal of interest. The improvement is 
especially noticeable for highly correlated multipath echoes. 
The results for post-processing of real-world data presented in 
the paper refer to a specific signal scenario with very short 
relative excess delay of the multipath echo (5m). Because of 
weak multipath effect occurred at such excess delays, these 
results cannot fully demonstrate the advantages of SAGE 
technique. Thus, other measurement campaign should be done 
in order to fill the gap between the theory and praxis. Also, 
another formulation of the maximum likelihood estimation 
problem can be used in order to make SAGE algorithm more 
robust in the presence of calibration errors. 
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