Many real-world optimization problems are dynamic in nature. The interest in the Evolutionary Algorithms (EAs) community in applying EA variants to dynamic optimization problems has increased greatly. Differential Evolution (DE) belongs to the group of evolutionary algorithms which operate in continuous search spaces. DE has been successfully applied to many stationary problem domains. Recently there has been some research into applying DE to dynamic optimization problems too. Many real-world problems consist of decision variables which require the optimization algorithm to work with binary parameters. This makes it impossible to apply DE in its basic form. For this purpose, binary differential evolution (BDE) approaches have been introduced. The main focus of this paper is to perform a series of experiments to test the behavior of a simple BDE under different change conditions. A simple bit-matching problem is chosen as the test environment. The results of this preliminary study show that further study is needed to make BDEs suitable to work in dynamic environments.
INTRODUCTION
Many real-world optimization problems are dynamic in nature. Evolutionary algorithms (EAs) are based on mechanisms found in nature. Adaptation to changes is an ongoing Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. GECCO'07, July 7-11, 2007 , London, England, United Kingdom. process in nature. This has caused a growing interest in applying various types of evolutionary algorithms (EAs) [2] to such problems. For detailed overviews on EAs in dynamic environments, refer to [6, 7, 9, 8] .
The Differential Evolution (DE) [1] algorithm, introduced by Storn and Price in 1995, belongs to the group of evolutionary algorithms which operate in continuous search spaces. DE has been successfully applied to many stationary problem domains. Recently there has been some research into applying DE to dynamic optimization problems too. In [3] , DynDE, a multi-population DE approach for dynamic environments is introduced. The test results are promising.
Many real-world problems consist of decision variables which require the optimization algorithm to work with binary parameters. This makes it impossible to apply DE in its basic form to such problems. For this purpose binary differential evolution (BDE) approaches have been introduced. Two such different implementations can be found in [4] and in [5] . The successful results reported in [3] for applying DE to dynamic optimization problems has been the main motivation behind this study.
The main focus of this paper is to perform a series of experiments to test the behavior of BDE under different change conditions. A simple bit-matching problem is chosen as the test environment and several experiments are performed using the BDE implementation reported in [5] . The BDE is used in its pure form with no additional measures to adapt it to perform better in dynamic environments. This is a very preliminary study and the results promote further study.
The rest of the paper is structured as follows: Section 2 gives an overview of issues related to dynamic environments. In Section 3, the BDE algorithm used in this study is explained. Section 4 details the experimental design and provides results and discussions. Section 5 concludes the paper and provides directions for future research.
DYNAMIC ENVIRONMENTS
Dynamic optimization problems present a challenging area for EA research. An optimization can be considered dynamic if the change in the environment occurs
• in the objective function,
• in the constraints,
• in the problem instance.
One possible way to deal with changes is to approach the problem as new and start from scratch. However, the information gathered until the change time could be useful in finding the new optimum especially if it is not too far from the old one. Different types of change exhibit different characteristics, therefore the best EA approach for a specific environment has to exploit these characteristics. Thus different types of EAs may perform differently in environments with different dynamics. A new approach proposed for use in dynamic environments should be tested for these different change characteristics. The main approaches for coping with different types of changing environments are summarized and discussed in detail in [6] . Changing environments can be categorized based on the following criteria [6] :
• frequency of change
• severity of change
• predictability of change
• cycle length / cycle accuracy
To analyze and compare the performance of various approaches several metrics have been proposed. One of the commonly used performance comparison approaches is using best-of-generation plots. In these plots, the fitness of the best individual in each generation is plotted. This gives an idea as to how badly the algorithm is affected from the change and how quickly and how well it recovers. Another commonly used metric, which gives an overall idea as to how well the algorithm copes with the changes is the offline performance [6] . In this metric, a cumulative average of the best fitness values found so far is calculated. Detailed analysis of different performance measures can be found in [10] .
There are many different EA approaches proposed for improved performance in dynamic environments. A current overview can be found in [7] .
BINARY DIFFERENTIAL EVOLUTION
The Differential Evolution (DE) [1] algorithm was introduced by Storn and Price in 1995. Basically, DE is a population based algorithm which operates in continuous search spaces. DE is based on four main steps:
Each individual in the population passes through these operations. While the initialization step is only done in the first iteration, the other three steps take place in each iteration of DE. The chromosomes of an individual are made up of real valued genes, shown as in Eq. 1, each of which correspond to the parameters of the problem to be optimized.
Xj,i,g = The algorithmic flow of a DE can be seen in Fig. 1 . In this study, BDE which works within a binary search space 1: randomly initialize population 2: while not finished do 3:
for all individuals in population do 4:
choose target and base vectors 5:
randomly choose two other vectors 6:
computed weighted difference vector of the two 7:
add difference to base vector 8:
select between trial vector and base vector 9:
end for 10: end while Figure 1 : The Differential Evolution Algorithm is used. As can be seen from the definition of the mutation operator of the DE algorithm given in Eq. 3, it is not possible to use it for binary valued problems without a modification. There are some approaches in literature for modifying DE so that it works with binary problems. One of these methods uses an angle modulation technique to transform the binary space into a continuous space [4] . In the initial testing stage of this study, the experimental results obtained using this technique for a dynamic environment turned out to be very insufficient. So in the rest of the study and in this paper, the approach explained in [5] by Gong et. al. is used as the BDE implementation. The details of this algorithm is given below.
The initialization step sets the initial values of the parameters in the population. The value can be either 1 or 0 as seen in Eq 2.
Each individual in the population, called the target vector, goes through the mutation and recombination steps. There are several mutation operators. One of the most commonly used forms of these operators, the DE/rand/1 method, chooses three different vectors from the population and creates a mutant vector from these, which will be called the donor vector, through the equation given in Eq. 3.
F takes values in the range (0,1+) and it is recommended to set F less than 1 [1] . Also, the constraint over deciding the r0, r1, r2 vectors can be changed [1] . For example, in some functions when r0 = r1 is allowed, better optimized results can be obtained.
The modification for DE to make it run within binary space, is done to the mutation operator. According to the approach defined by Gong et al. [5] , the multiplication, addition and substitution operators are changed as explained below:
1. The value of any parameter in any of the vectors can be either 0 or 1. To keep all values within the set of {0,1}, the result of the subtraction (Xr1,g,i −Xr2,g,i) is obtained using the hamming distance [5] between the two vectors. The result of the addition operator is also calculated using hamming distances.
2. After the substitution step, each parameter in the vector is multiplied with the F parameter. This operation forces the values of the parameters to change from binary space to continuous space. To be able to use this newly created vector, in the next step of the mutation operator, which is the addition operator, the values should be transformed into either 0 or 1 [5] . To implement this, a rounding mechanism is used.
A sample application of the substitution operator is given in Table 3 . The aim of the recombination operation is to create a different vector based on the donor and the target vectors. The parameters of this vector are taken from the target vector when a uniformly distributed random number is greater than a predefined Cr value; otherwise, it is taken from the donor vector [1] as shown in Eq. 4. There are two proposed ways [5] to implement this step: binomial and exponential. The binomial crossover operation considers each parameter in a vector separately, however in the exponential crossover operation after randj(0, 1) ≤ Cr is true for the first time, the remaining parameters are taken from the donor vector as a block [1] . According to the experimental results obtained by Gong et. al. [5] , binomial crossover operator shows better performance for the OneMax problem. Because the problem used for the tests in this paper is similar to the OneMax problem, the binomial crossover operator is chosen in this study. Cr takes values in the range [0,1]. The vector that is created through the recombination step is called the trial vector.
Selection is the step to choose the vector between the target vector and the trial vector with the aim of creating an individual for the next generation as shown in Eq. 5.
These steps continue until an acceptable solution is found or a predefined number of maximum iterations has been reached.
EXPERIMENTS
The main aim of the experiments is to analyze the performance of BDE in dynamic environments under different change characteristics. The experiments consist of four tests.
• Test 1 compares the performance of a simple genetic algorithm (SGA) to that of BDE in a stationary environment
• Test 2 compares the performance of a simple genetic algorithm (SGA) to that of BDE in a base case dynamic environment
• Test 3 analyzes the performance of BDE under changes of different severities
•
Test Problem
A simple, unimodal test problem is chosen for the tests in this preliminary study. In the bit-matching problem, the aim of the EA is to find the string which fully matches a given string called the target string. The fitness of a solution is defined as the number of bits in the solution candidate which match the corresponding bits in the target string. A higher match means a higher fitness. In the binary case, the fitness of an individual i can be calculated using the Hamming distance between the target string and the solution candidate as given in Eq. 6.
where Hd(target, stringi) gives the Hamming distance between the target string and the solution candidate stringi given by the chromosome of individual i and Length is the length of the target string. The optimum solution matches the target string in all positions, and thus the hamming distance is 0. Therefore there is only one global optimum for this problem and it is also unimodal. In the dynamic version of the bit-matching problem (DBM), the target string is changed everytime the environment changes. The number of bits that are changed in the target string is determined by the severity of the change. A higher number of bits are changed when the change in the environment is severe.
Parameter Settings
For the BDE and the DBM in all experiments, a basecase for the parameter settings is defined as given below. Base-case parameter settings for the BDE:
• F and CR are taken as 0.6 and 0.3 respectively. These values are determined experimentally.
• A chromosome consists of 100 bits.
• The population consists of 100 individuals
• DE/rand/1 mutation is used.
• Binomial crossover method is used.
Base-case parameter settings for the DBM problem
• Target string length is 100.
• At every change approximately 20% are changed, i.e. for every bit position on the target string, the probability of being changed is 0.2.
• Changes occur every 3000 fitness evaluations.
• A total of 20 changes are applied for every run.
For Test 1 and Test 2, the BDE will be compared to a SGA. As a SGA, a very standard generational GA with default parameter settings [2] is used as given below. The algorithmic flow of the SGA can be seen in Fig. 2. • Population consists of 100 individuals.
• Chromosome length is 100. 1: randomly initialize population 2: while not finished do 3:
select mating pool 4:
perform crossover on parents in pool 5:
perform mutation on the offspring 6:
offspring replace parents 7: end while Figure 2 : The Simple Genetic Algorithm
• Binary tournament selection is used.
• Recombination is performed through two-point crossover with probability pc = 0.8. This type of crossover is chosen to make it similar to the crossover mechanism in BDE.
• Bit-flip mutation with probability pm = 1/Length, i.e.pm = 0.01, is used.
• The next generation of individuals is determined through generational replacement where the offspring fully replace the parent population with no elitism.
In Test 3, BDE will be analyzed under changes of different severities. The following severity settings are used:
• lowSeverity = 0.05
• highSeverity = 0.4
• veryHighSeverity = 0.75
In Test 4, BDE will be analyzed under changes occurring with different frequencies. The following frequency settings are used:
• highF requency: changes occur every 1000 fitness evaluations
• mediumF requency: changes occur every 3000 fitness evaluations
• lowF requency: changes occur every 5000 fitness evaluations
The performance comparisons are done based on offline performance values calculated as given below.
x' = 1 T P T t=1 e't where e t = max[eτ , eτ+1, ..., et] (7) where τ is the last time step (τ < t) at which a change occurred.
All results are averaged over 20 runs with different random seeds and different random initial target strings. The average offline performance values over 20 runs and the corresponding standard error values will be reported for each test.
Test Results
All results will be given as offline performace plots and also as average and standard error value tables for each test separately. In all the plots, the x-axes show the number of fitness evaluations and the y-axes show the corresponding offline performance values averaged over 20 runs.
In Test 1, the main aim is to compare the performace of BDE to a SGA in a stationary environment as a base case. BDE uses the base settings and both algorithms are allowed to run a total of 63000 fitness evaluations which corresponds to the total number of fitness evaluations for 21 environments with 3000 fitness evaluations in each. This value is chosen because in the base-case settings for DBM, 20 changes occur with a period of every 3000 fitness evaluations so each algorithm has a chance to work in 21 environments. The offline performance plot is given in Fig. 3 . The average offline performance and the standard errors for SGA and BDE at the end of 63000 fitness evaluations is given in Table 2 .
Both SGA and BDE show a very similar performance in the stationary case. Since the bit matching problem is unimodal and easy, the algorithms display a good performance. BDE and SGA perform equally well under the same conditions. In Test 2, the main aim is to compare the performace of BDE to a SGA in a base-case setting of a dynamic environment. BDE uses the base settings and both algorithms are subject to the base-change parameter settings of DBM. In the base-case settings for DBM, 20 changes occur with a period of every 3000 fitness evaluations so each algorithm has a chance to work in 21 environments. The offline performance plot is given in Fig. 4 . The average offline performance and the standard errors for SGA and BDE at the end of 63000 fitness evaluations is given in Table 3 .
In this test, the change severity and frequency is chosen as medium. SGA drops a little in performance. However the drop in BDE is drastic. Even a SGA with no special mechanisms for dynamic environments performs better than the BDE. In Test 3, the main aim is to analyze the performace of BDE under changes of different severity. BDE uses the base settings and is again subject to the base-change parameter settings of DBM for a total of 21 environments except for the change severity parameter. The tested change severity settings are given in the previous subsection. The offline performance plot is given in Fig. 5 . The average offline performance and the standard errors at the end of 63000 fitness evaluations for different severity settings is given in Table 4 .
As is expected, performance drops as the severity of changes increases. But the performance drop between a medium severity change and a high severity change is not very large. A very high severity change causes approximately 75% of the bits to change, i.e. change probability for each gene is 0.75. A change probability of 0.5 for a gene means it is a new problem to be solved. In this case, the best approach would be to use random-restart. The population which has converged around the current optimum, mainly hinders the progress of the EA after such a severe change. Thus, to study the performance of any EA for any change severities higher than 50% is not very meaningful. For a BDE, this threshold seems to be lower. The offline performance difference between a high and very high severity change is quite small. 'low_severity' 'medium_severity' 'high_severity' 'very_high_severity' Figure 5 : Offline performance in a dynamic environment with different change severities BDE uses the base settings and is again subject to the basechange parameter settings of DBM for a total of 21 environments except for the change frequency parameter. The tested change frequency settings are given in the previous subsection. The average offline performance and the standard errors for the different frequency settings is given in Table 5 . Note that in this test case, since changes occur with different number of fitness evaluations in between, at the end of 21 environments, the total number of fitness evaluations are different for each case. Due to this, the offline performance plots for each change frequency is given separately as in Fig. 6, Fig. 7 and Fig. 8 .
The worst performance occurs under low frequency changes. This means that the BDE has time to converge between the changes and once it is converged, it looses its diversity and is not able to adapt to the new environment. Similarly, the best performance is achieved in a high frequency change environment. The BDE doesn't have sufficient time to converge and thus is able to track the optimum better. 
CONCLUSION AND FUTURE WORK
In this study, a BDE implementation recently proposed in literature has been tested in a dynamic environment setting with different change characteristics. It has been shown that in the stationary case, a SGA and the BDE perform similarly. However, even in the base case change, BDE performs poorly when compared to the SGA. In the further tests, BDE performs even worse. The results indicate that loss of diversity is a major issue when applying BDE to dynamic optimization problems. Once the population looses diversity it is very hard to adapt to the new environment. It can especially be seen in the results of the tests with different frequencies.
It can be concluded from the results that BDE in its pure form is not suitable to be used for solving dynamic optimization problems. However, since it performs well in stationary environments, it promotes further study. Incorporating diversity maintaining techniques into BDE, would help improve performance. Also, multi-population approaches similar to DynDE [3] should be experimented with. In [3] , a good performance is reported for a DE in a dynamic environment with real valued parameters. Similar enhancements can make BDE perform better too.
In conclusion, the results of this preliminary study show that further study is needed to make BDEs suitable to work well in dynamic environments.
