We present a quantitative theory of the scaling properties of Julia sets, using them as a case model for nontrivial fractal sets off the borderline of chaos. It is shown that generally the theory has a "macroscopic" part which consists of the generalized dimensions of the set, or its spectrum of scaling indexes, and a "microscopic" part which consists of scaling functions. These two facets are formally and computationally equivalent to thermodynamics and statistical mechanics in the theory of manybody systems. We construct scaling functions for the Julia sets and argue that basically there are two di6'erent approaches to this construction, which we term the Feigenbaum approach and the RuelleBowen-Sinai approach. For the cases considered here the two approaches converge, meaning that we can map the theory onto Ising models with finite-range interactions. The largest eigenvalue of the appropriate transfer matrix furnishes the thermodynamic functions.
I. INTRODUCTION The aim of a quantitative theory of nontrivial (i.e. , non-self-similar) fractal sets is to provide tools for the predictions of the properties of the set based on some limited amount of information. For strictly self-similar sets this task is trivial; knowledge of a few steps of refinement of the set is sufhcient for carrying on the refinement ad infinitum Unf.ortunately (or fortunately?) fractal sets that appear in nature are often nontrivial and have a spectrum of scaling indexes. Sets of this kind are called multifractals. ' These sets can be described in two fundamentally diferent ways. On the one hand, one can seek global descriptions which enable one to predict the overallp roperties of the multifractals. On the other hand, one should seek a more detailed type of approach which enables one to get a more detailed description of the local properties of the fractal. This distinction is similar to the distinction between thermodynamics and statistical mechanics. Thermodynamics provides characterization of macroscopic systems in terms of their intensive variables (temperature, pressure, etc.) and their thermodynamic functions (free energy, entropy, etc.). Statistical mechanics provides tools for the calculation of these functions from the knowledge of the Hamiltonian.
There have been several apparently independent threads of recent work in which statistical mechanics and thermodynamics have been employed to describe fractal behav- ior. Most explicitly, Ruelle, Bowen, ' and Sinai" have developed a highly mathematical formalism, most particularly for the fractals called Julia sets' ' (see below) , in which one-dimensional statistical mechanics and thermodynamics play an essential role. Part of our work will follow from this approach (see also Refs. 15 and 16 ). An alternative approach is based on Feigenbaum's scaling functions, o. , ' which furnishes an alternative source of a thermodynamic formalism. ' ' %e shall make the connection between these two approaches in this paper.
Recently, a phenomenological approach to the characterization of fractal sets which plays the role of thermodynamics has been proposed and advanced. ' The basic idea is to consider a continuous spectrum of generalized dimensions. These are defined as follows: ' (7 ) o. . In the large-n limit a " becomes the largest eigenvalue of this truncated matrix.
aq"=k(~) .
(1.14)
In particular k(~) is independent of n. period n, i.e. , z =g "(z). This set has 2"-1 points, and is called below V". As n~oo, the spatial distributions of the elements of these difFerent sets approach one another. The Julia set is essentially this infinite-n limit. More technically, it is the closure of the union (over n) of either 9'"or P". In Fig. 1 we show the set with c = -0. 15, where 1(a) was obtained from the preimages up to order 8, whereas 1(b) shows all the periodic points of order 8. We point out that although asymptotically the sets are the same, the first method picks the points that live on the most sharp "corners" of the figure, whereas the second method precisely avoids these points as much as possible. In Fig. 2 where c1 --0 when the positive branch is used and Ei --1 for a negative branch. Thus in P", for example, z is denoted z(0000), and its preimage is z(1000). The set P4 is shown in Fig. 3(a) together with the symbol sequence of every point. It is evident that the position of a point mostly depends on ci and only weakly on E". We also notice that by interpreting c. 1, . . . , E."as the binary expansion of a number i.e. , z(E1, . . . , E")=U(t), the points of P"are well ordered on the Jordan curve around the origin. Since the map is expansive the iteration has the effect of dropping one symbol from the sequence (i.e. , it is a shift). Defining the operator S by S(E1, . . . , E")=(E2, . . . , E"), S (El, . . . , E")=(Er, . . . , E") we see that for r~n g Z(Ei». . . , En )=Z(Er+11 . . i En ) =z(S"(El, . . . , E")}. (2.6) For brevity of notation we shall denote by X~the seg'z(=1) =z(-", "+1) (2. 12) As in the case of P", the position of the points on the Jordan curve is mostly determined by the head (p 1,p2, . . . ) of the symbolic representation. The final property that we shall make use of in the sequel is that U(t) is continuous so that as n~oo the elements of 2"and P"cover the entire Julia set.
III. SCALING FUNCTIONS: PHENOMENOLOGY
A. The Feigenbaum approach j'( )(g ) 2n -z(t) (3.1) In this subsection we describe the construction of a scaling function that depends mostly on the tail of the symbol sequence. The theoretical proof of this feature is deferred to Sec. IV. Here we simply show how the data are used and display the resulting scaling functions.
Consider the set P". We define the distances l'"'(Xl) by 3ENSEN, KADANOFF, AND PROCACCIA where t is the binary fraction (2.5). The distances defined in (3.1) are the nearest-neighbor distances in P". Next we define the local mothers of these distances, denoted by 1(" ')(XI ), to be simply the nearest-neighbor distances of the previous generation I(n -))(yn) I(n -1)(yn -1) (3.2)
In Fig. 4(a) we show l(") and I'" " for P4. Next we define the daughter-to-mother ratio, or the scaling function, by (3.4) Figure 6 shows o (X) ) for n =4, 9 as a function of the binary fraction t'. Evidently we get now a nice convergence. This convergence is displayed quantitatively in Table I . As a function of n of P", we display the average difference between cr(X) ) and o. (X) ') as well as the largest deviation. The exponential convergence is evident.
The analogous scaling functions for c =0.15 are shown in Fig. 7 . Notice that these mothers are precisely the map iterates of the daughters, and that we work within the V"set. In this section we analyze the scaling functions obtained via the two approaches presented in Sec. III, and derive their main property, i.e. , the dependence on the head or tail of the symbol sequence. In addition, we relate the largest eigenvalue of the transfer matrix to the thermodynamics. In all that follows we shall assume that the derivative of the map is bounded from below, i.e. , that there exists a number 2 such that -1.0-~d g(X))) A for any X &. This is equivalent to stating that z = 0 does not belong to the set. We also shall make use of the (trivial) fact that d g is bounded from above (but d g =2).
Most straightforward is the analysis of o. of the 7, set.
Since 5' " is simply the map image of 5'"', we have for large n (i.e. , b. " small) Next we turn to the scaling function o(X) ) of the P" set. As before, we estimate the lengths I'"'(e), . . . , e") and I'" "(e), . . . , E") using the derivative of the map but since P "(:-)=:-we find (2"-l)q"=trM"(q. ) . For more general sets we expect that modifications of the formalism presented above would be needed. Firstly, we would lose the ability to work with scalar distances between data points. In general we shall need vector displacements b, (eo, . . . , e"). The scaling function will become then a matrix or, more generally, a tensor statement. Preliminary work in this direction indicates that this difficulty is surmountable and we hope to present results in the near future.
Another difficulty which is expected is the loss of adequate knowledge of the distribution of periodic orbits.
Not only that we believe that the periodic orbits organize the motion, but for the general set we see no other obvious scheme for representing symbolically the members of the set. At any rate it appears that the difficulty of understanding the scaling structure of strange sets in dynamical systems is translatable to the concrete question of the distribution of periodic orbits.
As far as strange sets outside dynamical systems are concerned, we believe that the language developed above might find application there as well. The task of formulating specific applications remains, however, a future endeavor for the time being.
