Introduction
A problem that has received considerable attention in the computer vision literature is that of recognizing two-dimensional (2D) partially visible objects in a gray scale image. In addition to being an important problem whose solution has many practical applications, it is an important step toward the solution of the more difficult problem of recognizing three-dimensional (3D) partially visible objects in an image. The problem of recognizing partially visible objects is sometimes called the bin of parts problem because, in industry, parts are often presented for batch assembly piled in a bin. The general bin of parts problem (with no constraints on the objects that may appear in scenes except that they be rigid) has been described as the most difficult problem in automatic assembly (Mattill 1976 Gottschalk, Tumey, and Mudge ( 1987) . In addition, we will attempt to characterize the accuracy, robustness, and efliciency of our approach to a greater extent than earlier work.
Related Previous Work
An object recognition algorithm may be classified according to two general attributes: the features that it uses and the matching strategy that it employs. We will not attempt to classify all the algorithms known to us; rather, we will examine those algorithms that are most closely related to our own. For a thorough review of much of the work relating to 2D object recognition, the reader is referred to Chin and Dyer (1986) , Tumey (1986) and Knoll and Jain (1986) . Other important references that, while not closely related to our work, also address the topic of 2D object recognition include Fu (1974) ; Pavlidis (1977) ; Blum and Nagel (1978) ; Tropf ( 1980) ; Ballard ( 1981 ) ; Segen (1983) ; Ballard and Sabbah (1983) ; Bhanu and Faugeraus (1984) ; Cowan, Chelberg, and Lim (1984) ; Koch and Kashyap (1985) ; Ayache and Faugeraus (1986) ; and Dubois and Glanz(1986) .
As will be discussed more later, our algorithm employs data-compressed vectors of samples from the slope-angle versus arclength (9-s) representation of the edge contours of objects that are near to highcurvature points of the contour (critical points). Other workers who have used the 8-s representation of edges are Perkins (1978) ; Yam, Martin, and Aggarwal (1980) ; McKee and Aggarwal (1977) ; Tumey (1986) ; and Tsui and Chan (1987) . Freeman (1977) (Fu 1974) . Our matching strategy does not fit neatly into any one of these categories, as it has elements of both tree searching and correlation over edge contours.
One of the major concerns in the design of our matching recognition algorithm, aside from the commonly considered ones of accuracy and robustness, is efficiency. Goad (1983) discusses an object recognition algorithm for 3D objects in which he attempts to speed up recognition of objects by pre-compiling a portion of the search tree and predetermining a best search path for a given object. We designed our matching algorithm in the same spirit as Goad by taking advantage of the freedom to perform off-line precomputation to optimize our algorithm's recognition efficiency.
Another method that is similar to ours is that of Schwartz and Sharir (1986 This data structure, called a kD tree, will be discussed in detail later. Geometric hashing is, nevertheless, an important step in the right direction, one that has lately been employed in work to recognize 3D objects (Lamdan, Schwartz, and Wolfson 1988 small, the noise will make the probability that the model feature is within the neighborhood small, and the algorithm will often fail to find the correct object (see neighborhood 6j in Fig. 2 ). On the other hand, if 6 is made excessively large, then the correct hypothesis will likely be among those retrieved by the neighborhood query (since the large neighborhood implied by a large 6 will enclose most of the probability density of the image feature vector in the feature space). Unfortunately, as is evident in Fig. 2 , a large neighborhood, 6~ , will likely include many incorrect hypotheses as well as the correct one. Since all hypotheses must be verified, and verification is computationally rather expensive, allowing 6 to be indiscriminately large is not acceptable. We have chosen to view 6 as a design parameter. The recognition task will require a certain level of reliability, and 6 should be made just large enough that the correct hypothesis will be retrieved with a high enough probability to satisfy the reliability requirement. The ideal value, ~2, can only be determined by experiment; however, our experience indicates that the number of hypotheses is rather insensitive to the size of 6 over a fairly wide range, so long as it exceeds a minimum size.
There are a number of data structures that may be used to perform the range searching operation (Bentley and Friedman 1979 We now return to the construction of the kD tree.
As was mentioned previously, during the construction of a kD tree, the discrimination key of a node is chosen as the key that has the greatest variance over the set of remaining records. It was also mentioned that this was done to make queries more efficient. Figure 8 shows the K-L basis vectors, <~, which have been computed using all of the CPN features from the set of models of jigsaw puzzle pieces, the associated variances of the Yk, and the reduced feature vectors. In our case, we required that 98% of the total variance be retained; only five dimensions out of a total of 45 were necessary to achieve the 98% variance figure. This is a reduction in data by nearly an order of magnitude. Finally, Figure 9 shows We have discussed the computation of the first statistic, which is based on the count of matched critical points. We now explain how we perform the computation of the second statistic, the fraction of boundary matched. The mechanics of performing the boundary comparison are quite straightforward. Figure 11 illustrates the process. The image contours are first drawn onto a bitmap to allow easy checking of the spatial proximity of contours (the contours are drawn white on black). After drawing the image contours, the contours of the hypothesis are traced, sample by sample, creating the Cartesian representation of the hypothesis.
As before, the transformation from the model to the hypothesis is chosen so that the pose of the hypothesized CPN feature is at the same pose as the image CPN feature that it matched. At fixed intervals of arclength, ds, a probe is made along a line perpendicular to the hypothesis contour. The pixels on the probe line are generated by Bressenham' s line algorithm (Bressenham 1965) such that the line probed is perpendicular to the hypothesis contour, and the pixels in the line Fig. 11 Fig. 10, The hypothesis is rejected otherwise. The three thresholds and ~3 are chosen to give the best performance with the given object set. Figure 12 shows a typical acceptance region. EXTRACT- NEIGHBORHOODS has complexity 0(1); the procedure POSE-TREE-CONSTRUCTION has complexity 0(1 log 1 ); and the procedure P R O J E C T -C P N S has complexity D(I ). Thus, the total complexity of the four steps prior to the loop is 0(1 log I). We now examine the loop body. The procedure G E T -N E X T -F E A T U R E retrieves the next available feature from the set of features remaining to be processed. This procedure has complexity O( 1 ). The next step in the loop is NEIGHBORHOOD-SEARCH . Recall that this procedure retrieves all image features within a neighborhood of the image feature that was obtained by G E T -N E X T -F E A T U R E . This procedure has average complexity O(log N). Following NEIGHBORHOOD-SEARCH is VERIFY-HYPOTHESES. As described in Sec. 4.3, this procedure decides whether the hypotheses generated by NEIGHBORHOOD-SEARCH are (Canny 1983 ), and we then applied a simple linking algorithm to trace the contours. After the linking step, we resampled the contours so that both the Cartesian and the 0-s contours were sampled at uniform intervals of arclength. To accomplish this, we used an operation developed in Tumey (1986) that simultaneously smoothes the contours, resamples them, and generates both the resampled Cartesian and 0-s contours of the image.
We ran the algorithm on two sets of objects: a set of Fig. 13 . Models of the jigsaw puzzle pieces. The algorithm was run on an Apollo series DN570 color workstation, a 5 MIPS machine (roughly).
Off-line Preprocessing
The off-line processing needs to be performed only once for each distinct set of objects that the system is required to work on. After a training image was preprocessed as previously described, the next step was the assignment of contours to object labels (our training images typically contain several objects). The CPN features of the model contours were then extracted using a simple one-dimensional derivative of a Gaussian edge detector as described in Sec. 4.2. We then applied the K-L expansion to the CPN features to obtain the reduced basis, and the model CPN's were then projected onto the subspace spanned by the reduced basis, also per Sec. 4.2. The projections of the CPN's were stored for use by the on-line recognition procedure.
Figuro 13 shows the set of ten puzzle pieces which form our first model set. Similarly, Figure 14 shows the set of views the algorithm will use to form the model set for the switch parts. Note that in Figure 14, Figure 15 shows sample results of running our algorithm on an image of overlapping puzzle pieces, and Figure 16 illustrates the algorithm's robustness with respect to occlusion. It shows a plot of the percentage of puzzle pieces correctly recognized versus the percentage of the boundary of the puzzle pieces exposed. As can be seen from the figure, none of the puzzle pieces is wrongly classified. Also, any puzzle piece with more than 55% of its boundary exposed is recognized correctly. For those pieces with less than 55% of their boundaries exposed, the algorithm sometimes has no hypothesis good enough to consider as a final hypothesis. However, the false alarm numbers in Table 1 show that if the algorithm does have a final hypothesis, it will be correct with near certainty.
The four variables that determine the decision region specified by (6) (Gottschalk and Mudge 1988) . These features show promise for use in recognition of both scaled 2D and 3D objects. Using these observations, we are currently working to extend the method presented here to the domain of 3D partially visible objects. In addition to the edge-based features described here, it is likely that other attributes of objects will be useful in recognition. The kD tree matching technique that we have described is sufficiently general to accommodate such extensions with ease. Fig. 18 . Percent of objects recognized correctly vs. percent of object boundary visible: switch parts. Per- formance statistics for this figure were gathered from a sample of 14 images.
