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– Abstract –
This paper presents a numerical study of the free-surface evolution for in-
viscid, incompressible, irrotational, horizontally forced sloshing in a two-
dimensional rectangular vessel with an inhomogeneous bottom topogra-
phy. The numerical scheme uses a time-dependent conformal mapping
to map the physical fluid domain to a rectangle in the computational do-
main with a time-dependent aspect ratio Q(t) , known as the conformal
modulus. The advantage of this approach over conventional potential
flow solvers is the solution automatically satisfies Laplace’s equation for
all time, hence only the integration of the two free-surface boundary con-
ditions is required. This makes the scheme computationally fast, and as
grid points are required only along the free-surface, high resolution sim-
ulations can be performed which allows for simulations for mean fluid
depths close to the shallow water water regime. The scheme is robust
and can simulate both resonate and non-resonate cases, where in the
latter, the large amplitude waves are well predicted.
Results of nonlinear simulations are presented in the case of non-breaking
waves for both an asymmetrical ‘step’ and a symmetric ‘hump’ bottom
topography. The natural free-sloshing mode frequencies are compared
with the small topography asymptotic results of Faltinsen and Timo-
kha (2009) (Sloshing, Cambridge University Press (Cambridge)), and
are found to be lower than this asymptotic prediction for moderate and
large topography magnitudes. For forced periodic oscillations it is shown
that the hump profile is the most effective topography for minimising the
nonlinear response of the fluid, and hence this topography would reduce
the stresses on the vessel walls generated by the fluid. Results also show
that varying the width of the step or hump has a less significant effect
than varying its magnitude.
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1 Introduction
Being able to accurately predict the free-surface motion of a fluid in a vessel is of prac-
tical importance in physical applications. The sloshing effects of a fluid in an externally
forced vessel may cause detrimental consequences in many engineering applications. For
example, the sloshing of liquid fuel in the fuel tanks of spacecraft or rockets can affect
their trajectory or, if the sloshing frequency is close to the natural sloshing frequency of
the fuel tank itself, then the high dynamic pressures caused by the resonating fluid could
damage the walls of the tank. For more information on aerospace applications see the
works of Abramson (1966) and Gerrits (2001).
In general, a three-dimensional vessel, such as a ship floating on the ocean, has 6
degrees of freedom. It has 3 linear translations heave, sway and surge and 3 rotational
motions, pitch roll and yaw. Understanding the response of the vessel, and the fluid it
contains, to each of these 6 different degrees of freedom is vital to fully understand the
stability properties of the coupled system (Faltinsen and Timokha, 2009). In the present
work we simplify this general situation to consider only 1 linear translation degree of
freedom and focus on understanding the free-surface evolution caused by horizontal vessel
motion only, such as in Tuned Liquid Dampers (TLDs).
Tuned Liquid Dampers are vessels which contain a fluid which are designed to suppress
wind and earthquake oscillations in tall buildings (Kareem et al., 1999). A schematic of
a TLD is given in figure 1. The designers of TLDs are responsible for understanding the
complicated dynamic coupled motion of the fluid-vessel interaction in order to determine
the optimal amount of fluid in the TLD to damp the most severe oscillations. Such an
investigation would be costly via experiments alone, hence having an effective numerical
scheme which can simulate various forcing frequencies and vessel topologies is beneficial.
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Figure 1: A schematic illustration of a Tuned Liquid Damper (TLD).
Studying the sloshing motion in a stationary or forced vessel either experimentally,
theoretically or numerically is very complicated. The works of Moiseyev and Rumyantsev
(1968), Ibrahim (2005) and Faltinsen and Timokha (2009), and the references herein,
highlight many of the problems observed in this area. The main theoretical and numerical
difficulty is accurately calculating the position of the free-surface, which is an unknown of
the problem. Previous studies of this problem have tended to use one of two approaches
for following the evolution of the free-surface. The first approach uses Lagrangian particle
tracking of the numerical nodes on the free-surface with regridding, but the disadvantage
of this approach is the surface velocities are difficult to accurately calculate and so the
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surface has to be smoothed. The second approach uses mappings to map the physical
domain to a rectangular computational domain with the free-surface now aligned with one
edge of the rectangle. This approach requires no smoothing but it cannot easily predict
flow features such as wetting and drying of the vessel bottom. However, for most physical
applications this is not a major restriction of the method. This mapping approach was
successfully implemented by Frandsen (2004) who used a σ−transformation to map the
liquid domain onto a fixed rectangular computational domain (Phillips, 1957) for two-
dimensional, inviscid, incompressible, irrotational sloshing in a rectangular vessel with a
flat bottom. In the computational domain a transformed version of Laplace’s equation was
solved on a rectangular grid for the velocity potential φ , with the appropriate boundary
conditions on the vessel walls and the free-surface. Frandsen (2004) demonstrated that
this approach was successful for a flat bottomed rectangular vessel by verifying free-surface
results against weakly nonlinear results. However, this σ−transform approach is limited
in two ways: firstly, by solving the transformed version of Laplace’s equation directly in the
interior of the domain, a two-dimensional numerical grid is required, thus restricting the
computational resolution of the method, and secondly, the given σ−transformation does
not extend easily to vessels with inhomogeneous bottom topographies. The numerical
approach used in this paper overcomes both these shortfalls and thus is significant to
research in this area.
The numerical scheme used in this paper uses a time-dependent conformal mapping
to map the physical domain to a rectangular computational domain with time-dependent
aspect ratio, Q(t) , known as the conformal modulus. As the mapping is conformal
the coordinates in the physical domain x(µ, ν, t) + iy(µ, ν, t) and the complex poten-
tial φ(µ, ν, t)+iψ(µ, ν, t) are time-dependent holomorphic functions of the computational
domain coordinates (µ, ν) , so they satisfy the Cauchy-Riemann equations
xν = −yµ, xµ = yν , φν = −ψµ, φµ = ψν , (1.1)
and hence they all satisfy Laplace’s equation
xµµ + xνν = 0, yµµ + yνν = 0, φµµ + φνν = 0, ψµµ + ψνν = 0, (1.2)
in the computational domain. Here ψ is the corresponding streamfunction to the velocity
potential φ . Because of (1.1) and (1.2) we can construct a numerical scheme such that we
only calculate the evolution of the two harmonic functions y and φ on the free-surface,
and use integral transforms to relate these functions to the conjugate harmonic functions x
and ψ along the free-surface (Turner and Bridges, 2015; Dyachenko et al., 1996, 1999; Choi
and Camassa, 1999). When the fluid depth in the vessel is infinite, the integral transforms
are just the Hilbert transform (Dyachenko et al., 1996; Papamichael and Stylianopoulos,
2010), but for finite depth fluids the transforms are given by the Hilbert-Garrick transform
and depend upon the conformal modulus Q(t) making the transforms time dependent
(Turner and Bridges, 2015). The importance of calculating the conformal modulus as
part of the numerical scheme is highlighted by Turner and Bridges (2015) who show
that fixing the conformal modulus produces results which deviate from results generated
using the σ−transformation numerical scheme of Frandsen (2004) by a larger amount
compared to results with a time-dependent conformal modulus. As the mapping in this
paper is time-dependent and calculated as part of the solution, it does not have to be
stipulated in advance, as in Frandsen (2004), hence we are not restricted to vessels with
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an inhomogeneous bottom topography. In this paper, simulations are presented for a
range of intermediate mean fluid depths, in particular the borderline case to deep water
and the borderline case to shallow water. For the deep water borderline case, we are able
to make direct comparisons with results via the numerical scheme of Frandsen (2004).
However, for the borderline case to shallow water we were able to conduct simulations
for a smaller mean fluid depth than the Frandsen (2004) code is able to simulate. This
is because the current scheme is able to be run with a higher spatial resolution because
the harmonic functions y and φ only need to be solved for along the free-surface and no
numerical grid points are required in the interior of the domain. Thus this approach has
clear computational advantages and we use it in this paper to investigate the effect of the
vessel topography on the fluid free-surface evolution in a periodically forced vessel.
Time-dependent conformal mappings have been used previously to investigate the ef-
fect of an inhomogeneous bottom topography on the propagation of periodic water waves
(Ruban, 2004, 2005; Viotti et al., 2013). These studies present numerical approaches sim-
ilar to that presented in this paper, however they do not highlight the time-dependence of
the conformal modulus, and its significance on the numerical calculation. It is possible to
use non-conformal mappings in the numerical scheme in this paper, with the benefit that
then three-dimensional problems can be considered. However in this case the coordinates
(x, y) as well as φ and ψ no longer satisfy Laplace’s equation in the computational do-
main, hence more work is required to solve for the numerical transformation between the
conjugate functions. The effect of coupled fluid/vessel sloshing by considering only 1 rota-
tional degree of freedom, roll, using a time-dependent conformal mapping was investigated
by Turner et al. (2015b).
The time-dependent conformal mapping technique presented here is most effective for
small to moderate amplitude waves, and thus we focus on this regime in this paper. For
large amplitude waves and waves with sharp interfaces, the conformal mapping technique
is less effective (due to surface grid points being poorly distributed at the sharp crests)
and in these cases, methods such as the boundary element method are more effective (e.g.
Wilkening and Yu (2012)).
In the area of liquid sloshing, most of the work which examines the effect of bottom
topography on the hydrodynamic response, focusses on vessels with submerged baﬄes.
These baﬄes can be considered as the limit of an infinitely thin hump profile, such as that
considered in this paper. Evans and McIver (1987) numerically calculated the natural fre-
quency of sloshing modes in a rectangular tank with a central vertical baﬄe and found
that a submerged baﬄe made no significant modification to the frequency of these modes.
In the present study we shall show that for broader hump topographies the modification
of the natural frequencies is more distinct. Akyildiz (2012) performed nonlinear simula-
tions of a vertical baﬄe topography using a numerical algorithm based on the Volume of
Fluid method to reconstruct the free-surface and a finite difference scheme for the fluid
equations (Armenio and La Rocca, 1996). As well as comparing free-surface elevations
with experiments (Akyildiz and U¨nal, 2005; Akyildız and U¨nal, 2006), the strength of
the vortex shed from the baﬄe was examined and was found to weaken with increasing
baﬄe height. Other experiments on the submerged baﬄe topography have found that the
damping ratio of the system increases as the top of the baﬄe approaches the free-surface.
A similar conclusion was found by Idir et al., 2009 who showed that a hump topography
is more effective at attenuating the energy of a forcing than a flat bottomed TLD. The
natural frequencies of sloshing modes in baﬄed three-dimensional tanks has also been
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examined numerically using boundary integral methods (Firouz-Abadi et al., 2008).
The closest numerical study to that presented in this paper was performed by Choun
and Yun (1996) who calculated the natural frequencies in a rectangular tank with a sub-
merged rectangular block, and found that the size and position of the block significantly
influences the sloshing natural frequencies. A similar conclusion is drawn by this work,
but the numerical scheme in this paper is limited to considering smooth profiles, so we are
not able to make direct comparisons at this stage. Other bottom topographies considered
by experimentalists include sloping side walls (Gardarsson et al., 2001), but again, our
code is not able to replicate this study, because of the wetting and drying of the vessel
bottom which occurs as the fluid sloshes back and forth.
Another area of current research which considers water waves propagating over bottom
topography is that of coastal wave interaction. This research area models the progression
of a train of periodic waves, or a single solitary wave up a coastal beach, investigating the
hight increase and steepness of the waves (Grilli et al., 1994, 1997; Grilli, 1998; Grilli and
Watts, 1999). In this area, Laplace’s equation is solved for in the fluid domain and in the
aforementioned works, the solution is formulated as a boundary integral equation. By
extending the physical domain, as highlighted in §3 of this work, the conformal mapping
approach presented in this paper could also be implemented, potentially allowing for more
general bottom topographies to be considered.
The current paper is laid out as follow. In §2 the governing nonlinear equations of
motion are formulated, while §3 derives the nonlinear PDEs governing the evolution of the
free-surface and documents the solution procedure and the numerical scheme. Results of
the numerical simulations for both the step and hump bottom topographies are presented
in §4. Concluding remarks and discussions are given in §5.
2 Formulation of governing equations
Lx
y
F(t)
y=b(x)X
Y*
*
0
n^
Figure 2: A schematic illustration of forced horizontal sloshing,F (t) , in a rectangular
vessel with an impermeable bottom at y = b(x) .
The governing equations for forced sloshing are given by the Euler equations for the
fluid motion, relative to a moving frame. A schematic configuration for this problem is
illustrated in figure 2. The tank has length L , is of a unit width and has an impermeable
bottom given by the function y = b(x) , where (x, y) are moving coordinates attached to
the vessel, with their origin at the bottom left corner of the vessel. We assume that the
fluid motion in the vessel is predominately two-dimensional with the same flow observed
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through each cross-sectional cut in the transverse direction. The moving coordinates are
related to the fixed coordinate system (X∗, Y ∗) via
X∗ = x+ F (t), Y ∗ = y, (2.3)
where F (t) is a time dependent forcing term to be stipulated. The velocity field relative
to the moving frame is denoted by the vector field u(x, t) = (u(x, y, t), v(x, y, t)) . We
assume that the base of the vessel remains horizontal throughout the motion, thus the
fluid motion is irrotational and the velocity field can be expressed in terms of a velocity
potential such that
φx = u+ F˙ and φy = v , (2.4)
where the velocity potential is relative to the absolute frame (cf. equation (2.1) in
Alemi Ardakani et al. (2012)). The governing equations for the fluid motion are then
given by
φxx + φyy = 0, in 0 ≤ x ≤ L, b(x) ≤ y ≤ h(x, t), (2.5)
φt +
1
2
(
φ2x + φ
2
y
)− F˙ φx + g(y − h0) + 1
2
F˙ 2 = Be(t), on y = h(x, t), (2.6)
ht +
(
φx − F˙
)
hx = φy, on y = h(x, t), (2.7)
∇φ · n̂ = (F˙ , 0) · n̂, on y = b(x), (2.8)
φx = F˙ , on x = 0, L , (2.9)
where Be(t) is the Bernoulli function, h(x, t) is the position of the free surface, which is
to be determined, and n̂ is the unit inward normal at the vessel bottom. The derivation of
these equations follows an approach similar to that used in Alemi Ardakani et al. (2012).
In the above system of equations the subscripts x, y and t denote partial derivatives
and the dots denote full derivatives with respect to t . Equations (2.6) and (2.7) are the
dynamic and kinematic boundary conditions at the free surface y = h(x, t) while (2.8)
and (2.9) represent the no penetration boundary conditions on the bottom and side walls
of the vessel respectively.
To solve (2.5)-(2.9) we use a time-dependent conformal mapping and Fourier trans-
forms, and thus we require the solution to be periodic. The symmetric sloshing modes
are periodic for x ∈ [0, L] , but the antisymmetric modes are not. Thus we extend the
domain to x ∈ [0, 2L] by forming the even extension of the variables φ(x, y, t) , h(x, t)
and the solid bottom b(x) , making the solution 2L periodic. Therefore for x ∈ [L, 2L]
the governing equations are
φxx + φyy = 0, in L ≤ x ≤ 2L, b̂(x) ≤ y ≤ h(x, t),(2.10)
φt +
1
2
(
φ2x + φ
2
y
)
+ F˙ φx + g(y − h0) + 1
2
F˙ 2 = Be(t), on y = h(x, t), (2.11)
ht +
(
φx + F˙
)
hx = φy, on y = h(x, t), (2.12)
∇φ · n̂ = (−F˙ , 0) · n̂, on y = b̂(x), (2.13)
φx = −F˙ , on x = L, 2L , (2.14)
where b̂(x) = b(2L − x) is the even extension of the bottom topography. These two
problems can be combined into a single problem for the unknown quantities φ(x, y, t)
and h(x, t) by introducing the new velocity potential
Φ(x, y, t) =
{
φ(x, y, t)− xF˙ (t), for 0 ≤ x ≤ L,
φ(x, y, t)− (2L− x)F˙ (t), for L ≤ x ≤ 2L, (2.15)
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leading to the system of equations
Φxx + Φyy = 0, in 0 ≤ x ≤ 2L, b(x) ≤ y ≤ h(x, t), (2.16)
Φt +
1
2
(
Φ2x + Φ
2
y
)
+ g(y − h0) + xF¨ = Be, on y = h(x, t) for 0 ≤ x ≤ L, (2.17)
Φt +
1
2
(
Φ2x + Φ
2
y
)
+ g(y − h0) + (2L− x)F¨ = Be, on y = h(x, t) for L ≤ x ≤ 2L, (2.18)
ht + Φxhx = Φy, on y = h(x, t), (2.19)
∇Φ · n̂ = 0, on y = b(x), (2.20)
Φx = 0, on x = 0, 2L , (2.21)
where it is assumed that b(x) takes the form of its even extension b̂(x) for L ≤ x ≤ 2L .
Equations (2.16)-(2.21) above are purely inviscid, and simulations of these equations
are suitable for relatively short time periods, such as those considered in this paper, over
which the viscosity of the fluid doesn’t have time to act significantly. But, in both long
time simulations or sloshing simulations with more viscous liquids, the lack of dissipation
considered in the model equations could lead to the simulations incorrectly predicting the
evolution of the free surface. This issue can be overcome, if desired, by introducing an
artificial dissipation term to the dynamic boundary condition or to both the dynamic and
kinematic boundary conditions. For example, one could use the dissipation Φt 7→ Φt+ ν˜Φ
where ν˜ is the artificial dissipation (Baker et al., 1989; Dyachenko et al., 2004) or add
alternative additional terms to the free-surface boundary conditions (Tuck, 1974; Wang
and Joseph, 2006).
In order to solve the system of equations (2.16)-(2.21) we seek a time-dependent con-
formal mapping to transform the physical domain x ∈ [0, 2L] , y ∈ [b(x), h(x, t)] to
µ ∈ [0, 2L] , ν ∈ [−Q(t), 0] in the computational domain, where Q(t) is the time de-
pendent conformal modulus of the mapping. This conformal modulus is an additional
parameter which needs to be determined as part of the solution procedure. Although this
parameter has no physical meaning, we present results for its evolution throughout this
paper as its correct calculation is vital for generating correct results. For information on
the significance of correctly determining the conformal modulus, see Turner and Bridges
(2015). An effective numerical scheme for solving this system of equations, including for-
mulating the governing PDEs for the evolution of the free-surface in parametric form is
described in the next section.
3 Time-dependent conformal mapping
The strategy we use to solve this problem is to assume that there exists a conformal
mapping, w(x + iy) , which maps the physical domain x ∈ [0, 2L] , y ∈ [b(x), h(x, t)]
to the computational domain µ ∈ [0, 2L] , ν ∈ [−Q(t), 0] as shown in figure 3, where
i =
√−1. Moreover, it is assumed that: x = 0, L and 2L are mapped to µ = 0, L
and 2L respectively, y = b(x) and y = bˆ(x) are mapped to ν = −Q(t) and y = h(x, t)
is mapped to ν = 0. The variables x + iy and Φ + iΨ are assumed to be holomorphic
functions and so satisfy the Cauchy-Riemann equations (1.1) and Laplace’s equation (1.2).
Here Ψ is the corresponding form of (2.15) for the streamfunction ψ .
In the computational domain the coordinates (x(µ, ν, t), y(µ, ν, t)) define a parametric
free-surface
(X(µ, t), Y (µ, t)) = (x(µ, 0, t), y(µ, 0, t)) for µ ∈ [0, 2L].
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Figure 3: (a) The physical domain and (b) the computational domain.
It is assumed throughout this paper that the free-surface is non-degenerate everywhere,
i.e. J = X2µ + Y
2
µ 6= 0 for all t and µ ∈ [0, 2L] .
The governing parametric form of the boundary conditions in the unforced problem
are derived in Turner and Bridges (2015), hence following this approach the governing
forced boundary conditions become
1
J
(Φµxµ + Ψµyµ) = 0 on µ = 0, 2L, (3.22)
Ψµ = 0 on ν = −Q(t), (3.23)
XµYt − YµXt = −Ψ˜µ on ν = 0, (3.24)
JΦ˜t − (YµYt +XµXt) Φ˜µ + 1
2
(
Φ˜2µ − Ψ˜2µ
)
+ gJ(Y − h0) +XF¨ = 0 on ν = 0, µ ∈ [0, L] (3.25)
JΦ˜t − (YµYt +XµXt) Φ˜µ + 1
2
(
Φ˜2µ − Ψ˜2µ
)
+ gJ(Y − h0) + (2L−X)F¨ = 0 on ν = 0, µ ∈ [L, 2L] (3.26)
where
Φ˜(µ, t) + iΨ˜(µ, t) = Φ(µ, 0, t) + iΨ(µ, 0, t),
is the complex potential evaluated on the free surface, and the Bernoulli function has
been absorbed into the velocity potential.
The free-surface boundary conditions (3.24), (3.25) and (3.26) are implicit equations
for the dependent variables X, Y, Φ˜ and Ψ˜, which makes them unsuitable for standard
numerical methods. However, following the approach of Turner and Bridges (2015) it is
possible to reformulate these implicit equations into explicit equations.
3.1 Explicit form of the governing free-surface equations
Note that for any fixed value of t , the free-surface (X(µ, t), Y (µ, t)) is a regular parame-
terised curve in the plane. Hence any vector in R2 can be uniquely expressed in terms of
the vector (Xµ, Yµ) and its orthogonal vector (−Yµ, Xµ) . Therefore(
Xt
Yt
)
=
α(µ, t)
J
(
Xµ
Yµ
)
+
β(µ, t)
J
( −Yµ
Xµ
)
,
where α(µ, t) and β(µ, t) are functions to be determined. Substitution of this expression
into (3.24) shows that β = −Ψ˜µ but α can be arbitrary. In other words, the tangential
velocity of a particle at the surface is arbitrary. Hence a natural explicit form for the
kinematic condition is
Xt =
Ψ˜µ
J
Yµ +
α
J
Xµ, Yt = −Ψ˜µ
J
Xµ +
α
J
Yµ, (3.27)
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with α(µ, t) an arbitrary function at this stage. Clearly from these equations we can see
that α = XµXt + YµYt which when substituted into (3.25) and (3.26) we find
Φ˜t = −g(Y − h0)− 12J
(
Φ˜2µ − Ψ˜2µ
)
+ α
J
Φ˜µ −XF¨ x ∈ [0, L],
Φ˜t = −g(Y − h0)− 12J
(
Φ˜2µ − Ψ˜2µ
)
+ α
J
Φ˜µ − (2L−X)F¨ x ∈ [L, 2L].
(3.28)
Hence the tangential velocity choice α also affects the dynamic free surface boundary
condition. In (3.27) and (3.28) the function α(µ, t) is to be determined, and depends
upon the form of the conformal map.
3.2 Fourier representation of the conformal mapping
The time-dependent conformal mapping approach used in this paper means that the
dependent variables x, y, Φ and Ψ all automatically satisfy Laplace’s equation in the
computational domain. Thus the most general form of each of these variables which
satisfy the side wall boundary conditions (3.22), have x = 0, L, 2L at µ = 0, L, 2L and
satisfy the Cauchy-Riemann equations (1.1) are
y(µ, ν, t) = h0 + C0(t) + ν +
∞∑
n=1
(
Cn(t) cosh
npiν
L
+An(t) sinh
npiν
L
)
cos
npiµ
L
, (3.29)
x(µ, ν, t) = µ+
∞∑
n=1
(
An(t) cosh
npiν
L
+ Cn(t) sinh
npiν
L
)
sin
npiµ
L
, (3.30)
Φ(µ, ν, t) = β0(t) + β01(t)ν +
∞∑
n=1
(
βn(t) cosh
npiν
L
+ γn(t) sinh
npiν
L
)
cos
npiµ
L
, (3.31)
Ψ(µ, ν, t) = γ0(t)− β01(t)µ+
∞∑
n=1
(
−γn(t) cosh npiν
L
− βn(t) sinh npiν
L
)
sin
npiµ
L
, (3.32)
where An, Cn, βn, γn and β01 are all functions of time to be determined.
Applying the bottom boundary condition (3.23) gives
Ψµ |ν=−Q(t) = −β01(t) +
∞∑
n=1
(
βn(t) sinh
npiQ(t)
L
− γn(t) cosh npiQ(t)
L
)
cos
npiµ
L
= 0,
which to be true for all n leads to
β01(t) = 0 and γn(t) = βn(t) tanh
npiQ(t)
L
. (3.33)
Thus
Φ(µ, ν, t) = β0(t) +
∞∑
n=1
βn(t)
cosh npi
L
(ν +Q(t))
cosh npiQ(t)
L
cos
npiµ
L
,
Ψ(µ, ν, t) = γ0(t)−
∞∑
n=1
βn(t)
sinh npi
L
(ν +Q(t))
cosh npiQ(t)
L
sin
npiµ
L
,
which agrees with the form of the solutions in Turner and Bridges (2015). The function
γ0(t) is the value of the streamfunction on the vessel bottom, and as Ψ only appears
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differentiated with respect to µ in (3.27) and (3.28), we can set γ0(t) = 0 without loss of
generality.
The number of unknowns can be further reduced by satisfying the bottom boundary
condition for x(µ, ν, t) and y(µ, ν, t) . Therefore on ν = −Q(t) the dependent variables
must satisfy y = b(x) for x ∈ [0, L] which leads to the nonlinear algebraic equation
h0 −Q(t) + C0(t) +
∞∑
n=1
(
Cn(t) cosh
npiQ(t)
L
− An(t) sinh npiQ(t)
L
)
cos
npiµ
L
=
b
(
µ+
∞∑
n=1
(
An(t) cosh
npiQ(t)
L
− Cn(t) sinh npiQ(t)
L
)
sin
npiµ
L
)
, (3.34)
which can be written in a more convenient form for numerical computations as
h0−Q(t)+C0(t)+
∞∑
n=1
Bn(t) cos
npiµ
L
= b
(
µ+
∞∑
n=1
(
Cn(t)
sinh npiQ(t)
L
− Bn(t)
tanh npiQ(t)
L
)
sin
npiµ
L
)
,
(3.35)
by using the substitution
An(t) =
Cn(t)
tanh npiQ(t)
L
− Bn(t)
sinh npiQ(t)
L
. (3.36)
Evaluating (3.29)-(3.32) on the free surface ν = 0, gives the forms of X, Y, Φ˜ and Ψ˜
which appear in (3.27) and (3.28),
Y (µ, t) = h0 + C0(t) +
∞∑
n=1
Cn(t) cos
npiµ
L
, (3.37)
X(µ, t) = µ+
∞∑
n=1
[
Cn(t)
tanh npiQ(t)L
− Bn(t)
sinh npiQ(t)L
]
sin
npiµ
L
, with Bn found via (3.35), (3.38)
Φ˜(µ, t) = β0(t) +
∞∑
n=1
βn(t) cos
npiµ
L
, (3.39)
Ψ˜(µ, t) =
∞∑
n=1
βn(t) tanh
npiQ(t)
L
sin
npiµ
L
, (3.40)
The above equations can be thought of as mappings between the conjugate harmonic
functions on the free-surface. Using the notation of §3 of Turner and Bridges (2015) (Here
we just state the relevant results of this paper) we can write these mappings in operator
form. The mapping between Φ˜ and Ψ˜ is given by
Ψ˜ = Tq
[
Φ˜
]
,
where the operator Tq [P ] acting on P , which has Fourier series representation
P (µ) =
a0
2
+
∞∑
n=1
(
an cos
npiµ
L
+ bn sin
npiµ
L
)
,
is
Tq [P ] =
∞∑
n=1
tanh
npiQ
L
(
−bn cos npiµ
L
+ an sin
npiµ
L
)
,
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which is equivalent to that used in Turner and Bridges (2015) for the free sloshing problem.
The mapping between X and Y is more complicated due to the variable bottom and
we write this as
X − µ = U−1q [Y ] , (3.41)
where (3.35) is used to find the Bn values in (3.38). In the case of a flat bottomed vessel
(b(x) = 0) then Bn ≡ 0 for all n , and U−1q ≡ T−1q , the mapping used by Turner and
Bridges (2015).
The form of α(µ, t) , remarkably, can be derived in closed form. As the bottom to-
pography is fixed and so does not have any explicit time dependence, then following the
work in Turner and Bridges (2015), the function zt/zµ has the boundary values
=
(
zt
zµ
)∣∣∣∣ν=0 = − 1J Ψ˜ and =
(
zt
zµ
)∣∣∣∣
ν=−Q(t)
= 0,
where z(µ+ iν, t) . Hence by the Hilbert-Garrick transformation
α = Jα− JT−1q
[
Ψ˜
J
]
, (3.42)
and we write α to mean the mean value of α which can be shown to be equal to zero via
the same calculation in Appendix A of Turner and Bridges (2015).
3.3 Numerical scheme
The numerical scheme to solve for the free-surface evolution is based on the pseudo-
spectral scheme laid out in Turner and Bridges (2015), and readers are directed there for
more information. The free surface is updated by integrating (3.27) and (3.28) using a
fourth-order Runge-Kutta scheme with a time step ∆t and by discretizing µ ∈ [0, 2L]
using 2N collocation points defined by
µk = (k − 1) L
N
, k = 1, ..., 2N.
Derivatives for the variables in (3.27) and (3.28) are evaluated using central finite differ-
ences. Discretizing in this way retains N terms in the summations in (3.37)-(3.40).
Equations (3.27) and (3.28) are integrated from some given initial condition,
X0(µ) + iY0(µ) := X(µ, 0) + iY (µ, 0), and Φ˜0(µ) + iΨ˜0(µ) := Φ˜(µ, 0) + iΨ˜(µ, 0),
where the initial values of X0(µ) and Y0(µ) at the collocation points come from solving
the two coupled nonlinear algebraic expressions
y = h(x, 0) = H(x) on ν = 0,
y = b(x) on ν = −Q,
where H(x) is a given free surface elevation. The second of these expressions is equivalent
to (3.35), while the first is equivalent to
h0 + C0 +
N∑
n=1
Cn cos
npiµ
L
= H
(
µ+
N∑
n=1
(
Cn(t)
tanh npiQL
− Bn(t)
sinh npiQL
)
cos
npiµ
L
)
. (3.43)
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This pair of equations are each evaluated at the N + 1 points µk for k = 1, ..., N + 1 and
the resulting system on 2N + 2 nonlinear equations are solved via Newton iterations for
the 2N + 2 unknowns Cn, Bn for n = 1, ..., N , C0 and Q .
Time integration of (3.27) and (3.28) from these initial conditions proceeds as follows
for each time step. Firstly the function α(µ, t) is determined by (3.42). Equations (3.27)
and (3.28) are now integrated and X = µ+U−1q [Y ] and Ψ˜ = Tq
[
Φ˜
]
are determined.
After updating all four variables, we update the conformal modulus Q(t) . This is
also an iterative process as the procedure to determine the forms of X(µ, t) and Ψ˜(µ, t)
depends upon Q(t) . The conformal modulus is updated via the µ independent terms of
(3.35) so
Q(n)(t) = h0 +C
(n)
0 (t)−
1
L
∫ L
0
b
(
µ+
N∑
m=1
[
C
(n)
m (t)
sinh mpiQ
(n)(t)
L
− B
(n)
m (t)
tanh mpiQ
(n)(t)
L
]
sin
mpiµ
L
)
dµ.
(3.44)
Once Q(n)(t) is updated, X(µ, t) and Ψ˜(µ, t) are updated and this process continues until
the relative error in Q(n)(t) is less than some threshold value, which we take to be 10−10
in §4. Note, the speed of the iterative processes in the numerical scheme is improved by
calculating the Jacobian matrix of the Newton iterations, after the first iteration at the
first time step, using the projection method of Broyden (1965).
The results in §4 are presented with a time step ∆t = 1 × 10−4 and with N = 400,
except for the free-sloshing mode calculations where N = 100 is used because very small
amplitude waves are considered. The nonlinear terms in the governing equations are de-
aliased, and we apply a filter to X, Y, Φ and Ψ after each complete time step to suppress
growing higher order Fourier modes not removed by the de-aliasing. These additional
higher order modes occur due to the highly nonlinear form of (3.27) and (3.28). The
reason we are not able to fully de-alias the nonlinear terms, is because the equations
contain multiplications by the inverse of a finite Fourier expansion, which itself has an
infinite Fourier expansion, and so de-aliasing cannot occur completely. However, testing
the numerical scheme for various values of N and different de-aliasing values we found
that de-aliasing each quadratic nonlinearity using the 2N/3 approach, and applying the
additional filtering, to be sufficient to produce converged results.
All results are found to be independent of larger N and smaller ∆t . This can be seen
in figure 4 which shows values of
IT (∆t, N) =
∫ T
0
Y (0, t)− h0

dt,
for the nonlinear regime results presented in figures 6(a) (T = 15) and 9(a) (T = 45).
These results are chosen because they are the largest amplitude results considered in
this work, and thus are expected to be the most nonlinear. Therefore these results are
expected to be at the top end limit of the numerical scheme. These results show that as
∆t is reduced and N is increased, the results converge and the resulting free-surface plots
are indistinguishable to graphical accuracy (not shown). The slight drop in the value of
IT for very small ∆t values is due to the filtering applied in the numerical scheme to
de-alias the nonlinear terms. This drop is tolerable for the results presented in this paper,
and as stated above, the results are indistinguishable to graphical accuracy.
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Figure 4: Plot of IT (∆t, N) for the nonlinear regime result in (a) figure 6(a) (T = 15)
for δ = 0.5 and (b) figure 9(a) (T = 45) for δ = 0.05. In each panel +: N = 100, × :
N = 200, ∆: N = 300,  : N = 400,  : N = 500.
All the results presented in §4 are calculated with a vessel length of L = 0.525 m ,
taken to coincide with the length of vessel used by Cooker (1994) in his coupled sloshing
experiment. Therefore, all dimensional distances (h0, ba, , x, y, X, Y etc) are measured
in m , time is measured in s and the frequencies, ω , are measured in s−1 . Where
possible, results are presented using dimensionless variables δ = h0/L, ωt, ba/h0 and
Y (µ, t)/ = (Y (µ, t) − h0)/ , for more generality and thus the results can be scaled
up to vessels of an arbitrary length L . The frequencies plotted in §4 are specific for
the value of L = 0.525 m chosen, but these too can be non-dimensionalised, and then
scaled up, by considering the non-dimensional frequency s = 1
2
ωL/
√
gh0 (Cooker, 1994;
Alemi Ardakani et al., 2012).
4 Results
Here we present small amplitude (linear regime) and moderate amplitude (nonlinear
regime) results for TLD motion with inhomogeneous bottom.
4.1 Homogeneous topography: b(x) = 0
Before considering an inhomogeneous bottom topography, we first consider the case of a
flat bottom in order to validate and seek the limitations of the numerical scheme. We also
use this section to justify the approach taken for the natural frequency calculation of the
free-modes used in §4.2 and §4.3.
For the flat bottom rectangular vessel, the natural frequency of the free-sloshing modes
(F (t) ≡ 0) are known exactly via
ωn0 =
(gnpi
L
tanh (npiδ)
)1/2
, (4.45)
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where δ = h0/L is the dimensionless height of the fluid, but for a general bottom topog-
raphy no closed form exists. The modes with n odd are antisymmetric sloshing modes
and the free-surface has an approximate rotational symmetry about (L/2, h0) , while the
modes with n even are symmetric sloshing modes and the free-surface has an approx-
imate reflectional symmetry about x = L/2. However, we can calculate these natural
frequencies from the numerical simulations by initiating the scheme with
H(x) = 10−6
4∑
n=1
cos
(npix
L
)
, (4.46)
and Φ˜0(µ) = Ψ˜0(µ) = 0. The first 4 sloshing modes are considered, and these are
integrated to a large time value, which we take to be t = 1500. We require a long time
series in order to accurately calculate the free-sloshing mode frequencies. Then we create
the frequency spectrum k(ω) for the free-surface elevation at x = 0 via
k(ω) =
∫ 1500
0
(Y (0, t)− h0) cos(ωt) dt, (4.47)
and read off the free sloshing frequencies at the peaks of this function. For example, see
figure 5(b) for the case h0 = 0.5L . The frequency results for the first 4 sloshing free-
modes are compared to (4.45) in figure 5(a) for the flat bottomed vessel. The agreement
is excellent, justifying the use of this approach for the variable bottom case.
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Figure 5: Plot of (a) ωn0(δ) for n = 1, 2, 3 and 4, where the circles correspond to
numerical results, while the solid lines correspond to the analytical result (4.45), and (b)
the frequency spectrum, k(ω) , for the case h0 = 0.5L .
For the forced sloshing simulations we use the periodic forcing function
F (t) =  cos(ωF t), (4.48)
where ωF is the forcing frequency and  is the amplitude. For the initial conditions we
consider H(x) = Φ˜(µ) = Ψ˜(µ) = 0. This condition generates finite non-zero amplitudes
for the asymmetric modes only for symmetric bottoms, and all modes for asymmetric
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bottoms. This is the same form of horizontal forcing considered by Frandsen (2004).
Turner and Bridges (2015) show the importance of calculating the time variation of Q(t)
for the case b(x) = 0 and compare their results with the results of Frandsen (2004), thus
confirming the validity of the numerical scheme. In figure 6(a) we compare the free-surface
elevation Y (µ, t)/ = (Y (µ, t) − h0)/ directly with those in figure 14(b) of Frandsen
(2004), with h0 = 0.5L , and we note the excellent agreement for both the simulations
in both the nonlinear (solid line),  = 0.0078, and linear (dashed line),  = 3.0 × 10−4 ,
regimes. This excellent agreement is confirmed in figure 6(c) where the result of the current
code for  = 0.0078 is compared directly with that of Frandsen (2004) (black dots). The
nonlinear regime amplitude is chosen to be close to the amplitude where wave breaking
first occurs in the simulation. Wave breaking is undesirable as it cannot be resolved by
the numerical scheme and thus is beyond the scheme’s limitations. In figure 6(b) we
plot Q(t)− h0 showing the time dependence of the conformal modulus in the numerical
calculation, thus showing its significance. Here we also observe the result from Turner
and Bridges (2015) who show that the magnitude of Q(t)− h0 is directly proportional to
the amplitude of the sloshing waves (which in turn are directly proportional to the forcing
amplitude). Hence when we are in the nonlinear amplitude regime, the nonlinear effects
which occur in the fluid will also be reflected as nonlinear effects in Q(t) .
The free-surface profiles for the nonlinear regime result in figure 7(b) show that the
amplification of higher order modes in the solution, breaks the rotational symmetry of
the profiles when compared to the linear regime profiles in figure 7(a), and gives a steeper
‘wave front’ appearance to the nonlinear regime profiles.
In figure 8 we plot the interior fluid velocities u(x, y) = ∂Φ/∂x and v(x, y) = ∂Φ/∂y
in the interior of the vessel for two time values. To numerically calculate these velocites,
the partial derivatives with respect to x and y are written in terms of derivatives with
respect to µ and ν via chain rule and (1.1) (Bridges and Donaldson, 2011)
∂Φ
∂x
=
1
J
(
∂Φ
∂µ
∂x
∂µ
+
∂Ψ
∂µ
∂y
∂µ
)
and
∂Φ
∂y
=
1
J
(
∂Φ
∂µ
∂y
∂µ
− ∂Ψ
∂µ
∂x
∂µ
)
,
and y , x , Φ and Ψ are evaluated on an (N + 1) × (N + 1) grid in the interior of the
computational domain via (3.29)-(3.32) respectively. The resulting derivatives of these
functions with respect to µ are then calculated via central finite differences, making then
accurate to O(N−2) . The resulting plots show that the largest horizontal velocities occur
at points on the free-surface where the steep wave fronts tend to occur.
The simulation above with h0 = 0.5L is an intermediate mean fluid depth on the
deep-fluid border. However, one benefit of this numerical scheme, which only solves the
governing equations along the free-surface, is we can consider shallower water levels than
can be considered by the Frandsen (2004) scheme. The reason for this is because the
Frandsen (2004) scheme could not converge for h0 = 0.05L for the grid resolutions con-
sidered. Higher resolution grids were required, and due to the need for interior grid points
in this scheme, the computations soon became unwieldy. In figures 9-11 we present re-
sults for the mean fluid depth h0 = 0.05L which is on the border between an intermediate
depth fluid and a shallow fluid. Numerically this fluid depth is more challenging and the
numerical scheme fails to converge at fluid depths much smaller than this. At this mean
fluid depth, wave breaking occurs more readily, hence the maximum forcing amplitude
considered is less than for the h0 = 0.5L case, but is again chosen to be close to the
value where wave breaking occurs. The results in figures 9-11 are qualitatively similar
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Figure 6: Plot of (a) Y (0, t)/ and (b) Q(t)−h0 for the case when h0 = 0.5L , ωF/ω10 =
1.3. In each panel the dashed line corresponds to the linear regime result,  = 3.0×10−4 ,
and the solid line is the nonlinear regime result,  = 0.0078. In panel (b) the magnitude
of the linear regime result is increased by a factor of 100 for a visual comparison. Panel
(c) replots the nonlinear regime result of panel (a) and the dots correspond to results
using the code of Frandsen (2004).
to the deeper water results, except with higher frequency fluid oscillations, and smaller
magnitude peaks in Y (0, t)/ . The free-surface profiles in figure 10 are also qualitatively
similar, with the linear regime results in panel (a) giving a sinusoidal appearance, and
the nonlinear regime results in panel (b) having the steeper wave front appearance during
the sloshing motion.
The interior velocity plots in figure 11 show that in this shallower fluid the horizontal
velocity is approaching a depth-averaged state where u(x, y) ≈ u(x) . This confirms that
this fluid depth is close to the shallow water limit. In the shallow water limit we have to
take care when comparing our inviscid results to experimental results because in this limit
the viscous effects on the vessel bottom, neglected by this scheme, become significant and
lead to the attenuation of of the waves (Putnam and Johson, 1949). However, viscous
effects are not considered in this study.
Finally, to examine the limitation of the numerical scheme with respect to calculating
large amplitude waves, we consider the resonance case when ωF = ω10 , with h0 = 0.5L
and  = 0.0026 in figure 12. Here again the dots represent simulations of the Frandsen
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Figure 7: Plot of Y (X, t) for the case when h0 = 0.5L , ωF/ω10 = 1.3 and (a)  =
3.0×10−4 and (b)  = 0.0078. In each panel the results for times t = 4.2, 4.4, 4.6, 4.8, 5.0
and 5.2 (ω10t = 30.8, 32.3, 33.8, 35.2, 36.7 and 38.2) are numbered 1-6 respectively.
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Figure 8: Plot of the contours for (a) u(x, y) and (b) v(x, y) at t = 6.75 (ω10t = 49.5)
and (c) u(x, y) and (d) v(x, y) at t = 13.5 (ω10t = 99.1) for h0 = 0.5L , ωF/ω10 = 1.3
and  = 0.0078.
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Figure 9: Plot of (a) Y (0, t)/ and (b) Q(t)−h0 for the case when h0 = 0.05L , ωF/ω10 =
1.3. In each panel the dashed line corresponds to the linear regime result,  = 6.3×10−5 ,
and the solid line is the nonlinear regime result,  = 0.0032. In panel (b) the magnitude
of the linear regime result is increased by a factor of 1000 for a visual comparison.
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Figure 10: Plot of Y (X, t) for the case when h0 = 0.05L , ωF/ω10 = 1.3 and (a)  =
6.3×10−5 and (b)  = 0.0032. In each panel the results for times t = 4.2, 4.4, 4.6, 4.8, 5.0
and 5.2 (ω10t = 12.7, 13.3, 13.9, 14.5, 15.1 and 15.7) are numbered 1-6 respectively.
(2004) numerical scheme. We see that in this case the current scheme does not integrate
for as long as the Frandsen scheme, but still manages to calculate wave amplitudes 60
times larger than the forcing amplitude. Figure 12(b) shows that the current scheme
breaks down due to not being able to iteratively calculate the conformal modulus due to
the rapid, large amplitude, oscillations in Q(t) . Further progress to larger time values
can be achieved by reducing ∆t so that the initial guess for Q(t) from the previous
time-step is more accurate, but the time-step size soon becomes too small to feasibly run
the simulation in a reasonable time. This limitation of the scheme however, is not too
limiting, as the main interest in this paper is in non-resonant cases.
With the numerical scheme now justified, and its limitations known, we next investi-
gate any qualitative or quantitative differences to these sloshing results for inhomogeneous
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Figure 11: Plot of the contours for (a) u(x, y) and (b) v(x, y) at t = 13.5 (ω10t = 40.8)
and (c) u(x, y) and (d) v(x, y) at t = 24.75 (ω10t = 74.8) for h0 = 0.05L , ωF/ω10 = 1.3
and  = 0.0032.
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Figure 12: Plot of (a) Y (0, t)/ and (b) Q(t)−h0 for the resonance case when h0 = 0.5L ,
ωF/ω10 = 1 and  = 0.0026 (nonlinear regime). In panel (a) the black dots correspond
to the results of the code of Frandsen (2004).
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bottom topographies in the following sections.
4.2 Step topography: b(x) = 12ba
(
1− cos pixL
)
In this section we consider the sloshing motion in a TLD with a step-bottom topography
given by
b(x) =
1
2
ba
(
1− cos pix
L
)
for 0 < x < L,
where ba is a measure of the topography magnitude. An example of this topography is
given by curve 2 in figure 13. Here the bottom is asymmetric for ba 6= 0 thus we expect
x
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Figure 13: Plot of b(x) for the four topography types considered in §4.1 (curve 1), §4.2
(curve 2) and §4.3 (curves 3 and 4) for ba = 14h0 = 14δL and δ = 12 .
different free-surface behaviours at either end of the vessel. Also, as the symmetry of the
vessel has been broken, we expect the distinction between symmetric and antisymmetric
free sloshing modes not to apply in this case, and in this section we describe them just
as ‘sloshing modes’. Before investigating the nonlinear fluid effects of the forced TLD,
we first investigate how the natural frequencies of the first 4 sloshing modes are modified
by increasing the ratio of the step height to the mean fluid depth, ba/h0 . These results
are displayed in figure 14 for (a) δ = 0.05, (b) δ = 0.15 and (c) δ = 0.5. The results
of the numerical simulations, given by the symbols, show that as the magnitude of the
bottom topography is increased the natural frequency of each mode reduces. This is in
agreement with the asymptotic result for ba/h0  1 given by equation (4.90) of Faltinsen
and Timokha (2009). This states
ω2n = ω
2
n0
1− ∫ L0 ∂φn∂n ∣∣y=b(x) φn|y=b(x) dx
npi
L
tanh npih0
L
∫ L
0
(φn|y=h0)2 dx
 , (4.49)
where
φn =
cosh npiy
L
cosh npih0
L
cos
npix
L
,
is the modal form for the free modes for a homogeneous bottomed vessel and ωn0 is
the frequency of the nth mode for the homogeneous bottomed vessel given in (4.45).
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Figure 14: Plot of the natural frequencies ωn(ba/h0) for (a) δ = 0.05, (b) δ = 0.15 and
(c) δ = 0.5. In each panel the circles represent the results of the numerical simulations
and the dashed lines give the asymptotic result (4.49) for the first 4 modes.
We note that agreement between the numerical and asymptotic results is very good for
ba/h0 . 0.3 and the asymptotic result over estimates the frequency for larger magnitude
steps. The implications of this reduction in the natural frequency of the free-modes is
discussed below.
In figure 15 we display both simulations in the linear and nonlinear regimes for the
case h0 = 0.5L , ωF/ω10 = 1.3 with ba/h0 = 0, 0.25 and 0.5. As the bottom topography
is asymmetric in this section we display results for the amplitude of the free surface at
both ends of the vessel for comparison. Panel (a) shows that at the left-hand end of
the vessel (deeper fluid region) the magnitude of the surface elevation decreases as the
magnitude of the bottom topography increases, while at the right-hand end of the vessel
(shallow fluid region) the magnitude of the free-surface elevation is similar for each value
of ba/h0 . This can more clearly be seen in figure 15(d) where the ba/h0 = 0 result is
plotted together with the ba/h0 = 0.5 result. The reason for this different qualitative
behaviour is because, at x = 0 the force on the fluid is directed perpendicular to the wall
for 0 ≤ y ≤ h , however at x = L the force on the fluid is only directed perpendicular to
the wall for ba ≤ y ≤ h , and for 0 ≤ y ≤ ba the force is directed normal to the vessel base,
21
(a) ω t
Y(0,t)/ ε
10
-5
 0
 5
 10
 15
 20
 25
 0  20  40  60  80  100
(b) ω t
Y(L,t)/ε
10
-5
 0
 5
 10
 15
 20
 25
 0  20  40  60  80  100
(c) ω t
Q-h
10
0
-0.005
 0
-0.045
-0.04
-0.035
-0.09
-0.085
-0.08
 0  20  40  60  80  100
(d)
-5
 0
 5
 10
 15
 0  20  40  60  80  100
ω t10
Y(L,t)/ε
Y(0,t)/ ε
(e) ω t
Y(L,t)/ε
10
-6
-4
-2
 0
 2
 4
 6
 0  20  40  60  80  100
Figure 15: Plot of (a) Y (0, t)/ and (b) Y (L, t)/ , when h0 = 0.5L , ωF/ω10 = 1.3 and
ba/h0 = 0, 0.25 and 0.5 from bottom to top. In each panel the dashed line corresponds to
the linear regime result,  = 3.9× 10−4 , and the solid line is the nonlinear regime result,
 = 0.0078. Panel (c) plots Q(t) − h0 for the nonlinear regime results in panels (a) and
(b) with ba/h0 = 0, 0.25 and 0.5 from top to bottom. (Note the different y−axis scales).
Panel (d) plots Y (0, t)/ on the bottom and Y (L, t)/ on the top for ba/h0 = 0 (solid
lines) and ba/h0 = 0.5 (dashed lines) in order to show the change in wave amplitudes.
Panel (e) plots Y (L, t)/ for ba/h0 = 0 (solid line) and 0.5 (dashed line) on the same axis
highlighting the drift in time of when the vessel and the fluid motions are out of phase.
These regions occur approximately at the squares for ba/h0 = 0 and at the circles for
ba/h0 = 0.5.
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which also contains a component in the vertical direction. Hence at x = L the horizontal
force on the fluid by the vessel is less than at x = 0. This means that as the vessel moves
from left to right (x increasing) a larger amplitude sloshing wave will be formed, giving
a larger surface elevation at x = L , while when it moves from right to left (x decreasing)
a smaller amplitude wave is formed giving a smaller surface elevation at x = 0.
In panels (a) and (b) it is also clear that as the magnitude of the bottom topography
is increased the magnitude of the nonlinear effects in the fluid are reduced. Thus to see
nonlinear fluid effects with a large step topography requires a larger forcing amplitude.
In figure 15(b) we also observe that because the frequency of the free-modes is reduced
as ba increases (see figure 14 for natural frequencies of the free-modes), the period of
time between points where the vessel and the fluid motion are out of phase with one
another (which corresponds to regions of smaller surface elevation in between the larger
periodic oscillations) is reduced. This can more clearly be seen in figure 15(e), where the
squares and circles represent the approximate middle point of this region for ba/h0 = 0 and
ba/h0 = 0.5 respectively. Thus these simulations suggest that including a step topography
in the vessel is an effective way to remove moderate amplitude sloshing modes and hence
high stresses on the vessel walls.
The evolution of Q(t)−h0 for the three nonlinear regime simulations is given in figure
15(c), and we note that as ba increases, the magnitude of the oscillations in Q(t) also
increases, meaning that the correct calculation of Q(t) on the overall simulation becomes
more important for larger bottom topographies. This is an interesting result, because
Turner and Bridges (2015) showed that the size of Q(t) − h0 was directly proportional
to the size of the sloshing mode amplitude, but here we observe that despite the wave
elevation at x = 0 and the size of the nonlinearity both decreasing (we know this because
the difference between the linear and nonlinear regime results in figure 15 reduces) for
increasing ba/h0 , |Q(t) − h0| still increases. This suggests a subtle interplay between
the topography magnitude and the amplitude of the sloshing modes on the size of the
conformal modulus oscillations.
The interior velocity plots in figure 16 show that, unsurprizingly, the fluid at the
highest part of the step has an approximate ‘depth-averaged’ appearance (see panel (a)),
with vertical contours, while further down the step the contours look more like those for
the deeper water plots in figure 8. This shows that this bed topography gives the flow
features of both the deeper water and shallower water results from figures 8 and 11 in the
same simulation. In figure 16(c) we see that there are two distinct parts of the free-surface
moving in opposite directions (similar to the shallower depth result in figure 11(c)), but
like the deeper water results in figure 8, it is confined to a region close to the free-surface.
For a shallower fluid case, in the transition range between shallow to intermediate
depth fluids, with h0 = 0.05L in figure 17, we were not able to compute results for the
larger values of ba/h0 , because we find that many more iterations are needed at each time
step in order to calculate the mapping U−1q and hence the simulation run time increased
to impractical levels. However, the results presented here do show the same qualitative
effect as for the deeper fluid case, but the reduction in the wave amplitude at x = 0 is
less, as is the reduction of the nonlinear fluid effects for larger steps. Figure 17(c) also
shows the effect on Q(t)− h0 is the same as for the deeper fluid results.
The form of the free-surface profiles Y (X, t) for the step topography are not dissimilar
in appearance to those for the homogeneous vessel shown earlier. For example, the non-
linear regime profiles have a wave front appearance like those in figure 7(b), and because
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Figure 16: Plot of the contours for (a) u(x, y) and (b) v(x, y) at t = 3.0 (ω10t = 22.0)
and (c) u(x, y) and (d) v(x, y) at t = 9.0 (ω10t = 66.0) for h0 = 0.5L , ba/h0 = 0.5,
ωF/ω10 = 1.3 and  = 0.0078.
of this we do not include these profiles as they do not add anything extra to the analysis.
A potential hazard of inserting a step bottom topography into an existing TLD which
is forced at a fixed frequency, is the possibility of exciting a resonance in the system.
Figure 18 shows two possible ways in which such a resonance could be excited. In figure
18(a) we consider a forcing frequency ωF = 0.9ω10 < ω10 . Hence as ba is increased
the natural frequency of the free-modes decreases (see figure 14) and a resonance occurs
with the lowest frequency free-mode for ba ≈ 0.6h0 . In figure 18(b) we consider the case
with ωF = 1.45ω10 > ω10 . Here, for ba/h0 = 0.6 we see large free-surface elevations
in comparison to the ba = 0 case, but this is different from panel (a) because here the
resonance occurs with the second free-mode. The significance of this result is that the
asymmetric bottom topography breaks the symmetry of the even numbered free-modes,
so these modes have to be considered when building in the bottom topography. If the
bottom were symmetric then this would not be the case because the initial amplitude
of the symmetric modes in the initial condition would be small (or zero) due to the
antisymmetric nature of the forcing. In the next section we consider such a symmetric
bottom topography.
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Figure 17: Plot of (a) Y (0, t)/ and (b) Y (L, t)/ , when h0 = 0.05L , ωF/ω10 = 1.3 and
ba/h0 = 0, 0.1 and 0.15 from bottom to top. In each panel the dashed line corresponds to
the linear regime result,  = 6.3× 10−5 , and the solid line is the nonlinear regime result,
 = 0.0032. Panel (c) plots Q(t) − h0 for the nonlinear regime results in panels (a) and
(b) with ba/h0 = 0, 0.1 and 0.15 from top to bottom. (Note the different y -axis scales).
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Figure 18: Plot of Y (0, t)/ for h0 = 0.5L and ba/h0 = 0 (dashed line) and 0.6 (solid
line) with  = 3.9× 10−4 and (a) ωF/ω10 = 0.9 and (b) ωF/ω10 = 1.45.
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4.3 Hump/Trough topography: b(x) = 12ba
(
1− cos 2pixL
)
In this section we consider the symmetric bottom topography given by
b(x) =
1
2
ba
(
1− cos 2pix
L
)
for 0 ≤ x ≤ L.
Because this bottom topography is symmetric, we again have the distinction between
symmetric and antisymmetric sloshing modes, with the antisymmetric modes given by
the odd values of n and the symmetric modes given by the even values of n . Unlike for
the topography in §4.2, here we also consider the case ba < 0, which corresponds to a
trough topography while ba > 0 corresponds to a hump topography, an example of each
is shown by curves 3 and 4 in figure 13.
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Figure 19: Plot of the natural frequencies ωn(ba/h0) for (a) δ = 0.05, (b) δ = 0.15 and (c)
δ = 0.5. In each panel the circles represent the results of the numerical simulations and
the dashed lines give the asymptotic result (4.49) for the first 4 modes (2 antisymmetric
and 2 symmetric).
For this topography the natural frequency of the free-sloshing modes for (a) δ = 0.05,
(b) δ = 0.15 and (c) δ = 0.5 are plotted in figure 19. We again observe good agreement
with the asymptotic result (4.49) for |ba/h0| . 0.3, and when ba/h0 > 0 the frequency of
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all the sloshing modes reduces from the ba = 0 value, while for ba/h0 < 0 the frequency
of these modes increases from this value. For δ = 0.5 the fundamental mode frequency
reduces by 45% at ba/h0 = 0.9 from the flat bottom result, while for δ = 0.05 this
reduction is 55%. When ba/h0 = −0.9 the respective increase of the fundamental mode
frequency is 3% and 26% for δ = 0.5 and 0.05 respectively. We also note that the
simulation results always under predict the natural frequency of the free-modes for the
larger values of |ba/h0| , as was the case for the step topography in §4.2.
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Figure 20: Plot of Y (0, t)/ when h0 = 0.5L , ωF/ω10 = 1.3 and (a) ba/h0 = 0, 0.25 and
0.5 from bottom to top and (b) ba/h0 = 0, − 0.25 and −0.5 from bottom to top. In
each panel the dashed line corresponds to the linear regime result,  = 3.0 × 10−4 and
the solid line is the nonlinear regime result,  = 0.0078. Panel (c) plots Q(t)− h0 for the
nonlinear regime results in panels (a) and (b) with ba/h0 = −0.5, − 0.25, 0, 0.25 and
0.5 from top to bottom.
In figure 20 we present simulations in both the linear and nonlinear regimes for the case
h0 = 0.5L , ωF/ω10 = 1.3 and ba/h0 = 0, ±0.25 and ±0.5. Unlike in §4.2, the symmetric
bottom profile means that we need only consider the free-surface elevation at one end of
the vessel. For the case when ba/h0 > 0, i.e. a hump topography, we see that the free-
surface elevation is greatly damped, even more so than the antisymmetric bottom in §4.2,
and even when ba/h0 = 0.25 the nonlinear response of the fluid is practically nullified
for the chosen forcing magnitude. For the case of a trough topography in panel (b), the
free-surface elevation does not change a great deal, and while the nonlinear effects appear
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to be larger for ba/h0 = −0.5 than for ba/h0 = 0, the difference is not significant. This is
unsurprising though, as h0 = 0.5L is already in the transition region from an intermediate
to a deep fluid, so inserting a trough just moves the vessel geometry closer to the deep
water limit (tanh(piδ) ≈ 1, δ ≈ 0.9).
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Figure 21: Plot of the contours for (a) u(x, y) and (b) v(x, y) at t = 3.0 (ω10t = 22.0)
and (c) u(x, y) and (d) v(x, y) at t = 7.5 (ω10t = 55.0) for h0 = 0.5L , ba/h0 = 0.5,
ωF/ω10 = 1.3 and  = 0.0032.
The interior velocity plots in figure 21 show that, unlike the step case in figure 16,
the horizontal velocity plot does not have a depth averaged appearance as it moves over
the highest point of the hump. However, we again see that the faster velocities are again
confined to a region close to the free-surface.
The main conclusion from this section is these results show that a TLD with a hump
topography is the most effective topography when it comes to damping out the fluid
sloshing motion and hence reducing the fluid stress on the vessel walls. This is in line
with the experimental findings of Idir et al. (2009).
4.4 Broad and narrow topographies
In this final section we consider the effect on the fluid motion by considering TLDs with
inhomogeneous bottom topographies consisting of broader and narrower steps from §4.2
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and broader and narrower humps from §4.3. In order to achieve this we introduce the
bottom topography function
b(x) =
{
ba
(
1− cn2 (nK(m) x
L
,m
))
m ≥ 0
bacn
2
(
nK(|m|) x
L
, |m|) m < 0 for 0 ≤ x ≤ L, (4.50)
where
K(m) =
∫ pi/2
0
dθ
(1−m2 sin2 θ)1/2 ,
and
cn(u,m) = cos(φ) with u =
∫ φ
0
dθ
(1−m2 sin2 θ)1/2 .
Here cn(u,m) is the Jacobian elliptic cosine function (Bowman, 1953) and n = 1 for the
step profile and n = 2 for the hump profile. The parameter m defines the broadness
of the function b(x) , and when m = 0 the topographies are the same as those in §4.2
and §4.3 for n = 1 and n = 2 respectively. For |m| . 0.5 the deviation of b(x) from
these previous profiles is small, and in the limits m→ 1, b(x)→ ba =constant, while as
m→ −1 b(x)→ 0, except at x = L/n . A plot of b(x) for various values of m are given
in figure 22, along with the profiles of db/dx which are given by
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Figure 22: Plot of b(x) and b′(x) given in (4.50) and (4.51) for (a,b) n = 1 and (c,d)
n = 2 with ba = 0.25h0 and δ = 0.5. In each panel the profiles m = −0.999, − 0.99, −
0.9, 0, 0.9, 0.99, 0.999 are numbered 1-7 respectively.
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db
dx
= sgn(m)
2nbaK(|m|)
L
[
1−m2sn2
(
nK(|m|)x
L
, |m|
)]1/2
cn
(
nK(|m|)x
L
, |m|
)
sn
(
nK(|m|)x
L
, |m|
)
(4.51)
where
sn(u,m) = sin(φ),
is the Jacobian elliptic sine function (Bowman, 1953) and sgn(m) is the sign function. The
elliptic sine function is related to the elliptic cosine function via sn2(u,m) = 1−cn2(u,m) .
For the step profile (n = 1), figure 22(a) shows that the step is narrow and concen-
trated closer to x = L for large negative m , while for large positive m the step is broad,
with a small cavity region close to x = 0. Figure 22(b) also shows that as |m| increases
the gradient of the step increases, with the lowest gradient occurring for m = 0.
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Figure 23: Plot of Y (0, t)/ and Y (L, t)/ , when h0 = 0.5L , ωF/ω10 = 1.3, ba/h0 = 0.25
for the profiles in (4.50) with n = 1 and (a,b) m = 0, − 0.999, and (c,d) m = 0, 0.999
given by the solid, dashed and dotted lines respectively. The magnitude of the forcing is
 = 0.0078, hence these are nonlinear regime simulations.
In figure 23 we focus on simulations for the nonlinear regime sloshing amplitude  =
0.0078 with ba/h0 = 0.25 and δ = 0.5, and investigate the effect on the free-surface
elevation of broadening/narrowing the step topography. These results appear to show no
real long time trend, because the results diverge from one another as time increases, but a
careful inspection of the peak and trough amplitudes shows that in general the narrower
step leads to larger amplitude free-surface oscillations than for the broader step, at least
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over the time scale investigated here. When we compare the conformal modulus evolution
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Figure 24: Plot of Q−h0 for the results in figure 23. Here the results are numbered with
the same convention as those in figure 22(a).
in figure 24 for these simulations we see that as the step broadens (result 1 through to 7)
the average value of Q(t) reduces and the magnitude of the oscillations from the mean
value reduces slightly too. This is not surprising though, because for the narrower step
there is effectively a deeper expanse of fluid in the vessel than for the broader step, and
we saw in §4.2 that for shallower fluids the nonlinear effect in the fluid reduces, and the
maximum magnitude of Y (0, t)/ also reduces.
For the hump profile (n = 2), figure 22(c) shows that the step is narrow for large
negative values of m , while for large positive m the step is broad. Figure 22(b) also
shows that as |m| increases the gradient either side of the hump increases, with the
lowest gradient occurring for m = 0.
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Figure 25: Plot of Y (0, t)/ , when h0 = 0.5L , ωF/ω10 = 1.3, ba/h0 = 0.25 for the profiles
in (4.50) with n = 2 and (a) m = 0, − 0.99, and (b) m = 0, 0.99 given by the solid,
dashed and dotted lines respectively. The magnitude of the forcing is  = 0.0078, hence
these are nonlinear regime simulations.
The nonlinear regime free-surface elevation profiles in figure 25 for the broadening
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humps behave in a similar manner as for the steps in figure 23. Again the results for
different values of m diverge from one another as time increases, however, this time the
narrower steps (panel (a)) generally reduce the free-surface amplitude at x = 0, while for
the broader steps the free-surface amplitude is slightly increased. Note that the amount
by which Y (0, t)/ is increased or reduced in this case is much less than for the step
profiles.
Thus we can conclude that the overall width of the step/hump is not greatly significant
in reducing the nonlinear feedback of the fluid, its mere presence and hence its magnitude
makes the largest effect. The results in figure 25 suggest that the most effective damping
topography for the nonlinear fluid response is likely to be an infinitely thin hump, or
equivalently, a submerged baﬄe such as that in Evans and McIver (1987).
5 Conclusions and discussion
This paper examined the effect of an inhomogeneous bottom topography on the free
surface elevation of a sloshing fluid in a periodic, horizontally forced vessel, such as a
Tuned Liquid Damper (TLD). Results were simulated using a time-dependent conformal
mapping technique to map the complex geometry, including the position of the unknown
free-surface, to a rectangle in the computational domain with a time-dependent conformal
modulus. As the mapping was time-dependent the conformal modulus had to be found as
part of the solution making the numerical method computationally complex. The main
advantage of this scheme over other potential flow schemes, such as that of Frandsen
(2004) for example, is the scheme is constructed such that only the time integration of
the two free-surface boundary conditions is required. This made it computationally fast,
allowed for high spatial resolution as only a 1-dimensional grid was required, and bottom
topography effects can be easily incorporated. The scheme detailed in this paper is robust
and results were presented for invsicid, non-breaking sloshing waves in a flat bottomed
vessel for mean fluid depths from the intermediate depth/deep water border, down to
the intermediate depth/shallow water border. Resonant sloshing simulations were also
presented and showed that the scheme can simulate large amplitude nonlinear waves up
to approximately 60 times the forcing amplitude.
Simulations were also presented for an asymmetric ‘step’ profile as well as a symmetric
‘hump’ profile. In both cases, analysis of the free-sloshing modes found that their natural
frequency decreased as the ratio of the bottom topography magnitude to the average
fluid depth increased. Nonlinear regime simulations showed that the hump topography
was the most effective profile for reducing the nonlinear response of the fluid, as well as for
reducing the overall amplitude of the free-surface elevations. This result is perhaps not
a surprize, as previous studies have demonstrated the effectiveness of baﬄes (limit of an
infinitely thin hump) in damping hydrodynamic effects in rectangular tanks (Biswal et al.,
2006; Younes et al., 2007; Akyildiz, 2012; Xue et al., 2012). However, as far as the author
is aware, this was the first systematic study of bottom topography in rectangular vessels
leading to this conclusion. This suppression of free-surface waves is significant because
smaller free-surface elevations at the side walls mean smaller stresses on the vessel, and
hence are less likely to lead to damage, in the case of a prescribed horizontal forcing.
This suppression of the free-surface waves is similar to that already seen in TLDs in the
works of Tait and co-workers who use surface piercing damping screens (essentially surface
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piercing porous baﬄes) to damp the free-surface waves (Tait et al., 2005; Cassolato et al.,
2011).
It was also highlighted in this study that adding inhomogeneous bottoms into existing
vessels, such as TLDs or fuel tanks could be problematic because one could excite a
resonance frequency in the system which was not present in the homogeneous vessel.
This is more likely for a step profile because the asymmetric topography breaks the
distinction between symmetric and antisymmetric sloshing modes, giving the possibility
of a resonance with more free modes. Such a resonance would again lead to large fluid
responses and large stresses on the vessel walls.
One scenario not considered in this paper is, what happens if the forcing is turned off
after some time, and the vessel is free to move under the motion of the fluid restricted by a
spring as in the case of a TLD, or with planer translations and roll, as in the case of a ship
for example? In these cases the sloshing fluid produces a force on the vessel walls, causing
it to move which hence produces a subsequent force on the fluid. This dynamic coupling
effect has been widely studied in homogeneous bottomed vessels (Cooker, 1994; Yu, 2010;
Alemi Ardakani and Bridges, 2010; Herczyn´ski and Weidman, 2012; Alemi Ardakani et al.,
2012; Turner et al., 2015a) and interesting phenomena such as energy transfer between the
sloshing modes has been identified (Turner and Bridges, 2013). The results of this paper
suggest that the inclusion of a step or hump topography would decrease the feedback
mechanism from the fluid to the vessel as these topographies reduce the size of the fluid
amplitudes at the side walls. One would expect this to stabilize the motion of the vessel
in the dynamically coupled system. However, the literature on this phenomenon for the
dynamically coupled system is small, and the confirmation of this expectation is left as
an ongoing study.
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