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The free energy landscape of a protein-like chain in a fluid was studied by combining discontinuous
molecular dynamics and parallel tempering. The model protein is a repeating sequence of four
different beads, with interactions mimicking those in real proteins. Neighbor distances and angles
are restricted to physical ranges and one out of the four kinds of beads can form hydrogen bonds
with each other, except if they are too close in the chain. In contrast to earlier studies of this
model, an explicit square-well solvent is included. Beads that can form intra-chain hydrogen bonds,
can also form (weaker) hydrogen bonds with solvent molecules, while other beads are insoluble.
By categorizing the protein configurations according to their intra-chain bonds, one can distinguish
unfolded, helical, and collapsed helical structures. Simulations for chains of 15, 20 and 25 beads
show that at low temperatures, the most likely structures are helical or collapsed helical, despite
the low entropy of these structures. The temperature at which helical structures become dominant
is higher than in the absence of a solvent. The cooperative effect of the solvent is attributed to
the presence of hydrophobic beads. A phase transition of the solvent prevented the simulations of
the 20-bead and 25-bead chains of reaching low enough temperatures to confirm whether the free
energy landscape is funnel-shaped, although the results do not contradict that possibility.
I. INTRODUCTION
Proteins have a natural tendency to find a unique
folded structure. Understanding how proteins fold, has
been a very challenging question in physics, chemistry
and biology1,2, which remains largely an open problem.
One of the contentious issues is why folding occurs
so fast. According to Levinthal, the time required to
explore all conformations of an average protein is too
long to find the global free energy minimum on realistic
time scales.3–5 This seems to clash with the idea that the
native configuration of a protein is associated with the
global minimum its Gibbs free energy.6,7 To resolve these
two apparently conflicting views, it is useful to think of
folding as occurring on a free energy landscape. The free
energy landscape is the form of the free energy as a func-
tion of protein conformation.4 The paradox would be re-
solved if the landscape has a funnel shape. The system
could then slide down the funnel towards the native state
through configurations of increasingly lower free energy
— much faster than finding the native state through a
random walk — but without needing a single, specific
kinetic pathway.
There is, furthermore, no consensus as how significant
the role of the solvent is for protein folding, or what in-
teraction or set of interactions play the main role.8 Some
researchers proposed that folding is a balance between
entropy versus enthalpy-dominated hydration.9,10 On the
other hand, there have been experiments that have shown
that a protein can fold into its native configuration with
apparently negligible solvent ordering effects.8,11 In many
of the theoretical and experimental studies of protein
folding, the proteins have been in the absence of a fluid.12
However in nature, and therefore in many experimental
studies, folding happens in the presence of a fluid envi-
ronment.
A simple model of a protein without a solvent was
studied in Ref. 13; we will refer to this work as I be-
low. The simple models in I were used to capture the
basic behavior of proteins in a reasonable computational
time. This was accomplished by using discontinuous po-
tentials for the attractive and repulsive interaction, as
step and shoulder potentials respectively. In addition,
here, the protein-like chain is surrounded by an explicit
solvent environment. As in I, the investigation of the
free energy landscape was done using a Hybrid Monte
Carlo (HMC) method, where HMC is implemented as a
combination of the Monte Carlo and the Discontinuous
Molecular Dynamics (DMD) method. The Parallel Tem-
pering (PT) method14–16 is used for the Monte Carlo part
to avoid getting trapped in local free energy minima and
to increase the speed of phase space exploration.17 The
PT method allows to generate configurations according
to the canonical ensemble.
Our earlier study resulted in a free energy landscape for
the protein-like chain in the absence of any fluid. Using
a family of simple protein models consisting of a periodic
sequence of four different kinds of bead, these protein-
like chains exhibited a secondary alpha helix structure
in their folded states, and allowed a natural definition of
a configuration by considering which beads are bonded.
Relative configurational free energies at different tem-
peratures were determined from relative populations at
those temperatures.
In the absence of any fluid it could be demonstrated
that the energy landscape is rugged at different temper-
2atures and at low enough temperature has a very deep
funnel shaped valley especially for the smaller chains. In
other words, one structure has a much lower free energy
than other structures, so that its probability becomes
very high. At the same time, neighboring structures
should still have a low free energy, so that folding could be
driven through configurations of progressively lower free
energy. The much lower free energy of the global mini-
mum was confirmed by the fact that, for chains smaller
than 30 beads, the probability of observing the most com-
mon configuration was almost one at low enough temper-
atures.
In this paper we investigate the energy landscape of
the protein-like chain in the presence of a fluid, to be
compared with the results of I. For this purpose, solvent
particles are added to the system with the protein-like
chain. As was the case for the intra-chain interactions,
the interaction between the solvent particles as well as
the solvent particles with the chain beads are defined by
discontinuous potentials.
The paper is structured as follows. In Sec. II A, the
models for the protein-like chain and the solvent and
their parameters are described. In Sec. III, the simula-
tion techniques are introduced. In Sec. IV, the efficiency
of the simulations and the complications due to a solvent
phase transition are discussed, and the results for the
most populated structures of the systems containing 15,
20 and 25 beads chain are presented. Finally, in Sec. V,
the conclusions will be given.
II. THE SYSTEM
A. The protein-like chain model
The system consists of two parts: the protein and the
solvent. The protein part of the model is the same as
model B from I. It is a beads on a string model in which
each bead represents one amino acid or residue. The
chain consists of a repeated sequence of four different
kinds of beads. The interactions between these beads
are designed to mimic the secondary structure of an al-
pha helix. While in the previous work, chain lengths
ℓ varied from 15 to 35, in this work we consider the
cases ℓ = 15, 20 and 25, because the presence of the sol-
vent reduces the chain length that can be studied with-
out becoming computationally prohibitive, and because,
for these values of ℓ, the free energy landscape of the
solvent-less model was found to have a funnel shape.39
To make contact with real proteins, and because there
are too many parameters to form unique reduced units,
physical units are used in the definition of the model,
although these should not be taken too literally: we
only aim to set these to the right order of magnitude
to mimic real proteins. In particular, lengths will be
expressed in A˚ngstro¨ms, energies in kJ/mol and masses
in atomic mass units. In the model of the protein-like
chain, the mass of each residue is mp =120 amu, or
2 · 10−25 kg and five kinds of interaction are defined.
In the first two kinds of interactions, distances between
nearest and next-nearest neighbor beads are confined to
a specific ranges by an infinite square-well potential sim-
ilar to Bellemans’ bonds model.18 (a) In the first kind
of interaction, which mimics covalent bonds for near-
est neighbors, the distances are restricted to lie between
3.84 A˚ to 4.48 A˚. (b) The second kind of interaction is a
next-nearest neighbors infinite square-well potential with
a range from 5.44 A˚ to 6.40 A˚ to represent the angle vi-
bration between 75◦ and 112◦. (c) The third kind of
interaction are hydrogen bonds within the chain, which
are modeled by an attractive square-well potential with
a range from 4.64 A˚ to 5.76 A˚ and a depth of ǫ = 20
kJ/mol. These only act between beads i and i + 4n,
where i = 4k + 2 (k is an integer number) and n cannot
be 2 or 3. (d) A repulsion in the form of a shoulder po-
tential acts between beads 1 + 4k and 4k′, where k and
k′ are integers and k 6= k′. The range of the shoulder is
from 4.64 A˚ to 7.36 A˚, while the height is 0.9ǫ. (e) Fi-
nally, all other bead pairs for which neither a covalent,
hydrogen bonds or repulsive interactions are defined, feel
a hard sphere interaction with a diameter of 4.6 A˚.
B. The solvent model
The solvent consists ofN molecules in a fixed volume V
which interact via a square-well potential. The square-
well fluid has been studied extensively.19–27 To be able
to compare to the previous studies, a popular set of pa-
rameters has been used where σ and σ′, representing the
inner and outer points of discontinuity of the potential
well, satisfy σ
′
σ
= 1.5. In particular, σ and σ′ are chosen
to be 4.16 A˚ and 6.24 A˚, respectively, and the potential
depth for the square-well interaction between the fluid
particles, ǫl, is defined as
0.35
1.5 ǫ ≃ 0.23ǫ, or 4.7 kJ/mol.
The mass of each fluid particle is chosen as ml =
0.15mp, where ml and mp are the masses of fluid par-
ticles and chain beads respectively. This choice makes
the fluid particles much lighter than the chain beads. In
physical units, the solvent particle mass is very close to
that of a water molecule, i.e., 18 amu.40
The solvent and the chain interact as follows. The sol-
vent particles can make hydrogen bonds with the chain
beads i = 4k + 2, where k is a positive integer number,
with a potential depth of ǫl. The interaction range is the
same as the hydrogen bonds between the chain beads
(i.e., σ1 and σ2 are 4.64 A˚ and 5.76 A˚, respectively).
Hence, the same beads that are involved in making bonds
inside the protein-like chain are involved in making hy-
drogen bonds with the solvent particles. Other chain
beads have a hard sphere repulsive interaction with the
solvent particles. The hard sphere interaction range is
set to a relatively large value of 6.4 A˚(1.54 σ) to mimic
the hydrophobicity of amino acids.
The simulation occurs in a cubic box of size L×L×L
that contains N solvent particles and one protein-like
3chain. To minimize finite-size effects, periodic bound-
ary conditions are used. To avoid boundary artifacts, L
should be chosen large enough to allow the protein-like
chain being stretched without the last two end beads of
the chain affecting each other (either directly or though
solvent mediated interactions). The maximum observed
value for the end-to-end vector in the previous study in
I is considered the worst case scenario, and the value for
L was chosen to be comfortably larger. Because of the
next-nearest neighbor distance restriction, the maximum
end-to-end distance can be determined analytically from
the model’s definition. The values used for L are roughly
10 A˚ larger than the theoretical maximum end-to-end
distance, which is itself substantially larger than the ob-
served worst-case end-to-end distance in the absence of
a fluid. For example, for the 25-bead chain the maxi-
mum observed value for the end-to-end vector is 64 A˚,
while theoretical calculation shows a maximum possible
value of 76.8 A˚. The value used for L is 88.0 A˚ (21.15 σ),
which is 24 A˚ larger than the maximum observed value
in the simulation runs and 11.2 A˚ larger than the the-
oretical maximum value. Following a similar reasoning,
for the ℓ =15 and 20-bead chains, the values of L are set
to 54.4 A˚ (13.08 σ) and 72.0 A˚ (17.31 σ), respectively.
With the total volume of the simulation box deter-
mined, one sets the number of particles N such that the
solvent has the required density ρ∗ = ρσ3, where ρ = N
Vl
,
and Vl, the effective free volume that fluid particles can
occupy, equals L3−Vexcl, where Vexcl is the approximate
excluded volume of the chain. To calculate the approx-
imate excluded volume of the chain, it is assumed that
the protein-like chain lies completely straight and the dis-
tance between two neighboring beads is 4.16 A˚, which is
the mid point of vibrating distance of protein-like beads.
Then the volume of the cylinder around this chain, in
which no other bead can exist, is considered as the ex-
cluded volume. The reduced density ρ∗ was chosen to be
0.5 and consequently, N are 1066, 2522 and 4644 for the
ℓ =15, 20 and 25 bead chains, respectively.
It will be convenient to introduce a dimensionless tem-
perature scale. The reduced temperature is defined as
T ∗ = kbT/ǫ, however another reduced temperature, T
∗
l ,
is defined using the potential depth of the fluid particles
square-well interactions to make the comparison easier
with earlier studies of the phase diagram of this type
of fluid. Hence, T ∗l = kbT/ǫl, where T
∗
l = (ǫ/ǫl)T
∗ =
(1.5/0.35)T ∗ ≃ 4.29T ∗. β∗ and β∗l are defined as the
inverse functions of T ∗ and T ∗l respectively. Note that
T ∗ = 1.0 corresponds to 2400K, while T ∗l = 1.0 corre-
sponds to 560K and T ∗l ≃ 0.5 is roughly room tempera-
ture.
C. Definition of configurations
To determine the free energies of different configura-
tions, one first has to decide how configuration are de-
fined. Here only intra-chain interactions are counted to
identify a configuration. Since there are additional inter-
actions (solvent-chain and solvent-solvent), a configura-
tion does not have a unique energy within this model, in
contrast to the case in I, which had no explicit solvent,
and where, as a result, the energy of a configuration was
constant. As in I, a configuration is represented by a
string of alphabetical pairs. For example, BF represent a
configuration with one bond between beads 2 and 6, and
BF FJ JN represents a configuration with three bonds,
between beads 2 and 6, 6 and 10, and 10 and 14.
By identifying configurations regardless of the solvent
particles, the free energies that will be found are averaged
over those degrees of freedom, in line with the ideas of
Refs. 4, 28, and 29. The free energy values are further
coarse-grained in the sense that they are not a function
of all the positions of the atoms in the chain, but they
are a function of the absence or presence of bonds.
Note that instead of the free energy Fc we will often
report the population, or frequency of observing, of con-
figurations c, which will be denoted by fobs,c. These two
quantities are directly related by
fobs,a
fobs,b
= e−β[Fa−Fb].
where a and b are two configurations. In other words,
Fc = const − kBT ln fobs,c. Thus, low populations cor-
responds to high configurational free energy and pop-
ulations near 100% correspond to the highest possible
configurational free energy.
III. SIMULATION TECHNIQUES
The simulation uses a combination of DMD and PT,
in which the simulated system consists of a number of
replicated protein-like chains inside a solvent.13,30,31 All
replicas evolve for a fixed amount of time using DMD,
after which some of the replicas exchange their tempera-
tures. The velocities of the solvent and the bead particles
of all the replicas are drawn from the Maxwell-Boltzmann
distribution both initially and at the end of any replica
exchange event. Since the velocities of all replicas are be-
ing updated periodically using the Maxwell-Boltzmann
distribution and the DMD dynamics is reversible and
preserves phase space volume, all necessary conditions
for generating a state with canonical distribution are
satisfied.32
Because the number of solvent particles required to
avoid boundary effects scales with the third power of
number of beads in the chain, as this number in-
creases, exploring the energy landscape becomes more
challenging, involving thousands of particles. To address
this computationally demanding issue, we developed a
parallel program using the Message Passing Interface
technique.33 In the parallel program, each replica runs
on one processor. Communication only occurs at the
replica exchange event, at which point the energy values
of the replicas are sent to the master processor, which
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FIG. 1: Proper temperature dynamics for one of 95 replicas
for ℓ = 15.
determines whether a temperature exchange should take
places, and then sends each replica its updated temper-
ature (which can be the same as its earlier tempera-
ture). The different processes for each replica then in-
dependently draw the velocities from this new (or old)
temperature, and from there, start another DMD run.
The process of drawing velocities, DMD dynamics, and
PT exchange moves is repeated until enough independent
statistics on the population of different configurations is
gathered.
IV. RESULTS
A. Parallel tempering efficiency
In the current context, we call the simulation efficient if
it generates many independent configurations in an unbi-
ased way in a given simulated time period. For instance,
since the PT simulations can be seen as replicas moving
from temperature to temperature while they change their
configurations, if a certain replica gets stuck in a certain
range of temperatures, the sampling would be biased.
To obtain good sampling, one should tune the number of
used replicas, the temperature difference between succes-
sive temperatures ∆β, and the duration of the simulated
time period between consecutive replica exchange events,
the so-called PT update period. These parameters have
a strong effect on the efficiency of dynamics. Since de-
creasing the PT update period may cause the replicas to
explore a smaller part of the configurational space, there
is an optimum value for this parameter for a fixed com-
putational cost, which has to be found by trial and error.
A key concept to assess the efficiency of a PT simulation
is a PT cycle, which is the simulated time for the replica
to travel between the minimum and maximum temper-
atures and back.34 For efficient sampling, several cycles
should be observed in one run. The value for the PT
update period which leads to the largest number of PT
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FIG. 2: The effect of phase transition, which happens around
β index 50, on the PT dynamics for one of 79 replicas for
ℓ = 15.
cycles is different for various lengths, ℓ, of the chain under
consideration. However, the number of interaction events
during each PT update period for 15, 20 and 25 beads
chains are similar. This provides a good initial estimate
for the optimum value of the PT update period of the
larger systems based on the results of smaller systems,
and facilitates the trial and error process.
In principle, increasing the number of replicas would
make it possible to study any range of temperatures.
However, it was found that when the PT system con-
tains a large number of replicas, some of the replicas may
not move very well among the full range of temperatures
during one PT cycle. This can lead to a prohibitively
inefficient PT dynamics. In addition, it was found that
the presence of a phase transition in the solvent model
reduces the range of temperatures that can be studied
(see Sec. IVB).
As an example, Fig. 1 shows proper dynamics for the
15-bead chain in which the temperature range T ∗l =
[0.76, 2.5] is investigated by 95 replicas. For this case
the inverse temperature difference ∆β∗l for the 10 repli-
cas with the highest temperatures is 0.012 and in the next
60 replicas the ∆β∗l decreases linearly to 0.008 and then
it remains constant. The PT update period for this case
is 0.8 ps. The motivation for using a varying ∆β can be
found in I. Plots like the one in Fig. 1 are a helpful tool in
checking for poor sampling. The example in Fig. 2 shows
what such a plot looks like for a poorly behaving PT sim-
ulation in which the temperature range T ∗l = [0.82, 2.5]
is investigated using 79 replicas. For this case, the PT
update period is 2 ps, which is 2.5 times larger than the
previous case in Fig. 1. ∆β∗l for the highest 30 tempera-
tures is 0.012, and then for the next 40 temperatures the
∆β∗l decreases linearly to 0.008 and then ∆β remains
constant for the rest of temperatures.
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FIG. 3: Radial distribution function for the square-well fluid at different temperatures T ∗l : (a) 2.0, (b) 1.25, (c) 0.83, and (d)
0.31. Lines are drawn to guide the eye.
B. Phase of the solvent
Figure 2 shows an apparent barrier in the PT dynamics
at a specific temperature. In other words, replicas have
a strong tendency to stay above, or below, that specific
temperature, and rarely cross it. While choosing proper
parameters that optimize the efficiency of the PT method
can improve sampling in the vicinity the temperature
barrier, the efficiency of the sampling drops significantly
for larger systems (i.e. for ℓ = 20 and ℓ = 25). It turns
out that the apparent barrier is related to the phase of
the solvent.
The highest temperature in the simulations was T ∗l =
2.5 for all chain lengths, while the lowest values for T ∗l
were 0.76, 1.05 and 1.22 for the 15-bead, 20-bead and
25-bead systems, respectively. The square-well model for
the solvent has been studied extensively19–25 and for the
model used here with ρ∗ = 0.5 and λ = σ′/σ = 1.5, the
critical reduced temperature, T ∗c , for the solvent is pre-
dicted to be 1.217219, 1.210 (in Ornstein-Zernike approx-
imation)21, 1.3603 (using an analytical equation of state
based on a perturbation theory)21, 1.22622, 1.218023,
1.2724 and 1.21825. Most of the previous studies19–21,26,
predict a vapor-liquid coexistence line to be crossed some-
where between T ∗l = 1.0 and T
∗
l = 1.2 for ρ
∗ = 0.5 and
λ = 1.5. The simulated systems are far from a real ther-
modynamic system so one expect difficulties in observing
this transition. Furthermore, finite-size effects may shift
the apparent critical temperature.
As a first check to confirm the fluid-like character of the
solvent model, the radial distribution function (RDF) of
the solvent was studied for four different temperatures.
These are plotted in Fig. 3. Due to the two disconti-
nuities in the solvent interaction potential at σ and σ′,
respectively, the radial distribution function is relatively
high between these two points. For T ∗l = 2.0, the RDF
graph 3(a) is very similar to what was found for this
model in the earlier studies (3rd graph in Fig. 2 in
Ref. 22). At this temperature, fluid-like long range cor-
6relation can be seen already. The RDF for T ∗l = 1.25,
Fig. 3(b), and that for T ∗l = 0.83, Fig. 3(c), look like
those of a typical fluid with more pronounced peaks than
the high temperature RDF. At relatively low tempera-
tures of T ∗ = 0.31, as in Fig. 3(d), the onset of short
range structural peaks may be showing itself in the first
two peaks, while other peaks show a fluid-like behavior,
but there is no clear sign of a phase transition.
RDFs are, however, not a very good indicator of a
phase transition. Better indicators are the heat capacity
Cv and the compressibility κ, which are second deriva-
tives of the free energy. Cv can be measured from the
fluctuations in energy, while κ can be estimated from
fluctuations in local density. For the latter, the system is
divided into several boxes and the densities in each box
and the standard deviation of the local density are cal-
culated. Numerical estimates for the head capacity and
compressibility in the canonical ensemble are plotted in
Figs. 4 and 5. The range of studied temperatures was
clearly sufficient to observe the effects of a phase transi-
tion for smaller systems. This phase transition occurs at
a temperature that is very close to the temperatures at
which other studies predict the liquid-vapor coexistence
line for this density.
Fig. 4 shows that the average heat capacity per solvent
particle increases with increasing system size at the phase
transition point. This suggests that for infinitely large
systems, the heat capacity might diverge at the phase
transition. To better understand the phase transition
and its order, a further study would be required which
lies outside the scope of this paper.
In Fig. 5, the variation of the compressibility vs. tem-
perature shows similar behavior to that observed for the
heat capacity. By increasing the system size, the com-
pressibility seems to diverge to infinity around the same
point where the heat capacity diverges. This confirms
that there is a phase transition at this point.
While these results are for a pure solvent system, our
studies revealed that there is no major difference in the
behaviors of heat capacity and compressibility for the
systems containing the protein-like chain.
C. Observed structures and free energy landscape
Simulations using PT and DMD were performed for
three different chain lengths: ℓ = 15, 20 and 25, all in a
liquid at density ρ∗ = 0.5. The ranges of temperatures
and numbers of replicas differed in all these cases. The
quantities of interest were the frequencies of occurrence
(fobs) of each configuration. The most frequently occur-
ring configuration at any given temperature will be called
the dominant configuration if its population is clearly
higher than the second most common structure.
All errors reported below indicate the 95% confidence
intervals, which is equal to 1.96 times the standard devi-
ation for normally distributed errors. Below, the config-
urational potential energy only refers to the intra-chain
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liquid reduced temperature for N = 1118, 1500 and 2592.
bonds energy, and the term bond refers to a hydrogen
bond and not the repulsive interactions, unless otherwise
specified.
1. 15-bead chain
For ℓ = 15, 95 temperature values were selected for
the replicas, such that ∆β∗l = 0.012 for the highest 10
temperatures and then for the next 60 temperatures, the
∆β∗l linearly decreases to become 0.008 at the 70th high-
est temperature and then ∆β value remains constant for
the the rest of temperatures, while the range of studied
temperatures is T ∗l = [0.76 , 2.5] (β
∗ = [1.7 , 5.64]). The
most efficient PT update period was found in the range
of 0.8 to 1.2 picoseconds. Below, the value of 0.8 ps was
used. These values are smaller than the PT update pe-
riod used in the solvent-less case of I, which was two
picoseconds. As mentioned above, the number of solvent
7particles appropriate for this case to generate the density
of 0.5 is N = 1066, while the length of the sides of the
periodic box is L = 54.4 A˚.
In Table I, the results for the dominant configuration
at different temperatures are presented for the system in
the presence and in the absence of any solvent. One sees
that at low enough temperature one structure (BF FJ
JN) becomes clearly dominant as its probability exceeds
60%.
In Table II, the population and the average system en-
ergies of the most populated structures are provided for
T ∗l = 0.816 (β
∗ = 5.25), which is a relatively low temper-
ature. The configuration with the lowest configurational
potential energy of the system is observed to be the one
with the lowest total potential energy. One also sees that
the next three populated structures in Table II have very
close values for fobs and for the average total potential
energy of the system.
In terms of the free energy landscape, one can inter-
pret these results as follows. The landscape consists of
a relatively deep global minimum at BF FJ JN, which
has three local free energy minima (BF FJ, BF JN, and
FJ JN) close to it, since these configurations differ by
only one bond from the first configuration. Since the
last three configurations in Table II also differ by only
two bonds from the first configuration, their locations in
the landscape should be further from the deepest point
such that the configurations 2,3 and 4 should be located
between the deepest point and these configurations. A
rough picture of this landscape is presented in Fig. 6 in
which the distances between the structures are based on
their similarities and the area differences are related to
the differences in their computed entropy in the absence
of the solvent (see I). The lowest free energy structure
at low temperatures, BF FJ JN, has been located in the
middle, and the other structures are positioned based on
their similarities to the BF FJ JN configuration. For ex-
ample, BF FJ is located between the deepest point (BF
FJ JN) and BF and FJ. This diagram gives some idea
about the folding pathways. For example, to reach the
lowest energy structure with three bonds from the struc-
ture with no bonds, initially, the first bond and then the
second bond should be made, which could occur along
six different pathways.
According to Table II, the lowest potential energy con-
figuration, BF FJ JN, is associated with the lowest to-
tal potential energy of the system as well. However,
since the uncertainty in the computed energies of the
7th structure in Table II is relatively large, the data in
the table is not sufficient to conclude that the configura-
tion with the lowest total potential energy is BF FJ JN.
However, there are good arguments for why the first con-
figuration should have the lowest total potential energy.
The first configuration is the most populated one for all
the 66 temperatures that lie in T ∗l = [0.76 , 2.0], so it
is the lowest free energy system at these temperatures.
By adding more bonds and consequently adding more
geometrical restrictions, the configurational entropy de-
BF FJ JN
BF FJ
FJ JN BF JN
BFFJ
JN
No Bond
No Bond
FIG. 6: A qualitative picture of the 15-bead chain landscape.
β∗ in solvent fobs(%) solventless fobs(%)
1.8 No bond 18.2 ± 0.8 No bond 41.3 ± 1.5
2.4 No bond 18.9 ±0.6 No bond 30.15 ± 1.6
3.0 No bond 11.3 ± 0.8 No bond 19.7 ± 1.3
3.6 BF FJ JN 24.0 ± 0.9 BF JN 17.1 ± 1.2
4.2 BF FJ JN 37.7 ± 0.8 BF FJ JN 26.7 ± 1.5
4.5 BF FJ JN 43.2 ± 0.9 BF FJ JN 35.0 ± 1.5
4.8 BF FJ JN 53.3 ± 0.8 BF FJ JN 44.1 ± 1.6
5.1 BF FJ JN 60.5 ± 1.2 BF FJ JN 55.1± 1.8
5.4 BF FJ JN 67.3 ± 0.9 BF FJ JN 61.5 ± 1.6
9 N/A N/A BF FJ JN 98.6 ± 0.4
TABLE I: Most common configurations of the 15-bead chain
for different temperatures, with and without the solvent.
creases, and therefore BF FJ JN has the lowest config-
urational entropy among 15-bead configurations. Under
the assumption that the average entropy contributions
from the solvent particles for different configurations are
very similar, one can conclude that the BF FJ JN config-
uration should have the lowest total potential energy for
T ∗l = [0.76 , 2.0]. It is expected that for the short chains,
where the chains do not collapse, the potential energy
difference between two systems mainly depends on their
configurational potential energy difference, while the av-
erage potential energy contribution from the solvent par-
ticles will be roughly the same for different systems en-
ergies. To illustrate this, for example, at β∗ = 5.25
(T ∗l = 0.816) BF FJ JN and BF JN, the two most popu-
lated configurations of Table II, have on average 0.1±0.02
and 0.19± 0.3 bonds with solvent particles, respectively.
Hence, the contribution to the total potential energy dif-
ference from the bonds between solvent particles and the
chain beads is around 0.02 ǫ, while their configurational
potential energy difference is 1ǫ. The average number of
bonds that each solvent particle makes with other solvent
particles at β∗ = 5.25 (T ∗l = 0.816) is around 5.1.
If BF FJ JN has the lowest potential energy of the
system, one expects that the population of this configu-
ration will approach 100% at lower temperatures where
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FIG. 7: The probability of the most common structure ver-
sus inverse temperature β∗ for the 15-bead chain with and
without the solvent.
the free energy mainly depends on the total potential
energy of the system and little on the system entropy.
This trend of the population was indeed seen in the sol-
ventless case in I for chains smaller than 30 beads. The
population of the 15-bead dominant structure both with
and without the solvent, are compared in Fig. 7, where
in both cases (with and without a solvent) the probabil-
ity of the dominant structure reaches a high value. This
behavior happens at higher temperatures inside the sol-
vent, which suggests that the hydrophobic effects of 75%
of the chain beads assist the folding process and make the
helical structures more favorable. Another consequence
of the hydrophobicity is that at all temperatures, the av-
erage radius of gyration for the 15-bead chain inside the
solvent was found to be smaller than in the absence of
the solvent, which shows that the fluid is a poor solvent.
2. 20-bead chain
Generally, it is harder to study a wider range of tem-
peratures for large systems due to the need to use smaller
rank configuration fobs(%) potential energy
total/ǫ chain/ǫ
1 BF FJ JN 64.9 ± 0.9 -1273.3 ± 0.3 -3
2 BF JN 10.9 ± 0.5 -1271.7 ± 0.7 -2
3 FJ JN 9.6 ± 0.5 -1272.0 ± 0.7 -2
4 BF FJ 8.9 ± 0.5 -1271.8 ± 0.7 -2
5 JN 1.5 ± 0.1 -1271.9± 1.8 -1
6 FJ 1.5 ± 0.1 -1272.1 ± 1.9 -1
7 BF 1.3 ± 0.1 -1272.6 ± 1.8 -1
TABLE II: Most populated configurations and their energies
of the 15-bead chain with the solvent environment at T ∗l =
0.816(β∗ = 5.25).
∆β and consequently, a higher number of replicas (while
each system also contains more particles). However, as
was discussed in section IVA, for the case of a chain in
a square-well solvent, simulating a wide range of tem-
peratures becomes extremely hard due to the effect of
the phase transition on the PT dynamics. Consequently,
for ℓ = 20, the range of studied temperatures, from
T ∗l = 1.05 to 2.5 (β
∗ = [1.7 , 4.1]), is smaller than it
was for ℓ = 15. To study the energy landscape, 79 tem-
perature values were selected for the replicas such that
∆β∗l = 0.008 for the 40 highest temperatures and then
∆β∗l decreases to 0.006 and remains constant for the the
rest of temperatures. For ℓ = 20, the number of appro-
priate solvent particles to generate a density of 0.5 for the
system with the periodic box of L = 72 A˚ is N = 2522.
The most efficient PT update period was found to be
320 femtoseconds, which is smaller than the value of 15-
bead case. While it was found that 320 femtoseconds
is the most efficient value for the PT update period of
the 20-bead chain system, there is a range, 260–320 fem-
toseconds, that yields similar efficiencies. As mentioned
above, around T ∗l = 1.1, the heat capacity and compress-
ibility of the fluid show signs of a phase transition, in line
with other studies that predict the location of the vapor-
liquid coexistence line. Because of the phase transition,
trying to reach lower temperatures resulted in poor dy-
namics even when using small values for ∆β∗, so the
lowest temperature was kept at T ∗l = 1.05.
The dominant configurations at different temperatures
in the presence and in the absence of the solvent are pre-
sented in Table III. The effective lower limit on reachable
temperatures imposed by the phase transition in the sol-
vent, made it impossible to determine whether the prob-
ability of the most populated structure approaches one
at lower temperatures. Table IV shows that at β∗ = 3.9,
BF FJ JN NR is the most populated structure while BF
BR FJ JN NR, which has the lowest configurational po-
tential energy, has a smaller population. BF FJ JN NR,
is a complete helical structure because it has all the nec-
essary helical bonds between every two consecutive turns
of the protein-like chain; while BF BR FJ JN NR, the
lowest potential energy configuration, is a collapsed heli-
cal structure with an additional bond BR that connects
the two ends of the chain. Hence, BF FJ JN NR, an
unfolded but completely helical structure, has a much
higher entropy than the lowest potential energy configu-
ration, while their energies are close since they only differ
by one internal bond. Furthermore, the complete helical
structure can make more bonds with the solvent parti-
cles because of its non-collapsed shape, as evidenced by
the fact that 17% of the population of the complete he-
lical structure make bonds with the solvent particles at
β∗ = 3.9 (T ∗l = 1.1), while only 4% of the lowest potential
energy configuration population make such bonds. The
number of bonds with the solvent particles also shows
that in this model the structures are not soluble, and
the potential energy contribution from bonds between
the chain beads and the solvent particles to the potential
9β∗ in solvent fobs(%) solventless fobs(%)
1.8 No bond 7.2 ± 0.5 No bond 28.3 ± 1.6
2.4 No bond 7.8 ± 0.5 No bond 21.5 ± 1.3
3.0 No bond 4.6 ± 0.4 No bond 11.6 ± 1.1
3.3 BF FJ JN NR 6.5 ± 0.5 BF 7.3 ± 0.9
3.6 BF FJ JN NR 10.3 ± 0.6 BF NR 7.6 ± 0.8
3.9 BF FJ JN NR 12.3 ± 0.6 BF JN NR 9.8 ± 0.8
4.5 N/A N/A BF FJ JN NR 16.3 ± 1.3
6.0 N/A N/A BF BR FJ JN NR 47.7 ± 1.6
10.5 N/A N/A BF BR FJ JN NR 99.1 ± 0.3
TABLE III: Most populated configurations of the 20-bead
chain inside and in the absence of the solvent.
energy of the system is relatively small.
According to Table IV, the total potential energies
of the most populated structures are very close to each
other. It is therefore hard to predict whether there is
a dominant structure at lower temperatures, as seen in
the solvent-less 20-bead chain.13 While the non-collapsed
helical structure can make more bonds with solvent parti-
cles in comparison with the lowest potential energy con-
figuration, the average number of bonds with the sol-
vent particles is still less than one. It is expected that
the average potential energy contribution from the bonds
between solvent particles is very similar for different con-
figurations. However, it would require much better sam-
pling statistics than what was obtained to check this pre-
diction. Since the potential energy of each intra-chain
bond is equivalent to 4.29 bead-solvent bonds, it is ex-
pected that the configuration with the lowest configu-
rational potential should have the lowest total potential
energy as well, and should, therefore, become the most
common structure at lower temperatures. The reason
that the lowest potential energy configuration does not
become dominant at the studied temperatures is that
the BR bond greatly restricts the configurational free-
dom and therefore, the non-collapsed helical structure,
having one less bond but with much larger entropy, be-
comes the most common structure.
Apart from the potential energies and populations of
the different configurations, one can also get an idea of
their relative configurational entropies, although not as
precise as in I. The population of the the lowest potential
energy configuration with the largest number of bonds
becomes equal to that of the structure with no potential
energy (no bond) at β∗ ≈ 3.27, while this happens at
lower temperature, β∗ ≈ 4.05, in the absence of a sol-
vent. At β∗ = 3.27 in the solvent environment, only 15%
of the lowest potential energy configurations make bonds
with the solvent particles, while 89% structures without
internal bonds, make bonds with the solvent particles.
By assuming that the potential energy contribution from
bonds between solvent particles is almost the same for
these two configurations, and since they differ by 5 bead-
bead bonds, it can be concluded that the difference in
the average potential energy of the system in this case
rank configuration fobs(%) potential energy
total/ǫ chain/ǫ
1 BF FJ JN NR 12.3 ± 0.6 -2482.6 ± 1.4 -4
2 BF FJ NR 8.5 ± 0.4 -2484.4 ± 1.6 -3
3 BF JN NR 8.2 ± 0.4 -2483.1 ± 1.6 -3
4 BF FJ JN 7.3 ± 0.5 -2482.6 ± 1.8 -3
5 FJ JN NR 7.3 ± 0.5 -2482.7 ± 1.8 -3
6 BF BR FJ JN NR 5.3 ± 0.4 -2483.6 ± 2.2 -5
7 BF JN 4.6 ± 0.4 -2484.1 ± 2.2 -2
TABLE IV: Most populated configurations of the 20-bead
chain inside the solvent at β∗ = 3.9 (T ∗l = 1.1).
is likely about 5ǫ (perhaps somewhat less). The popu-
lations of two structures become equal when their free
energy difference is around zero. Therefore, the entropy
difference of the no bond structure and the lowest po-
tential energy configuration, ∆S, can be calculated as
∆S = 5ε/T = 5kBβ
∗. According to this calculation,
in the absence of the solvent ∆S ≃ 20.25kb and in the
solvent environment ∆S ≤ 16.35kb. Since these two con-
figurations are the least and the most restricted ones, re-
spectively, ∆S represents the maximum configurational
entropy difference. Hence, having a hydrophobic chains
in this model results in a smaller entropy range, which in-
dicates that in comparison with the previous work in the
absence of a solvent, the probability of the dominant con-
figuration would approach one at higher temperatures,
just as we saw in the previous case of the 15-bead chain,
cf. Fig. 7.
3. 25-bead chain
For the 25-bead chain, the system needs to include
4644 solvent particles, which is nearly twice the number
of solvent particles as in the 20-bead system, in a box
of L = 88 A˚. According to Fig. 4, the temperature at
which the phase transition behavior is observed increases
slightly with increasing N . Therefore, the range of tem-
peratures that could be investigated for the 25-bead chain
system is even smaller than 20-bead case. A set of tem-
peratures with 95 replicas was chosen, such that for the
20 highest temperatures ∆β = 0.006, and for the rest
of temperatures ∆β = 0.004, while the range of stud-
ied temperatures is T ∗l = [1.22 , 2.5] (β
∗ = [1.7 , 3.5]).
The most efficient PT update period is 120 femtoseconds,
which is even smaller than in the 20-bead case.
According to Table V, the structure with the lowest
configurational potential energy becomes dominant at
higher temperatures in comparison with the solvent-less
case of I. However, the range of studied temperature is
not sufficient to observe the kind of deep funnel in the free
energy landscape at low temperatures that was observed
in the absence of a solvent. The most common structures
of the 25-bead chain inside a solvent at β∗ = 3.3 are pre-
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β∗ in solvent fobs(%) solventless fobs(%)
1.8 No bond 2.7 ± 0.3 No bond 21.7 ± 1.3
2.4 No bond 3.3 ± 0.3 No bond 15.5± 1.0
3.0 NR 1.3 ± 0.2 No bond 6.7 ± 0.9
3.3 BF BR BV FJ
FV JN NR RV
2.6 ± 0.2 No bond 4.3 ± 0.6
4.5 N/A N/A BF BR BV FJ
FV JN NR RV
7.5 ± 1.0
9.0 N/A N/A BF BR BV FJ
FV JN NR RV
98.0 ± 0.4
TABLE V: Most populated configurations of the 25-bead
chain inside and in the absence of the solvent.
sented in Table VI. While the populations of configura-
tions 3-10 are equal within the statistical error, the pop-
ulation of the first configuration (with 8 bonds) is clearly
higher than that of the other configurations. Our study
reveals that this configuration is clearly the most popu-
lated one for T ∗l ≤ 1.32 (β
∗ ≥ 3.24). This means that
for all the temperatures in the range 1.22 ≤ T ∗l ≤ 1.32
(3.24 ≥ β∗ ≥ 3.0), the structure with the lowest con-
figurational potential energy is the most common struc-
ture. Since the configurational entropy decreases by in-
creasing the number of bonds (because of adding more
restrictions), the first configuration should have the low-
est configurational entropy. Since the first configuration
has been the most common structure at the lowest stud-
ied temperature, the system containing the first config-
uration should be the lowest total potential energy at
these temperatures. It is expected that by decreasing
the temperature, the order of the system energies does
not change dramatically and therefore, when decreasing
the temperature, the first configuration likely remains the
one with the lowest total potential energy and therefore,
the population of this structure should approach one at
low temperatures, similar to the results of I.
For the 25-bead case, a similar reasoning as for the
20-bead chain leads to the prediction of a large configu-
rational entropy difference between the lowest potential
energy configuration with a completely collapsed shape
(first configuration of Table VI) and the non-collapsed he-
lical structure (second configuration of Table VI). There-
fore, one anticipates that the non-collapsed helical struc-
ture has the highest occupancy for the limited range of
temperatures that was studied in the simulations. How-
ever, because of the potential energy difference of 3ǫ,
the first configuration becomes dominant, even at not
very low temperatures. This is unlike the 20-bead chain,
for which the non-collapsed helical structure (1st con-
figuration of Table IV) is dominant at similar temper-
atures. Consequently, the probability of the collapsed
helical structure of the 25-bead chain approaches one at
lower temperatures as it does in the absence of the sol-
vent.
rank configuration fobs(%) potential energy
total chain
1 BF BR BV FJ FV JN
NR RV
3.4 ± 0.3 -4219.9 ±1.9 -8
2 BF FJ JN NR RV 2.0 ± 0.3 -4217.7 ± 2.5 -5
3 FJ JN NR RV 1.5 ± 0.2 -4216.0 ± 2.7 -4
4 BF FJ JN NR 1.5 ± 0.3 -4219.4 ± 2.9 -4
5 BF FJ JN RV 1.5 ± 0.3 -4215.8 ± 3.0 -4
6 BF BR BV FJ JN NR
RV
1.3 ± 0.2 -4218.4 ± 2.9 -7
7 BF FJ NR RV 1.3 ± 0.2 -4215.2 ± 3.0 -4
8 BF JN NR 1.3 ± 0.1 -4213.0 ± 3.7 -3
9 JN NR RV 1.2 ± 0.1 -4216.3 ± 2.9 -3
10 FJ JN RV 1.2 ± 0.1 -4213.1 ± 3.1 -3
TABLE VI: Most populated configurations of the 25-bead
chain inside the solvent at β∗ = 3.3 (T ∗l = 1.30).
V. CONCLUSIONS
The free energies of different configurations (i.e., the
free energy landscape) of a protein-like chain in a sol-
vent at different temperatures were investigated. Qual-
itatively, the behavior of a protein-like chain inside a
square-well solvent is similar to the behavior in the ab-
sence of a solvent, studied in I. For the 15-bead chain,
the lowest free energy configuration was found to be an
alpha helix that becomes dominant at low temperatures,
just as it did in the absence of any solvent. The free en-
ergy landscape of the 15-bead chain at low temperatures
consists of a funnel with a very deep global minimum
and a few local minima around it. By lowering the tem-
perature, the global minimum becomes deeper while the
others become shallower and consequently, the funnel be-
comes steeper.
For larger chain lengths, in particular, for ℓ = 20 and
ℓ = 25, a phase transition of the square-well solvent ef-
fectively puts a lower bound on the temperature range
accessible in the simulations. The observed phase transi-
tion temperature coincides roughly with the temperature
at which previous studies observed a liquid-vapor coex-
istence line. Investigating the free energy landscape of
a solvated system over a phase transition point of the
solvent can be very challenging using the PT method,
especially for larger systems. For the 20-bead and 25-
bead chains the effects of the phase transition become
more apparent because of the larger number of particles
in comparison with the 15-bead chain. Consequently, the
temperature range studied here could not be extended
below the (effective) phase transition temperature for the
20-bead and 25-bead chains. This difficulty is not easy
to overcome, since it is related to the efficiency of the PT
algorithm itself near the phase transition point. Substan-
tial computational resources, over a million cpu hours,
were used to obtain the results presented here, which
were mainly utilized to obtain the best set of parameters
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for the PT runs. As a result of the considerable compu-
tational demand of computing the free energy of the sol-
vated system below the phase transition point, a direct
comparison for the 20-bead and 25-bead chain systems
with the previous study could not be done for the whole
range of temperatures that were investigated in I. How-
ever, it is expected that for both 20-bead and 25-bead
chain systems the configuration with the lowest configu-
rational energy becomes dominant at lower temperatures,
since their systems energy seem to be the lowest ones at
very low temperatures, which is mainly due to their low
configurational energy and the hydrophobicity of 75% of
protein-like chain beads (having only hard-core repulsive
interactions with solvent particles).
While for the 15-bead chain the lowest potential en-
ergy configuration is an unfolded alpha-helix without any
specific tertiary structure, for longer chains, the bonds
between different layers of the helix, such as the bond
between two ends of the chain, cause the lowest poten-
tial energy structure to be a folded structure. Our study
showed that the entropic barrier for making bonds be-
tween the two ends of the chain for longer chains is larger
than the change in entropy associated with forming a
helix structure. As a consequence, the unfolded heli-
cal structure is dominant for a relatively large range of
temperature until the low-temperature regime where the
folded helix is favored. Therefore, similar to the absence
of a solvent, the effect of temperature on the morphology
of the landscape is more apparent for the longer chains.
One of the major differences between a protein model
in a solvent (studied here) and without a solvent (studied
in I) is the effect of mainly repulsive interactions of the
beads with the solvent particles in the folding process.
Only 25% of the beads can make attractive bonds with
the solvent, while the rest of the beads only have repulsive
interactions with the solvent (i.e., they are hydrophobic).
Because of the restriction effects of the repulsive interac-
tions, the entropy range (i.e., the entropy difference of
the minimum and maximum number of bonds configu-
rations) is smaller in comparison with the absence of a
solvent. Because of the smaller entropy range, the land-
scape shows funnel behavior at higher temperatures in
comparison with the absence of a solvent.
The main problem in studying the protein-like chain
inside the solvent is the slow convergence of estimates of
the free energy of configurations using the PT method.
For example, the presence of a phase transition in the
square-well fluids leads to large statistical errors in the
PT method. To overcome the effects of the phase tran-
sition on sampling, the PT method should be enhanced
by incorporating other techniques, such as the umbrella
sampling.35 Another solution for this problem is to use
different parameters for the square-well liquid, such that
the phase transition temperature lies outside the temper-
ature range of interest. According to Ref. 20, by increas-
ing the ratio λ = σ′/σ, the liquid-vapor coexistence line
shifts to higher temperatures for the density of ρ∗ = 0.5.
For example, for λ = 2.0 the liquid-vapor coexistence
line is crossed at a temperature around T ∗l = 2.4 for
ρ∗ = 0.5,19,20,36 which is very close to the highest stud-
ied temperature (T ∗l = 2.5). While using λ ≥ 2 can
be helpful for avoiding the phase transition, it would al-
low for an unphysically large range of bond vibrations in
comparison with real proteins.
One of the possible avenues for future research is to
investigate the dynamics of the folding transition, in-
stead of only the resulting free energies. While studying
the folding pathways can be computationally very de-
manding, it provides more information about the nature
of folding. Some earlier studies have provided some sim-
ple connections between energy landscapes and protein
folding kinetics, which can be applied (under suitable as-
sumptions) to this study.37,38 For example, by consider-
ing the distance between any two beads that can make a
bond as a reaction coordinate, it is possible to observe the
potential of mean force (Helmholtz free energy) versus
the reaction coordinate (distance of the two beads that
can make a bond). From this potential of mean force, one
can estimate first passage times (Kramers’ problem) to
extract rates of forming and breaking a bond. These rate
enter the relaxation matrix in a rate equation approach,
which could then be used to analyze to the dynamics of
protein folding.
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