In this paper, we propose a joint source-channel (JSC) decoding scheme for 3D ESCOT-based video coders, such as Vidwav. The embedded bitstream generated by such coders is very sensitive to transmission errors unavoidable on wireless channels. The proposed JSC decoder employs the residual redundancy left in the bitstream by the source coder combined with bit reliability information provided by the channel or channel decoder to correct transmission errors. When considering an AWGN channel, the performance gains are in average 4 dB in terms of PSNR of the reconstructed frames, and 0.7 dB in terms of channel SNR. When considering individual frames, the obtained gain is up to 15 dB in PSNR.
INTRODUCTION
Video transmission over heterogeneous (wired and wireless) networks has become widespread. Video compression systems are thus asked not only to be efficient, but also to be robust against transmission errors, which are unavoidable when considering radio-mobile links. Recently developped video coders, such as H.264/SVC [1] or Vidwav [2] allow a high degree of compression efficiency and scalability. The price to be paid for this efficiency is a very high sensitivity to transmission errors, which may lead to desynchronisations of the entropy codes, impacting many frames of the decoded video.
A classical technique to increase the robustness to transmission errors of compressed multimedia contents is to use forward errorcorrecting codes (FEC) [3] . However, in presence of time-varying characteristics of the transmission channel, the FEC may be oversized, leading to a waste of the available channel bandwidth, or may not be strong enough, resulting in residual errors. Adaptation of the FEC is possible but requires some information on the transmission channel via a feedback link between the emitter and the receiver, which is not always available, as in the case of video broadcasting [4] . The robustness of the compressed bitstream may also be increased by introducing some redundancy in the headers and in the data via synchronisation markers to limit the desynchronisation of entropy codes, see, e.g., [5] . Error concealment techniques [6, 7] may then be used to replace the damaged parts of the bitstream.
Joint Source-Channel (JSC) decoding techniques use the residual redundancy in the bitstream generated by classical multimedia encoders to combat transmission errors at receiver side, see [8] and the references therein. Redundancy introduced by FEC and synchronisation markers may readily be used by JSC decoders, which have been successfully applied to several multimedia coders such as JPEG2000 [9] , MPEG4 [10] , H.263+ [11] , H.264/AVC [12] , or MPEG4/AAC [13] . These techniques have been applied only recently to DWT-based video coders [14] . The difficulty here comes from the very little amount of residual redundancy left by an entropy coder such as 3D-ESCOT [15] used in Vidwav (no entropy coder was considered in [14] ). Moreover, a trellis-based decoding technique such as that used in [16] cannot be applied here, since 3D-ESCOT cannot be easily represented by a finite-state automaton (from which the trellis is derived) with a reasonable number of states.
The aim of this paper is to propose a JSC decoding scheme suited to the maximum-likelihood (ML) decoding of DWT-and entropy-coded video bitstreams. The main idea is to perform an ML decoding among all sequences of bits which comply with the syntax of a video encoder such as Vidwav. As will be seen, it is not necessary to introduce additional redundancy: the residual redundancy is sufficient to check whether the syntax of the encoded blocks is satisfied.
The rest of the paper is organized as follows: Section 2 describes briefly the Vidwav codec and the structure of the bitstream it generates. The proposed transmission and JSC decoding schemes are introduced in Section 3. Experimental results are shown in Section 4, before providing some conclusions.
VIDWAV CODEC
Vidwav is a 3D wavelet scalable video codec using a motioncompensated temporal filtering (MCTF) based on the Barbell filter [2] . In this paper it is used as a T + 2D scheme which first performs the MCTF on the input video sequence then operates the spatial transform on the resulting temporal subbands, as shown in Figure 1 . The spatio-temporal subbands obtained are then divided into 3D blocks which are sent to the entropy coding module.
Entropy coding
The 3D blocks are encoded independently using the 3D ESCOT algorithm [15] which performs a bitplane coding using for each bitplane three coding passes: significance propagation, magnitude refinement, and cleanup. Each 3D block has a total number of N bit- To generate an embedded bitstream consisting of several layers, rate-distortion information is calculated to help deciding in which layer each generated fragment has to be stored. Data is then packetized to form the output bitstream.
Bitstream formation
The Vidwav encoder delivers a bitstream structured in GOPs, layers, and packets, each with its own header as shown in Figure 2 .
Each layer is encoded with a target bit rate and a specific spatiotemporal resolution. A layer bitstream is formed by several packets, each of them corresponding to one component and to one temporal subband included in the layer. The packet body is divided in as many segments as spatial subbands included in the current layer. Each segment contains the 3D block substreams extracted from the current coded block bitstream. The packet header stores important information for each 3D block substream, such as the number of coding passes it results from as well as its size in bytes.
TRANSMISSION AND JSC DECODING SCHEMES
The proposed transmission and decoding scheme is represented in Figure 3 . It consists of the Vidwav encoder delivering a bitstream composed by a set of headers and 3D block substreams, the transmission channel, and the robust Vidwav decoder. This paper proposes an error detection and correction module based on a sequential estimation method, which precedes the Vidwav decoder.
Transmission channel
When transmitting multimedia contents, some RTP/UDP/IP packetization process is usually considered [17] to ensure jitter compensation and playback of data packets at the receiver in the correct order. Usually, error detection mechanisms (CRCs or checksums) at lower protocol layers do not allow corrupted packets to reach the upper application (APL) layer. Implementing JSC decoding techniques at APL layer needs thus the use of permeable protocol layers at the receiver side [18, 19] . Such mechanism requires robust header decoding techniques [19] and transmission of bit soft information or reliability measures (coming from the channel decoders at physical layer) to the upper protocol layers, as detailed in [20] .
Provided that such permeable protocol layers are implemented at the receiver side, it is possible to model the network packetization process, the transmission channel and the robust depacketization as an Additive White Gaussian Noise (AWGN) channel. We assume 
Joint source-channel decoding
The aim of this paper is to evaluate at the receiver side the MAP estimate x i MAP of x i defined as
where E i is the set of all sequences of i bits which may be generated by the encoder for the i-th 3D block. Since E i consists of 3D ESCOT entropy-coded substreams of the same length, it is very likely that all of them have similar a priori probabilities. In this paper, they will be assumed to be equal to 1/ |E i |, where |E i | is the cardinal number of E i . With this hypothesis, (1) becomes
The main difficulty here consists in determining whether a sequence x belongs to E i . The decoded data for the i-th block substream correspond to a known number ni of quantized wavelet coefficients. Assume that the length in bits i of the substream is known from the headers. The 3D ESCOT decoder has then to process exactly i bits of data. When there is an error in the i bits, the decoder may be desynchronised [16] , i.e., more or less than i bits may be needed to generate the ni coefficients. This indicates the occurence of at least one transmission error. Nevertheless, some transmission errors do not lead to a desynchronisation and are thus not detectable. This technique allows to get a test to verify the consistency of some candidate 3D-block x:
Note that, as for channel codes, since some transmission errors are not detected, ti (x) = 1 does only mean that x belongs to E i , and not that x has been sent by the transmitter. In the Vidwav codec, i is only known at the precision of a byte (data are byte-aligned). Error detection is thus only possible when the desynchronisation is sufficient. The test t i (x) which may be implemented is thus only able to detect whether the candidate sequence x belongs to the set E i /8 = E 8( i /8 −1)+1 ∪ · · · ∪ E 8 i /8 , of all sequences which may be stored in i/8 bytes, where · means upwards rounding. Since E i ⊂ E i /8 , one has
A possible implementation for the test t i (x)consists in decoding x using the 3D ESCOT decoder. The obtained sequence is then 3D ESCOT reencoded leading to a sequencex of hi bits. One has
An exact MAP estimation would have to consider all sequences in E i /8 . This set is not well structured, i.e., it may not be described using a trellis, for which efficient channel-coding inspired decoding techniques are available, as is the case for Huffman-like entropy codes [8] . A sequential decoder [21] is thus used to perform a suboptimal evaluation of (2) as shown in the next section.
Sequential estimation
The set of all sequences of i = 8 i/8 bits may be organised in a tree T i containing 2 i leaves, each of which represents a sequence of i bits. A path starting from R, the root of the tree and leading to a node at depth in the tree, represents a sequence of bits. Only E i /8 leaves correspond to sequences belonging to E i /8 . The M -algorithm [21] is a sequential decoder which performs a partial exploration of the tree T i in order to find the M best sequences according to a given metric M. It uses then the test t i (x) to eliminate candidates which do not belong to E i /8 . The considered metric here is M(xj, y
where xj = (x1, ..., xj) and y The M algorithm is suboptimal: if M is not large enough, the correct path may be lost at Step 2. When none of the obtained paths satisfies t i (x) = 1, one concludes that the path corresponding to the actual 3D block substream has been removed. Ideally, when this case occurs, an error concealment technique should be used to replace the damaged 3D block. Here, for the sake of simplicity, the estimate corresponding to the M -th path is used even if it is wrong.
EXPERIMENTAL RESULTS
Experiments have been conducted using the transmission scheme described in Section 3. The 32 first frames of the QCIF sequence foreman are encoded in one layer at 128 kbps with both temporal and spatial transforms involving 3 decomposition levels. Entropy coding is done on 3D blocks having a depth of 4 frames. The term Block size will further be used to refer to the width and height of these blocks. The encoded bitstream of this sequence is then sent to the AWGN channel simulator, which only affects the block substreams. Header data, which represent about 18% of the bitstream, are assumed to be error-free. This could be obtained by using some strong FEC codes or reliable header recovery techniques [19, 22] . The sequential decoding described in Section 3.3, is then run with````````B Table 1 . PSNR (dB) obtained for various width and height of 3D blocks and target bitrate in the case of no-error M = 2, 6 and 10 for each block substream. Experiments are done with block sizes of 22×18 and 11×9. Considering small 3D blocks reduces somewhat the encoder efficiency, in the case of no error, as illustrated in Table 1 . Decreasing the block size increases the amount of blocks in the bitstream and thus the frequency at which the arithmetic encoder is reinitialized. The number of noise realisations is set to 100. Figures 4 and 5 show the average PSNR as a function of the channel SNR, for a block size of 22 × 18 and 11 × 9 respectively. For a channel SNR of 11 dB, the performance gain in PSNR is 4 dB for a block size of 22 × 18 and 7 dB for a block size of 11 × 9, when compared to the standard Vidwav hard decoder (which also benefits from the noiseless headers to resynchronise in presence of errors). The gain in channel SNR for an average PSNR of 30 dB is about 1.5 dB for a block size of 11 × 9. Performance increases when increasing M . Experiments have been also conducted on the first 150 images of foreman, with the same parameters. Figure 6 shows the PSNR of the decoded sequence as a function of the frame number, for a block size of 11 × 9 and for a channel SNR of 11 dB. The performance increase provided by the joint decoder when compared to the standard decoder is above 15 dB in PSNR on some frames.
Discussion on the complexity
Increasing M leads to an increase in the computational complexity of the overall system. Basically, the complexity of the M -algorithm is linear in M . Since the M algorithm operates a sequential decoding only on 3D blocks that are detected as erroneous, the JSC decoding complexity for a given block is equal to that of standard decoding if no error is detected, and is at most M times the standard decoding complexity when all estimates provided by the M -algorithm are detected as erroneous. Table 2 presents the percentage of erroneous blocks and of blocks detected as erroneous, among the blocks that were stored in the bitstream (some blocks are skipped) for a sequence coded with a block size of 22 × 18, and with M = 1, 2, and 10. It provides an upper bound on the total JSC decoding complexity as a function of the channel SNR. The error-detection rate is relatively high and has an average of 87% over the considered channel SNR values as shown in Table 2 . Using the test ti (x) rather than t i (x) would increase this error-detection rate, but requires additional information which is not available in current implementations of the Vidwav coder.
CONCLUSIONS
This paper proposes a JSC decoder able to correct transmission errors introduced by error-prone channels. It employs the residual redundancy left in the bitstream by the entropy encoder. The decoding complexity depends on the channel SNR and on the parameter M of the M -algorithm. Increasing M improves the decoding performance at the price of a higher complexity. With the considered simulation conditions, the JSC decoding complexity remains less than three times the complexity of a standard decoder for a chan- Fig. 4 . PSNR of standard and joint decoders as a function of the channel SNR, for a block size of 22x18 nel SNR higher than 11 dB which is considered to be reasonable. For all 3D blocks, which were not corrected using JSC decoding, error-concealment techniques should be employed [6, 7, 23] . In this work, all headers were assumed error-free. This may be obtained by using strong FEC for the headers or JSC decoding techniques for the reliable estimation of headers, such as those presented in [22] .
To improve the amount of errors detected, one may refine the substream length precision by writing the number of remaining bits in the last byte, in the corresponding packet header. Only 3 additional bits per substream would be necessary. This may improve the performance of the proposed scheme, at the price of a slight modification of the bitstream syntax. 
