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Many studies have been devoted to the …nite sample properties of panel unit root tests. In this literature, it is now standard to distinguish …rst generation tests that are based on the assumption of independent cross section units and second generation tests that allow for cross-section dependence (see Banerjee, 1999; Baltagi and Kao, 2000; Choi, 2004; Hurlin and Mignon, 2004; Breitung and Pesaran, 2005 for a survey). The empirical power and size of …rst generation unit root tests have been simulated under various assumptions in Maddala and Wu (1999) , Levin, Lin and Chu (2002 ), Choi (1999 , 2001 , Breitung (2000) , Banerjee, Marcellino and Osbat (2005) . The relative performance of second generation unit root tests has been studied in particular by Gutierrez (2003 Gutierrez ( , 2005 , Gengenbach, Palm, and Urbain (2004) or Baltagi, Bresson and Pirotte (2005) . The results of these studies depend very much on the underlying data generating process used in the Monte Carlo simulations. In particular, it appears that the …nite sample properties of panel unit root tests depend on (i) the homogeneity assumption used under the alternative, (ii) the existence of cross-section dependences, (iii) the speci…cation of these cross-section dependences (factor structure or weak cross section dependence), (iv) the relative sample sizes T and N , (v) the existence of longrun cross-unit relationships, etc.. In many con…gurations, the panel unit root tests have severe size biases in …nite samples. In some cases, the empirical size of the tests is substantially higher than the nominal level, so that the null hypothesis of a unit root is rejected very often, even if correct. It is for instance the case when the assumption of no cross-unit correlation or cross-unit cointegrating is violated and …rst generation unit root tests are used (Banerjee, Marcellino and Osbat, 2005) . But, it may be also the case when second generation unit root tests are used in a context of cross-unit dependences for which they are not designed. The use of a factor model (Bai and Ng, 2004) in the case of weak correlation may do not yield valid test procedures. On the contrary, the use of unit root tests that allow for weak dependence may also lead to severe size biases in some cases 1 . Given these results, some authors warn against the F o r P e e r R e v i e w use of panel methods for testing for unit roots in some cases. In particular, Banerjee, Marcellino and Osbat (2005) clearly ask the question: should we use panel methods for testing for PPP?
In this perspective, our paper aims to evaluate the advantages and drawbacks of panel unit root tests for macroeconomic and …nancial series. But, our methodological approach is di¤erent from the approaches previously mentioned. Rather than simulating some Monte Carlo experiments and evaluating empirical size and power in many di¤erent con…gurations, we propose here to respond to the question: what results would Nelson and Plosser (1982) obtain if they have used panel unit root tests 2 ? For that, we systemically apply panel unit root tests to the same 14 macroeconomic and …nancial variables (including measures of output spending, money, prices and interest rates) as those studied by Nelson and Plosser. The series are considered for a panel of OECD countries over the period 1950-2003 given data availability. More precisely, we consider nine panel unit root tests among the most used in the literature. Four …rst generation tests are studied: (i) the tests of Levin, Lin and Chu (2002) based on a homogenous alternative assumption, (ii) the tests of Im, Pesaran and Shin (2003) that allow for a heterogeneous alternative and the Fisher type tests of (iii) Maddala and Wu (1999) and (iv) Choi (2001) . The common feature of these …rst generation tests is the restriction that all cross-sections are independent. However, it is well-known that this cross-unit independence assumption is quite restrictive in many empirical applications. So, we also consider some second generation unit root tests that allow cross-unit dependencies.
A growing literature is now devoted to these tests with among others, the papers by Bai and Ng (2004) , Choi (2002) , Phillips and Sul (2003) , Moon and Perron (2004) , Pesaran (2004) and Chang (2002 Chang ( , 2004 . The main issue is to specify the cross-sectional dependencies, since as pointed out by Quah (1994) , individual observations in a cross-section have no natural ordering. Consequently, various speci…cations and a lot of di¤erent testing procedures have been proposed. In our study, we consider two groups of tests.
The …rst group tests are based on a dynamic factor model (Bai and Ng, 2004; Moon and Perron, 2004; Pesaran, 2003) or an error-component model (Choi, 2002) . The cross-sectional dependency is then due to the presence of one or more common factors or to a random time e¤ect. The tests of the second group are de…ned by opposition to these speci…cations based on common factor or time e¤ects. In this group, some speci…c (O 'Connell, 1998; Taylor and Sarno, 1998) or more general (Chang, 2002 and ) speci…cations of the cross-sectional correlations are proposed in the literature.
Here, we limit our analysis to the IV nonlinear test proposed by Chang (2002) .
Contrary to a standard …nite sample exercise based on Monte Carlo simulations, our approach does not allow determining what the most robust test is (since we do not know the true data generating process). We can not give some recommendations about the appropriate circumstances for using each test. However, our study clearly points out the di¢ culty that applied econometricians would face when they want to get a simple and clear-cut diagnosis with panel unit root tests. They con…rm the fact that one must be very careful with the use of panel root tests on macroeconomic time series.
In particular, we highlight the in ‡uence of (i) the heterogeneous speci…cation of the model, (ii) the cross-sectional independence assumption and the (iii) the speci…cation of these dependences.
The rest of the paper is organized as follows. In section 2, we present the data and the results of three …rst generation tests. Section 3 presents the results obtained from …ve representative tests of the second generation. The last section concludes.
First Generation Unit Root Tests
What would Nelson and Plosser …nd had they used …rst generation panel unit root tests? To answer this question, we consider in this study the same series as those used in the seminal paper of Nelson and Plosser (1982) . The only di¤erence is that we consider these series for a panel of OECD countries 3 Nelson and Plosser (from 1860 or 1909 to 1970 according to the series), but it corresponds to that of most of macroeconomic or …nancial panels. Since some panel unit root tests require the use of a balanced panel, for each variable we consider the same balanced database for all the tests. The data includes the maximum of OECD countries given the data availability. The lists of countries and data sources are reported in appendix A.
Levin and Lin unit root tests
One of the most popular …rst generation unit root test is undoubtedly the test proposed by Levin, Lin and Chu (2002) . Let us consider a variable observed on N countries and T periods and a model with individual e¤ects and no time trends. As it is well known, Levin and Lin (LL thereafter) consider a model in which the coe¢ cient of the lagged dependent variable is restricted to be homogenous across all units of the panel: for all i = 1; ::N under H 0 ). This restrictive alternative hypothesis implies that the autoregressive parameters are identical across the panel.
In a model with individual e¤ects, the standard t-statistic t based on the pooled estimator b diverges to negative in…nity. That is why, LL suggest using the following adjusted t-statistic:
where the mean adjustment T and standard deviation adjustment T are simulated by authors (Levin, Lin and Chu, 2002, term is also function of the average of individual ratios of long-run to short-run vari- 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 In order to assess the sensitivity of the results to the choice of the kernel function and the selection of the bandwidth parameters in the adjustment terms, for each variable we compute three statistics. The …rst one, denoted t , is based on a Bartlett kernel function and the common lag truncation parameter K proposed by LL. The second statistic, denoted t B , is also based on a Bartlett kernel but with individual lag truncation parameters selected according the Newey and West's procedure (1994) . The last statistic, denoted t C , is computed with a Quadratic Spectral kernel and individual lag truncation parameters. Finally, we also consider a model with individual e¤ects and deterministic trends to asses the sensitivity of our results to the speci…cation of the deterministic component. The corresponding adjusted t-statistic based on a Bartlett kernel is denoted t C 3 :
The results would have surprised Nelson and Plosser. The LL tests clearly indicate that stationarity is a common feature of the main macroeconomic variables. Indeed, at a 5% signi…cance level, the tests strongly reject the null of non stationarity for 11 macroeconomic series out of 14, including real GDP, nominal GDP, employment etc.
The unit root hypothesis is not rejected only for bond yield, common stock prices and velocity. Besides, except for velocity, these results are robust to the choice of kernel function and bandwidth parameter. These conclusions, except for the unemployment rate and the money stock, are also robust to the speci…cation of the deterministic component, i:e: with or without time trends. Various explanations to these surprising results are possible. The …rst one is based on the mispeci…cation of one or more on the N individual ADF lag lengths in the model (1). Im, Pesaran and Shin (2003) show the importance of correctly choosing these individual lag orders for the LL tests.
In our study, individual lag lengths are optimally chosen using the general-to-speci…c (Choi, 1999; Maddala and Wu, 1999) . It is well known that the main advantage of these test compared to LL one, is to allow for heterogeneity in the value of i under the alternative hypothesis. The corresponding model with individual e¤ects and no time trend becomes:
The null hypothesis is de…ned as H 0 : i = 0 for all i = 1; ::N and the alternative hypothesis is H 1 : i < 0 for i = 1; ::N 1 and i = 0 for i = N 1 +1; ::; N; with 0 < N 1 N .
The alternative hypothesis allows unit roots for some (but not all) of the individual. In this context, the IPS test is based on the (augmented) Dickey-Fuller statistics averaged across groups. Let t iT (p i ; i ) with i = i;1 ; ::; i;p i denote the t-statistic for testing 
Under the assumption of cross-sectional independence, this statistic is shown to sequentially converge to a normal distribution. IPS propose two corresponding standardized t-bar statistics. The …rst one, denoted Z t bar , is based on the asymptotic moments of the Dickey Fuller distribution. The second standardized statistic, denoted W tbar ; is based on the means and variances of t iT (p i ; 0) evaluated by simulations under the null i = 0. Although the tests Z tbar and W tbar are asymptotically equivalent, simulations show that the W tbar statistic, which explicitly takes into account the underlying ADF orders in computing the mean and the variance adjustment factors, performs much better in small samples. In table 2, both statistics are reported. We also report the value of the W tbar statistic in a model with deterministic trend. For each country, the values of the mean and variance used in the standardization of W tbar are taken from the IPS simulations (Im, Pesaran and Shin, 2003, Special care need to be exercised when interpreting the results of the six variables for which the null hypothesis is rejected (real GDP, industrial production, unemployment rate, wages, real wages and money stock). Due to the heterogeneous nature of the alternative, rejection of the null hypothesis does not necessarily imply that the non stationarity is rejected for all countries, but only that the null hypothesis is rejected for a sub-group of N 1 < N countries. Therefore, such a result is not incompatible with the fact that, based on pure time series, the ADF tests lead to accept the non stationarity hypothesis for the majority of OECD countries. For instance, let us consider the real GDP over the period 1963-2003, for which the IPS leads to rejection of the non stationarity hypothesis. At a 5% signi…cance level, the pure time series ADF tests conclude to the presence of a unit root in 17 out of 25 GDP processes (see table 8 ).
These conclusions are con…rmed by the Fisher (1932) type tests proposed by Choi (2001) and Maddala and Wu (1999) . The null and alternative assumptions are the same as in IPS. But in these tests, the strategy consists in combining the observed signi…cant levels from the unit root individual tests. Let us consider pure time series unit root test statistics (ADF, ERS, Max-ADF etc.). Since these statistics are continuous, the corresponding p-values, denoted p i ; are uniform [0; 1] variables. Consequently, under the assumption of cross-sectional independence, the statistic proposed by Maddala and Wu (1999) and de…ned as:
has a chi-square distribution with 2N degrees of freedom, when T tends to in…nity and N is …xed. As noted by Banerjee (1999) , the obvious simplicity of this test and its robustness to statistic choice, lag length and sample size make it extremely attractive.
For large N samples, Choi (2001) proposes a similar standardized statistic: In summary, with the heterogeneous panel unit root tests based on the crosssectional independence assumption, the conclusions on the non stationarity of OECD macroeconomic variables are no clear-cut. The unit root hypothesis is strongly rejected for four macroeconomic variables (real GDP, wages, real wages and money stocks), which are generally considered as non stationary for the most of OECD countries. The non stationarity is also rejected for the unemployment rate as in Nelson and Plosser (1982) . The non stationarity is robust to the choice of the test and the choice of the standardization only for six variables: employment, GDP de ‡ator, consumer prices, velocity, bond yield and common stock prices. So, we are far from the clear-cut results obtained by Nelson and Plosser for the United States. The issue is then to know if these surprising results are due to the restrictive assumption of cross-sectional independence. The second generation unit root tests relax the cross-sectional independence assumption. Then, the issue is to specify these cross-sectional dependencies. The simplest way consists in using a factor structure model. At least three panel unit root tests based on this approach have been proposed: Phillips and Sul (2003) , Bai and Ng (2004) , Moon and Perron (2004) . For all these tests, the idea is to shift data into two unobserved components: one with the characteristic that is cross-sectionally correlated and one with the characteristic that is largely unit speci…c. Thus, the testing procedure consists in two steps: in a …rst one, data are de-factored, and in a second step, panel unit root test statistics based on de-factored data and/or common factors are then proposed. The issue is to know if this factor structure allows obtaining clear cut conclusions about stationarity of macroeconomic variables.
Bai and Ng unit root tests
In this context, the unit root tests by Bai and Ng (2004) provide a complete procedure to test the degree of integration of series. They decompose a series y it as a sum of three components: a deterministic one, a common component expressed as a factor structure and an error that is largely idiosyncratic. The process y it is non-stationary if one or more of the common factors are non-stationary, or the idiosyncratic error is non-stationary, or both. Instead of testing for the presence of a unit root directly in y it , Bai and Ng propose to test the common factors and the idiosyncratic components separately. Let us consider a model with individual e¤ects and no time trend:
where F t is a r 1 vector of common factors and i is a vector of factor loadings.
Among the r common factors, we allow r 0 stationary factors and r 1 stochastic common trends with r 0 + r 1 = r. The corresponding model in …rst di¤erences is: 
for m = 1; ::; r and i = 1; ::; N: Then, they test the unit root hypothesis in the idiosyncratic component e it and in the common factors F t with the estimated variablesF m t
In order to test the non stationarity of idiosyncratic components, Bai and Ng pro- The great di¤erence with unit root tests based on the pure time series is that the common factors, as global international trends or international business cycles for instance, have been withdrawn from data. In order to asses the importance of this transformation, both individual ADF test results are compared for the real GDP, on table 8. For 12 countries, the conclusions of both tests are opposite at a 5% signi…cant level: for 8 countries, the ADF tests on the initial series lead to reject the null, whereas the idiosyncratic component is founded to be non-stationary. However, these individual time series tests have the same low power as those based on initial series. That is why, pooled tests (similar to the …rst generation ones) are also proposed. But in this case, estimated idiosyncratic componentsê i;t are asymptotically independent across units. Bai In the Bai and Ng's perspective, the rejection of the non stationarity of the idiosyncratic component does not imply that the series are stationary, since the common factors may be non-stationary. In order to test the non-stationarity of the common factors, Bai and Ng (2004) distinguish two cases. When there is only one common factor among the N variables (r = 1), they use a standard ADF test in a model with an intercept. The corresponding ADF t-statistic, denoted ADF c b F , has the same limiting distribution as the Dickey Fuller test for the constant only case. If there are more than one common factors (r > 1), Bai and Ng test the number of common independent stochastic trends in these common factors, denoted r 1 . Naturally, if r 1 = 0 it implies that there are N cointegrating vectors for N common factors, and that all factors are
In order to determine r 1 ; Bai and Ng propose a sequential procedure based on two statistics. The …rst statistic of test, denoted M Q f , assumes that the non-stationary components are …nite order vector-autoregressive processes. The second statistic, denoted M Q c , allows the unit root processes to have more general dynamics. The corresponding results are reported on table 4. For each variable, the number of common factors is estimated according to IC 2 or BIC 3 criteria (see Bai and Ng, 2002) with a maximum number of factor equal to 5: Given these criteria, there is only one common factor in real GDP and in real per capita GDP, which can be analyzed as an international stochastic growth factor. For both variables, this common factor is found to be non stationary. For all other variables, the estimated number of common factors ranges from 2 to 4. Whatever the test used, M Q c or M Q f , the number of common stochastic trends is always equal to the number of common factors. So, it seems that for all macroeconomic variables, except for the real GDP, at least two independent non stationary common factors can be identi…ed among OECD countries. The conclusions are globally in favour of non stationarity for all …nancial and macroeconomic variables.
More precisely, we found that if the macroeconomic series are non-stationary, this property seems to be more due to the common factors, as international business cycles or growth trends, than to the idiosyncratic components. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Moon and Perron (2004) also use a factor structure to model cross-sectional dependence.
Their model is slightly di¤erent from that used by Bai and Ng (2004) , since they assume that the error terms are generated by r common factors and idiosyncratic shocks.
The idiosyncratic component e it is assumed to be i:i:d: across i and over t. The null hypothesis corresponds to the unit root hypothesis H 0 : i = 1; 8i = 1; ::; N whereas under the alternative the variable y it is stationary for at least one cross-sectional unit.
The testing procedure is the same as in Bai and Ng: in a …rst step, data are defactored, and in a second step, panel unit root test statistics based on de-factored data are proposed. The main di¤erence is that the Moon and Perron unit root test is only based on the estimated idiosyncratic components.
Moon and Perron treat the factors as nuisance parameters and suggest pooling de-factored data to construct a unit root test. The intuition is as follows. In order to eliminate the common factors, panel data must be projected onto the space orthogonal to the factor loadings. So, the de-factored data and the de-factored residual no longer have cross-sectional dependencies. Then, it is possible to de…ne standard pooled t-statistics, as in IPS, and to show their asymptotic normality. Let b + pool be the modi…ed pooled OLS estimator using the de-factored panel data. Moon and Perron de…ne two modi…ed t-statistics which have a standard normal distribution under the null hypothesis:
14 where w 2 e denotes the cross-sectional average of the long-run variances w 2 e i of residuals e it and 4 e denotes the cross-sectional average of w 4 e i . Moon and Perron propose feasible statistics t a and t b based on an estimator of the projection matrix and estimators of long-run variances w 2 e i : The corresponding results are reported on table 5. For each variable, the number of common factors r is estimated according to the same 4 criteria (IC 2 or BIC 3 ) used for the Bai and Ng (2004) unit root test (see table 4 ). In order to asses the sensitivity of our results to the choice of the kernel function used to estimate w 2 e i , we compute both statistics t a and t b with a Bartlett and with a Quadratic Spectral kernel. In both cases, bandwidth parameters are optimally chosen according to the Newey and West (1994) procedure. Besides, the results for a model with time trends are reported. The computation of unit root test statistic, denoted t # a ; is then slightly di¤erent from this presented above (see Moon and Perron, 2004) . In this case, we use the same criteria to estimate the number of common factor as in the model with individual e¤ects only.
In a model with individual e¤ects, the null is strongly rejected for all variables. The only exceptions are the real GDP and wages when the t b statistic is considered. These results con…rm the rejection of non-stationarity of idiosyncratic components, when they are de…ned in a factor structure model (see Fisher'type statistics Z c b e and P c b e , table 4). However, this rejection is not robust to the speci…cation of the deterministic component.
When time trends are included in the model, the conclusions are more in favour of the unit root hypothesis. The unit root is not rejected for nine variables and particularly for the real GDP and the real per capita GDP.
Choi unit root tests
Unlike in previous tests, Choi (2002) uses an error-component model to specify the cross sectional correlations. In spite of this …rst di¤erence, his testing procedure is similar to those developed in Bai and Ng (2004) or in Moon and Perron (2004) . However, the method used to eliminate non-stochastic trend components and cross-sectional cor- 4 The corresponding estimated numbers of factors are exactly the same except for employment and velocity. This slight di¤erence is due to the fact that in Bai and Ng (2004) 
where " it are i:i:d: 0; 2 ";i and assumed to be cross-sectional independent. i and f t respectively denote the unobservable individual e¤ect and the unobservable time e¤ect. The null hypothesis corresponds to the presence of a unit root in the remaining random component v it ; i.e. H 0 : P q i j=1 d i;j = 1; 8i = 1; ::; N . The alternative hypothesis is P q i j=1 d i;j < 1 for some cross-section units. The test is constructed by …rst demeaning the data by GLS as in ERS. Assuming that the largest root of v it is 1 + c=T for all i, two quasi-di¤erenced series are built for t 2:
To obtain the GLS estimators b i of parameters i , the variable e y it are regressed on e c it . Choi suggests here to follow ERS in setting c = 7 for all i: In a second step, the residuals e y it b i are cross-sectionally demeaned.
The deterministic components i and f t are eliminated from y it by the time series and cross-sectional demeaning: It implies that the transformed variables z it are independent across i for large T and N . Then, it is possible to test unit root with the cross-sectional independent variables z it . Choi uses a standard ADF t-statistic based on the regression:
16 Based on these individual tests, Choi proposes three Fisher's type statistics.
where p i denotes the asymptotic p-value of the Dickey-Fuller-GLS statistic for the country i and where (:) is the cumulative distribution function for a standard normal variable. Under the null hypothesis, all these statistics have a standard normal distribution: The results of the three unit root tests P m ; Z and L are reported on 
Pesaran unit root tests
Pesaran (2003) proposes a di¤erent approach to deal with the problem of cross-sectional dependencies. He considers a one-factor model with heterogeneous loading factors for residuals, as in Phillips and Sul (2003) . However, instead of basing the unit root tests on deviations from the estimated common factors, he augments the standard Dickey Fuller or Augmented Dickey Fuller regressions with the cross section average of lagged levels and …rst-di¤erences of the individual series. If residuals are not serially correlated, the regression used for the i th country is de…ned as:
where y t 1 = (1=N ) P N i=1 y i;t 1 and y t = (1=N ) 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w denoted CADF , is also considered to avoid undue in ‡uence of extreme outcomes that could arise for small T samples (see Pesaran, 2003 , for more details). In both cases, the idea is to build a modi…ed version of IPS t-bar test based on the average of individual CADF or CADF statistics (respectively denoted CIPS and CIPS , for cross-sectionally augmented IPS).
where t i (N; T ) denotes the truncated CADF statistic. All the individual CADF (or CADF ) statistics have similar asymptotic null distributions which do not depend on the factor loadings. But they are correlated due to the dependence on the common factor. Pesaran proposes simulated critical values of CIPS and CIPS for various samples sizes. Finally, this approach readily extends to serially correlated residuals with the introduction of lagged terms y t j and y i;t j for j = 1; ::; p. it was the case for only 17 countries with the ADF tests. Therefore, when we take into account the common factor in OECD real GDPs, via the introduction of cross sectionally augmented terms, the non stationarity of the real GDP seems to be largely accepted.
Chang nonlinear IV unit root tests
The second approach to model cross-sectional dependencies consists in imposing few or none restrictions on the covariance matrix of residuals (O 'Connell, 1998; Taylor and Sarno, 1998; Chang, 2002 and . Such an approach raises some important technical problems since the usual Wald type unit root tests based on standard estimators have limit distributions that are dependent in a very complicated way upon various nuisance parameters de…ning correlations across individual units. In this context, Chang proposes an average IV t-ratio statistic, denoted S N and de…ned as:
In a balanced panel, this statistic has a limit standard normal distribution. The instruments are generated by an Instrument Generating Function (IGF thereafter) which corresponds to a nonlinear function F (y i;t 1 ) of the lagged values y i;t 1 : It must be a regularly integrable function which satis…es R 1 1 xF (x) dx 6 = 0. This assumption can 
is the sample standard error of y it : The two others are IGF 2 (x) = I(jxj < K) and IGF 3 (x) = I(jxj < K) x ;
where K denotes a truncation parameter. The IV estimator constructed from the IGF 2 function is simply the trimmed OLS estimator based on observations in the interval
Individual nonlinear IV t-ratio statistics for the real GDP over the period The results (not reported) are identical in a model with time trends. Chang (2002) founded the same type of conclusive results in her study of the PPP: her test always provides robust results against the null hypothesis. However, it is important to note that found very large size distortions with this test. Using a common factor model with a sizeable degree of cross section correlations, they show that the test su¤ers from severe size distortions, even when N is small relative to T .
Conclusion
The 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w approaches or models with structural breaks. This debate is largely beyond scope of this paper. However, based on linear time series models without structural breaks, the results of Nelson and Plosser (1982) are generally considered as a reference for the main OECD aggregates. The issue is to know if an applied econometrician would obtain the same kind of general results with panel unit root tests. Our results show that the conclusions based on panel unit root tests are not clear-cut. We con…rm the fact that panel methods must be very carefully used for testing unit roots in macroeconomic or …nancial panels.
What would Nelson and Plosser …nd had they used panel unit root tests? The table 10 summarizes the response. As we can observe, there is no global regularity, but our study highlights the importance of the speci…cation of cross-sectional dependencies and heterogeneity. Our results raised three main points. Firstly, the unit root hypothesis is largely rejected when homogenous speci…cations (LL, 2002) are used to test the nonstationarity hypothesis. Secondly, the results based on heterogeneous speci…cations are more in favour of the non stationary hypothesis. However, under the cross-sectional independence assumption (IPS, 2003; Maddala and Wu, 1999; Choi, 2001) , results are mitigated: the null is rejected for some macroeconomic variables generally considered as non-stationary such as the real GDP. Thirdly, when international cross-correlations are taken into account, conclusions depend on the speci…cation of these cross-sectional dependencies. Two groups of tests can be distinguished. The …rst group tests are based on a dynamic factor model (Bai and Ng, 2004; Moon and Perron, 2004; Pesaran, 2003) or an error-component model (Choi, 2002) . In this case, the non stationarity of common factors (international business cycles or growth trends) is genrally not rejected, but the results are less clear with respect to idiosyncratic components. The second group of tests is de…ned by opposition to these speci…cations based on common factor or time e¤ects. In this case, it seems that the results are globally and clearly more in favor of the unit root assumption for most of main macroeconomic and …nancial indicators. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
Real GDP 13:05 Notes: t denotes the adjusted t-statistic computed with a Bartlett kernel function and a common lag truncation parameter given by K = 3:21T 1=3 (Levin and Lin, 2002) . Corresponding p-values are in parentheses. b is the pooled least squares estimator. Corresponding standard errors are in parentheses. t B denotes the adjusted t-statistic computed with a Bartlett kernel function and individual bandwidth parameters (Newey and West, 1994) . t C denotes the adjusted t-statistic computed with a Quadratic Spectral kernel function and individual bandwidth parameters. Finally, t denotes the adjusted t-statistic computed with a Bartlett kernel function and a common lag truncation parameter, for the model 3 with deterministic trends. Corresponding p-values are in parentheses. Indicates signi…cant at the 5% level. is the standardized t_bar DF N T statistic and associated p-values are in parentheses. Z t bar is the standardized t_bar N T statistic based on the moments of the Dickey Fuller distribution. W t bar denotes the standardized t_bar N T statistic based on simulated approximated moments (Im, Pesaran and Shin, 2003, (Choi, 2002) . The null hypothesis of non stationarity is rejected when P m is greater than the upper tail of the standard normal distribution. For other tests, the null is rejected when the realizations is inferior to the lower tail of the standard normal distribution. Z Notes: CIP S is the mean of individual Cross sectionally augmented ADF statistics (CADF). CIP S denotes the mean of truncated individual CADF statistics. The truncated statistics are reported only for one lag since they are always equal to not truncated ones for higher lag lengths. Corresponding p-values are in parentheses. p denotes the nearest integer of the mean of the individual lag lengths in ADF tests. Indicates signi…cant at the 5% level. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 GDP (1963 GDP ( -2003 Country Luxemb. 0:77 ---Notes: Individual ADF, CADF (Pesaran, 2003) and IV non linear ADF (Chang, 2002) statistics are reported for each of the 25 countries of the panel for the real GDP (1963 GDP ( -2003 . ADF c b e denotes the ADF t-statistic for the idiosyncratic component issued from the Bai and Ng's decomposition with one common factor. Corresponding p-values are reported in parentheses. For the ADF tests, the lag length is optimally chosen using the general-to-speci…c (GS) procedure of Hall (1994) with a maximum lag length set to 4. Starting with some maximum number of lagged di¤erences and if the last lagged di¤erence is signi…cant at 5%, choose that lag length, if not, reduce the order by one until the last included lag is signi…cant or none are included. Indicates signi…cant at the 5% level. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Notes: All results are obtained in a model with …xed e¤ects at the 5% level. LLC denotes the Levin, Lin and Chu (2002) test (statistic t ); IPS denotes Im, Pesaran and Shin (2003) test (statistic W ), MW denotes the Maddala and Wu (1999) test (statistic P M W ); CH denotes the Choi (2001) test (statistic Z M W ); BN c denotes the Bai and Ng (2004) test for common factors (ADF c F or M Q statistics), BN i denotes the Bai and Ng (2004) test for idiosyncratic shocks (statistic P c e ), MP denotes the Moon and Perron (2004) test (statistic t a ); CH2 denotes the Choi (2002) test (statistic P m ); P denotes the Pesaran (2003) test (statistic CIP S with p = 2) and IV denotes the Chang (2002) test (statistic IGF 2 ): 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 
