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The National Institute of Mental Health (NIMH) has provided a framework for studying
psychopathology known as the Research Domain Criteria (RDoC), which conceptualizes
depression and other mental disorders on a continuum of levels of analysis, ranging from
molecular dysfunction to impairment in cognitive systems indexed by behavioral paradigms.
Within the RDoC, these units of analysis and their corresponding normal-to-abnormal
functioning can be placed within six domains: (1) negative valence systems; (2) positive valence
systems; (3) cognitive systems; (4) social processes; (5) arousal and regulatory systems; and (6)
sensorimotor systems. Given the recent emphasis on identifying further mechanisms associated
with positive valence systems dysfunction, the present study aimed to assess the relationship
between various behavioral paradigms (indexing perception, attention, affective working
memory updating, and effort expenditure) and various conceptualizations of anhedonia, a
heterogeneous, transdiagnostic symptom implicated as a core component within this domain.
Participants (N = 101) with a range of depressive symptoms were recruited for a longitudinal
study and completed six weekly in-person sessions, as well as a follow-up session that occurred
approximately six weeks after the last session. Findings suggest there were no robust

associations between these behavioral paradigms and various self-report measures of anhedonia,
contrasting with previous empirical findings. As such, future studies are warranted to continue
assessing these possible mechanisms of positive valence systems disturbance.
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CHAPTER I
INTRODUCTION
Major Depressive Disorder (MDD) is a common psychological disorder that peaks in
onset during adolescence and young adulthood (Kessler et al., 2005). It is estimated that up to
one in four young people in Western countries will have experienced a major depressive episode
(MDE) by the age of 19 (Rohde, Lewinsohn, Klein, Seeley, & Gau, 2013). Lifetime prevalence
rates in the United States vary dramatically, ranging from as low as 6% to as high as 25%
(Kessler et al., 2014), although a recent epidemiological study estimates its prevalence at 16.6%
(Kessler et al., 2005). The substantial range in prevalence suggests that many people also have
sub-syndromal symptoms, which is a robust predictor of subsequent full MDD in longitudinal
research (Pietrzak et al., 2012).
Major depression tends to be a recurrent disorder, especially for those with an earlier age
of onset (Kovacs, Obrosky, & George, 2016). For each experienced episode, there is also an
increased risk of recurrence (Burcusa & Iacono, 2007), as well as a worsening pattern over time,
with more frequent recurrence, greater severity of depressive symptoms, and greater resistance to
treatments that may have initially been effective (Kessler et al., 2014). Furthermore, MDD has
been ranked as one of the most burdensome disorders in the world in terms of total disabilityadjusted life years (Ferrari et al., 2013), and is associated with numerous difficulties, such as
termination of education, work disability, absenteeism, and presenteeism (Greenberg, Fournier,
Sisitsky, Pike, & Kessler, 2014; Kessler et al., 2014).
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Thus, there is an impetus for understanding depression so that researchers and clinicians
alike may better assess, treat, and prevent the disorder. Historically, major depression has been
conceptualized within a medical model as a group of related symptoms, some of which are seen
as cardinal symptoms and criteria for the disorder (e.g., anhedonia), whereas others are not (e.g.,
increases or decreases in appetite). According to the Diagnostic and Statistical Manual of Mental
Disorders (5th ed.; DSM-5) a certain number, but not a certain constellation, of symptoms must
be present to qualify for a diagnosis of MDD (American Psychiatric Association, 2013).
Therefore, qualitative and very different conditions or syndromes can receive the same label of
depression. However, current assessment of depression can ultimately collapse these important
qualitative factors. For example, dimensions in depression research are transformed into
categories by setting threshold values for sum-scores of symptoms across a variety of self-report
measures (Fried, 2015). Should the respondent’s sum score exceed a set threshold, we have
evidence to believe that this individual’s depression can be best categorized as “mild,”
“moderate,” or “severe” without necessarily taking into account the specific symptoms
themselves.
Within this framework, a common cause view, or the idea that the observable symptoms
and phenomena associated with a diagnosis of depression are caused by a latent depression
variable (Borsboom, Mellenbergh, & van Heerden, 2003), emerges. In other words, depressive
symptoms logically covary with one another because they are triggered by the same underlying
disease entity (Fried & Nesse, 2015). As such, this approach often discards notable differences
between purported syndrome presentations, equally weighting each criterion symptom. An
alternative, symptom-based conceptualization may be a viable alternative to this syndrome-based
view. Rather than grouping all individuals together because they have met some threshold of
2

depressive symptoms (as is commonly done via self-report measures), a symptom profile
approach targets specific symptoms or phenomena associated with depression that are considered
important (Ingram, Siegle, & Steidtmann, 2014).
Indeed, it may be more worthwhile to examine depressive symptom profiles or clusters as
opposed to (or even in tandem with) the aggregation of symptoms represented by classifying
people as depressed. This idea is not novel, and has competed alongside prevailing views that
disorders (such as major depressive disorder and generalized anxiety disorder) represent
orthogonal dimensions (Persons, 1986). Traditionally, depressive and other psychiatric diagnoses
suffer from a number of issues, such as comorbidity, heterogeneity, and poor interrater reliability
(Chmielewski, Clark, Bagby, & Watson, 2015; van Loo & Romeijn, 2015; Wardenaar & de
Jonge, 2013). Recognizing these limitations of traditional diagnoses, the National Institute of
Mental Health (NIMH) initiated the Research Domain Criteria (RDoC) project to provide a
framework to help integrate several units of information or analysis – genes, molecules, cells,
circuits, physiology, behavior, self-report and laboratory paradigms – to best understand the
basic dimensions of functioning that underlie the entire range of human behavior, from normal or
adaptive to abnormal or maladaptive.
Research Domain Criteria (RDoC)
In 2009, the NIMH put forth a proposal toward deconstructing current psychiatric
nosology under the RDoC framework (Cuthbert, 2014; Insel et al., 2010). The NIMH has taken
the position that depression and other psychiatric disorders are so nested within broader
collections of symptoms that the entire notion of disorders is invalid (Persson, 2019). The RDoC
argues that collections of symptoms that currently comprise disorders do not have strong
empirical support as syndrome clusters. In addition, the rampant subtyping of psychiatric
3

disorders suggests that any current syndromic conception is noisy to the point of invalidity
(Ingram et al., 2014). Therefore, the idea of the RDoC is to begin by specifying basic dimensions
of functioning, as well as their implementing brain circuits. Then, in this light, psychiatric
disorders may be considered as extremes at either end of these continua (Koudys, Traynor,
Rodrigo, Carcone, & Ruocco, 2019).
Indeed, the basic dimensions of functioning (or units of analysis), as outlined by the
NIMH, range from genes to behavioral paradigms. In addition, the NIMH outlines functional
domains, wherein each construct or system may be associated with each unit of analysis. These
functional domains include: (1) negative valence systems; (2) positive valance systems; (3)
cognitive systems; (4) social processing systems; (5) arousal and regulatory systems; and (6)
sensorimotor systems. These systems were proposed to possess strong validity, with sufficient
evidence that each of the constructs map directly onto specific biological systems, such as a
neural circuits (Porter, 2018). For example, the subconstructs of the negative valence system
include (a) active threat (“fear”); (b) potential threat (“anxiety”); (c) sustained threat; (d) loss;
and (e) frustrative nonreward. Further, behavior associated with the loss subconstruct include
amotivation, anhedonia, and attentional bias to negative valenced information, amongst others.
The RDoC provides a dimensional system that encourages collaboration between all
disciplines, from basic research to clinical science. Although the RDoC matrix itself can be
characterized as biological (e.g., circuits and physiology), there are many psychological
constructs evident in the matrix as well, which emphasizes the interaction between these two
mechanisms. Thus, the aim of this system is to remove the constraints of classical psychiatric
disease diagnosis by constructing a common framework of comparable neurobiological
abnormalities with may ultimately stratify subgroups of patients, rather than relying on
4

diagnostic categories which are based solely on phenomenology (Sanislow, Ferrante, Pacheco,
Rudorfer, & Morris, 2019; Vilar et al., 2019).
Given the range of RDoC constructs and their applicability, an RDoC-based study should
be able to first select a domain and construct of interest, and then identify the independent
variable of interest from any column present in the RDoC matrix (Simmons & Quinn, 2014). For
example, a researcher might focus on the “Loss” subconstruct within the negative valence
domain. Then, the researcher may decide to recruit subjects based on whether they possess one
or more common gene variants or molecules associated with risk for psychopathology (e.g.,
oxytocin; Thompson, Parker, Hallmayer, Waugh, & Gotlib, 2011). A dependent variable might
also be selected from any of the matrix columns, such as performance on a particular
experimental paradigm, clinical symptom self-report measure, and/or neuroimaging. The
researcher might also wish to recruit subjects from a nearby anxiety disorder clinic, which would
allow for inclusion of subjects with a range of clinical symptoms (not necessarily limited to strict
inclusion criteria based on the DSM). The end result may be a recruitment of subjects with a
range in performance on an attentional bias to threat task that could then be compared across
levels of the selected independent variable, such as subjects with and without common variants
of specific genes or molecules (Simmons & Quinn, 2014).
There is a corpus of evidence already suggesting specific genetic variations are associated
with biased attention for emotional stimuli (Beevers, Gibb, McGeary, & Miller, 2007; Fox,
Ridgewell, & Ashwin, 2009; Pérez-Edgar et al., 2010; Thompson et al., 2011), but the premise of
the RDoC is relatively unique. This is because it is attempting to provide a formal framework
where clinical research should be built upon the best available genetic, neuroscientific, and
psychological science constructs to bridge the gap between basic research and psychiatry (Kelly,
5

Clarke, Cryan, & Dinan, 2017). Notwithstanding these strengths, there are notable critiques of
the RDoC system. For example, researchers have noted the NIMH’s emphasis on biological units
and measures and the RDoC’s limited clinical utility (Ross & Margolis, 2019; Vilar et al., 2019).
However, the NIMH also emphasizes the RDoC as a dynamic and continually developing
framework, as evidenced by the recent reorganization of the positive valence systems domain
(NIMH, 2018).
Positive Valence Systems
Within the RDoC’s functional domains, considerable interest has been given to the
negative valence systems in depression research. More specifically, the subconstruct of “Loss”
has traditionally received great attention (e.g., Beck & Bredemeier, 2016), with a focus on
circuits, behavior, and self-report measurements. For the Loss construct, key disruptions at the
circuit-level include cortico-limbic functioning, such as heightened limbic reactivity to
affectively salient stimuli (Koudys et al., 2019), whereas behavior and self-reports focus on
rumination, withdrawal, executive dysfunction, attentional bias to negative information, changes
in attributional style, and hopelessness, many aspects which are congruent with current
psychiatric nosology (Woody & Gibb, 2015).
Although the negative valence systems domain is highly relevant to depression
phenomenology, the positive valence systems domain also provides subconstructs that go in
tandem with depression research. Broadly defined, positive valence systems emphasize drive and
effort allocation, comprised of three main constructs: reward responsiveness, reward learning,
and reward valuation (NIMH, 2018). Importantly, although all positive valence constructs may
be conceivably impaired in depression, the RDoC de-emphasizes the lack of pleasure in these
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constructs, instead framing consummatory experiences as the outcome of the interplay between
these underlying constructs (Toups et al., 2017).
Reward Responsiveness
Reward responsiveness includes processes that are responsive to receipt of reward, as
well as cues for reward. The reward responsiveness construct itself includes three subconstructs:
reward anticipation, initial response to reward, and reward satiation (NIMH, 2018). A wealth of
research has examined reward responsiveness in relation to MDD, highlighting the cardinal
symptom of anhedonia (Whitton, Treadway, & Pizzagalli, 2015). For example, a reduction in
reward responsiveness appears to be present even after symptom remission (Pechtel, Dutra,
Goetz, & Pizzagalli, 2013), suggesting reduced reward responsiveness may serve as a trait
feature of depression. In addition, reduced reward responsiveness has also been found to predict
a persisting diagnosis of MDD after pharmacological treatment, particularly for patients
endorsing higher levels of anhedonic symptoms (Vrieze et al., 2013). Reward responsiveness in
relation to depressive symptoms can be assessed in a variety of ways. Many studies have focused
on assessing response in the presence of monetary, social, or “primary” rewards, such as food
(Eshel & Roiser, 2010). Suggested experimental tasks assessing responses to reward
responsiveness include the Monetary Incentive Delay task (MID; reward anticipation), the
Simple Guessing Task (SGT; initial response to reward), and putative tasks that index taste
reactivity (reward satiation; Hess, Kawaguchi, Wagner, Faraone, & Glatt, 2016).
In regards to the MID, some research indicates depressed and/or anhedonic subjects show
similar responses to controls, indicating comparable reward anticipation, but this lack of a
behavioral difference may be due to low power stemming from neuroimaging studies (Hasler et
al., 2009; Knutson, Bhanji, Cooney, Atlas, & Gotlib, 2008; Mori et al., 2016), which is further
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complicated by the lack of reported effect sizes in these studies. However, for simple guessing
tasks, such as the “doors task,” the feedback negativity event-related potential component, which
differentiates between feedback indicating monetary gain versus loss, has been shown to predict
first-onset MDEs in adolescent girls (Bress, Foti, Kotov, Klein, & Hajcak, 2013). That is,
blunted neural processing of reward, as indexed by the simple guessing task, is predictive of later
depressive symptoms. Similarly, for currently depressed subjects, those with higher symptom
severity demonstrated less sensitivity to rewards over time, as indexed by electroencephalogram
and responses to the doors task (Brush, Ehmann, Hajcak, Selby, & Alderman, 2018).
Reward Learning
Reward learning is the process by which one acquires information regarding stimuli,
actions, and the contexts that are associated with positive or favorable outcomes. In addition,
reward learning emphasizes modifying behavior when a novel reward is presented, or outcomes
are better than expected. Overall, this construct is associated with reinforcement learning. Within
the construct of reward learning, there are three subconstructs: probabilistic and reinforcement
learning, reward prediction error, and habit (NIMH, 2018).
One such experimental paradigm of reward learning, specifically probabilistic and
reinforcement learning, is the Probabilistic Reward Task (PRT; Pizzagalli, Iosifescu, Hallett,
Ratner, & Fava, 2008). In this task, subjects are told the aim is to win as much money as possible
by correctly discriminating between “short” and “long” features of a cartoon face, such as its
mouth or nose. Reward feedback is provided to subjects only after correct responses, although
not all correct responses receive such feedback. In this sense, an asymmetrical reinforcer ratio is
established and data are analyzed to provide an index of the subject’s systematic preference for
the response paired with a more frequent reward (i.e., a response bias).
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The PRT has been used to assess differences in response bias among depressed subjects
and controls. Pizzagalli et al. (2008) showed that although both depressed subjects and controls
found the task equally difficult (i.e., they had difficulty discriminating between “short” and
“long” aspects of the faces), depressed subjects showed significantly lower overall response bias
scores. Furthermore, depressed subjects also evidenced a higher likelihood of missing the more
frequently rewarded stimulus (“rich misses”), and this likelihood was positively correlated with
anhedonic symptoms experienced within the past week. Similarly, Pizzagalli, Goetz, Ostacher,
Iosifescu, & Perlis (2008) found that euthymic bipolar disorder subjects also had a significantly
lower response bias and a higher miss rate for the more frequently rewarded stimulus compared
to controls. Expanding upon the initial PRT study, Pechtel et al. (2013) found that fully-remitted
depressed subjects evidenced a reduced response bias, providing further evidence that
dysfunctional reward learning is a possible trait-like feature of depression.
Reward Valuation
Reward valuation includes the processes by which probability and benefits of a possible outcome
are acknowledged by reference to external information, social context, and/or prior experience
(NIMH, 2018). This probability is formulated via pre-existing biases, learning, memory, and
characteristics of stimuli in the environment. Highlighted within this construct and its associated
subconstructs is the process of approach motivation. This construct also involves assigning
incentive salience to stimuli and includes three subconstructs: reward (probability), delay, and
effort.
Experimental paradigms used to investigate this construct measure the degree of
impulsivity, incentive, or preference one may express when faced with a reward. One such
example may be the Effort-Expenditure for Rewards Task (EEfRT; Treadway, Buckholtz,
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Schwartzman, Lambert, & Zald, 2009). In each trial of the EEfRT, subjects are given the choice
between attempting a hard task for the chance to win a larger monetary prize or an easy task for
the chance to win a smaller monetary prize. To foster this decision, the EEfRT also provides
subjects with the reward amount associated with each option and the probability that the
particular trial will be a win trial, that is, one in which they may be eligible to receive money for
successful trial completion (Treadway et al., 2009).
Several studies have utilized the EEfRT to assess reward valuation in relation to aspects
of depression (Bryant, Winer, Salem, & Nadorff, 2017; Geaney, Treadway, & Smillie, 2015;
Treadway et al., 2009). One example comes from Yang et al. (2014; Study 1), who found that for
subjects endorsing sub-threshold depressive symptoms, greater anticipatory anhedonia was
associated with less effortful choices compared to participants who did not endorse clinically
significant symptoms. Yang et al. (2014; Study 2) found that when comparing first-episode
depressed and remitted depressed subjects, first-episode depressed subjects showed a decreased
willingness to expend effort for reward, whereas remitted depressed subjects’ performance was
on par with control subjects; that is, they had similar capacity in evaluating expected reward
probability and magnitude.
Taken together, evidence from experimental paradigms assessing positive valence system
constructs support the notion that depressed subjects show a reduced ability to modulate
behavior in response to reward, as well as diminished reward learning compared to healthy
controls (Cooper, Arulpragasam, & Treadway, 2018). In addition, this research emphasizes the
role of anhedonia in relation to these deficits in positive valence systems (Pizzagalli, Iosifescu, et
al., 2008; Treadway & Zald, 2011). Nonetheless, the positive valence system is a complex
domain with multiple subconstructs under its umbrella. This complexity is evidenced by the
10

recent changes the NIMH has undergone in revamping this domain. However, this domain
provides numerous opportunities to further this corpus of findings by connecting hypothesized
positive valence system constructs germane to differential diagnostic aspects of depression (e.g.,
whether such constructs are diminished in both currently depressed and remitted depressed
persons) and specific depressive symptoms themselves, such as anhedonia (Hess et al., 2016;
Olino, 2016).
Rationale for the Present Study
The studies discussed thus far highlight distinct differences between depressed and nondepressed subjects across a variety of constructs and behavioral paradigms consistent with the
positive valence systems domain of the RDoC matrix. However, the goal of the RDoC
framework is not merely to describe differences between diagnostic categories within our current
nosology; instead, the focus shifts to a “bottom up” approach to describe psychopathology in
terms of various units of analysis (Sanislow et al., 2019). In addition, this framework also
suggests that the DSM-5 and other similar classifications operate almost exclusively at the level
of clinical signs and symptoms, emphasizing a “top down” approach that makes a significant
leap from phenomenology and behavior to underlying physiology, cellular, and other related
circuity (Malhi & Bell, 2019). Given recent developments to this matrix, then, it is reasonable to
assess how these constructs relate to clinical symptomology more specifically and address the
gaps where relevant mechanisms may not be adequately captured.
This lack of specificity is especially salient for the positive valence systems domain. Out
of all the matrices defined by the NIMH, the positive valence systems matrix is the sparsest. For
example, the only available unit of analysis for the delay subconstruct of reward valuation is the
“paradigms” unit of analysis, which only specifies the delay discounting task as a measure of this
11

subconstruct. Therefore, the present study aimed to investigate the relationship between
performance on behavioral tasks that tap into positive valence system dysfunction and various
conceptualizations of anhedonia, an important transdiagnostic symptom highlighted within this
matrix, to further identify possible mechanisms that may contribute to this critical symptom and
individual difference characteristic. In addition, as the RDoC’s mission is relatively fluid and
aims to provide an agnostic framework in which to study psychopathology (Persson, 2019), this
study also draws from theory, such as the reward devaluation theory of depression (Winer &
Salem, 2016), in hypothesizing these specific mechanisms. The importance of these paradigms
are detailed further below, as the majority of the behavioral tasks used in this study are not
formally recognized by NIMH as markers of positive valence systems disturbance. However, a
strong empirical literature supports the utility of tasks in identifying mechanisms (e.g.,
perceptual and attentional) that are related to specific psychiatric symptomology.
Reward Devaluation
As currently conceptualized, the positive valence system domain contains the reward
responsiveness, reward learning, and reward valuation constructs. This organization is intended
to continue undergoing changes based on literature supporting each construct and its associated
subconstructs. Moreover, these constructs are not standalone entities; that is, it is likely that
processes associated with one construct may be associated with others (e.g., the EEfRT likely
also taps into “reward anticipation” and not merely just “effort”). However, there are other
possible aspects of positive valence systems disturbance that fall in line with NIMH’s guidelines.
One such example is the reward devaluation theory of depression, a meta-analytically supported
framework positing that avoidance of positivity and devaluation of reward is a discriminant
correlate of heightened depressive states (Winer & Salem, 2016).
12

Reward devaluation theory provides an innovative framework that highlights avoidance
of reward as a potential positive valence systems disturbance. Importantly, this framework
suggests that devaluation of reward, not just a lack of valuation, is an integral component related
to depressive symptoms. That is, this theory posits that many depressed individuals avoid
positivity due to repeated pairings and associations of positive experiences with ultimate
disappointment. Although the positive valence systems framework includes a “reward valuation”
construct, the associated subconstructs do not clearly map onto the main tenets proposed by the
reward devaluation framework. For example, research investigating positive valence
disturbances in depression does indeed suggest that depressed persons do not value reward as
highly as non-depressed persons (Atchley et al., 2012; Frewen, Dozois, Joanisse, & Neufeld,
2008; Frischen, Ferrey, Burt, Pistchik, & Fenske, 2012), but, crucially, positivity is also
commonly devalued leading to the opposite pattern (avoidance instead of approach) in
depressed, as opposed to non-depressed individuals (Winer & Salem, 2016).
Assessment of Avoidance With the Dot-Probe Task
In regards to experimental paradigms, a hallmark task used to assess attentional bias in
relation to depression and anxiety has been the dot-probe task (MacLeod, Mathews, & Tata,
1986). More specifically, the dot-probe task has been highlighted by the RDoC negative valence
systems domain as providing an index for the Loss and Sustained Threat constructs (Gibb,
McGeary, & Beevers, 2016). That is, within these domains, attentional bias to negatively
valenced information is a behavior indexed by the dot-probe task, although there are some
nuanced differences between this behavior within the Loss and Sustained Threat constructs. For
example, difficulty disengaging attention from depressogenic themes or stimuli, such as sad
faces, appear to fall under the Loss construct, whereas vigilant, initial orientation of attention to
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threat-relevant stimuli, such as angry or fearful faces, appear to fall under the Sustained Threat
subconstruct (Gibb et al., 2016). Indeed, parsing apart this time course of the cognitive
mechanisms and focus of valenced stimuli appears to discriminate among mood and anxiety
disorders, such that subjects with clinical anxiety (e.g., GAD) display a bias towards threat
stimuli, whereas subjects with MDD do not (Mogg & Bradley, 2005).
The primary dependent variable indexed by the dot-probe task is reaction time (RT). The
assumption is that reaction times to a probe are faster if one’s attention is already allocated to the
side of the visual field where the probe appears. Thus, preferential attention to valenced
information is assumed when reaction times are quicker in replacing probes that occur in the
same location as the emotional stimuli, compared to probes that occur in the same location as the
neutral stimuli. Conversely, attentional avoidance of emotional information is assumed when
reaction times are quicker to probes that occur in the same location as the neutral stimuli than to
probes that occur in the same location as the emotional stimuli.
As stated previously, the negative valence systems domain has emphasized attentional
bias toward negatively valenced information as a core behavior for its associated subconstructs.
However, the dot probe also provides an index of bias away from emotional information, and
this index is the crux of the meta-analytic results reported in Winer and Salem (2016) that
support the reward devaluation framework. In the dot-probe task, bias in attention is indicated by
faster responses when dots (probes) replace negative rather than neutral stimuli, such as words or
faces. Conversely, reaction time on positive-neutral trials can be used to index biases toward
positive stimuli or away from positive stimuli.
Using this approach, some empirical research has investigated the possibility that
depressed and/or dysphoric subjects exhibit a bias away from positivity. For example, Gotlib,
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Krasnoperova, Yue, and Joormann (2004) assessed attentional bias in depressed, anxious, and
control subjects with a dot-probe task containing facial stimuli. Gotlib and colleagues found that
subjects with MDD displayed a pronounced bias for sad faces, which significantly differed from
controls, who did not evidence such a bias. In addition, MDD subjects’ bias for sad faces did not
differ from anxious subjects’ bias. Although the authors emphasize a stronger bias for sad faces
than for angry or happy faces as an index of diagnostic specificity (as the anxious subjects or
controls did not evidence such a bias), they also emphasize the strong correlation between
depressive symptom severity and bias away from happy faces.
Extending upon these initial findings, Shane and Peterson (2007) investigated biases at
earlier (200ms or 500ms) and later (1500ms) stages of processing via the dot-probe task. In their
version, positive-neutral, negative-neutral, and neutral-neutral picture (Study 1) or word (Study
2) pairs were presented and differences were assessed between dysphoric and non-dysphoric
groups. In Study 1, the authors found that for dysphoric subjects, they evidenced a pronounced
avoidance of positive pictures compared to the nondysphoric group, particularly at 500ms.
Conversely, nondysphoric subjects evidenced a pronounced vigilance to positive stimuli,
consistent with meta-analytic evidence supporting this notion (Pool, Brosch, Delplanque, &
Sander, 2016). In Study 2, subjects completed a dot-probe task with 80 positive-neutral, 80
negative-neutral, and 40 neutral-neutral word pairs. The dysphoric group once again evidenced a
pronounced avoidance of positive stimuli, which was specific to short-duration trials.
Nondysphoric subjects, however, showed a slight, non-significant vigilance toward the positive
stimuli in comparison. A unique aspect of Shane and Peterson’s study was that they also
computed bias differentials, an index of the relative magnitude of subjects’ biases toward
positive or negative stimuli. These bias differentials were calculated by subtracting bias toward
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negative stimuli from bias toward positive stimuli, with positive values indicating an overall bias
toward positive stimuli, and negative values indicating an overall bias to negative stimuli. In both
studies, dysphoric subjects evidenced considerably more negative bias differentials, whereas the
nondysphoric group evidenced more positive bias differentials. In sum, the dot-probe task allows
for a flexible examination of negativity and positivity biases, with such avoidance of positivity
showing a robust association with depressive symptomology (Winer & Salem, 2016).
However, other paradigms assessing avoidance of positivity may also detail unique
information not otherwise assessed by the dot-probe. One example is the two-alternative forced
choice (2AFC) task, which assess accuracy bias for emotional stimuli. More specifically, the
2AFC is unique compared to the dot-probe task in its ability to rule out general interference from
emotional information (as its primary dependent variable is accuracy), and as such, can suggest
stronger evidence of inhibition or facilitation than a latency-based paradigm such as the dotprobe (Salem, Winer, & Nadorff, 2018; Winer, Cervone, Newman, & Snodgrass, 2011). Another
unique paradigm is the affective n-back task, which assesses the ability to continuously update
emotional information briefly held in memory (Pe, Koval, & Kuppens, 2013). Given the nature
of this task, it assesses multiple domains of the RDoC matrix, such as negative and positive
valence systems, as well as cognitive systems (e.g., “flexible updating”). More importantly,
disruptions in one’s ability to flexibly update and monitor emotional information specifically
may confer risk for the development of depressive symptoms (Levens & Gotlib, 2010; Pe, Brose,
Kuppens, & Gotlib, 2016); however, the extent to which these abilities are related to specific
depressive symptoms has yet to be determined
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Two-Alternative Forced Choice Task (2AFC)
The 2AFC is a recognition task designed to assess subchance perception of emotional stimuli. In
this task, a single stimulus word (e.g., “hope”) is presented briefly on the computer screen,
around 7-8ms (Salem et al., 2018; Snodgrass, Bernat, & Shevrin, 2004; Snodgrass, Shevrin, &
Kopka, 1993; Winer et al., 2011). After, the word is replaced by a mask to limit perceptual
awareness. Participants are then presented with two word choices, one of which was the word
presented (the target word) and the other a distractor word. Assessing accuracy for subliminallypresented affective stimuli can provide further evidence for inhibition or facilitation of positive
or negative stimuli.
In a recent study, Salem and colleagues (2018) examined responses on the dot-probe task
and 2AFC to investigate the combined cognitive bias hypotheses (Everaert, Koster, &
Derakshan, 2012), which posits that biases in different domains of information-processing, such
as attention and memory, interact to augment depressive symptoms. For this study, the authors
created a separate bias index for both tasks. For the 2AFC, a combined accuracy bias index was
calculated by subtracting accuracy for positive words from accuracy for negative words, such
that positive values reflect an index of both facilitatory processing of negative information and
inhibitory processing of positive information. For the dot-probe, latency bias for positive words
was subtracted from bias for negative words to create a similar index, wherein positive values
represented vigilance for negative information and avoidance of positive information.1

1

This combined bias index differs from the bias differentials reported in Shane and Peterson (2007). By subtracting
bias toward negative stimuli from bias toward positive stimuli, as in Shane and Peterson (2007), the relative
magnitude of preference for a particular valence is indicated. However, using the index from Salem et al. (2018), an
individual may have a positive bias score for negative words (vigilance). Should this positive value be subtracted by
a negative bias score for positive words (i.e., a bias away from positivity), an overall positive value then reflects
both negative vigilance and positive avoidance.
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Importantly, these two indices were calculated to better examine the relationship between these
biases and anhedonic symptoms. That is, assessing anhedonia is an important factor, as a loss of
interest and/or pleasure may specifically associated with positive valence system disturbances
that characterize depression.
Evidencing support for the combined cognitive bias hypothesis, Salem and colleagues
found that interaction of their two bias measures (i.e., indices from dot-probe task and 2AFC)
was predictive of recent changes in anhedonia. However, neither task index was predictive alone.
Results provide a level of specificity that fall in line with the RDoC initiatives, such that
combining bias indices and examining specific or core psychopathology symptoms help uncover
phenomena that may not correspond to diagnostic entities alone (Fried, 2015; Salem et al., 2018).
Thus, the 2AFC and dot-probe together provide an incremental index that can further explore
positive valence system disturbances, specifically in relation to anhedonic symptoms. However,
more work is indeed, such as further replication, and whether this combined bias is specific to
recent changes in anhedonia or other constructs associated with positive valence system
disturbances (e.g., low consummatory pleasure)
Affective Updating
A burgeoning line of evidence suggests that depressed subjects have difficulty inhibiting
irrelevant negative information in working memory (Joormann & Gotlib, 2008; Yoon, LeMoult,
& Joormann, 2014). Drawing from the cognitive systems domain, the n-back paradigm has been
modified to include emotional stimuli, such as faces (Levens & Gotlib, 2010) or words (Pe et al.,
2013), to assess updating of working memory contents more specifically. In a traditional n-back,
a sequence of stimuli, such as letters or words are presented. For each item, one must judge
whether the current stimulus presented matches the stimulus presented “n” times back (Kane,
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Conway, Miura, & Colflesh, 2007). Common variants include the 2-back or 3-back task, which
require the participant to continuously monitor and determined whether the stimulus presented is
the same as the one presented either two times back, as in the 2-back, or three times back, as in
the 3-back.
Applying the n-back to depression research, investigations have sought to examine the
ability of depressed subjects to update emotional information. For example, Levens and Gotlib
(2010) utilized an emotional n-back consisting of sad, happy, and neutral faces. However, as
opposed to simply determining whether a stimulus presented matches the stimulus presented n
times previously, emotional and affective n-back tasks instruct subjects to determine whether the
emotional content of the stimulus presented matches the stimulus presented n times back.
Comparing depressed subjects to controls, Levens and Gotlib (2010) did not find any significant
differences in regard to accuracy, but the authors did note differences between groups in valencespecific reaction times on the 2-back variant. That is, depressed subjects were faster to update
sad faces compared to controls and were also faster to “break set” in regard to happy faces. In
order to break set in an n-back task, one must accurately update a stimulus that has a different
valence from the stimulus that was just matched. For example, if one matches a happy face with
a happy face presented two times back and is then presented with a sad face, the subject breaks
set in this situation, as he or she has to update and match a new emotional stimulus, the sad face.
In the case of depressed subjects in Levens and Gotlib (2010), this indicates that depressed
subjects were faster to discard positive stimuli held briefly in memory compared to controls.
suggest a similar pattern for remitted depressed subjects, in that they were also faster to break
sets of happy faces compared to controls.
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A similar line of research has adapted the n-back to include emotional verbal stimuli. For
example, Pe, Koval, and Kuppens (2013) examined affective updating ability with a n-back
comprised of negative and positive word stimuli. In addition, the authors sought to examine
whether specific updating abilities were associated with self-reported subjective well-being. In
their 2-back version, Pe and colleagues assessed “match trials” that consisted of either positive
targets with the same lure valence, positive targets with a different lure valence, negative targets
with the same lure valence, or negative targets with a different lure valence. Lures in this task
refer to the intervening stimulus between the presented stimulus and the target stimulus that has
to be matched. For example, one sequence in a block of trials may appear as such: happy-eviljoy. “Evil” in this sequence is a lure, as happy and joy are positively valenced. The subject then
must indicate that happy and joy have the same valence (emotional content), which involves
inhibiting the valence of the lure, “evil.” Conversely, match trials with the same lure valence also
appear (e.g., happy-joy-friend, where joy serves the function as a lure).
Results from Pe, Koval, and Kuppens (2013) suggest better accuracy for matching
positive stimuli on the affective n-back was associated with higher self-reported scores on
cognitive and affective measures of subjective well-being. However, this pattern of results was
not evident when assessing accuracy in the ability to match negative stimuli. More recently, Pe,
Brose, Kuppens, and Gotlib (2016) examined prospectively whether affective updating ability
would buffer against levels of stress in relation to depressive symptoms. Results from Pe et al.
(2016) indicate that general affective updating ability (i.e., mean accuracy across all trials) was
associated with depressive symptoms approximately four months and one year later. However,
the interaction between affective updating ability and reported stress was also significantly
associated with depression scores four months and one year later, such that for subjects under
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high levels of stress, participants with low affective updating ability had higher depressive
symptoms over time. This relationship was not evident for subjects with high affective updating
ability under high levels of stress, suggesting that this ability to continuously review and update
positive and negative information may act as a buffer against stressors. However, a preliminary
investigation assessing updating abilities between depressed subjects and controls revealed no
significant differences in accuracy for positive and negative match trials on the affective n-back
(Jordan, 2017), although negative updating ability was associated with self-reported depressive
symptoms over time. Similar to other tasks, numerous studies using this novel paradigm have
focused on between-groups differences (e.g., depressed versus non-depressed) or predicting
depression based on sum-scores. Thus, assessing the relationship between updating ability and
anhedonia may provide a further level of specificity not otherwise assessed in previous research.
The Present Study
The primary purpose of the present study was to examine whether key behavioral tasks
(i.e., the 2AFC, dot-probe, and affective n-back) were predictive of either anticipatory
anhedonia, consummatory anhedonia, state anhedonia, or an item indexing recent changes in
anhedonia. As such, this examination is in line with RDoC principles, and can advance
explanations of disturbances in affect and behavior by facilitating an understanding of possible
granular components that have not been incorporated into current diagnoses (e.g., the DSM-5
conflates anhedonia by describing the symptom as a loss of interest or pleasure in people or
things). Further, this level of specificity can also inform novel treatments for depression and
other related issues, going beyond treatments that emphasize merely reducing negative affect
(Winer, Jordan, & Collins, 2019). Lastly, the measures for the present study were collected over
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a period of several weeks, allowing for an assessment of stability and/or change, which has been
recently emphasized in RDoC-based studies (Li, Zhang, & Lu, 2020).
Primary Hypotheses
The primary hypotheses for this study were formulated on the basis of prior findings
consistent with RDoC framework, as well as findings consistent with reward devaluation theory
(e.g., Jordan et al., 2018; Salem et al., 2018; Winer & Salem, 2016). As described further below,
these primary hypotheses are discriminant in nature, positing that an effect will or will not be
related to the outcome variable. Within the null hypothesis significance testing (NHST)
framework, this is problematic, given that one can never truly provide statistical evidence that an
effect is exactly zero. However, an alternative framework, known as Bayesian hypothesis testing,
allows for a more direct test of the plausibility of the both the null and alternative hypothesis
(Wagenmakers et al., 2018).
This approach is based on Bayes’ theorem (cf. Bayes & Price, 1763), which can be
extended from its original conditional probability formula to hypothesis testing:

𝑝(𝐻|𝐷) =

𝑝(𝐷|𝐻)𝑝(𝐻)
𝑝(𝐷)

(1.1)

Where H = hypothesis, D = data, and 𝑝(𝐻|𝐷) is the probability of the hypothesis being
“true” given the statistical outcomes observed from the data (Stanton, 2018). 𝑝(𝐻), then,
represents the prior probability, or one’s baseline belief about the truth of the hypo Yti = β0i +
β1i(Time)ti + β2iXti + … + … + ϵti
thesis, whereas 𝑝(𝐷) reflects the probability of observing these data under any and all
conditions, otherwise known as the evidence (Stanton, 2018). As such, the core idea of the
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Bayesian paradigm is that the magnitude of evidence in favor of the null hypothesis compared to
that of the alternative hypothesis can be estimated, or vice-versa (Masson, 2011). Formal
statistical Bayesian estimation for the models assessing the hypotheses below are described in
further detail under the Data Analysis section of the Method chapter.
Anticipatory Anhedonia
When assessing anticipatory anhedonia as the outcome variable, the hypotheses are that:
•

H1: The 2AFC accuracy combined bias index will predict self-reported anticipatory
anhedonia.

•

H2: The dot-probe combined bias index will predict self-reported anticipatory anhedonia.

•

H3: The combined bias interaction between the 2AFC and dot-probe will predict selfreported anticipatory anhedonia.

•

H4: Lastly, positive updating ability will be negatively associated with anticipatory
anhedonia, such that lower accuracy will be associated with greater self-reported
anticipatory anhedonia.
Consummatory Anhedonia

Conversely, when assessing consummatory anhedonia, the hypotheses are that:
•

H5: The 2AFC accuracy combined bias index will not predict self-reported
consummatory anhedonia.

•

H6: The dot-probe combined bias index will not predict self-reported consummatory
anhedonia.

•

H7: The combined bias interaction between the 2AFC and dot-probe will not predict selfreported consummatory anhedonia.
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•

H8: Positive updating abilities will not be associated with self-reported consummatory
anhedonia.
State Anhedonia

Similarly, given the emphasis on consummatory experiences measured by the SHAPS, the
hypotheses are that:
•

H9: The 2AFC accuracy combined bias index will not predict self-reported state
anhedonia.

•

H10: The dot-probe combined bias index will not predict self-reported state anhedonia.

•

H11: The combined bias interaction between the 2AFC and dot-probe will not predict
self-reported state anhedonia.

•

H12: Positive updating abilities will not be associated with self-reported state anhedonia.
Recent Changes in Anhedonia
Lastly, when assessing recent changes in anhedonia, the hypotheses are that:

•

H13: The 2AFC accuracy combined bias index will not predict self-reported recent
changes in anhedonia, given recent findings specifically assessing this relationship (e.g.,
Salem et al., 2018).

•

H14: Similarly, the dot-probe combined bias index will not predict self-reported recent
changes in anhedonia, in line with the results from Salem et al. (2018).

•

H15: However, the combined bias interaction between the 2AFC and dot-probe will
predict self-reported recent changes anhedonia, given the significant interaction between
these indices found in Salem et al. (2018).

24

•

H16: Positive updating abilities will be negatively associated with recent changes in
anhedonia, such that lower accuracy will be associated with greater self-reported recent
changes in anhedonia.

Secondary Hypotheses
The primary analytic technique for EEfRT data is the generalized estimating equation
(GEE). GEE specifically allows for trial-by-trial modeling of both time-varying parameters, such
as changes in reward value on the hard-task for each trial, as well as fixed effects, such as scores
on anhedonia measures (Ballinger, 2004). Therefore, assessing EEfRT performance in relation to
the present anhedonia measures requires a similar but different analysis compared to multilevel
modeling. The secondary hypotheses of this study are that:
•

SH1: anticipatory anhedonia will predict effort-expenditure for reward, as assessed by
the HC/HR or LC/LR task choice, such that greater self-reported anhedonia will be
associated with reduced effort-expenditure.

•

SH2: recent changes in anhedonia will predict effort-expenditure for reward, as assessed
by the HC/HR or LC/LR task choice, such that greater self-reported anhedonia will be
associated with reduced effort-expenditure.

•

SH3: However, consummatory anhedonia will not predict effort-expenditure for reward,
given this measure’s emphasis on in-the-moment, physical experiences.

•

SH4: Relatedly, state anhedonia will also not predict effort-expenditure for reward.
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CHAPTER II
METHOD
Participants
One-hundred-one (N = 101) participants (70 female; Mage = 22.72; age range: 18-62)
were recruited as part of a larger project. See Table A1 for an overview of participant
characteristics. Eligible participants were recruited via phone contact after completing an online
screening process in Qualtrics for participation in the study. The online screening process
involved completion of the Quick Inventory of Depressive Symptomatology, Self-Report (QIDSSR; Rush et al., 2003), which allowed for the assessment of moderate to severe depressive
symptoms. A total of 54 depressed participants, 30 with severe depressive symptoms (i.e., a
QIDS-SR aggregate score of 16 or higher) and 24 participants with moderate levels of depression
(i.e., a QIDS-SR aggregate score of 11 or higher but below 16) were recruited for the study, with
47 recruited participants evidencing non-clinically-significant depressive symptoms. The mean
of the QIDS-SR pre-selection scores was 11.55 (SD = 5.63, range: 0-22.63), indicating that the
average subject was preselected with moderate symptoms of depression. Thus, preselection
procedures and initial diagnosis during the initial session ensured between-person variability to
examine both moderate-to-severe psychopathology and normal-to-abnormal dimensional
differences in depression symptoms.
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Behavioral Tasks
Two-Alternative Forced Choice (2AFC) Task
The 2AFC (Snodgrass & Shevrin, 2006) was used to measure emotional word
recognition, allowing for assessment of positive and negative emotional biases. Identification
accuracy is used as the primary dependent variable. The 2AFC was presented via computer on
140-hz-capable CRT monitors equipped with AMD Radeon HD 6450 (1GB dedicated video
memory; VRAM) or AMD Radeon HD 7470 graphics cards (1GB VRAM). The task was
administered and data were logged via E-Prime 2.0 (Psychology Software Tools, 2017).
Trial Sequence
Each trial began with a fixation cross that appeared in the center of the computer screens.
Participants were asked to focus on the fixation cross and then press the spacebar to begin the
trial, which started 136 ms later. A stimulus word (e.g., “hope”) then appeared for 7.37 ms,2
followed by a broken-letter mask (i.e., a jumble of letter fragments) presented for 50 ms. A
fixation cross was then presented for 1000 ms and two answer choices (e.g., “happy” and
“hope”) remained onscreen until a response was made, at which point the fixation cross appeared
demarcating the beginning of the next trial. See Figure B1 for an example schematic. All stimuli
were presented in 18-point black Courier font and the masked stimuli were presented against a
grey background. The fixation cross, mask, and answer choices were presented against a white
background.

2

The duration time includes iterations of the 140 Hz refresh rate. E-Prime logged the following presentation ranges:
135-136 ms for the initial fixation cross, 7-8 ms for the target word, 49-51 ms for the mask, and 999-1000 ms for the
second fixation cross (Salem et al., 2018; Winer et al., 2011).
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Stimuli
Stimuli consisted of 16 positive, negative, and neutral words balanced for word length,
syllables, arousal, and frequency of use. Stimuli were selected from the Affective Norms for
English Words (ANEW; Bradley & Lang, 1999).
Blocks
Participants completed two blocks of trials, which consisted of two presentations of 48
stimulus words, presented in randomized order within each block, for a total of 192 trials.
Combined Bias Index
Following Salem et al. (2018), a combined negative-positive 2AFC accuracy bias index
was computed to serve as an independent variable for the primary analyses. As the dependent
variable from the 2AFC task is accuracy for valenced words, accuracy for positive words was
subtracted from accuracy for negative words, yielding an index where positive values expressed
a combined pattern of both (a) facilitatory processing of negative information; and (b) inhibitory
processing of positive information (Salem et al., 2018).
Dot-Probe (DP) Task
The DP (MacLeod et al., 1986) was used as a measure of bias towards and away from
emotional cues using response time (RT). The DP was completed on the same apparatus as the
2AFC. The stimulus sequence, timing, randomization, and data logging was done via E-Prime
2.0 (Psychology Software Tools, 2017).
Trial Sequence
Each trial began with a word pair presented for 500 or 1000 ms, with one word of neutral
valence and one either positively or negatively valenced. The word pairs were presented at eye
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level in 18-point black Courier font against a white background, with each word offset
approximately 3.5 inches left or right from the center of the screen. After, both words
disappeared and a dot probe appeared in the location previously occupied by one of the words.
Participants were instructed to select either the “s” or “k” keys on the keyboard to indicate the
location of the probe as quickly as possible without making any mistakes. Participants were
allotted 10,000 ms to respond. After a response was given or 10,000 ms had elapsed, there was
an inter-trial interval of 1000 ms before the next trial began. See Figure B2 for an example of a
trial in this task.
Stimuli
Stimuli included 8 positive, 8 negative, and 16 neutral words selected from the ANEW
(Bradley & Lang, 1999). Each positive and negative word was paired with a neutral word during
stimulus presentation.
Blocks
Participants completed two blocks, one consisting of word pairs presented for 500 ms,
and another consisting of word pairs presented for 1000 ms.
Combined Bias Index
Similar to the 2AFC negative-positive bias index, a combined negative-positive dotprobe bias index was computed for this task (Salem et al., 2018). First, dot-probe bias score were
separately computed for positive-neutral and negative-neutral trials, following MacLeod et al.
(1986):

(EL/PrR – ER/PrR) + (ER/PrL – EL/PrL) / 2
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(1.2)

Wherein “E” represents the emotional stimulus (a positive or negative face or word), “Pr”
represents the probe, and “L” and “R” represent the position either left or right, respectively.
Next, the bias for positive words was subtracted from the bias for negative words, yielding a bias
index where positive values indicated a combined (latency) bias expressing both negative
vigilance and positive avoidance (Salem et al., 2018). This bias index served as an independent
variable in the primary analyses, and was also modeled to interact with the 2AFC bias index in
these analyses. This bias index was created for and used only with the 500 ms trials, in line with
Salem et al. (2018), as well as considering the majority of evidence for avoidance of positive
information using the dot-probe task has been found at durations of 500 ms (Winer & Salem,
2016).
The Effort-Expenditure for Rewards Task (EEfRT)
The EEfRT (Treadway et al., 2009) was used to assess motivation for reward. Reward
motivation is assessed via three main aspects: (1) probability of reward (i.e., likelihood that a
trial will be a “win” trial in which the subject is eligible to receive money), (2) choice of task
difficulty in relation to prospective reward (high cost, high reward versus low cost, low reward),
and (3) effort toward obtaining reward. The EEfRT is presented as a multi-trial game in which
participants are given an opportunity on each trial to choose between two different task difficulty
levels in order to obtain monetary rewards. All trials began with a fixation cross, following a 5second choice period in which participants were presented with information regarding the
probability of receiving reward and the reward magnitude of the task. If they did not make a
choice within 5 seconds, they would be randomly assigned to either the easy or hard task for that
trial. The EEfRT was presented on the same apparatus as the 2AFC and DP. The task was
administered and data were logged via E-Prime 2.0 (Psychology Software Tools, 2017).
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Participants had 20 minutes to complete as many trials as possible. Therefore, the number
of trials depended on the choices the participant made (e.g., hard trials take twice as much time
to complete compared to easy trials). For each trial, participants make repeated manual button
presses within a short amount of time. Each button press raises the level of a virtual “bar”
presented on screen, wherein participants are eligible to receive money allotted for each trial if
they raise the bar to the top within the allotted amount of time. For the low cost, low reward
(LC/LR), or “easy” task, participants were instructed to make 30 button presses with the index
finger of their dominant hand within seven seconds and were eligible to win a consistent amount
($1.00) on each LC/LR trial completed. For the high cost, high reward (HC/HR), or “hard” task,
participants were instructed to make 100 button presses with the pinky finger of their nondominant hand within 30 seconds and were thus eligible to win larger amounts varying from trial
to trial (range: $1.24 - $4.30). Participants were not guaranteed to win money for completing
every trial. That is, some trials were “win” trials for which the participants was eligible to receive
money, whereas others were “no win” trials for which the participant was not eligible to receive
money. See Figure B3 for an overview of a hypothetical win trial.
After completion of the EEfRT, two “win” trials were selected at random and participants
received the amount of money won in those two trials. In each trial prior to choosing the LC/LR
or HC/HR option, participants were informed of the probability, 88% (high), 50% (medium), or
12% (low), that the upcoming trial would be a “win” trial if successfully completed. There were
equal numbers of reach reward probability across trials; thus, no single probability level was
presented more often than another.
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Affective N-back Task
The affective n-back task was used to assess affective updating ability (Pe et al., 2013).
This task requires participants to continuously review and update emotional words that are
briefly held in memory. During each trial of the affective n-back task, participants must remove
emotional information briefly held in memory and encode and identify new emotional
information to match the valence of the new stimulus presented with the valence of the stimulus
presented two times ago (i.e., a 2-back task). The affective n-back was presented on the same
apparatus as the prior behavioral tasks. The task was administered and data were logged via EPrime 2.0 (Psychology Software Tools, 2017).
Stimuli
A total of 47 positive and 49 negative words were selected from the ANEW (Bradley &
Lang, 1999) as stimuli. Words were considered negative if their valence ratings ranged from 1 to
3 and positive if their valence ratings ranged from 7 to 9. Stimuli words did not have less than
three letters or more than seven letters.
Task Design
The affective n-back task consists of 96 trials separated into four blocks of 24 trials.
Participants also completed a block 5 practice trials where they had to obtain 100% accuracy
before moving on to another block of 24 practice trials before beginning the main task. Given the
affective n-back task is a 2-back design, the first two words of each block are not analyzed, as
participants are unable to match the word with a word presented two times ago and are asked to
not respond on these trials. During each trial, participants viewed a single affective word
presented in the center of a computer screen for 500ms followed by a 2500ms intertrial interval.
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Participants were instructed to indicate whether the valence of the current word matched the
valence of the word two trials ago by pressing keys marked “yes” or “no” on the numeric keypad
of the keyboard. Participants pressed the “yes” key to indicate that the valence of the word
presented matched the valence of the word presented two times ago and the “no” key to indicate
that the valence of the word presented did not match the valence of the word presented two times
ago. The stimuli in the task are presented in a manner that results in specific match trials (i.e.,
trials where one indicates that the valence of the word presented matches the valence of the word
presented two times ago): 10 trials of positive targets with the same lure valence (i.e., pos-pospos trials), 10 trials of negative targets with the same lure valence (i.e., neg-neg-neg), 12 trials of
positive targets with a different lure valence (pos-neg-pos), and 12 trials of negative targets with
a different lure valence (neg-pos-neg). Given the amount of match trials that appear throughout
the task, the stimuli must be arranged in a way that meet an even number of match trials for each
condition. For example, replacing a positive word with a negative word in any block may
potentially remove a match trial from the block and affect other match or non-match trials.
Therefore, having an even amount of match trial conditions (i.e., 10 for targets with the same
lure valence and 12 for targets with a different lure valence) results in a total of 96 stimuli, where
47 are positive and 49 are negative. See Figure B4 for an example of the first set of trials in the
affective n-back task.
Scoring
Following Pe and colleagues (2013), positive updating abilities were measured via mean
accuracy across all positive match trials in the affective n-back (i.e., pos-pos-pos and pos-negpos match trials). Accuracy from these trials was used as an independent variable in the primary
analyses.
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Self-Report Measures
Temporal Experience of Pleasure Scale (TEPS)
The TEPS (Gard, Gard, Kring, & John, 2006) is an 18-item Likert type scale that
examines anticipatory anhedonia (i.e., the tendency not to look forward to pleasurable events)
and consummatory anhedonia (i.e., a tendency not to derive pleasure from in-the-moment
experiences). Response options range from 1 (“very false for me”) to 6 (“very true for me”).
Lower scores on the TEPS are indicative of more anhedonic symptoms. Ten items correspond to
the anticipatory anhedonia subscale and eight items correspond to the consummatory subscale.
The TEPS has shown good internal consistency, test-retest reliability, and convergent validity
(Gard et al., 2006). In the present study, the TEPS subscales evidenced modest to good reliability
at each time point (anticipatory subscale, [ range: .66 - .90]; consummatory subscale, [
range: .66 - .78]). See Appendix C for an overview of this measure and the rest of the self-report
measures used in this study. See Table A3 for an overview of the means and standard deviations
of the TEPS’ subscales at each time point, as well as all other self-report measures used in this
study and the descriptives of the behavioral tasks used in the primary analyses.
Snaith-Hamilton Pleasure Scale (SHAPS)
The SHAPS (Snaith et al., 1995) is a 14-item measure intended to assess hedonic tone, or
the ability to experience pleasure within the last few days. Each item of the measure is scored on
a 1 (“strongly agree”) to 4 (“strongly disagree”) scale, with higher scores indicating more
anhedonic symptoms. The SHAPS has demonstrated good internal consistency in previous
research (Snaith et al., 1995). In the present study, the SHAPS evidenced good reliability at each
time point ( range: .74 - .89).
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Quick Inventory of Depressive Symptomatology, Self-Report (QIDS-SR)
The QIDS-SR (Rush et al., 2003) is a 16-item questionnaire shortened from the 30-item
Inventory of Depressive Symptomatology used to measure depressive symptoms in this study,
with item 13 (“General Interest”) serving as a measure of recent changes in anhedonia in the
fourth model of the primary analyses.3 The scale is separated into nine domains assessing
depressive symptoms: sad mood, concentration, self-criticism, suicidal ideation, loss of interest,
energy and fatigue, sleep disturbance, weight gain or loss, and psychomotor agitation or
retardation. The scale is scored on a four-point scale (0-3), with total scores ranging from 0 to 27.
The QIDS-SR total is computed via summing the maximum value of items 1 through 4
(sleep disturbance items), item 5 (depressed mood), the maximum value of items 6 through 9
(items assessing increases or decreases in appetite or weight), item 10 (concentration
difficulties), item 11 (feelings of worthlessness), item 12 (suicidal ideation), item 13 (anhedonia),
item 14 (energy or fatigue) and the maximum value of items 15-16 (psychomotor agitation or
retardation). Cutoff scores for symptom severity are 0-5 (no severity), 6-10 (mild), 11-15
(moderate), 16-20 (severe), and 21-27 (very severe; Rush et al., 2003). The scale has shown good
internal consistency in previous research (Rush et al., 2003). In the present study, the QIDS-SR
evidenced good reliability at each time point ( range: .80 - .84).

3

A manuscript that examines the SLIPS in relation to the 2AFC, DP, and n-back in a network analysis using these
data is currently under review (Winer et al., 2020). Thus, a single-item from the QIDS-SR, instead of the SLIPS,
was used to ensure a lack of any overlap between the manuscript under review and models in this dissertation that
have the 2AFC, DP, and n-back as independent variables and changes in anhedonia as a dependent variable.
Network analyses do not have single outcome variables, regardless, unlike the analyses in this dissertation. So,
excluding the SLIPS in concert with the fact that none of these outcome variables had previously been examined in
single-outcome-variable models provides two failsafes ensuring researcher blindness with regard to hypotheses and
the prospective results of the analyses of this dissertation.
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Specific Loss of Interest and Pleasure Scale (SLIPS)
The SLIPS (Winer, Veilleux, & Ginger, 2014) is a 23-item self-report measure inquiring
about changes in the ability to become interested or take pleasure in social experiences, serving
as the measure of recent changes in anhedonia in the secondary analyses. The SLIPS is scored on
a 0-3 scale, with responses of “3” coded as “0” to limit responses indexing trait anhedonia (e.g.,
“I have never enjoyed leisure activities that involve other people”). Thus, sum scores range from
0-46. The SLIPS has demonstrated good internal consistency in previous research (Winer,
Drapeau, Veilleux, & Nadorff, 2016; Winer, Veilleux, et al., 2014). In the present study, the
SLIPS evidenced excellent reliability at each time point ( range: .91 - .96).
Procedure
Participants were recruited for a study that included weekly assessments over a 6-week
period, followed by a follow-up assessment that occurred approximately six weeks later.
Participants were informed during initial contact that the follow-up session was optional, and that
there were no penalties or consequences if they declined to participate. During the initial session,
participants underwent an informed consent procedure with a trained graduate clinician upon
arrival to the laboratory. After, a trained undergraduate research assistant provided instructions
for each of the behavioral tasks prior to participants completing the main blocks of each task on
their own. Participants completed the 2AFC, dot-probe, EEfRT, and the affective n-back, in
order, for every session. Participants then completed a battery of questionnaires, including the
TEPS, SHAPS, and SLIPS, during each session. After completing the self-report measures, a
trained graduate clinician administered the Structured Clinical Interview for DSM-IV-TR
Disorders (First, Gibbon, Spitzer, & Williams, 1996), the Range of Impaired Functioning Tool
(LIFE-RIFT; Leon et al., 1999), and the Montreal Cognitive Assessment (MoCA; Nasreddine et
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al., 2005) during the first session. During sessions two through seven, a trained graduate clinician
only administered the LIFE-RIFT at the end of each session. Participants were paid $20 per
assessment session for the first five weekly sessions (sessions 1-5), $50 in week 6, and $50 at the
12-week follow-up. Weekly session completion is as follows: 101 for the first week; 90 for the
second; 91 for the third; 96 for the fourth; 84 for the fifth; 89 for the sixth; and 77 for the followup session. The study was approved by the Institutional Review Board (IRB) at Mississippi State
University (IRB #16-350).
Exclusion Criteria
Participants were excluded from further participation at the end of the first session if (a)
they had a score of below 26 on the MoCA, (b) if they endorsed current suicidal intent or a
clinical presentation requiring immediate treatment, or (c) if they were unwilling or unable to
given consent during the first session.4
Data Analysis
Multilevel Bayesian Estimation
For the primary research questions, a two-level multilevel model using Bayesian
estimation in Mplus (v. 8 for Macintosh; L. K. Muthén & Muthén, 2017) was fit for each
outcome measure (i.e., anticipatory anhedonia, consummatory anhedonia, state anhedonia, and
recent changes in anhedonia). Multilevel models for longitudinal data consist of repeated
measures (at Level 1) nested within subjects (at Level 2), taking the following general form:

Yti = β0i + β1i(Time)ti + β2iXti + … + … + ϵti

4

Eleven participants were excluded based on these criteria.
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(1.3)

where Yti is the response variable of individual i measured at measurement occasion t, β0i is the
intercept, “Time” is the variable indicating the measurement occasion, and X is the independent
variable incorporated with other predictors in the model.
For this study, a Bayesian variant of the multilevel model was incorporated primarily to
(a) examine evidence for the discriminatory research questions; for example, whether the bias
measures are or are not associated with anticipatory and consummatory anhedonia, respectively;
and (b) to account for multiple testing corrections stemming from four separate models with
different measures of anhedonia as outcome variables. Regarding the former consideration,
predicting a null hypothesis under the frequentist framework is problematic given that there are
many explanations for a null effect. Instead, a Bayesian framework assumes the true value of the
parameters are unknown, with probability statements about the parameters interpreted as a
“degree of beliefs” that are revised based on the observed data (Bolstad & Curran, 2016).
Regarding the latter, Bayesian estimation is robust against issues concerning multiple
comparisons given that these models incorporate more information (i.e., from a prior or from the
data itself) and do not base statistical significance on an alpha level, as in the frequentist
approach (Gelman, Hill, & Yajima, 2012). Notwithstanding these salient benefits of Bayesian
estimation, this framework also easily manages multicollinearity (Can, van de Schoot, & Hox,
2015), non-normality (Hox, Moerbeek, & van de Schoot, 2018), and smaller sample sizes at the
highest level of multilevel models (Baldwin & Fellingham, 2012). General Bayesian estimation
is detailed further below prior to introducing the main multilevel models for this study.
Formal Bayesian Estimation
Frequentist-based methods estimate the population parameter using a single value obtained only
from the sample data, whereas the Bayesian paradigm estimates the population parameter as a
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distribution of values as opposed to a single number (Finch & Bolin, 2016). As such, there are
three primary attributes of Bayesian estimation: (1) the background knowledge of the parameters
in the model being tested (i.e., all the knowledge available before seeing the data), captured in
the prior distribution; (2) the information in the data itself (i.e., observed evidenced expressed in
terms of a likelihood function); and (3) a combination of (1) and (2) summarized in the posterior
distribution, reflecting the model’s updated knowledge that balances prior knowledge with the
observed data (Hox et al., 2018).
Prior Specification. Within the Bayesian framework, one of two types of priors can be
specified before running the model, an informative or noninformative prior. Informative priors
are typically drawn from the research literature and are fairly specific in terms of means and
variances. For example, a researcher may find a number of studies surrounding a specific topic
with regression coefficients consistently around 0.5 and may thus set the prior as a normal
distribution with a mean of 0.5 and a variance of 0.1 (Finch & Bolin, 2016). By doing so, the
assumption is that the coefficient in this researcher’s new study is likely to be near this value
(importantly, however, the observed data will also contribute to this posterior distribution).
Noninformative priors are deliberately selected so as to constrain the posterior distribution for
the parameter as little as possible, given the fact that little or no useful information is available to
set the prior distribution (Finch & Bolin, 2016; Hamaker & Klugkist, 2011). As such, one
acknowledges the lack of credible information regarding what the posterior distribution may be,
thereby leaving the posterior distribution largely unaffected by the prior and relying more on the
observed data to obtain the parameter estimates (Finch & Bolin, 2016).
For this study, noninformative priors were specified for each model described further
below. Often, it can be difficult to formulate reasonable prior distributions, especially given no
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prior knowledge, but also if the current study differs from previous studies in that the sample
comes from a different population or if the study includes additional or different variables
(Hamaker & Klugkist, 2011). Whereas previous literature informs the present research questions
(e.g., Jordan, Winer, Salem, & Kilgore, 2018; Salem, Winer, & Nadorff, 2018), there is not a
range of studies assessing the same relationships that can be used to set an informative prior.
Thus, the decision to specify a vague prior distribution represents a degree of uncertainty such
that the prior distribution plays a negligible role, and that the posterior distribution is informed
more by the data.
Posterior Estimation. Interpretation of results from a Bayesian analysis relies on
summarizing the distribution of the posterior. In general, summarizing a distribution with
quantities including means and variances is both analytically and computationally challenging;
thus, an iterative process of sampling is employed to obtain an estimate of the posterior
distributions for each of the model parameters (e.g., regression coefficients and random effects
variances). This process is known as Markov chain Monte Carlo (MCMC) estimation and
involves repeatedly sampling from a known distribution (such as the mean and standard
deviation), computing some output from each sample (e.g., an estimate of the population mean),
and compiling these results in order to make an inference about the estimation process (Stanton,
2018). More specifically, parameter values are simulated a large number of times in order to
obtain an estimated posterior distribution. After each sample is drawn, the posterior is updated.
This iterative sampling and updating process is repeated a large number of times until there is
evidence of convergence regarding the posterior distribution (i.e., a value from one sampling
draw is very similar to the previous draw; Finch & Bolin, 2016). The “Markov chain”
component reflects a process of sampling a current value from the posterior distribution, given
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the previously sampled value, whereas the “Monte Carlo” component reflects the random
simulation of these values from the posterior distribution. MCMC in Mplus is based on the Gibbs
sampler algorithm (Asparouhov & Muthén, 2010), which specifically takes repeated samples
from the univariate distribution of each parameter conditional on the current values of the other
parameters (Hamaker & Klugkist, 2011).
As the MCMC is an iterative sampling and updating process repeated for a large number
of times (e.g., 10,000 times or more), parameter convergence can be more formally assessed
using the potential scaling reduction (PSR) metric (Gelman & Rubin, 1992). The MCMC can be
started several times with widely different values (as these initial draws do not incorporate
evidence from previous draws), thus separate MCMC chains are carried out in parallel in Mplus
for comparison (two separate chains are the default in Mplus; B. O. Muthén, 2010). In order to
assess convergence to the proper distribution, the within- between-chain variance in these
parameter estimates are monitored (Hox et al., 2018). Mplus uses the PSR to automatically
determine if convergence has occurred, with this statistic comparing the within chain variance to
the between chain variance for each model parameter.5 When all of the PSRs from across the
model parameters are below 1.10 (a default threshold in Mplus), the MCMC algorithm is stopped
and the model is assumed to have converged (Finch & Bolin, 2016). After convergence, one is
left with a distribution of likely parameter values, with the mean and standard deviation of each
parameter distribution reported in Mplus. Further, a 95% credible interval for these estimates are
also reported. If 0 is included within the interval, one can conclude that the coefficient is not

5

𝑊+𝐵

More specifically, PSR = √

𝐵

where W is the within-chain variance for the parameter and B is the between-chain

variance for the parameter (Finch & Bolin, 2016).
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different from 0 in the population (suggesting no statistically significant relationship between the
measured variables).
Model 1: Anticipatory Anhedonia
Bayesian multilevel models follow a formal model-fitting procedure similar to their
frequentist analogues. To this end, a random intercept model was initially fit to account for
individual differences (i.e., each individual was allowed his or her own intercept). By doing so,
this initial model provides a comparison to whether additional slopes improve model fit. Next,
the random intercept model was extended to include a random slope for the “time” predictor,
which examined the extent to which time was a source of variation in the outcome. These
random effects were retained in the full model and were included for the individual (intercept)
and time (slope) to control for possible dependence due to repeated measures. Lastly, the full
model appears as such:
Anticipatory anhedoniait = b0 + u0i + b1(2AFC Accuracy Bias)it + b2(DP Latency Bias)it +
b3(2AFC Bias x DP Bias)it + b4(Positive Updating)it + (b5 + u1)timeit + ϵit
where anticipatory anhedonia for individual i at time t is predicted by the fixed intercept, b0, and
the subject’s random intercept, u0i. In addition, 2AFC accuracy bias, dot-probe latency bias, the
interaction between the 2AFC and dot-probe bias indices, as well as positive updating abilities
measured via the n-back for individual i at time t serve as fixed effects. The time variable is
modeled as both a random and fixed effect, allowing for variability in the subjects’ trajectories to
be modeled over time. The default priors for the model’s coefficients and intercepts were
noninformative in nature. The deviance information criterion (DIC) was used to assess model
improvement and fit, similar to Akaike’s information criterion (AIC) in frequentist multilevel
models (Meyer, 2016). See Appendix D for an overview of annotated Mplus syntax used to
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estimate these models. The syntaxes for the following models are very similar and are thus
omitted from Appendix D for brevity.
Model 2: Consummatory Anhedonia
As in Model 1, a formal model-fitting procedure was also followed with consummatory
anhedonia as the outcome. First, a random intercept model was fit. Next, this model was
extended to include time as a random slope. These random effects were also retained in the full
model, which appears as such:
Consummatory anhedoniait = b0 + u0i + b1(2AFC Accuracy Bias)it + b2(DP Latency Bias)it
+ b3(2AFC Bias x DP Bias)it + b4(Positive Updating)it + (b5 + u1)timeit + ϵit
Similarly, the default priors for this model’s coefficients and intercepts were noninformative in
nature. The DIC was also used to assess model improvement and fit.
Model 3: State Anhedonia
Similar to the previous models, a random intercept model was initially fit for state
anhedonia (measured via the SHAPS) as the outcome. Next, the model was estimated with time
as a random slope. These random effects were retained in the full model for state anhedonia,
which appears as such:
State anhedoniait = b0 + u0i + b1(2AFC Accuracy Bias)it + b2(DP Latency Bias)it +
b3(2AFC Bias x DP Bias)it + b4(Positive Updating)it + (b5 + u1)timeit + ϵit
Again, default noninformative priors were specified for this model, and the DIC was used to
assess model improvement and fit from the random intercepts model to the full model.
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Model 4: Recent Changes in Anhedonia
Lastly, the models examining recent changes in anhedonia (measured via item 13 of the
QIDS-SR) followed the same model-fitting procedures as described previously. An initial
random intercepts model was fit, then extended to include a random slope, with these random
effects retained in the full model, which appears as such:
Recent changes in anhedoniait = b0 + u0i + b1(2AFC Accuracy Bias)it + b2(DP Latency
Bias)it + b3(2AFC Bias x DP Bias)it + b4(Positive Updating)it + (b5 + u1)timeit + ϵit
Default noninformative priors were specified for this model, and the DIC was used to assess
model improvement and fit.
Missing Data
Missing data are common in longitudinal studies, and standard multilevel applications
often account for missing data either via multiple imputation or maximum likelihood estimation
(e.g., de Vos et al., 2017; West, 2009). Mplus employs full-information maximum likelihood
(FIML) to account for missing data in Bayesian models. Briefly, FIML does not replace or
impute missing values; rather, the data are handled within the analysis itself, such that all
available information is used to estimate the model. More specifically, the population parameters
are estimated that would most likely produce the estimates from the sample data that are
analyzed (Enders, 2010). FIML has been shown to work well in applications where data are
missing completely at random (MCAR) and missing at random (MAR; Cham, Reshetnyak,
Rosenfeld, & Breitbart, 2017), as well as when data are missing not at random (MNAR; Schafer
& Graham, 2002).
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Data Pre-Processing
Although Bayesian statistical models are able to account for departures from normality
(e.g., Rubio & Genton, 2016), all measures for the primary analyses were examined for
normality, as well as to determine possible outlying cases. Variables for the main multilevel
analyses were standardized prior to running the analyses, consistent with prior recommendations
(Gelman & Hill, 2006; Heck, Thomas, & Tabata, 2013), particularly for multilevel models that
include interaction terms (Hox et al., 2018). Standardized variables also help in detecting
outlying cases. Following recommendations by Tabachnick and Fidell (2013), cases with zscores > |3.29| for each measure were recoded as +/-3.29. This procedure retains outlying cases,
but recodes the most extreme scores which reduces any distributional problems of the variables
of interest (Osborne & Overbay, 2004). The distribution of these variables were all within
normal limits at each time point (skew < 2.0; kurtosis < 7.0; Kline, 2015).
Generalized Estimating Equations
For analyzing EEfRT data, a series of generalized estimating equations (GEEs) 6 were
conducted in SPSS (v. 26; IBM Corp, 2019). As in previous EEfRT studies (Bryant et al., 2017;
Geaney et al., 2015; Treadway et al., 2009), the dependent variable in all models was the
dichotomous HC/HR or LC/LR task choice. Only responses indicating if the participant chose
the HC/HR or LC/LR task were included; thus, trials for which participants did not choose either
task within the allotted time limit were not analyzed. GEEs were conducted in a similar manner
as Geaney et al. (2015), who also tested the main effects of the SHAPS and the TEPS subscales.

6

GEEs are non-parametric frequentist-based methods developed as means of testing hypotheses based on the
influence of binary and other exponentially distributed response variables collected within subjects (Ballinger,
2004). At present, no available software is able to estimate GEEs from a Bayesian perspective (Torman & Camey,
2015).
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Initial models included the main effects of probability, reward amount, and expected value as
EEfRT task manipulation checks. Next, the models included the self-report measures of
anhedonia (i.e., the TEPS subscales, the SHAPS, and the SLIPS) to test their main effects (and
secondary hypotheses for this study). In subsequent models, the self-report measures of
anhedonia were modeled to interact with (a) probability, (b) reward amount, and (c) expected
value for exploratory purposes, assessing the extent to which these factors were modulated by
different conceptualizations of anhedonia.
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CHAPTER III
RESULTS
Primary Analyses
The primary analyses from this study estimated a series of Bayesian multilevel models
for each primary outcome of interest (i.e., anticipatory anhedonia, consummatory anhedonia,
state anhedonia, and recent changes in anhedonia) in Mplus. Similar to the frequentist approach
to multilevel model building, an initial random intercepts model was estimated for each outcome
to assess variability in anhedonia scores at baseline, with a random slopes model estimated
afterwards to determine variability in the trajectory of these scores. Finally, the full multilevel
model for each outcome variable was estimated, assessing the fixed effects of the between-level
predictor variables (i.e., 2AFC accuracy bias, DP latency bias, positive updating abilities, and the
interaction between 2AFC and DP bias). As the results from Bayesian analyses do not provide a
single fixed coefficient estimate, the means and standard deviations of these posterior
distributions are presented, along with their 95% credible intervals (CI) to determine statistical
significance. See Table A3 for an overview of these models. See Table A3 for the correlations
between variables used in these models.
Model 1: Anticipatory Anhedonia
Random Intercepts and Slopes Model
Model convergence for the random intercept model with anticipatory anhedonia
(measured via the TEPS) as the outcome variable was attained with a PSR value of less than 1.10
47

after 200 MCMC iterations. The deviance information criterion (DIC) of the model was 8097.06,
with a posterior predictive p-value (PPP) of 0.50. The PPP serves as an initial measure of the
goodness-of-fit of parameter estimates to the data (in random intercept models), and is calculated
by using the estimated model parameters to simulate a large number of datasets (i.e., 1,000) of
the same size as the actual data (Finch & Bolin, 2016). As such, a Chi-square statistic can be
calculated, creating a distribution of this statistic across these simulated datasets. PPP values
closer to 0.5 are indicative of optimal model fit (Finch & Bolin, 2016).
The standardized results for the posterior distributions for each of the model effects are
presented below. Mplus produces parameter estimates using “STDYX” standardization,
analogous to standardized beta coefficients from linear regression models (Kelloway, 2015). The
mean variance estimate of the posterior distribution for the random intercept (i.e., subject random
effect) was 0.98 (SDposterior = 0.01), 95% CI [0.95, 0.99]. As credible intervals in the Bayesian
paradigm are interpreted in the same way as confidence intervals in frequentist modeling, this
result suggests heterogeneity of anticipatory anhedonia scores at baseline (i.e., subjects differ in
these scores at the initial time point). In the next model (i.e., random slope model), inclusion of
time as a random slope improved overall model fit (DIC = 8029.57), and convergence for this
model was attained with a PSR value smaller than 1.10 after 600 MCMC iterations. The estimate
of the random slope of time was 0.77 (SDposterior = 0.18), 95% CI [0.40, 1.15], suggesting
individual heterogeneity in the relationship between time and anticipatory anhedonia scores (i.e.,
subjects differed in their trajectories).
Full Multilevel Model
The full model aimed to assess which between-level predictors were associated with
anticipatory anhedonia. Convergence for this model was attained with a PSR value of less than
48

1.10 after 10,600 MCMC iterations. Neither positive updating abilities, (Mposterior = -0.09,
SDposterior = 0.27), 95% CI [-0.58, 0.48], 2AFC accuracy bias (Mposterior = 0.22, SDposterior = 0.28),
95% CI [-0.38, 0.70], DP latency bias (Mposterior = 0.03, SDposterior = 0.28), 95% CI [-0.50, 0.60],
nor the interaction between 2AFC and DP bias (Mposterior = 0.28, SDposterior = 0.27), 95% CI [0.34, 0.70] significantly predicted anticipatory anhedonia. Further, the DIC for this model was
31396.26, suggesting the inclusion of these between-level predictors did not result in a better
model fit.
Model 2: Consummatory Anhedonia
Random Intercepts and Slopes Models
Model convergence for the random intercept model with consummatory anhedonia
(measured via the TEPS) as the outcome variable was attained with a PSR of less than 1.10 after
200 MCMC iterations. The DIC for this initial model was 5697.37, with a PPP value of 0.50.
The mean variance estimate of the posterior distribution for the random intercept was 1.00
(SDposterior = 0.004), 95% CI [0.99, 1.00], suggesting heterogeneity of consummatory anhedonia
scores at baseline. In the next model (i.e., the random slope model), inclusion of time as a
random slope improved overall model fit (DIC = 5694.26). The estimate of the random slope
posterior distribution of time was -0.89 (SDposterior = 2.00), 95% CI [-5.79, 2.91]. As the credible
interval for the random slope of time includes 0, this result indicates no significant variability in
the trajectory of subjects’ consummatory anhedonia scores over time, suggesting levels of
consummatory anhedonia may have been stable throughout this study.
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Full Multilevel Model
The final full multilevel model incorporating the between-level predictors converged at a
PSR value of less 1.10 after 10,900 MCMC iterations. Similar to the first model, neither positive
updating abilities, (Mposterior = -0.01, SDposterior = 0.027), 95% CI [-0.15, 0.13], 2AFC accuracy
bias (Mposterior = 0.02, SDposterior = 0.07), 95% CI [-0.11, 0.14], DP latency bias (Mposterior = -0.002,
SDposterior = 0.07), 95% CI [-0.14, 0.13], nor the interaction between 2AFC and DP bias (Mposterior
= 0.28, SDposterior = 0.27), 95% CI [-0.34, 0.70] significantly predicted consummatory anhedonia.
Further, the DIC for this model was 28970.16, suggesting inclusion of these between-level
predictors did not improve model fit beyond the random effects.
Model 3: State Anhedonia
Random Intercepts and Slopes Models
Model convergence for the random intercept model with state anhedonia (measured via
the SHAPS) was attained with a PSR value of less than 1.10 after 200 MCMC iterations (DIC =
7277.99, PPP = 0.55). The mean variance estimate for the random intercept was 0.99 (SDposterior =
0.01), 95% CI [0.97, 1.00], suggesting heterogeneity of state anhedonia scores at baseline.
Inclusion of random slopes in the next model improved model fit (DIC = 7211.57, converging
after 600 MCMC iterations), with a significant random slope estimate of time (Mposterior = 0.52,
SDposterior = 0.17), 95% CI [0.19, 0.87], suggesting variability in subjects’ trajectories of state
anhedonia over time, consistent with this construct’s conceptualization (i.e., state anhedonic
symptoms are more transient, as opposed to a more chronic trait-based conceptualization).
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Full Multilevel Model
The full multilevel model incorporating the between-level predictors converged at a PSR
value of less than 1.10 after 7,300 MCMC iterations. Similar to the first and second models,
neither positive updating abilities, (Mposterior = -0.05, SDposterior = 0.20), 95% CI [-0.46, 0.34],
2AFC accuracy bias (Mposterior = 0.31, SDposterior = 0.26), 95% CI [-0.28, 0.69], DP latency bias
(Mposterior = -0.06, SDposterior = 0.22), 95% CI [-0.49, 0.37], nor the interaction between 2AFC and
DP bias (Mposterior = 0.18, SDposterior = 0.25), 95% CI [-0.35, 0.62] significantly predicted state
anhedonia. In addition, model fit did not improve with the inclusion of these between-level
predictors (DIC = 30562.90).
Model 4: Recent Changes in Anhedonia
Random Intercepts and Slopes Models
Model convergence for the random intercepts model assessing recent changes in
anhedonia as the outcome variable (measured via item 13 of the QIDS-SR) was attained with a
PSR value of less than 1.10 after 200 MCMC iterations (DIC = 5705.68, PPP = 0.46). The mean
variance estimate for the random intercept was 0.99 (SDposterior = 0.01), 95% CI [0.98, 1.00],
suggesting heterogeneity of recent changes in anhedonia scores at baseline. Inclusion of random
slopes improved model fit (DIC = 5703.11), and this model converged at a PSR value of less
than 1.10 after 5300 MCMC iterations. There was a non-significant random slope for time
(Mposterior = -1.54, SDposterior = 2.21), 95% CI [-7.60, 1.81], suggesting little variability in the
trajectory of these scores.
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Full Multilevel Model
The full multilevel model incorporating the between-level predictors converged at PSR
value of less than 1.10 after 12200 MCMC iterations. Similar to the previous full multilevel
models, inclusion of these between-level predictors did not improve overall model fit (DIC =
28941.87), with positive updating abilities, (Mposterior = -0.01, SDposterior = 0.07), 95% CI [-0.15,
0.13], 2AFC accuracy bias (Mposterior = 0.02, SDposterior = 0.06), 95% CI [-0.11, 0.14], DP latency
bias (Mposterior = -0.01, SDposterior = 0.06), 95% CI [-0.12, 0.13], and the interaction between
2AFC and DP bias (Mposterior = 0.003, SDposterior = 0.07), 95% CI [-0.14, 0.12] evidencing nonsignificant effects.
Secondary Analyses
The secondary analyses for this study include a set of GEE analyses with the
dichotomous HC/HR or LC/LR task choice from the EEfRT serving as the dependent variable.
SPSS allows one to determine a reference point for dichotomous outcomes in GEE analyses, and
the HC/HR task choice was chosen such that the effects below are in relation to choosing the
HC/HR trial. Similar to prior studies assessing the relationship between self-report measures and
EEfRT HC/HR or LC/LR task choice (Bryant et al., 2017; Treadway et al., 2009), a series of
stepwise GEE models were constructed, initially assessing the main effects of probability of
reward, reward amount, expected value (i.e., probability x reward amount), and the anhedonia
measures (i.e., the TEPS subscales, the SHAPS, and the SLIPS). Afterwards, the interaction
between the anhedonia measure and probability, reward amount, and expected value was further
explored in separate models, assessing the extent to which the relationship between anhedonia
and effort-based decision-making was modulated by these factors. Trial number and session
number were included as covariates in each model to account for the effect of fatigue and time.
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For the present analyses, the first 50 trials completed by each participant for each session were
used for consistency. Trials for which participants did not choose either task within the time limit
were not included in the analyses (0.6% of all trials). All GEE models were fit with an AR(1)
working correlation matrix to best account for the longitudinal nature of the data (Rao Chaganty
& Joe, 2004).
To test the secondary hypotheses, a series of GEE models were performed with selfreport variables included as predictors include throughout separate models, consistent with
Geaney, Treadway, & Smillie (2015). See Table A4 for an overview of the GEE models from
these secondary analyses. GEE model 1 examined the main effects of reward magnitude, low,
medium, and high reward probability, as well as the effects of the reward probability x reward
magnitude interaction term that assesses mental computations of expected value. This model
revealed significant positive effects of reward probability, reward magnitude, and expected
value, suggesting that subjects were, in general, willing to expend effort for rewards that were
greater in magnitude and more likely to be delivered. In addition, there was also a significant
negative effect of trial number, which is a routinely observed phenomenon in studies using the
EEfRT (e.g., Bryant et al., 2017; Geaney et al., 2015; Treadway et al., 2009), possibly suggesting
a fatigue effect.
Model 2 tested for the main effects of the TEPS subscales, revealing non-significant
effects of both the anticipatory and consummatory subscales (b = 0.01 and b = 0.002, both ps >
.05, respectively). Next, models 3 through 5 separately examined interactions between the TEPS
subscales and reward probability, reward magnitude, and expected value. Model 3 reveled a
significant interaction between the TEPS anticipatory subscale and high reward probability (b =
0.02, p < .001), as well as a significant interaction between the TEPS consummatory subscale
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and medium reward probability (b = 0.02, p < .05), and a significant interaction between the
TEPS consummatory subscale and high reward probability (b = 0.02, p < .01). Qualifying these
significant interactions, however, are the relatively small effect sizes. In fact, the standardized
beta coefficient for the significant interaction between the TEPS anticipatory subscale and high
reward probability (b = 0.02) is the same as reported in Geaney et al. (2015), although this
interaction was non-significant in this paper. Model 4 revealed non-significant interactions
between the TEPS subscales and reward magnitude, although model 5 revealed significant
interactions between the TEPS anticipatory subscale and expected value (b = 0.01, p < .001), and
between the TEPS consummatory subscale and expected value (b = 0.01, p < .001). However, as
noted in model 3, these significant interactions are also qualified by their small effect sizes.
The next four models (6 through 9) were similar to those of the TEPS subscales, but
instead included the SHAPS and SLIPS scales as predictors. First, in model 6, both the SHAPS
and SLIPS scales evidenced non-significant main effects. Next, in model 7, a significant SLIPS x
reward probability interaction was observed, specifically for both low (b = -0.09, p < .001) and
high reward probability (b = 0.03, p < .001). There was no significant interaction between the
SHAPS and reward probability in this model. In model 8, neither the SHAPS nor the SLIPS
significantly interacted with reward magnitude. Lastly, in model 9, the SLIPS significantly
interacted with expected value (b = 0.02, p < .001).

54

CHAPTER IV
DISCUSSION
The present study examined relationships between constructs and subconstructs of the
RDoC’s positive valence systems domain, focusing on relationships between the self-report and
behavioral paradigm units of analysis within this domain. As opposed to assessing categorical
outcomes or differences between depressed and non-depressed persons, an emphasis was placed
on anhedonia, a heterogenous construct implicated as a core component of depression (Chow,
Kennedy, & Rizvi, 2018; Winer et al., 2019), as well as an important transdiagnostic symptom
within the positive valence systems domain. Further, this study also utilized the framework of
reward devaluation theory (Winer & Salem, 2016), which posits that a subset of depressed
persons come to systematically avoid positive information or experience it aversively.
Anhedonia is also implicated as an important feature within this framework (Bryant et al., 2017;
Jordan et al., 2018; Salem et al., 2018), with these studies and other findings informing a
Bayesian hypothesis-testing approach to this study.
Results from the primary analyses of this study suggest that for a sample of participants
with a range of depressive symptoms, there were no robust relationships between various
behavioral paradigms and conceptualizations of anhedonia. Overall, these results match several
of the study’s primary hypotheses, that the perceptual, attentional, and affective updating
abilities would not be related to consummatory and state anhedonia, conceptualizations of
anhedonia that emphasize more physical and in-the-moment experiences. These results are
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consistent with prior studies showing a lack of an association between markers of positivity
avoidance and consummatory or state anhedonia (e.g., Jordan et al., 2018; Liu et al., 2012;
Sherdell, Waugh, & Gotlib, 2012). However, the hypothesized relationship between the 2AFC
and DP interaction and recent changes in anhedonia was not evident, which differs from the
findings in Salem et al. (2018). Similarly, this relationship was also not evident when assessing
anticipatory anhedonia, which is somewhat surprising, given this conceptualization’s emphasis
on reward responsiveness (or lack thereof; Chow et al., 2018; Jordan et al., 2018; Winer et al.,
2019). However, these null findings may, in part, be due to a single-item used to assess recent
changes in anhedonia, as well as the TEPS’ overall emphasis on the experience of pleasure (e.g.,
“looking forward to a pleasurable experience is in itself pleasurable;” Gard et al., 2006).
These findings should also be considered within the context of the Bayesian and
frequentist paradigms, as well as the models used to estimate the primary hypotheses. For
example, whereas the primary multilevel models show null findings at the level of each model,
the repeated-measures correlations between certain variables, such as positive updating and
recent changes in anhedonia (r = -0.18, p < .001) are significant, with this relationship supporting
hypothesis 16 (see Table A4). One interpretation for the differences in these results may concern
power for these designs. For example, repeated-measures correlations account for violations of
independence among observations by using analysis of covariance to statistically adjust for interindividual variability and are thus considered more robust compared to standard Pearson
correlations or an ordinary least squares approach (Bakdash & Marusich, 2017). Conversely,
although the Bayesian paradigm is routinely suggested as a solution to complex models and low
samples sizes (van de Schoot & Miočević, 2020), such an approach is not immune to the
possibility Type I or Type II errors (Inoue, Berry, & Parmigiani, 2005). In addition, the concept
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of power differs in the Bayesian paradigm, as the goal in this context is to update one’s prior
beliefs (e.g., evidence from study 1 feeds into evidence for study 2, and so forth). As detailed
further in the limitations section, this study was unable to set an informative prior for its primary
models, given the lack of previous studies assessing these hypothesized relationships. This
possibility, along with some contention surrounding power designs for hierarchical models in
general (e.g., Woltman, Feldstain, MacKay, & Rocchi, 2012)7 may account for these
discrepancies between the Bayesian models and frequentist repeated-measures correlations. As
such, these differences may be seen as more descriptive, as there are clearly relationships
between these behavioral task indices and self-report measures at the correlational level that are
more difficult to parse in these complex Bayesian models, given that they include information
that feeds into the components of a multilevel model (i.e., random intercepts, random slopes, and
fixed effects). Future research may benefit from recruiting more subjects (i.e., a higher N at level
2), as these higher-level effects tend to be more sensitive to increases in groups (i.e., subjects in
longitudinal multilevel designs) as opposed to increases in observations per group (Woltman et
al., 2012), and by including further modeling techniques that limit the influence of trial-by-trial
variability (such as the analysis of the EEfRT task in the current study).
Interestingly, by assessing random slopes, this study was also able to examine the
trajectories of various anhedonic experiences over the course of several weeks. Such variability
is consistent with prior findings and how these constructs are conceptualized. For example, prior
longitudinal studies have found that trait social and physical anhedonia tend to be enduring and

7

For example, several recommendations and software aimed at conducting power analyses for hierarchical linear
models are invariably post-hoc analyses, as the ratio of between group variability to total variability is one factor
that influences power (Scherbaum & Ferreter, 2008). As such, this ratio can only be calculated after the data are
collected.
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stable features for both clinical and non-clinical samples (e.g., Herbener & Harrow, 2002; Loas,
Monestes, Ingelaere, Noisette, & Herbener, 2009). Consummatory anhedonia, a construct
emphasizing a tendency not to derive pleasure from more in-the-moment physical experiences,
appeared relatively stable throughout the course of several weeks in this study, consistent with its
trait-like conceptualization (Gard et al., 2006; Winer et al., 2019). However, anticipatory
anhedonia, which has also been conceptualized as a trait-like feature (Gard et al., 2006),
evidenced variability over time in this study. This finding differs from some other studies
examining the trajectory of anticipatory anhedonia scores using the TEPS (e.g., Buck & Lysaker,
2013; Schlosser et al., 2014), although it is important to note that the constructs of anticipatory
anhedonia and consummatory anhedonia (as well as construction of TEPS) are based on findings
from subjects with schizophrenia and psychosis-spectrum disorders (Gard et al., 2006). Further,
less work has been done in assessing the psychometric properties of the TEPS and its use in
samples with mood disorders (Chow et al., 2018; Jordan et al., 2018). Thus, future research may
benefit from examining these trajectories further to determine whether they are indeed “traitlike” in other samples with a spread of depressive symptomatology.
Further, the trajectory of state anhedonia is consistent with recent findings, whereas the
trajectory of recent changes in anhedonia is not (with both empirical findings and its theoretical
conceptualization; Jordan et al., 2018; Winer et al., 2019; Winer, Veilleux, et al., 2014; Yang,
Wang, Liu, Liu, & Harrison, 2020). Indeed, these conceptualizations emphasize a strong
temporal component, such that state anhedonia measures a loss of interest or pleasure within the
past several days, whereas recent changes in anhedonia assesses a comparative decrease in
pleasure or interest (i.e., to one's baseline; Winer et al., 2019). Although assessing for recent
changes in anhedonia is diagnostically relevant, it may also capture only a short period of time,
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as these recent changes are predictive of recent distress (Winer, Nadorff, et al., 2014; Zielinski,
Veilleux, Winer, & Nadorff, 2017). This possibility, coupled with a single-item assessment of
recent changes in anhedonia, may account for this lack of variability in this study. For example,
the modal response for this item was “0” at each time point and evidenced a positive skew at
each time point as well. Future research may benefit from continuing to examine these
trajectories with more well-validated measures of recent changes in anhedonia over shorter and
longer periods of time.
The secondary analyses from this study assessed relationships between these various
conceptualizations of anhedonia and behavioral effort expenditure for reward (measured via the
Effort Expenditure for Rewards Task, or EEfRT; Treadway et al., 2009). Similar to previous
studies, the effects of these anhedonia measures evidenced small, non-significant main effects
(e.g., Bryant et al., 2017; Geaney et al., 2015). The longitudinal design of this study likely
afforded more power to uncover these small effects due to repeated observations (Hedeker &
Gibbons, 2006); however, the sample characteristics of this study should be taken into account.
For example, this sample recruited subjects with a range of depressive symptoms, but not
anhedonic symptoms per se. Prior EEfRT studies have assessed the relationship between
anhedonia and effort expenditure with subsamples recruited for clinically-significant depressive
(e.g., Yang et al., 2014) or anhedonic (e.g., Bryant et al., 2017) symptoms, as well as samples
with severe mental illness (e.g., Barch, Treadway, & Schoen, 2014). As such, the relationship
between higher anhedonic symptoms and lower effort expenditure in previous studies may
reflect the more “abnormal functioning” continuum of reward valuation within the positive
valence systems domain. Future research may benefit from examining these relationships further
in longitudinal studies with samples of high anhedonic subjects, as well as investigate the
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relationship between effort expenditure and other self-report measures that align with the reward
valuation construct and effort subconstruct (e.g., the Behavioral Activation System scale has a
“Drive” subscale; Carver & White, 1994).
However, the relationship between these anhedonia operationalizations (such as
anticipatory anhedonia and recent changes in anhedonia) and effort-based decision-making was
modulated by key task parameters, such as probability for reward and expected reward value.
The interaction between anhedonia and probability for reward is consistent with prior findings
(e.g., Treadway et al., 2009), whereas the relationship between anhedonia and expected value is
somewhat mixed (e.g., Bryant et al., 2017; Geaney et al., 2015). Expected value reflects mental
computations that incorporate the magnitude of a reward and the probability of that reward being
delivered. As such, this construct is related more to reward anticipation rather than hedonic
capabilities (Waltz & Gold, 2016), although the interaction between consummatory anhedonia
and expected value in predicting effort expenditure was also significant, suggesting that the
ability to derive pleasure from more in-the-moment experiences may also modulate this
cognitive component of reward anticipation. Future research should continue to examine the
relationships between these operationalizations of anhedonia and reward anticipation or
responsiveness, and may further uncover nuances in these relationships by utilizing different
behavioral tasks that measure reward anticipation more directly (e.g., the MID; Knutson et al.,
2008).
Lastly, future research may benefit from examining demographic variables, such as age
and gender, in relation to these behavioral tasks, especially the affective n-back and EEfRT.
Although these demographic variables did not inform the present research questions, there is a
strong literature suggesting that (general, non-emotional) n-back performance is affected by age,
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particularly with an increasing n, when lures are present, and when visual stimuli are used (Bopp
& Verhaeghen, 2020). Further, the EEfRT has been perceived as somewhat of a gender-biased
task (e.g., Treadway et al., 2009), given that male participants tend to be more likely to choose
the HC/HR trial (Huang et al., 2016; Treadway et al., 2012). As such, performance-based
paradigms, as well as tasks that tax cognitive systems, should continue to be evaluated in light of
the specific demographics of the samples being used.
Strengths and Limitations
An initial strength of this study is its longitudinal design and use of multilevel modeling,
leading to a more robust analysis compared to traditional repeated-measures analyses (e.g.,
ANOVA), which are unable to include individuals with partial data, such that any subject with
missing data at any occasion is removed via listwise deletion (Heck et al., 2013). In addition,
traditional ANOVA methods are unable to account for non-independence, which is inherent in
data collected from the same subjects at multiple time points. Multilevel models, however,
incorporate non-independence from these data and are able to model random effects, allowing
for a more appropriate and robust analysis (Gelman & Hill, 2006).
A similar strength is the use of Bayesian estimation to examine clinical phenomena.
Although the use of the Bayesian paradigm has gained popularity within the social sciences over
the past several years, there have been less applications to clinical science and experimental
psychopathology (Krypotos, Blanken, Arnaudova, Matzke, & Beckers, 2017; Wetzels, van
Ravenzwaaij, & Wagenmakers, 2015). However, the use of Bayesian statistics likely has great
clinical utility, with recent clinical trials proposing Bayesian analyses alongside their frequentist
counterparts (O’Brien et al., 2019). As such, Bayesian analysis presents a coherent theory
involving inductive reasoning, allowing one to attach probabilities to hypotheses and clinically61

relevant parameters (Wetzels et al., 2015), which is in line with desired conclusions from these
studies (e.g., there is evidence in favor of a particular drug or intervention).
A related limitation to the use of Bayesian estimation in this study was the inability to set
an informative prior, which is otherwise a major strength of Bayesian analysis. Informative
priors have peaked distributions with small variances, which can express a strong belief about
the unknown population parameter, based on evidence from previous studies (Hox et al., 2018).
Unfortunately, there are no range of studies assessing the same relationships as in this study;
thus, an uninformative prior was set, reflecting a degree of uncertainty and shifting the role of
posterior estimation to the data itself (Hamaker & Klugkist, 2011). However, the results from
this study can inform future studies examining the relationship between these behavioral tasks
and anhedonia measures, and further examination is encouraged.
In addition, another limitation is the inability to compute Bayes factors for multilevel
models in Mplus (B. O. Muthén, 2016). Bayes factors are ratios that contrast the likelihood of the
data fitting under the null hypothesis with the likelihood of the data fitting under the alternative
hypothesis (Jarosz & Wiley, 2014; Schönbrodt & Wagenmakers, 2018). As such, an advantage
of the Bayes factor is that is not simply a measure of how unlikely the null hypothesis is; rather,
it is comparative, allowing one to make a statement about the alternative hypothesis, rather than
just the null hypothesis (Jarosz & Wiley, 2014). However, credible intervals still provide
important information within a Bayesian analysis as to the plausibility of the null or alternative
hypothesis.
Another limitation is the inability of multilevel models to assess lagged relationships,
which can depict how certain variables develop over time. Multilevel models readily estimate
and depict trajectories (via random slopes) for different outcomes over the course of the study,
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but do not allow for an assessment of any moment-to-moment or weekly-to-weekly variation in
outcomes. Repeated measures can also be estimated via autoregressive (AR) models, which
regress a variable at time point t on a lagged version of that variable (i.e., the variable measured
at a previous time point, t-1), allowing for insight into this variation, although such models are
often estimated with experience-sampling data (and as such, have several data points; Hamaker,
Asparouhov, Brose, Schmiedek, & Muthén, 2018). Recent advances have allowed for combining
multilevel models with AR models, but the extent to which these models are appropriate for
panel data have yet to be determined (Epskamp, Waldorp, Mõttus, & Borsboom, 2018; Jordan,
Winer, & Salem, 2020).
A final limitation is common to research using the dot-probe task and other similar
paradigms assessing cognitive biases. That is, prior studies examining the psychometric
properties of the dot-probe task have found it to possess modest reliability (e.g., Price et al.,
2015). Consistent with these previous findings, both the 2AFC and dot-probe tasks evidenced
low split-half reliability at each time point (rs range: -0.13 through 0.18), as is commonly seen in
the literature (e.g., Salem et al., 2018). Relatedly, another limitation concerns bias differential
scores (e.g., in the dot-probe task). These bias differentials may compound error variance given
they incorporate individual bias scores that are themselves relative indices (i.e., bias for negative
words in the dot-probe are computed by examining reaction times for negative-neutral trials).
However, the use of bias differentials in this study was based on prior evidence that interactions
between cognitive biases may be sensitive predictors of depressive symptomology (e.g.,
Everaert, Koster, & Derakshan, 2012; Salem et al., 2018). Nonetheless, future research may
benefit from examining further approaches to analyzing emotional and cognitive biases in
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multiple domains, while continuing to incorporate tasks that, while flawed, have demonstrated
avoidance of positivity in clinical subjects (Winer & Salem, 2016).
Summary
In sum, the present study assessed the relationship between anhedonia and behavioral
paradigms assessing mechanisms associated the positive valence systems domain of the RDoC
matrix, a domain that emphasizes responses to positive motivational situations and contexts,
including behaviors associated with reward seeking and reward learning. Contrary to prior
studies, this study did not find differential associations between some behavioral paradigms and
three separate operationalizations of anhedonia, although the predicted lack of relationships
between consummatory and state anhedonia and behavioral indicators, and some correlational
relationships between behavioral factors and anhedonia did emerge. In addition, effort
expenditure was related to anticipatory and recent changes in anhedonia via their interactions
with levels of probability for reward and expected reward value. As such, this study provided an
avenue to investigate possible positive valence system disturbances within a Bayesian
hypothesis-testing framework, guided by prior findings and an overarching meta-analytically
supported theory (i.e., reward devaluation theory). Given these findings and caveats noted above,
future research is needed to help better document processes and mechanisms that align with the
positive valence systems domain.
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Table A.1

Participant Characteristics (N = 101)
Gender (%)
Female
Male
Ethnicity (%)
White non-Hispanic
Black non-Hispanic
Hispanic or Latino
Asian or Pacific Islander
Other
Age

89

69.3
30.7
54.5
28.7
3.0
5.9
7.9
M = 22.72 SD = 8.68

Table A.2

Descriptive Statistics of the Self-Report Measures and Primary Behavioral Task Indices
Time 1

Time 2

Time 3

Time 4

Time 5

Time 6

Time 7

(n = 101)

(n = 90)

(n = 91)

(n = 96)

(n = 84)

(n = 89)

(n = 77)

Mean

SD

Mean

SD

Mean

SD

Mean

SD

Mean

SD

Mean

SD

Mean

SD

ANT

42.24

9.22

41.70

9.79

42.43

10.59

42.08

9.77

43.12

12.45

43.72

9.94

44.86

13.26

CONS

34.36

7.30

34.30

6.73

34.5

7.33

35.11

6.99

34.98

7.42

36.07

7.19

36.17

7.32

SHAP

1.72

2.24

1.22

1.86

1.20

2.31

1.28

2.42

1.27

2.53

1.03

2.29

1.07

2.21

QIDS

0.67

0.80

0.53

0.75

0.44

0.69

0.46

0.71

0.39

0.68

0.34

0.58

0.31

0.59

SLIPS

10.11

8.19

8.96

9.27

7.74

8.71

7.59

8.54

7.05

9.79

6.46

8.37

5.81

8.30
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Table A.2 (continued)
Time 1

Time 2

Time 3

Time 4

Time 5

Time 6

Time 7

(n = 101)

(n = 90)

(n = 91)

(n = 96)

(n = 84)

(n = 89)

(n = 77)

Mean

SD

Mean

SD

Mean

SD

Mean

SD

2AFC

.006

0.10

-.01

0.08

-.004

0.08

.004

0.08

DP

-4.49

92.62

3.42

74.90

-21.00

152.67

Nback

0.51

0.20

0.62

0.22

0.65

0.21

Mean
.004

-17.44 100.28 0.77
0.68

0.21

0.69

SD
0.08

Mean
.008

109.86 14.48
0.21

0.72

SD

Mean

SD

0.08

.006

0.08

90.91

2.30

91.67

0.18

0.71

0.19

Note. ANT = Anticipatory subscale from the TEPS; CONS = Consummatory subscale from the TEPS; SHAP = SHAPS total score;
QIDS = QIDS=SR Item 13; SLIPS = SLIPS total score; 2AFC = 2AFC combined bias index; DP = DP combined bias index; Nback =
positive updating accuracy from the affective n-back.
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Table A.3

Multilevel Models From the Primary Analyses
Anticipatory Anhedonia

Cons. Anhedonia

State Anhedonia

Recent Changes

Mean (SD)

95% CI

Mean (SD)

95% CI

Mean (SD)

95% CI

Mean (SD)

95% CI

0.97 (0.01)

[0.94, 0.99]

1.00 (0.01)

[0.98, 1.00]

0.99 (0.01)

[0.97, 1.00]

0.99 (0.01)

[0.98, 1.00]

Random
Intercepts
DIC

8097.06

5697.37

7277.99

5705.68

Random
0.77 (0.18)

[0.40, 1.15]

-0.89 (2.00)

[-5.79, 2.91]

0.52 (0.17)

[0.19, 9.87]

-1.54 (2.21)

[-7.60, 1.81]

Slopes
DIC

8029.57

5694.26

7211.57

5703.11

2AFC bias

0.22 (0.28)

[-0.38, 0.70]

0.02 (0.07)

[-0.11, 0.14]

0.31 (0.26)

[-0.28, 0.69]

0.02 (0.06)

[-0.11, 0.14]

DP bias

0.03 (0.28)

[-0.50, 0.60]

-0.002 (0.07)

[-0.14, 0.13]

-0.06 (0.22)

[-0.49, 0.37]

-0.01 (0.06)

[-0.12, 0.13]

2AFC x DP

0.28 (0.27)

[-0.34, 0.70]

0.28 (0.27)

[-0.34, 0.70]

0.18 (0.25)

[-0.35, 0.62]

0.003 (0.07)

[-0.14, 0.12]
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Table A.3 (continued)
Anticipatory Anhedonia

Pos Updating
DIC

Cons. Anhedonia

State Anhedonia

Recent Changes

Mean (SD)

95% CI

Mean (SD)

95% CI

Mean (SD)

95% CI

Mean (SD)

95% CI

-0.09 (0.27)

[-0.38, 0.70]

-0.01 (0.03)

[-0.15, 0.13]

-0.05 (0.20)

[-0.46, 0.34]

-0.01 (0.07)

[-0.15, 0.13]

31396.26

28970.16

30562.90
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28941.87

Table A.4

Correlations Between Variables From the Primary Analyses

Measure
1. 2AFC Bias
2. DP Bias
3. Pos N-Back

1

2

3

4

5

6

7

-

-0.03

0.05

-0.01

-0.01

-0.08

-0.01

-

0.10*

-0.08

-0.01

-0.07

-0.04

-

0.01

0.10*

-0.08

-0.18**

-

0.41**

-0.23**

-0.16**

-

-0.32**

-0.18**

-

0.22**

4. TEPS-ANT
5. TEPS-CONS
6. SHAPS
7. QIDS 13

-

Note. * p < .05. ** p < .001. Correlations reflect repeated-measures correlations computed via the R package rmcorr (Bakdash &
Marusich, 2017). Pos N-Back = positive updating accuracy from the affective n-back; TEPS-ANT = anticipatory subscale from the
TEPS; TEPS-CONS = consummatory subscale from the TEPS; SHAPS = SHAPS total score; QIDS 13 = item 13 from the QIDS-SR.
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Table A.5

GEE Modeling of Predictors of HC/HR Choice Likelihood in the EEfRT
b

SE

p

0.40

0.11

< .001

0.52

0.11

< .001

0.91

0.19

< .001

0.18

0.03

< .001

Expected Value

1.63

0.09

< .001

Trial Number

-0.14

0.001

< .001

Session

0.32

0.02

.179

TEPS-ANT

0.01

0.004

0.31

TEPS-CONS

0.002

0.006

0.77

x Low

-0.01

0.01

0.18

x Medium

0.003

0.01

0.54

x High

0.02

0.005

< .001

Low
Model 1
Probability
Medium
Probability
High
Probability
Reward
Magnitude

Model 2

TEPS-ANT x
Model 3
Probability:

95

Table A.5 (continued)
b

SE

p

x Low

-0.01

0.01

0.50

x Medium

0.02

0.01

< .05

x High

0.02

0.01

< .01

0.001

0.001

0.12

0.001

0.001

0.67

0.01

0.002

< .001

0.02

0.002

< .001

SHAPS

0.002

0.01

0.88

SLIPS

-0.01

0.02

0.15

x Low

0.01

0.04

0.89

x Medium

0.01

0.03

0.71

TEPS-CONS x
Probability:

TEPS-ANT x
Model 4
Magnitude
TEPS-CONS x
Magnitude
TEPS-ANT x
Model 5
Exp. Value
TEPS-CONS x
Exp. Value
Model 6

SHAPS x
Model 7
Probability:
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Table A.5 (continued)
b

SE

p

-0.03

0.03

0.44

x Low

-0.09

0.02

< .001

x Medium

-0.01

0.01

0.29

x High

0.03

0.01

< .001

0.003

0.004

0.95

-0.001

0.001

0.52

-0.003

0.004

0.87

0.02

0.004

< .001

x High
SLIPS x
Probability:

SHAPS x
Model 8
Magnitude
SLIPS x
Magnitude
SHAPS x Exp.
Model 9
Value
SLIPS x Exp.
Value
Note. Session and trial number served as covariates in each model.
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Figure B.1

Schematic of the Two-Alternative Forced Choice (2AFC) Task used in the present
study.

For each trial, participants are presented with a fixation cross. After, the stimulus word is
presented, followed by a mask of jumbled letter fragments. Then, participants see a fixation cross
and are presented with two options, one of which was the word presented previously. Note. The
durations in this figure are iterations of the 140 Hz refresh rate. E-Prime logged the following
presentation duration ranges: 135-136 ms for the initial fixation cross, 7-8 ms for the target word,
49-51 ms for the mask, and 999-1000 ms for the second fixation cross.
99

Figure B.2

Schematic example of a dot-probe trial used in study.

A fixation cross is presented for 1000ms. Then, two words appear, one on the left and one on the
right, for 500ms. After, the dot is presented for a maximum of 10,000ms, or until the participant
responds. After responding, there is a 1000ms inter-trial interval (ITI) prior to the beginning of
the next trial.
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Figure B.3

Example of an EEfRT win trial.

Participants are presented with the option to choose an easy or hard task, as well as the
probability of winning money for that trial. After selecting the task, participants attempt to fill
the onscreen bar by pressing the specified key on the keyboard. After, the EEfRT shows how
much money was won on that trial.

101

Figure B.4

Hypothetical first five trials of the affective n-back.

In this sequence each black screen represents a full-screen presentation, where the word is
presented centrally for 500ms, with a 2500ms inter-trial interval. The participant must determine
the valence of the current word presented and match it with the valence of the word presented
two times earlier. In this sequence, the participant does not respond to the first two words, as
there is no word that appears two times ago to match the valence of either the first or second
word.
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APPENDIX D
MPLUS SYNTAX FOR THE PRIMARY ANALYSES
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TITLE: Random Intercepts Model for Anticipatory Anhedonia
DATA: FILE = data.dat;
VARIABLE:
NAMES ARE Subject Time ZANT ZCONS ZSHAPS ZSLIPS Z2AFC ZDP500 ZNPos; !label
variable names in the dataset
MISSING ARE .; !missingness handled using full information maximum likelihood
USEVARIABLES ARE Subject Time ZANT; !variables to be used in model
WITHIN = Time; !Level 1 variable
CLUSTER = Subject; !Level 2 variable
ANALYSIS:
TYPE = TWOLEVEL RANDOM; !specifies multilevel model with two levels and
random effects
estimator = bayes; !Bayesian estimation specified here
chains = 2; !number of chains for PSR comparison (default)
biterations=10000; !number of MCMC iterations
ALGORITHM=GIBBS(RW) !Gibbs sampler for MCMC
MODEL:
%WITHIN%
ZANT on Time; !random intercept
output: tech1 tech8 standardized; !provides STDYX output
plot: type = plot2; !provides posterior distribution plots
TITLE: Random Slopes Model for Anticipatory Anhedonia
DATA: FILE = data.dat;
VARIABLE:
NAMES ARE Subject Time ZANT ZCONS ZSHAPS ZSLIPS Z2AFC ZDP500 ZNPos;
MISSING ARE .;
USEVARIABLES ARE Subject Time ZANT;
WITHIN = Time;
CLUSTER = Subject;
ANALYSIS:
TYPE = TWOLEVEL RANDOM;
estimator = bayes;
chains = 2;
biterations=10000;
ALGORITHM=GIBBS(RW)
MODEL:
%WITHIN%
Time_sl | ZANT on Time; !random intercept specified again, but “|”
creates random slope variable for time (Time_sl)
%BETWEEN%
Time_sl; !random slope effect for output
output: tech1 tech8 standardized;
plot: type = plot2;
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TITLE: Full Bayesian Multilevel Model for Anticipatory Anhedonia
DATA: FILE = data.dat;
VARIABLE: NAMES = Subject Time ZANT ZCONS ZSHAPS ZSLIPS Z2AFC ZDP500 ZNPos;
MISSING ARE .;
USEVARIABLES = Time ZANT Z2AFC ZDP500 ZNPos int1;
WITHIN = Time;
CLUSTER = Subject;
DEFINE:
int1 = ZDP500*Z2AFC; !interaction term defined
ANALYSIS:
TYPE = TWOLEVEL RANDOM;
estimator = bayes;
chains = 2;
biterations=100000; !MCMC iterations increased due to model
complexity
ALGORITHM=GIBBS(RW)
MODEL:
%WITHIN%
Time_sl | ZANT on Time; !random effects specified
%BETWEEN%
ZANT on 2AFC DP500 Npos int1; !main model with fixed effects
ZANT with Time_sl; !distribution of random slope, “with” statement needed
to distinguish from fixed effects above
output: tech1 tech8 standardized;
plot: type = plot2;
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