Probability distributions of stand basal area were predicted and evaluated in young mixed stands of Scots pine (Pinus sylvestris L.), Norway spruce (Picea abies (L.) Karst.) and birch (Betula pendula Roth and Betula pubescens Ehrh.) in Sweden. Based on an extensive survey of young stands, individual tree basal area growth models were estimated using a mixed model approach to account for dependencies in data and derive the variance/covariance components needed. While most of the stands were reinventoried only once, a subset of the stands was revisited a second time. This subset was used to evaluate the accuracy of the predicted stand basal area distributions.
Introduction
Traditionally, forest planning has been carried out deterministically. Predicted parameters involved have been considered known with certainty and decisions derived accordingly. However, for some time the trend has been to actively account for risk since optimal decisions in a stochastic setting are often quite different from the corresponding decisions in a deterministic setting (e.g. , Lohmander 1987 , Haight 1990 .
Studies on forest planning under risk have, to some extent, focused on economic parameters such as stochastic timber prices and harvesting costs. Studies on planning under risk in the growth process are not as common, although many articles treat the problem (e.g., Kao 1982 , Hof et al. 1988 , Gove and Fairweather 1992 , Valsta 1992 , Pukkala and Miina 1997 , Kangas and Kangas 1999 .
Closely related to the latter area is the fi eld of growth and yield research in which substantial efforts have, lately, been put on the random variability. A basic assumption for many growth simulators used is that future growth conditions will remain similar to those of the past, and yield prediction becomes a forward projection of past patterns of growth (c.f., Kimmins 1990) . If this 'historical bioassay' approach is correct, the errors in predictions of future states can be regarded as being the result of four major components (c.f., Gertner 1987 , Ståhl and Holm 1994 , Kangas 1996 , 1997 (i) Pure errors. In a perfect growth model, given a perfect initial state description, the inherent randomness of nature causes random errors by factors not possible to describe in the model, e.g. random weather conditions. (ii) Incomplete model due to incomplete description of present state. A properly estimated although not complete growth model, i.e. lack of relevant variables, will increase the random error component. From a theoretical point of view, the precision of the growth function is determined by its capacity to distinguish growth from different initial forest conditions. A high spatial and structural resolution (i.e. models at the single tree level), should generally, if there is more information available for prediction, lead to more accurate estimates than growth models with only a few variables to characterise the initial state. (iii) Errors in the description of initial state. Given a properly derived growth function, sampling and measurement errors in the state variables (as well as prediction errors when a model is used recursively) will decrease the accuracy of the predictions. When input data contain errors, a high-resolution model can sometimes yield worse predictions than a low-resolution model (c.f., Gertner 1986). (iv) Errors in the estimation of parameters in the growth model due to uncertain data for model development.
The size of errors from (ii), (iii) and (iv) can be infl uenced by the choice of growth models and forest inventory strategies. A number of studies have been conducted to determine the effect of uncertainty in input data and estimated parameters on the accuracy of the predictions (e.g., Smith and Burkhart 1984 , Gertner and Dzialowy 1984 , Gertner 1986 , Kangas 1998 . Gertner (1991) showed that random errors in input data cause bias in non-linear models and Kangas (1996) compared different methods for reducing this kind of bias in predictions of forest yield. Error propagation in forest growth simulations has been quantifi ed empirically, using Monte Carlo simulations, and analytically, by variance functions derived from Taylor approximation (e.g., Mowrer and Frayer 1986 , Gertner 1987 , Mowrer 1990 , Vanclay 1991 , Green and Strawderman 1996 , Kangas 1997 ).
An important part of the model building process is to characterise the error structure of the growth model. Gregoire (1987) and Gregoire et al. (1995) focus on how spatial and temporal correlations affect the precision of parameter estimates in stand level growth models. Stage and Wykoff (1993) extend this to models of individual trees and show that the stochastic components affect predicted stand dynamics. Mixed linear models methodology (Searle 1971 , Harville 1977 has commonly been used in this connection, for developing functions from data with spatiotemporal correlations (e.g., Lappi 1986 , Lappi and Bailey 1988 , Penner et al. 1995 .
Stochasticity in timber yield can, technically, be introduced to a planning problem in different ways. Hof et al. (1988) and Pickens and Dress (1988) introduced random components in an LPformulation. A common approach for restricted problems is to use stochastic dynamic programming (e.g., Riiters et al. 1982 , Kao 1982 , Haight 1990 ), a technique which provides an opportunity for decisions to be made adaptively based on the outcome of the random process. A problem is, however, that the outcome must be observed. To control both the growth process and the observations of it, Ståhl et al. (1994) used dynamic programming in a Bayesian setting.
Bayesian decision-making is a common approach to handle risk in planning (e.g., Lindgren 1962) . Rather than considering point estimates of the parameters involved, entire (joint) probability distributions of the parameters are used when the outcome of a decision is evaluated. Although there has been a great deal of debate on the element of subjectivity in Bayesian methods, Bayesian inferences tend to be accepted when the subjectivity in assessing priors is restricted. Also, recent advances in computational statistics have made the methods more appealing, e.g. the Gibbs sampler, applied in forestry by Green and Strawderman (1992) and Green and Valentine (1998) . Gertner et al. (1999) estimated the distribution of the parameters of a growth model by Bayesian estimation with rejection sampling.
A Bayesian approach to consider risk in future yield requires the prediction of joint probability distributions rather than point estimates. This can be made in different ways. One possibility is to assume a parametric setting with 'conjugate' prior distributions and growth processes. By convolution, the yield distribution after a certain period of growth is obtained. E.g., a normal prior distribution can be coupled with a linear normal growth process, resulting in a normally distributed predicted distribution of yield. However, this set-up imposes considerable restrictions on what kind of growth models can be used.
Another possibility is to leave the parametric setting and make use of simulation for determining the distributions. An advantage with this is that no assumption about the form of the distributions is needed. Any growth process can be used since any shape of the yield distribution is allowed. Also, it is possible to use a high spatial and structural resolution in the growth process, e.g. models at the single tree level. The drawback is the amount of computation needed.
The aim of this article is to describe and evaluate a straightforward technique for the prediction of within-stand probability distributions of forest yield based on growth models for single trees. A Monte-Carlo simulation approach is used in which the variance/covariance components of the random elements of growth, estimated from mixed model regression and other analyses, are added. The accuracy of the predictions is evaluated in terms of their ability to correctly forecast entire distributions of yield. Moreover, it is shown how extensive Monte-Carlo simulations are needed to obtain reliable estimates. Finally, it is outlined how the predicted yield distributions can be utilised in a Bayesian approach to forest management planning.
Material and Methods

Basic Approach
The study is limited to predictions of basal area in young stands, here defi ned as stands with mean height between 3-8 meters. Individual tree growth models for Scots pine (Pinus sylvestris, L.), Norway spruce (Picea abies (L.) Karst.) and birch (Betula pendula Roth and Betula pubescens Ehrh.) were developed using mixed linear regression on data from an extensive survey of young stands. Based on these functions for fi ve year basal area growth, and the corresponding estimated variance/covariance components, predictions of future stand level basal area distributions were made using Monte-Carlo simulation.
Predictions were fi rst made at the plot level, by summing the predictions for all trees on a plot. Stand-wise basal area probability distributions were then obtained by merging the plotwise predictions within a stand. The following general recursive model structure was used for the predictions at the tree level:
Here, Y ijk t is the predicted variable in time period t, for tree k on plot j in stand i; X ij is a vector of stationary variables (e.g., site quality), and ε ijk t is the random error term. The growth function is indicated by f(⋅). Due to the hierarchical structure of data (trees on plots within stands), the random error terms were separated into the following components:
Three separate independent terms were considered: ε i t is the random effect due to stand i, δ ij t is the random effect due to plot j in stand i, and γ ijk t is the residual random error at the tree level. The distributional assumptions of the error terms were: e ijkvidually, cross-correlations between the different species' random components at the stand and plot levels were estimated and considered in the simulations.
Ideally, the complete error structure of the prediction system should be known and accounted for in the simulations. It involves (c.f., Gertner 1987 , Mowrer 1990 , Gregoire 1995 et al., McRoberts 1996 , Kangas 1997 ) the residual components embedded in e ijk t , their serial correlations (and cross-correlations over time), the correlations between random components of different species, the random errors in the estimated model parameters and their cross-correlations, and errors in input data.
The effect on growth of random errors in the estimated model parameters was considered to be small in relation to the effect of the residual random errors. Thus, to simplify the simula tions, these errors were not accounted for (the models were considered to be exact). Moreover, since most of our data were available from a single fi ve-year period only, serial correlations could not be estimated. The effect of varying degrees of serial correlation was, however, evaluated on a sensitivity basis. The magnitude of correlations to test was taken from Kangas (1997) .
Distributions were predicted at the stand level. However, to keep the evaluations straightforward, we considered the plots within a stand to provide a perfect description of the initial state. After a ten years growth projection, the predicted distribution was compared with the actual state, obtained from a fi eld inventory of the same plots.
In the following, the data set is fi rst described. Secondly, the development of the growth functions, including the estimation of variance components of the random error terms, is presented. Thirdly, it is shown how the cross-correlations of the random error components for the different species were derived. Lastly, the evaluations made are described.
The HUGIN Young Stand Survey
Data were obtained from the HUGIN survey of young stands (Elfving 1982) . In the period 1976-79, permanent plots were established in 799 young stands in Sweden. In each stand, fi ve circular sample plots of 100 m 2 size were randomly laid out.
Each plot was marked and the position of every tree mapped. Total height and diameter at breast height (1.3 m) were measured, and damage registered. Data describing site characteristics were also recorded.
After fi ve years, in the period 1981-84, the plots were revisited. It was registered whether the trees remained or had been removed by pre-commercial thinning. On remaining trees, height and diameter were measured and damage assessed as light, moderate, severe, or fatal. In the period 1987-1990, 49 stands were re-inventoried a second time. These stands were mainly located in northern Sweden.
In the present study, the data set was randomly split in two parts: calibration data (378 stands) and validation data (405 stands), located all over Sweden (Fig. 1) . Plot data from the two data sets are presented in Table 1 . Data for evaluating the predicted distributions consisted of the subset of 49 stands, re-measured twice.
Basal Area Growth Model
A mixed linear model approach (e.g., Penner et al. 1995 , Hökkä et al. 1997 , Hökkä and Groot 1999 was used to relate the fi ve years basal area growth of individual trees (bai, cm 2 /5 yr.) to a set of independent variables. Undamaged trees, only, were considered in the model development. Summary statistics for the trees in the calibration data set are shown in Table 2 .
The selection of variables for the functions was based on experience from a previous study (Nyström and Kexi 1997) in which individual tree growth models for Norway spruce were constructed with ordinary least-squares regression. The variables of the models are characteristics related to tree size, stand attributes, site quality, and treatments. The measures of overall density and relative competition status were plot basal area (Ba) and relative diameter (R d ). R d is expressed as the ratio between the tree diameter at breast height (d) and basal area weighted mean diameter of the plot (Dgw), defi ned as Σd 3 / Σd 2 . Plot age (A 13 ) was expressed as basal area weighted mean age at breast height (1.3 m) on a plot. The climatic effect on growth was modelled with the temperature sum (TS 5 ), defi ned as the sum of all daily mean temperatures exceeding the threshold temperature 5 °C during the growing season (Odin et al. 1983) . Site fertility was derived indirectly from the ground vegetation type. It was registered as 'Rich', 'Medium', or 'Poor' and included in the models using two indicator variables. The effects on growth due to pre-commercial thinning before the fi rst measurement or between the measurements were also incorporated as indicator variables (Clbefore, Clbetween). The independent variables were assumed to interact multiplicatively with the basal area increment. To make the model linear, a logarithmic transformation was made. Preliminary fi ts of the models and examination of scatter-plots of residuals versus predicted values indicated that the logarithmic transformation was appropriate with regard to desirable statistical properties of the random error term, i.e. normally distributed residuals with homogenous error variance. To overcome problems with zero and negative increment due to measurement errors, a small constant was added to the dependent variable for all observations.
The random variation in basal area growth was divided into: (i) random effects connected to stands, (ii) random effects connected to plots within stands, and (iii) residual effects at the tree level. All random effects were assumed to be normally and independently distributed with zero mean and constant variance. Consequently, the general model for 5-year basal area growth was: Growth = fi xed(tree and site characteristics) + random(stand, plot within stand, residual)
The fi xed effects and the variance components of the random effects were estimated with PROC MIXED within the SAS ® package version 6.10. The variance components were estimated using the restricted maximum likelihood (REML) procedure. The result is presented in Table 3 .
Model Validation
The fi xed parts of the models were evaluated a) Rich = 1 if the ground vegetation type on the plot is herb types or broad grass type, otherwise Rich = 0. b) Poor = 1 if the ground vegetation type on the plot is dwarf-shrub types (other types than Vaccinium myrtillus) and lichen-cover types, otherwise Poor = 0. c) When the estimated dependent variable is retransformed to bai in a deterministic setting, it should be corrected for logarithmic bias. The correction factor is: λ = Σ(y) / Σ exp(ln(ŷ)) which gives ŷ = [exp(ln (ŷ)) -1] × λ against the validation data set. No obvious bias or systematic patterns over the different independent variables were revealed in the residual analysis. The average bias in log scale was -0.02, 0.00, and -0.01 for Scots pine, Norway spruce and birch, respectively. After re-transforming the dependent variable to the natural scale (cm 2 per 5 yr.), a slight overestimation of the growth of trees in the test data was found. The average bias was -0.5, -1.7, and -3.8 percent for Scots pine, Norway spruce and birch, respectively. When testing the functions at the plot level (aggregated tree increments for all undamaged and light damaged trees) under different conditions regarding the tree species composition, only very small and non-signifi cant bias-terms were found. The average bias and standard deviation estimated, when the growth functions were used in a deterministic setting, were 0.0 and 1.2 m 2 /ha 5 yr., respectively. The distribution of the plot level residuals (observed -predicted basal area increment), over initial plot basal area and predicted basal area increment are shown in Fig. 2. 
Cross-Correlations between Tree Species
Within each projection period the estimated stochastic components corresponding to stand, plot and tree residual variation were added to the logarithmic growth prediction as normally distributed random variables with zero mean and variances (σ 2 , τ 2 , θ 2 ) obtained from the model estimation, see Table 3 .
The basal area growth models were developed for each tree species separately. It is, however, reasonable to believe that the random components of different species are correlated at the stand and plot levels. At the stand level, random weather conditions and/or macro site and stand conditions, not properly included in the model, can be the The variance components were obtained from the output of the mixed linear regression (Table 3) and the covariances from a separate study of the residuals, according to what follows. The covariances between the residuals of different species e.g., cov(ε p , ε s ) and cov(δ p , δ s ) were estimated using data from mixed stands. As previously described, the residual variation at tree level (e ijk ts ) was divided into the following independent components: The formulas obtained were validated using a simulation procedure in which correlated random numbers were generated and the formulas applied. The between species correlations, estimated from the real data using formulas 7 and 8, are presented in Table 4 .
At the plot level, the correlation is higher between Scots pine and Norway spruce than between any of these two species and birch. At the stand level, the opposite is the case. Possibly, this could be the result of a competition between conifers and birch. A low plot correla-tion indicates high competition and vice versa. At the stand level, the correlation can be high although the species compete, since they may grow on different plots.
Evaluations
Two main evaluations were made using the growth functions and the variance/covariance components estimated, together with the data set from the HUGIN young stand survey. Both are relevant for the case when prior distributions of timber yield are predicted within a Bayesian planning framework. First, the accuracy of the distributions was evaluated by comparing the predicted distributions with actual outcomes. Secondly, a study was made to evaluate the number of Monte-Carlo simulations needed for the estimated distributions to be reliable. The details are given below.
Evaluation of Predicted Distributions vs. Real Outcomes
The aim was to study how well the predicted distributions conformed to the actual outcomes of basal areas in the stands that were followed for 10 years (mainly between 1977-1987) . In each stand, the observed basal area at the end of the period was compared with the predicted distribution (obtained from 10 5 simulations). It was registered at what percentile the inventoried stand basal area was located within the distribution. If the predictions were adequate, the recorded percentiles should be uniformly distributed. This assumption was evaluated by a Chisquare test, using 10 classes of percentiles (each class covering 10% of the predicted distribution). If the predictive properties were adequate, the null hypothesis of an equal proportion of observations in each class should not be rejected. Three different cases concerning the level of the serial correlation in the random components were tested. Although there may be reason to believe that the serial correlation varies between the different random components, no differentiation was made. The correlations tested were 0, 0.4, and 0.7.
Number of Monte-Carlo Simulations Needed
In applications, it is important to limit the number of simulations needed for predicting the distributions due to the time required for solving a large planning problem. Therefore, it is of interest to study the precision of the predicted distributions after varying numbers of simulations. The continuous variable stand basal area was divided into classes of 0.1 m 2 /ha width. The number of simulations when the basal area fell in each class was recorded (after 10 year forecasts). Letting the number of simulations tend towards infi nity (10 6 in the study), the true distribution, f * , according to the growth model parameters and the variance/covariance components estimated, was obtained. If a smaller number of simulations is used, the resulting distribution, f , will deviate from f * . The size of the deviation depends on where, on the true distribution, the focus is set and on what width of the classes is used.
A number of percentiles (5, 10, 25, 50, 75, 90, 95%, determined by the 0.1 m 2 /ha class they belong to) of f * , for 20 different stands, were selected for the study. At each percentile, the relative standard deviation of the proportion of observations in that particular class (0.1 m 2 /ha width), given a certain number of simulations (n), was calculated as: 
Observed Basal Area vs. the Predicted Distributions
The observed and predicted basal area after 10 years growth in the 49 stands used for the evaluation was, on an average after 10 5 simulations in each stand, 9.0 and 9.2 m 2 /ha, respectively. The distribution of percentiles in which the observed basal area was registered should be uniform if the predictive properties of the functions were correct. Results concerning this, for the three different cases of serial correlation, are shown in Fig. 3 . According to the Chi-square test statistics, the null hypothesis of an equal proportion of observations in each class can not be rejected in any of the cases (the Chi-square test results in the p-values 0.79 (χ 2 = 5.5), 0.71 (χ 2 = 6.3) and 0.62 (χ 2 = 7.1) for the different levels of serial correlation 0, 0.4 and 0.7, respectively). Consequently, there is no evidence that the assumption about a uniform distribution should be rejected in any of the cases. According to Fig. 3 , the case without serial correlation appears to provide the best fi t.
Stand-wise results in terms of plots showing the observed basal area and the 5th, 50th, and 95th percentiles of the predicted distributions are given in Fig. 4 (for the case of no serial correlation). 
Number of Monte-Carlo Simulations Needed
As expected, the results revealed major differences regarding the magnitude of the estimated relative standard errors, an average of 20 stands were used, when varying the number of simulations (Fig. 5 ) and also with regard to which part of the estimated distribution focus was set on (Fig. 6) . The projected probability distributions were positively skewed which resulted in larger relative standard errors in the percentiles above the median as compared with those below. To achieve basal area distributions (decomposed in 0.1 m 2 classes) projected 10 years, with a relative standard error (cvp) less than 0.05 covering 90 percent of the distribution (5th-95th percentile) approximately 10 5 simulations were needed. As can be seen in Figs. 5 and 6, about 10 000 simulations lead to a corresponding precision of about 0.1.
Discussion
The study focuses on how to estimate withinstand basal area distributions with single tree growth models, emphasising the spatial correlation in data. By using a mixed model approach, spatial dependencies in data were accounted for in the parameter estimation, and the sizes of the variance components of the random effects were estimated. The random effects were added to the fi xed effects in Monte-Carlo simulations, and predicted distributions of stand basal area were obtained. In the evaluations, the distributions appeared to give a correct representation of the actual uncertainty in predicted data. However, the evaluation period was quite short (10 years) and the effects of possible serial correlation would increase over time. The sensitivity of the projections to serial correlation is illustrated in Fig. 7 . In the fi gure, the coeffi cient of variation (CV; standard deviation/mean) of the predicted distributions after 20 years, based on 10 4 simulations, is presented for the cases with and without serial correlation. The serial correlation was assumed to be 0.7 for all components. On average the CV of estimated basal area distributions increased from 0.116 to 0.154 when serial correlation was introduced.
In all models, the random stand and plot effects were signifi cant, indicating that growth varies randomly from stand to stand and from plot to plot within a stand. The estimated variance components (Table 3) for the stand and plot random effects accounted for about 35 percent of the total residual variance. The variance of the random parameters was greatest for birch and lowest for pine.
One drawback with the study was that measurement errors were not explicitly accounted for. Although the data collection was made for research purposes and, consequently, the survey was carefully carried out, there is no reason to believe that the data used were free from measurement errors. The result of such errors would be a too large variance component at the tree level, and to some extent reduced correlations between the random components of different species, mainly at the plot level, (see e.g., Stage and Wykoff 1993) 
Bayesian Application
By predicting distributions of forest yield rather than point estimates, a Bayesian approach to management planning can be adopted. Since data about the state of forests are almost always uncer- tain, and since inventories are costly, it is wise to continuously update not only the data about the forest state, but also the precision of the state estimates. An example is shown in Fig. 8 , in which a 20-year projection of the within-stand basal area distribution is made from a perfectly known initial state. It is quite clear that the usefulness of a mere point estimate can be questioned after only a few periods of growth. In practice, it would perhaps not be wise to present distributions to a manager, but rather some derived data quality measure. By using probability distributions in forest management, decisions can be evaluated considering the whole range of possible states according to the standard methods of Bayesian decision theory. E.g., if l(A i θ ) is the loss of a certain action, A i , given that the true state is θ, and p(θ ) is the probability density function of the forest state, the expected loss of the action is: When different actions are possible, the one that leads to a minimum expected loss, or perhaps a 'safe' outcome, can be selected. In case the distributions are wide, the optimal decision is often a compromise. Had the state been known with better accuracy, other decisions would have been more suitable. As an example consider Fig.  9 , which illustrates the within-stand basal area probability distribution after a 20-year projection (cf., Fig. 8 ). Assume that optimal decisions about the stand management are dependent on the stand basal area as illustrated in Fig. 9 . To determine the optimal decision based on the available information, p(θ), one would typically apply (10) for each potential action (A 0 , A 1 and A 2 ) to evaluate which one leads to the lowest expected loss.
By providing distributions rather than point estimates it can also be assessed whether or not a new inventory, to update the information about the state of the forest, would be worth the cost. If an inventory is carried out, a new probability distribution of basal area in the stand is obtained, by applying Bayes' theorem (e.g., Gamerman 1997) . The prior (projected) distribution, p(θ), is then combined with the sampling distribution, f(xθ), to obtain the new, posterior, distribution p(θx). Bayes' theorem can be written as: The potential value added by an inventory stems from the benefi ts from better decisions due to the new information. Consider Fig. 10 as an example. Here, the posterior distributions following three different hypothetical outcomes of the inventory are depicted. The increased accuracy Fig. 9 . An illustration of a fi ctitious optimal thinning decision, depending on the basal area in a stand Fig. 10 . An illustration of posterior distributions following three hypothetical outcomes of an inventory. For these particular distributions, the optimal decisions no longer need to be compromises.
of the posterior information is refl ected in the narrow posterior distributions. The optimal decisions based on the posterior information no longer need to be compromises as was the case when the decision was based on the prior information. More details about this can be found in Ståhl et al. (1994) . Often, stand data are collected in large campaigns during which most old data are disposed of. Such campaigns are, at least in Sweden, made every 10-15 years. An alternative, for which the kind of predictions made in this paper should be very useful, would be to make stand-wise calculations to determine at what point in time a new inventory should be carried out.
