Abstract. In this article we shall define and illustrate how to further optimize experimental design methodology through a real example from the field of chemistry. This depends on two principles: the first principle is to provide the experimenter with several optimal experimental designs (based on mathematically defined criteria), rather than the traditional single design. In this way several objectives can be simultaneously reconciled. The second principle, underlying the data analysis stage, is the correct use of statistical tests (in regression as well as variance analysis), particularly to check on their validity after using them. This is the methodology we shall briefly attempt to illustrate here.
Introduction
This chemical study consists in determining the optimal calcination conditions for a mixture of three powders U, V and Z to get metal alloys UVZ with very specific characteristics. A resolution IV fractional factorial experimental design with 7 two-level experimental factors is made up; it will subsequently be referred to as plan A. When the results are modeled, it turns out that, on the one hand, a strong curvature of the response has been ignored by the significant model (hereafter called model A), while, on the other hand, a "confounding" between two interactions prevents the coefficients of the model from being fully interpreted. A second experimental design is then set up to determine a model B which nests the model A and includes the quadratic effects of the 7 experimental factors. To this end several discrete designs based on the criteria of D-, A-and G-optimality are separately calculated.
Construction of experimental design A

Note: For reasons of confidentiality the 7 (continuous) experimental factors that govern the calcination of the mixture and the (continuous) response will be designated respectively X 1 to X 7 and Y, and no information on the chemical process will be furnished. We trust that the reader will not find the text any more difficult to comprehend for all that.
Given what is at stake, the researcher agrees in a first phase to carry out some forty experiments to quantify the main effects of the factors and a certain number of double interactions, a goal that is attainable using a resolution IV fractional factorial design. Moreover, six experiments (35 to 40) in the center of the experimental domain are repeated to test the possible overall curvature of the response. Two "extreme" experiments are also repeated, as they are supposed to be delicate to reproduce. Experiment 33 is a repetition of experiment 3 and experiment 34 is a repetition of experiment 32. Altogether, 32 + 6 + 2 = 40 experiments are performed. The confounding structure is due to six interactions connected thus: X 3 × X 5 = X 6 × X 7 , X 3 × X 6 = X 5 × X 7 , X 3 × X 7 = X 5 × X 6 , where the equals sign is symbolic, actually signifying "varies as". The formal experimental design, a random drawing of the order of execution of the experiments, is given in table I, along with the results (three repetitions of the measurement, not of the experiment), as well as their mean and standard deviation.
Sequential and optimal experimental design. An example of application to the synthesis of metal alloys
Elaboration of Model A
First, the results of the repetitions of the two extreme experiments are averaged after checking that the results are close, and the response is labelled YM. There are now 32 + 6 = 38 observations on which the multiple linear regression is to be applied. The matrix of the model is once again perfectly orthogonal. The three next steps are then undertaken using the the SAS/STAT software [1] .
Step 1
The regression model of YM (with an intercept) on the 7 principal effects and the 18 free double interactions is calculated; the three interactions X 6 × X 7 , X 5 × X 7 , X 5 × X 6 which constitute the confounding structure are deliberately omitted. The model thus contains 25 potentially explanatory variables. We have 12 degrees of freedom to carry out the first significant high-power statistical tests (100 minus the second-level risk β expressed in %). These tests lead to a stepby-step pooling of the model's different variables. Admitting a first-level risk α of 5%, we get a first significant model comprising 6 variables (two principal effects and four double interactions)
Step 2
This step is very important; it makes it possible to verify whether the experimental error hypotheses of Gauss-Markov are reasonably valid. It must be remembered that it is this validity that, a posteriori, gives the green light to perform the statistical tests of the previous step. Without getting into mathematical statistics here, we shall merely note that this step can be carried out successfully by working on the residuals of the previous model, which are the only available observations of the random variables of "experimental error". An excellent introduction to the global analysis of residuals can be found in [2] . It should also be added that modern software makes graphing the autocorrelation function easy. Here, no autocorrelation coefficient turns out to be significant. Once these two global tests have been passed, an individual analysis of the residuals is necessary, for example by calculating the DFITS [3] , which measures the impact of a residual on the model. A residual associated with a DFITS value above the threshold where p is the number of variables of the model and n is the total number of observations, indicates that the mere observation related to this residual can in and of itself influence the model. Therefore, this observation must be investigated if possible. If not possible, we can try replacing the observation by its prediction, a practice justified by empiric experience, and then launching a new pooling. Here the threshold is 0.86, and observations 9 and 19 have respectively a DFITS of 1.22 and 1.62. By replacing observations 9 and 19 by their predictions 0.5151 and 0.3797 we get a new significant model with 5 variables:
It is seen that X 2 × X 4 has disappeared. The new model's degree of explanation is acceptable (79%).
Step 3
The model obtained in step 2 is a good model of the response under study if the initial postulates truly correspond to the theoretical model, which is generally unknown. It is therefore of the utmost importance to test the model's lack of fit (often written "lof"). It is the role of the experiments in the center of the experimental domain to achieve part of this goal. Here a highly significant curvature test [4] indicates that a curvature effect exists; the null hypothesis to test whether the mean of the results in the center is equal to the mean of the other experiments is rejected with a first-level risk of around 1.3 × 10 −4 . As a result the statistical tests on the model's coefficients are no longer valid as they are based on an estimate of the experimental variance made up of an "lof" component and a pure error component. The tests are thus rerun using an estimate based solely on the pure error calculated from the 6 points in the center, that is, σ 2 0 = 1.23 × 10 -4 . After calculating the new statistical tests, we end up with model A (see Tab. II), comprising the 5 variables mentioned above. The residuals and the DFITS's are acceptable. Nevertheless, as the (significant) curvature is not taken into account in the model and the X 3 × X 6 interaction is confounded with the X 5 × X 7 , model A is not acceptable.
Given this partial conclusion, the researcher must undertake the construction of a second experimental design in order to eliminate the ambiguity of the confounding and determine the factor (or factors) responsible for the curvature. To this end, he postulates a second model here designated model B. Model A is nested in Model B. Model B is made up of 13 variables: X 3 , X 4 , X 3 × X 4 , X 3 × X 6 , X 4 × X 6 , X 5 × X 7 , and the quadratic effects of the 7 principal effects (14 terms with the intercept).
Construction of the optimal designs
As model B is a unique polynomial model, there obviously are no experimental designs perfectly adapted to it to be found in the tables of extant designs. It is thus logical to use algorithmic methods to tailor one's own designs to satisfy previously specified optimal criteria. Taking several criteria into consideration, instead of just one, is one of the two aspects of optimality in the broad sense evoked in this article. Too often, in fact, the experimenter confines himself to the criterion of D-optimality, probably to facilitate programming, a consideration that is now obsolete. In our example, to satisfy the priorities of the experimenter, i.e. to set up a model with precise and weakly correlated coefficients while still guaranteeing a satisfactory level of predictive accuracy, we have opted to construct designs based on the criteria of D-, A-and G-optimality. This study will not detail the definitions and mathematical properties of these criteria, nor will it develop the approach based on approximate designs (designs that come close to theoretical designs of probability measure). The reader is directed to a synthesis of the question [5] , while the designs will here be worked out within the context of so-called discrete-exact designs. However, for purposes of clarity, the goal of these three criteria will be briefly recalled. The criterion of D-optimality aims to minimize the volume of the confidence ellipsoid of the estimates of the coefficients of the postulated model (here model B). This minimization is expressed concretely by an increase in the overall precision of these estimates. The criterion of A-optimality minimizes the sum of the variances of these estimates, which also raises their overall ( )
286
Original articles precision, but in a different way, by lowering the disparity in these variances. Finally, the criterion of G-optimality is to minimize the maximum of the variance of the prediction obtained with this model, which often turns out to be a very fruitful objective for the experimenter. All of these constructions can be carried out using the OPTEX procedure of the SAS/QC software program, version 6.12 [6] .
The three criteria selected thus depend on a predetermined goal. Other criteria are possible if the objectives of the researcher are different from those described here. Thus, among other possibilities, we can:
• give precedence to one or several coefficients of the model; an appropriate criterion would then be the criterion of D s -optimality [5] ,
• try to discriminate several models [5, 7] ,
• study the competition between the bias and the variance, using criterion J [5, 8] .
Moreover, according to common practice, along with the three criteria, the following usual characteristics are calculated:
• the variance inflation factors (VIF) of the model's coefficient estimates [9] ; ideally (an orthogonal design), they are all 1, and the value 10 is never to be exceeded;
• the maximum absolute value of the coefficient of linear correlation between the variables of the model;
• the Turing criterion [5] at which the ideal value 1 conveys the sphericity of the confidence ellipsoid and thus the equality of the estimate variances;
• the values of the normalized variance function [5, 10] for each experimental point of each design; this function is equal at each of these points to the number of terms in the model [5] , here 14, when the design is D-optimal and G-optimal at once; this simultaneity is not systematic when the designs are discrete-exact.
Thus, for the three criteria of D-, A-, and G-optimality, all the discrete-exact optimal designs are successively calculated for 14 to 80. It is known that an optimal research design can be sought simply by imposing or proposing the experiments of a first design [11] . It is not here worthwhile to undertake such a procedure since model B postulates the quadratic effects of all the factors, whereas model A postulated none. Here, the discrete-exact optimal designs are calculated by exchange algorithms [5] from a set of candidates experiments. This set is the full factorial design 3 7 (2187 experiments). Meanwhile, the characteristics of the approximate D-and G-optimal designs (here denoted D*) are calculated, using, for example, the FEDOR software program [12] . This calculation is necessary to determine the characteristics of the different discrete-exact designs. So, for D* the raw determinant of the information matrix is found to be 6.235 × 10 40 , the normed determinant of the information matrix is 1.0958 × 10 −6 , the information matrix inverse trace is 0.0211, and the Turing criterion is 1.237. We also make sure that the normalized variance function for each experimental point is 14 (for a 14-term model).
Choice of design B
This choice is facilitated by plotting the graphs of change in the relative increase of the raw determinant, the normed determinant, the trace of the variance-covariance matrix, and the maximum of the variance function, according to the three criteria. For lack of space all these graphs cannot be provided here. We shall confine ourselves to summarizing the essential points in tables III, IV, and V respectively for the three criteria D, A and G. Some very interesting zones are detected in these graphs: a zone A for 21-to 24-experiment designs, and a zone B for 30-to 40-experiment
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Original articles designs. The designs in zone A are obviously more economical and thus helpful in meeting budgetary constraints, but their characteristics are generally inferior. We have nonetheless examined in detail all the optimal designs of both zones with the objectives put forth in the preceding paragraph kept in mind. After all these values had been compared, the compromise choice was the D-24 design, as it gives acceptable values for the criteria for a reasonable number of experiments. The 24 experiments of the D-24 design are to be selected from the 24 sets found in table VI. This design thus unveils an ultimate flexibility, since the experimenter is left to a choice between several equivalent experiments. The reason for this ultimate flexibility is based on the fact that the model B is not full: for example, the factors X 1 , X 2 , X 5 , …, are not present. So, we can find equivalent experiments (relatively to the present factors and interactions) determined by different levels of these absent factors in the whole factorial set. No special algorithm is necessary to do that.
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Experiment 2: one of the following 8
Experiment 3: one of the following 4
Experiment 4: one of the following 2
Experiment 5: one of the following 2 
Experiment 7: one of the following 4
Experiment 8: one of the following 2
Experiment 9: one of the following 8
Experiment 11: one of the following 2
Experiment 12: one of the following 4
Experiment 13: one of the following 4
Experiment 14: one of the following 8 
Experiment 16: one of the following 2
Experiment 17: one of the following 8
Experiment 18: one of the following 4
Experiment 19: one of the following 4 
Conclusion
This study contributes no special innovation in defining new criteria, but it does, through the real example drawn from chemistry, emphasize two aspects: the methodology used to elaborate a statistically significant model in the context of experimental design, and a sequential design technique based on several criteria of optimality in the broad sense. It is this double approach that we call broad-based optimality. It should make possible the construction of several optimal experimental designs, i.e. based on different criteria of optimality that enable the researcher to respond to distinct objectives. Rather than having just one design at his disposal, he can choose among several designs, and this power of choice should make him reflect more deeply about his priorities. It is too often forgotten that this broad-based optimality should also comprise a rigorous analysis of the results, with careful respect for the rules of modelization that encompasses the variability inherent in all experimental science. 
