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ABSTRACT 
Forecasting autoregressive-integrated moving average (ARIMA) time series 
is practically important in many areas. However, in a lot of real situations, time 
series are often contaminated with different types of outliers due to some unex-
pected interventions. Such outliers may drastically affect model specification and 
model fitting that lead to serious consequences on forecasting. The objective of 
this thesis is to develop viable approaches to modelling and forecasting A R I M A 
time series in the presence of outliers. Two common types of outliers, namely the 
innovational outlier and additive outlier are considered. Approximation meth-
ods based on the autoregressive (AR) model and autoregressive moving average 
(ARMA) model are proposed. These methods are illustrated with real data series 
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Chapter 1 
Introduction 
1.1 The Importance of Time Series Analysis with 
Outliers 
Time series analysis is an important technique which is widely used in 
various fields, such as business, economics, engineering, astrology and medical 
science. There are two major objectives in time series analysis. One is to fit a 
suitable model to a given time series in order to study the dynamic structure 
of a stochastic process that generates the series. The other one is to predict or 
forecast the given time series based on the fitted model. In many situations, 
forecasting of a time series is often the main goal. For example, the government 
may be interested in forecasting the population growth in the few coming years 
so as to establish the housing policy. 
However, time series are often subject to some unexpected influence of 
interruptive events, such as outbreaks of war, sudden economic crises, unexpected 
change of political policy, or erroneous record of data. For example, the terror 
attacks of September 11 happened in the USA in 2001 caused a sudden drop on 
the price of stocks. Such events will change the structure of the time series and 
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produce some extraordinary observations which are inconsistent with the original 
data. These extraordinary observations are regarded as outliers. The presence of 
outliers may cause significant bias on the model selection, parameter estimation 
and hence, the result of forecasting. 
The formal definitions and classification of outliers in time series were pro-
posed by Fox (1972). He introduced two types of outliers called Additive Outlier 
(AO) and Innovational Outlier (10). Tsay (1988) further defined three other types 
of outliers called Level Shift (LS), Transient Change (TC) and Variance Change 
(VC). 
The effect of such outliers on time series model identification, estimation and 
forecasting are also studied. Deutsch, Richards and Swain (1990) and LeFrangois 
(1991) had pointed out that outliers may cause bias in the sample autocorrelation 
function (SACF). This may lead to serious problem in the traditional use of SACF 
in model identification. By simulations, Hotta (1993) showed that A O may cause 
bias on parameter estimation of A R I M A models. Ledolter (1989) studied the 
effect of single A O on the forecasting. He concluded that the effect of A O is very 
small in point forecast unless the outlier occurs near the forecast origin. Chen 
and Liu (1993a) further discussed the effect of different types of outliers on the 
forecasts of A R I M A models in detail. 
Several approaches have been developed to handle the outliers problem. 
Abraham and Box (1979) proposed a Bayesian approach. Denby and Martin 
(1979) proposed a robust approach. Tsay (1986), Chang, Tiao and Chen (1988) 
and Chen and Liu (1993b) proposed three iterative outlier identification proce-
dures. Among these approaches, the iterative outlier detection method proposed 
by Chang, Tiao and Chen (1988) is used in our study. 
Although the iterative identification procedures are useful in outliers detec-
tion, the exact model of a time series is assumed to be known. In many practical 
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problems, it is rarely the case. The objective of this thesis is to propose prac-
tical ways to handle the problems of modelling and forecasting autoregressive 
integrated moving average (ARIMA) time series when its underlying model is 
unknown in the presence of A O and/or 10. 
In Chapter 2，existing methods of forecasting in the presence of outliers will 
be described. Also, an iterative outlier identification procedure will be introduced. 
In Chapter 3, two methods are proposed to handle the forecasting problem of 
autoregressive moving average (ARMA) time series with unknown model. They 
are called the A R approximation method and the A R M A approximation method. 
A simulation study is provided to comparing their performance. In Chapter 4，the 
A R approximation method and the A R M A approximation method are modified 
to handle the unknown model case of autoregressive integrated moving average 
(ARIMA) series. A simulation study for comparing performance is also given. In 
Chapter 5, some real data examples are given to illustrate the practical use of 
the two methods. In Chapter 6, some remarks and conclusion are given. 
3 
Chapter 2 
Outlier Analysis in Time Series 
2.1 Basic Idea 
Suppose ( Z t j is an outlier free time series following an aiitoregressive inte-
grated moving average, ARIMA(p, d, q), model (Box and Jenkins, 1976), 
(l>{B){l-BYZt = e(B)at (2.1) 
where p, d, q are non-negative integers, B is the backshift operator defined by 
BZt = Zt-i and B^Zt = Zt—k for k > 1,躺=1 - ^^B - ... - (jy^BP, 9{B)-
l — 9iB — ... — 9qB^ and {at} is a sequence of uncorrelated random variables from 
a normal distribution with mean zero and finite variance cP\ Also, it is assumed 
that (f){B) and 9{B) have no common factors and all roots of cl){B) and 9{B) are 
outside the unit circle. 
Suppose the time series {Zt} is observed for t = 1, 2,..., n. The /-step-
ahead minimum mean square error (MMSE) forecast of Zn+i, I = 1,2，...，at 
time origin n is 
Zn{l) = + + (2.2) 
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where the coefficients tt)') can be obtained from the following recursive formula 
(Box and Jenkins, 1976), 
i-i 
7lf) = TTj+i-i + TT/iTT)'-"), i = 1,2,... (2.3) 
h=l 
and 7r)i) = tt^ , tt/s are coefficients of B in tt{B) - (1 - = 1 — 
TTiB —兀2"62 — 
Alternatively, the forecast of Zn+i can be computed by using the following 
formula (Box and Jenkins, 1976), 
= i^l^n + i^+lfln-l + • • • 
oo 
= Y ^ i + j a n - j (2.4) 
where ipo = 1,也.，s are the coefficients of B in ^ {B) = e{B)/[{l - B )〜 ( B ) = 
1 + ipiB + + ... for j = 1,2,.... 
By equation (2.1), 
_ e{B) 




Therefore, the /-step-ahead forecast error is 
e „ � =Z n + l - Zn(l) 
={an+l + Ipittn+l-l + 1p2an+l-2 + ..•)_ {ipldn + + ...) 
1-1 
= 如 an+i-j. (2.6) 
j=o 
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2.2 Outliers in Time Series 
In the previous section, some basic ideas of the /-step-ahead M M S E forecast 
of an outlier free A R I M A time series model have been introduced. However, time 
series is frequently subject to some unexpected interventions which affect the 
accuracy of forecast. In this section, two types of outliers, namely the innovational 
outlier (10) and the additive outlier (AO) are considered and the M M S E forecast 
in the presence of such outlier (or outliers) is discussed. 
2.2.1 One Outlier Case 
Suppose {yj is an observed time series with an outlier at t = t i . The 
model is 
yt = Zt + ujL(B)It(h), t = l,2,...,n (2.7) 
where Zt is defined in equation (2.1), cj is the magnitude of the outlier effect, 
L ( B ) is a polynomial in B specifying the dynamic pattern of different types of 
outliers. It{ti) is an indicator function to identify the existence of an outlier and 
it has the following form 
1 if t = ti, 
Itih) = (2.8) 
0 if t / ti. 
The dynamic pattern of Innovational Outlier (10) and Additive Outlier 
(AO) can be expressed as 
恐 ⑷ for 10, 
L(B) = d 執 B) (2.9) 
1 for AO. 
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The /-step-ahead M M S E forecast of Yt+i at time origin t = n is (Chen and 
Liu, 1993a) 
Yn{l) = Zn{l)-\-UjL{B)In^l{h) (2.10) 
where Z„(/) is the /-step-ahead forecast at time origin t = n oi Zn+i in (2.2). 
The M M S E forecast of Yn+i is just the M M S E forecast of Zn+i with outlier effect 
adjustment. 
The /-step-ahead forecast error is 
en{l) = Yn+l — Ynil) = ^n+i — (2.11) 
In many situations, the parameters are unknown. To compute the M M S E 
forecast and forecast error, the true parameters can be simply replaced by their 
own estimates. The /-step-ahead forecast becomes 
Yn{l) = Zn{l) + L0L{B)In+l(t\) (2.12) 
where u , L{B) and ti are the estimated outlier effect, type and location respec-
A A 
tively. Zn(l) is the /-step-ahead M M S E forecast based on the adjusted series Z、 
where Zt = Yt~ ujL{B)In+i{ti). 
The /-step-ahead forecast error is 
=Zn+l - Zn{l) + [ujL{B)In+l{ti) — uL{B)Ir,+i{t\)]. (2.13) 
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2.2.2 Multiple Outliers Case 
Suppose {Ff} is a time series containing outliers at location t =力1，力2, •..，力a： 
where ti < t2 < … < tk. The model can be expressed as 
k 
Yt = Zt + Y. ^jLj(B)It{tj), t 二 ...,71 (2.14) 
•7=1 
where u j j , L j [ B ) and t j are the outlier effects, types and locations of the k different 
outliers respectively. 
The /-step-ahead forecast of model (2.14) at time origin t = n is 
Yn{l) = -^j2ujjL^{B)It(tj). (2.15) 
•7 = 1 
The forecast error is 
en{l) = Yn+l - Ynil) = —灿). （2.16) 
Similar to the one outlier case, if the true parameters of model (2.14) are 
unknown, their corresponding estimates are used. The /-step-ahead forecast be-
comes 
Vn(l) = Zn(l) + (2.17) 
where U j , L j { B ) and i j are the estimates of the magnitudes, types and locations 
of the k outliers, respectively. Zn(l) is the /-step-ahead M M S E forecast based on 
the adjusted series Zt where Zt = Yt- Ej=i ^ jLj{B)In+i{tj). 
The /-step-ahead forecast error is 
en{l) = Yn+l-Yn(l) 
k 
= Z n + l - Zn{l) + J2[uJjLj{B)In+l(tj) — cJ.L,-(5)4+/(£,)]. (2.18) 
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2.3 Outlier Identification 
Up to this point, we have discussed the models and the /-step-ahead M M S E 
forecast of time series in the presence of outliers. However, to formulate outlier 
models, it is required that the number, magnitudes, types and locations of outliers 
are known. In this section, an iterative outlier detection procedure is introduced. 
2.3.1 Outlier Detection of One Outlier Case 
Suppose a time series {yj with an outlier exists at time t = ti follows 
model (2.7) and is assumed that the parameters 氏，s, (/j^'s, tt^'s and are known. 
Then the outlier model (2.7) can be rewritten as 
7T{B)Yt = n{B)[Zt + ujL(B)It{U)] (2.19) 
where 7t{B) = (^(B)(l - 8)^/9(3). 
Since 7r{B)Zt = at and let residual q = 7r(B)Yt, (2.19) becomes 
色 t = uJ7iiB)L(B)It(ti) + at 
. ujltiti) + at for 10; , 、 
= < (2.20) 
a;7r(B)/((^ i) + at for AO. 
By the least squares estimation, the magnitude of the outlier cj at t = 
can be calculated as 
LOioih) = et, for 10 
coAoih) = vMm. (2-21) 
= 7 / 2 ( 1 - 兀 1 厂 兀 2 厂 2 - . . . - 兀 „ _ “ 严 “ ) £ 、 1 f o r A O 
where RF = (1 + ttj + 7r| + ... + tt^.^J"^ and F is the forward shift operator 
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defined by Fet = it+i and F'^it = it+k, k > 1. 
The variances of the above estimates are 
Var(cujo(ti)) = a' for 10， （2 均 
Var{u;Ao{ti)) = rfa'^ for A O . 
Based on the above results, if an outlier is suspected to exist at t = ti, the 
following test statistics are useful. 
hoiti) = Cjio{h)l(7 for 10， （2 23) 
Aao(^ i) = (^io{U)h(J for AO. 
Under the null hypothesis that no outlier exists at t =力i, both 入/o(亡i) and 
XAo(ti) follow the standard normal distribution. If Xio(ti) or A奶(力i) > C, where 
C is a predetermined value, we conclude that an outlier exists at time t = ti. In 
practice, the values of C are 3.0，3.5 or 4.0 (Tsay, 1986). . 
To determine the type of outlier at t = ti, Tsay (1986) provides an approach 
based on the calculation of maximum of |A/o(,i)| and \XAo(t\)\- If inax{|A/o(ti)|, 
〉C, an 10 is said to be occurred. Otherwise, if max{|A/o(ti)|, 
|A奶⑷！ > C, an A O is said to be occurred. 
2.3.2 Case of Unknown Model Parameters 
In real practice, the model parameters (f)iS, tt^ 's and cr^ are unknown. 
A A. _ 
The corresponding estimates 氏，s, tt^'s and b! are used to compute the test 
statistics A/o ⑴’ A^o(t). 
2.3.3 Iterative Identification Procedure 
In the previous sections, the outlier detection technique is only useful in 
detecting one outlier at a specific time point. To deal with the problem of multiple 
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outliers detection, iterative procedures proposed by Tsay (1986), Chang, Tiao and 
Chen (1988) and Chen and Liu (1993b) can be used. Their basic idea is to detect 
outliers one by one through iterations by using the test statistics described in 
Section 2.3.1. 
The method proposed by Tsay (1986) is the simplest one. The outlier de-
tection and outlier magnitude estimation are done within each iteration. Chang, 
Tiao and Chen (1988) modified the iterative procedure so that the outlier magni-
tudes are jointly estimated with other model parameters after the iterative outlier 
detection procedure. Chen and Liu (1993b) proposed a similar but more compli-
cated one with some steps are included to remove spurious outliers. However, the 
performance of all the three methods are close to each other. Consequently, the 
method proposed by Chang, Tiao and Chen (1988) is chosen to detect outliers in 
the following sections. A detail description of the procedure is as follow: 
STEP 1: Estimate the parameters of the ARIMA(p, d, q) without the con-
sideration of outlier effect. Based on the estimated parameters of the time series, 
compute the residuals q 二 and the error variance = n_i E L i 苟, 
where Yt is the observed time series. 
STEP 2: Compute cD/o ⑴ and cD^oW by using (2.21) for t = 1,2, ...,n. 
Calculate A/o(力)and Aao(^ ) by using (2.23) for t = 1,2,..., n and let X { t ) = 
max{|A/c»⑴I，|A奶⑴|} . Find out the value of maxi<f<„{A(t)}. If max{A(t)}= 
A/o(^i)| > C, then an 10 is said to be occurred at t = t i . If max{A(t)}= 
> C, an A O is said to be occurred a.t t = t i . 
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STEP 3: If an 10 is found at t = tu we define 
et for t ^tu 
叫 （2.24) 
- for t = ti. 
\ 
If an A O is found at t = i^, we define 
et for t < tu 
h - (2.25) 
- cbAo{ti)7T(B)It(ti) for t > ti. 
Then compute a new estimate of cr^  by using the new residuals e^ . 
STEP 4' Go to STEP 2 and use the modified residuals et and to calcu-
late cD/o⑴’ a)^ o(^ ), A/o⑴，/W⑴，A(i) and max{A⑴}. Repeat STEP 2 and 
STEP 3 until no outliers are detected. 
STEP 5: If k outliers are detected ？it t =艺i,亡2，.. •，艺a：， re-estimate the pa-
rameters using model (2.14). 
STEP 6: After the parameter estimation is done, use this model to estimate 
the residuals and error variance again. 
STEP 7: Repeat STEP 2 to STEP 6 until no outliers are further detected. 
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Chapter 3 
A R M A Model Forecasting 
In this chapter, methods of modelling and forecasting for an ARIMA(p, d, 
q) model in the presence of outliers with the restriction of c? 二 0 will be discussed. 
This model is also called the stationary autoregressive moving average, ARMA(p, 
(J), model. 
To handle an ARMA(p, q) time series with orders of p and q are known, 
the method is quite straight forward. The procedure is just to follow the iterative 
outlier identification procedures described in Section 2.3.3 to model the data and 
then do the /-step-ahead forecast. 
Therefore, in the following sections, the main focus is on the unknown (p, 
q) case. Different methods are discussed and their performance will be compared 
by a simulation study. 
3.1 Unknown Model Problem 
In practice, the exact orders of p and q of an observed ARMA(p, q) series, 
{yj, are usually unknown. In this section, two methods are proposed to deter-
mine the model for forecasting. They are called the method of A R approximation 
and the method of A R M A approximation. 
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3.1.1 AR Approximation 
Suppose a time series ( Z t j follows a stationary ARMA(p, q) model. Due to 
our assumptions of stationarity and invertibility, the model can be rewritten as 
a -
at — 硕 Zt 
=7r{B)Zt 
= ( 1 - ttiB 7r2B^  _ 
Therefore, 
Zt 二 at + TTiZt-i + TT2Zt-2 + •.. 
oo =XTTjZt-j + at (3.1) 
which is an infinite order autoregressive (AR) model. Since every stationary and 
invertible ARMA(p, q) time series can be expressed as an infinite order A R model, 
a time series can be approximated by finite terms AR(p) model 
Zt = j2 (t)jZt-j + at. (3.2) 
3 = 1 
To determine which AR(p) model fits the series well, some model selection 
criterions can be used. The most commonly used criterions are the Akaike Infor-
mation Criterion (AIC) (Akaike, 1974), the corrected AIC (AICC ) (Hurvich and 
Tsai, 1989), and the Bayes Information Criterion (BIC) (Schwarz, 1978). For an 
AR(p) model, their formula are 
AIC{p) = nln 沪 + 2p 
蕭 ( p ) = + 
n - p - 2 
BIC{p) 二 n I n p i 減 (3.3) 
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where n is the sample size of the time series, (j^  = Z^ ILi and e^  is the 
residual of an AR(p) model. A non-negative integer p is chosen so that function 
AIC{p), AICC{p) or BIC{p) is minimized. In real practice, a suitable range of 
p has to be chosen, e.g. 0 < p < 5. 
This comes with the following procedures: 
STEP 1: Model Selection Assume the observed time series {YJ follows an 
A R model. Then use AIC, AICC or BIC criterion to determine an AR(p) model 
which fits the data. 
STEP 2: Outlier Identification Use the iterative identification procedure 
described in Section 2.3.3 to do outlier detection. 
STEP 3: Forecasting Use (2.17) to do /-step-ahead forecast. 
3.1.2 ARMA Approximation 
Apart from using an AR(p) model to approximate a given time series, it is 
more straight forward to use ARMA(p, q) model to fit the data by using some 
model selection criterions (AIC, AICC or BIC). To fit an ARMA(p, q) model, the 
formula for the three information criterions are 
AIC{p,q) = + + 
9 2n(p-\-q + 1) 
� " “ n - p — q — 2 
BIC(p,q) = n\na^ + (p + q) Inn (3.4) 
where n is the sample size of the time series and a^ = n—i e^ , Ct is the residual 
of an ARMA(p, q) model. Non-negative integers p, q which minimize AIC{p, q), 
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AICC{p, q) or BIC{p, q) are chosen. To apply the information criterions, suitable 
ranges of p, q have to be determine, e.g. 0 < p < 5 and 0 < q' < 5. 
The procedure for the A R M A approximation also contains three steps: 
Model Selection, Outlier Identification and Forecasting. In Model Selection step, 
the model selection criterion will be used to determine which A R M A model fits 
the data. The Outlier Identification step and Forecasting step are the same as 
the A R approximation. 
3.1.3 Comparison of AIC, AICC and BIC 
Since a model selection criterion has to be used in the procedure of the 
A R approximation and the A R M A approximation, it is necessary to compare the 
performance of AIC, AICC and BIC by a simulation study in order to choose 
the best one. The models used are in Table 3.1 and different model selection 
criterions are applied. From Table 3.1, the models chosen are MA(1), AR(1), 
AR(2) and ARMA(1, 1). These models are commonly used in time series analysis 
and are proposed by other authors, such as Chang, Tiao and Chen (1988), in their 
simulation. 
The simulation setting is stated below: 
1. Generate n + L observations from each model in Table 3.1. n = 100, L = 10 
are chosen. 
2. Outlier of an A O or an 10 is added at t = 50 with the outlier effect uj = 5. 
3. Use only the first n observations and apply the three different criterions 
(AIC, AICC and BIC) in the A R approximation and the A R M A approx-
imation to do forecasting. Here the ranges of p and g are 0 < p < 5 and 
0<q<5. 
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4. After the final model is established, do the /-step-ahead M M S E forecast at 
the origin t = n, for / = 1, 2,..., L. 
5. Repeat 1 - 4 for m times, m = 1000 is chosen. 
6. In each replication, calculate the forecast error. For the jth replication, the 
forecast error is 
HJJ) = Y “ - 咖 , / = 1,2，。.，L (3.5) 
where Y二[ and are the simulated observation and the forecast value 
at jth replication respectively. 
7. After m replications, the root mean square error (RMSE) of forecasting 
is calculated. The equation of R M S E for /-step-ahead forecasting at time 
origin t = n is 
RMSE[l) = , f： M.tt rn  
= f K + 「 ) , n W , / = i,2,...,L. (3.6) 
Table 3.1: A R M A Models used for simulation (error variance = 1) 
Model 
^ 1 MA(1): Zf =： (l-O.QB)at 
2 AR(1): {l-0.6B)Zt = at 
3 AR(2): (1 - O.QB - 0.3B2)Zf = at 
4 ARMA(1, 1): (1 - 0.8B)Zt = (1 - 0.2B)at 
Results are given in Appendix A. Since the results of A O and 10 case are 
very similar, only figures of A O case are presented here. Figures A.l - A.4 and 
Figures A.5 - A.8 illustrate the performance of the three different criterions in 
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the simulated models using the A R approximation and the A R M A approximation 
respectively. Every figure has three lines: solid line, dashed line and dotted line. 
Solid line, dashed line and dotted line represent the R M S E by using AIC, BIG 
and AICC respectively. 
In A R approximation, the three lines (solid line, dashed line and dotted 
line) are close together as shown in Figures A.l - A.4. This indicates that the 
performance of the three criterions are very close in all simulated models using 
the A R approximation. 
In A R M A approximation, the three lines are close to each other only in 
Figure A.5 (MA(1) model). For Figure A.6 - A.8 (AR(1), AR(2) and ARMA(1, 
1) model), the performance of AICC and AIC are very close and BIC has a lower 
R M S E than the others. 
In conclusion, the three criterions have similar performance in the A R 
approximation and BIC has better performance in the A R M A approximation. 
Hence, it is reasonable to use BIC for model selection in the A R approximation 
and the A R M A approximation. 
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3.2 A Simulation Study 
In this section, a simulation study is carried out to compare the perfor-
mance of forecasting of the two methods: the A R approximation and the A R M A 
approximation. The models used in simulation are in Table 3.2. 10 models are 
used. The simulation setting is stated as below: 
1. Generate n~\~L observations from each model in Table 3.2. n = 100, L = 10 
are chosen. 
2. There are one outlier case and two outliers case. In one outlier case, A O 
or 10 is added at t =10, 50 or 90. In two outliers case, 2 AOs, 2 I〇s or 
a mixture of 10 and A O will be added at ^  = 34 and 66. In all cases, the 
outlier effect cj = 5. 
3. Use only the first n observations and apply three different procedures to 
model and forecast the simulated data. The first procedure is by assuming 
the exact model is known. W e call it the known model method. The 
other two procedures are the A R approximation method and the A R M A 
approximation method. 
4. For each procedure, once the final model is established, do the /-step-ahead 
M M S E forecast at the origin 力=n，for Z = 1,2,..., L. 
5. Repeat 1 - 4 for m times, m = 1000 is chosen. 
6. Calculate the forecast errors in each replication by (3.5). 
7. After rn replications, the R M S E of forecasting is calculated by (3.6). 
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Table 3.2: A R M A Models used for simulation (error variance = 1) 
Model 
1 MA(1): Zt = {l-0.3B)at 
2 MA(1): 7>t = ll-0.6B)at 
3 MA(1): Zt = (1 - 0.9B)at 
4 AR(1)： (1 - 二 flf 
5 AR(1): (1 - 0.6B)Zt = at 
6 AR(1)： (1 - 0.9B)Zt = at 
7 AR(2): (1 - 0.6B - 0.3沪)Zt = at 
8 AR(2): (1 - 0.8B - 0.1 炉 = at 
9 ARMA(1, 1): (1 - 0.6B)Zt = (1 - OAB)at 
10 ARMAil’ 1): (1 - 0.8B)Zt 二 (1 - 0.2B)at 
3.2.1 Results for One-Step-Ahead Forecast 
In this part, it is interested in the analysis of simulation results of one-
step-ahead forecast. For one-step-ahead forecast, the relative percentage change 
(RPC) of R M S E of the A R approximation and the A R M A approximation are 
computed. They are defined by: 
For A R approximation, 
= 崎 ( 二 ) 二 丽 广 X 100%. (3.7) � ‘ RMSE [known) 
For A R M A approximation, 
— M ) = 鹏 二 二 : ) 一 鹏 ( 3 . S ) 
where RMSE {known), RMSE{AR) and RMSE{ARMA) represent the R M S E 
calculated by using the known model method, the A R approximation method 
and the A R M A approximation method respectively. This quantity measures the 
percentage increase in R M S E relative to R M S E of known model method. 
The results are provided in Appendix B. Tables B.l - B.4 are the results 
20 
of R M S E using three different approaches (the known model method, the A R 
approximation and the A R M A approximation) and the R P C based on the A R 
approximation and the A R M A approximation to the known model method. 
Firstly, it is interested to take a look at the R P C to compare the perfor-
mance of the A R approximation and the A R M A approximation to the known 
model method. A positive R P C indicates there is an increase in R M S E and 
negative sign means a drop in R M S E relative to R M S E of known model method. 
For A R approximation, most values of R P C are small. Except in MA(1) 
model with 9 = 0.9, the values of R P C are from -14.06% to 2.93%. For MA(1) 
with 9 = 0.9, the values of R P C are larger and ranging from 3.80% to 12.30%. 
For A R M A approximation, the values of R P C are also small. There is only 
one exception in MA(1) model for the case of 6' = 0.9 with 10 at ^  = 90 (13.34%). 
The other values are from -12.36% to 7.32%. 
The small values in R P C indicate that the performance of the A R approx-
imation and the A R M A approximation are close to the known model method. 
Even in some cases, for example ARMA(1, 1) with 0 = 0.8 and Q = 0.2, the A R 
approximation and the A R M A approximation have improvement in forecasting. 
To compare the performance between A R approximation and A R M A ap-
proximation, the difference - RPC{ARMA)) is investigated. If the 
difference is negative, the A R approximation has smaller R P C and hence has 
better performance. Otherwise, the A R M A approximation is better. 
Ill the simulated models, except for MA(1) with 9 = 0.9, the differences are 
small and within the range of -8.32% to 2.17%. For MA(1) with 9 = 0.9, most 
values are positive and the values are from —3.95% to 11.23%. 
The decrease in the performance of the A R approximation in model MA(1) 
with 9 = 0.9 is reasonable. For MA(1) model Zt = {I - 9B)at, the model can be 
written as Gf 二 (1 — which cannot be expressed as an infinite A R series 
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if \9\ > 1. Therefore, the A R approximation is only applicable for the case of 
< 1 and the performance of the A R approximation will decrease when is 
close to 1. 
In general, the performance of the A R approximation is better than that 
of the A R M A approximation in most of the simulated models based on the one-
step-ahead forecast. 
3.2.2 Results for the Mean of Multiple Forecasts 
In this part, the simulated results for the mean of /-step-ahead forecasts 
(/ = 1, 2,..., L) are investigated. L is the number of multiple forecasts calculated. 
In our case, L = 10. The mean of R M S E of multiple forecasts is defined as 
福 = 辽 1 ， 卯 ) (3.9) 
where RMSE(l) is the R M S E of /-step-ahead forecast and defined in (3.6). Sim-
ilar to one-step-ahead forecast, R P C is also computed. 
. For A R approximation, 
丑尸 = m r ^ i ^ m i ^ i k r ^ ^ ^ ^ 
� ) RMSE{known) 
For A R M A approximation, 
R P C i A R M A ) = 福 ( 剩 ; • 福 X 100% (3.11) � ) RMSE (known) � > 
where RMSE (known), RMSE(AR) and RMSE [ARM A) represent the mean 
of R M S E of multiple forecasts calculated by using the known model method, the 
A R approximation method and the A R M A approximation method respectively. 
The results are given in Appendix B. Tables B.5 - B.8 are the results of 
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mean of R M S E using the three different approaches (the known model method, 
the A R approximation and the A R M A approximation) and the R P C based on the 
A R approximation and the A R M A approximation to the known model method. 
Firstly, the R P C is investigated. For A R approximation, there are two 
exceptional cases with large RPC. They are MA(1) model {6 二 0.9) with A O 
(15.82%) or 10 (15.78%) added at t = 50. For other models, all values are 
smaller and ranging from -9.68% to 1.74%. 
For A R M A approximation, there are four exceptions. The first two cases 
are in MA(1) model (6> = 0.9) with A O (15.22%) or 10 (15.40%) added at t = 50. 
The other one is AR(1) model (0 = 0.9) with 10 added at 力=50 (12.81%). The 
last one is AR(2) model、(^ = 0.6,小)=0.3) with A O added at t = 10 (33.72%). 
Apart from these models, the values of R P C are from -8.19% to 9.83%. 
Therefore, the performance of the A R approximation and the A R M A ap-
proximation are close to the known model method in most of the models. 
After that, the difference RPC(AR) - R P C ( A R M A ) is investigated. The 
values of difference are small ranging from -33.22% to 1.36%. The simulated 
results show that most values are negative. This indicates that the A R approx-




A R I M A Model Forecasting 
In this chapter, the main objective is to handle the problem of modelling 
and forecasting of ARIMA(p, d, q) model in the presence of outliers with d> 0. 
Similar to Chapter 3, the focus is on unknown model case. Similar tech-
niques in Chapter 3 are used and a simulation study is done to compare perfor-
mance of different methods. 
4.1 Effect of Differencing on Time Series 
4.1.1 Outlier Free Model 
Recall the outlier free ARIMA(p, d, q) model 
(l>{B){l-BYZt = e{B)at. 
After d differencing is applied to {Zt}： a new time series {V^Zf} is obtained 
and the model becomes 
(/)卵(％ = e(B)at (4.1) 
where = (1 - B ^ . Equation (4.1) is in the form of ARMA(p, q) model. 
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Therefore, an outlier free ARIMA(p, d, q) model can be reduced to an outlier 
free ARMA(p, q) model after differencing. 
4.1.2 Outlier Model 
In this part, the effect of differencing to outlier model is investigated. Recall 
the one outlier model (2.7) 
Yt = Zt+ujL{B)It{U). 
After d differencing, {Ff} becomes {V'FJ, {Zt} becomes {V^ZJ and the 
model becomes 
•化 = W ' Z t + uj{l - BYL{B)It(h). (4.2) 
For A O case, 
V'Yt = V'Zt+Lu{l-Bflt(U) 
= 妒 Z�+ + dxB + a^B^ + ... + adB'^)It(ti) 
=V^Zt + ujlt{t\) + ujaJt-iiti) + uja2lt-2[ti) + ... + ujadlt-d[h) 
=V^Zt + ijoIt[ti) + ujaxlt[ti + 1) + Loa2lt[ti + 2) + ... + ujaJtih + d) 
d 
= + (4.3) 
2 = 0 
where o；; is the coefficient of B^ of polynomial (1 - B Y , i = 1,2,... luq = lj, 
uJi 二 (jooii for i — 1’ 2，...，丄 Equation (4.3) is similar to the form of multiple A O 
case of ARMA(p, q) model. ‘ 
For 10 case, 
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= 灼 t + J 殺 产 (4.4) 
which is just the one 10 case of ARMA(p, q). 
Therefore, for one outlier case of ARIMA(p, d, q) model, an A O will change 
to multiple A O case and the structure of 10 will be unchanged. The effect of one 
10 and A O are illustrated in Figures 4.1 and 4.2. 
For multiple outliers case , it is easy to see that each A O will change to 
several AOs and the structure of each 10 will remain unchanged. 
Since the structure of A O and 10 is unchanged but more outliers can be 
found after differencing, it is reasonable to use the outlier identification procedure 
described in Section 2.3.3 for outlier detection. 
To handle the known model A R I M A series, ARIMA(p, d, q) model has to 
reduce to ARMA(p, q) model by differencing first. Then apply outlier identifi-
cation procedure in Section 2.3.3 to build up the model. After the model of the 
differenced series, {V^^Kt}, is established, the /-step-ahead forecast of the original 
series, {VJ, can be obtained by using the following method (Box, Jenkins and 
Reiiisel, 1994). 
Since, 
•化= ( 1 - BYVt 
=(1 + aiB + a2B'^  + ... + 
= + 
i=l 
where ai is the coefficient of B^ of polynomial (1 — B)^, i = 1,2,...，c?. 
Hence, 
Yt = (4.5) 
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The /-step-ahead forecast from time origin 亡二 n of Yn+i becomes 
Ynil) = (4.6) 
t=l 
where Yn{l) and V^Yn{l) are the /-step-ahead forecasts of Yn+i and V^Yn+i re-
spectively. Note that, if / — i < 0, Yn{l — i) = yn+i-i-
Therefore, to do the /-step-ahead forecast of Yn+i, we first do the /-step-
ahead forecast of V^Yn+i using (2.17). Then use (4.6) to compute Yn{l). 
1 • 
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Lj = 1 before (left) and after (right) differencing once. 
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4.2 Unknown Model Problem 
In this section, the order of differencing d is assumed to be known. The 
method of determination of d for a given series will be discussed in Section 4.3. 
For the unknown model case, a d differencing is applied to the observed series 
{ y j first to reduce it to an A R M A model. Then the A R approximation and the 
A R M A approximation procedures described in Section 3.1 can be used to model 
the time series. 
4.2.1 AR Approximation 
Here is the procedure: 
STEP 1: Differencing Apply a d differencing to the observed time series, 
{Yt}, to reduce it to an ARMA(p, q) series, 
STEP 2: Model Selection Use BIC in (3.3) to the A R M A series {•巧,J 
to determine which A R model fits the series well. 
STEP 3: Outlier Identification Use the iterative identification procedure 
described in Section 2.3.3 to do outlier detection. 
STEP 4： Forecasting Do the /-step-ahead forecast of the differenced series, 
{•dyj，using (2.17). Then use (4.6) to compute the /-step-ahead of the original 
series, {y^}. 
4.2.2 A R M A Approximation 
Similar to the A R approximation, there are four steps: Differencing, Model 
Selection, Outlier Identification and Forecasting. The Differencing step, Outlier 
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Identification step and Forecasting step are the same as A R approximation. For 
the Model Selection step, BIC in (3.4) is used to determine which A R M A model 
fits the series well. 
4.3 Unknown Differencing Case 
In the previous analysis, it is assumed that the value of d is known. If d is 
unknown, there are several approaches to identify the value of d The simplest one 
is to investigate the sample autocorrelation function (SACF) and sample partial 
autocorrelation function (SPACF) of a given time series as discussed in Box and 
Jenkins (1976). It is suggested that if SACF of a time series decreases rapidly, 
the series is stationary. Otherwise, it is nonstationary and differencing has to be 
done. Several differencing can be done until the SACF of the differenced series 
decreases rapidly. The number of times of differencing is the value of d. 
4.4 A Simulation Study 
In this part, a simulation study is provided to compare the performance 
of forecasting of the A R approximation and the A R M A approximation in the 
unknown model case. In our analysis, A R I M A model will be first reduced to 
A R M A model by differencing. No matter what the value of differencing d is, the 
techniques described in the previous sections are mainly applied to the reduced 
A R M A series. Therefore, only models with d = 1 are simulated and the result 
can be generalized to other values of d. The models for simulation are in Table 
4.1. The simulation setting is similar to that in Section 3.2: 
1. Generate n + L observations from each model in Table 4.1. n = 100, L = 10 
are chosen. 
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2. There are one outlier case and two outliers case. In one outlier case, A O or 
10 is added at 艺=10, 50 or 90. In two outliers case, 2 AO, 2 10 or a mixture 
of 10 and A O will be added at t = 34 and 66. In all cases, the outlier effect 
cj 二 5. 
3. Use only the first n observations and apply the three different procedures 
(known model method, the A R approximation method, the A R M A approx-
imation method) to model and forecast the simulated data. 
4. For each procedure, once the final model is established, do the /-step-ahead 
M M S E forecasting at the origin 力=n, for / = 1,2,..., L. 
5. Repeat 1 - 4 for m times. Here m = 1000. 
6. Calculate the forecast errors in each replication by (3.5). 
7. After m replications, the R M S E of forecasting is calculated by (3.6). 
Table 4.1: A R I M A Models used for simulation (error variance a^ = 1) 
Model  
1 IMA(1, 1): (1 - B)Zt = {l- O.W)at 
2 IMA(1, 1): (1 — B)Zt = {l- 0.6B)at 
3 IMA(1, 1): (1 - B)Zt = (1 - 0.9B)at 
4 ARI(1, 1): (1 — 0.3B)(1 - B)Zt = at 
5 ARI(1, 1): (1 - 0.6B)(1 - B)Zt = at 
6 ARI(1, 1): (1 - 0.9B)(1 - B)Zt 二 at 
7 ARI(1, 2): (1 - 0.6B - 0.3B2)(I _ B偶= a t 
8 ARI(1, 2): (1 - 0.8B — 0.1B^)(1 - B)Zt 二 at 
9 ARIMA(1, 1，1)： (1 - 0.6B)(1 — B)Zt 二（1 - OAB)at 
10 ARIMA(1, 1，1): (1 - 0.8B)(1 - B)Zt = (1 - 0.2B)at 
4.4.1 Results for One-Step-Ahead Forecast 
The values of R P C of the A R approximation and the A R M A approximation 
are calculated as in Section 3.2.1. The results are given in Appendix C. Tables C.l 
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-C.4 are the results of R M S E using three different approaches (the known model 
method, the A R approximation and the A R M A approximation) and the R P C 
based on the A R approximation and the A R M A approximation to the known 
model method. 
To compare the performance of the A R approximation and the A R M A ap-
proximation to the known model method, the corresponding R P C is investigated. 
The results of the A R approximation are first discussed. Except for IMA(1, 1) 
models with 9 = 0.9’ the range of R P C is from -15.25% to 6.17%. For IMA(1, 1) 
with 9 = 0.9, the values are larger and the range is from 8.64% to 17.29%. 
For the A R M A approximation, the results are similar. In IMA(1, 1) models, 
there are two exceptional cases when an A O or an 10 added at t = 90 with 9 = 0.9. 
The two RPCs are equal to 15.73% (for A O case) and 25.26% (for 10 case). Apart 
from these two cases, all values are small and within the range -14.63% to 6.40%. 
Therefore, in most of the models, the performance of the A R approximation 
method and the A R M A approximation method are close to the known model 
method. Moreover, in ARIMA(1, 1，1) models, there are some improvement 
using the above two methods. 
Now we compare the performance between the A R approximation method 
and the A R M A approximation method using the R P C difference: RPC(AR)-
In all models, except for case of IMA(1, 1) with 0 = 0.9, the 
differences are small and in the range of -2.54% to 3.91%. For IMA(1, 1) with 
9 = 0.9, the values of the difference are larger and only two cases are negative. 
They are within -16.62% to 16.25%. 
From the above discussion, most of the R P C differences are small and neg-
ative except for the case of IMA(1, 1) model with 9 = 0.9. These exceptional 
cases can be explained by similar reason of MA(1) model in Section 3.2.1. The 
drop in performance is due to 9 close to 1. In conclusion, most of the simulated 
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models support that the performance of the A R approximation method is close 
to or better than that of the A R M A approximation method. 
4.4.2 Results for the Mean of Multiple Forecasts 
In this part, the mean of R M S E of multiple forecasts { R M S E ) and the 
corresponding R P C are computed as in Section 3.2.2. The results are given in 
Appendix C. Tables C.5 - C.8 are the results of mean of R M S E using the three 
different approaches (the known model method, the A R approximation and the 
A R M A approximation) and the R P C based on the A R approximation and the 
A R M A approximation to the known model method. 
To compare the performance of known model method and the two unknown 
model methods (the A R approximation and the A R M A approximation), the R P C 
has to be investigated. For A R approximation, except for IMA(1, 1) model with 
e = 0.9, all values of R P C are small and within the range of -23.36% to 3.40%. 
For IMA(1, 1) model with 9 = 0.9, the range of R P C is from 7.33% to 13.98%. 
For A R M A approximation, there are two cases whose values of R P C are 
over 10%. One case is IMA(1, 1) model with 9 = 0.9 and an 10 is added at t = 10 
(14.09%). The other one is the IMA(1, 1) model with 9 = 0.9 and two AOs are 
added at ^  = 34 and 66 (13.71%). Apart from these cases, all RPCs are within 
-13.90% to 9.98%. 
Therefore, the performance of the A R approximation and the A R M A ap-
proximation are comparable with known model method in most simulated models. 
It is also interested to compare the performance of the A R approximation 
and the A R M A approximation using difference RPC(AR) - RPC(ARMA). Except 
for the case of IMA(1, 1) model with 9 = 0.9, all values are small and in the range 
of-10.03% to -0.02%. For the case ofIMA(l, 1) with 6 = 0.9, the range of R P C is 
-3.25% to 10.96%. The drop in performance of the A R approximation in IMA(1, 
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1) model is due to the reason of B close to 1. 
From the simulation study, it can be concluded that the A R approximation 
has better performance than the A R M A approximation in multiple forecasts in 
most of the simulated models. As a result, the A R approximation method is 




In this chapter, some real data examples will be used to illustrate how 
the A R approximation and the A R M A approximation methods can apply. The 
performance is evaluated by their ability of forecasting. R M S E of forecasting is 
compared between the proposed model and the approximated model. 
In this chapter, the R M S E is calculated as 
R M S E = ^ K + i ^ M U ! (5.1) 
where m is the number of multiple forecasts. Yn+i and Yn(l) are the real obser-
vation and the /-step-ahead forecast at time origin t = n of Yn+i respectively. 
5.1 Examples of Stationary Time Series 
5.1.1 Example 1 
This time series is the quarterly inflation rate in Argentina from the first 
quarter of 1970 to the fourth quarter of 1989. The inflation rate can be calculated 
as Yt = {Xt - Xt-i)/Xt-i, where Xt is the quarterly consumer price index from 
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1970 - 1989. This data set is used to forecast the first quarter inflation rate in 
1990 to fourth quarter inflation rate in 1991. From the sample autocorrelation 
function (SACF) and sample partial autocorrelation function (SPACF) in Figure 
D.l of Appendix D, the inflation rate is a stationary series. 
Franses (1998) suggested the model is an AR(1) model with 3 AOs 
Vt = 0.143 + 0.520yt_i + 2.046/^(1989.2) + 4.468[/t(1989.3) 
-0.520/^(1989.4)]+ (5.2) 
where 1989.2 means second quarter of 1989. Numbers with this pattern have the 
same kind of interpretation. The estimated error variance a^ is 0.031. 
Using the A R approximation, an AR(2) model is selected and the model is 
Vt = 0.395+ (l- 0.556B-0.013B2)-i[af + 2.004/t(1989.2) 
+4.434/^(1989.3). (5.3) 
By using t-test at 0.05 significance level, 02 = 0.013 is not significant. 
Therefore, this item is dropped out and the model becomes an AR(1) model. 
The new model is 
y, = 0.395 + (1 - 0.565B)-'lat + 2.004/^(1989.2)] + 4.415/^(1989.3). (5.4) 
The estimated error variance a^ = 0.032. There are two outliers: an 10 at 1989.2 
and an A O at 1989.3. 
Using the A R M A approximation, a MA(1) model is selected 
I'i = 0.395 + (1 + 0.7UB)[at + 1.903/^(1989.2)] + 3.891/^(1989.3). (5.5) 
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The estimated error variance g^ — 0.035. Similar to the A R approximation, there 
are an 10 at 1989.2 and an A O at 1989.3. 
The results of forecasting are in Table 5.1. By investigating the RMSE, we 
can see that the A R approximation and the A R M A approximation have improve-
ment on forecasting. 
Table 5.1: Forecast values and R M S E of Argentina inflation rate from 1990.1 -
1991.4 using different approaches 
Forecast values 
, �n , , ~ r r 7 ~ r AR ARMA T i m e � Real data Proposed Model . . . . \ ‘ Approximation Approximation 
1990.1 8.532 0.385 0.430 0.424 
1990.2 1.090 0.343 0.415 0.395 
1990.3 0.458 0.321 0.406 0.395 
1990.4 0.307 0.310 0.401 0.395 
1991.1 0.388 0.304 0.398 0.395 
1991.2 0.248 0.301 0.397 0.395 
1991.3 0.072 0.300 0.396 0.395 
1991.4 0.035 0.298 0.395 0.395 
RMSE 2.896 2.880 2.883 
5.1.2 Example 2 
This series is the readings of chemical process viscosity and is found from 
Series D in Box and Jenkins (1976). In this series, there are 310 observations 
and we will use 300 observations for modelling to forecast the remaining 10 ob-
servations. By investigating its SACF and SPACF in Figure D.2 of Appendix 
D, Box and Jenkins (1976) suggested that it is a stationary AR(1) model. With 
the consideration of outlier effect, Box, Jenkins and Reinsel (1994) proposed the 
model 
Yt = (1 - 0.872J5)-^[1.181 - 1.296/^(217) + at]. (5.6) 
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The estimated error variance a^ is 0.084. There is an 10 at t = 217. 
By using the A R approximation method, the selected model is also AR(1). 
Therefore, the result is the same as (5.6). 
By using the A R M A approximation method, the selected model again is 
AR(1). The model is also (5.6). 
In this case, the forecast values and R M S E are the same for all methods. 
5.2 Examples of Nonstationary Time Series 
5.2.1 Example 3 
This series is a record of chemical process concentration readings. It is Series 
A in Box and Jenkins (1976). An IMA(1, 1) was suggested by Box and Jenkins 
(1976) and was analyzed by Chang, Tiao and Chen (1988) with the consideration 
of outlier effects. From SACF and SPACF in Figure D.3 of Appendix D, the 
original series seems to be nonstationary. After a differencing is done, the SACF 
and SPACF in Figure D.4 of Appendix D show that the series becomes stationary. 
Therefore, the order of differencing is set to be 1. This series contains a total of 
197 observations. 191 observations are used to do modelling to forecast the other 
6 observations. 
With the assumption of the data follows IMA(1, 1) model, Chang, Tiao 
and Chen (1988) proposed the model 
= (1 - B)-'(l - 0.63B)[at + 1.13/^ (64)] - 0.98/^ (43). (5.7) 
The estimated error variance a^ = 0.088. An 10 is detected at t = 64 and an A O 
is detected at t = 43. 
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Using the A R approximation, ARI(2, 1) model is selected 
Yt = {I- + 0.460B + 0.185B2)-i[at + 1.183/^ (64)]. (5.8) 
The estimated error variance a^ 二 0.101 and only one 10 is detected at t = 64. 
Using the A R M A approximation, IMA(1, 1) is selected and the result is the 
same as the proposed model (5.7). 
The results of forecasting are in Table 5.2. Since the model selected by the 
A R M A approximation is the same as proposed model, their R M S E are the same. 
The model selected by the A R approximation has a smaller RMSE. 
Table 5.2: Forecast values and R M S E of series A in Box Jenkins (1976) using 
different approaches 
Forecast values 
AR ARMA Observation (t) Real data Proposed Model . . . . 
\ ’ Approximation Approximation 
m 17.499 17.614 17.499 
193 17.6 17.499 17.606 17.499 
194 17.8 17.499 17.681 17.499 
195 17.7 17.499 17.648 17.499 
196 17.2 17.499 17.650 17.499 
19 7 ITA 17.499 17.655 17.499 
RMSE 0.349 0.323 0.349 
5.2.2 Example 4 
This series is the chemical process temperature readings in Series C in Box 
and Jenkins (1976) . There are totally 226 observations. The series is analyzed 
by Box, Jenkins and Reinsel (1994). The SACF and SPACF are shown in Figure 
D5 of Appendix D. It is obvious that the series is nonstationary. After applying a 
first differencing, the SACF and SPACF are shown in Figure D.6 of Appendix D. 
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It seems that the series becomes stationary. Therefore, the order of differencing 
is set to be 1. The first 220 observations are used for modelling and forecasting 
the remaining 6 observations. The proposed model is an ARI(1, 1) model: 
y； = (1 - — 0.851B)-^lat + 0.76/^ (58) - 0.51/办9) - 0.44/^ (60)]. (5.9) 
The estimated error variance = 0.013. There are three lOs at t = 58，59 and 
60. 
By using the A R approximation or the A R M A approximation, the same 
model ARI(1, 1) is selected. Therefore, the model is the same as (5.9) and their 
performance are the same. 
In conclusion, the A R approximation is considered to have the best perfor-




In this thesis, two practical methods, the A R approximation and the A R M A 
approximation, are proposed to handle problems of modelling and forecasting of 
A R I M A time series with unknown underlying model in the presence of outliers. 
Information criterions are investigated for model selection by simulation. 
Three commonly used criterions (AIC, BIC and AICC) are considered. BIC 
gives a better results than the others in most simulated situations. It is recom-
mended to be used in model selection in the A R approximation and the A R M A 
approximation. 
The performance of the A R approximation and the A R M A approximation 
are also investigated through simulations of stationary A R M A models and non-
stationary A R I M A models. Moreover, real examples are used to illustrate the 
application of these two methods. Based on the examples and the simulation 
studies, several findings can be obtained: 
• In both one-step-ahead forecast and the mean of multiple forecasts, the per-
formance of the A R approximation and the A R M A approximation are close 
to the known model method. In some cases, using the A R approximation 
or the A R M A approximation even gives better results. 
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• The performance of the A R approximation is better than that of the A R M A 
approximation in forecasting in most cases. 
• The performance of the A R approximation drops in MA(1) and IMA(1，1) 
models with close to 1. 
By comparing the overall performance of forecasting, the A R approximation 
seems to have a better results than the A R M A approximation. As a conclusion, 
the A R approximation is considered to be a practical and effective method which 
is useful in modelling and forecasting of unknown model A R I M A time series. 
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Appendix A 
Comparison of AIC, AICC and 
BIG 
A. l AR Approximation Results 
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Figure A.l: R M S E of /-step-ahead forecast of a MA(1) model {Zt = {l-0.6B)at) 
with an A O at ^  = 50, / = 1,2,..., 10. Solid line: AIC; dashed line: BIC; dotted 
line: AICC 
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Figure A.2: R M S E of/-step-ahead forecast of an AR(1) model {{l-Q.6B)Zt = at) 
with an A O at 力=50，Z = 1，2,..., 10. Solid line: AIC; dashed line: BIC; dotted 
line: AICC 
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Figure A.3: R M S E of ；-step-ahead forecast of an AR(2) model ((1 - 0.6B -
0.3B2)Zt = at) with an A O at 艺=50, Z = 1，2,…，10. Solid line: AIC; dashed 
line: BIC; dotted line: AICC 
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Figure A.4: R M S E of /-step-ahead forecast of an ARMA(1, 1) model ((1 -
O.SD)Zt = (1 - 0.2B)at) with an A O at 力=50，I = 1,2, ...,10. Solid line: 
AIC; dashed line: BIC; dotted line: AICC 
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A.2 ARMA Approximation Results 
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Figure A.5: R M S E of /-step-ahead forecast of a MA(1) (model Zt = {l- O.QB)at) 
with an AO,/ = 1,2,..., 10. Solid line: AIC; dashed line: BIC; dotted line： AICC 
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Figure A.6: 
R M S E of/-step-ahead forecast of an AR(1) model ((l-O.QB)Zt = at) 
with an AO, / = 1,2,..., 10. Solid line: AIC; dashed line: BIC; dotted line: AICC 
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Figure A.7: R M S E of /-step-ahead forecast of an AR(2) model ((1 - 0.6B -
0.3B^)Zt = at) with an A O J = 1，2’...，10. Solid line: AIC; dashed line: BIG; 
dotted line: AICC 
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Figure A.8: R M S E of /-step-ahead forecast of an ARMA(1, 1) model ((1 -
= (1 - 0.2B)ai) with an AO, / = 1,2,..., 10. Solid line: AIC; dashed 
line: BIG; dotted line: AICC 
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Appendix B 
Simulation Results for A R M A 
Models 
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Table B.l: R M S E and R P C of MA(1) Models Zt = (1 - eB)at 
Outlier RMSE R ^  
Type Location 0 known A R A R M A A R ( % ) A R M A ( % ) r p c ( aRMA) ( % ) 
One Outlier Case 
AO 10 0.3 1.031 1.029 1.068 -0.213 3.599 -3.813 
0.6 1.036 1.044 1.103 0.757 6.447 -5.690 
0.9 1.077 1.136 1.075 5.535 -0.139 5.674 
50 0.3 1.034 1.024 1.110 -0.996 7.322 -8.318 
0.6 1.030 1.051 1.036 1.988 0.563 1.425 
0.9 1.034 1.141 1.091 10.310 5.532 4.778 
90 0.3 1.028 1.026 1.045 -0.204 1.663 -1.868 
0.6 1.032 1.060 1.057 2.577 2.412 0.164 
0.9 1.039 1.167 1.050 12.300 1.068 11.232 
lO 10 0.3 1.028 1.052 1.067 -0.282 3.803 -4.085 
0.6 1.028 1.040 1.068 1.116 3.841 -2.726 
0.9 1.029 1.117 1.072 8.591 4.169 4.422 
50 0.3 1.027 1.022 1.056 -0.477 2.785 -3.262 
0.6 1.022 1.044 1.063 2.136 4.042 -1.906 
0.9 1.027 1.125 1.099 9.504 7.050 2.454 
90 0.3 1.026 1.025 1.047 -0.078 2.027 -2.105 
0.6 1.028 1.050 1.036 2.096 0.837 1.259 
0.9 1.033 1.130 1.171 9.387 13.336 -3.949 
T w o Outliers Case 
2 AOs 34, 66 0.3 1.032 1.028 1.029 -0.349 -0.300 -0.048 
0.6 1.039 1.069 1.052 2.926 1.213 1.713 
0.9 1.137 1.180 1.141 3.801 0.378 3.423 
2 lOs 34, 66 0.3 1.028 1.028 1.030 0.010 0.214 -0.204 
0.6 1.027 1.051 1.043 2.356 1.509 0.847 
0.9 1.023 1.132 1.066 10.641 4.153 6.488 
lO, AO 34, 66 0.3 1.032 1.028 1.029 -0.310 -0.252 -0.058 
0.6 1.036 1.062 1.040 2.569 0.396 2.173 
0.9 1.036 1.148 1.053 10.741 1.660 9.081 
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Table B.2: R M S E and R P C of AR(1) Models (1 - (j)B)Zt = at 
Outlier RMSE R ^  
T y p e Location (f> known A R A R M A AR(%) ARMA(%) r p c ( A R M A ) (%) 
One Outlier Case 
AO 10 0.3 1.035 1.036 1.044 0.164 0.947 -0.783 
0.6 1.036 1.038 1.041 0.164 0.483 -0.319 
0.9 1.043 1.042 1.050 -0.077 0.700 -0.777 
50 0.3 1.034 1.039 1.085 0.493 4.954 -4.461 
0.6 1.035 1.035 1.038 0.010 0.261 -0.251 
0.9 1.043 1.041 1.070 -0.182 2.637 -2.819 
90 0.3 1.034 1.036 1.038 0.164 0.348 -0.184 
0.6 1.037 1.037 1.041 -0.019 0.405 -0.424 
0.9 1.043 1.042 1.103 -0.096 5.704 -5.800 
lO 10 0.3 1.036 1.037 1.053 0.097 1.641 -1.545 
0.6 1.038 1.038 1.040 -0.039 0.154 -0.193 
0.9 1.041 1.041 1.045 -0.029 0.365 -0.394 
50 0.3 1.034 1.039 1.095 0.435 5.887 -5.452 
0.6 1.034 1.035 1.036 0.077 0.193 -0.116 
0.9 1.042 1.044 1.064 0.230 2.102 -1.872 
90 0.3 1.034 1.035 1.040 0.077 0.512 -0.435 
0.6 1.034 1.034 1.035 0.058 0.087 -0.029 
0.9 1.042 1.043 1.044 0.106 0.163 -0.058 
T w o Outliers Case 
2 A O s 34, 66 0.3 1.034 1.033 1.041 -0.058 0.706 -0.764 
0.6 1.036 1.036 1.035 0.000 -0.097 0.097 
0.9 1.043 1.045 1.053 0.125 0.939 -0.815 
2 lOs 34, 66 0.3 1.013 1.014 1.040 0.089 2.625 -2.537 
0.6 1.024 1.025 1.027 0.127 0.283 -0.156 
0.9 1.023 1.026 1.026 0.313 0.264 0.049 
lO, AO 34, 66 0.3 1.033 1.033 1.037 -0.019 0.358 -0.378 
0.6 1.033 1.033 1.036 0.000 0.281 -0.281 
0.9 1.039 1.040 1.038 0.087 -0.135 0.221 
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Table B.3: R M S E and R P C of AR(2) Models (1 —小iB - 02^”石=at 
Outlier RMSE RPC  
Type Location 4>i 4>2 known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) ( % ) 
One Outlier Case 
AO 10 0.6 0.3 1.055 1.058 1.060 0.313 0.512 -0.199 
0.8 0.1 1.051 1.052 1.047 0.095 -0.295 0.390 
50 0.6 0.3 1.054 1.057 1.056 0.323 0.256 0.066 
0.8 0.1 1.050 1.053 1.058 0.248 0.800 -0.552 
90 0.6 0.3 1.053 1.058 1.070 0.465 1.623 -1.158 
0.8 0.1 1.055 1.050 1.051 -0.484 -0.370 -0.114 
lO 10 0.6 0.3 1.056 1.065 1.070 0.824 1.364 -0.540 
0.8 0.1 1.054 1.057 1.056 0.313 0.209 0.104 
50 0.6 0.3 1.054 1.064 1.065 1.006 1.101 -0.095 
0.8 0.1 1.053 1.059 1.059 0.522 0.570 -0.047 
90 0.6 0.3 1.052 1.064 1.058 1.170 0.609 0.561 
0.8 0.1 1.046 1.055 1.056 0.860 0.918 -0.057 
Two Outliers Case 
2 AOs 34’ 66 0.6 0.3 1.056 1.060 1.061 0.436 0.540 -0.104 
0.8 0.1 1.059 1.058 1.071 -0.113 1.123 -1.237 
2 lOs 34，66 0.6 0.3 1.052 1.070 1.090 1.731 3.661 -1.931 
0.8 0.1 1.048 1.049 1.053 0.143 0.449 -0.305 
lO, AO 34’ 66 0.6 0.3 1.054 1.062 1.065 0.788 1.082 -0.294 
0.8 0.1 1.056 1.059 1.059 0.284 0.256 0.028 
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Table B.4： R M S E and R P C of ARMA(1, 1) Models (1 — (^B)Zt - (1 - eB)at 
Outlier RMSE RPC  
Type Location 0 0 known A R A R M A A R ( % ) A R M A ( % ) r p c ( aRMA) ( % ) 
One Outlier Case 
AO 10 0.6 0.4 1.038 1.044 1.045 0.539 0.626 -0.087 
0.8 0.2 1.111 1.048 1.047 -5.687 -5.759 0.072 
50 0.6 0.4 1.039 1.041 1.092 0.144 5.072 -4.928 
0.8 0.2 1.077 1.045 1.048 -2.952 -2.720 -0.232 
90 0.6 0.4 1.035 1.042 1.042 0.618 0.628 -0.010 
0.8 0.2 1.141 1.045 1.064 -8.379 -6.757 -1.621 
lO 10 0.6 0.4 1.042 1.046 1.047 0.432 0.489 -0.058 
0.8 0.2 1.198 1.051 1.050 -12.281 -12.356 0.075 
50 0.6 0.4 1.041 1.042 1.071 0.134 2.901 -2.767 
0.8 0.2 1.099 1.050 1.052 -4.433 -4.224 -0.209 
90 0.6 0.4 1.034 1.043 1.049 0.880 1.392 -0.512 
0.8 0.2 1.049 1.049 1.042 0.086 -0.610 0.696 
T w o Outliers Case 
2 A O s 34，66 0 .6 0 .4 1 .038 1 .040 1 .055 0 .173 1 .628 - 1 . 4 5 4 
0.8 0.2 1.091 1.046 1.048 -4.080 -3.943 -0.138 
2 lOs 34, 66 0.6 0.4 1.019 1.019 1.023 -0.010 0.392 -0.402 
0.8 0.2 1.170 1.025 1.032 -14.064 -11.768 -2.296 
lO, AO 34, 66 0.6 0.4 1.040 1.040 1.047 0.029 0.702 -0.673 
0.8 0.2 1.118 1.046 1.050 -6.389 -6.040 -0.349 
51 
Table B.5: Mean of R M S E and R P C of MA(1) Models Zt = {I - of 10 
Forecast Values 
Out l i er RMSE R P C  
T y p e Location 0 known AR A R M A AR(%) ARMA(%) 二SS � S “ w d / � 
KrO(AKMAJ [7o) 
One Outlier Case 
AO 10 0.3 1.041 1.042 1.070 0.020 2.738 -2.718 
0.6 1.153 1.159 1.172 0.474 1.669 -1.195 
0.9 1.319 1.333 1.344 1.095 1.870 -0.775 
50 0.3 1.153 1.041 1.067 -9.679 -7.464 -2.214 
0.6 1.153 1.159 1.154 0.581 0.106 0.475 
0.9 1.153 1.335 1.328 15.819 15.222 0.597 
90 0.3 1.041 1.041 1.048 0.012 0.665 -0.652 
0.6 1.153 1.160 1.158 0.606 0.474 0.133 
0.9 1.316 1.336 1.318 1.562 0.207 1.355 
l O 10 0.3 1.041 1.041 1.064 0.037 2.230 -2.193 
0.6 1.152 1.157 1.159 0.393 0.563 -0.170 
0.9 1.315 1.331 1.326 1.260 0.840 0.419 
50 0.3 1.152 1.041 1.058 -9.629 -8.187 -1.442 
0.6 1.152 1.157 1.161 0.461 0.825 -0.364 
0.9 1.152 1.334 1.330 15.776 15.396 0.380 
90 0.3 1.041 1.041 1.048 0.045 0.637 -0.592 
0.6 1.152 1.159 1.154 0.538 0.174 0.364 
0.9 1.315 1.336 1.335 1.597 1.480 0.117 
T w o Outliers Case 
2 AOs 34’ 66 0.3 1.041 1.042 1.045 0.005 0.303 -0.299 
0.6 1.153 1.160 1.156 0.564 0.209 0.355 
0.9 1.325 1.336 1.326 0.801 0.055 0.746 
2 lOs 34, 66 0.3 1.041 1.042 1.044 0.045 0.291 -0.246 
0.6 1.152 1.157 1.153 0.431 0.023 0.408 
0.9 1.314 1.333 1.322 1.468 0.571 0.897 
lO, AO 34’ 66 0.3 1.041 1.042 1.044 0.012 0.243 -0.230 
0.6 1.153 1.160 1.154 0.587 0.120 0.467 
0.9 1.315 1.334 1.320 1.373 0.331 1.041 
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Table B.6： Mean of R M S E and R P C of AR(1) Models (1 -小B)Zt = at of 10 
Forecast Values 
Outlier RMSE R ^  
T y p e Location 0 known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) ( ^ ) 
One Outlier Case 
AO 10 0.3 1.049 1.049 1.064 0.013 1.484 -1.471 
0.6 1.226 1.227 1.237 0.110 0.851 -0.741 
0.9 1.831 1.836 1.859 0.258 1.507 -1.249 
50 0.3 1.048 1.050 1.102 0.152 5.132 -4.980 
0.6 1.225 1.226 1.228 0.060 0.175 -0.115 
0.9 1.831 1.835 2.011 0.186 9.833 -9.647 
90 0.3 1.048 1.049 1.056 0.019 0.718 -0.699 
0.6 1.226 1.227 1.237 0.060 0.865 -0.805 
0.9 1.832 1.836 1.875 0.220 2.339 -2.120 
1 0 10 0.3 1.049 1.049 1.057 0.014 0.741 -0.727 
0.6 1.227 1.227 1.234 0.072 0.644 -0.572 
0.9 1.828 1.829 1.834 0.078 0.318 -0.240 
50 0.3 1.048 1.050 1.102 0.121 5.080 -4.959 
0.6 1.225 1.225 1.230 0.015 0.391 -0.376 
0.9 1.824 1.827 2.057 0.196 12.809 -12.613 
90 0.3 1.048 1.048 1.057 0.001 0.797 -0.796 
0.6 1.226 1.226 1.230 0.013 0.330 -0.317 
0.9 1.847 1.847 1.888 -0.020 2.187 -2.207 
T w o Outliers Case 
2 AOs 34, 66 0.3 1.048 1.048 1.053 0.002 0.464 -0.462 
0.6 1.226 1.226 1.239 0.000 1.055 -1.055 
0.9 1.833 1.838 1.851 0.289 0.992 -0.702 
2 lOs 34, 66 0.3 1.049 1.049 1.050 0.010 0.132 -0.121 
0.6 1.225 1.225 1.230 0.022 0.429 -0.407 
0.9 1.816 1.816 1.820 0.032 0.223 -0.190 
lO, A O 34, 66 0.3 1.048 1.048 1.051 0.010 0.229 -0.218 
0.6 1.225 1.224 1.227 -0.005 0.233 -0.238 
0.9 1.822 1.825 1.839 0.127 0.902 -0.774 
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Table B.7: Mean of R M S E and R P C of AR(2) Models {l-cpiB ~ (l)2B^ )Zt = at 
of 10 Forecast Values 
Outlier RMSE RTC  
Type Location (f>i <h known AR ARMA AR(%) ARMA (%) R P C ( A R M A ) (%) 
One Outlier Case 
AO 10 0.6 0.3 1.577 1.585 2.109 0.497 33.721 -33.224 
0.8 0.1 1.742 1.741 1.761 -0.080 1.096 -1.177 
50 0.6 0.3 1.577 1.586 1.605 0.530 1.764 -1.234 
0.8 0.1 1.740 1.738 1.766 -0.103 1.468 -1.572 
90 0.6 0.3 1.573 1.581 1.606 0.557 2.100 -1.543 
0.8 0.1 1.740 1.740 1.773 0.021 1.876 -1.855 
lO 10 0.6 0.3 1.576 1.596 1.613 1.305 2.391 -1.085 
0.8 0.1 1.735 1.731 1.736 -0.192 0.094 -0.286 
50 0.6 0.3 1.577 1.598 1.615 1.329 2.391 -1.062 
0.8 0.1 1.737 1.731 1.738 -0.377 0.031 -0.408 
90 0.6 0.3 1.594 1.610 1.651 1.028 3.587 -2.559 
0.8 0.1 1.759 1.756 1.766 -0.215 0.406 -0.622 
T w o Outliers Case 
2 AOs 34, 66 0.6 0.3 1.581 1.589 1.617 0.483 2.249 -1.767 
0.8 0.1 1.746 1.747 1.765 0.100 1.123 -1.023 
2 lOs 34，66 0.6 0.3 1.572 1.599 1.628 1.739 3.575 -1.836 
0.8 0.1 1.730 1.730 1.734 0.010 0.223 -0.213 
lO, AO 34, 66 0.6 0.3 1.577 1.591 1.610 0.943 2.146 -1.204 
0.8 0.1 1.738 1.739 1.747 0.098 0.515 -0.417 
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Table B.8: Mean of R M S E and R P C of ARMA(1, 1) Models (1 — (l)B)Zt = 
(1 - OB)at of 10 Forecast Values 
Outlier RMSE RPC  
Type Location <j> 0 known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) ( % ) 
One Outlier Case 
AO 10 0.6 0.4 1.053 1.033 1.043 -1.898 -0.975 -0.923 
0.8 0.2 1.361 1.339 1.359 -1.588 -0.121 -1.468 
50 0.6 0.4 1.057 1.035 1.074 -2.074 1.665 -3.739 
0.8 0.2 1.355 1.332 1.346 -1.684 -0.714 -0.970 
90 0.6 0.4 1.060 1.033 1.038 -2.561 -2.044 -0.517 
0.8 0.2 1.362 1.339 1.364 -1.676 0.126 -1.802 
lO 10 0.6 0.4 1.055 1.034 1.050 -1.997 -0.484 -1.513 
0.8 0.2 1.369 1.337 1.401 -2.369 2.272 -4.641 
50 0.6 0.4 1.053 1.035 1.069 -1.771 1.507 -3.278 
0.8 0.2 1.352 1.332 1.341 -1.477 -0.824 -0.653 
90 0.6 0.4 1.059 1.034 1.046 -2.422 -1.241 -1.181 
0.8 0.2 1.351 1.340 1.322 -0.777 -2.117 1.340 
T w o Outliers Case 
2 AOs 34, 66 0.6 0.4 1.053 1.033 1.037 -1.976 -1.563 -0.413 
0.8 0.2 1.361 1.338 1.354 -1.699 -0.577 -1.122 
2 lOs 34, 66 0.6 0.4 1.064 1.032 1.048 -2.944 -1.448 -1.497 
0.8 0.2 1.360 1.334 1.348 -1.858 -0.848 -1.010 
lO, AO 34, 66 0.6 0.4 1.053 1.032 1.037 -1.977 -1.527 -0.450 
0.8 0.2 1.364 1.336 1.354 -2.099 -0.777 -1.322 
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Table C.l: R M S E and R P C of IMA(1, 1) Models (1 - B)Zt = (1 — eB)at 
Outlier RMSE R ^  
Type Location 0 known AR ARMA AR(%) ARMA(%) R P C ( A R ) -1 1 �) R P C ( A R M A ) (%) 
One Outlier Case 
AO 10 0.3 0.951 0.957 0.968 0.652 1.798 -1.146 
0.6 0.950 0.975 0.968 2.685 1.917 0.769 
0.9 0.960 1.070 0.977 11.478 1.729 9.749 
50 0.3 0.951 0.957 0.973 0.641 2.334 -1.693 
0.6 0.954 0.980 0.972 2.693 1.792 0.901 
0.9 0.951 1.070 0.959 12.526 0.905 11.622 
90 0.3 0.957 0.952 0.968 -0.449 1.213 -1.662 
0.6 0.951 0.977 0.985 2.787 3.565 -0.778 
0.9 0.978 1.074 1.132 9.858 15.728 -5.870 
1 0 10 0.3 0.951 0.959 0.968 0.926 1.789 -0.863 
0.6 0.951 0.997 0.959 4.751 0.841 3.910 
0.9 0.956 1.094 1.003 14.443 4.940 9.503 
50 0.3 0.947 0.950 0.960 0.317 1.330 -1.013 
0.6 0.949 0.991 0.975 4.439 2.836 1.603 
0.9 0.960 1.104 0.978 14.910 1.822 13.088 
90 0.3 0.947 0.952 0.956 0.518 1.025 -0.507 
0.6 0.950 0.991 1.010 4.391 6.403 -2.011 
0.9 1.011 1.099 1.267 8.641 25.262 -16.620 
Two Outliers Case 
2 AOs 34，66 0.3 0.962 0.967 0.968 0.530 0.614 -0.083 
0.6 0.954 0.989 0.961 3.691 0.807 2.884 
0.9 0.961 1.087 1.013 13.178 5.434 7.744 
2 lOs 34, 66 0.3 0.948 0.959 0.964 1.181 1.677 -0.496 
0.6 0.945 1.003 0.968 6.170 2.476 3.694 
0.9 0.967 1.134 1.005 17.287 3.867 13.420 
10，AO 34, 66 0.3 0.949 0.954 0.968 0.432 1.959 -1.527 
0.6 0.947 0.996 0.965 5.197 1.954 3.243 
0.9 0.952 1.104 0.950 16.033 -0.221 16.253 
•1 
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Table C.2： R M S E and R P C of ARI(1, 1) Models (1 — (j)B)[l — B)Zt = at 
Outlier RMSE R ^  
Type Location • known AR ARMA AR(%) ARMA(%) R P C ( A R M A ) (%) 
One Outlier Case 
AO 10 0.3 1.019 1.022 1.029 0.245 0.932 -0.687 
0.6 1.020 1.033 1.035 1.304 1.490 -0.186 
0.9 1.039 1.050 1.054 1.059 1.454 -0.395 
50 0.3 1.016 1.020 1.029 0.394 1.309 -0.916 
0.6 1.011 1.020 1.033 0.860 2.195 -1.335 
0.9 1.034 1.050 1.061 1.557 2.582 -1.025 
90 0.3 1.022 1.023 1.038 0.039 1.487 -1.448 
0.6 1.025 1.021 1.043 -0.410 1.756 -2.165 
0.9 1.035 1.028 1.048 -0.695 1.178 -1.874 
lO . 10 0.3 1.009 1.013 1.024 0.377 1.457 -1.080 
0.6 1.015 1.015 1.017 0.020 0.148 -0.128 
0.9 1.023 1.026 1.023 0.205 -0.068 0.274 
50 0.3 1.012 1.015 1.029 0.207 1.659 -1.452 
0.6 1.005 1.006 1.005 0.020 -0.060 0.080 
0.9 1.021 1.021 1.020 -0.029 -0.127 0.098 
90 0.3 1.007 1.007 1.015 0.040 0.844 -0.805 
0.6 1.014 1.014 1.018 0.020 0.424 -0.404 
0.9 1.029 1.030 1.031 0.058 0.155 -0.097 
Two Outliers Case 
2 AOs 34, 66 0.3 1.053 1.052 1.075 -0.076 2.108 -2.184 
0.6 1.037 1.045 1.049 0.772 1.158 -0.386 
0.9 1.034 1.061 1.068 2.661 3.338 -0.677 
2 lOs 34, 66 0.3 1.013 1.014 1.040 0.089 2.625 -2.537 
0.6 1.024 1.025 1.027 0.127 0.283 -0.156 
0.9 1.023 1.026 1.026 0.313 0.264 0.049 
lO, AO 34，66 0.3 1.017 1.017 1.025 0.059 0.866 -0.807 
0.6 1.026 1.027 1.026 0.146 0.039 0.107 
0.9 1.037 1.044 1.048 0.704 1.119 -0.415 
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Table C.3: R M S E and R P C of ARI(2, 1) Models (1 - (F)IB - (I)2B^){1 -B)ZT = AT 
Outlier RMSE R ^  
Type Location cfn <h known AR A R M A AR(%) ARMA(%) rpc(armA) (%) 
One Outlier Case 
AO 10 0.6 0.3 1.025 1.034 1.035 0.819 0.995 -0.176 
0.8 0.1 1.037 1.036 1.047 -0.029 0.974 -1.003 
50 0.6 0.3 1.034 1.035 1.054 0.077 1.895 -1.818 
0.8 0.1 1.041 1.041 1.053 0.010 1.124 -1.114 
90 0.6 0.3 1.035 1.036 1.037 0.106 0.203 -0.097 
0.8 0.1 1.046 1.046 1.049 0.077 0.373 -0.297 
lO 10 0.6 0.3 1.031 1.036 1.036 0.543 0.504 0.039 
0.8 0.1 1.034 1.031 1.032 -0.261 -0.203 -0.058 
50 0.6 0.3 1.035 1.038 1.036 0.251 0.077 0.174 
0.8 0.1 1.037 1.028 1.028 -0.858 -0.868 0.010 
90 0.6 0.3 1.026 1.044 1.041 1.775 1.531 0.244 
0.8 0.1 1.031 1.039 1.041 0.864 0.980 -0.116 
T w o Outliers Case 
2 AOs 34, 66 0.6 0.3 1.039 1.041 1.047 0.144 0.722 -0.577 
0.8 0.1 1.052 1.052 1.056 0.067 0.399 -0.333 
2 lOs 34, 66 0.6 0.3 1.033 1.042 1.053 0.901 1.937 -1.036 
0.8 0.1 1.036 1.030 1.031 -0.550 -0.502 -0.048 
lO, AO 34, 66 0.6 0.3 1.036 1.036 1.037 0.000 0.145 -0.145 
0.8 0.1 1.039 1.039 1.039 0.058 0.019 0.039 
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Table C.4: R M S E and R P C of ARIMA(1, 1, 1) Models (1 - - B)Zt = 
(1 一 9B)at 
Outlier RMSE R ^  
Type Location 小 0 known AR ARMA AR(%) ARMA(%) r p c ( a rMA ) (%) 
One Outlier Case 
AO 10 0.6 0.4 1.038 1.026 1.038 -1.127 0.029 -1.156 
0.8 0.2 1.035 1.034 1.031 -0.174 -0.425 0.251 
50 0.6 0.4 1.029 1.024 1.042 -0.544 1.253 -1.797 
0.8 0.2 1.041 1.020 1.025 -2.074 -1.575 -0.499 
90 0.6 0.4 1.044 1.026 1.036 -1.667 -0.709 -0.958 
0.8 0.2 1.057 1.037 1.043 -1.845 -1.306 -0.539 
lO 10 0.6 0.4 1.019 1.020 1.031 0.020 1.177 -1.158 
0.8 0.2 1.117 1.032 1.035 -7.593 -7.333 -0.260 
50 0.6 0.4 1.015 1.019 1.031 0.345 1.566 -1.222 
0.8 0.2 1.070 1.017 1.014 -4.964 -5.180 0.215 
90 0.6 0.4 1.015 1.012 1.014 -0.325 -0.138 -0.187 
0.8 0.2 1.208 1.023 1.031 -15.246 -14.625 -0.621 
T w o Outliers Case 
2 AOs 34，66 0.6 0.4 1.063 1.049 1.055 -1.382 -0.781 -0.602 
0.8 0.2 1.120 1.045 1.046 -7.143 -6.592 -0.551 
2 lOs 34, 66 0.6 0.4 1.019 1.019 1.023 -0.010 0.392 -0.402 
0.8 0.2 1.170 1.025 1.032 -14.064 -11.768 -2.296 
lO, AO 34, 66 0.6 0.4 1.027 1.025 1.038 -0.251 1.003 -1.253 
0.8 0.2 1.036 1.031 1.030 -0.476 -0.618 0.142 
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Table C.5: Mean of R M S E and R P C of IMA(1, 1) Models (l-B)Zt = (1 一 0B)at 
of 10 Forecast Values 
Outlier RMSE ^  
Type Location 0 known AR ARMA AR(%) ARMA(%) r p c ( a r m A ) (%) 
One Outlier Case 
AO 10 0.3 1.712 1.714 1.721 0.130 0.557 -0.427 
0.6 1.284 1.308 1.311 1.862 2.070 -0.208 
0.9 1.026 1.131 1.118 10.194 8.991 1.204 
50 0.3 1.711 1.716 1.749 0.332 2.245 -1.913 
0.6 1.287 1.307 1.319 1.501 2.447 -0.945 
0.9 1.021 1.128 1.099 10.523 7.661 2.862 
90 0.3 1.716 1.712 1.747 -0.245 1.823 -2.068 
0.6 1.285 1.309 1.328 1.863 3.388 -1.526 
0.9 1.035 1.132 1.127 9.416 8.878 0.538 
lO 10 0.3 1.713 1.719 1.815 0.326 5.954 -5.628 
0.6 1.286 1.321 1.322 2.724 2.794 -0.070 
0.9 1.021 1.150 1.165 12.599 14.093 -1.494 
50 0.3 1.709 1.714 1.789 0.312 4.675 -4.363 
0.6 1.283 1.318 1.335 2.776 4.070 -1.294 
0.9 1.023 1.152 1.073 12.591 4.888 7.703 
90 0.3 1.710 1.712 1.786 0.156 4.453 -4.297 
0.6 1.284 1.317 1.355 2.602 5.504 -2.902 
0.9 1.071 1.150 1.178 7.328 9.983 -2.655 
T w o Outliers Case 
2 AOs 34, 66 0.3 1.719 1.718 1.790 -0.037 4.164 -4.202 
0.6 1.294 1.311 1.324 1.329 2.295 -0.966 
0.9 1.029 1.137 1.171 10.464 13.709 -3.245 
2 lOs 34, 66 0.3 1.710 1.714 1.821 0.251 6.493 -6.242 
0.6 1.281 1.325 1.332 3.404 3.969 -0.565 
0.9 1.023 1.166 1.078 13.982 5.351 8.630 
lO, AO 34, 66 0.3 1.711 1.714 1.754 0.146 2.491 -2.346 
0.6 1.289 1.320 1.383 2.412 7.275 -4.863 
0.9 1.018 1.148 1.036 12.720 1.756 10.964 
61 
Table C.6: Mean of R M S E and R P C of ARI(1, 1) Models { I - B ) Z T = AT 
of 10 Forecast Values 
Outlier RMSE RPC  
Type Location <t> known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) ( % ) 
One Outlier Case 
AO 10 0.3 3.008 3.015 3.075 0.245 2.230 -1.985 
0.6 4.378 4.411 4.462 0.752 1.917 -1.164 
0.9 7.730 7.769 7.796 0.501 0.855 -0.354 
50 0.3 3.003 3.010 3.028 0.217 0.809 -0.592 
0.6 4.366 4.380 4.439 0.326 1.680 -1.354 
0.9 7.708 7.735 7.766 0.348 0.760 -0.412 
90 0.3 3.007 3.013 3.038 0.197 1.019 -0.822 
0.6 4.388 4.400 4.456 0.258 1.536 -1.278 
0.9 7.727 7.671 7.764 -0.732 0.477 -1.209 
lO 10 0.3 3.002 3.008 3.048 0.201 1.529 -1.329 
0.6 4.379 4.379 4.411 0.005 0.726 -0.721 
0.9 7.664 7.663 7.682 -0.012 0.237 -0.249 
50 0.3 3.003 3.008 3.040 0.161 1.229 -1.068 
0.6 4.364 4.369 4.381 0.116 0.402 -0.286 
0.9 7.701 7.660 7.665 -0.534 -0.462 -0.072 
90 0.3 3.000 2.999 3.065 -0.032 2.163 -2.195 
0.6 4.376 4.374 4.377 -0.046 0.039 -0.085 
0.9 7.795 7.810 7.850 0.190 0.715 -0.525 
Two Outliers Case 
2 AOs 34, 66 0.3 3.028 3.028 3.074 0.017 1.515 -1.499 
0.6 4.410 4.431 4.534 0.475 2.806 -2.331 
0.9 7.781 7.806 7.842 0.320 0.785 -0.465 
2 lOs 34, 66 0.3 3.009 3.013 3.017 0.138 0.267 -0.129 
0.6 4.389 4.391 4.397 0.053 0.182 -0.130 
0.9 7.705 7.701 7.702 -0.053 -0.038 -0.016 
lO, AO 34’ 66 0.3 3.012 3.013 3.047 0.041 1.153 -1.112 
0.6 4.394 4.400 4.417 0.141 0.533 -0.393 
0.9 7.747 7.837 7.967 1.165 2.842 -1.677 
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Table C.7: Mean of R M S E and R P C of ARI(2, 1) Models (1 — ^ iB —於？召”“ _ 
B)Zt = at of 10 Forecast Values 
Outlier RMSE R ^  
Type Location CH 0‘2 known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) { V ) 
One Outlier Case 
AO 10 0.6 0.3 7.437 6.504 6.625 -12.545 -10.915 -1.629 
0.8 0.1 8.470 6.492 7.341 -23.356 -13.329 -10.027 
50 0.6 0.3 6.497 6.494 6.798 -0.036 4.644 -4.680 
0.8 0.1 7.282 7.280 7.378 -0.035 1.314 -1.350 
90 0.6 0.3 6.487 6.488 6.534 0.013 0.727 -0.714 
0.8 0.1 7.262 7.267 7.287 0.069 0.345 -0.276 
lO 10 0.6 0.3 6.464 6.492 6.522 0.424 0.885 -0.461 
0.8 0.1 7.248 7.237 7.257 -0.154 0.123 -0.277 
50 0.6 0.3 6.619 6.520 6.602 -1.489 -0.256 -1.232 
0.8 0.1 7.385 7.241 7.247 -1.956 -1.873 -0.083 
90 0.6 0.3 7.528 6.628 6.739 -11.963 -10.479 -1.483 
0.8 0.1 8.563 7.339 7.373 -14.297 -13.901 -0.396 
Two Outliers Case 
2 AOs 34, 66 0.6 0.3 6.496 6.502 6.665 0.098 2.607 -2.509 
0.8 0.1 7.325 7.330 7.414 0.057 1.215 -1.158 
2 lOs 34, 66 0.6 0.3 6.503 6.529 6.649 0.403 2.235 -1.832 
0.8 0.1 7.209 7.182 7.188 -0.375 -0.298 -0.076 
lO, AO 34, 66 0.6 0.3 6.510 6.505 6.613 -0.079 1.582 -1.660 
0.8 0.1 7.282 7.295 7.338 0.177 0.761 -0,584 
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Table C.8: Mean of R M S E and R P C of ARIMA(1, 1, 1) Models (1 — (f)B){l -
B)Zt = {l- OB)at of 10 Forecast Values 
Outlier RMSE R ^  
Type Location <p 9 known A R A R M A A R ( % ) A R M A ( % ) r p c ( A R M A ) ( % ) 
One Outlier Case 
AO 10 0.6 0.4 3.071 2.988 3.014 -2.692 -1.858 -0.834 
0.8 0.2 5.338 5.261 5.325 -1.442 -0.243 -1.199 
50 0.6 0.4 3.211 2.978 3.061 -7.271 -4.671 -2.800 
0.8 0.2 5.348 5.228 5.339 -2.259 -0.178 -2.081 
90 0.6 0.4 3.060 2.985 3.018 -2.461 -1.383 -1.078 
0.8 0.2 5.322 5.263 5.415 -1.100 1.752 -2.852 
lO 10 0.6 0.4 3.181 2.976 3.096 -6.447 -2.670 -3.777 
0.8 0.2 5.424 5.240 5.322 -3.406 -1.882 -1.523 
50 0.6 0.4 3.149 2.980 3.046 -5.363 -3.287 -2.077 
0.8 0.2 5.335 5.214 5.276 -2.266 -1.095 -1.171 
90 0.6 0.4 3.172 2.971 3.013 -6.357 -5.020 -1.337 
0.8 0.2 5.578 5.227 5.300 -6.291 -4.997 -1.294 
T w o Outliers Case 
2 AOs 34, 66 0.6 0.4 3.074 3.009 3.019 -2.096 -1.787 -0.309 
0.8 0.2 5.353 5.271 5.354 -1.525 0.022 -1.546 
2 lOs 34, 66 0.6 0.4 3.147 2.971 3.022 -5.605 -3.971 -1.634 
0.8 0.2 5.401 5.201 5.274 -3.693 -2.344 -1.349 
lO, AO 34’ 66 0.6 0.4 3.122 2.987 3.012 -4.331 -3.533 -0.798 
0.8 0.2 5.305 5.250 5.350 -1.023 0.849 -1.872 
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Appendix D 
SACF and SPACF of Examples 
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Figure D.l: SACF and SPACF of Quarterly Inflation for Argentina, 1970 -1989 
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Figure D.2: SACF and SPACF of Chemical Process Viscosity Readings (Series 
D in Box Jenkins (1976)) 
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Figure D.3: SACF and SPACF of Chemical Process Concentration Readings 
(Series A in Box and Jenkins (1976)) . 
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Figure D.4: S A C F and SPACF of Chemical Process Concentration Readings 
(Series A in Box Jenkins (1976)) after first order differencing 
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Figure D.5: SACF and SPACF of Chemical Process Temperature Readings (Se-
ries C in Box and Jenkins (1976)) 
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Figure D.6: SACF and SPACF of Chemical Process Temperature Readings (Se-
ries C in Box and Jenkins (1976)) after first order differencing 
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