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Abstract
In computational complexity, a complexity class is given by a set of problems or functions,
and a basic challenge is to show separations of complexity classes A 6= B especially when A
is known to be a subset of B. In this paper we introduce a homological theory of functions
that can be used to establish complexity separations, while also providing other interesting
consequences. We propose to associate a topological space SA to each class of functions A, such
that, to separate complexity classes A ⊆ B′, it suffices to observe a change in “the number of
holes”, i.e. homology, in SA as a subclass B ⊆ B′ is added to A. In other words, if the homologies
of SA and SA∪B are different, then A 6= B′. We develop the underlying theory of functions
based on combinatorial and homological commutative algebra and Stanley-Reisner theory, and
recover Minsky and Papert’s result [12] that parity cannot be computed by nonmaximal degree
polynomial threshold functions. In the process, we derive a “maximal principle” for polynomial
threshold functions that is used to extend this result further to arbitrary symmetric functions.
A surprising coincidence is demonstrated, where the maximal dimension of “holes” in SA upper
bounds the VC dimension of A, with equality for common computational cases such as the class
of polynomial threshold functions or the class of linear functionals in F2, or common algebraic
cases such as when the Stanley-Reisner ring of SA is Cohen-Macaulay. As another interesting
application of our theory, we prove a result that a priori has nothing to do with complexity
separation: it characterizes when a vector subspace intersects the positive cone, in terms of
homological conditions. By analogy to Farkas’ result doing the same with linear conditions, we
call our theorem the Homological Farkas Lemma.
1 Introduction
1.1 Intuition
Let A ⊆ B′ be classes of functions. To show that B′ 6= A, it suffices to find some B ⊆ B′ such that
A ∪ B 6= A.
In other words, we want to add something to A and watch it change.
Let’s take a step back
Consider a more general setting, where A and B are “nice” subspaces of a larger topological
space C. We can produce a certificate of A ∪ B 6= A by observing a difference in the number of
“holes” of A ∪B and A. Figure 1 shows two examples of such certificates.
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1.1 Intuition
A
B
(a) A and B are both contractible (do not have holes),
but their union A ∪B has a hole.
B
A
(b) A has a hole in its center, but B covers it, so that
A ∪B is now contractible.
Figure 1: Certifying A ∪ B 6= A by noting that the numbers of 1-dimensional holes are different between
A ∪B and A.
Sometimes, however, there could be no difference between the number of holes in A ∪ B and
A. For example, if B in Figure 1a is slightly larger, then A ∪B no longer has a hole in the center
(see Figure 2). But if we take a slice of A ∪ B, we observe a change in the number of connected
components (zeroth dimensional holes) from A to A ∪B.
A
B
L
L ∩ A L ∩ (A ∪B)
Figure 2: A∪B and A are both contractible, but if we look at a section L of A∪B, we see that L∩A has
2 connected components, but L ∩ (A ∪B) has only 1.
From this intuition, one might daydream of attacking complexity separation problems this way:
1. For each class A, associate a unique topological space (specifically, a simplicial complex) SA.
2. Compute the number of holes in SA and SA∪B of each dimension, and correspondingly for each
section by an affine subspace.
3. Attempt to find a difference between these quantities (a “homological” certificate).
It turns out this daydream is not so dreamy after all!
This work is devoted to developing such a homological theory of functions for complexity sepa-
ration, which incidentally turns out to have intricate connection to other areas of computer science
and combinatorics. Our main results can be summarized as follows: 1) Through our homologi-
cal framework, we recover Marvin Minsky and Seymour Papert’s classical result that polynomial
threshold functions do not compute parity unless degree is maximal [12], and in fact we discover
multiple proofs, each “coresponding to a different hole”; the consideration of lower dimension holes
yields a maximal principle for polynomial threshold functions that is used to extend Minsky and
Papert’s result to arbitrary symmetric functions [3]. 2) We show that an algebraic/homological
2
1 INTRODUCTION
quantity arising in our framework, the homological dimension dimh A of a class A, upper bounds the
VC dimension dimVC A of A. Informally, this translates to the following remarkable statement: “The
highest dimension of any holes in SA or its sections upper bounds the number of samples needed
to learn an unknown function from A, up to multiplicative constants.” We furthermore show that
equality holds in many common cases in computation (for classes like polynomial thresholds, F2
linear functionals, etc) or in algebra (when the Stanley-Reisner ring of SA is Cohen-Macaulay). 3)
We formulate the Homological Farkas Lemma, which characterizes by homological conditions when
a linear subspace intersects the interior of the positive cone, and obtain a proof for free from our
homological theory of functions.
While the innards of our theory relies on homological algebra and algebraic topology, we give
an extended introduction in the remainder of this section to the flavor of our ideas in what follows,
assuming only comfort with combinatorics, knowledge of basic topology, and a geometric intuition
for “holes.” A brief note about notation: [n] denotes the set {0, . . . , n − 1}, and [n → m] denotes
the set of functions from domain [n] to codomain [m]. The notation f :⊆ A→ B specifies a partial
function from domain A to codomain B. † represents the partial function with empty domain.
1.2 An Embarassingly Simple Example
Let linfund ∼= (Fd2)∗ be the class of linear functionals of a d-dimensional vector space V over F2. If
d ≥ 2, then linfund does not compute the indicator function I1 of the singleton set {1 := 11 · · · 1}.
This is obviously true, but let’s try to reason via a “homological way.” This will provide intuition
for the general technique and set the stage for similar analysis in more complex settings.
Let g : 0 → 0,1 → 1. Observe that for every partial linear functional h ⊃ g strictly extending
g, I1 intersects h nontrivially. (Because I1 is zero outside of g, and every such h must send at least
one element to zero outside of g). I claim this completes the proof.
Why?
Combinatorially, this is because if I1 were a linear functional, then for any 2-dimensional sub-
space W of V containing {0,1}, the partial function h :⊆ V → F2, dom h = W ,
h(u) =
{
g(u) if u ∈ dom g
1− I1(u) if u ∈ dom h \ dom g
is a linear functional, and by construction, does not intersect I1 on W \ {0,1}.
Homologically, we are really showing the following
The space associated to linfund, in its section by an affine subspace corre-
sponding to g, “has a hole” that is “filled up” when I1 is added to linfund.
“Wait, what? I’m confused. I don’t see anything in the proof resembling a hole?”
1.3 The Canonical Suboplex
OK. No problem. Let’s see where the holes come from.
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1.3 The Canonical Suboplex
[0 0] [0 1] [1 0] [1 1]
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1
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]
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]
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[
1
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[
1
1
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1
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(a) Step 1 and Step 2 for linfun′2. Step 1: Each simplex is
labeled with a function f ∈ linfun′2, represented as a row vector.
Step 2: Each vertex of each simplex is labeled by an input/output
pair, here presented in the form of a column vector to a scalar.
The collection of input/output pairs in a simplex Ff recovers the
graph of f . Each face of Ff has an induced partial function label,
given by the collection of input/output pairs on its vertices (not
explicitly shown).
[0 0] [0 1]
[1 0]
[1 1]
[
1
0
]
7→ 0
[
0
1
]
7→ 0
[
1
1
]
7→ 1
[
0
1
]
7→ 1
[
1
1
]
7→ 0
[
1
0
]
7→ 1
(b) Step 3 for linfun′2. The
simplices Ff are glued together
according to their labels. For ex-
ample, F[0 0] and F[0 1] are glued
together by their vertices with
the common label [1 0]T 7→ 0,
and not anywhere else because
no other faces share a common
label.
Figure 3
Let’s first define the construction of the simplicial complex SC associated to any function class
C, called the canonical suboplex. In parallel, we give the explicit construction in the case of
C = linfun′d := linfun2  {0 7→ 0}. This is the same class as linfun2, except we delete 0 from
the domain of every function. It gives rise to essentially the same complex as linfun2, and we will
recover Slinfun2 explicitly at the end.
Pick a domain, say [n] = {0, . . . , n− 1}. Let C ⊆ [n→ 2] be a class of boolean functions on [n].
We construct a simplicial complex SC as follows:
1. To each f ∈ C we associate an (n− 1)-dimensional simplex Ff ∼= 4n−1, which will be a facet
of SC.
2. Each of the n vertices of Ff is labeled by an input/output pair i 7→ f(i) for some i ∈ [n], and
each face G of Ff is labeled by a partial function f ⊆ f , whose graph is specified by the labels
of the vertices of G. See Figure 3a for the construction in Step 1 and Step 2 for linfun′2.
3. For each pair f, g ∈ C, Ff is glued together with Fg along the subsimplex G (in both facets)
with partial function label f ∩ g. See Figure 3b for the construction for linfun′2.
This is the simplicial complex associated to the class C, called the canonical suboplex SC of
C. Notice that in the case of linfun′d, the structure of “holes” is not trivial at all: Slinfun′d has 3
holes in dimension 1 but no holes in any other dimension. An easy way to visualize this it to pick
one of the triangular holes; If you put your hands around the edge, pull the hole wide, and flatten
the entire complex onto a flat plane, then you get Figure 4a.
It is easy to construct the canonical suboplex of linfund from that of linfun
′
d: Slinfund is just
a cone over Slinfun′d , where the cone vertex has the label [0 0]T 7→ 0 (Figure 4b). This is because
every function in linfund shares this input/output pair. Note that a cone over any base has no
hole in any dimension, because any hole can be contracted to a point in the vertex of the cone.
This is a fact we will use very soon.
Let’s give another important example, the class of all functions. If C = [n → 2], then one can
see that SC is isomorphic to the 1-norm unit sphere (also known as orthoplex) Sn−11 := {‖x‖1 =
4
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(a) The shape obtained by stretching Slinfun′d
along one of its triangular holes and then flatten
everything onto a flat plane. This deformation
preserves all homological information, and from
this picture we see easily that Slinfun′d has 3 holes,
each of dimension 1.
(b) The canonical suboplex of linfund is just
a cone over that of linfun′d. Here we show the
case d = 2.
Figure 4
0 7→ 1
0 7→ 0
1 7→ 1
1 7→ 0
2 7→ 1
2 7→ 0
(a) The canonical suboplex of
[3→ 2].
a 7→ b
SC
SC(a7→b)
(b) SC(a7→b) is an affine section
of SC.
(c) we may recover Slinfun′d as a
linear cut through the “torso” of
Slinfund .
Figure 5
1 : x ∈ Rn} (Figure 5a). For general C, SC can be realized as a subcomplex of Sn−11 . Indeed, for
C = linfun′2 ⊆ [3→ 2], it is easily seen that SC is a subcomplex of the boundary of an octahedron,
which is isomorphic to S21 .
Let C ⊆ [n→ 2], and let f :⊆ [n]→ [2] be a partial function. Define the filtered class C  f to
be
{g \ f : g ∈ C, g ⊇ f} ⊆ [[n] \ dom f → [2]]
Unwinding the definition: C  f is obtained by taking all functions of C that extend f and
ignoring the inputs falling in the domain of f.
The canonical suboplex SCf can be shown to be isomorphic to an affine section of SC, when the
latter is embedded as part of the L1 unit sphere S
n−1
1 . Figure 5b shows an example when f has
a singleton domain. Indeed, recall linfun′d is defined as linfund  {0 7→ 0}, and we may recover
Slinfun′d as a linear cut through the “torso” of Slinfund (Figure 5c).
“OK. I see the holes. But how does this have anything to do with our proof of
I1 6∈ linfund?”
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1.4 Nerve Lemma
Figure 6: A continuous deformation of Slinfun′2 into a complete graph with 4 vertices (where we ignore the
sharp bends of the “outer” edges).
Hold on tight! We are almost there.
First let me introduce a “duality principle” in algebraic topology called the Nerve Lemma.
Readers familiar with it can skip ahead to the next section.
1.4 Nerve Lemma
Note that the canonical suboplex of linfun′2 can be continuously deformed as shown in Figure 6 into
a 1-dimensional complex (a graph), so that all of the holes are still preserved. Such a deformation
produces a complex • whose vertices correspond exactly to the facets of the original complex, and
• whose edges correspond exactly to intersections of pairs of facets, all the while preserving the
holes of the original complex, and producing no new ones.
Such an intuition of deformation is vastly generalized by the Nerve Lemma:
Lemma 1.1 (Nerve Lemma (Informal)). Let U = {Ui}i be a “nice” cover (to be explained below)
of a topological space X. The nerve NU of U is defined as the simplicial complex with vertices
{Vi : Ui ∈ U}, and with simplices {Vi}i∈S for each index set S such that
⋂{Ui : i ∈ S} is nonempty.
Then, for each dimension d, the set of d-dimensional holes in X is bijective with the set of
d-dimensional holes in NU .
P
Figure 7: The open
star StP of vertex P
What kind of covers are nice? Open covers in general spaces, or sub-
complex covers in simplicial (or CW) complexes, are considered “nice”, if in
addition they satisfy the following requirements (acyclicity).
• Each set of the cover must have no holes.
• Each nontrivial intersection of a collection of sets must have no holes.
The example we saw in Figure 7 is an application of the Nerve Lemma for the
cover by facets. Another example is the star cover: For vertex V in a complex,
the open star StV of V is defined as the union of all open simplices whose
closure meets V (see Figure 7 for an example). If the cover U consists of the
open stars of every vertex in a simplicial complex X, then NU is isomorphic
to X as complexes.
OK! We are finally ready to make the connection to complexity!
6
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[
1
1
]
7→ 1
(a) The canonical suboplex of linfun2 
{[0 0]T 7→ 0, [1 1]T 7→ 1} is isomorphic to the
affine section as shown, and it has two discon-
nected components, and thus “a single zeroth di-
mensional hole.”
[
1
1
]
7→ 1
I1
(b) When we add I1 to linfund to obtain D :=
linfund∪{I1}, SDg now does not have any hole!
Figure 8
1.5 The Connection
It turns out that Slinfun′d = Slinfund(0 7→0) (a complex of dimension 2d − 2) has holes in dimension
d− 1. The proof is omitted here but will be given in Section 2.3.6. This can be clearly seen in our
example when d = 2 (Figure 4a), which has 3 holes in dimension d− 1 = 1. Furthermore, for every
partial linear functional h (a linear functional defined on a linear subspace), Slinfundh also has
holes, in dimension d− 1− dim(dom h). Figure 8a show an example for d = 2 and h = [1 1]T 7→ 1.
But when we add I1 to linfund to obtain D := linfund ∪ {I1}, SDg now does not have any
hole! Figure 8b clearly demonstrates the case d = 2. For general d, note that Slinfun′d has a “nice”
cover by the open stars
C := {StV : V has label u 7→ r for some u ∈ Fd2 \ {0} and r ∈ F2}.
When we added I1 to form D, the collection C′ := C ∪ 4I1 obtained by adding the simplex of I1
to C is a “nice” cover of SD. Thus the nerve NC′ has the same holes as SD, by the Nerve Lemma.
But observe that NC′ is a cone! . . . which is what our “combinatorial proof” of I1 6∈ linfund really
showed.
I1
Figure 9: The nerve NC′ over-
layed on D = linfun2 ∪ {I1}.
Note that NC′ is a cone over its
base of 2 points.
More precisely, a collection of stars S := {StV : V ∈ V} has
nontrivial intersection iff there is a partial linear functional extend-
ing the labels of each V ∈ V. We showed I1 intersects every partial
linear functional strictly extending g : 0 7→ 0,1 7→ 1. Therefore, a
collection of stars S in C′ intersects nontrivially iff⋂(S∪{4I1}) 6= ∅.
In other words, in the nerve of C′, 4I1 forms the vertex of a
cone over all other StV ∈ C. In our example of linfun2, this is
demonstrated in Figure 9.
Thus, to summarize, • NC′ , being a cone, has no holes. • By
the Nerve Lemma, SDg has no holes either. • Since Slinfundg has
holes, we know D 6= linfund, i.e. I1 6∈ linfund, as desired.
While this introduction took some length to explain the logic of
our approach, much of this is automated in the theory we develop
in this paper, which leverages existing works on Stanley-Reisner
theory and cellular resolutions.
***
7
1.6 Dimension theory
In our proof, we roughly did the following
• (Local) Examined the intersection of I1 with fragments of functions in linfund.
• (Global) Pieced together the fragments with nontrivial intersections with I1 to draw conclu-
sions about the “holes” I1 creates or destroys.
This is the local-global philosophy of this homological approach to complexity, inherited from
algebraic topology. This is markedly different from conventional wisdom in computer science, which
seeks to show that a function, such as f = 3sat, has some property that no function in a class,
say C = P, has. In that method, there is no global step that argues that some global property of C
changes after adding f into it.
Using our homological technique, we show, in Section 3, a proof of Minsky and Papert’s classical
result that the class polythrkd of polynomial thresholds of degree k in d variables does not contain
the parity function parityd unless k = d (Theorem 3.40). Homologically, there are many reasons.
By considering high dimensions, we deduce that Spolythrkd has a hole in dimension
∑k
i=0
(
d
i
)
that
is filled in by parityd. By considering low dimensions, we obtain a maximal principle for
polynomial threshold functions from which we obtain not only Minsky and Papert’s result but also
extensions to arbitrary symmetric functions. This maximal principle Theorem 3.51 says
Theorem 1.2 (Maximal Principle for Polynomial Threshold). Let C := polythrkd, and let f :
{−1, 1}d → {−1, 1} be a function. We want to know whether f ∈ C.
Suppose there exists a function g ∈ C (a “local maximum” for approximating g) such that
• for each h ∈ C that differs from g on exactly one input u, we have g(u) = f(u) = ¬h(u).
If g 6= f , then f 6∈ C. (In other words, if f ∈ C, then the “local maximum” g must be a “global
maximum”).
Notice that the maximal principle very much follows the local-global philosophy. The “local
maximum” condition is saying that when one looks at the intersection with f of g and its “neigh-
bors” (local), these intersections together form a hole that f creates when added to C (global). The
homological intuition, in more precise terms, is that a local maximum g 6= f ∈ C implies that the
filtered class C  (f ∩ g) consists of a single point with label g, so that when f is added to C, a
zero-dimensional hole is created.
We also obtain an interesting characterization of when a function can be weakly represented
by a degree bounded polynomial threshold function. A real function ϕ : U → R on a finite set
U is said to weakly represent a function f : U → {−1, 1} if ϕ(u) > 0 ⇐⇒ f(u) = 1 and
ϕ(u) < 0 ⇐⇒ f(u) = −1, but we don’t care what happens when ϕ(u) = 0. Our homological
theory of function essentially says that f ∈ polythrkd (“f is strongly representable by a polynomial
of degree k”) iff Spolythrkd∪{f}g has the same number of holes as Spolythrkdg in each dimension and
for each g. But, intriguingly, f is weakly representable by a polynomial of degree k iff Spolythrkd∪{f}
has the same number of holes as Spolythrkd in each dimension (Corollary 3.46) — in other words,
we only care about filtering by g = † but no other partial functions.
1.6 Dimension theory
Let C ⊆ [n→ 2]. The VC Dimension dimVC C of C is the size of the largest set U ⊆ [n] such that
C  U = {0, 1}U .
Consider the following setting of a learning problem: You have an oracle, called the sample
oracle, such that every time you call upon it, it will emit a sample (u, h(u)) from an unknown
8
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distribution P over u ∈ [n], for a fixed h ∈ C. This sample is independent of all previous and all
future samples. Your task is to learn the identity of h with high probability, and with small error
(weighted by P ).
A central result of statistical learning theory says roughly that
Theorem 1.3 ([10]). In this learning setting, one only needs O(dimVC C) samples to learn h ∈ C
with high probability and small error.
It is perhaps surprising, then, that the following falls out of our homological approach.
Theorem 1.4 (Colloquial version of Theorem 3.11). Let C ⊆ [n → 2]. Then dimVC C is upper
bounded by one plus the highest dimension, over any partial function g, of any hole in SCg. This
quantity is known as the homological dimension dimh C of C.
In fact, equality holds for common classes in the theory of computation like linfund and
polythrkd, and also when certain algebraic conditions hold. More precisely — for readers with
algebraic background —
Theorem 1.5 (Colloquial version of Corollary 3.34). dimVC C = dimh C if the Stanley-Reisner ring
of SC is Cohen-Macaulay.
These results suggest that our homological theory captures something essential about compu-
tation, that it’s not a coincidence that we can use “holes” to prove complexity separation.
1.7 Homological Farkas
Farkas’ Lemma is a simple result from linear algebra, but it is an integral tool for proving weak
and strong dualities in linear programming, matroid theory, and game theory, among many other
things.
Lemma 1.6 (Farkas’ Lemma). Let L ⊆ Rn be a linear subspace not contained in any coordinate
hyperplanes, and let P = {x ∈ Rn : x > 0} be the positive cone. Then either
• L intersects P , or
• L is contained in the kernel of a nonzero linear functional whose coefficients are all nonneg-
ative.
but not both.
Farkas’ Lemma is a characterization of when a linear subspace intersects the positive cone in
terms of linear conditions. An alternate view important in computer science is that Farkas’ Lemma
provides a linear certificate for when this intersection does not occur. Analogously, our Homolog-
ical Farkas’ Lemma will characterize such an intersection in terms of homological conditions, and
simultaneously provide a homological certificate for when this intersection does not occur.
Before stating the Homological Farkas’ Lemma, we first introduce some terminology.
For g : [n] → {1,−1}, let Pg ⊆ Rn denote the open cone whose points have signs given by
g. Consider the intersection 4g of Pg with the unit sphere Sn−1 and its interior 4˚g. 4˚g is
homeomorphic to an open simplex. For g 6= ¬1, define Λ(g) to be the union of the facets F of 4g
such that 4˚g and 4˚1 sit on opposite sides of the affine hull of F . Intuitively, Λ(g) is the part of
∂4g that can be seen from an observer in 4˚1 (illustrated by Figure 10a).
The following homological version of Farkas’ Lemma naturally follows from our homological
technique of analyzing the complexity of threshold functions.
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1.7 Homological Farkas
4¬1 4g 41
Λ(g)
(a) An example of a Λ(g). Intu-
itively, Λ(g) is the part of ∂4g
that can be seen from an ob-
server in 41.
4¬1
4g 41
Λ(g)
(b) An illustration of Homological Farkas’ Lemma. The hor-
izontal dash-dotted plane intersects the interior of 41, but its
intersection with any of the Λ(f), f 6= 1,¬1 has no holes. The
vertical dash-dotted plane misses the interior of 41, and we see
that its intersection with Λ(g) as shown has two disconnected
components.
Figure 10
Theorem 1.7 (Homological Farkas’ Lemma Theorem 3.43). Let L ⊆ Rn be a linear subspace.
Then either
• L intersects the positive cone P = P1, or
• L ∩ Λ(g) for some g 6= 1,¬1 is nonempty and has holes.
but not both.
Figure 10b illustrates an example application of this result.
One direction of the Homological Farkas’ Lemma has the following intuition. As mentioned
before, Λ(g) is essentially the part of ∂4g visible to an observer Tom in 4˚1. Since the simplex is
convex, the image Tom sees is also convex. Suppose Tom sits right on L (or imagine L to be a
subspace of Tom’s visual field). If L indeed intersects 4˚1, then for L ∩ Λ(g) he sees some affine
space intersecting a convex body, and hence a convex body in itself. Since Tom sees everything (i.e.
his vision is homeomorphic with the actual points), L ∩ Λ(g) has no holes, just as Tom observes.
In other words, if Tom is inside 4˚1, then he cannot tell Λ(g) is nonconvex by his vision alone,
for any g. Conversely, the Homological Farkas’ Lemma says that if Tom is outside of 4˚1 and if he
looks away from 4˚1, he will always see a nonconvex shape in some Λ(g).
As a corollary to Theorem 1.7, we can also characterize when a linear subspace intersects a region
in a linear hyperplane arrangement (Corollary 3.55), and when an affine subspace intersects a region
in an affine hyperplane arrangement (Corollary 3.56), both in terms of homological conditions. A
particular simple consequence, when the affine subspace either intersects the interior or does not
intersect the closure at all, is illustrated in Figure 11.
The rest of this paper is organized as follows. Section 2 builds the theory underlying our
complexity separation technique. Section 2.1 explains some of the conventions we adopt in this
work and more importantly reviews basic facts from combinatorial commutative algebra and collects
important lemmas for later use. Section 2.2 defines the central objects of study in our theory, the
Stanley-Reisner ideal and the canonical ideal of each function class. The section ends by giving a
characterization of when an ideal is the Stanley-Reisner ideal of a class. Section 2.3 discusses how
to extract homological data of a class from its ideals via cellular resolutions. We construct cellular
10
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g f
Λ(f)Λ(g)
1©
3© 2©
Figure 11: Example application of Corollary 3.57. Let the hyperplanes (thin lines) be oriented such that
the square S at the center is on the positive side of each hyperplane. The bold segments indicate the Λ of
each region. Line 1 intersects S, and we can check that its intersection with any bold component has no
holes. Line 2 does not intersect the closure S, and we see that its intersection with Λ(f) is two points, so
has a “zeroth dimension” hole. Line 3 does not intersect S either, and its intersection with Λ(g) consists of
a point in the finite plane and another point on the circle at infinity.
resolutions for the canonical ideals of many classes prevalent in learning theory, such as conjunctions,
linear thresholds, and linear functionals over finite fields. Section 2.4 briefly generalizes definitions
and results to partial function classes, which are then used in Section 2.5. This section explains,
when combining old classes to form new classes, how to also combine the cellular resolutions of the
old classes into cellular resolutions of the new classes.
Section 3 reaps the seeds we have sowed so far. Section 3.1 looks at notions of dimension, the
Stanley-Reisner dimension and the homological dimension, that naturally appear in our theory and
relates them to VC dimension, a very important quantity in learning theory. We observe that in
most examples discussed in this work, the homological dimension of a class is almost the same as
its VC dimension, and prove that the former is always at least the latter. Section 3.2 characterizes
when a class has Stanley-Reisner ideal and canonical ideal that induce Cohen-Macaulay rings, a
very well studied type of rings in commutative algebra. We define Cohen-Macaulay classes and show
that their homological dimensions are always equal to their VC dimensions. Section 3.3 discusses
separation of computational classes in detail, and gives simple examples of this strategy in action.
Here a consequence of our framework is the Homological Farkas Lemma. Section 3.4 formulates
and proves the maximal principle for threshold functions, and derives an extension of Minsky and
Papert’s result for general symmetric functions. Section 3.5 further extends Homological Farkas
Lemma to general linear or affine hyperplane arrangements. Section 3.6 examines a probabilistic
interpretation of the Hilbert function of the canonical ideal, and shows its relation to hardness of
approximation.
Finally, Section 5 considers major questions of our theory yet to be answered and future direc-
tions of research.
2 Theory
2.1 Background and Notation
In this work, we fix k to be an arbitrary field. We write N = {0, 1, . . . , } for the natural numbers.
Let n,m ∈ N and A,B be sets. The notation f :⊆ A → B specifies a partial function f whose
domain dom f is a subset of A, and whose codomain is B. The words “partial function” will often
be abbreviated “PF.” We will use Sans Serif font for partial (possibly total) functions, ex. f, g, h,
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but will use normal font if we know a priori a function is total, ex. f, g, h. We denote the empty
function, the function with empty domain, by †. We write [n] for the set {0, 1, . . . , n−1}. We write
[A→ B] for the set of total functions from A to B and [⊆ A→ B] for the set of partial functions
from A to B. By a slight abuse of notation, [n→ m] (resp. [⊆ n→ m] is taken to be a shorthand
for [[n] → [m]] (resp. [⊆ [n] → [m]]). The set [2d] is identified with [2]d via binary expansion (ex:
5 ∈ [24] is identified with (0, 1, 0, 1) ∈ [2]4). A subset of [A → B] (resp. [⊆ A → B]) is referred to
as a class (resp. partial class), and we use C, D (resp. C,D), and so on to denote it. Often, a bit
vector v ∈ [2d] will be identified with the subset of [d] of which it is the indicator function.
For A ⊆ B, relative set complement is written B \ A; when B is clearly the universal set from
context, we also write Ac for the complement of A inside B. If {a, b} is any two-element set, we
write ¬a = b and ¬b = a.
Denote the n-dimensional simplex {v ∈ Rn : ∑i vi = 1} by 4n. Let X,Y be topological spaces
(resp. simplicial complexes, polyhedral complexes). The join of X and Y as a topological space
(resp. simplicial complex, polyhedral complex) is denoted by X ? Y . We abbreviate the quotient
X/∂X to X/∂.
We will use some terminologies and ideas from matroid theory in Section 2.3.5 and Section 3.3.
Readers needing more background can consult the excellently written chapter 6 of [22].
2.1.1 Combinatorial Commutative Algebra
Here we review the basic concepts of combinatorial commutative algebra. We follow [11] closely.
Readers familiar with this background are recommended to skip this section and come back as
necessary; the only difference in presentation from [11] is that we say a labeled complex is a cellular
resolution when in more conventional language it supports a cellular resolution.
Let k be a field and S = k[x] be the polynomial ring over k in n indeterminates x = x0, . . . , xn−1.
Definition 2.1. A monomial in k[x] is a product xa = xa00 · · ·xan−1n−1 for a vector a = (a0, . . . , an−1) ∈
Nn of nonnegative integers. Its support supp xa is the set of i where ai 6= 0. We say xa is square-
free if every coordinate of a is 0 or 1. We often use symbols σ, τ , etc for squarefree exponents, and
identify them with the corresponding subset of [n].
An ideal I ⊆ k[x] is called a monomial ideal if it is generated by monomials, and is called a
squarefree monomial ideal if it is generated by squarefree monomials.
Let ∆ be a simplicial complex.
Definition 2.2. The Stanley-Reisner ideal of ∆ is defined as the squarefree monomial ideal
I∆ = 〈xτ : τ 6∈ ∆〉
generated by the monomials corresponding the nonfaces τ of ∆. The Stanley-Reisner ring of ∆
is the quotient ring S/I∆.
Definition 2.3. The squarefree Alexander dual of squarefree monomial ideal I = 〈xσ1 , . . . ,xσr〉
is defined as
I? = mσ1 ∩ · · · ∩mσr .
If ∆ is a simplicial complex and I = I∆ its Stanley-Reisner ideal, then the simplicial complex ∆
?
Alexander dual to ∆ is defined by I∆? = I
?
∆.
Proposition 2.4 (Prop 1.37 of [11]). The Alexander dual of a Stanley-Reisner ideal I∆ can in fact
be described as the ideal 〈xτ : τ c ∈ ∆〉, with minimal generators xτ where τ c is a facet of ∆.
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Definition 2.5. The link of σ inside the simplicial complex ∆ is
linkσ ∆ = {τ ∈ ∆ : τ ∪ σ ∈ ∆ & τ ∩ σ = ∅},
the set of faces that are disjoint from σ but whose unions with σ lie in ∆.
Definition 2.6. The restriction of ∆ to σ is defined as
∆  σ = {τ ∈ ∆ : τ ⊆ σ}.
Definition 2.7. A sequence
F• : 0← F0 φ1←− F1 ← · · · ← Fl−1 φl←− Fl ← 0
of maps of free S-modules is called a complex if φi ◦ φi+1 = 0 for all i. The complex is exact in
homological degree i if kerφi = imφi+1. When the free modules Fi are Nn-graded, we require that
each homomorphism φi to be degree-preserving.
Let M be a finitely generated Nn-graded module M . We say F• is a free resolution of M over
S if F• is exact everywhere except in homological degree 0, where M = F0/ imφ1. The image in
Fi of the homomorphism φi+1 is the ith syzygy module of M . The length of F• is the greatest
homological degree of a nonzero module in the resolution, which is l here if Fl 6= 0.
The following lemma says that if every minimal generator of an ideal J is divisible by x0, then
its resolutions are in bijection with the resolutions of J/x0, the ideal obtained by forgetting variable
x0.
Lemma 2.8. Let I ⊆ S = k[x0, . . . , xn−1] be a monomial ideal generated by monomials not divisible
by x0. A complex
F• : 0← F0 ← F1 ← · · · ← Fl−1 ← Fl ← 0
resolves x0I iff for S/x0 = k[x1, . . . , xn−1],
F• ⊗S S/x0 : 0← F0/x0 ← F1/x0 ← · · · ← Fl−1/x0 ← Fl/x0 ← 0
resolves I ⊗S S/x0.
Definition 2.9. Let M be a finitely generated Nn-graded module M and
F• : 0← F0 ← F1 ← · · · ← Fl−1 ← Fl ← 0
be a minimal graded free resolution of M . If Fi =
⊕
a∈Nn S(−a)βi,a , then the ith Betti number
of M in degree a is the invariant βi,a = βi,a(M).
Proposition 2.10 (Lemma 1.32 of [11]). βi,a(M) = dimk Tor
S
i (k,M)a.
Proposition 2.11 (Hochster’s formula, dual version). All nonzero Betti numbers of I∆ and S/I∆
lie in squarefree degrees σ, where
βi,σ(I∆) = βi+1,σ(S/I∆) = dimk H˜i−1(linkσc ∆∗;k).
Proposition 2.12 (Hochster’s formula). All nonzero Betti numbers of I∆ and S/I∆ lie in squarefree
degrees σ, where
βi−1,σ(I∆) = βi,σ(S/I∆) = dimk H˜ |σ|−i−1(∆  σ;k).
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Note that since we are working over a field k, the reduced cohomology can be replaced by
reduced homology, since these two have the same dimension.
Instead of algebraically constructing a resolution of an ideal I, one can sometimes find a labeled
simplicial complex whose simplicial chain is a free resolution of I. Here we consider a more general
class of complexes, polyhedral cell complexes, which can have arbitrary polytopes as faces instead
of just simplices.
Definition 2.13. A polyhedral cell complex X is a finite collection of convex polytopes, called
faces or cells of X, satisfying two properties:
• If P is a polytope in X and F is a face of P, then F is in X.
• If P and Q are in X, then P ∩Q is a face of both P and Q.
In particular, if X contains any point, then it contains the empty cell ∅, which is the unique cell
of dimension −1.
Each closed polytope P in this collection is called a closed cell of X; the interior of such a
polytope, written P˚, is called an open cell of X. By definition, the interior of any point polytope
is the empty cell.
The complex with only the empty cell is called the irrelevant complex. The complex with
no cell at all is called the void complex.
The void complex is defined to have dimension −∞; any other complex X is defined to have
dimension dim(X) equal to the maximum dimension of all of its faces.
Examples include any polytope or the boundary of any polytope.
Each polyhedral cell complex X has a natural reduced chain complex, which specializes to the
usual reduced chain complex for simplicial complexes X.
Definition 2.14. Suppose X is a labeled cell complex, by which we mean that its r vertices
have labels that are vectors a1, . . . ,ar in Nr. The label aF on an arbitrary face F of X is defined
as the coordinatewise maximum maxi∈F ai over the vertices in F . The monomial label of the
face F is xaF . In particular, the empty face ∅ is labeled with the exponent label 0 (equivalently,
the monomial label 1 ∈ S). When necessary, we will refer explicitly to the labeling function λ,
defined by λ(F ) = aF , and express each labeled cell complex as a pair (X,λ).
Definition 2.15. Let X be a labeled cell complex. The cellular monomial matrix supported
on X uses the reduced chain complex of X for scalar entries, with the empty cell in homological
degree 0. Row and column labels are those on the corresponding faces of X. The cellular free
chain complex FX supported on X is the chain complex of Nn-graded free S-modules (with basis)
represented by the cellular monomial matrix supported on X. The free complex FX is a cellular
resolution if it has homology only in degree 0. We sometimes abuse notation and say X itself is
a cellular resolution if FX is.
Proposition 2.16. Let (X,λ) be a labeled complex. If FX is a cellular resolution, then it resolves
S/I where I = 〈xaV : V ∈ X is a vertex}. FX is in addition minimal iff for each cell F of X,
λ(F ) 6= λ(G) for each face G of F .
Proposition 2.17. If X is a minimal cellular resolution of S/I, then βi,a(I) is the number of
i-dimensional cells in X with label a.
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Given two vectors a,b ∈ Nn, we write a  b and say a precedes b, b − a ∈ Nn. Similarly, we
write a ≺ b if a  b but a 6= b. Define Xa = {F ∈ X : aF  a} and X≺a = {F ∈ X : aF ≺ a}.
Let us say a cell complex is acyclic if it is either irrelevant or has zero reduced homology. In
the irrelevant case, its only nontrivial reduced homology lies in degree −1.
Lemma 2.18 (Prop 4.5 of [11]). X is a cellular resolution iff Xb is acyclic over k for all b ∈ Nn.
For X with squarefree monomial labels, this is true iff Xb is acyclic over k for all b ∈ [2]n.
When FX is acyclic, it is a free resolution of the monomial quotient S/I where I = 〈xav : v ∈
X is a vertex〉 generated by the monomial labels on vertices.
It turns out that even if we only have a nonminimal cellular resolution, it can still be used to
compute the Betti numbers.
Proposition 2.19 (Thm 4.7 of [11]). If X is a cellular resolution of the monomial quotient S/I,
then the Betti numbers of I can be calculated as
βi,b(I) = dimk H˜i−1(X≺b : k)
as long as i ≥ 1.
Lemma 2.18 and Proposition 2.19 will be used repeatedly in the sequel.
We will also have use for the dual concept of cellular resolutions, cocellular resolutions, based
on the cochain complex of a polyhedral cell complex.
Definition 2.20. Let X ′ ⊆ X be two polyhedral cell complexes. The cochain complex C•(X,X ′;k)
of the cellular pair (X,X ′) is defined by the exact sequence
0→ C•(X,X ′;k)→ C•(X;k)→ C•(X ′;k)→ 0.
The ith relative cohomology of the pair is H i(X,X ′;k) = H iC•(X,X ′;k).
Definition 2.21. Let Y be a cell complex or a cellular pair. Then Y is called weakly colabeled
if the labels on faces G ⊆ F satisfy aG  aF . In particular, if Y has an empty cell, then it must
be labeled as well. Y is called colabeled if, in addition, every face label aG equals the join
∨
aF
of all the labels on facets F ⊇ G. Again, when necessary, we will specifically mention the labeling
function λ(F ) = aF and write the cell complex (or pair) as (Y, λ).
We have the following well known lemma from the theory of CW complexes.
Lemma 2.22. Let X be a cell complex. A collection R of open cells in X is a subcomplex of X iff⋃R is closed in X.
If Y = (X,X ′) is a cellular pair, then we treat Y as the collection of (open) cells in X \ X ′,
for the reason that Ci(X,X ′,k) has as a basis the set of open cells of dimension i in X \ X ′. As
Y being a complex is equivalent to Y being the pair (Y, {}) (where {} is the void subcomplex), in
the sense that the reduced cochain complex of Y is isomorphic to the cochain complex of the pair
(Y, {}), we will only speak of cellular pairs from here on when talking about colabeling.
Definition 2.23. Let Y = (X,A) be a cellular pair and U a subcollection of open cells of Y . We
say U is realized by a subpair (X ′, A′) ⊆ (X,A) (i.e. X ′ ⊆ X,A′ ⊆ A) if U is the collection of
open cells in X ′ \A′.
Definition 2.24. Define Yb (resp. Y≺b and Yb) as the collection of open cells with label  b
(resp. ≺ b and b).
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We often consider Yb, Y≺b, and Yb as subspaces of Y , the unions of their open cells.
Proposition 2.25. Let Y be a cellular pair and U = Yb (resp. Y≺b and Yb). Then U is realized
by the pair (U , ∂U), where the first of the pair is the closure of U as a subspace in Y , and the second
is the partial boundary ∂U := U \ U .
Proof. See Appendix A.
Note that if X ′ is the irrelevant complex, then H i(X,X ′;k) = H i(X;k), the unreduced coho-
mology of X. If X ′ is the void complex, then H i(X,X ′;k) = H˜ i(X;k), the reduced cohomology of
X. Otherwise X ′ contains a nonempty cell, and it is well known that H i(X,X ′;k) ∼= H˜ i(X/X ′;k).
In particular, when X ′ = X, H i(X,X ′;k) ∼= H˜ i(•;k) = 0.
Definition 2.26. Let Y be a cellular pair (X,X ′), (weakly) colabeled. The (weakly) cocellular
monomial matrix supported on Y has the cochain complex C•(Y ;k) for scalar entries, with top
dimensional cells in homological degree 0. Its row and column labels are the face labels on Y .
The (weakly) cocellular free complex FY supported on Y is the complex of Nn-graded free
S-modules (with basis) represented by the cocellular monomial matrix supported on Y . If FY is
acyclic, so that its homology lies only in degree 0, then FY is a (weakly) cocellular resolution.
We sometimes abuse notation and say Y is a (weakly) cocellular resolution if FY is.
Proposition 2.27. Let (Y, λ) be a (weakly) colabeled complex or pair. If FY is a (weakly) cocellular
resolution, then FY resolves I = 〈xaF : F is a top dimensional cell of Y 〉. It is in addition minimal
iff for each cell F of Y , λ(F ) 6= λ(G) for each cell G strictly containing F .
We say a cellular pair (X,X ′) is of dimension d if d is the maximal dimension of all (open) cells
in X \X ′. If Y is a cell complex or cellular pair of dimension d, then a cell F of dimension k with
label aF corresponds to a copy of S at homological dimension d− k with degree xaF . Therefore,
Proposition 2.28. If Y is a d-dimension minimal (weakly) cocellular resolution of ideal I, then
βi,a(I) is the number of (d− i)-dimensional cells in Y with label a.
We have an acyclicity lemma for cocellular resolutions similar to Lemma 2.18
Lemma 2.29. Let Y = (X,A) be a weakly colabeled pair of dimension d. For any U ⊆ X, write U
for the closure of U inside X. Y is a cocellular resolution iff for any exponent sequence a, K := Ya
satisfies one of the following:
1) The partial boundary ∂K := K \ K contains a nonempty cell, and H i(K, ∂K) is 0 for all
i 6= d and is either 0 or k when i = d, or
2) The partial boundary ∂K is void (in particular does not contain the empty cell), and H˜ i(K)
is 0 for all i 6= d and is either 0 or k when i = d, or
3) K is void.
Proof. See Appendix A.
Lemma 2.30. Suppose Y = (X,A) is a weakly colabeled pair of dimension d. If Y supports a
cocellular resolution of the monomial ideal I, then the Betti numbers of I can be calculated for all
i as
βi,b(I) = dimkH
d−i(Y b, ∂Yb;k).
Proof. See Appendix A.
Like with boundaries, we abbreviate the quotient K/∂K to K/∂, so in particular, the equation
above can be written as
βi,b(I) = dimk H˜
d−i(Yb/∂;k).
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(a) linfun1 suboplex. Dashed lines indicate facets
of the complete suboplex not in Slinfun1 . Label 00 is
the identically zero function; label 01 is the identity
function.
(b) Slinfun2 is a cone of what is shown, which is a sub-
complex of the boundary complex of an octahedron.
The cone’s vertex has label ((0, 0), 0), so that every
top dimensional simplex meets it, because every linear
functional sends (0, 0) ∈ (F2)2 to 0.
Figure 12: linfun1 and linfun2 suboplexes.
2.2 The Canonical Ideal of a Function Class
Definition 2.31. An n-dimensional orthoplex (or n-orthoplex for short) is defined as any polytope
combinatorially equivalent to {x ∈ Rn : ‖x‖1 ≤ 1}, the unit disk under the 1-norm in Rn. Its
boundary is a simplicial complex and has 2n facets. A fleshy (n − 1)-dimensional suboplex,
or suboflex is the simplicial complex formed by any subset of these 2n facets. The complete
(n − 1)-dimensional suboplex is defined as the suboplex containing all 2n facets. In general, a
suboplex is any subcomplex of the boundary of an orthoplex.
For example, a 2-dimensional orthoplex is equivalent to a square; a 3-dimensional orthoplex is
equivalent to an octahedron.
Let C ⊆ [n → 2] be a class of finite functions. There is a natural fleshy (n − 1)-dimensional
suboplex SC associated to C. To each f ∈ C we associate an (n−1)-dimensional simplex Ff ∼= 4n−1,
which will be a facet of SC. Each of the n vertices of Ff is labeled by a pair (i, f(i)) for some i ∈ [n],
and each face G of Ff is labeled by a partial function f ⊆ f , whose graph is specified by the labels
of the vertices of G. For each pair f, g ∈ C, Ff is glued together with Fg along the subsimplex G
(in both facets) with partial function label f ∩ g. This produces SC, which we call the canonical
suboplex of C.
Example 2.32. Let [n → 2] be the set of boolean functions with n inputs. Then S[n→2] is the
complete (n − 1)-dimensional suboplex. Each cell of S[n→2] is association with a unique partial
function f :⊆ [n]→ [2], so we write Ff for such a cell.
Example 2.33. Let f ∈ [n→ 2] be a single boolean function with domain [n]. Then S{f} is a single
(n− 1)-dimensional simplex.
Example 2.34. Let linfun2d ⊆ [2d → 2] be the class (F2)d∗ of linear functionals mod 2. Figure 12
shows Slinfun2d for d = 1 and d = 2.
The above gluing construction actually make sense for any C ⊆ [n→ m] (with general codomain
[m]), even though the resulting simplicial complex will no longer be a subcomplex of S[n→2]. How-
ever, we will still call this complex the canonical suboplex of C and denote it SC as well. We
name any such complex an m-suboplex. The (n− 1)-dimensional m-suboplex S[n→m] is called the
complete (n− 1)-dimensional m-suboplex.
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The canonical suboplex of C ⊆ [n → m] can be viewed as the object generated by looking at
the metric space Cp on C induced by a probability distribution p on [n], and varying p over all
distributions in 4n−1. This construction seems to be related to certain topics in computer science
like derandomization and involves some category theoretic techniques. It is however not essential
to the homological perspective expounded upon in this work, and thus its details are relegated to
the appendix (See Appendix B).
Definition 2.35. Let C ⊆ [n → m]. Write S for the polynomial ring k[x] with variables xi,j for
i ∈ [n], j ∈ [m]. We call S the canonical base ring of C. The Stanley-Reisner ideal IC of C
is defined as the Stanley-Reisner ideal of SC with respect to S, such that xi,j is associated to the
“vertex” (i, j) of SC (which might not actually be a vertex of SC if no function f in C computes
f(i) = j).
The canonical ideal I?C of C is defined as the Alexander dual of its Stanley-Reisner ideal.
By Proposition 2.4, the minimal generators of I?C are monomials x
σ where σc is the graph of a
function in C. Let us define Γf to be the complement of graph f in [n]× [m] for any partial function
f :⊆ [n] → [m]. Therefore, I?C is minimally generated by the monomials {xΓf : f ∈ C}. When the
codomain [m] = [2], Γf = graph(¬f), the graph of the negation of f , so we can also write
I?C = 〈xgraph¬f : f ∈ C〉.
Example 2.36. Let [n → 2] be the set of boolean functions with domain [n]. Then I[n→2] is the
ideal 〈xi,0xi,1 : i ∈ [n]〉, and I?[n→2] is the ideal 〈xΓf : f ∈ [n→ 2]〉 = 〈xgraph g : g ∈ [n→ 2]〉.
Example 2.37. Let f ∈ [n→ 2]. The singleton class {f} has Stanley-Reisner ideal 〈xi,¬f(i) : i ∈ [n]〉
and canonical ideal 〈xΓf 〉.
The Stanley-Reisner ideal IC of a class C has a very concrete combinatorial interpretation.
Proposition 2.38. Let C ⊆ [n→ m]. IC is generated by all monomials of the following forms:
1. xu,ixu,j for some u ∈ [n], i 6= j ∈ [m], or
2. xgraph f for some partial function f :⊆ [n]→ [m] such that f has no extension in C, but every
proper restriction of f does.
It can be helpful to think of case 1 as encoding the fact that C is a class of functions, and so for
every function f , f sends u to at most one of i and j. For this reason, let us refer to monomials
of the form xu,ixu,j , i 6= j as functional monomials with respect to S and write FMS , or FM
when S is clear from context, for the set of all functional monomials. Let us also refer to a PF f
of the form appearing in case 2 as an extenture of C, and denote by ex C the set of extentures of
C. In this terminology, Proposition 2.38 says that IC is minimally generated by all the functional
monomials and xgraph f for all extentures f ∈ ex C.
Proof. The minimal generators of IC are monomials x
a ∈ IC such that xa/xu,i 6∈ IC for any (u, i) ∈ a.
By the definition of IC, a is a nonface, but each subset of a is a face of the canonical suboplex SC
of C. Certainly pairs of the form {(u, i), (u, j)} for u ∈ [n], i 6= j ∈ [m] are not faces of SC, but each
strict subset of it is a face unless (u, i) 6∈ SC or (u, j) 6∈ SC. In either case x(u,i) or x(u,j) or fall into
case 2. If a minimal generator ω is not a pair of such form, then its exponent b cannot contain
such {(u, i), (u, j)} either, or else r is divisible by xu,ixu,j . Therefore b is the graph of a partial
function f :⊆ [n → m]. In particular, there is no f ∈ C extending f, or else graph f is a face of SC.
But every proper restriction of f must have an extension in C. Thus ω is of the form stated in the
proposition. One can also quickly see that xgraph f for any such f is a minimal generator of IC.
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Taking the minimal elements of the above set, we get the following
Proposition 2.39. The minimal generators of C ⊆ [n→ m] are
{xΓf : f ∈ ex C} ∪ {xu,ixu,j ∈ FM : (u 7→ i) 6∈ ex C, (u 7→ j) 6∈ ex C}.
Are all ideals with minimal generators of the above form a Stanley-Reisner ideal of a function
class? It turns out the answer is no. If we make suitable definitions, the above proof remains valid
if we replace C with a class of partial functions (see Proposition 2.85). But there is the following
characterization of the Stanley-Reisner ideal of a (total) function class.
Proposition 2.40. Let I ⊆ S be an ideal minimally generated by {xgraph f : f ∈ F} ∪ {xu,ixu,j ∈
FM : (u 7→ i) 6∈ F , (u 7→ j) 6∈ F} for a set of partial functions F . Then I is the Stanley-Reisner
ideal of a class of total functions C precisely when
For any subset F ⊆ F , if F (u) defined as {f(u) : f ∈ F, u ∈ dom f} is
equal to [m] for some u ∈ [n], then either |F (v)| > 1 for some v 6= u
in [n], or
∨uF :=
⋃
f∈F ,u∈dom f
f  (dom f \ {u})
is a partial function extending some h ∈ F .
(?)
Lemma 2.41. For I minimally generated as above, I = IC for some C iff for any partial f :⊆ [n]→
[m], xgraph f 6∈ I implies xgraph f 6∈ I for some total f extending f.
Proof of Lemma 2.41. Let ∆I be the Stanley-Reisner complex of I. Then each face of ∆I is the
graph of a partial function, as I has all functional monomials as generators. A set of vertices σ is
a face iff xσ 6∈ I. I = IC for some I iff ∆I is a generalized suboflex, iff the maximal cells of ∆I are
all (n − 1)-dimensional simplices, iff every cell is contained in such a maximal cell, iff xgraph f 6∈ I
implies xgraph f 6∈ I for some total f extending f.
Proof of Proposition 2.40. (⇒). We show the contrapositive. Suppose for some F ⊆ F and u ∈ [n],
F (u) = [m] but |F (v)| ≤ 1 for all v 6= u and g := ∨uF does not extend any f ∈ F . Then xgraph g 6∈ I,
and every total f ⊇ g must contain one of f ∈ F , and so xgraph f ∈ I. Therefore I 6= IC for any C.
(⇐). Suppose (?) is true. We show that for any nontotal function f :⊆ [n] → [m] such that
xgraph f 6∈ I, there is a PF h that extends f by one point, such that xgraph h 6∈ I. By simple induction,
this would show that I = IC for some C.
Choose u 6∈ dom f. Construct F := {g ∈ F : u ∈ dom g, f ⊇ g  (dom g \ {u})}.
If F (u) 6= [m], then we can pick some i 6∈ F (u), and set h(u) = i and h(v) = f(v),∀v 6= u. If
h ⊇ k for some k ∈ F , then k ∈ F , but then k(u) 6= h(u) by assumption. Therefore h does not
extend any PF in F , and xgraph h 6∈ I.
If F (u) = [m], then by (?), either |F (v)| > 1 for some v 6= u or ∨uF extends some h ∈ F . The
former case is impossible, as f ⊇ g  (dom g \ {u}) for all g ∈ F . The latter case is also impossible,
as it implies that xgraph f ∈ I.
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2.3 Resolutions
Sometimes we can find the minimal resolution of the Stanley-Reisner ideal of a class. For example,
consider the complete class [n → 2]. Its Stanley-Reisner ideal is 〈xi,0xi,1 : i ∈ [n]〉 as explained in
Example 2.36.
Theorem 2.42. Let X be an (n− 1)-simplex, whose vertex i is labeled by monomial xi,0xi,1. Then
X is a minimal cellular resolution of S/I[n→2].
Proof. The vertex labels of X generate I[n→2], and each face label is distinct from other face labels,
so if X is a cellular resolution, then it resolves S/I[n→2] and is minimal. Therefore it suffices to show
that FX is exact. By Lemma 2.18, we need to show that Xb is acyclic over k for all b ⊆ [n]× [2].
Xb can be described as the subcomplex generated by the vertices {i : (i, 0), (i, 1) ∈ b}, and hence
is a simplex itself and therefore contractible. This completes the proof.
Corollary 2.43. The Betti numbers of I[n→2] are nonzero only at degrees of the form
σ =
∏
i∈U
xi,0xi,1
for subset U ⊆ [n]. In such cases,
βi,σ(I[n→2]) = I(i = |U | − 1).
Similar reasoning also gives the minimal resolution of any singleton class.
Theorem 2.44. Suppose f ∈ [n → 2]. Let X be an (n − 1)-simplex, whose vertex i is labeled by
variable xi,¬f(i). Then X is a minimal cellular resolution of S/I{f}.
Corollary 2.45. The Betti numbers of I{f} are nonzero only at degrees of the form
σ =
∏
i∈U
xi,¬f(i)
for subset U ⊆ [n]. In such cases,
βi,σ(I{f}) = I(i = |U | − 1).
However, in general, minimally resolving the Stanley-Reisner ideal of a class seems difficult.
Instead, we turn to the canonical ideal, which appears to more readily yield cellular resolutions,
and as we will see, whose projective dimension corresponds to the VC dimension of the class under
an algebraic condition. For example, a single point with label xΓf minimally resolves S/I?{f} for
any f ∈ [n→ 2].
We say (X,λ) is a cellular resolution of a class C if (X,λ) is a cellular resolution of S/I?C .
In the following, we construct the cellular resolutions of many classes that are studied in Compu-
tational Learning Theory. As a warmup, we continue our discussion of [n → 2] by constructing a
cellular resolution of its canonical ideal.
Theorem 2.46. Let P be the n-dimensional cube [0, 1]n, where vertex v ∈ [2]n is labeled with the
monomial
∏n
i=1 xi,vi. Then P minimally resolves [n→ 2].
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Proof. We first show that this labeled cell complex on the cube is a cellular resolution. Let σ ⊆
[n] × [2]. We need to show that Pσ is acyclic. If for some i, (i, 0) 6∈ σ & (i, 1) 6∈ σ, then Pσ is
empty and thus acyclic. Otherwise, σc defines a partial function f :⊆ [n] → [2]. Then Pσ is the
“subcube”
{v ∈ [0, 1]n : vi = ¬f(i),∀i ∈ dom f},
and is therefore acyclic. This shows that P is a resolution. It is easy to see that all faces of P have
unique labels in this form, and hence the resolution is minimal as well.
P resolves S/I?[n→2] by Example 2.36
The above proof readily yields the following description of [n→ 2]’s Betti numbers.
Corollary 2.47. The Betti numbers for I?[n→2] are nonzero only at degrees of the form Γf for partial
functions f :⊆ [n]→ [2]. More precisely,
βi,Γf(I
?
[n→2]) = I(| dom f | = n− i)
We made a key observation in the proof of Theorem 2.46, that when neither (i, 0) nor (i, 1) is
in σ for some i, then Pσ is empty and thus acyclic. A generalization to arbitrary finite codomains
is true for all complexes X we are concerned with:
Lemma 2.48. Let (X,λ) be a labeled complex in which each vertex i is labeled with Γfi for partial
function fi : [n] → [m]. Then the face label λ(F ) for a general face F is Γ
(⋂
i∈F fi
)
. A fortiori
Xσ is empty whenever σ is not of the form Γg for some partial function g :⊆ [n]→ [m].
Proof. Treating the exponent labels, which are squarefree, as sets, we have
λ(F ) =
⋃
i∈F
Γfi =
⋃
i∈F
(graph fi)
c =
(
graph
⋂
i∈F
fi
)c
= Γ
(⋂
i∈F
fi
)
If σ is not of the form Γg, then for some a ∈ [n] and b 6= b′ ∈ [m], (a, b), (a, b′) 6∈ σ. But every
exponent label is all but at most one of the pairs (a, ∗). So Xσ is empty.
If we call a complex as described in the lemma partial-function-labeled, or PF-labeled for
short, then any PF-labeled complex has a set of partial function labels, or PF labels for short,
along with its monomial/exponent labels. If fF denotes the partial function label of face F and aF
denotes the exponent label of face F , then they can be interconverted via
aF = ΓfF fF = a
c
F
where on the right we identify a partial function with its graph. Lemma 2.48 therefore says that
F ⊆ G implies fF ⊇ fG, and fF =
⋂
i∈F fi, for faces F and G. When we wish to be explicit about the
PF labeling function, we use the symbol µ, such that µ(F ) = fF , and refer to labeled complexes as
pairs (X,µ) or triples (X,λ, µ). We can furthermore reword Lemma 2.18 for the case of PF-labeled
complexes. Write X⊇f (resp. X⊃f) for the subcomplex with partial function labels weakly (resp.
strictly) extending f.
Lemma 2.49. A PF-labeled complex X is a cellular resolution iff X⊇f is acyclic over k for all
partial functions f.
A PF-colabeled complex or pair is defined similarly. The same interconversion equations hold.
We can likewise reword Lemma 2.29.
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Lemma 2.50. Let (X,A) be a weakly PF-colabeled complex or pair of dimension d. (X,A) is a
cocellular resolution if for any partial function f, (X,A)⊇f is either
1) representable as a cellular pair (Y,B) – that is, X\A as a collection of open cells is isomorphic
to Y \B as a collection of open cells, such that H i(Y,B) is 0 for all i 6= d, or
2) a complex Y (in particular it must contain a colabeled empty cell) whose reduced cohomology
vanishes at all dimensions except d.
Because any cellular resolution of a class C only has cells with degree Γf for some PF f, the Betti
numbers βi,σ(I
?
C ) can be nonzero only when σ = Γg for some PF g. We define the Betti numbers
of a class C as the Betti numbers of its canonical ideal I?C , and we denote βi,f(C) := βi,Γf(I
?
C ).
Finally we note a trivial but useful proposition and its corollary.
Proposition 2.51. Let C ⊆ [n→ m], and let f :⊆ [n]→ [m]. The subset of functions extending f,
{h ∈ C : f ⊆ h}, is the intersection of the collection of sets which extend the point restrictions of f ,⋂
i∈dom f{h ∈ C : (i, f(i)) ⊆ h}.
If partial functions g1, . . . , gk ∈ [n→ m] satisfy
⋃
t gt = f, then we also have
{h ∈ C : f ⊆ h} =
k⋂
t=1
{h ∈ C : gt ⊆ h}.
Corollary 2.52. Let f :⊆ [n] → [m]. Suppose X is a PF-labeled complex. If partial functions
g1, . . . , gk ∈ [n→ m] satisfy
⋃
t gt = f, then
X⊇f =
k⋂
t=1
X⊇gt .
With these tools in hand, we are ready to construct cellular resolutions of more interesting
function classes.
2.3.1 Delta Functions
Let deltan ⊆ [n → 2] be the class of delta functions δi(j) = I(i = j). Form the abstract simplex
X with vertices [n]. Label each vertex i with δi and induce PF labels on all higher dimensional
faces in the natural way. One can easily check the following lemma.
Lemma 2.53. For any face F ⊆ [n] with |F | > 1, its PF label fF is the function defined on [n]\F ,
sending everything to 0. Conversely, for every partial f :⊆ [n] → [2] with im f ⊆ {0}, there is a
unique face F with fF = f as long as n− | dom f | ≥ 2.
Theorem 2.54. X is a (n− 1)-dimensional complex that minimally resolves deltan.
Proof. We apply Lemma 2.49: We show for any f :⊆ [n]→ [2], X⊇f is acyclic.
If f sends two distinct elements to 1, then X⊇f is empty. If f sends exactly one element i to
1, then X⊇f is the single point i. If f is the empty function, then X⊇f is the whole simplex and
thus acyclic. Otherwise, im f = {0}. If n − | dom f | = 1, then there is exactly one delta function
extending f, so X⊇f is again a point. If n− |dom f | ≥ 2, then by Lemma 2.53, X⊇f is exactly one
face F with fF = f, and therefore acyclic.
X is furthermore minimal because all PF labels are distinct.
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Tabulating the faces by their labels, we obtain
Corollary 2.55. For i > 0, βi,f(deltan) is nonzero only when im f ⊆ {0} and n − |dom f| ≥ 2,
and i = n − | dom f| − 1. In that case, βi,f(deltan) = 1. In particular, the top dimensional Betti
number is βn−1,†(deltan) = 1.
2.3.2 Weight-k Functions
Write o := 0 ∈ [n → 2], the function that sends all inputs to 0. Let wt(f, k)n ⊆ [n → 2] be the
class consisting of all functions g such that there are exactly k inputs u ∈ [n] such that g(u) 6= f(u).
This is a generalization of delta, as wt(o, 1)n = delta. WLOG, we consider the case f = o in
this section. Consider the hyperplane Hk := {v ∈ Rn :
∑
i vi = k} and the polytope given by
P kn := [0, 1]
n ∩Hk.
We inductively define its labeling function µkn and show that (P
k
n , µ
k
n) is a minimal cellular resolution
of wt(f, k)n.
For n = 1, P 01 and P
1
1 are both a single point. Set µ
0
1(P
0
1 ) = (0 7→ 0) and µ11(P 11 ) = (0 7→ 1).
Then trivially, (P 01 , µ
0
1) is the minimal resolution of wt(o, 0) = {0 7→ 0} and (P 11 , µ11) is the minimal
resolution of wt(o, 1) = {0 7→ 1}.
Suppose that µkm is defined and that (P
k
m, µ
k
m) is a minimal cellular resolution of wt(o, k)
for all 0 ≤ k ≤ m. Consider n = m + 1 and fix k. Write, for each u ∈ [n], b ∈ [2], Fu,b :=
[0, 1]u × {b} × [0, 1]n−u−1 for the corresponding facet of [0, 1]n. Then P kn has boundary given by⋃
u∈[n],b∈[2]
Fu,b ∩Hk.
But we have Fu,0 ∩Hk ∼= P kn−1 and Fu,1 ∩Hk ∼= P k−1n−1 (here ∼= means affinely isomorphic). Thus, if
G is a face of Fu,b ∩Hk, we define the labeling functions
µkn(G) : [n]→ [2]
i 7→ µk−bn−1(G)(i) if i < u
i 7→ b if i = u
i 7→ µk−bn−1(G)(i− 1) if i > u.
If we represent functions as a string of {0, 1, .} (where . signifies “undefined”), then essentially
µkn(G) is obtained by inserting b ∈ {0, 1} at the uth position in µk−bn−1(G). It is easy to see that,
when G is both a face of Fu,b∩Hk and a face of Fu′,b′ ∩Hk, the above definitions of µkn(G) coincide.
Finally, we set µkn(P
k
n ) = †. This finishes the definition of µkn.
In order to show that (P kn , µ
k
n) is a minimal cellular resolution, we note that by induction
hypothesis, it suffices to show that (P kn )⊇† = P kn is acyclic, since (P kn )⊇(u7→b)∪f ∼= (P k−bn−1)⊇f is
acyclic. But of course this is trivial given that P kn is a polytope. By an easy induction, the vertex
labels of P kn are exactly the functions of wt(o, k)n. Thus
Theorem 2.56. (P kn , µ
k
n) as defined above is a minimal resolution of wt(o, k)n.
Corollary 2.57. For k 6= 0, n, C := wt(o, k)n has a Betti number βi,†(C) = I(i = n− 1). Further-
more, for each PF f, βi,f(wt(o, k)n) is nonzero for at most one i, where it is 1.
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2.3.3 Monotone Conjunction
Let L = {l1, . . . , ld} be a set of literals. The class of monotone conjunctions monconjd over
L is defined as the set of functions that can be represented as a conjunction of a subset of L.
We represent each h ∈ monconjd as the set of literals L(h) in its conjunctive form, and for each
subset (or indicator function thereof) T of literals, let Λ(T ) denote the corresponding function. For
example, Λ{l1, l3} is the function that takes v ∈ [2]d to 1 iff v1 = v3 = 1.
Theorem 2.58. Let X be the d-cube in which each vertex V ∈ [2]d has partial function label (that
is in fact a total function) fV = Λ(V ), where on the RHS V is considered an indicator function for
a subset of literals. Then X resolves monconjd minimally.
We first show that the induced face labels of X are unique, and hence if X is a resolution, it is
minimal. This will follow from the following three lemmas.
Lemma 2.59. Let w be a partial function w :⊆ [d]→ [2]. Let Σw be the set of monotone conjunc-
tions {h : li ∈ L(h) if w(i) = 1 and li 6∈ L(h) if w(i) = 0}. Then the intersection of functions (not
literals)
⋂
Σw is the partial function Λ(w) := f :⊆ [2d]→ [2],
f(v) =

0 if vi = 0 for some i with w(i) = 1
1 if vi = 1 for all i with w(i) = 1 and for all i where w(i) is undefined
undefined otherwise.
When w is a total function considered as a bit vector, Λ(w) coincides with the previous definition
of Λ.
If F is the face of the cube resolution X with the vertices {V : V ⊇ w} (here treating V ∈ [2]d ∼=
[d→ 2] as a function), then the partial function label of F is f.
Proof. f is certainly contained in
⋂
Σw. To see that the inclusion is an equality, we show that for
any v not of the two cases above, there are two functions h, h′ that disagree on v. Such a v satisfies
vi = 1 for all w(i) = 1 but vi = 0 for some w(i) being undefined. There is some h ∈ Σw with L(h)
containing the literal li and there is another h
′ ∈ Σw with li 6∈ L(h′). These two functions disagree
on v.
The second statement can be checked readily. The third statement follows from Lemma 2.48.
Lemma 2.60. For any partial function f of the form in Lemma 2.59, there is a unique partial
function w :⊆ d→ 2 with f = Λ(w), and hence there is a unique cell of X with PF label f.
Proof. The set A := w−11 ∪ (domw)c is the set {i ∈ d : vi = 1, ∀v ∈ f−11}, by the second case in
f’s definition. The set B := w−11 is the set of i ∈ d such that the bit vector v with vi = 0 and
vj = 1 for all j 6= i is in f−10, by the first case in f’s definition. Then domw = (A \ B)c, and
w−10 = (domw) \ (w−11).
Lemma 2.61. The face labels of X are all unique.
Proof. Follows from Lemma 2.59 and Lemma 2.60.
Proof of Theorem 2.58. We show that X is a resolution (minimal by the above) by applying
Lemma 2.49. Let f :⊆ [2d] → [2] be a partial function and g0, g1 be respectively defined by
gt = f  f−1t for t = 0, 1, so that f = g0 ∪ g1. By Corollary 2.52, X⊇f = X⊇g0 ∩ X⊇g1 . We first
show that X⊇g1 is a face of X, and thus is itself a cube. If h ∈ monconjd is a conjunction, then
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it can be seen that h extends g1 iff L(h) ⊆ L1 :=
⋂
v∈dom g1{li : vi = 1} (check this!). Thus X⊇g1
is the subcomplex generated by the vertices V whose coordinates Vi satisfy Vi = 0, ∀i 6∈ L1. This
subcomplex is precisely a face of X.
Now we claim that each cell of X⊇g0 ∩X⊇g1 is a face of a larger cell which contains the vertex
W with W1 = 1, ∀i ∈ L1 and Wi = 0, ∀i 6∈ L1. This would imply that X⊇g0 ∩X⊇g1 is contractible
via the straight line homotopy to W .
We note that if h, h′ ∈ monconjd and L(h) ⊆ L(h′), then h extends g0 only if h′ also extends
g0. (Indeed, h extends g0 iff ∀v ∈ dom g0, vk = 0 while lk ∈ L(h) for some k. This still holds for
h′ if h′ contains all literals appearing in h). This means that, if F is a face of X⊇g0 , then the face
F ′ generated by {V ′ : ∃V ∈ F, V ⊆ V ′} (where V and V ′ are identified with the subset of literals
they correspond to) is also contained in X⊇g0 ; F ′ can alternatively be described geometrically as
the intersection [0, 1]d ∩ (F + [0, 1]d). If furthermore F is a face of X⊇g1 , then F ′ ∩X⊇g1 contains
W as a vertex, because W is inclusion-maximal among vertices in X⊇g1 (when identified with sets
for which they are indicator functions for). This proves our claim, and demonstrates that X⊇f is
contractible. Therefore, X is a (minimal) resolution, of I?monconjd by construction.
Corollary 2.62. βi,f(monconjd) is nonzero iff f = Λ(w) for some PF w :⊆ [d] → [2] and i =
d − | domw|, and in that case it is 1. In particular, the top dimensional nonzero Betti number is
βd,1 7→1(monconjd) = 1.
Proof. This follows from Lemma 2.59 and Lemma 2.60.
We will refer to X as the cube resolution of monconjd.
2.3.4 Conjunction
Define L′ :=
⋃d
i=1{li,¬li}. The class of conjunctions conjd is defined as the set of functions that
can be represented as a conjunction of a subset of L′. In particular, L′ contains the null function
⊥ : v 7→ 0, ∀v, which can be written as the conjunction l1 ∧ ¬l1.
We now describe the polyhedral cellular resolution of conjd, which we call the cone-over-cubes
resolution, denoted COCd. Each nonnull function h has a unique representation as a conjunction of
literals in L′. We define L(h) to be the set of such literals and Λ˜ be the inverse function taking a set
of consistent literals to the conjunction function. We assign a vertex Vh ∈ {−1, 0, 1}d×{0} ∈ Rd+1
to each nonnull h by
(Vh)i =

1 if li ∈ L(h)
−1 if ¬li ∈ L(h)
0 otherwise
for all 1 ≤ i ≤ d (and of course (Vh)d+1 = 0), so that the PF label fVh = h. We put in COCd all
faces of the
d︷ ︸︸ ︷
(2, 2, . . . , 2) pile-of-cubes: these are the collection of 2d d-dimensional unit cubes with
vertices among {−1, 0, 1}d × {0}. This describes all faces over nonnull functions.
Finally, we assign the coordinate V⊥ = (0, . . . , 0, 1) ∈ Rd+1, and put in COCd the (d + 1)-
dimensional polytope C which has vertices Vh for all h ∈ conjd, and which is a cone over the
pile of cubes, with vertex V⊥. (Note that this is an improper polyhedron since the 2d facets of C
residing on the base, the pile of cubes, all sit on the same hyperplane.)
Figure 13 shows the cone-over-cubes resolution for d = 2.
Theorem 2.63. COCd is a (d+ 1)-dimensional complex that minimally resolves conjd.
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>
l1¬l1
¬l2
l2 l1 ∧ l2
l1 ∧ ¬l2¬l1 ∧ ¬l2
¬l1 ∧ l2
⊥
Figure 13: Cone-over-cube resolution of conj2. Labels are PF labels.
Proof. Let X = COCd. We first shot that X is a resolution of conjd. We wish to prove that for
any f :⊆ [2d]→ [2], the subcomplex of X⊇f is acyclic.
First suppose that im f = {0}. Then X⊇f is a subcomplex that is a cone with V⊥ as the vertex,
and hence contractible.
Otherwise f sends some point u ∈ [2d] ∼= [2]d to 1. All h ∈ conjd extending f must have L(h)
be a subset of {luii : i ∈ [d]}, where luii is the literal li if ui = 1 and ¬li if li = 0. The subcomplex of
X consisting of these h is a single d-cube of the pile, given by the opposite pair of vertices 0 and
2u − 1 in Rd considered as the hyperplane containing the pile. But then this case reduces to the
reasoning involved in the proof that the cube resolution resolves monconjd. Hence we conclude
that X⊇f is acyclic for all f, and therefore X resolves conjd.
We prove the uniqueness of PF labels and therefore the minimality of X through the following
series of propositions.
Each face of COCd containing the vertex V⊥ is a cone over some subpile-of-subcubes, which has
vertices Pw = {V ∈ {−1, 0, 1}d×{0} : Vi = w(i),∀i ∈ domw} for some PF w :⊆ [d]→ {−1, 1}. We
shall write Cw for a face associated with such a w. Obviously dimCw = d+ 1− | domw|.
Proposition 2.64. Let W ∈ {−1, 0, 1}d × {0} be defined by Wi = w(i), ∀i ∈ domw, and Wi = 0
otherwise. Thus W is the “center” of the subpiles-of-subcubes mentioned above. Its PF label is a
total function f = fW ∈ conjd.
Then the face Cw has a unique PF label Λ
′(w) := f  f−10 = f ∩ ⊥ as a partial function
:⊆ [2d]→ [2].
Proof. By Lemma 2.48, the PF label of Cw is the intersection of the PF labels of its vertices. Since
Λ′(w) = f ∩ ⊥, Λ′(w) ⊇ fCw .
Because L(f) ⊆ L(fV ) for all V ∈ Pw, f(u) = 0 implies fV (u) = 0,∀V ∈ Pw. Thus Λ′(w) ⊆
fV ,∀V ∈ Cw =⇒ Λ′(w) = fCw as desired.
Uniqueness follows from the uniqueness of preimage of 0.
The rest of the faces in COCd reside in the base, and for each face F ,
⋃{L(fV ) : V ∈ F} contains
at most one of each pair {¬li, li}. Define the partial order C on {−1, 0, 1}d as the product order
of partial order 0C′ +1,−1. It is easy to check that V EW implies L(fV ) ⊆ L(fW ), which further
implies fV
−1(0) ⊆ fW−1(0) and fV −1(1) ⊇ fW−1(1). Each face F can be described uniquely by the
least and the greatest vertices in F under this order, which we denote resp. as minF and maxF .
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Then the vertices in F are precisely those who fall in the interval [minF,maxF ] under partial order
C.
Proposition 2.65. Let F be a face residing in the base of COCd and write V := minF and
W := maxF . Then F has a unique PF label fF = Λ(V,W ) :⊆ [2d]→ {−1, 0, 1},
u 7→

0 if ui = (1− Vi)/2 for some i with Vi 6= 0
1 if ui = (1 +Wi)/2 for all i with Wi 6= 0
undefined otherwise.
Proof. By the observation above, we see that fF =
⋂
U∈F fU has f
−1
F (0) = f
−1
V (0) and f
−1
F (1) =
f−1W (1). Both sets are exactly of the form described above.
It remains to check that the map F 7→ fF is injective. Let f = fF for some face F . We have
(maxF )i = 1 iff ∀u ∈ f−1(1), ui = 1 and (maxF )0 = 0 iff ∀u ∈ f−1(1), ui = −1. Thus f determines
maxF . Let v be the bit vector defined by vj = (1 + (maxF )j)/2 if (maxF )j 6= 0 and vj = 0
otherwise. Let vi denote v with the ith bit flipped. Then (minF )i 6= 0 iff f(vi) = 0. For all other
i, we have (minF )i = (maxF )i. This proves the uniqueness of the label fF .
Proposition 2.66. Every face of COCd has a unique PF label.
Proof. The only thing remaining to check after the two propositions above is that faces incident
on the vertex V⊥ have different PF labels from all other faces. But it is obvious that functions of
the form in the previous proposition have nonempty preimage of 1, so cannot equal Λ′(w) for any
w.
Summarizing our results, we have the following
Theorem 2.67. βi,f(conjd) is nonzero iff f = Λ
′(w) for some w :⊆ [d] → {−1, 1} and i =
d + 1 − |domw| or f = Λ(V,W ) for some V,W ∈ {−1, 0, 1}d, V EW . In either case, the Betti
number is 1.
In particular, the top dimensional nonzero Betti number is βd+1,†(conjd) = 1.
2.3.5 Threshold Functions
Let U ⊆ Rd be a finite set of points. We are interested in the class of linear threshold functions
linthrU on U , defined as the set of functions of the form
u 7→
{
1 if c · u > r
0 if c · u ≤ r
for some c ∈ Rd, r ∈ R. We shall assume U affinely spans Rd; otherwise, we replace Rd with the
affine span of U , which does not change the class linthrU .
When U = {−1, 1}d, this is the class of linear threshold functions on d bits, and we write
linthrd for linthrU in this case. Define
ms(u0, . . . , ud−1) = (u0 · · ·us−2us−1, u0 · · ·us−2us, · · · , ud−s · · ·ud−2ud−1)
as the function that outputs degree s monomials of its input. For U = Mk, the image of {−1, 1}d
under the map
m≤k : u 7→ (m1u, · · · ,mku)
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linthrU becomes polythr
k
d, the class of polynomial threshold functions on d bits with degree
bound k.
We will construct a minimal cocellular resolution for linthrU , which will turn out to be home-
omorphic as a topological space to the d-sphere Sd. 1
We first vectorize the set U by mapping each point to a vector, u 7→ ~u, (u1, . . . , ud) 7→
(u1, . . . , ud, 1). We refer to the image of U under this vectorization as ~U . Each oriented affine
hyperplane H in the original affine space Rd (including the hyperplane at infinity, i.e. all points
get labeled positive or all points get labeled negative) corresponds naturally and bijectively to a
vector hyperplane ~H in Rd+1 which can be identified by the normal vector ν( ~H) on the unit sphere
Sd ⊆ Rd+1 perpendicular to ~H and oriented the same way.
For each vector ~u ∈ Rd+1, the set of oriented vector hyperplanes ~H that contains ~u is exactly
the set of those which have their normal vectors ν( ~H) residing on the equator E~u := ν( ~H)
⊥ ∩ Sd
of Sd. This equator divides Sd \ E~u into two open sets: v · ~u > 0 for all v in one (let’s call this
set R+~u ) and v · ~u < 0 for all v in the other (let’s call this set R−~u ). Note that
⋂{E~u : u ∈ U}
is empty, since we have assumed at the beginning that U affinely spans Rd, and thus ~U (vector)
spans Rd+1. The set of all such equators for all ~u divides Sd into distinct open subsets, which form
the top-dimensional (open) cells of a cell complex. More explicitly, each cell F (not necessarily
top-dimensional and possibly empty) of this complex has a presentation as
⋂{A~u : u ∈ U} where
each A~u is one of {E~u, R+~u , R−~u }. If the cell is nonempty, then this presentation is unique and we
assign the PF label fF :⊆ U → [2] defined by
fF (u) =

1 if A~u = R
+
~u
0 if A~u = R
−
~u
undefined otherwise.
It is easily seen that any point in F is ν( ~H) for some oriented affine hyperplane H such that
U \ dom fF lies on H, f−1F (1) lies on the positive side of H, and f−1H (0) lies on the negative side of
H.
If F = ∅ is the empty cell, then we assign the empty function f∅ = † as its PF label.
Figure 14 illustrates this construction.
We claim this labeling gives a minimal cocellular resolution X of linthrU . We show this via
Lemma 2.50.
Suppose f is the empty function. Then X⊇f = X, which is a complex with nontrivial reduced
cohomology only at dimension d, where the rank of its cohomology is 1 (case 2 of Lemma 2.50).
Now suppose f is nonempty. Then X⊇f =
⋂
u:f(u)=1R
+
~u ∩
⋂
u:f(u)=0R
−
~u is an intersection of open half-
spheres. It is either empty (case 3 of Lemma 2.50) or is homeomorphic, along with its boundary in
Sd, to the open d-disk and its boundary (Dd, ∂Dd), which has cohomology only at degree d because
Dd/∂ ∼= Sd, where its rank is 1 (case 1 of Lemma 2.50).
Thus our claim is verified. X is in fact minimal, as each cell has a unique monomial label. We
have proved the following.
Theorem 2.68. The colabeled complex X constructed as above is a minimal cocellular resolution
of linthrU .
Definition 2.69. The colabeled complex X is called the coBall resolution of linthrU , written
coBallU .
1For readers familiar with hyperplane arrangements: The cocellular resolution is essentially Sd intersecting the
fan of the hyperplane arrangement associated with the matroid on U . The partial function labels on the resolution
are induced from the covector labelings of the fan.
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u0 = (−1,−1)
u2 = (1,−1) u3 = (1, 1)
c · u3 = 0
.10.1..0
11..
..00
0.0.
.1.1
u1 = (−1, 1)
Figure 14: Cocellular resolution of linthrU , where U = {u0, u1, u2, u3} as labeled in the figure. Each
equator is the orthogonal space to the vector ~ui; the case for i = 3 is demonstrated in the figure. The text in
monofont are the PF labels of vertices visible in this projection. For example, 1..0 represents the PF that
sends u0 to 1 and u3 to 0, and undefined elsewhere.
X can be made a polytope in an intuitive way, by taking the convex hull of all vertices on X 2.
In addition, we can obtain a minimal polyhedral cellular resolution Y by taking the polar of this
polytope and preserving the labels across polars. Then the empty cell of X becomes the unique
dimension d + 1 cell of Y . We call this cellular resolution Y the ball resolution, written BALLU
or BALL when U is implicitly understood, of linthrU .
For any partial function f :⊆ U → [2], define σf to be the function
σf(u) =

+ if f(u) = 1
− if f(u) = 0
0 if f(u) is undefined.
Let L(U) := {sgn(ψ  U) : ψ is a affine linear map} be the poset of covectors of U , under the
pointwise order 0 < +,−, with smallest element 0. Therefore the cocircuits (minimal covectors)
are the atoms of L(U). Recall that L(U) has a rank function defined as{
rank(a) = 0 if a is a cocircuit;
rank(b) = 1 + rank(a) if b covers a.
and rank(0) = −1.
From the construction of coBallU , it should be apparent that each PF label is really a covector
(identified by σ). There is an isomorphism between L(U) and the face poset of coBallU :
F ⊆ G ⇐⇒ fF ⊆ fG ⇐⇒ σfF ≤ σfG.
Noting that rank(σfF ) = dimF (and in particular, rank(σf∅) = −1 = dim∅), this observation
yields the following via Proposition 2.28
2As remarked in the previous footnote, X is the intersection of a polyhedral fan with the unit sphere. Instead of
intersecting the fan with a sphere, we can just truncate the fans to get a polytope.
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Theorem 2.70. The Betti number βi,f(linthrU ) is nonzero only when σf is a covector of U . In
this case, βi,f(linthrU ) = 1 if i = d−rank(σf), and 0 otherwise. In particular, the top dimensional
Betti number of linthrU is βd+1,†(linthrU ) = 1.
Via Hochster’s dual formula, this means that the canonical suboplex of linthrU is a homological
(d+ 1)-sphere.
Let’s look at the example of U = Md, so that linthrU = polythr
d
d = [{−1, 1}d → 2]. In
this case, ~U is an orthgonal basis for R2d , and thus the equators of coBallU are cut out by a set of
pairwise orthogonal hyperplanes. In other words, under a change of coordinates, coBallU is just the
sphere S2
d−1 cut out by the coordinate hyperplanes, and therefore is combinatorially equivalent to
the complete suboplex of dimension 2d − 1, with the PF labels given by the 12(sgn +1) function.
Its polar, BALLU , just recovers the cube resolution of [2
d → 2] as discussed in the beginning of
Section 2.3.
When linthrU = polythr
k
d, notice a very natural embedding of the cocellular resolution
coBallMk ↪→ coBallMk+1
as the section of coBallMk+1 cut out by the orthogonal complement of
{~wγ : γ is a monomial of degree k + 1},
where wγ is all 0s except at the position where γ appears in m
≤k+1, and ~· is the vectorization
function as above, appending a 1 at the end. This corresponds to the fact that a polynomial
threshold of degree k is just a polynomial threshold of degree k + 1 whose coefficents for degree
k + 1 monomials are all zero.
This is in fact a specific case of a much more general phenomenon. Let’s call a subset P ⊆ Rn
openly convex if P is convex and
∀u, v ∈ P,∃τ > 1 : τu+ (1− τ)v ∈ P.
Examples include any open convex set in Rn, any affine subspace of Rn, and the intersections of
any of the former and any of the latter. Indeed, if P and Q are both openly convex, then, P ∩Q
is convex: for any u, v ∈ P ∩Q, if the definition of openly convex for P yields τ = ρ > 1 and that
for Q yields τ = ρ′ > 1, then we may take τ = min(ρ, ρ′) for P ∩Q, which works because P ∩Q is
convex.
An openly convex set is exactly one which is convex and, within its affine span, is equal to the
interior of its closure.
Our proof that coBallU is a minimal cocellular resolution can be refined to show the following
Theorem 2.71. Let U ⊆ Rn be a point set that affinely spans Rn. Let L be an openly convex cone
of the vector space Rn+1. Define Y to be the intersection of X = coBallU with L, such that each
nonempty open cell Y ∩ F˚ of Y gets the same exponent label λY (Y ∩ F˚ ) = λX(F˚ ) as the open cell
F˚ of X, and Y has the empty cell ∅ with monomial label xλY (∅) = 1 ∈ S iff L is vector subspace.
Then Y is a minimal cocellular resolution of 〈xλY (F˚ ) : F˚ is a top dimensional cell in Y 〉.
We will need a technical lemma, distinguishing the case when L is a vector subspace and when
it is not.
Lemma 2.72. Let L be an openly convex cone in Rq. Then either L equals its vector span, or
there is an open coordinate halfspace (i.e. {v ∈ Rq : vj > 0} or {v ∈ Rq : vj < 0}) that contains L.
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Proof. See Appendix A.
Proof of Theorem 2.71. It suffices to show that Y⊇f for any PF f satisfies one of the three conditions
of Lemma 2.29, and the minimality would follow from the uniqueness of labels.
If L is a vector subspace, Y⊇† = Y is a sphere (condition 2). Otherwise, Y⊇† = Y is contained in
an open halfspace H, and thus by projection from the origin onto an affine subspace ∂H ′ parallel
to ∂H, Y is homeomorphic to ∂H ′ ∩ L, an openly convex set of dimension dimY (condition 1).
Whether L is a vector space, for any nonempty PF f, Y⊇f is the intersection of the unit sphere
(the underlying space of coBallMd), L, and a number of open halfspaces, and thus the intersection
of openly convex sets contained in an open halfspace. This is again homeomorphic to an openly
convex set of dimension dimY via projection to an affine subspace, if it is not empty. (condition
1/condition 3).
Linear functionals on Md are bijective with real functions on the boolean d-cube {−1, 1}d.
Therefore the cone L represents a cone of real functions when U = {−1, 1}d, and Y is a minimal
cellular resolution of the threshold functions of L. In other words, we have the following corollary
Corollary 2.73. Let C ⊆ [{−1, 1}d → 2] be the class obtained by strongly thresholding an openly
convex cone L of real functions {−1, 1}d → R, i.e. C = {12(sgn(f)+1) : f ∈ L,∀u ∈ {−1, 1}d[f(u) 6=
0]}. Then C has a minimal cocellular resolution of dimension equal to the dimension of the affine
hull of L.
This corollary specializes to the case when L is any vector subspace of boolean functions. The
examples explored in the beginning of this section took L as degree bounded polynomials. We
make the following formal definitions.
Definition 2.74. Let L be a cone of real functions on {−1, 1}d. Suppose C = {12(sgn(f) + 1) : f ∈
L, f(u) 6= 0,∀u ∈ {−1, 1}d}. We say C is the strongly thresholded class of L, written C = thrL.
We call C thresholded convex if L is openly convex. We call C thresholded linear if L is linear.
While this corollary produces minimal cocellular resolutions for a large class of functions, it does
not apply to all classes. For example, the corollary shows that the Betti numbers of thresholded
convex classes are either 0 or 1, but as we show in the next section, the linear functionals over finite
fields have very large Betti numbers, so cannot be a thresholded convex class.
2.3.6 Linear Functionals over Finite Fields
Let p be a prime power. Define linfunpd
∼= Fd∗p ⊆ [pd → p] to be the class of linear functionals
over the d-dimensional vector space [p]d ∼= Fdp. We will refer to elements of linfunpd as covectors.
Denote the affine span of a set of elements g1, . . . , gk by Lg1, . . . , gkM. In this section we construct
the minimal resolution of linfundp.
Fix a linear order C on Fd∗p . We construct as follows a DAG Td of depth d+ 1 (with levels 1, ...,
d+ 1), whose nodes are of the form (f, V ) where V is an affine subspace of the dual space Fd∗p and
f is the C-least element of V . (Therefore if any affine subspace appears in a node, then it appears
only in that node — indeed, every affine subspace appears in exactly one node.)
There is only one node at level 1, which we call the root. This is the C-least element along with
V = Fd∗p .
For any node (f, V ) where dimV > 1, we add as its children the nodes (g,W ) where W is a
codimension-1 affine subspace of V not containing f , and g is the C-least element of W . By simple
induction, one sees that all affine subspaces appearing on level i of Td has dimension d − i. In
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particular, the nodes at level d+ 1, the leaf nodes, are all of the form (f, {f}). This completes the
construction of Td.
For each path (f1, V1 = Fd∗p ), (f2, V2), . . . , (fd+1, Vd+1) from the root to a leaf node, we have by
construction f1 C f2 C · · ·C fd C fd+1. Therefore, every such path is unique.
Lemma 2.75. Any node (f, V ) at level i of Td has exactly p
d−i − 1 children.
Proof. The children of (f, V ) are in bijection with the set of codimension-1 affine subspaces of V not
containing f . Each nonzero covector in V ∗ defines a vector hyperplane in V , whose cosets determine
p parallel affine hyperplanes. Exactly one of these affine hyperplanes contain f . Covectors f and g
in V ∗ determine the same hyperplane if f = cg for some constant c ∈ Fdp, c 6= 0. As remarked above,
V has dimension d − i, and so has cardinality pd−i. Therefore there are pd−i−1p−1 (p − 1) = pd−i − 1
affine hyperplanes of V not containing f .
Lemma 2.76. There are Up(d) :=
∏d−1
i=0 (p
d−i − 1) maximal paths in the DAG Td. (When d = 0,
Up(d) := 1.)
Proof. Immediately follows from the previous lemma.
For example, suppose p = 2 and C is the right-to-left lexicographic order on the covectors:
0 · · · 00C 0 · · · 01C 0 · · · 10C · · ·C 1 · · · 10C 1 · · · 11, where a covector (x1, . . . , xd) 7→ a1x1 + · · · adxd
is abbreviated as the bitstring a1a2 · · · ad. When d = 3, the root is (000,F3∗2 ). There are then seven
dimension 3− 1 = 2 affine planes in F3p not containing 000, so seven nodes at level 1:
• Covector 001 for all affine planes containing 001, which are
{001, 111, 101, 011}, {001, 111, 100, 010}, {001, 101, 110, 010}, {001, 100, 110, 011}.
• There are 3 other affine planes, which correspond to the following nodes
1. (100, {111, 110, 100, 101})
2. (010, {111, 011, 010, 110})
3. (010, {010, 011, 101, 100})
Or, suppose we choose to order covectors by the number of 1s and then lexicographically,
0 · · · 000 ≺ 0 · · · 001 ≺ 0 · · · 010 ≺ 0 · · · 100 ≺ · · · 10 · · · 000 ≺ 0 · · · 011 ≺ 0 · · · 101 ≺ 0 · · · 110 ≺ · · · ≺
1 · · · 11. Then the DAG will be exactly the same as above.
Once we have built such a DAG Td, we can construct the corresponding cellular resolution X
of I?
linfunpd
. 3 The cellular resolution will be simplicial and pure of dimension d. Its vertex set is
linthrpd
∼= Fd∗p ; each vertex has itself as the PF label. For each maximal path
(f1, V1 = Fd∗p ), (f2, V2), . . . , (fd+1, Vd+1),
we add a top simplex (of dimension d) with the vertex set {f1, f2, . . . , fd+1}. As usual, the PF label
of a face F ⊆ linthrpd is just the intersection of the PF labels of its vertices.
Lemma 2.77. For an k-dimensional face F of X, its PF label is a linear functional on a vector
subspace of Fdp of dimension d− k.
3If we treat Td as a poset, then the cellular resolution as a complex is a quotient of the order complex of Td by
identifying (f, V ) with (g,W ) iff f = g.
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Proof. F has k + 1 vertices, f0, . . . , fk. Their intersection is the partial function defined on the
subspace W =
⋂k
i=1 ker(fi − fi−1), and equals the restriction of fi to W for any i. The affine inde-
pendence of {f0, . . . , fk} implies the vector independence of {(f1− f0), . . . , (fk − fk−1)}. Therefore
W has codimension k, as desired.
Now, to show that X is a minimal resolution, we will require the following lemma.
Lemma 2.78. Fix any linear order C on Fd∗p . Suppose (g1, g2, . . . , gk) is a sequence of covectors
such that gi is the C-least element of the affine space generated by (gi, gi+1, . . . , gk). Then there is
a maximal path in Td containing (g1, . . . , gk) as a subsequence.
Proof. We proceed by induction on k. When k = 0, the claim is vacuously true. Assume k ≥ 1. We
will show that there is a path ℘ from the root to a node (g1, V ) with V containing W = Lg1, . . . , gkM,
the affine subspace generated by g1, . . . , gk. Then we apply the induction hypothesis with Fd∗p
replaced by W and (g1, g2, . . . , gk) replaced by (g2, g3, . . . , gk) to obtain a path from (g1, V ) to a
leaf node, which would give us the desired result.
The first node of ℘ is of course the root. We maintain the invariant that each node (f,W ′)
added to ℘ so far satisfies W ′ ⊇ W . If we have added the nodes (f1, V1), (f2, V2), . . . , (fj , Vj) in p,
then either fj = g1, in which case we are done, or Vj is strictly larger than W . In the latter case,
there exists an affine subspace Vj+1 of Vj with W ⊆ Vj+1 ⊂ Vj and dimVj+1 = dimVj − 1, and
we add (fj+1, Vj+1) to the path ℘, with fj+1 being the C-least element of Vj+1. This process must
terminate because the dimension of Vj decreases with j, and when it does, we must have fj = g1,
and the path ℘ constructed will satisfy our condition.
Theorem 2.79. X is a d-dimensional complex that minimally resolves linfunpd.
Proof. To prove that X is a cellular resolution, it suffices to show that X⊇f for any partial function
f :⊆ [pd → p] is acyclic. The set of f ∈ Fd∗p extending f is an affine subspace W . Our strategy is to
prove that if {g1, . . . , gk} generates an affine subspace of W and is a face of X, then {g, g1, . . . , gk}
is also a face of X, where g is the C-least element of W . This would show that X⊇f is contractible
and thus acyclic. But this is precisely the content of Lemma 2.78: Any such {g1, . . . , gk} can be
assumed to be in the order induced by being a subsequence of a maximal path of Td. This means in
particular that gi is the least element of Lgi, . . . , gkM. A fortiori, {g, g1, g2, . . . , gk} must also satisfy
the same condition because g is the least element of W . Therefore Lemma 2.78 applies, implying
that {g, g1, g2, . . . , gk} is a face of X, and X is a cellular resolution as desired.
The resolution is minimal since the PF label of any face P is a covector defined on a strictly
larger subspace than those of its subfaces.
Definition 2.80. The resolution X is called the flag resolution, FLAGpd, of linfun
p
d with respect
to C.
Theorem 2.81. The Betti number βi,g(linfun
p
d) is nonzero only when g is a linear functional
defined on a subspace of Fdp, and i = d− dim dom g. In this case, it is equal to Up(i) (as defined in
Lemma 2.76).
Proof. All the cells in the resolution X have exponent labels of the form Γg as stated in the theorem,
and by Lemma 2.77, such cells must have dimension i = d− dim(dom g). It remains to verify that
the number B of cells with PF label g is Up(i).
The subset of Fd∗p that extends g is an affine subspace W of dimension d− dim dom g = i. The
number B is the number of sequences (g0, . . . , gi) ∈ W i+1 such that gj is the C-least element ofLgj , . . . , giM for each j, and such that Lg0, . . . , giM = W . If we treat W ∼= Fi∗p and construct Ti on W ,
then B is exactly the number of maximal paths of Ti, which is Up(i) by Lemma 2.76.
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1011
1101
1100
..11
110.
1..1
.1.1
...1
0111
Figure 15: An example of a nonpure minimal resolution of a boolean function class ⊆ [4→ 2]. The labels
are PF labels. For example, ..11 represents a partial function sending 2 and 3 to 1, and undefined elsewhere.
0..0
1000
0100
0010
1111
..1.
.1..
...1
1...
..00
.0.0
0001
00..
.00.
0.0.
Figure 16: Another example of nonpure minimal resolution of a boolean function class ⊆ [4→ 2]. Only the
vertices and edges are labeled (with PF labels). Note that the maximal cells are the three triangles incident
on the vertex 1111 and the tetrahedron not incident on 1111. They have the same PF label, the empty
function †. Therefore it is possible for a boolean function class to have nonzero Betti numbers in different
dimensions for the same degree.
As discussed in Section 2.3.5, we have the following corollary because the Betti numbers of
linfun2d can be greater than 1.
Corollary 2.82. linfun2d is not a thresholded convex class.
2.3.7 Abnormal Resolutions
All of the classes exhibited above have pure minimal resolutions, but this need not be the case
in general. Figure 15 gives an example of a nonpure minimal resolution of a class ⊆ [4 → 2]. It
consists of a segment connected to a (solid) triangle. This example can be generalized as follows.
Let C ⊆ [n + 1 → 2] be {¬δi = Ind(u 6= i) : i ∈ [n]} ∪ {g := I(u 6∈ {n − 1, n})}. Let X be the
simplicial complex on vertex set C, consisting of an (n− 1)-dimensional simplex on {¬δi : i ∈ [n]},
and a segment attaching ¬δn−1 to g. With the natural PF labels, X minimally resolves C and is
nonpure.
Definition 2.83. We say a class C has pure Betti numbers if for every PF f, βi,f(C) 6= 0 for at
most one i.
All of the classes above discussed in the previous sections have pure Betti numbers. But this
is not true in general. Figure 16 shows a minimal resolution of a class D ⊆ [4 → 2] that has three
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triangles and one tetrahedron as its top cells, and they all have the empty function as the PF
label. Thus β2,†(D) = β3,†(D) = 1. This example can be generalized as follows. Let D ⊆ [n → 2]
be {δi : i ∈ [n]} ∪ {1}. Let X be the simplicial complex on vertex set D, consisting of an (n − 1)-
dimensional simplex on {δi : i ∈ [n]} and triangles on each triple {δi, δj ,1} for each i 6= j. With the
natural PF labels, X is a minimal cellular resolution of D, and the cells with PF label † are exactly
the (n − 1)-dimensional simplex and each of the triangles incident on 1. Thus the gap between
the highest nontrivial Betti number and the lowest nontrivial Betti number for the same partial
function can be linear in the size of the input space.
2.4 Partial Function Classes
Most of the definitions we made actually apply almost verbatim to partial function classes C ⊆ [⊆
n → 2]. Here we list the corresponding definitions for PF classes and the propositions that hold
PF classes as well as for function classes. We omit the proofs as they are similar to the ones given
before.
Definition 2.84. Let C ⊆ [⊆ n→ m]. The canonical suboplex SC of C is the subcomplex of the
complete (n− 1)-dimensional m-suboplex consisting of all cells Ff where f has an extension in C.
The canonical base ring S of C is the same as the canonical base ring of [n → m]. The
Stanley-Reisner ideal IC of C is defined as the Stanley-Reisner ideal of SC with respect to S.
The canonical ideal of C is the dual ideal I?C of its Stanley-Reisner ideal. It is generated by
{xΓf : f ∈ C}, and generated minimally by {xΓf : f ∈ C is maximal}.
A Betti number βi,b(I
?
C) is nonzero only if b = Γf for some partial function f with extension in
C. Thus we define βi,f(C) = βi,Γf(I?C).
Proposition 2.85 (Counterpart of Proposition 2.38). Let C ⊆ [⊆ n→ m]. Each minimal generator
of IC is either 1) xu,ixu,j for some u ∈ [n], i 6= j ∈ [m], or 2) xgraph f for some partial function
f :⊆ [n]→ [m] such that f has no extension in C, but every proper restriction of f does. In addition,
the set of all such monomials is exactly the set of minimal generators of IC.
Definition 2.86. Let C ⊆ [⊆ n→ m]. A labeled complex (X,λ) is a (co)cellular resolution of
partial class C if (X,λ) is a (co)cellular resolution of S/I?C .
Proposition 2.87 (Counterpart of Lemma 2.48). If (X,λ) is a cellular resolution of a partial class
C ⊆ [⊆ n→ m], then it is PF-labeled as well. The PF label λ(F ) of a face F is ⋂V ∈F fV .
Lemma 2.49 and Lemma 2.50 give conditions on when a PF-(co)labeled complex is a resolution,
and they apply verbatim to resolutions of partial classes as well. Proposition 2.51 and Corollary 2.52
hold as well when C is replaced by a partial class C, but we will not use them in the sequel.
2.5 Combining Classes
We first give a few propositions on obtaining resolutions of a combination of two classes C and D
from resolutions of C and D.
Proposition 2.88. Let I and J be two ideals of the same polynomial ring S. If (XI , λI) is a
polyhedral cellular resolution of S/I, and (XJ , λJ) is a cellular resolution of S/J , then the join (XI ?
XJ , λI?λJ) is a cellular resolution of S/(I+J), where we define λI?λJ(F?G) := lcm(λI(F ), λJ(G)).
Proof. Let a be an exponent sequence. (XI ? XJ)a is precisely (XI)a ? (XJ)a, which is acyclic
when both (XI)a and (XJ)a are acyclic. So XI ? XJ is a resolution.
The 0-cells of XI ? XJ are just the 0-cells of XI union the 0-cells of XJ , with the same labels,
so XI ? XJ resolves I + J .
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Note however that in general XI ? XJ is not minimal even when XI and XJ both are.
Proposition 2.89. Let C and D be classes ⊆ [m → n]. If (XC , λC) is a cellular resolution of C,
and (XD, λD) is a cellular resolution of D, then the join (XC ?XD, λC ? λD) is a cellular resolution
of C ∪ D. If µC is the PF labeling function of XC and µD is the PF labeling function of XD, then
the PF labeling function of XC ? XD is given by
µC ? µD(F ? G) := µC(F ) ∩ µD(G).
Proof. By the above proposition, (XC ?XD, λC ?λD) resolves I
?
C +I
?
D , which has minimal generators
{xΓf : f ∈ C ∪ D}. The characterization of µC ? µD follows from the the definition of λC ? λD.
We will need to examine the “difference” between the Betti numbers of I + J and those of I
and J . The following lemma gives a topological characterization of this difference.
Lemma 2.90. Let I and J be two monomial ideals of the same polynomial ring S. Suppose (XI , λI)
is a polyhedral cellular resolution of S/I, and (XJ , λJ) is a cellular resolution of S/J . Label XI×XJ
by the function λI × λJ : F ×G 7→ lcm(λI(F ), λJ(G)) for nonempty cells F and G; the empty cell
has exponent label 0. If σ is an exponent sequence, then there is a long exact sequence
· · · → H˜i((XI ×XJ)≺σ)→ H˜i((XI)≺σ)⊕ H˜i((XJ)≺σ)→ H˜i((XI ? XJ)≺σ)→ · · ·
where i decreases toward the right.
Proof. One can check that (XI ? XJ)≺σ is the homotopy pushout of (XI)≺σ ← (XI × XJ)≺σ →
(XJ)≺σ. The lemma then follows from the homotopy pushout exact sequence.
We also have an algebraic version.
Lemma 2.91. Let I and J be two monomial ideals of the same polynomial ring S. For each
exponent sequence a, there is a long exact sequence
· · · → kβi,a(I∩J) → kβi,a(I) ⊕ kβi,a(J) → kβi,a(I+J) → kβi−1,a(I∩J) → · · ·
Proof. We have a short exact sequence
0→ I ∩ J → I ⊕ J → I + J → 0.
By Proposition 2.10, we can apply Tor(−,k) to obtain the long exact sequence as stated.
The ideal I∩J is generated by {lcm(mi,mj) : mi ∈ mingen(I),mj ∈ mingen(J)}. When I = I?C
and J = I?D , I ∩ J = 〈xΓ(f∩g) : f ∈ C, g ∈ D}. Define the Cartesian Intersection C D of C and D
to be {f ∩ g : f ∈ C, g ∈ D}. This is a class of partial functions, and we can check I?C ∩ I?D = I?CD.
So the above lemma can be restated as follows
Lemma 2.92. Let C, D ⊆ [n→ m]. For each PF f :⊆ [n]→ [m], there is a long exact sequence
· · · → kβi,f(CD) → kβi,f(C) ⊕ kβi,f(D) → kβi,f(C∪D) → kβi−1,f(CD) → · · ·
Next, we seek to produce from cellular resolutions of C and D a cellular resolution of the Carte-
sian Union C q D of two classes C ⊆ [U → V ], D ⊆ [U ′ → V ′], defined as the class with elements
f q g : U unionsq U ′ → V unionsq V ′ for f ∈ C, g ∈ D, defined by
f q g(u) =
{
f(u) if u ∈ U
g(u) else.
We start with the general version for ideals, and specialize to function classes.
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Proposition 2.93. Let I be an ideal of polynomial ring S and let J be an ideal of polynomial ring
T such that S and T share no variables. If (XI , λI) resolves S/I and (XJ , λJ) resolves S/J , then
(XI ×XJ , λI q λJ) resolves the ideal S/(I ⊗ J) with I ⊗ J := (I ⊗ T )(S ⊗ J) in the ring S ⊗ T ,
where λI q λJ(F × G) = λI(F )λJ(G) for any cells F ∈ XI and G ∈ XJ . (Here, tensor ⊗ is over
base ring k). Furthermore, if XI and XJ are both minimal then (XI ×XJ , λI q λJ) is minimal as
well.
Proof. Let ω0, . . . ,ωp−1 be minimal monomial generators of I and let γ0, . . . ,γq−1 be minimal
monomial generators of J . The ideal I ⊗ J is generated by {ωiγj : (i, j) ∈ [p] × [q]}, which are
furthermore minimal because {ωi}i and {γj}j are respectively minimal, and S and T share no
variables. The complex XI ×XJ has vertices Vi × V ′j for vertices Vi ∈ XI and Vj ∈ XJ . If Vi has
label ωi and V
′
j has label γj , then Vi × V ′j has label ωiγj via λI q λJ . Thus XI × XJ resolves
S/(I ⊗ J), if it is a resolution.
And in fact, it is, because for any exponent sequence a wrt S and exponent sequence b wrt T ,
(XI ×XJ)aqb = (XI)a × (XJ)b, which is acyclic (Here a q b is the exponent sequence whose
values on variables in S come from a and whose values on variables in T come from b).
The faces of a cell F ×G ∈ XI ×XJ are
{F ×G′ : G′ ⊆ ∂G,dimG′ = dimG− 1} ∪ {F ′ ×G : F ′ ⊆ ∂F, dimF ′ = dimF − 1}.
If λI(F ) 6= λI(F ′) for any F ′ ⊂ F and λJ(G) 6= λJ(G′) for any G′ ⊂ G, then λI q λJ(F × G) =
λI(F )λJ(G) is not equal to any of λI(F
′)λJ(G) or λI(F )λJ(G′) for any of the above F ′ or G′.
Therefore (XI ×XJ , λI q λJ) is minimal if XI and XJ are.
Proposition 2.94. Let C ⊆ [U → V ] and D ⊆ [U ′ → V ′]. If (XC , λC) is a cellular resolution of
C, and (XD, λD) is a cellular resolution of D, then the product (XC × XD, λC q λD) is a cellular
resolution of C q D. Furthermore, if XC and XD are both minimal then (XC × XD, λC q λD) is
minimal as well.
Finally, we want to construct cellular resolutions of restrictions of a function class to a subset
of its input space.
Definition 2.95. Let C ⊆ [U → V ] and U ′ ⊆ U . Then the restriction class C  U ′ ⊆ [U ′ → V ]
is defined as C  U ′ = {f  U ′ : f ∈ C}.
Again we start with a general algebraic version and then specialize to restriction classes.
Proposition 2.96. Let X := {xi : i ∈ [n]} and Y := {yj : j ∈ [m]} be disjoint sets of variables.
Let I be an ideal of polynomial ring S = k[X unionsq Y]. Suppose (X,λ) resolves I. Then (X,λ Y)
resolves the ideal I/〈xi − 1 : xi ∈ X〉 in the ring k[Y], where
λ Y (F ) := λ(F )/〈xi − 1 : xi ∈ X〉.
Essentially, if we just ignore all the variables in X then we still get a resolution, though most
of the time the resulting resolution is nonminimal even if the original resolution is.
Proof. The subcomplex (X,λ Y)ya for a monomial ya in k[Y] is exactly the subcomplex (X,λ)x1ya ,
and hence acyclic.
One can easily see that the Stanley-Reisner ideal of C  U ′ is IC/〈xu,v − 1 : u 6∈ U ′, v ∈ V 〉
and similarly the canonical ideal of C  U ′ is I?C/〈xu,v − 1 : u 6∈ U ′, v ∈ V 〉 (both ideals are of the
polynomial ring S[xu,v : u ∈ U ′, v ∈ V ]). Then the following corollary is immediate.
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S
zn−1
A
B
Figure 17: S as the union A ∪B.
Proposition 2.97. Let C ⊆ [U → V ] and U ′ ⊆ U . If (X,λ) is a cellular resolution of C, then
(X,λ  U ′ × V ) resolves C  U ′, where λ  U ′ × V := λ  {xu,v : u ∈ U ′, v ∈ V }. Similarly, if C is
an algebraic free resolution of I?C , then C  U ′ := C/〈xu,v − 1 : u 6∈ U ′, v ∈ V 〉 is an algebraic free
resolution of I?CU ′.
Finally we show that there is a series of exact sequences relating the Betti numbers of C ⊆ [n→ 2]
to the Betti numbers of C  U ⊆ [n]. All of the below homology are with respect to k.
Definition 2.98. Let C ⊆ [n → m] and f :⊆ [n] → [m]. The class C filtered by f, C  f, is
{f \ f : f ⊆ f ∈ C}. For any U ⊆ [n] × [m] that forms the graph of a partial function f, we also
write C  U = C  f.
It should be immediate that SCU = linkU SC, so that by Hochster’s dual formula,
βi,f(C) = dimk H˜i−1(linkgraph f SC) = dimk H˜i−1(SCf).
Consider the standard embedding of the complete (n − 1)-dimensional suboplex Sn−11 ∼= {z ∈
Rn : ‖z‖1 = 1}. Then SC ⊆ Sn−11 is the union of two open sets: A := SC ∩ {z ∈ Rn : |zn−1| < 2/3}
and B := SC ∩ {z ∈ Rn : |zn−1| > 1/3} (see Figure 17). If all functions in C sends n − 1 to
the same output, then B is homotopy equivalent to a single point; otherwise B contracts to 2
points. A deformation retracts onto SC[n−1]. The intersection A ∩ B deformation retracts to the
disjoint union of two spaces, respectively homeomorphic to the links of SC with respect to the
vertices (n− 1, 0), (n− 1, 1) ∈ [n]× [2]. We therefore have the following long exact sequence due to
Mayer-Vietoris
· · · → H˜i+1(SC)→ H˜i(SC(n−1,0))⊕ H˜i(SC(n−1,1))→ H˜i(SC[n−1])⊕ H˜i(B)→ H˜i(SC)→ · · ·
If every function f ∈ C has f(n − 1) = 1, then C  (n − 1, 1) = C  [n − 1]; a similar thing
happens if all f(n− 1) = 0. So suppose C  {n− 1} = [2]. Then B ' ••, and neither C  (n− 1, 0)
nor C  (n− 1, 1) are empty. Therefore the long exact sequence simplifies down to
· · · → H˜i+1(SC)→ H˜i(SC(n−1,0))⊕ H˜i(SC(n−1,1))→ H˜i(SC[n−1])⊕ ZI(i=0) → H˜i(SC)→ · · ·
Note that for any simplicial complex ∆, the link and restriction operations commute:
linkτ (∆  σ) = (linkτ ∆)  σ.
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Correspondingly, for function class C, filtering and restricting commute:
C  U  V = C  V  U.
Let U := graph f for some f :⊆ [n−1]→ [2] and denote U0 := U ∪{(n−1, 0)}, U1 := U ∪{(n−1, 1)}.
The above long exact sequence generalizes to the following, by replacing C with C  U and applying
the commutativity above:
· · · → H˜i+1(SCU)→ H˜i(SCU0)⊕ H˜i(SCU1)→ H˜i(SC[n−1]U)⊕ ZI(i=0) → H˜i(SCU)→ · · ·
This yields via Hochster’s formulas the following sequence relating the Betti numbers of C and
C  [n− 1].
Theorem 2.99. Let C ⊆ [n→ 2], f :⊆ [n−1]→ [2], and f0 := f ∪ (n−1 7→ 0), f1 := f ∪ (n−1 7→ 1).
We have an exact sequence
· · · → kβi+1,f(C) → kβi,f0 (C)+βi,f1 (C) → kβi,f(C[n−1])+I(i=−1) → kβi,f(C) → · · ·
Using Theorem 2.99 we can recapitulate the following fact about deletion in oriented matroids.
Below we write V \ u for V \ {u} in the interest of clarity.
Corollary 2.100. Let V be a point configuration with affine span Rd and u ∈ V . Suppose V \ u
has affine span Rd−e, where e is either 0 or 1. Then τ ∈ {−, 0,+}V \u is a covector of rank r of
V \ u iff one of the following is true:
1. τ− := τ ∪ (u 7→ −) is a covector of rank r + e of V .
2. τ+ := τ ∪ (u 7→ +) is a covector of rank r + e of V .
3. τ0 := τ ∪ (u 7→ 0) is a covector of rank r + e of V , but τ− and τ+ are not covectors of V .
Proof. Let C = linthrV and D = linthrV \u = C  (V \ u). Write f := σ−1τ, f0 := σ−1τ0, f+ :=
σ−1τ+, f− := σ−1τ−. βi,f(C) = 1 iff σf is a covector of V of rank d− i by Theorem 2.70.
If Item 1 is true, but not Item 2, then τ0 cannot be a covector of V (or else subtracting a small
multiple of τ− from τ0 yields τ+). As C and D both have pure Betti numbers, we have an exact
sequence
0→ kβj,f− (C) → kβj,f(D) → 0
where j = d− rank τ−. This yields that τ is a covector of rank d− e− j = rank τ− − e. The case
that Item 2 is true but not Item 1 is similar.
If Item 1 and Item 2 are both true, then τ0 must also be a covector. Furthermore, it must be
the case that rank τ− = rank τ+ = rank τ0 + 1. Again as C and D have pure Betti numbers, we have
an exact sequence
0→ kβj+1,f0 (C) → kβj,f− (C)+βj,f+ (C) → kβj,f(D) → 0
where j = d− rank τ−. Thus τ is a covector of rank d− e− j = rank τ− − e.
Finally, if Item 3 is true, we immediately have an exact sequence
0→ kβj,f(D) → kβj,f0 (C) → 0
with j = d− rank τ0, so τ is a covector of rank d− e− j = rank τ0 − e.
In general, if C ⊆ [n → 2] and C  [n − 1] are known to have pure Betti numbers, then
Theorem 2.99 can be used to deduce the Betti numbers of C  [n− 1] directly from those of C. This
strategy is employed in the proof of Corollary 3.32 in a later section. It is an open problem to
characterize when a class has pure Betti numbers.
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3.1 Dimension Theory
In this section we investigate the relationships between VC dimension and other algebraic quantities
derived from the Stanley-Reisner ideal and the canonical ideal.
Definition 3.1. Suppose C ⊆ [n → 2]. We say C shatters a subset U ⊆ [n] if C  U = [U → 2].
The VC dimension of C, dimVC C, is defined as the largest k such that there is a subset U ⊆ [n]
of size k that is shattered by C. The VC radius of C, radVC C, is defined as the largest k such that
all subsets of [n] of size k are shattered by C.
The VC dimension is a very important quantity in statistical and computational learning the-
ory. For example, suppose we can obtain data points (u, f(u)) by sampling from some unknown
distribution u ∼ P, where f is an unknown function known to be a member of a class C. Then
the number of samples required to learn the identity of f approximately with high probability is
O(dimVC C) [10]. Simultaneous ideas also popped up in model theory [17]. In this learning the-
ory perspective, an extenture f of C is what is called a minimal nonrealizable sample: there is no
function in C that realizes the input/output pairs of f, but there is such functions for each proper
subsamples (i.e. restrictions) of f.
Note that C shatters U iff ICU = IC⊗SS/JU equals 〈xu,0xu,1 : u ∈ U〉 as an ideal of S/JU , where
JU = 〈xu¯,v − 1 : u¯ 6∈ U, v ∈ V 〉. In other words, every nonfunctional minimal monomial generator
of IC gets killed when modding out by JU ; so C shatters U iff every extenture of C is defined on a
point outside U . Therefore if we choose U to be any set with |U | < min{|dom f| : f ∈ ex C}, then C
shatters U . Since dom f is not shattered by C if f is any extenture, this means that
Theorem 3.2. For any C ⊂ [n→ 2] not equal to the whole class [n→ 2],
radVC C = min{|dom f| : f ∈ ex C} − 1.
Define the collapsing map pi : k[xu,0, xu,1 : u ∈ [n]] → k[xu : u ∈ [n]] by pi(xu,i) = xu. If
U ⊆ [n] is shattered by C, then certainly all subsets of U are also shattered by C. Thus the collection
of shattered sets form an abstract simplicial complex, called the shatter complex SHC of C.
Theorem 3.3. Let I be the the Stanley-Reisner ideal of the shatter complex SHC in the ring
S′ = k[xu : u ∈ [n]]. Then pi∗IC = I + 〈x2u : u ∈ [n]〉. Equivalently, U ∈ SHC iff xU 6∈ pi∗IC.
Proof. U is shattered by C iff for every f : U → [2], f has an extension in C, iff xgraph f 6∈ IC, ∀f :
U → [2], iff xU 6∈ pi∗IC.
We immediately have the following consequence.
Theorem 3.4. dimVC C = max{|U | : xU 6∈ pi∗IC}.
Recall the definition of projective dimension [11].
Definition 3.5. The length of a minimal resolution of a module M is the called the projective
dimension, projdimM , of M .
We make the following definitions in the setting of function classes.
Definition 3.6. For any C ⊆ [n → 2], the homological dimension dimh C is defined as the
projective dimension of I?C , the length of the minimal resolution of I
?
C . The Stanley-Reisner
dimension dimSR C is defined as the projective dimension of the Stanley-Reisner ring S/IC.
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dimh dimSR dimVC
[n→ 2] n n n
{f} 0 n 0
deltan n− 1 n+ 1 1
monconjd d 2
d+1 − d− 1 d [14]
conjd d+ 1 2
d+1 − d− 1 d [14]
linthrd d+ 1 2
d+1 − d− 1 d+ 1 [1]
polythrkd Σ
k
0 2
d+1 − Σk0 = 2d + Σdk+1 Σk0 [1]
linfun2d d 2
d+1 − d− 1 d
Table 1: Various notions of dimensions for boolean function classes investigated in this work. Σkj :=∑k
i=j
(
d
i
)
. The VC dimensions without citation can be checked readily.
One can quickly verify the following lemma.
Lemma 3.7. If S/IC has a minimal cellular resolution X, then dimSR C = dimX + 1. If C has a
minimal cellular resolution X, then dimh C = dimX. The same is true for cocellular resolutions
Y if we replace dimX with the difference between the dimension of a top cell in Y and that of a
bottom cell in Y .
Recall the definition of regularity [11].
Definition 3.8. The regularity of a Nn-graded module M is
regM = max{|b| − i : βi,b(M) 6= 0},
where |b| = ∑nj=1 bi.
There is a well known duality between regularity and projective dimension.
Proposition 3.9. [11, thm 5.59] Let I be a squarefree ideal. Then projdim(S/I) = reg(I?).
This implies that the Stanley-Reisner dimension of C is equal to the regularity of I?C . For each
minimal resolutions we have constructed, it should be apparent that max{|Γf| − i : βi,f(C) 6= 0}
occurs when i is maximal, and thus for such an f with smallest domain it can be computed as
#variables − |dom f| − dimh C. Altogether, by the results of Section 2.3, we can tabulate the
different dimensions for each class we looked at in this work in Table 1.
For all classes other than deltan, we see that dimh is very close to dimVC. We can in fact show
the former is always at least thte latter.
Proposition 3.10. Let C ⊆ [U → V ] and U ′ ⊆ U . Then dimh C ≥ dimh C  U ′.
Proof. Follows from Proposition 2.97.
Theorem 3.11. For any C ⊆ [n→ 2], dimh C ≥ dimVC C.
Proof. Let U ⊆ [n] be the largest set shattered by C. We have by the above proposition that
dimh C ≥ dimh C  U . But C  U is the complete function class on U , which has the cube minimal
resolution of dimension |U |. Therefore dimh C ≥ |U | = dimVC C.
As a consequence, we have a bound on the number of minimal generators of an ideal I express-
able as a canonical ideal of a class, courtesy of the Sauer-Shelah lemma [10].
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Corollary 3.12. Suppose ideal I equals I?C for some C ⊆ [n → 2]. Then I is minimally generated
by a set no larger than O(nd), where d is the projective dimension of I.
However, in contrast to VC dimension, note that homological dimension is not monotonic:
delta2d ⊆ conjd but the former has homological dimension 2d while the latter has homological
dimension d + 1. But if we know a class C ⊆ [n → 2] has dimh C = dimVC C, then C ⊆ D implies
dimh C ≤ dimh D by the monotonicity of VC dimension. We write this down as a corollary.
Corollary 3.13. Suppose C, D ⊆ [n→ 2]. If dimh C = dimVC C, then C ⊆ D only if dimh C ≤ dimh D.
The method of restriction shows something more about the Betti numbers of C.
Theorem 3.14. C shatters U ⊆ [n] iff for every partial function f :⊆ U → [2], there is some
g :⊆ [n]→ [2] extending f such that β|U |−| dom f|,g(C) ≥ 1.
Proof. The backward direction is clear when we consider all total function f : U → [2].
From any (algebraic) resolution F of I?C , we get an (algebraic) resolution F  U of I?CU by ignoring
the variables {xu,v : u 6∈ U, v ∈ [2]}. If for some f :⊆ U → [2], for all g :⊆ [n] → [2] extending f,
β|U |−| dom f|,gC = 0, then there is the (|U | − | dom f|)th module of F  U has no summand of degree
Γg, which violates the minimality of the cube resolution of C  U .
There is also a characterization of shattering based on the Stanley-Reisner ideal of a class. We
first prove a trivial but important lemma.
Lemma 3.15. Suppose ∆ is an n-dimensional suboplex. Then H˜n(∆) 6= 0 iff ∆ is complete.4
Proof. The backward direction is clear.
Write Sn1 for the complete n-dimensional suboplex. Suppose ∆ 6= Sn1 . Choose an n-dimensional
simplex F not contained in ∆. Let ∇ be the complex formed by the n-dimensional simplices not
contained in ∆ or equal to F . By Mayer-Vietoris for simplicial complexes, we have a long exact
sequence
· · · → H˜n(∇∩∆)→ H˜n(∇)⊕ H˜n(∆)→ H˜n(∇∪∆)→ H˜n−1(∇∩∆)→ · · ·
Now ∇ ∪ ∆ is just Sn1 \ intF , which is homeomorphic to an n-dimensional disk, and hence con-
tractible. Hence H˜m(∇∪∆) = 0,∀m > 0, and therefore H˜m(∇∩∆) ∼= H˜m(∇)⊕ H˜m(∆),∀m > 0.
But ∇ ∩ ∆ has dimension at most n − 1, so H˜n(∇ ∩ ∆) = 0, implying H˜n(∇) = H˜n(∆) = 0, as
desired.
Theorem 3.16. Let C ⊆ [n → 2]. Suppose U ⊆ [n] and let τ = U × [2]. Then C shatters U iff
β|U |−1,τ (IC) 6= 0.
Proof. C shatters U iff C  U = [U → 2]. The canonical suboplex of C  U is SCU = SC  τ . By the
above lemma, SC  τ is complete iff H˜|U |−1(SC  τ) 6= 0 iff H˜ |U |−1(SC  τ ;k) 6= 0. By Hochster’s
formula (Proposition 2.12), the dimension of this reduced cohomology is exactly β|U |−1,τ (IC).
The above yields another proof of the dominance of homological dimension over projective
dimension.
4 The proof given actually works as is when ∆ is any pure top dimensional subcomplex of a simplicial sphere.
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Second proof of Theorem 3.11. By Proposition 3.9, dimh C + 1 = projdim(S/I
?
C ) = reg(IC). By
Theorem 3.16, the largest shattered set U must satisfy β|U |−1,U×[2](IC) 6= 0, so by the definition of
regularity,
dimVC C = |U | = |U × [2]| − (|U | − 1)− 1 ≤ reg(IC)− 1 = dimh C.
From the same regularity argument, we obtain a relation between homological dimension and
the maximal size of any minimal nonrealizable samples.
Theorem 3.17. For any minimal nonrealizable sample f of C, we have
|f| ≤ dimh C + 1.
Proof. Again, dimh C + 1 = reg(IC). For each extenture (i.e. minimal nonrealizable sample) f,
xgraph f is a minimal generator of IC, so we have β0,graph f(IC) = 1. Therefore,
|f| ≤ reg(IC) = dimh C + 1.
It is easy to check that equality holds for C = monconj, linfun,polythr.
Combining Theorem 3.3, Theorem 3.14, and Theorem 3.16, we have the equivalence of three
algebraic conditions
Corollary 3.18. Let C ⊆ [n→ 2] and U ⊆ [n]. The following are equivalent
1. C shatters U .
2. xU 6∈ pi∗IC.
3. ∀f :⊆ U → [2], there is some g :⊆ [n]→ [2] extending f such that β|U |−| dom f |,g(C) ≥ 1.
4. β|U |−1,U×[2](IC) 6= 0.
The above result together with Corollary 3.13 implies several algebraic conditions on situations
in which projective dimension of an ideal is monotone. Here we write down one of them.
Corollary 3.19. Let S = k[xu,i : u ∈ [n], i ∈ [2]]. Suppose ideals I and J of S are generated by
monomials of the form xΓf , f ∈ [n→ 2]. If max{|U | : xU 6∈ pi∗I} = projdim I, then I ⊆ J implies
projdim I ≤ projdim J .
3.2 Cohen-Macaulayness
We can determine the Betti numbers of dimension 1 of any class of boolean functions. Let C ⊆
[n→ 2]. Write C⊇f := {h ∈ C : h ⊇ f}. Then we have the following theorem.
Theorem 3.20. The 1-dimensional Betti numbers satisfy
β1,f(C) =
{
1 if |C⊇f | = 2
0 otherwise.
More precisely, let {f : f ∈ C} be a set of basis, each with degree Γf , and define
φ :
⊕
f∈C
Sf  I?C , φ(f ) = xΓf .
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Let ωf,g = x
Γf/xΓ(f∩g) and ζf,g := ωf,gg − ωg,f f . Then kerφ has minimal generators
{ζf,g : C⊇f = {f, g}, f ≺ g},
where ≺ is lexicographic ordering (or any linear order for that matter).
We will use the following lemma from [6].
Lemma 3.21 ([6] Lemma 15.1 bis). kerφ is generated by {ζh,h′ : h, h′ ∈ C}.
Proof of Theorem 3.20. It’s clear that the latter claim implies the former claim about Betti num-
bers.
We first show that G = {ζf,g : C⊇f = {f, g}, f ≺ g} is a set of generators as claimed. By the
lemma above, it suffices to show that ζh,h′ for any two functions h ≺ h′ ∈ C can be expressed as a
linear combinations of G. Denote by ‖f − g‖1 the L1 distance n− |dom(f ∩ g)|. We induct on the
size of the disagreement p = ‖h−h′‖1. When p = 1, ζf,g ∈ G, so there’s nothing to prove. Suppose
the induction hypothesis is satisfied for p ≤ q and set p = q+1. Let f = h∩h′. If C⊇f has size 2 then
we are done. So assume |C⊇f | ≥ 3 and let h′′ be a function in C⊇f distinct from h or h′′. There must
be some u, u′ ∈ [n]\dom f such that h(u) = h′′(u) = ¬h′(u) and h′(u′) = h′′(u′) = ¬h(u′). Indeed, if
such a u does not exist, then h′′(v) = h′(v) for all v ∈ [n]\dom f, and thus h′′ = h′, a contradiction;
similarly, if u′ does not exist, we also derive a contradiction. Therefore ‖h − h′′‖1, ‖h′ − h′′‖ ≤ q,
and by induction hypothesis, ζh,h′′ and ζh′,h′′ are both expressible as linear combination of G, and
thus ζh,h′ = ζh,h′′ − ζh′′,h′ is also expressible this way. This proves that G is a set of generators.
For any partial f, if C⊇f = {f, g}, then the degree xΓf strand of φ is the map of vector spaces
kωf,gg ⊕ kωg,f f → kxΓf , (ω, ω′) 7→ ω + ω′
whose kernel is obviously kζf,g. Therefore, G must be a minimal set of generators.
Definition 3.22. Let C ⊆ [n → 2] and f, g ∈ C. If Cf∩g = {f, g}, then we say f and g are
neighbors in C, and write f ∼C g, or f ∼ g when C is clear from context.
Next, we discuss the conditions under which S/IC and S/I
?
C could be Cohen-Macaulay. Recall
the definition of Cohen-Macaulayness.
Definition 3.23 ([11]). A monomial quotient S/I is Cohen-Macaulay if its projective dimension
is equal to its codimension codimS/I := min{suppω : ω ∈ mingen(I?)}.
Cohen-Macaulay rings form a well-studied class of rings in commutative algebra that yields
to a rich theory at the intersection of algebraic geometry and combinatorics. The mathematician
Melvin Hochster famously wrote “Life is really worth living” in a Cohen-Macaulay ring [9].
By [5, Prop 1.2.13], we have that S/I is Cohen-Macaulay for I squarefree only if every minimal
generator of I? has the same support size. Then the following theorem shows that requiring S/I?C
to be Cohen-Macaulay filters out most interesting function classes, including every class considered
above except for singleton classes. We first make a definition to be used in the following proof and
in later sections.
Definition 3.24. Let D ⊆ [n → m]. We say D is full if for every pair (u, v) ∈ [n] × [m], there is
some function h ∈ D with h(u) = v — i.e. ⋃{graphh : h ∈ D} = [n]× [m].
Theorem 3.25. Let C ⊆ [n→ 2]. The following are equivalent
1. S/I?C is Cohen-Macaulay.
44
3 APPLICATIONS
2. Under the binary relation ∼, C⊇f forms a tree for every PF f :⊆ [n]→ [2].
3. dimh C ≤ 1.
Proof. We will show the equivalence of the first two items; the equivalence of the second and third
items falls out during the course of the proof.
First suppose that C is not full. Then IC has a minimal generator xu,b for some u ∈ [n], b ∈ [2]. If
S/I?C is Cohen-Macaulay, then all minimal generators of IC must have the same support size, so for
each functional monomial xv,0xv,1, either xv,0 or xv,1 is a minimal generator of IC. This means that
C is a singleton class, and thus is a tree under ∼ trivially. Conversely, S/I?{f} is Cohen-Macaulay
for any f ∈ [n → 2] because the projective dimension of S/I?{f} is dimh{f} + 1 = 1 which is the
common support size of I{f} (Theorem 2.44).
Now assume C is full. Then mingen(IC) ⊇ FM and min{| suppω| : ω ∈ mingen(IC)} = 2. Hence
S/I?C is Cohen-Macaulay iff the projective dimension of S/I
?
C is 2 iff the homological dimension of
C is 1. This is equivalent to saying that the 1-dimensional cell complex X with vertices f ∈ C and
edges f ∼ g minimally resolves I?C with the obvious labeling, which is the same as the condition
specified in the theorem.
Corollary 3.26. Let C ⊆ [n → 2]. If S/I?C is Cohen-Macaulay, then C has a minimal cellular
resolution and has pure Betti numbers which are 0 or 1.
Example 3.27. Let o : [n] → [2] be the identically zero function. The class C := deltan ∪ {o}
satisfies S/I?C being Cohen-Macaulay. Indeed, f ∼C g iff {f, g} = {δi, o} for some i, so ∼C forms a
star graph with o at its center. For each nonempty f :⊆ [n]→ [2], if im f = {0}, then C⊇f contains
o and thus is again a star graph. If f(i) = 1 for a unique i, then C⊇f = δi, which is a tree trivially.
Otherwise, C⊇f = ∅, which is a tree vacuously.
It seems unlikely that any class C with Cohen-Macaulay S/I?C is interesting computationally, as
Theorem 3.25 and Theorem 3.11 imply the VC dimension of C is at most 1. By the Sauer-Shelah
lemma [10], any such class C ⊆ [n→ 2] has size at most n+ 1.
In contrast, the classes C ⊆ [n → 2] with Cohen-Macaulay S/IC form a larger collection, and
they all have cellular resolutions. For this reason, we say C is Cohen-Macaulay if S/IC is Cohen-
Macaulay.
Definition 3.28. Let n be the n-dimensional cube with vertices [2]n. A cublex (pronounced
Q-blex) is a subcomplex of n.n has a natural PF labeling η = η that labels each vertex V ∈ [2]n with the corresponding
function η(V ) : [n]→ [2] with η(V )(i) = Vi, and the rest of the PF labels are induced via intersection
as in Lemma 2.48. Specifically, each face Fw is associated to a unique PF w :⊆ [n] → [2], such
that Fw consists of all vertices V with η(V ) ⊇ w; we label such a Fw with η(Fw) = w. A cublex X
naturally inherits η, which we call the canonical PF label function of X.
Rephrasing Reisner’s Criterion [11, thm 5.53], we obtain the following characterization.
Proposition 3.29 (Reisner’s Criterion). C ⊆ [n→ 2] is Cohen-Macaulay iff
βi,f(C) = dimk H˜i−1(SCf ;k) = 0 for all i 6= n− | dom f|.
Theorem 3.30. Let C ⊆ [n→ 2]. The following are equivalent.
1. C is Cohen-Macaulay.
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2. dimSR C = n.
3. C = {η(V ) : V ∈ X} for some cublex X such that X⊇f is acyclic for all f :⊆ [n]→ [2].
Proof. (1 ⇐⇒ 2). This is immediate after noting that codimS/IC = n.
(3 =⇒ 2). X is obviously a minimal cellular resolution of C, and for each f, the face Ff with
PF label f, if it exists, has dimension n− | dom f|, so Reisner’s Criterion is satisfied.
(2 =⇒ 3). Let X be the cubplex containing all faces Ff such that βi,f(C) 6= 0 for i = n−| dom f|.
This is indeed a complex: H˜i−1(SCf ;k) 6= 0 iff SCf is the complete (i − 1)-dimensional suboplex
by Lemma 3.15; hence for any g ⊇ f, SCg is the complete (j − 1)-dimensional suboplex, where
j = n− | dom g|, implying that βj,g(C) = 1.
We prove by induction on poset structure of f :⊆ [n] → [2] under containment that X⊇f is
acyclic for all f. The base case of f being total is clear. Suppose our claim is true for all g ⊃ f. If
X⊇f is an (n− | dom f|)-dimensional cube, then we are done. Otherwise,
X⊇f =
⋃
g⊃f
|dom g|=| dom f|+1
X⊇g.
By induction hypothesis, each of X⊇g is acyclic, so the homology of X⊇f is isomorphic to the
homology of the nerve N of {X⊇g}. We have for any collection F of such g,⋂
g∈F
X⊇g 6= ∅ ⇐⇒ ∃f ∈ C ∀g ∈ F [f ⊇ g].
Therefore N is isomorphic to SCf as simplicial complexes. As H˜•(SCf ;k) = 0 (since Xf is empty),
X⊇f is acyclic as well.
X is obviously minimal since it has unique PF labels, and its vertex labels are exactly C.
The minimal cublex cellular resolution of Cohen-Macaulay C constructed in the proof above is
called the canonical cublex resolution of C.
Corollary 3.31. If C ⊆ [n→ 2] is Cohen-Macaulay, then C has a minimal cellular resolution and
has pure Betti numbers which are 0 or 1.
It should be easy to see that if C is Cohen-Macaulay, then so is the filtered class C  f for any
PF f :⊆ [n]→ [2]. It turns out this is also true for restrictions of C.
Corollary 3.32 (Cohen-Macaulayness is preserved under restriction). If C ⊆ [n → 2] is Cohen-
Macaulay, then so is C  U for any U ⊆ [n]. Its canonical cublex resolution is the projection of the
canonical cublex resolution of C onto the subcube Fw of n, where w :⊆ [n] → [2] takes everything
outside U to 0. Consequently, β•,f(C  U) = 0 iff β•,f′(C) = 0 for all f ′ ⊇ f extending f to all of
[n] \ U .
Proof. It suffices to consider the case U = [n− 1] and then apply induction. Fix f :⊆ [n− 1]→ [2],
and let f0 := f ∪ (n − 1 7→ 0), f1 = f ∪ (n − 1 7→ 1). We wish to show βi,f(C  U) = 0 for all
i 6= n− 1− | dom f|. We have three cases to consider.
1. β•,f0(C) = β•,f1(C) = 0. Certainly, β•,f(C) would also have to be 0 (the existence of the
subcube Ff would imply the existence of Ff0 and Ff1 in the canonical cublex resolution of C).
By Theorem 2.99, this implies β•,f(C  U) = 0 as well.
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2. WLOG βi,f0(C) = I(i = n − |dom f| − 1) and β•,f1(C) = 0. Again, β•,f(C) = 0 for the same
reason. So Theorem 2.99 implies βi,f(C  U) = I(i = n− | dom f| − 1).
3. βi,f0(C) = βi,f1(C) = I(i = n − | dom f| − 1). Then C = [n → 2] and therefore βi,f(C) = I(i =
n− | dom f|). Theorem 2.99 yields an exact sequence
0→ kβj+1,f(CU) → kβj+1,f(C) → kβj,f0 (C)+βj,f1 (C) → kβj,f(CU) → 0,
where j = n − |dom f| − 1. Because C has pure Betti numbers by Corollary 3.31, the only
solution to the above sequence is βi,f(C  U) = I(i = n− | dom f| − 1).
This shows by Proposition 3.29 that C  U is Cohen-Macaulay. The second and third statements
then follow immediately.
Lemma 3.33. If C ⊆ [n → 2] is Cohen-Macaulay, then βi,f(C) = I(i = n − | dom f|) iff f ∈ C for
all total f extending f.
Proof. βi,f(C) = I(i = n − | dom f|) iff linkf(SC) is the complete suboplex iff f ∈ C for all total f
extending f.
Corollary 3.34. If C ⊆ [n→ 2] is Cohen-Macaulay, then dimh C = dimVC C.
Proof. dimh C is the dimension of the largest cube in the canonical cublex resolution of C, which
by the above lemma implies C shatters a set of size dimh C. Therefore dimh C ≤ dimVC C. Equality
then follows from Theorem 3.11.
Example 3.35. The singleton class {f}, delta∪ {o} as defined in Example 3.27, and the complete
class [n → 2] are all Cohen-Macaulay. However, inspecting Table 1 shows that, for d ≥ 1, none of
delta, monconj, conj, linthr, or linfun on d-bit inputs are Cohen-Macaulay, as their Stanley-
Reisner dimensions are strictly greater than 2d. Likewise, polythrkd is not Cohen-Macaulay unless
k = d. Consequently, the converse of Corollary 3.34 cannot be true.
Example 3.36. We can generalize delta ∪ {o} as follows. Let nb(f)kn be the class of functions
on [n] that differs from f ∈ [n → 2] on at most k inputs. Then nb(f)kn is Cohen-Macaulay; its
canonical cublex resolution is the cublex with top cells all the k-dimensional cubes incident on f .
For example, delta ∪ {o} = nb(o)1n.
Finally, we briefly mention the concept of sequential Cohen-Macaulayness, a generalization of
Cohen-Macaulayness.
Definition 3.37 ([18]). A module M is sequential Cohen-Macaulay if there exists a finite filtration
0 = M0 ⊆M1 ⊆ · · · ⊆Mr = M
of M be graded submodules Mi such that
1. Each quotient Mi/MI−1 is Cohen-Macaulay, and
2. dim(M1/M0) < dim(M2/M1) < · · · < dim(Mr/Mr−1), where dim denotes Krull dimension.
Sequentially Cohen-Macaulay rings S/I satisfy projdimS/I = max{| supp a| : xa ∈ mingen(I?)}
by a result of [7]. If S/IC is sequentially Cohen-Macaulay, this means it is actually Cohen-Macaulay,
since all minimal generators of I?C have the same total degree. Thus what can be called “sequentially
Cohen-Macaulay” classes coincide with Cohen-Macaulay classes.
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P
S
link{P}S
Figure 18: The link of suboplex S with respect to vertex P is homeomorphic to the intersection of S with
a hyperplane.
3.3 Separation of Classes
In this section, unless specificed otherwise, all homologies and cohomologies are taken against k.
Suppose C, D ⊆ [n→ m]. If C ⊆ D, then C ∪ D = D, and I?C + I?D = I?C∪D = I?D . In particular, it must
be the case that for every i and σ,
βi,σ(I
?
C + I
?
D ) = βi,σ(I
?
C∪D) = βi,σ(I
?
D ).
Thus C ⊂ D if for some i and f, βi,f(C) 6= βi,f(C∪ D). The converse is true too, just by virtue of β0,−
encoding the elements of each class. By Theorem 3.20, C ⊂ D already implies that β1,− must differ
between the two classes. However, we may not expect higher dimensional Betti numbers to certify
strict inclusion in general, as the examples in Section 2.3.7 show.
This algebraic perspective ties into the topological perspective discussed in the introduction as
follows. Consider C ⊆ [2d → {−1, 1}] and a PF f :⊆ [2d] → {−1, 1}. By Hochster’s dual formula
(Proposition 2.11), βi,f(C) = dimk H˜i−1(SCf ;k) = dimk H˜i−1(linkgraph f SC;k). When f = †, this
quantity is the “number of holes of dimension i−1” in the canonical suboplex of C. When graph f =
{(u, f(u))} has a singleton domain, linkgraph f SC is the section of SC by a hyperplane. More precisely,
if we consider SC as embedded the natural way in S2d−11 = {z ∈ R2
d
: ‖z‖1 = 1} (identifying each
coordinate with a v ∈ [2d] ∼= [2]d), linkgraph f SC is homeomorphic to SC∩{z : zu = f(u)/2}. Figure 18
illustrates this. For general f, we have the homeomorphism
linkgraph f SC ∼= SC ∩ {z : zu = f(u)/2,∀u ∈ dom f}.
Thus comparing the Betti numbers of D and C∪ D is the same as comparing “the number of holes”
of SD and SC∪D and their corresponding sections.
If PF-labeled complex (XC , µC) resolves C and PF-labeled complex (XD, µD) resolves D, then
the join (XC ? XD, µC ? µD) resolves C ∪ D by Proposition 2.89. The Betti numbers can then be
computed by
βi,f(C ∪ D) = dimk H˜i−1((XC ? XD)⊃f ;k)
via Proposition 2.19. Here are some simple examples illustrating this strategy.
Theorem 3.38. Let d ≥ 2. Let I1 ∈ [2d → 2] be the indicator function u 7→ I(u = 1 = 1 · · · 1 ∈
[2]d). Consider the partial linear functional g : 0 → 0,1 → 1. Then βi,g(linfun2d ∪ {I1}) = 0 for
all i.
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The proof below is in essence the same as the proof of I1 6∈ linfun2d given in the introduction,
but uses the theory we have developed so far. The application of the Nerve Lemma there is here
absorbed into the Stanley-Reisner and cellular resolution machineries.
Proof. Let (X,µ) be the flag resolution of linfun2d and • be the one point resolution of {I1}. Then
X ? • is the cone over X, with labels µ′(F ? •) = µ(F ) ∩ I1 and µ′(F ) = µ(F ) for cells F in X.
Consider Z := (X ? •)⊃g. Every cell F of X in Z has PF label a linear functional on a linear
subspace of Fd2 strictly containing V := {0,1}. As such, µ(F )∩ I1 strictly extends g, because µ(F )
sends something to 0 outside of V. This means Z is a cone over X⊃g, and thus is acyclic. Therefore
βi,g(linfun
2
d ∪ {I1}) = 0 for all i.
But βd−1,g(linfun2d) is nonzero, so we obtain the following corollary.
Corollary 3.39. I1 6∈ linfun2d for d ≥ 2.
Theorem 3.38 says the following geometrically: the canonical suboplex of linfun2d  g (a complex
of dimension 22
d − 2) has holes in dimension d− 1, but these holes are simultaneously covered up
when we add I1 to linfun2d.
Theorem 3.40. Let parityd be the parity function on d bits. Then βi,†(polythrkd∪{parityd}) =
0 for all i if k < d.
Let us work over {−1, 1} instead of {0, 1}, under the bijection {0, 1} ∼= {1,−1}, a 7→ (−1)a,
so that parityd(u0, . . . , ud−1) = u0 · · ·ud−1 for u ∈ {−1, 1}d and polythrkd consists of sgn(p) for
polynomials p with degree at most k not taking 0 on any point in {−1, 1}d.
Proof. Fix k < d. Let (X,µ) denote the ball resolution of polythrkd and • be the one point
resolution of {f}. Then X?• is the cone over X, with labels µ′(F ?•) = µ(F )∩f and µ′(F ) = µ(F )
for cells F in X.
Consider Z := (X ? •)⊃†. Every PF label f :⊆ {−1, 1}d → {−1, 1} of X intersects parityd
nontrivially if f 6= †. Otherwise, suppose p is a polynomial function such that p(u) > 0 ⇐⇒ f(u) =
1, p(u) < 0 ⇐⇒ f(u) = −1, and p(u) = 0 ⇐⇒ u 6∈ dom f. Then by discrete Fourier transform 5,
the coeffient of p for the monomial parityd(u) =
∏d−1
i=0 ui is∑
a∈{−1,1}d
p(a)parityd(a) < 0
because whenever p(a) is nonzero, its sign is the opposite of parityd(a). This contradicts k < d.
Thus in particular, the PF label of every cell of X except for the top cell (with PF label †) intersects
parityd nontrivially. Therefore Z is a cone and thus β•,†(polythrkd ∪ {parityd}) = 0.
But βe,†(polythrkd) = 1, where e =
∑k
j=0
(
d
j
)
is the homological dimension of polythrkd. So
we recover the following result by Minsky and Papert.
Corollary 3.41 ([12]). parityd 6∈ polythrkd unless k = d.
From the analysis below, we will see in fact that adding parityd to polythr
k
d causes changes
to Betti numbers in every dimension up to dimVC polythr
k
d = dimh polythr
k
d, so in some sense
parityd is maximally homologically separated from polythr
k
d. This “maximality” turns out to be
equivalent to the lack of weak representation Corollary 3.46.
5See the opening chapter of [15] for a good introduction to the concepts of Fourier analysis of boolean functions.
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By Lemma 2.90, the “differences” between the Betti numbers of C ∪ D and those of C and of
D are given by the homologies of (XC ×XD, µC × µD)⊃f . Suppose C consists of a single function
f . Then XC is a single point with exponent label Γf . (XC ×XD, µC × µD) is thus isomorphic to
XD as complexes, but the exponent label of each nonempty cell F ∈ XC ×XD isomorphic to cell
F ′ ∈ XD is now lcm(λD(F ′),Γf), and the PF label of F is µD(F ′)∩f ; the empty cell ∅ ∈ XC×XD
has the exponent label 0. We denote this labeled complex by (XD)
f .
Notice that (XD)
f is a (generally nonminimal) cellular resolution of the PF class Df := D{f},
because (XD)
f
⊇f = (XD)⊇f whenever f ⊆ f and empty otherwise, and therefore acyclic. So the
(dimensions of) homologies of (XC ×XD)⊃f are just the Betti numbers of Df . This is confirmed
by Lemma 2.92. Another perspective is that SCD is the intersection SC ∩SD, so by Mayer-Vietoris,
I?CD gives the “difference” in Betti numbers between β•,−(C) + β•,−(D) and β•,−(C ∪ D).
I?
Df determines the membership of f through several equivalent algebraic conditions.
Lemma 3.42. Let D ⊆ [n → m] be a full class (see Definition 3.24). Then the following are
equivalent:
1. f ∈ D
2. I?
Df is principally generated by x
Γf
3. I?
Df is principal
4. βi,f(D
f ) = 1 for exactly one partial f when i = 0 and equals 0 for all other i.
5. βi,f(D
f ) = 0 for all f and all i ≥ 1.
6. βi,f(D
f ) = 0 for all f 6= f and all i ≥ 1.
Proof. (1 =⇒ 2 =⇒ 3) If f ∈ D, then I?
Df is principally generated by x
Γf .
(3 =⇒ 2 =⇒ 1) If I?
Df is principal, then it’s generated by x
Γg for some partial function g.
This implies that h∩f ⊆ g =⇒ graphh ⊆ Γf∪graph g,∀h ∈ D. But taking the union over all h ∈ D
contradicts our assumption on D unless g = f . Thus there is some h ∈ D with h∩f = f =⇒ h = f .
(3) ⇐⇒ 4) This should be obvious.
(4 ⇐⇒ 5 ⇐⇒ 6) The forward directions are obvious. Conversely, if I?
Df has more than one
minimal generator, then its first syzygy is nonzero and has degrees  Γf , implying the negation of
Item 5 and Item 6.
Thus I?
Df by itself already determines membership of f ∈ D. It also yields information on the
Betti numbers of C∪D via Lemma 2.92. Thus in what follows, we study I?
Df in order to gain insight
into both of the membership question and the Betti number question.
Let us consider the specific case of D = linthrU , with minimal cocellular resolution coBallU =
(Y, µ). Then linthrU
f has minimal cocellular resolution (Y, µf ), where we relabel cells F of Y
by µf (F ) = µ(F ) ∩ f , so that, for example, the empty cell still has PF label the empty function.
Choose U to be a set of n points such that the vectorization ~U forms a set of orthogonal basis for
Rn. Then linthrU = [U → 2], and Y is homeomorphic to the unit sphere Sn−1 as a topological
space and is isomorphic to the complete (n − 1)-dimensional suboplex as a simplicial complex. It
has 2n top cells 4g, one for each function g ∈ [U → 2]; in general, it has a cell 4f for each PF
f :⊆ U → 2, satisfying 4f =
⋂
f⊇f4f .
Let us verify that βi,f(linthr
f
U ) equals βi,Γf(〈xΓf 〉) = I(i = 0 & f = f) by Lemma 2.30. For
any f ⊆ f , define f ♦ f to be the total function
f ♦ f : u 7→ f(u) ∀u ∈ dom f, u 7→ ¬f(u) ∀u 6∈ dom f.
50
3 APPLICATIONS
4f 4f ♦ f
4¬f
∂f4f ♦ f
Figure 19: The bold segments form the partial boundary ∂f4f ♦ f . In particular, this partial boundary
contains three vertices. It is exactly the part of 4f ♦ f visible to a spider in the interior of 4¬f , if light
travels along the sphere.
Define the (f, f)-star F(f, f) to be the collection of open cells 4˚g with PF label f ⊆ g ⊆ f ♦ f.
This is exactly the collection of open cells realized by the cellular pair (4f ♦ f , ∂f4f ♦ f), where
∂f4f ♦ f denotes the partial boundary of 4f ♦ f that is the union of the closed cells with PF labels
(f ♦ f)\(i 7→ f(i)) for each i ∈ dom f. In particular, F(f, f) is realized by (4f , ∂4f ), andF(f, †) is
realized by (4¬f , {}) (where {} is the void complex). In the following we suppress the subscript
to write (4, ∂f4) for the sake of clarity. When f 6= †, f , ∂f4 is the union of faces intersecting 4¬f ;
intuitively, they form the subcomplex of faces directly visible from an observer in the interior of
4¬f . This is illustrated in Figure 19.
Then the part of (YU , µ
f
U ) with PF label f is exactly the (f, f)-star. If f 6= f , the closed top
cells in ∂f4 all intersect at the closed cell with PF label f ♦ f \ f = ¬(f \ f), and thus their union
∂f4 is contractible. This implies via the relative cohomology sequence
· · · ← H˜j(∂f4)← H˜j(4)← Hj(4, ∂f4)← H˜j−1(∂f4)← · · ·
that 0 = dimk H˜
j(4) = dimkHj(4, ∂f4) = βn−1−j,f(linthrfU ). If f = f , then ∂f4 = ∂4, so
Hj(4, ∂f4) ∼= H˜j(4/∂) ∼= kI(j=n−1). This yields βk,f (linthrfU ) = I(k = 0).
The analysis of the Betti numbers of any thresholded linear class thrL is now much easier
given the above. As discussed in Section 2.3.5, the cocellular resolution (Z, µZ) of thrL is just the
intersection of coBallU = (Y, µ) with L, with the label of an intersection equal to the label of the
original cell, i.e. Z = Y ∩ L, µZ(F ∩ L) = µ(F ). Similarly, the cocellular resolution of (thrL)f
is just (Z, µfZ ) with Z = Y ∩ L, µfZ (F ∩ L) = µf (F ). If L is not contained in any coordinate
hyperplane of Y , then thrL is full. By Lemma 3.42, f ∈ thrL iff βi,f(thrLf ) = 0 for all i ≥ 1.
This is equivalent by Lemma 2.30 to the statement that for all f, the degree Γf part of (Z, µfZ ),
FL(f, f) :=F(f, f) ∩ L, has the homological constraint
HdimZ−i(FL(f, f), ∂FL(f, f)) = HdimZ−i(4f ♦ f ∩ L, ∂f4f ♦ f ∩ L) = 0,∀i ≥ 0.
But of course, f ∈ thrL iff L∩4˚f 6= ∅. We therefore have discovered half of a remarkable theorem.
Theorem 3.43 (Homological Farkas). Let L be a vector subspace of dimension l ≥ 2 of Rn not
contained in any coordinate hyperplane, let P denote the positive cone {v ∈ Rn : v > 0}, and
let 1 : [n] → {−1, 1}, j 7→ 1. For any g : [n] → {−1, 1}, define Ξ(g) to be the topological space
represented by the complex ∂FL(1,1 ∩ g). Then the following are equivalent:6
6Our proof will work for all fields k of any characteristic, so the cohomologies can actually be taken against Z.
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1. L intersects P.
2. For all g 6= 1,¬1, H˜•(Ξ(g);k) = 0 as long as 4g ∩ L 6= ∅.
This theorem gives homological certificates for the non-intersection of a vector subspace with the
positive cone, similar to how Farkas’ lemma [22] gives linear certificates for the same thing. Let’s
give some intuition for why it should be true. As mentioned before, ∂F(1,1 ∩ g) is essentially the
part of 41♦(1∩g) = 4g visible to an observer Tom in 4˚¬1, if we make light travel along the surface
of the sphere, or say we project everything into an affine hyperplane. Since the simplex is convex,
the image Tom sees is also convex. If L indeed intersects 4˚1 (equivalently 4˚¬1), then for Ξ(g)
he sees some affine space intersecting a convex body, and hence a convex body in itself. As Tom
stands in the interior, he sees everything (i.e. his vision is bijective with the actual points), and the
obvious contraction he sees will indeed contract Ξ(g) to a point, and Ξ(g) has trivial cohomology.
Conversely, this theorem says that if Tom is outside of 4˚1 (equivalently 4˚¬1), then he will be
able to see the nonconvexity of ∂F(1,1 ∩ g) for some g, such that its intersection with an affine
space is no longer contractible to a single point.
Proof of 1 =⇒ 2. Note that Ξ(g) is a complex of dimension at most l − 2, so it suffices to prove
the following equivalent statement:
For all g 6= 1,¬1, H˜ l−2−i(Ξ(g);k) = 0 for all i ≥ 0 as long as 4g ∩ L 6= ∅.
L intersects P iff L intersects 4˚1 iff 1 ∈ thrL. By Lemma 3.42, this implies βi,f(thrLf ) = 0 for
all f 6= 1, † and i ≥ 0. As we observed above, this means
H l−1−i(FL(1, f), ∂FL(1, f)) = 0, ∀i ≥ 0.
Write A =FL(1, f) and B = ∂FL(1, f) for the sake of brevity. Suppose A = 41♦ f∩L is nonempty.
Then for f 6= † as we have assumed, both A and B contain the empty cell, and therefore we have a
relative cohomology long exact sequence with reduced cohomologies,
· · · ← H l−1−i(A,B)← H˜ l−2−i(B)← H˜ l−2−i(A)← H l−2−i(A,B)← · · ·
Because H˜•(A) = 0, we have
H l−1−i(A,B) ∼= H˜ l−2−i(B),∀i.
This yields the desired result after observing that 1♦ f 6= 1,¬1 iff f 6= 1, †.
Note that we cannot replace L with any general openly convex cone, because we have used
Lemma 3.42 crucially, which requires thrL to be full, which can happen only if L is a vector
subspace, by Lemma 2.72.
The reverse direction is actually quite similar, using the equivalences of Lemma 3.42. But
straightforwardly applying the lemma would yield a condition on when g = ¬1 as well which boils
down to L ∩ 4¬1 6= ∅, that significantly weakens the strength of the theorem.7 To get rid of this
condition, we need to dig deeper into the structures of Betti numbers of thrL.
Theorem 3.44. Suppose L is linear of dimension l, thrL is a full class, and f 6∈ thrL. Let g be
such that σg is the unique covector of L of the largest support with g ⊆ f (where we let g = 0 if no
such covector exists). We say g is the projection of f to thrL, and write g = Π(f, L). Then the
following hold:
7Note that the condition says L intersects the closed cell 4¬1, not necessarily the interior, so it doesn’t completely
trivialize it.
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1. βi,g(thrL
f ) = I(i = l − 1 − rankσg). (Here rank denotes the rank wrt matroid of L as
defined in Section 2.3.5)
2. For any h 6⊇ g, β•,h(thrLf ) = 0.
3. For any PF r with domain disjoint from dom g, βi,r∪g(thrLf ) = βi,r(thrLf  ([n]\dom g)).
Note that such a σg would indeed be unique, since any two covectors with this property are
consistent and thus their union gives a covector with weakly bigger support.
Proof. (Item 1) The assumption on g is exactly that L intersects 4f at 4˚g ⊆ 4f and g is the
maximal such PF. Then F(f, g) ∩ L = ⋃f ♦ g⊇h⊇g 4˚h ∩ L = 4˚g ∩ L. Therefore βi,g(thrLf ) =
H˜ l−1−i((4g ∩ L)/∂) = I(l − 1 − i = dim(4g ∩ L)) (note that when 4g ∩ L is a point (resp. the
empty cell), the boundary is the empty cell (resp. the empty space), so that this equality still holds
in those cases). But dim(4g ∩ L) is rankσg. So the Betti number is I(i = l − 1− rankσg).
(Item 2) We show that I?
thrLf
is generated by monomials of the form xΓf for f ⊇ g. It suffices
to demonstrate that for any function h ∈ thrL, the function ho g defined by
ho g(u) :=
{
g(u) if u ∈ dom g
h(u) otherwise.
is also in thrL, as f ∩ (ho g) ⊇ f ∩ h.
Let ϕ ∈ L be a function ϕ : U → R such that sgn(ϕ) = σg. If ψ ∈ L is any function, then for
sufficiently small  > 0, sgn(ψ+ϕ) = sgn(ψ)o sgn(ϕ) = sgn(ψ)o g. Since L is linear, ψ+ϕ ∈ L,
and we have the desired result.
(Item 3) As shown above, the minimal generators of I?
thrLf
are all divisible by xΓg. The result
then follows from Lemma 2.8.
Corollary 3.45. Suppose L is linear of dimension l ≥ 2 and thrL is a full class. Then f ∈ thrL
iff βi,f(thrL
f ) = 0 for all f 6= f, † and all i ≥ 1.
If l ≥ 1, then we also have f ∈ thrL iff βi,f(thrLf ) = 0 for all f 6= f, † and all i ≥ 0.
Proof. We show the first statement. The second statement is similar.
The forward direction follows from Lemma 3.42. If β•,†(thrLf ) = 0, then the same lemma
also proves the backward direction.
So assume otherwise, and in particular, f 6∈ thrL. By Theorem 3.44, it has to be the case that
βi,†(thrLf ) = I(i = l − 1− (−1)) = I(i = l) since rank 0 = −1. Consequently, βl−1,f(thrLf ) 6= 0
for some f ⊃ †. If l ≥ 2, then this contradicts the right side of the equivalence, as desired.
We can now finish the proof of Theorem 3.43.
Proof of 2 =⇒ 1 in Theorem 3.43. Assume l ≥ 2. (2) says exactly that βj,f(thrLf ) = 0 for all
f 6= 1, † and all j ≥ 1. So by Corollary 3.45, 1 ∈ thrL and therefore thrL intersects P.
From the literature of threshold functions in theoretical computer science, we say a real function
ϕ : U → R on a finite set U weakly represents a function f : U → {−1, 1} if ϕ(u) > 0 ⇐⇒
f(u) = 1 and ϕ(u) < 0 ⇐⇒ f(u) = −1, but we don’t care what happens when ϕ(u) = 0. In these
terms, we have another immediate corollary of Theorem 3.44.
Corollary 3.46. A function f is weakly representable by polythrkd iff βi,†((polythr
k
d)
f
) = 0, ∀i.
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This is confirmed by Theorem 3.40. By Lemma 2.92, this result means that f is weakly repre-
sentable by polythrkd iff adding f to polythr
k
d did not change the homology of Spolythrkd .
Remark 3.47. Item 3 of Theorem 3.44 reduces the characterization of Betti numbers of thrLf to
the case when f is not “weakly representable” by thrL.
The following theorem says that as we perturb a function f 6∈ thrL by a single input u to obtain
fu, a nonzero Betti number βi,f of “codimension 1” of thrL
f remains a nonzero Betti number of
“codimension 1” of thrLf
u
if we truncate f.
Theorem 3.48 (Codimension 1 Stability). Suppose L is linear of dimension l ≥ 2 and thrL
is a full class. Let f be a function not in thrL and write g = Π(f, L). Assume rankσg = s
(so that βl−s−1,g(thrLf ) = 1) and let f :⊆ [n] → [2] be such that βl−s−2,f(thrLf ) 6= 0. Then
βl−s−2,f(thrLf ) = 1.
Furthermore, if | dom(f \ g)| > 1 and u ∈ dom(f \ g), set f ′ := f \ (u 7→ f(u)). Then we have
βl−s−2,f′(thrLf
u
) = 1
where
fu(v) :=
{
f(v) if v 6= u
¬f(v) if v = u.
Proof. By Theorem 3.44, it suffices to show this for g = †; then s = −1.
RecallFL(f, f) =F(f, f)∩L. By Lemma 2.30, βl−1,f(thrLf ) = dimkH0(FL(f, f), ∂FL(f, f)).
If ∂FL(f, f) contains more than the empty cell, then the RHS is the zeroth reduced cohomol-
ogy of the connected space FL(f, f)/∂, which is 0, a contradiction. Therefore ∂FL(f, f) = {∅},
i.e. as geometric realizations, L does not intersect ∂F(f, f). Consequently, βl−1,f(thrLf ) =
dimkH
0(4f ♦ f , {∅}) = dimkH0(4f ♦ f) = 1.
Now fu ♦ f ′ = f ♦ f, and ∂f′4f ♦ f ⊂ ∂f4f ♦ f since f ′ ⊂ f. Therefore ∂FL(fu, f ′) ⊆ ∂FL(f, f)
also does not intersect L. So βl−1,f′(thrLf
u
) = dimkH
0(4f ♦ f , {∅}) = dimkH0(4f ♦ f) = 1.
Below we give some examples of the computation of Betti numbers of thrLf .
Theorem 3.49. Let f := parityd ∈ [{−1, 1}d → {−1, 1}] and C := linthrd ⊆ [{−1, 1}d →
{−1, 1}]. Then βi,f∩1(Cf ) = (2d−1 − 1)I(i = 1).
Proof. Let (Y, µ) be the coball resolution of linthrd. Consider the cell F1 of Y with PF label 1.
It has 2d facets since
Is :=
{
r 7→ −1 if r = s
r 7→ 1 if r 6= s
is a linear threshold function (it “cuts” out a corner of the d-cube), so that each facet of F1 is the
cell Gs := F1∩Is with PF label
1 ∩ Is =
{
r 7→ 1 if r = s
undefined otherwise.
If for s, s′ ∈ {−1, 1}d, f(s) = f(s′), then Gs and Gs′ do not share a codimension 2 face (do not
share a facet of their own). (If they do, then{
r 7→ + if r 6= s, s′
r 7→ 0 else
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is a covector of the d-cube. But this means that (s, s′) is an edge of the d-cube, implying that
f(s) 6= f(s′)).
Now note that ∂f∩1F1 =
⋃{Gs : f(s) = 1}. For each Gs 6⊆ ∂f∩1F1, we have ∂Gs ⊆ ∂f∩1F1 by
the above reasoning. Let α := d+ 1 = dimh C and n = 2
d. Therefore, ∂f∩1R1 ∼= Sα−2 \
⊔n/2
i=1D
n−2,
the (α− 2)-sphere with n/2 holes. So
H˜m(∂f∩1F1) =
{
Zn/2−1 if m = α− 3
0 otherwise
Hence
βi,f∩1(C) = dimk H˜α−1−i(F1, ∂f∩1F1;k)
= rank H˜α−2−i(∂f∩1F1)
= (n/2− 1)I(α− 2− i = α− 3)
= (2d−1 − 1)I(i = 1).
Theorem 3.50. Let f := parityd ∈ [{−1, 1}d → {−1, 1}] and C := polythrd−1d ⊆ [{−1, 1}d →
{−1, 1}]. Then βi,f∩1(Cf ) = (2d−1 − 1)I(i = 1).
Proof. Let (Y, µ) be the coball resolution of linthrd. Consider the cell F1 of Y with PF label 1.
It has 2d facets since
Is :=
{
r 7→ −1 if r = s
r 7→ 1 if r 6= s
is a linear threshold function (it “cuts” out a corner of the d-cube), so that each facet of F1 is the
cell Gs := F1∩Is with PF label
1 ∩ Is =
{
r 7→ 1 if r = s
undefined otherwise.
Note that a function g : {−1, 1}d → {−1, 0, 1} is the sign function of a polynomial p with degree
d − 1 iff im(gf) ⊇ {−1, 1} (i.e. g hits both 1 and −1). Indeed, by Fourier Transform, the degree
constraint on p is equivalent to
〈p, f〉 =
∑
u∈{−1,1}d
p(u)f(u) = 0.
If im gf = im sgn(p)f does not contain −1, then this quantity is positive as long as p 6= 0, a
contradiction. So suppose im gf ⊇ {−1, 1}. Set mp := #{u : g(u)f(u) = 1} and mn := #{u :
g(u)f(u) = −1}. Define the polynomial p by p(u) = g(u)mp if g(u)f(u) = 1 and p(u) =
g(u)
mn
if
g(u)f(u) = −1. Then 〈p, f〉 = 0 and sgn p = g by construction, as desired.
As ∂f∩1F1 is the complex with the facets F := {Gs : f(s) = 1}, to find its homology it suffices
to consider the nerve of the facet cover. For a function g : {−1, 1}d → {−1, 0, 1}, write g¯ for the
partial function g  g−1({−1, 1}) (essentially, we are marking as undefined all inputs that g send to
0). But by the above, any proper subset G ⊂ F must have nontrivial intersection (which is a cell
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with PF label g¯ for some g with im g ⊇ {−1, 1}), while ⋂F must have PF label a subfunction g of
h¯ for
h(u) =
{
1 if f(u) = −1
0 otherwise.
Again, by the last paragraph, this implies that
⋂F = ∅. Therefore, in summary, the nerve NF is
the boundary of a (n/2− 1)-dimensional simplex, where n = 2d, so that H˜j(∂f∩1F1) ∼= H˜j(NF ) =
I(j = n/2− 2) · Z. Let α = dimh polythrd−1d = 2d − 1. Then
βi,1∩f (C) = dimk H˜α−1−i(F1, ∂1∩fF1;k)
= rank H˜α−2−i(∂1∩fF1)
= I(α− 2− i = n/2− 2)
= I(i = 2d−1 − 1)
as desired.
3.4 The Maximal Principle for Threshold Functions
By looking at the 0th Betti numbers of thrLf , we can obtain a “maximal principle” for thrL.
Theorem 3.51. Suppose there exists a function g ∈ thrL such that
• g 6= f and,
• for each h ∈ thrL that differs from g on exactly one input u, we have g(u) = f(u) = ¬h(u).
Then βi,f∩g(thrLf ) = I(i = 0) and f 6∈ thrL. Conversely, any function g ∈ thrL satisfying
βi,f∩g(thrLf ) = I(i = 0) also satisfies condition (3.51).
Informally, Theorem 3.51 says that if we look at the partial order on thrL induced by the
mapping from thrL to the class of partial functions, sending g to g ∩ f , then, assuming f is in
thrL, any function g that is a “local maximum” in thrL under this partial order must also be a
global maximum and equal to f . We shall formally call any function g ∈ thrL satisfying condition
3.51 a local maximum with respect to f .
Proof. Let coBall = (Y, µ) be the minimal cocellular resolution of thrL. Let Fg denote the face of
Y with label g. Each facet of Fg has the label g ∩ h for some h differing from g on exactly one
input. Condition (3.51) thus says that ∂f∩gFg = ∂Fg. Therefore, if l = dimL,
βi,f∩g(thrLf ) = dimk H˜ l−1−i(Fg/∂f∩g;k)
= dimk H˜
l−1−i(Fg/∂;k)
= I(l − 1− i = dimFg)
= I(i = 0)
This shows that f 6∈ thrL as desired.
For the converse statement, we only need to note that the Betti number condition implies
∂f∩gFg = ∂Fg, by reversing the above argument.
For any f : {−1, 1}d → {−1, 1}, define thrdeg f to be the minimal degree of any polynomial P
with 0 6∈ P ({−1, 1}d) and sgn(P ) = f . The maximal principle enables us to compute thrdeg f for
any symmetric f (a result that appeared in [3]).
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Theorem 3.52. Suppose f : {−1, 1}d → {−1, 1} is symmetric, i.e. f(u) = f(pi · u) for any
permutation pi. Let r be the number of times f changes signs. Then thrdeg f = r.
Proof. To show thrdeg f ≤ r: Let s(u) := ∑i(1− ui)/2. Because f is symmetric, it is a function
of s, say f¯(s(u)) = f(u) 8. Suppose WLOG f¯(0) > 0 and f¯ changes signs between s and s+ 1 for
s = t1, . . . , tr. Then define the polynomial Q(s) :=
∏r
i=1(ti +
1
2 − s). One can immediately see that
sgnQ(s) = f¯(s) = f(u). Therefore thrdeg f ≤ r.
To show thrdeg f ≥ r: Let k = r − 1 and consider the polynomial Q′(s) = ∏r−1i=1 (ti + 12 − s) and
its sign function g¯(s) = sgnQ′(s) ∈ polythrkd. We show that g(u) = g¯(s(u)) a local maximum.
Since g¯(s) = f¯(s) for all s ∈ [0, tr], it suffices to show that for any v with s(v) > tr, the function
gv(u) :=
{
g(u) if u 6= v
¬g(u) if u = v.
is not in polythrkd. WLOG, assume v = (−1, . . . ,−1, 1, . . . , 1) with σ := s(v) −1’s in front. For
the sake of contradiction, suppose there exists degree k polynomial P with sgnP = gv. Obtain
through symmetrization the polynomial R(z1, . . . , zσ) :=
∑
pi∈Sσ P (pi ·z, 1, . . . , 1). R is a symmetric
polynomial, so expressable as a univariate R′(q) in q :=
∑
j(1− zj)/2 ∈ [0, σ] on the Boolean cube.
Furthermore, sgnR′(q) = g¯(q) for all q 6= σ, and sgnR′(σ) = −g¯(σ). Thus R′ changes sign k + 1
times on [0, σ] but has degree at most k, a contradiction. This yields the desired result.
The proof above can be extended to give information on the zeroth Betti numbers of polythrkd
{f}. Suppose f is again symmetric, and as in the proof above,
r := thrdeg f
s(u) :=
∑
i
(1− ui)/2
f¯(s(u)) = f(u)
Q(s) := f¯(0)
r∏
i=1
(ti +
1
2
− s)
where f¯ changes signs between s and s+ 1 for s = t1, . . . , tr.
Theorem 3.53. Let k < r and a < b ∈ [r] be such that b− a = k− 1. Set Q′(s) = f¯(ta)
∏b
i=a(ti +
1
2 − s) and g(u) := g¯(s(u)) := sgnQ′(s(u)). Then βi,f∩g(polythrkd  {f}) = I(i = 0).
Proof. We prove the equivalent statement (by Theorem 3.51) that g is a local maximum. Since
g¯(s) = f¯(s) for s ∈ [ta, tb + 1], we just need to show that for any v with s(v) 6∈ [ta, tb + 1], the
function
gv(u) :=
{
g(u) if u 6= v
¬g(u) if u = v.
is not in polythrkd.
If s(v) > tb + 1, then WLOG assume v = (−1, . . . ,−1, 1, . . . , 1) with σ := s(v) −1’s in front.
For the sake of contradiction, suppose there exists degree k polynomial P with sgnP = gv. Obtain
8f can be expressed as a polynomial in {−1, 1}d, and by the fundamental theorem of symmetric polynomials, f
is a polynomial in the elementary symmetric polynomials. But with respect to the Boolean cube {−1, 1}d, all higher
symmetric polynomials are polynomials in
∑
i ui, so in fact f is a univariate polynomial in s.
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through symmetrization the polynomial R(z1, . . . , zσ) :=
∑
pi∈Sσ P (pi ·z, 1, . . . , 1). R is a symmetric
polynomial, so expressable as a univariate R′(q) in q :=
∑
j(1− zj)/2 ∈ [0, σ] on the Boolean cube.
Furthermore, sgnR′(q) = g¯(q) on q ∈ [0, σ−1], and sgnR′(σ) = −g¯(σ). Thus R′ changes sign k+ 1
times on [0, σ] but has degree at most k, a contradiction.
If s(v) < ta, then WLOG assume v = (1, . . . , 1,−1, . . . ,−1) with σ := s(v) −1’s in the back.
For the sake of contradiction, suppose there exists degree k polynomial P with sgnP = gv. Obtain
through symmetrization the polynomial R(z1, . . . , zσ) :=
∑
pi∈Sσ P (pi · z,−1, . . . ,−1). R is a sym-
metric polynomial, so expressable as a univariate R′(q) in q :=
∑
j(1 − zj)/2 ∈ [0, d − σ] on the
Boolean cube. Furthermore, sgnR′(q) = g¯(q + σ) on q ∈ [1, σ − 1], and sgnR′(0) = −g¯(σ). Thus
R′ changes sign k + 1 times on [0, d− σ] but has degree at most k, a contradiction.
3.5 Homological Farkas
Theorem 3.43 essentially recovers Theorem 1.7, after we define Λ(g) to be ∂FL(¬1,¬1 ∩ g), and
utilize the symmetry 1 ∈ thrL ⇐⇒ ¬1 ∈ thrL. Then Λ(g) indeed coincides with the union of
facets of 4g whose linear spans separates 4g and 41.
We can generalize the homological Farkas’ lemma to arbitrary linear hyperplane arrangements.
Let H = {Hi}ni=1 be a collection of hyperplanes in Rk, and {wi}i be a collection of row matrices
such that
Hi = {x ∈ Rk : wix = 0}.
Set W to be the matrix with rows wi. For b ∈ {−,+}n, define Rb := {x ∈ Rk : sgn(Wx) = b}.
Thus R+ = {x ∈ Rk : Wx > 0}. Suppose W has full rank (i.e. the normals wi to Hi span the
whole space Rk), so that W is an embedding Rk  Rn. Each region Rb is the preimage of Pb, the
cone in Rn with sign b. Therefore, Rb is linearly isomorphic to imW ∩ Pb, via W .
Let L ⊆ Rk be a linear subspace of dimension l. Then
L ∩R+ 6= ∅ ⇐⇒ W (L) ∩ P+ 6= ∅
⇐⇒ ∀b 6= +,−, [W (L) ∩ Λ(b) 6= ∅ =⇒ H˜ l−2−i(W (L) ∩ Λ(b)) = 0∀i ≥ 0]
⇐⇒ ∀b 6= +,−, [L ∩W−1Λ(b) 6= ∅ =⇒ H˜ l−2−i(L ∩W−1Λ(b)) = 0∀i ≥ 0]
This inspires the following definition.
Definition 3.54. Let H = {Hi}ni=1 and W be as above, with W having full rank. Suppose
b ∈ {−,+}n. Then ΛH(b) is defined as the union of the facets of Rb ∩ Sk−1 whose linear spans
separate Rb and R+.
One can immediately see that ΛH(b) = W−1Λ(b).
In this terminology, we have shown the following
Corollary 3.55. Let H = {Hi}ni=1 be a collection of linear hyperplanes in Rk whose normals span
Rk (This is also called an essential hyperplane arrangement.). Suppose L ⊆ Rk is a linear subspace
of dimension l. Then either
• L ∩R+ 6= ∅, or
• there is some b 6= +,−, such that L∩ΛH(b) 6= ∅ and H˜ l−2−i(L∩ΛH(b)) 6= 0 for some i ≥ 0,
but not both.
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A
¬A
sphere at infinity
Rb
¬R¬b
ΛA(b)
Λ¬A(¬b)
Figure 20: Illustration of the symbols introduced so far.
This corollary can be adapted to the affine case as follows. Let A = {Ai}ni=1 be an essential
oriented affine hyperplane arrangement in Rk−1. The hyperplanes A divide Rk−1 into open, signed
regions Rb,b ∈ {−,+}n such that Rb lies on the bi side of Ai. We can define ΛA(b) as above, as
the union of facets F of Rb such that Rb falls on the negative side of the affine hull of F , along
with their closures in the “sphere at infinity.”
Let Hb := {(x, b) : x ∈ Rk−1}. Treating Rk−1 ↪→ Rk as H1, define ~A = { ~Ai}ni=1 to be the
oriented linear hyperplanes vectorizing Ai in Rk. Vectorization produces from each Rb two cones
~Rb, ~R¬b ⊆ Rk, defined by
~Rb := {v ∈ Rk : ∃c > 0, cv ∈ Rb}
~R¬b := {v ∈ Rk : ∃c < 0, cv ∈ Rb}.
Define ¬A as the hyperplane arrangement with the same hyperplanes as A but with orientation
reversed. Let ¬Rb denote the region in ¬A with sign b. Set Λ¬A(b) analogously for ¬A, as the
union of facets F of ¬Rb such that ¬Rb falls on the negative side of the affine hull of F , along their
closures in the “sphere at infinity.” Thus the natural linear identity between ¬A and A identifies
¬R¬b with Rb, and Λ¬A(¬b) with the union of facets not in ΛA(b). See Figure 20.
Note that, by construction, ~Ai∩H1 = Ai as oriented hyperplanes, and by symmetry, ~Ai∩H−1 =
¬Ai. By projection with respect to the origin, A and ¬A can be glued along the “sphere at infinity”
to form { ~Ai∩Sn−1}i. Similarly, Rb and ¬Rb can be glued together along a subspace of the “sphere
at infinity” to obtain ~Rb, and ΛA(b) and Λ¬A(b) can be glued together likewise to obtain Λ ~A(b).
We denote this “gluing at infinity” construction by − unionsq∞ −, so that we write ~Rb = Rb unionsq∞ ¬Rb
and Λ ~A(b) = ΛA(b) unionsq∞ Λ¬A(b).
Let N be an affine subspace of Rk−1 of dimension l − 1, and let ~N be its vectorization in Rk.
Then
N ∩R+ 6= ∅ ⇐⇒ ~N ∩ ~R+ 6= ∅ ⇐⇒ ~N ∩ ~R− 6= ∅
⇐⇒ ∀b 6= +,−, [ ~N ∩ Λ ~A(b) 6= ∅ =⇒ H˜ l−2−i( ~N ∩ Λ ~A(b)) = 0∀i ≥ 0]
But ~N ∩ Λ ~A(b) = (N ∩ ΛA(b)) unionsq∞ (N ∩ Λ¬A(b)), so we get the following
Corollary 3.56. N does not intersect R+ iff there is some b 6= +,− such that (N ∩ ΛA(b)) unionsq∞
(N ∩ Λ¬A(b)) is nonempty and is not nulhomotopic.
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Figure 21: Example application of Corollary 3.57. Let the hyperplanes (thin lines) be oriented such that
the square at the center is R+. The bold segments indicate the Λ of each region. Line 1 intersects R+,
and we can check that its intersection with any bold component is nulhomotopic. Line 2 does not intersect
R+, and we see that its intersection with Λ(f) is two points, so has nontrivial zeroth reduced cohomology.
Line 3 does not intersect R+ either, and its intersection with Λ(g) consists of a point in the finite plane and
another point on the circle at infinity.
When N does not intersect the closure R+, we can just look at ΛA(b) and the component at
infinity for a homological certificate.
Corollary 3.57. Let A = {Ai}ni=1 be an affine hyperplane arrangement in Rk−1 whose normals
affinely span Rk−1. Suppose R+ is bounded and let N be an affine subspace of dimension l − 1.
Then the following hold:
1. If R+ ∩N 6= ∅, then for all b 6= +,−, N ∩ ΛA(b) 6= ∅ =⇒ H˜•(N ∩ ΛA(b)) = 0.
2. If R+ ∩N = ∅, then for each j ∈ [0, l − 2], there exists b 6= +,− such that N ∩ ΛA(b) 6= ∅
and H˜j(N ∩ ΛA(b)) = 0 for some j.
Proof. (Item 1) Consider ~B := ~A ∪ {H0}, where H0 is the linear hyperplane of Rk with last
coordinate 0, oriented toward positive side. Write ~R′c for the region with sign c with respect to
B (where c ∈ {−,+}n+1). Because R+ is bounded, ~R+ does not intersect H0 other than at the
origin. Then N ∩ R+ 6= ∅ ⇐⇒ ~N ∩ R′+ 6= ∅ ⇐⇒ ∀c, ~N ∩ Λ ~B(c) is nulhomotopic if nonempty.
Note that for any b ∈ {−,+}n, we have Λ ~B(b̂ +) ∼= ΛA(b), and ~N ∩ Λ ~B(c) ∼= N ∩ ΛA(b). (Here
b̂ + means + appended to b). Substituing c = b̂ + into the above yields the result.
(Item 2) The most natural proof here adopts the algebraic approach.
Let W ~B : R
k → Rn+1 be the embedding matrix for ~B. Consider C := thrW ~B( ~N) ⊆ [[n + 1] →
{−,+}]. This is the class of functions corresponding to all the sign vectors achievable by ~N as
it traverses through the regions of ~B. Define C := C+. Since N ∩ R+ = ∅, βi,†(C) = I(i = l)
by Theorem 3.44. By the minimality of Betti numbers, for all j ≥ 0, βl−1−j,f(C) 6= 0 for some
f :⊆ [n + 1] → {−,+}, f 6= †,+ with n + 1 6∈ dom f. But this means that H˜j(Ξ ~B(+♦ f) ∩ ~N) 6= 0
by the proof of Theorem 3.44. Of course, (+♦ f)(n + 1) = −, meaning that Ξ ~B(+♦ f) ∩ ~N ∼=
ΛA(¬(+♦ f)) ∩N . For the desired result, we just set b = ¬(+♦ f).
Figure 21 gives an example application of Corollary 3.57.
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3.6 Probabilistic Interpretation of Hilbert Function
In this section we exhibit a probabilistic interpretation of the Hilbert function of a canonical ideal.
For a graded module M over S = k[x0, . . . , xn−1], the graded Hilbert function HF(M ; a)
takes an exponent sequence a to the dimension over k of the component of M with degree a. Its
generating function
HS(M ; x) =
∑
a
HF(M ; a)xa
is called the graded Hilbert series of M . It is known [11] that
HF(M ; a) = K(M ; a)∏n−1
i=0 (1− xi)
for some polynomial K in n variables. This polynomial is called the K-polynomial of M . If one
performs fractional decomposition on this rational function, then one can deduce that the Hibert
function coincides with a polynomial when a has large total degree. (This is briefly demonstrated
below for the N-graded version). This polynomial is called the Hilbert polynomial and is written
HP(M ; a).
Let χM (x) denote the graded Euler characteristic of a module M :
χM (x) =
∑
i≥0
∑
a0
(−1)iβi,a(M)xa.
For example, for M = I?C , we write χC(x) := χI?C (x), and it takes the form
χC(x) =
∑
f∈C
xΓf −
∑
f∼Cg
xΓ(f∩g) + · · · .
It is shown in [11, Thm 4.11, 5.14] that
χI?(1− x) = K(I?; 1− x) = K(S/I; x) = χS/I(x)
for any squarefree monomial ideal I.
Now let C ⊆ [n → 2], and let S be its canonical base ring. For any f 6∈ C, the minimal
generators of I?
Cf are x
Γ(f∩g) for g ∈ C “closest” to f . In particular, for every function h ∈ C,
|dom f ∩ h| ≤ |dom f| = 2d+1 − totdeg xΓf for some xΓf ∈ mingen(I?
Cf ).
Definition 3.58. Define the hardness of approximating f with C as ℵ(f, C) = min{2d −
|dom f ∩ h| : h ∈ C}
Then ℵ(f, C) is the smallest total degree of any monomial appearing in χCf minus 2d.
Therefore,
ℵ(f, C) = lim
ζ→0+
logχCf (ζ, . . . , ζ)
log ζ
− 2d
= lim
ϑ→1−
logK(S/ICf ;ϑ, . . . , ϑ)
log 1− ϑ − 2
d
= lim
ϑ→1−
logHS(S/ICf ;ϑ, . . . , ϑ)
log 1− ϑ + 2
d
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where the last equality follows from
HS(S/I; t, . . . t) = K(S/I; t, . . . , t)/(1− t)2d+1 .
The N-graded Hilbert series expands into a Laurent polynomial in (1− t),
HS(S/I; t, . . . , t) = a−r−1
(1− t)r+1 + · · ·+
a−1
(1− t) + a0 + · · · ast
s
such that the N-graded Hilbert polynomial HP(S/I; t, . . . , t) has degree r. Thus
ℵ(f, C) = 2d − (r + 1)
= 2d − degHP(S/ICf ; t, . . . , t)− 1
= 2d − totdegHP(S/ICf )− 1
Note that total number of monomials in degree k is
(
k+2d+1−1
2d+1−1
)
= Θ(k2
d+1−1). Therefore, if we
define ℘(k; f, C) to be the probability that a random monomial ω of degree k has suppω ⊆ f ∩ h
for some h ∈ C, then ℘(k; f, C) = Θ
(HP(S/I
Cf ;k)
k2d+1−1
)
, and
ℵ(f, C) = − lim
k→∞
log℘(k; f, C)
log k
− 2d.
Now, ℘(k) is really the probability that a PF f has extension in C and is extended by f , where
f is chosen from the distribution Qk that assigns a probability to f proportional to the number of
monomials of total degree k whose support is f. More precisely,
Qk(f) =
(
k−1
| dom f|−1
)(
k+2d+1−1
2d+1−1
)
Note that there is a nonzero probability of choosing an invalid partial function, i.e. a monomial
that is divisible by xu,0xu,1 for some u ∈ [2d]. Under this distribution, a particular PF of size d+ 1
is Θ(k) times as likely as any particular PF of size d. As k →∞, Qk concentrates more and more
probability on the PFs of large size.
By a similar line of reasoning using C instead of Cf , we see that degHP(S/IC) + 1 = 2d, so we
define ℵ(C) = 0. Therefore the probability that a PF f has extension in C when f is drawn from Qk
is
℘(k; C) ∼ k−2d .
We deduce that
Theorem 3.59. The probability that a PF f drawn from Qk is extended by f when it is known to
have extension in C is Θ(k−ℵ(f,C)).
Note that we are assuming f and C are fixed, and in particular when we are interested in a
parametrized family (fd, Cd), there might be dependence on d that is not written here. The main
point we want to make, however, is that the Betti numbers of C and Cf affect the behavior of
these classes under certain kinds of probability distributions. By considering higher Betti numbers
and their dependence on the parameter d, we may compute the dependence of ℘ on d as well.
Conversely, carrying over results from subjects like statistical learning theory could yield bounds
on Betti numbers this way.
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4 Discussion
We have presented a new technique for complexity separation based on algebraic topology and
Stanley-Reisner theory, which was used to give another proof of Minsky and Papert’s lower bound
on the degree of polynomial threshold function required to compute parity. We also explored the
connection between the algebraic/topological quantity dimh C and learning theoretical quantity
dimVC C, and surprisingly found that the former dominates the latter, with equality in common
computational classes. The theory created in this paper seems to have consequences even in areas
outside of computation, as illustrated the Homological Farkas Lemma. Finally, we exhibited a
probabilistic interpretation of the Hilbert function that could provide a seed for future developments
in hardness of approximation.
4.1 Geometric Complexity Theory
For readers familiar with Mulmuley’s Geometric Complexity program [13], a natural question is
perhaps in what ways is our theory different? There is a superficial similarity in that both works
associate mathematical objects to complexity classes and focus on finding obstructions to equality of
complexity classes. In the case of geometric complexity, each class is associated to a variety, and the
obstructions sought are of representation-theoretic nature. In our case, each class is associated to
a labeled simplicial complex, and the obstructions sought are of homological nature. But beyond
this similarity, the inner workings of the two techniques are quite distinct. Whereas geometric
complexity focuses on using algebraic geometry and representation theory to shed light on primarily
the determinant vs permanent question, our approach uses combinatorial algebraic topology and
has a framework general enough to reason about any class of functions, not just determinant and
permanent. This generality allowed, for example, the unexpected connection to VC dimension. It
remains to be seen, however, whether these two algebraic approaches are related to each other in
some way.
4.2 Natural Proofs
So this homological theory is quite different from geometric complexity theory. Can it still reveal
new insights on the P = NP problem? Based on the methods presented in this paper, one might
try to show P/poly 6= NP by showing that the ideal I?SIZE(dc){3SATd} is not principal, for any c and
large enough d. Could Natural Proofs [16] present an obstruction?
A predicate P : [2d → 2]→ [2] is called natural if it satisfies
• (Constructiveness) It is polynomial time in its input size: there is an 2O(d)-time algorithm
that on input the graph of a function f ∈ [2d → 2], outputs P(f).
• (Largeness) A random function f ∈ [2d → 2] satisfies P(f) = 1 with probability at least 1n .
Razborov and Rudich’s celebrated result says that
Theorem 4.1. [16] Suppose there is no subexponentially strong one-way functions. Then there
exists a constant c such that no natural predicate P maps SIZE(dc) ⊆ [2d → 2] to 0.
This result implicates that common proof methods used for proving complexity separation of
lower complexity classes, like Hastad’s switching lemma used in the proof of parity 6∈ AC0 [2],
cannot be used toward P vs NP.
In our case, since SIZE(dc) has 2poly(d) functions, naively computing the ideal I?SIZE(dc){3SATd} is
already superpolynomial time in 2d, which violates the “constructiveness” of natural proofs. Even
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if the ideal I?
SIZE(dc)3SATd
is given to us for free, computing the syzygies of a general ideal is NP-
hard in the number of generators Ω(2d) [4]. Thus a priori this homological technique is not natural
(barring the possibility that in the future, advances in the structure of SSIZE(dc) yield poly(2d)-time
algorithms for the resolution of I?SIZE(dc){3SATd}).
4.3 Homotopy Type Theory
A recent breakthrough in the connection between algebraic topology and computer science is the
emergence of Homotopy Type Theory (HoTT) [19]. This theory concerns itself with rebuilding the
foundation of mathematics via a homotopic interpretation of type theoretic semantics. Some of the
key observations were that dependent types in type theory correspond to fibrations in homotopy
theory, and equality types correspond to homotopies. One major contribution of this subfield is the
construction of a new (programming) language which “simplifies” the semantics of equality type, by
proving, internally in this language, that isomorphism of types “is equivalent” to equality of types.
It also promises to bring automated proof assistants into more mainstream mathematical use. As
such, HoTT ties algebraic topology to the B side (logic and semantics) of theoretical computer
science.
Of course, this is quite different from what is presented in this paper, which applies algebraic
topology to complexity and learning theory (the A side of TCS). However, early phases of our
homological theory were inspired by the “fibration” philosophy of HoTT. In fact, the canonical
suboplex was first constructed as a sort of “fibration” (which turned out to be a cosheaf, and not
a fibration) as explained in Appendix B. It remains to be seen if other aspects of HoTT could be
illuminating in future research.
5 Future Work
In this work, we have initiated the investigation of function classes through the point of view of
homological and combinatorial commutative algebra. We have built a basic picture of this mathe-
matical world but left many questions unanswered. Here we discuss some of the more important
ones.
Characterize when dimVC = dimh, or just approximately. We saw that all of the interesting
computational classes discussed in this work, for example, linthr and linfun, have homological
dimensions equal to their VC dimensions. We also showed that Cohen-Macaulay classes also satisfy
this property. On the other hand, there are classes like delta whose homological dimensions are
very far apart from their VC dimensions. A useful criterion for when this equality can occur,
or when dimh = O(dimVC), will contribute to a better picture when the homological properties
of a class reflect its statistical/computational properties. Note that adding the all 0 function to
delta drops its homological dimension back to its VC dimension. So perhaps there is a notion of
“completion” that involves adding a small number of functions to a class to round out the erratic
homological behaviors?
Characterize the Betti numbers of thrLf . We showed that the Betti numbers of thrLf
has nontrivial structure, and that some Betti numbers correspond to known concepts like weak
representation of f . However, we only discovered a corner of this structure. In particular, what do
the “middle dimension” Betti numbers look like? We make the following conjecture.
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Conjecture 5.1. Let C = polythrkd and f 6∈ C. For every PF f in Cf , there is some i for which
βi,f\f(C) is nonzero.
It can be shown that this is not true for general thrL classes, but computational experiments
suggest this seems to be true for polynomial thresholds.
How do Betti numbers of thrLf change under perturbation of f? We proved a stability
theorem for the “codimension 1” Betti numbers. In general, is there a pattern to how the Betti
numbers respond to perturbation, other than remaining stable?
Does every boolean function class have a minimal cellular or cocellular resolution? It
is shown in [20] that there exist ideals whose minimal resolutions are not (CW) cellular. A natural
question to ask here is whether this negative results still holds when we restrict to canonical ideals
of boolean, or more generally finite, function classes. If so, we may be able to apply techniques
from algebraic topology more broadly.
When does a class C have pure Betti numbers? If we can guarantee that restriction preserves
purity of Betti numbers, then Theorem 2.99 can be used directly to determine the Betti numbers
of restriction of classes. Is this guarantee always valid? How do we obtain classes with pure Betti
numbers?
Under what circumstances can we expect separation of classes using high dimensional
Betti numbers? Betti numbers at dimension 0 just encode the members of a class, and Betti
numbers at dimension 1 encode the “closeness” relations on pairs of functions from the class. On
the other hand, the maximal dimension Betti number of thrLf encodes information about weak
representation of f . So it seems that low dimension Betti numbers reflect more raw data while
higher dimension Betti numbers reflect more “processed” data about the class, which are probably
more likely to yield insights different from conventional means. Therefore, the power of our method
in this view seems to depend on the dimension at which differences in Betti number emerges (as
we go from high dimension to low dimension).
Extend the probabilistic interpretation of Hilbert function. One may be able to manip-
ulate the distribution Qk in Section 3.6 to arbitrary shapes when restricted to total functions, by
modifying the canonical ideal. This may yield concrete connections between probabilistic compu-
tation and commutative algebra.
Prove new complexity separation results using this framework We have given some
examples of applying the homological perspective to prove some simple, old separation results, but
hope to find proofs for nontrivial separations in the future.
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A Omitted Proofs
Proof of Proposition 2.25. The set of open cells in U \ ∂U is obviously U . So we need to show that
U and ∂U are both subcomplex of Y . The first is trivial by Lemma 2.22.
Suppose U = Yb. An open cell F˚ is in ∂U only if its label aF 6 b. But then any cell in its
boundary ∂F must fall inside ∂U as well, because its exponent label majorizes aF . Thus the closed
cell satsifies F ∈ ∂U . This shows ∂U is closed and thus a subcomplex by Lemma 2.22.
The case of U = Y≺b has the same proof.
For U = Yb, the only difference is the proof of ∂U being closed. We note that an open cell F˚ is
in ∂U iff F˚ ∈ U and its label aF  b. Thus any open cell G˚ in its boundary ∂F falls inside ∂U as
well, because its exponent label aG  aF  b. So F ∈ ∂U , and ∂U is closed, as desired.
Proof of Lemma 2.29. Let E be the chain complex obtained from cochain complex F(X,A) by placing
cohomological degree d at homological degree 0. For each a, we show the degree xa part Ea of E
has rank 0 or 1 homology at homological degree 0 and trivial homology elsewhere iff one of the
three conditions are satisfied.
As a homological chain complex, Ea consists of free modules Eai at each homological degree i
isomorphic to a direct sum
⊕
F∈∆d−i((X,A)a) S, where ∆i(X,A) denotes the pure i-skeleton of the
pair (X,A) (i.e. the collection of open cells of dimension i in X \ A). Writing SF for the copy of
the base ring S corresponding to the cell F , the differential is given componentwise by
d : Eai → SG ∈ Eai−1, a 7→
∑
facetsF⊂G
sign(F,G)aF .
If K is void, this chain is identically zero.
Otherwise if ∂K is empty, then Ea just reproduces the reduced simplicial cochain complex of K
— reduced because the empty cell is in K and thus has a corresponding copy of S at the highest
homological degree in Ea. Then Hi(E
a) = H˜d−i(K) is nonzero only possible at i = 0, as desired,
and at this i, the rank of the homology is 0 or 1 by assumption.
Finally, if ∂K contains a nonempty cell, then Ea recovers the relative cochain complex for
(K, ∂K). Then Hi(E
a) = H˜d−i(K, ∂K) is nonzero only possible at i = 0, where the rank of the
homology is again 0 or 1.
This proves the reverse direction (⇐).
For the forward direction (⇒), suppose ∂K only contains an empty cell (i.e. does not satisfy
conditions 1 and 2). Then Ea is the nonreduced cohomology chain complex of K, and therefore it
must be the case that H i(K) = Hd−i(Ea) = 0 at all i 6= d. But H0(K) = 0 implies K is empty,
yielding condition 3.
Otherwise, if ∂K is void, this implies condition 2 by the reasoning in the proof of the backward
direction. Similarly, if ∂K is nonempty, this implies condition 1.
Proof of Lemma 2.30. Let E be the chain complex obtained from cochain complex FY by placing
cohomological degree d at homological degree 0. Then βi,b(I) = dimkHi(E⊗k)b = dimkHd−i(FY ⊗
k)b. But the degree b part of F
Y ⊗ k is exactly the cochain complex of the collection of open cells
Yb. By Proposition 2.25, Yb is realized by (Y b, ∂Yb), so H
d−i(FY ⊗ k)b = Hd−i(Y b, ∂Yb), which
yields the desired result.
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Figure B.1: “Gluing” together the metric spaces [2 → 2]p for all p ∈ 41. The distances shown are L1
distances of functions within each “fiber.” ⊥ is the identically 0 function; > is the identically 1 function; id
is the identity; and ¬id is the negation function. If we ignore the metric and “untangle” the upper space,
we get the complete 1-dimensional suboplex.
Proof of Lemma 2.72. WLOG, we can replace Rq with the span of L, so we assume L spans Rq.
We show by induction on q that if L 6⊆ H for every open halfspace, then 0 ∈ L. This would imply
our result: As L is open in Rq, there is a ball contained in L centered at the origin. Since L is a
cone, this means L = Rq.
Note that L 6⊆ H for every open coordinate halfspace H is equivalent to that L ∩ H 6= ∅ for
every open coordinate halfspace H. Indeed, if L∩H ′ = ∅, then Rq \H ′ contains the open set L, and
thus the interior int(Rq \H) is an open coordinate halfspace that contains L. If L intersects every
open coordinate halfspace, then certainly it cannot be contained in any single H, or else int(Rq \H)
does not intersect L.
We now begin the induction. The base case of q = 1: L has both a positive point and negative
point, and thus contains 0 because it is convex.
Suppose the induction hypothesis holds for q = p, and let q = p + 1. Then for any halfspace
H, L ∩ H and L ∩ int(Rq \ H) are both nonempty, and thus L intersects the hyperplane ∂H by
convexity. Certainly L ∩ ∂H intersects every open coordinate halfspace of ∂H because the latter
are intersections of open coordinate halfspaces of Rq with ∂H. So by the induction hypothesis,
L ∩ ∂H contains 0, and therefore 0 ∈ L as desired.
B Cosheaf Construction of the Canonical Suboplex
Let C ⊆ [n → m] and p be a probability distribution on [n]. p induces an L1 metric space Cp by
d(f, g) = 1n‖f − g‖1. If we vary p over 4n−1, then Cp traces out some kind of shape that “lies over”
4n−1. For C = [2 → 2], this is illustrated in Figure B.1. In this setting, Impagliazzo’s Hardcore
Lemma [2] would say something roughly like the following:
Let C ⊆ [n → 2] and C be the closure of C under taking majority over “small”
subsets of C. For any f ∈ [n→ 2], either in the fiber [n→ 2]U over the uniform
distribution U , f is “close” to C, or in the fiber [n → 2]q for some q “close” to
U , f is at least distance 1/2 +  from C.
Thus this view of “fibered metric spaces” may be natural for discussion of hardness of approximation
or learning theory.
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If we ignore the metrics and “untangle” the space, we get the canonical suboplex of [2 → 2],
the complete 1-dimensional suboplex. In general, the canonical suboplex of a class C ⊆ [n → m]
can be obtained by “gluing” together the metric spaces Cp for all p ∈ 4n−1, so that there is a
map Υ : SC →4n−1 whose fibers are Cp (treated as a set). But how do we formalize this “gluing”
process?
In algebraic topology, one usually first tries to fit this picture into the framework of fibrations
or the framework of sheaves. But fibration is the wrong concept, as our “fibers” over the “base
space” 4n−1 are not necessarily homotopy equivalent, as seen in Figure B.1. So SC cannot be the
total space of a fibration over base space 4n−1. Nor is it the e´tale´ space of a sheaf, as one can
attest to after some contemplation.
It turns out the theory of cosheaves provide the right setting for this construction.
B.1 Cosheaves and Display Space
Definition B.1. A precosheaf is a covariant functor F : O(X) → Set from the poset of open
sets of a topological space X to the category of sets. For each inclusion ı : U ↪→ V , the set map
F ı : F(U)→ F(V ) is called the inclusion map from F(U) to F(V ).
A precosheaf F is further called a cosheaf if it satisfies the following cosheaf condition: For
every open covering {Ui}i of an open set U ⊆ X with
⋃{Ui}i = U ,∐
k
F(Uk)←
∐
k 6=l
F(Uk ∩ Ul)→
∐
l
F(Ul)
has pushout F(U). Here each arrow is the coproduct of inclusion maps.
There is a concept of costalk dual to the concept of stalks in sheaves.
Definition B.2. Let F : O(X)→ Set be a cosheaf and let p ∈ X. Then the costalk Fp is defined
as the cofiltered limit
Fp := lim
U∈p
F(U),
of F(U) over all open U containing p.
Analogous to the e´tale´ space of a sheaf, cosheaves have something called a display space [8]
that compresses all of its information in a topological space. We first discuss the natural cosheaf
associated to a continuous map.
Let ψ : Y → X be a continuous map between locally path-connected spaces Y and X. We have
a cosheaf Fψ : O(X)→ Set induced as follows: For each U ∈ O(X), Fψ(U) = pi0(ψ−1U), where pi0
denotes the set of connected components. For an inclusion ı : U ↪→ V , Fψ(ı) maps each component
in Y of ψ−1U into the component of ψ−1V that it belongs to. For open cover {Ui}i with union U ,∐
k
Fψ(Uk)←
∐
k 6=l
Fψ(Uk ∩ Ul)→
∐
l
Fψ(Ul)
has pushout Fψ(U). Indeed, this is just the standard gluing construction of pushouts in Set for
each component of ψ−1U . (An alternative view of Fψ is that it is the direct image cosheaf of F id,
where id : Y → Y is the identity).
Now we reverse the construction. Let X be a topological space, and F : O(X) → Set be a
cosheaf. We construct the display space Y and a map ψ : Y → X such that F ∼= Fψ. For the
points of Y , we will take the disjoint union of all costalks,
|Y | :=
⊔
p∈X
Fp.
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Then the set-map |ψ| underlying the desired ψ will be
Fp 3 y 7→ p ∈ X.
Now we topologize Y by exhibiting a basis. For any U ∈ O(X), there is a canonical map
gU :=
⊔
p∈U
mp,U :
⊔
p∈U
Fp → F(U)
formed by the coproduct of the limit maps mp,U : Fp → F(U). Then each fiber of gU is taken as
an open set in Y : For each s ∈ F(U), we define
[s, U ] := g−1U (s)
as an open set. Note that [s, U ]∩ [t, U ] = ∅ if s, t ∈ F(U) but s 6= t. We claim that for s ∈ F(U), t ∈
F(V ),
[s, U ] ∩ [t, V ] =
⊔
{[r, U ∩ V ] : F(iU )(r) = s & F(iV )(r) = t} (1)
where iU : U ∩ V → U and iV : U ∩ V → V are the inclusions. The inclusion of the RHS
into the LHS should be clear. For the opposite direction, suppose p ∈ U ∩ V and y ∈ Fp with
gU (y) = mp,U (y) = s and gV (y) = mp,V (y) = t. Since Fp is the cofiltered limit of {F(W ) : p ∈W},
we have the following commutative diagram
Fp
F(U ∩ V )
F(U) F(V )
mp,U∩Vmp,U mp,V
F(j) F(k)
Therefore there is an r ∈ F(U ∩ V ) such that mp,U∩V (y) = r and F(j)(r) = s and F(k)(r) = t.
Then y ∈ [r, U ∩ V ] ⊆ RHS of 1. Our claim is proved, and {[s, U ] : s ∈ F(U)} generates a
topological basis for Y .
Finally, to complete the verification that F ∼= Fψ, we show that F(U) ∼= pi0(ψ−1U), natural
over all U ∈ O(X). It suffices to prove that for each U ∈ O(X) and s ∈ F(U), [s, U ] is connected;
then F(U) 3 s 7→ [s, U ] is a natural isomorphism.
Suppose for some s ∈ F(U) this is not true: there exists a nontrivial partition ⋃i∈A{[si, Ui]} unionsq⋃
j∈B{[sj , Uj ]} = [s, U ] of [s, U ] by open sets
⋃
i∈A{[si, Ui]} and
⋃
j∈B{[sj , Uj ]}. We assume WLOG
that
⋃
i∈A Ui ∪
⋃
j∈B Uj = U (in case that for some x ∈ U , Fp = ∅, we extend each Ui and Uj to
cover x). Then by the cosheaf condition, the pushout of the following∐
k∈A∪B
F(Uk)←
∐
k 6=l
F(Uk ∩ Ul)→
∐
l∈A∪B
F(Ul)
is F(U). By assumption, F(Ui  U)(si) = s for all i ∈ A ∪ B. So there must be some i ∈
A, j ∈ B and t ∈ F(Ui ∩ Uj) such that F(Ui ∩ Uj  Ui)(t) = si and F(Ui ∩ Uj  Uj)(t) = sj .
This implies that [t, Ui ∩ Uj ] ⊆ [si, Ui] ∩ [sj , Uj ]. If X is first countable and locally compact
Hausdorff, or if X is metrizable, then by Lemma B.3, [t, Ui ∩ Uj ] is nonempty, and therefore⋃
i∈A{[si, Ui]} ∩
⋃
j∈B{[sj , Uj ]} 6= ∅, a contradiction, as desired.
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Lemma B.3. If X is first countable and locally compact Hausdorff, or if X is metrizable, then
[s, U ] is nonempty for every U ∈ O(X) and s ∈ F(U).
Proof. We give the proof for the case when X is first countable and locally compact Hausdorff.
The case of metrizable X is similar.
For each x ∈ X, fix a countable local basis x ⊆ · · · ⊆ Bnx ⊆ Bn−1x ⊆ · · · ⊆ B2x ⊆ B1x, with the
property that Bnx ⊆ Bn−1x and is compact. Fix such a U and s ∈ F(U). Let U0 := U and s0 := s.
We will form a sequence 〈Ui, si〉 as follows. Given Ui−1 and si−1, for each point x ∈ Ui−1, choose
a kx > i such that B
kx
x is contained in Ui−1. These sets {Bkxx }x form an open covering of Ui−1,
and by the sheaf condition, for some x, imF(Bkxx  Ui−1) contains si−1. Then set Ui := Bkxx and
choose any element of F(Bkxx  Ui−1)−1(si−1) to be si. Hence by construction si ∈ F(Ui).
Following this procedure for all i ∈ N, we obtain a sequence 〈Ui, si〉i≥0 with the property that
U0 ⊇ U1 ⊇ U1 ⊇ U2 ⊇ U2 · · · . As each of Ui is compact,
⋂
Ui, and hence
⋂
Ui =
⋂
Ui, is nonempty.
Let z be one of its elements. Then Ui ⊆ Biz for all i ≥ 1. Therefore z must be the unique element of⋂
Ui, and the sequence 〈Ui〉i is a local basis of z. Furthermore, 〈si〉i is an element of the costalk at
z, as it can easily be seen to be an element of the inverse limit limi→∞F(Ui) = lim{F(V ) : z ∈ V }.
This shows that [s, U ] is nonempty.
Note that without assumptions on X, Lemma B.3 cannot hold. In fact, something quite extreme
can happen.
Proposition B.4. There exists a cosheaf F : O(X)→ Set whose costalks are all empty.
Proof. This proof is based on Waterhouse’s construction [21]. Let X be an uncountable set with
the cofinite topology. Define F(U) to be the set of injective functions from the finite set X \ U to
the integers. The map F(U  V ) just restricts a function g : X \U → Z to g  (X \V ) : X \V → Z.
One can easily check that the cosheaf sequence is a pushout. Thus F is a cosheaf.
For any x ∈ X, each point of the inverse limit of {F(U) : x ∈ U} has the following description:
a sequence of injective functions 〈fA : A  Z〉A indexed by finite sets A ⊆ X, such that if
A ⊆ B are both finite sets, then fA ⊆ fB. Such a sequence would determine an injective function⋃
A fA : X → Z, but that is impossible as X was assumed to be uncountable.
Back to our case of canonical suboplex. For any S = S[n→m], there is a canonical embedding
Ξ : S  4mn−1 ⊆ Rmn, defined by taking vertex Vu,i, (u, i) ∈ [n]× [m] to eu,i, the basis vector of
Rmn corresponding to (u, i), and taking each convex combination
∑n−1
u=0 p(u)Vu,f(i) in the simplex
associated to f : [n] → [m] to ∑n−1u=0 p(u)eu,f(i). The map Υ : SC → 4n−1 we sketched in the
beginning of this section can then be formally described as Υ = Π ◦ Ξ  SC, where Π is the linear
projection defined by eu,i 7→ eu ∈ 4n−1. As we have shown, Υ induces a cosheaf FΥ : O(4n−1)→
Set, sending each open U ⊆ 4n−1 to pi0(Υ−1U). For example, if U is in the interior of 4n−1,
then FΥ(U) has size equal to the size of C. If U is a small ball around the vertex eu, then FΥ(U)
is bijective with the set of values C takes on u ∈ [n]. It is easy to check that the costalk FΥp at
each point p ∈ 4n−1 is just pi0(Υ−1p) = |Cp|, the set underlying the metric space Cp, so we have
successfully “glued” together the pieces into a topological space encoding the separation information
in C.
One may naturally wonder whether the cosheaf homology of such a cosheaf matches the homol-
ogy of the display space. One can show that this is indeed the case for our canonical suboplex, via
identification of the cosheaf homology with Cech homology and an application of the acyclic cover
lemma.
What is disappointing about this construction is of course that it ignores metric information in
all of the costalks Cp. Directly replacing Set with the category Met of metric spaces with metric
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maps (maps that do not increase distance) does not work, because it does not have coproducts. It
remains an open problem whether one can find a suitable category to replace Set such that SC can
still be expressed as the display space of a cosheaf on 4n−1, while preserving metric information
in each costalk, and perhaps more importantly, allows the expression of results like Impagliazzo’s
Hardcore Lemma in a natural categorical setting. Perhaps a good starting point is to notice that
the embedding Ξ actually preserves the L1 metric within each fiber Cp.
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