We assess the importance of economic fundamentals in the transmission of international shocks to financial markets in various emerging market economies (EMEs), covering the so-called taper-tantrum episode of 2013 and seven other episodes of severe EME-wide financial stress since the mid-1990s. Cross-country regressions lead us to the following results: (1) EMEs with relatively better economic fundamentals suffered less deterioration in financial markets during the 2013 taper-tantrum episode.
Introduction
Starting in May 2013, on news that the Federal Reserve could soon start tapering its large scale asset purchases (LSAPs), financial conditions in emerging market economies (EMEs) deteriorated sharply. Investors withdrew capital, currencies depreciated, stock markets fell, and bond yields and premiums on credit default swaps rose. This so-called taper-tantrum episode sparked debate on how the rest of the world may be affected-and which economies, especially among the EMEs, may experience the most adverse effects-once the process of U.S. monetary policy normalization set in.
Indeed, one intriguing feature of the "risk-off" episode during the summer and fall of 2013 was that it did not have a similar effect on all EMEs. While some countries experienced acute deteriorations in financial conditions, others were much less affected. The varied experiences of the different EMEs have spawned research on whether the heterogeneous response of EME financial markets during the taper tantrum can be explained by differences in economic fundamentals across these economies. (See, for example: Prachi et al., 2014; Eichengreen and Gupta, 2015; Aizenman, Binici, and Hutchison, 2016; and Sahay et al., 2014.) And, these experiences have also focused attention on whether, more broadly, the effects of U.S. monetary policy shocks on EMEs over a longer period have been related to these economies' own vulnerabilities (Bowman et al., 2015) .
In this paper, we seek to contribute to this growing literature by addressing three broad questions: First, to what extent did investors differentiate among the EMEs based on their economic fundamentals during the "risk-off" episode of 2013? Or, can the heterogeneous responses across EMEs be explained by other factors, such as whether those economies that initially received the heaviest capital inflows were also the ones from which investors receded the most during the episode, a possibility raised by some researchers such as Aizenman, Binici, and Hutchison (2016) . Second, during the taper-tantrum stress episode, when exactly did differentiation across EMEs begin and how persistent was it? Did investors initially pull back indiscriminately from all EMEs, and then only began differentiating over time as the shock persisted? Or did they discriminate across EMEs from the early stages of the episode? Third, is the differentiation across EMEs by investors a relatively recent phenomenon, or does the application of our methodology suggest that investors have always distinguished among EMEs, although perhaps to varying degrees, according to their economic fundamentals?
Research to date has not appeared to reach a consensus on the first question-the importance of fundamentals in explaining the heterogeneous EME responses. Using an event study approach, Prachi et al. (2014) analyze the reaction of financial markets to the Federal Reserve's LSAPs tapering announcements in 2013 and 2014, including the episode that we examine in this study. They find evidence of market differentiation among EMEs based on macroeconomic fundamentals. In addition, they find that EMEs with deeper financial markets and tighter macroprudential policy prior to the stress period experienced relatively less deterioration in financial conditions. In contrast, Eichengreen and Gupta (2015) do not find evidence that better macroeconomic fundamentals-such as a lower budget deficit, lower public debt, a higher level of international reserves, and higher economic growth-provided any insulation. They do find, however, that EMEs whose exchange rates appreciated to a greater degree earlier and whose current account deficits widened more experienced larger effects. But they conclude that the heterogeneous reactions most importantly owed to the size of each country's financial market; larger markets experienced more pressure, as investors were better able to rebalance their portfolios in those EMEs with relatively large and liquid financial markets. Similarly, Aizenman, Binici, and Hutchison (2016) find no evidence that stronger macroeconomic fundamentals helped the EMEs weather the taper tantrum better, but their study focuses only on the very short-term responses of financial indicators after taper news. Classifying EMEs into two categories ("fragile" and "robust") based on their current account balances, levels of international reserves, and external debt, they find that news of tapering from Fed Chairman Bernanke was associated with sharper deterioration of financial conditions in the "robust" EMEs compared with the "fragile" ones in the very short term (24 hours following the announcement). The authors rationalize their results by conjecturing that EMEs with stronger fundamentals received more capital inflows during the expansionary phase of the Federal Reserve's conventional and unconventional monetary policy and accordingly experienced sharper capital outflows and deteriorations in financial conditions on news of an impending tapering. This hypothesis is not explicitly tested in their study, and the authors acknowledge that, over a longer window than they considered in their event study, the fragile EMEs may have suffered more than the robust EMEs after the taper news.
We approach the first question in a somewhat different manner from these previous studies.
Rather than looking at market reactions on days when news may be coming in about the Federal Reserve's tapering of asset purchases as Prachi et al. (2014) do, we treat the taper tantrum as a single episode, defined by the observed "peak-to-trough" behavior of financial markets surrounding the period when concerns about tapering came to the forefront. And, unlike Aizenman, Binici, and Hutchison (2016) , but consistent with Prachi et al. (2014) , we exploit finer cross-section differences in vulnerabilities across the EMEs rather than divide the EMEs into two groups based on the behavior of only three variables. Using a baseline sample of 35 emerging market economies and cross-section regression analysis, we assess the role of economic fundamentals in the heterogeneous cumulative performance of EME financial markets over the whole episode from May 2013 through August 2013.
We find that EMEs that had relatively better fundamentals to begin with-as measured by a host of individual variables capturing vulnerability, or by an aggregate index of relative vulnerabilities across EMEs that we construct-suffered less deterioration during the tapertantrum episode as measured by a broad range of financial variables, including exchange rate, depreciation pressure, and government bond yields, as well as EMBI and CDS spreads. Our results are consistent with those in Prachi et al. (2014) , but contrast with those in Aizenman, Binici, and Hutchison (2016) and Eichengreen and Gupta (2015) . We also find that financial conditions deteriorated more in those EMEs that had earlier experienced larger private capital inflows and exchange rate appreciations, consistent with the "more-in-more-out" hypothesis that EMEs that experienced larger inflows prior to the taper tantrum also experienced larger outflows once the episode began, as in Eichengreen and Gupta (2015) . However, our results suggest that the strength of economic fundamentals explains much more of the variation in responses across EMEs compared with other factors, such as the previous run-up in capital flows or exchange rate appreciation. Nonetheless, we find very little evidence that the structure of the financial markets-such as the size of the capital market, the level of foreign investor participation, or the extent of capital account openness-shaped the heterogeneous responses of financial markets.
On the second question, related to the timing and persistence of differentiation, the conventional wisdom seems to be that early in the taper tantrum, investors did not differentiate much among EMEs according to their vulnerabilities, but such differences emerged when concerns about tapering persisted. (See, for example, Sahay et al., 2014.) However, our evidence suggests that differentiation according to relative vulnerabilities set in relatively early during the stress episode and persisted at least for the duration of the stress episode, although the extent of differentiation was less pronounced in the first few weeks.
Turning to the third question of the extent to which investors also discriminated among EMEs during other stress episodes, we use our methodology to identify seven other episodes of severe financial stress in the EMEs over the past 20 years: the Mexican crisis , the Asian crisis , the Russian crisis (1998), the Argentine crisis (2002), the global financial crisis (GFC, 2008-09) , the European sovereign debt crisis (2011), and China's recent financial market stresses (2015) . For each of these episodes, we examine the role of economic fundamentals in driving any heterogeneous cumulative reaction of asset prices over the full episode across EMEs. 2 We find little evidence of differentiation based on economic fundamentals in the 1990s and the early 2000s. However, the results also suggest that differentiation was not unique to the taper tantrum in 2013. In fact, it appears that fundamentals played a role in explaining the heterogeneous reaction of EME asset prices during the GFC in 2008, and that they continued to play a similar role during subsequent stress episodes. These results-that differentiation has occurred among EMEs since the GFC-are consistent with those from a complementary approach taken in Bowman et al. (2015) . Identifying monetary policyrelated shocks to U.S. interest rates, rather than episodes of severe financial stress as we do, they find that the effect of such shocks on EME interest rates have been larger in the relatively more vulnerable EMEs in the recent past as well, and that there is no difference in this respect between the effects of conventional and unconventional U.S. monetary policy.
Taken at face value, our results suggest that international investors may have moved from no differentiation in the past-such as during the 1990s and the early 2000s-to progressively differentiating more and more among EMEs according to their economic fundamentals through the GFC and the subsequent episodes of financial stress. Thus, our results contribute to the literature debate on whether cross-country contagion in the event of a crisis is purely the result of investors' behavior versus a result of differences in trade and financial links as well as macroeconomic fundamentals (see Dornbusch et al., 2000 , for a review). On one hand, our result of no differentiation during the early stress episodes is consistent with the explanation that investors' behavior facilitated contagion during those events. For instance, liquidity problems caused by losses in one country may have promoted investors to sell off securities in other EMEs, regardless of the strength of their fundamentals (see Pritsker, 2000; Kodres and Pritsker, 2002) . Also, a high fixed cost of gathering information in the presence of information asymmetries may have led to herd behavior and contagion (Calvo and Mendoza, 2001) . On the other hand, the result of increased differentiation since the GFC lends support to the literature emphasizing the role of trade and financial linkages as well as macroeconomic fundamentals (for example, see Corsetti et al., 1999; Forbes and Chinn, 2004; Bekaert et al., 2014; and Aizenman Chinn, and Ito, 2016) . However, more research is needed to understand the factors driving this apparent shift toward differentiation during the past decade. The gradual improvement and changing relevance of the EMEs' macroeconomic fundamentals, the faster dissemination of knowledge on individual EMEs' characteristics due to better and more timely data, and the increasing degree of the EMEs' integration with world financial markets are factors likely to have facilitated differentiation by foreign investors. Nonetheless, it remains an open question whether our results are perhaps driven by different sources of the shock. Most stress episodes since the GFC, during which we find evidence of differentiation among EMEs, emanated primarily from the advanced economies. 3 In contrast, the crises of the 1990s and 2000s, during which we find no evidence of differentiation, emanated to a much larger extent-although not exclusively so-from shocks originating in the EMEs themselves.
The remainder of the study is organized as follows: In section 2, we describe the data and the estimation strategy. Then, section 3 presents our results of differentiation across EMEs during the 2013 taper-tantrum episode, and section 4 shows the results for differentiation in previous well-recognized EME financial stress episodes. Section 5 concludes.
Econometric specification and choice of variables
For each EME stress episode identified, we regress performance in selected financial markets across EMEs over the duration of the stress period on a set of variables capturing economic 3 The turbulence associated with China's financial markets stresses in 2015 is one exception. conditions that existed prior to the beginning of the stress episode and other control variables.
Our cross-section regression is represented by the following equation:
Note that each i denotes a particular country, and we use multiple financial indicators to build the dependent variable in alternative specifications, with the change in each indicator represented by Δ measuring financial performance over the stress episode. X i,j are a set of explanatory variables j specific to country i measured in the year prior to the onset of the stress period, β j are parameters to be estimated, and ε i are error terms. Note that the cross-section observations in each regression are the countries, and a separate regression is run for each dependent variable and each sub-set of explanatory variables j.
Among the dependent variables measuring financial performance, we consider the percent change in the country's bilateral nominal exchange rate against the dollar, the change in the local currency bond yields on 10-year government bonds, the percent change in the stock market index, and the change in EMBI and CDS spreads between the peak and trough of each episode (for example, from April to August for the 2013 episode) using monthly data. Pressures on financial markets may not necessarily be reflected in the exchange rate if the central bank intervenes in foreign exchange markets to prop up the currency or raises the policy rate to contain capital flight. For this reason, we also consider a depreciation pressure index that is a weighted average of the change in the exchange rate and the foreign exchange reserves, following Eichengreen et al. (1995) , with the weights given by the inverse of the standard deviation of each financial indicator measured in the cross section. 4 We consider several different types of independent variables: those that might be capturing the macroeconomic fundamentals and policy choices of a country (category 1), those that might help identify how much capital might have been flowing in prior to the episode so we can test the "more-in-more-out" hypothesis (category 2), and those that might be capturing aspects of a country's financial structure such as openness and financial development (category 3), which are included as other control variables.
Potential candidates for category 1 include the following six variables reflecting the strength of macroeconomic fundamentals: the current account balance as a percent of GDP; foreign exchange reserves as a percent of GDP; short-term external debt as a percent of foreign exchange reserves; the gross government debt as a percent of GDP; the average annual inflation over the past three years; and the run-up in bank credit to the private sector, measured as the change in the ratio of bank credit to GDP over the five years prior. To mitigate concerns over endogeneity, each of these is taken as of the year prior to the one in which the episode occurs. For the 2013 event, we also use the revisions to the economic outlook as an additional variable capturing fundamentals, measured as the change between January and May of 2013 in the outlook for annual average real GDP growth for 2013 provided by Consensus Economics. Finally, we account for the monetary policy and exchange rate frameworks through two indicator variables, with the first variable equal to 1 for countries operating under an inflation targeting regime and 0
if not, and the second variable equal to 1 for countries with floating exchange rate regimes and 0 otherwise, based on the classification in the IMF's Annual Report on Exchange Rate
Arrangements and Exchange Restrictions. Given the relatively small cross-section, not all of these variables can be included simultaneously; we consider individual variables one at a time and sub-sets of them. We also compute an aggregate index of relative vulnerabilities across the cross-section using some of these variables in light of the limited number of observations; this vulnerability index is described in detail later. In robustness checks, we also replace the vulnerability index with principal components based on the six macroeconomic indicators used to construct the vulnerability index.
For category 2, we include the following variables: the cumulative gross capital inflows over the past three years as a percent of GDP and the appreciation of the real effective exchange over the past four years. For category 3 variables, we consider the capitalization of the domestic equity market as a share of GDP; foreign participation in the domestic equity market, measured as the share of foreign equity holdings in the domestic equity market; and capital account openness as measured by the Chinn-Ito index, a de jure measure of financial openness initially introduced in Chinn and Ito (2008) and subsequently updated by the authors through 2011. For each of these indicators, the data sources are presented in Table 1 . 
Differentiation across EMEs during the 2013 taper-tantrum episode
This section provides an overview of the taper-tantrum episode of 2013, presents new evidence on the drivers of EME differentiation for the entire duration of the episode, and discusses the timing and persistence of differentiation within sub-intervals of the episode itself. Although most financial markets in EMEs were negatively affected during the taper tantrum, there was wide dispersion in the financial performance across EMEs, as shown by the histograms in Figure 1 . As can be seen in panel 1, although most EME currencies depreciated between 0 and 10 percent, the extent of depreciation did vary quite a bit, with a few currencies having appreciated mildly, and others having depreciated more than 15 percent. The use of foreign exchange rate intervention also appeared to vary across EMEs (panel 2). The heterogeneous response is also apparent in the depreciation pressure index that combines changes in the exchange rate and foreign exchange reserves (panel 3), with most EMEs experiencing depreciation pressure. Similarly, most EMEs experienced increases in sovereign bond yields and EMBI spreads (panels 4 and 6), while the performance of equity markets was more mixed across EMEs (panel 5).
Overview of the episode
With U.S. interest rates expected to rise, some effect on the EMEs was to be expected for several reasons. For example, rising U.S. rates encourage investors to shift their holdings toward U.S. assets (see Ahmed and Zlate, 2014) . At the same time, investors may withdraw funds during risk-off episodes especially from those EMEs perceived to be more risky. Indeed, although the movements in most EME financial markets were sizable, investors did not appear to withdraw funds indiscriminately from all EMEs, as shown in Figure 1 . Therefore, we next turn to the question of whether the varied response of EME financial markets during the taper tantrum episode was systematically related to their economic fundamentals.
Differentiation across EMEs during the 2013 stress episode as a whole
As a first cut to examining this issue, we present some scatter plots capturing bivariate relationships. Figure 2 plots the depreciation pressure index across EMEs during the episode (on the vertical axis) against six potential variables (on the horizontal axis in the different panels) that investors may care about when assessing a country's macroeconomic fundamentals. Judging by the R-squares and the statistical significance of the slope coefficients presented under each panel, the figure suggests that the EMEs that encountered more depreciation pressure also had larger current account deficits as a share of GDP (panel 1), less reserves-to-GDP (panel 2), higher gross government debt ratios (panel 4), and higher average inflation over the past few years (panel 5). There seems to be a weaker link between depreciation pressure and the share of short-term external debt in reserves (panel 3) or the run-up in bank credit to the private sector as a ratio to GDP (panel 6). Figure   2 . Bond yield increases were greater in economies with greater current account deficits, less reserves, higher short-term debt, higher average inflation, and a larger run-up in credit to the private sector.
The role of macroeconomic fundamentals
To further understand the drivers of the heterogeneous performance of EME financial markets, we estimate equation (1) using explanatory variables from the three categories described in section 2, that is, first, those describing the strength of macroeconomic fundamentals, the growth outlook, and the policy framework; second, those relevant for the "more-in-more-out" hypothesis; and third, those describing the structure of financial markets.
We find that macroeconomic fundamentals were important drivers of the heterogeneous performance of EME financial markets during the taper tantrum episode, as was suggested by the scatter plots shown earlier. In the multivariate regressions in Tables 2 through 4, three of the six variables considered to describe the strength of macroeconomic fundamentals (that is, foreign exchange reserves, inflation, and credit growth) are statistically significant in explaining the behavior of various EME financial indicators. (In the univariate regressions in Figures 2 and 3 , five of the six variables are statistically significant). As shown in Table 2 , the EMEs with higher inflation and a larger run-up in bank credit suffered more severe currency depreciations (column 1) as well as higher depreciation pressure relative to the dollar (column 8). A lower stock of foreign exchange reserves also resulted in more depreciation pressure. All else equal, an additional 1 percentage-point increase in bank credit relative to GDP was associated with 0.17 percentage point greater depreciation. In Table 3 , the EMEs with lower foreign exchange reserves and faster previous run-ups in bank credit suffered larger increases in bond yields (column 1). Similarly, EMEs with faster previous run-ups in bank credit suffered greater declines in equity prices during the episode (column 8). On average, EMEs with 10 percentage points less reserves relative to GDP suffered 29 basis points larger increases in bond yields compared to their peers; an additional 1 percentage-point previous increase in bank credit relative to GDP was associated with 0.39 percentage point greater declines in equity prices during the event. Nonetheless, in Table 4 , EMEs with lower foreign exchange reserves suffered larger increases in EMBI spreads (column 1), while those with greater inflation experienced greater increases in their sovereign CDS spreads (column 8).
Unsurprisingly, not all of the six macroeconomic variables are statistically significant in explaining the behavior of each financial indicator. Some macroeconomic characteristics should be more relevant for certain types of financial assets than others. In addition, while the coefficients tend to have the expected signs, their statistical significance is likely constrained by the limited degrees of freedom in multivariate cross-sectional regressions with a relatively small sample and by some likely interdependence between the variables. For example, although the scatter plots in Figure 2 suggest that four of the six macroeconomic variables affected the extent of depreciation pressure during the stress episode, three of these six variables (foreign reserves, inflation, and credit) are statistically significant in the multivariate regression in Table 2 (column   8) ; notably, while credit is not statistically significant in univariate regressions, it becomes so in the multivariate regressions in Table 2 . Also, while the current account deficit is statistically significant in bivariate regressions for depreciation pressure, the increase in bond yields, and the increase in EMBI spreads (not shown), it is not statistically significant in the multivariate regressions in Tables 2-4 .
However, given that each of the six macroeconomic variables has a role in explaining some aspect of financial performance-in either bivariate or multivariate regressions-in what follows we will consider them jointly in our baseline assessment of the link between macroeconomic fundamentals and differentiation across EMEs financial markets during the taper-tantrum episode.
The vulnerability index
To better understand the determinants of financial market performance, we build an index of EME vulnerabilities that summarizes the relative strength of EMEs' macroeconomic fundamentals based on the six variables discussed in section 2, given their importance in shaping the financial market responses. The vulnerability index has the advantage of aggregating the information embedded in multiple macroeconomic variables while addressing the problem of limited degrees of freedom in our multivariate regressions.
To construct the index, we first rank the EMEs relative to each other according to each variable, from lowest vulnerability to highest vulnerability. We then take the average ranking of a country across the six variables to obtain the value of the index for each EME, with higher values representing higher vulnerability. Specifically, the index is obtained as follows:
1. For each of the six macroeconomic variables, we rank countries from 1 to N (the number of countries in the sample), with a higher ranking indicating greater vulnerability. For example, for gross government debt-to-GDP, the country with the highest ratio has a rank of N and the country with the lowest ratio has a rank of 1. Similarly, for the current balance variable, the country with lowest current account balance-to-GDP ratio gets a rank of N and a rank of 1 is assigned to the country with the highest ratio.
2. After the rankings are assigned based on each of the six variables, we obtain six rankings for each country, i.e., one ranking for each macroeconomic indicator. Importantly, the index is computed only for countries with data available for each of the six indicators.
3. Finally, we compute the overall ranking (or index) for each country i, obtained by averaging the country's six rankings. 2). Notably, there are also positive and statistically significant links between the vulnerability index and the increases in the EMBI spreads and CDS spreads (Table 4 , columns 2 and 9).
However, we do not find a statistically significant link between the vulnerability index and changes in stock prices (Table 3 , column 9).
To test whether the limited degree of freedom due to small sample size is affecting our results, we expand the sample from 35 to 64 countries and find a similar role for the vulnerability index as a predictor of financial performance. Expanding our sample is constrained by data availability, i.e., it is feasible for depreciation pressure and the vulnerability index; however, data limitations apply to the more-in-more-out and financial structure variables discussed next, and also to earlier episodes of financial stress. In addition, expanding the baseline sample calls into question the EME versus developing economy status of the new countries. Subject to these caveats, the scatterplot and univariate regression results for the extended sample are reported in that are linearly uncorrelated. When used as explanatory variables instead of the vulnerability index, the first three principal components are statistically significant in most specifications and explain about as much of the variation in financial variables as the vulnerability index. This is the case for exchange rates and the depreciation pressure index ( Table 2 , see columns 2 vs. 7, and columns 9 vs. 14), the change in bond yields (Table 3 , columns 2 vs. 7); and the change in EMBI and CDS spreads (Table 4 , columns 2 vs. 7, and columns 9 vs. 14).
The role of other variables
While using the EME vulnerability index to summarize the strength of macroeconomic fundamentals, we also explore the role of additional variables in explaining the heterogeneous response of EME financial markets during the taper-tantrum episode.
First, we do not find evidence that the performance of EME financial markets was linked to changes in EMEs' growth outlook prior to the episode. Changes in economic growth prospects should, a priori, be an important determinant of financial market performance. The fact that the analysis does not find a prominent role for it might be due to measurement and timing issues. In addition, we find inconclusive evidence that the EMEs with inflation targeting or floating exchange rate regimes suffered less deterioration in financial markets than otherwise. Thus, it appears that EME floaters experienced more depreciation (Table 2, column3), but benefited from lower rises in bond yields and CDS spreads (Table 3, column 3 and Table 4 , column 10). The
EMEs with inflation targeting regimes seem to have suffered larger increases in bond yields and larger drops in equity prices (Table 3 , columns 3 and 10), but not for other financial indicators.
Second, controlling for the influence of macroeconomic fundamentals, we find some evidence to support the "more-in-more-out" hypothesis for exchange rates and bond yields-that is, the EMEs that received more capital inflows or experienced more exchange rate appreciation prior to the episode suffered greater deteriorations in financial conditions during the episode itself. As shown in Table 2 , countries that received more private gross inflows (column 4) or had more real effective appreciation previously (column 5) also experienced more depreciation during the episode. In Table 3 , countries that experienced more appreciation previously also suffered greater increases in bond yields (column 5) and greater declines in the stock market index (column 12) during the episode. In Table 4 , countries that received more gross inflows (column 11) or experienced more appreciation previously (column 12) also suffered greater increases in the sovereign CDS spreads. All in all, the results confirm that, although the volatility of capital inflows during boom-bust cycles may have weighed on the EME financial markets during the taper tantrum, those countries with stronger fundamentals were better prepared to sustain the financial turbulence brought by the episode.
Third, while controlling for macroeconomic fundamentals, we find very little evidence that the EMEs' financial performance during the taper tantrum was related to the structure of financial markets. Those EMEs with greater capital account openness seem to have experienced less depreciation pressure ( However, we do not draw any strong conclusion about the role of financial market structure,
given that the results seem to hold in just a few isolated cases.
Notwithstanding the role of these other factors, we find our relative vulnerability index across the EMEs to be a very robust summary statistic explaining heterogeneous responses across EMEs during the taper tantrum. In the univariate specifications in which the vulnerability index is statistically significant (see Tables 2 through 4, columns 2 
Timing and persistence of differentiation across EMEs within the 2013 episode
We next explore the timing and persistence of differentiation among EMEs during the episode of financial stress that started in May 2013. To this end, we use two measures of financial performance, one cumulative and another one incremental. First, for the cumulative measure, we keep the basis of comparison fixed in April 2013 and take windows of varying lengths (in months) up to December (that is, windows that end successively between May and December 2013). We compute the financial performance of EMEs for each of these windows and explore the link with the vulnerability index described earlier. Second, for the incremental measure of financial performance, we take the month-to-month changes in EME financial indicators for the entire duration of the stress episode (that is, the first window is April to May of 2013; the last window is November to December 2013).
The results suggest that the differentiation across EMEs started relatively early in the stress period and persisted even after the episode ended, although the degree of differentiation eased in the later months of the episode. In 1, 2, and 4) .
Similarly, as shown in Table 6 In sum, these results are consistent with the interpretation that investors adjusted their portfolio exposure by differentiating against the relatively more vulnerable EMEs and did not fully reverse this adjustment several months after the stress episode ended.
Differentiation across EMEs during past stress episodes
In this section, we assess whether the differentiation across EMEs according to macroeconomic fundamentals was a development specific to the 2013 taper tantrum episode, or whether any differentiation across EMEs during past episodes of financial stress is also explained well by differences in their vulnerabilities.
To address this question, we first develop a methodology to identify historical events of financial stress going back to the 1990s. Second, taking the identified start and end dates for each historical event as given, we construct the EME vulnerability index for the year prior to each event using the methodology in section 3.2.2, and also construct measures of financial performance during the event using the month prior to the start date as the basis of comparison.
Finally, we examine how the link between macroeconomic fundamentals and financial performance has evolved over time.
Identification of past stress episodes
To identify stress events, we look for outsized movements in three broad indicators that characterize financial markets in the EMEs. Specifically, we search for: (1) unusually large increases in VIX, which serves as a proxy for perceived risk and global risk aversion;
(2) unusually large depreciations in an aggregate index of EME currencies against the dollar; and
(3) unusually large declines in the MSCI equity index for the EMEs. 7 Generally, we define an episode of financial stress occurring when at least two of the three indicators display unusually large movements over the same period. Figure 5 shows the three aggregate financial indicators for the EMEs at the weekly frequency starting in 1990. To identify unusually large movements in each of the three indicators along with the corresponding peak and trough dates, we use the following algorithm. First, for the VIX, we compute its deviations from a Hodrick-Prescott trend fitted over the interval from 1990 to 2016. To identify possible episodes and their duration, we select all consecutive observations in which the VIX was at least two standard deviations above the trend; when these observations are immediately preceded or followed by values that were at least one standard deviation above the trend, we include these other observations in the event as well. The first and last dates of each VIX-determined event are considered as intervals for the episodes.
Second, for the aggregate index of EME currencies, we compute the percent change in the index relative to the maximum value recorded over the previous six months, and select instances when the depreciation was 4.5 percent or more. We select the trough as the end date (that is, the week of maximum depreciation relative to the six-month maximum), and the maximum as the start date for each possible event.
Third, for the MSCI stock market index, we also compute the percent change in the index relative to the maximum recorded over the previous six months, and focus on instances when the decline was 10 percent or more. As in the case of exchange rates, we select the trough as the end date (that is, the week of maximum decline), and the maximum as the start date for each possible event. Finally, we consider the dates of events indicated by each of the three measures, and focus on instances in which at least two of the three indicators point to overlapping events.
Based on this methodology, we identify 14 episodes of financial stress in the EMEs going back to 1990, which are illustrated by the shaded areas in Figure 5 (in either grey or blue). Out of these, we judgmentally choose a sub-set of eight events (in blue) that are associated with wellknown episodes of financial stress, including: (1) 
Did economic fundamentals matter during past stress episodes?
We estimate univariate regressions based on equation (1) for the eight historical episodes during which EME financial conditions deteriorated significantly. The sole explanatory variable, the vulnerability index, is computed based on the six macroeconomic variables discussed in section 2, using values for the year preceding each stress episode. The dependent variable, the depreciation pressure index, is based on changes in exchange rates and losses in foreign exchange reserves measured from the month prior to the start date to the end month of each event. Given the shifts in exchange rate regimes over time, it is important that we use the depreciation pressure index rather than just the exchange rate depreciation to measure financial performance during the 1990s. For instance, the EMEs with heavily managed exchange rate regimes may have experienced less depreciation during a stress episode (that is, barring a devaluation), which would have falsely indicated resilience of their currencies; the depreciation pressure index solves this problem by also taking into account the loss in reserves required to maintain the managed float during a crisis episode. Finally, for each episode, we exclude the EMEs at the epicenter of each crisis given their status as outliers (that is, Mexico in 1994, Indonesia, Malaysia, the Philippines, South Korea, and Thailand in 1997 , Russia in 1998 , Argentina and Uruguay in 2001 , and China in 2015 .
The results for the depreciation pressure index are presented in Figure 6 and Table 7 (top   panel) . Figure 6 shows scatter plots between the vulnerability index (on the horizontal axis) and
the depreciation pressure index (on the vertical axis) for each of the eight historical episodes along with the regression lines, while Table 7 provides more detailed results for the corresponding univariate regressions. From Figure 6 , it appears that while there was some heterogeneity in the financial market performances during the EME crises of the 1990s and the early 2000s, the ability of macroeconomic fundamentals (as measured by our relative vulnerability index) to explain this heterogeneity was weak (panels 1 through 4). However, judging from the increasingly close alignment between vulnerability and depreciation pressure, (column 5) and remained statistically significant during the subsequent events (columns 6-8).
We find similar results for the link between the vulnerability index and the increase in sovereign bond yields for recent stress episodes for which data are available (Figure 7) . While the sample size is restricted by data availability, we see little evidence of differentiation during earlier episodes (panels 1-3), but we see a pattern of differentiation during the 2013 taper tantrum and China's 2015 financial stress (panels 4 and 5). The corresponding coefficients in Table 7 (the middle panel) have little or no statistical significance for the earlier episodes (columns 4-6), but are positive and statistically significant for the latter two episodes (columns 7 and 8). Finally, we find little evidence of differentiation for changes in stock market prices (not shown). Also, we could not perform a similar exercise for the increase in EMBI spreads and CDS spreads due to the limited availability of historical data.
Andrews (2003, 2005) highlights that common shocks may have a differentiated impact across observations in cross-section regressions, which could lead to cross-sectional dependence and could affect the consistency of coefficient estimates. In our empirical setup, for example, this issue may occur if a stress episode has a differentiated impact on the financial performance of countries despite similar macroeconomic fundamentals, with the impact varying discretely across country groups or continuously with unobserved country characteristics. To ensure that cross-sectional dependence is innocuous for our results-i.e., that the errors have mean zero, are uncorrelated with country characteristics, and/or are independent across country groups-we regress of depreciation pressure on the vulnerability index in a pooled sample of countries and events. Given the panel structure of the pooled sample, we are able to use country and group fixed effects to control for the possibly differentiated impact of common shocks across individual countries or country groups (e.g., Emerging Asia vs. Latin America vs. Emerging Europe, and commodity exporters vs. non-exporters), which otherwise may have been included in the error terms. By choosing these groupings, we impose a likely structure on the potential cross-sectional dependence that appears plausible for our sample countries.
In Table 7 (bottom panel) , the results support the original findings. They correspond to panel regressions where the sample of countries is pooled across the four stress episodes "before GFC" (1995-95, 1997-98, 1998, and 2002) and "during and after GFC" (2008, 2011, 2013, and 2015) .
In columns 1-2, in the presence of country and episode fixed effects, the vulnerability index coefficient is positive and statistically significant for during and after the GFC, but not for the earlier events. In addition, the result also holds in the presence of fixed effects for regions (i.e., Emerging Asia, Latin America, Emerging Europe, and Other, in columns 3-4), or for the group of commodity exporters vs. non-exporters (columns 5-6), following the classification in World Bank (2017). Nonetheless, the result also holds when the slope coefficients are allowed to vary across the same country groups (Table 8) ; namely, they are positive and statistically significant for during and after GFC, but not before. Because our results hold in the pooled sample regressions, we believe that cross-sectional dependence is likely innocuous for our original results.
In sum, it is noteworthy that macroeconomic fundamentals have gained increasing importance in recent years in explaining differences in financial pressures across EMEs during episodes of heightened financial stress. However, more research is needed to fully understand the factors explaining this apparent shift in behavior. There are at least two main hypotheses. On one hand, the increasing degree of integration of EMEs with world financial markets, the improvement in macroeconomic fundamentals (to varying degrees across EMEs), and better knowledge of individual EMEs' characteristics (perhaps made easier by technological advances and improvements in data quality) could have facilitated differentiation across EMEs. On the other hand, the shifting nature of the shocks that triggered stress events could also be a potential contributing factor to the rise in differentiation over time. While the financial crises before the GFC had originated mainly in the EMEs themselves (for which we find little evidence of differentiation by investors being related to economic fundamentals), the more recent episodes of financial stress were triggered mostly by events originating in the advanced economies (when differentiation by investors is explained by differences in economic fundamentals). 9 The 2015 episode, when differentiation occurred again even through the event originated in China rather than in advanced economies, somewhat mitigates this concern. However, it is an issue for future research whether the EMEs' remoteness from the origins of financial stress lends itself to investors discriminating more across EMEs according to their economic fundamentals.
Conclusion
The taper-tantrum episode was triggered by a shift in May 2013 in market perceptions regarding the prospects for LSAPs by the Federal Reserve. It is important to understand the implications for the global economy, and particularly for the EMEs, that arise from evolving expectations of monetary policy actions by the Federal Reserve and other major advanced-economy central banks.
In this study, we documented the deterioration in financial conditions of EMEs during the 2013 taper-tantrum episode. One intriguing aspect of this episode is that the response of EME financial markets was heterogeneous. Our study explored the role of country-specific characteristics, especially countries' macroeconomic fundamentals, in explaining the heterogeneous response. Looking at performance across the whole episode, our results indicate 9 Of course, as some observers have noted, even in the well-known EME crises such as those in the 1990s, shocks outside of the EMEs themselves could sometimes act as one of the trigger points for the start of the crisis or for making it worse. Often these crises involved heightened country-specific domestic vulnerabilities, including overborrowing in an environment of fixed exchange regimes, and, in this setting, external developments, such as a rise in global interest rates, contributed to their crises. that there was differentiation by investors across EMEs explained in large part by variation in the strength of their economic fundamentals, and that the differentiation began early in the episode and persisted throughout it. This result holds whether we use different individual variables to measure economic fundamentals, or aggregate them to come up with a single index of relative vulnerabilities across EMEs. Taken at face value, these results suggest that policies to further strengthen economic fundamentals could go a long way to help the EMEs mitigate any disruptive effects from eventual normalization of monetary policy in the advanced economies.
While the strength of economic fundamentals was the most important factor influencing the deterioration of EME financial markets during the taper-tantrum episode, we find that other factors were at play as well. Controlling for economic fundamentals, financial market performance during the taper tantrum appeared to be weaker in those EMEs that had earlier received the largest gross private inflows of capital and had the greatest currency appreciations.
We further explored whether any heterogeneous responses of EME financial markets during past episodes of severe EME-wide financial stress over the past 20 years could also be explained by differences in economic fundamentals across EMEs. For the EME financial crises of the 1990s and early 2000s, we find little evidence that investors discriminated across EMEs significantly according to the strengths of their fundamentals. However, our results do suggest that differentiation among EMEs based on economic fundamentals has occurred since the mid- The interpretation of the results that differentiation by investors across EMEs can be explained well by differences in economic fundamentals after the mid-2000s but not before is not clear-cut, however. One interpretation could be that, prior to the early 2000s, international investors differentiated less across EMEs due to a combination of still-developing policy frameworks, less heterogeneity, and less knowledge of differences across individual EMEs. As policy frameworks matured, as the EMEs became more integrated with world financial markets, and as advancement of technology facilitated timely and less costly access to information and data about particular EMEs, it became natural for investors to look more closely at differences in the EMEs' relative vulnerabilities. But another interpretation may lie in the idea that the factors that have led to financial stresses in the EMEs have been different since the mid-2000s compared with the period before. In particular, there is a sense that the origins of the shocks causing periods of severe EME-wide financial stresses since the mid-2000s have been further removed from the EMEs themselves compared with the EME crises of the 1990s and early 2000s. The source of the shock may matter in how much investors differentiate across EMEs based on their economic fundamentals. Note: In panel (c), the regressions used pooled samples of countries and events. "Before GFC" pools the sample for the Mexican, Asian, Russian, and Argentine crises. "During and after GFC" pools the sample for the GFC, Euro crisis, taper tantrum, and China's financial market stress. Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1. Table A1 in the Appendix. Note: The start and end dates for each of the 13 events in chronological order are as follows: (1) August 3 to November 9, 1990; (2) September 16, 1994 to March 10, 1995  (3) July 4 to August 29, 1997 and October 31, 1997 to January 9, 1998 
