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Abstract
An important open problem in the area of membrane computing is whether there is a model of P
systems forwhich the nondeterministic version is strictlymore powerful than the deterministic version.
We resolve this problem in the following sense—we exhibit two classes of P system acceptors with
only communicating rules and show:
1. For the ﬁrst class, the deterministic and nondeterministic versions are equivalent if and only if
deterministic and nondeterministic linear bounded automata are equivalent. The latter problem is
a long-standing open question in complexity theory.
2. For the second class, the deterministic version is strictly weaker than the nondeterministic version.
Both classes are nonuniversal, but can accept fairly complex languages.
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1. Introduction
There has been a great deal of research activities in the area of membrane computing (a
branch of natural computing) initiated by Gheorghe Paun 6 years ago in his seminal paper
[6] (see also [7]). Membrane computing identiﬁes an unconventional computing model,
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namely a P system, from natural phenomena of cell evolutions and chemical reactions. Due
to the built-in nature of maximal parallelism inherent in the model, P systems have a great
potential for implementing massively concurrent systems in an efﬁcient way, that would
allow us to solve currently intractable problems (in much the same way as the promise of
quantum andDNA computing) once future biotechnology (or silicon technology) gives way
to a practical biorealization (or chip realization).
A P system is a computing model, which abstracts from the way the living cells process
chemical compounds in their compartmental structure.Thus, regions deﬁned by amembrane
structure contain objects that evolve according to given rules. The objects can be described
by symbols or by strings of symbols, in such a way that multisets of objects are placed in
regions of the membrane structure. The membranes themselves are organized as a Venn
diagram or a tree structure where one membrane may contain other membranes. By using
the rules in a nondeterministic, maximally parallel manner, transitions between the system
conﬁgurations can be obtained.A sequence of transitions shows how the system is evolving.
Various ways of controlling the transfer of objects from a region to another and applying
the rules, as well as possibilities to dissolve, divide or create membranes have been studied.
P systems were introduced with the goal to abstract a new computing model from the
structure and the functioning of the living cell (as a branch of the general effort of Natural
Computing—to explore new models, ideas, paradigms from the way nature computes).
Membrane computing has been quite successful: many models have been introduced, most
of them Turing complete and/or able to solve computationally intractable problems (NP-
complete, PSPACE-complete) in a feasible time (polynomial), by trading space for time.
(See the P system website at http://psystems.disco.unimib/it for a large collection of papers
in the area, and in particular the monograph [8].)
In the standard semantics of P systems [7,8,10], each evolution step of a system G is a
result of applying all the rules inG in a maximally parallel manner. More precisely, starting
from the initial conﬁguration, w, the system goes through a sequence of conﬁgurations,
where each conﬁguration is derived from the directly preceding conﬁguration in one step
by the application of amultiset of rules,which are chosen nondeterministically. For example,
a catalytic rule Ca → Cv in membranem is applicable if there is a catalyst C and an object
(symbol) a in the preceding conﬁguration in membrane m. The result of applying this rule
is the evolution of v from a. If there is another occurrence of C and another occurrence of
a, then the same rule or another rule with Ca on the left-hand side can be applied. Thus, in
general, the number of times a particular rule is applied at any one step can be unbounded.We
require that the application of the rules is maximal: all objects, from all membranes, which
can be the subject of local evolution rules have to evolve simultaneously. Conﬁguration z
is reachable (from the starting conﬁguration) if it appears in some execution sequence; z is
halting if no rule is applicable on z.
An interesting class of P systems with symport/antiport rules was studied in [4]—each
system is deterministic in the sense that the computation path of the system is unique, i.e.,
at each step of the computation, the maximal multiset of rules that is applicable is unique. It
was shown in [4] that any recursively enumerable unary languageL ⊆ o∗ can be accepted by
a deterministic 1-membrane symport/antiport system. Thus, for symport/antiport systems,
the deterministic and nondeterministic versions are equivalent. It also follows from the con-
struction in [13] that for communicating P systems, the deterministic and nondeterministic
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versions are equivalent as both can accept any unary recursively enumerable language. The
deterministic-versus-nondeterministic question was left open in [4] for the class of catalytic
systems, where the proofs of universality involve a high degree of parallelism [13,3]. In
particular, it was an open problem [1] whether there is a class of (universal or nonuniversal)
P systemswhere the nondeterministic (maximally parallel) version is strictlymore powerful
than the deterministic version.
In this paper, we look at two nonuniversal models of P systems used as language ac-
ceptors. Both models are a restricted form of a (multimembrane) communicating P system
(CPS) [13].
The ﬁrst model, called restricted communicating P system (RCPS) [5], has a unary input
on that is initially given in the inputmembrane. The environment does not contain any object
(symbol) initially. The system can expel objects into the environment but only expelled
objects can be retrieved from the environment. Thus the number of objects in the system
(counting those in the environment) is the same at any time. The input on is accepted if the
system halts.We show that the deterministic and nondeterministic versions of RCPSs (over
a unary alphabet) are equivalent if and only if deterministic and nondeterministic linear
bounded automata (over an arbitrary alphabet) are equivalent. The latter problem is a long-
standing open question in complexity theory. While it is known that a nondeterministic
linear bounded automaton (which is equivalent to a nondeterministic n space-bounded
Turing machine) can be simulated by a deterministic n2 space-bounded Turing machine
[11], it is open whether this result is optimal. Thus, for this class of P systems, the question
of whether or not the deterministic version is strictly weaker than the nondeterministic
version reduces to an unresolved fundamental problem in computational complexity.
The second model, called simple communicating P system acceptor (SCPA), has an
external input string a1...an (with a right-end marker), where the ai’s are over some input
alphabet (not necessarily unary). The system can only read (i.e., import) symbols contained
in the input string (in the given order) and cannot expel objects into the environment. We
show that deterministic SCPAs are strictly weaker than nondeterministic SCPAs.
The paper has three sections in addition to this section. Section 2 looks at RCPSs and
shows that the question of whether the deterministic version is strictly weaker than the
nondeterministic version is equivalent to the long-standing open problem of whether a
deterministic LBA (linear-bounded automaton) is strictly weaker than a nondeterministic
LBA. Section 3 studies SCPAs and proves that the deterministic version is strictly weaker
than the nondeterministic version. Section 4 is a brief conclusion.
2. A model for which the question is equivalent to whether deterministic LBA =
nondeterministic LBA
The model we investigate is a restricted version of the CPS. A CPS, ﬁrst introduced and
studied in [13], has multiple membranes labeled 1, 2, . . . , where 1 is the skin membrane.
The rules are of the form:
1. a → ax ,
2. ab → axby ,
3. ab → axbyccome,
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where a, b, c are objects, x,y (which indicate the directions of movements of a and b) can
be here, out, or inj . The designation here means that the object remains in the membrane
containing it, out means that the object is transported to the membrane directly enclosing
the membrane that contains the object (or to the environment if the object is in the skin
membrane). The designation inj means that the object is moved into the membrane, labeled
j, that is directly enclosed by the membrane that contains the object. A rule of the form (3)
can only appear in the skin membrane. When such a rule is applied, c is imported through
the skin membrane from the environment (i.e., outer space) and will become an element in
the skin membrane. In one step, all rules are applied in a maximally parallel manner.
An RCPS [5] is a restricted CPS where the environment does not contain any object
initially. The system can expel objects into the environment but only expelled objects can
be retrieved from the environment. Hence, at any time during the computation, the objects
in the system (including in the environment) are always the same.
Let o be a distinguished object (called the input symbol) in V. Assume that an RCPS G
has m membranes, with a distinguished input membrane. We say that G accepts on if G,
when started with on in the input membrane initially (with no o’s in the other membranes),
eventually halts. Note that objects in V − {o} have ﬁxed numbers and their distributions
in the different membranes are ﬁxed initially. Also, at any time during the computation,
the number of each object a ∈ V − {o} in the whole system (including the environment)
remains the same, although the distribution of the a’s among the membranes may change
at each step. The language accepted by G is L(G) = {on | on is accepted by G}.
A nondeterministic (deterministic) RCPS is one in which there may be more than one (at
most one) maximally parallel multiset of rules that is applicable at each step.
It turns out that an RCPS can be characterized in terms of a two-way multihead ﬁnite
automaton. The latter is a ﬁnite automaton (FA) with k two-way read-only heads (for some
k) operating on an input with left- and right-end markers. Here, we are mainly interested in
two-waymultihead FAs with a unary input alphabet. The input to such a machine (exclusive
of the end markers) is on for some n.
The string on is accepted if the automaton, when given input on (with left- and right-end
markers) has a halting computation, i.e., a sequence of moves that eventually halts. Note
that when the machine is deterministic, the sequence of moves is unique—either it is halting
(accepting) or it is in an inﬁnite loop (nonaccepting).
Convention. It is easy to verify that our deﬁnition of acceptance above, i.e., the existence
of a halting computation is equivalent to acceptance by accepting state. We shall use the
halting mode of acceptance for all machines discussed in the paper.
Theorem 2.1. A unary language L ⊆ 0∗ is accepted by a deterministic (nondeterministic)
RCPS if and only if it is accepted by a deterministic (nondeterministic) two-way multi-
head FA.
Proof. Suppose G is a deterministic RCPS accepting a language L(G) ⊆ o∗. In this proof,
for notational convenience, we also consider the environment as a membrane. Label the
membranes 1, . . . , m, where m denotes the environment.We construct a deterministic two-
way multihead FAM to accept L(G). The input toM (not including the left- and right-end
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markers) is on for some n. Since all objects other than o are ﬁxed and do not change with
the input, the FA’s ﬁnite control can keep track of their locations in the system during the
computation. However, the number of o’s in the system is unbounded and dependent on the
input, so we will use multiple heads in M to keep track of the locations of the o’s. We will
need the following heads to accomplish this:
• Ki for 1 im. Head Ki will keep track of the current number of o’s in membrane i.
Initially, if i′ is the input membrane, Ki′ will point to the right-end marker (indicating
that there are n o’s in the input membrane), while all other Ki will point to the left-end
marker (indicating that there are no o’s).
• Ki,j for 1 i, jm. These heads keep track of where the o’s will be moving into during
the next step of G.
One step of G is simulated by a (possibly unbounded) number of steps of M. At the
beginning of the simulation of every step of G, M resets all Ki,j ’s to the left-end marker.
To determine the next conﬁguration of G, M processes each membrane i as follows:
LetR1, R2, . . . , Rs be the rules inmembrane i. By usingKi (which represents the number
of o’s in membrane i) and the non-o objects in membrane i (these objects and their locations
are recorded in the ﬁnite control during the computation), M applies rule R1 sequentially
a maximal number of times storing the “results” (i.e., where the o’s are moved to by the
applications of rule R1) in heads Ki,j . Thus, each application of R1 may involve decre-
mentingKi and incrementing some of theKi,j ’s. (By deﬁnition, the sequential application
of R1 has reached its maximum at some point, if further application of the rule is no longer
applicable.) We illustrate with some examples below, where the subscripts 2, 5 on the right
side of rule R1 (in membrane i) are the “target” membranes of the rule:
1. If R1 is ab → a2b5, where a and b are non-o objects, then M checks its ﬁnite control
that there are an a and a b in membrane i. If not, the rule is not applicable; otherwise,M
records in its ﬁnite control that one a and one b in membrane i are moved to membranes
2 and 5, respectively. The counters are not changed.
2. If R1 is ao → a2o5, then M checks its ﬁnite control that there is an a in membrane i
and Ki is nonzero, i.e., there is an o in membrane i. If this is not the case, the rule is not
applicable; otherwise, M decrements Ki by 1 and increments Ki,5 by 1. It also records
in its ﬁnite control that one a in membrane i is moved to membrane 2.
3. If R1 is oo → o2o5, then M checks that there are at least two o’s in membrane i (this is
done by decrementing Ki and then restoring its value). If this is not the case, the rule is
not applicable; otherwise, M increments Ki,2 by 1 and Ki,5 by 1.
4. If R1 is ab → a2a5ocome, then membrane i must be the skin membrane. M checks its
ﬁnite control that there are an a and a b in membrane i and an o in membrane m (note
thatm is the index for the environment) represented by counterKm. If this is the case,M
records in its ﬁnite control that a and b are moved to membranes 2 and 5, respectively.
It then decrements Km by 1 and increments Ki by 1.
Note that in the above, the target out is explicitly given the index number of the membrane
where the object is to be moved. The process just described is repeated for the other rules
R2, . . . , Rs .
When all the membranes have been processed, M updates each head Kj using the
values stored in Ki,j , 1 im. This completes the simulation of the unique (because
G is deterministic) maximally parallel step of G.
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It follows from the above description that a deterministic RCPS can be simulated by
a deterministic two-way multihead FA. If G is nondeterministic, the construction of the
nondeterministic two-waymultihead FAM is similar, except that in the ﬁrst part (to compute
the values to be stored in theKi,j ’s in processing membrane i),M just sequentially guesses
the rule to apply each time (i.e., any of R1, R2, . . . , Rs) until no more rule is applicable.
The converse was essentially shown in [5]. A careful examination of the proof in [5]
shows that it holds for both deterministic and nondeterministic cases. (Actually the proof
in [5] was indirect, using restricted counter machines that are equivalent to multi-
head FAs.) 
Theorem 2.1 can be generalized. Let a1, . . . , ak be distinct symbols. Now, the RCPS is
initially given (instead of unary input), ai11 ...aikk for some i1, . . . , ik (i.e., ij copies of symbol
aj for 1jk). Then we have:
Corollary 2.1. A language L ⊆ a∗1 ...a∗k is accepted by a deterministic (nondeterministic)
RCPS if and only if it is accepted by a deterministic (nondeterministic) two-way multi-
head FA.
The next theorem was shown in [12].
Theorem 2.2. Nondeterministic and deterministic two-way multihead FA over a unary in-
put alphabet are equivalent if and only if nondeterministic and deterministic linear bounded
automata (over an arbitrary input alphabet) are equivalent.
From Theorems 2.1 and 2.2, we have:
Theorem 2.3. Every unary language accepted by a nondeterministic RCPS can be ac-
cepted by a deterministic RCPS if and only if every language (over an arbitrary input
alphabet) accepted by a nondeterministic linear bounded automaton can be accepted by a
deterministic linear bounded automaton.
3. A model for which deterministic is strictly weaker than nondeterministic
We begin with the deﬁnition of a restricted multicounter machine. A restricted 1-way
linear-space DCM (NCM) M is a deterministic (nondeterministic) ﬁnite automaton with a
one-way read-only input tape with right delimiter (end marker) $ and a number of counters.
As usual, each counter can be tested for zero and can be incremented/decremented by 1
or unchanged. The counters are restricted in that there is a positive integer c such that at
any time during the computation, the amount of space used in any counter (i.e., the count)
is at most ck, where k is the number of symbols of the input that have been read so far.
Note that the machine need not read an input symbol at every step. An input w = a1...an
(where an is the end marker, $, which only occurs at the end) is accepted if, when M
is started in its initial state with all counters zero, it eventually enters an accepting state
while on $.
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We note that although the machines are restricted, they can accept fairly complex lan-
guages. For example, {anbncn | n1} and {a2n | n0} can both be accepted by restricted
1-way linear-space DCMs. (We usually do not include the end marker, which is part of the
input, when we talk about strings/languages accepted.) It can be shown that a restricted
1-way linear-space DCM (NCM) is equivalent to a restricted 1-way log n-space determin-
istic (nondeterministic) Turing machine that was studied in [2].
We denote byL(restricted-1DCM) (L(restricted-1NCM)) the class of languages accepted
by restricted 1-way linear-space DCMs (NCMs).
Lemma 3.1. Let L = {x#x | x ∈ {0, 1}∗}. Then L is not in L(restricted-1NCM).
Proof. To see that L is not in L(restricted-1NCM), supposeM is a restricted 1-way linear-
space NCM accepting L. Note that M has a ﬁnite number of counters and, by deﬁnition,
there is a constant c such that at any time during the computation, the amount of space used
in any counter is at most ck, where k is the number of symbols of the input that has been
read so far. It follows that the number of possible conﬁgurations (a conﬁguration is a tuple
consisting of the state and the values of the counters) after reading k symbols is at most ke
for some positive integer e. Now for any given k, consider the set of all strings of the form:
x#x, where x ∈ {0, 1}∗, |x| = k. There are 2k such strings. It follows that for some k big
enough, there are two strings x1, x2 such that |x1| = |x2| = k, x1 = x2, and M on input
x1#x1 will reach the same conﬁguration after reading the segment x1 as it will after reading
x2 when given input x2#x2. Then, since x1#x1 and x2#x2 are both accepted by M, x1#x2
will also be accepted. This is a contradiction. 
Lemma 3.2. L(restricted-1NCM) is closed under union and intersection. It is not closed
under complementation.
Proof. It is straightforward to verify that L(restricted-1NCM) is closed under union and
intersection.
To see that L(restricted-1NCM) is not closed under complementation, consider L¯, the
complement of L of Lemma 3.1. L¯ can be accepted by a restricted 1-way linear-space NCM
M ′ as follows. Inputs that are not in (0 + 1)∗#(0 + 1)∗ can easily be accepted by M ′. For
an input of the form x#y,M ′ needs to check that x = y. To do this,M ′ scans the segment
x from left to right, while recording the number of symbols scanned so far in a counter. At
some point, nondeterministically chosen, when M ′ is in some position i of x, M ′ records
the symbol, say a, under the input head (i.e., the ith symbol) and scans the rest of x without
updating the counter. AfterM ′ reaches # to the right of x, it then scans the segment y while
decrementing the counter for each symbol it reads. If the y is exhausted before the counter
reaches zero,M ′ accepts. If the counter reaches zero,M ′ checks that the symbol under the
head is not a and accepts. Clearly M ′ accepts L¯. Since L is not in L(restricted-1NCM), it
follows that L(restricted-1NCM) is not closed under complementation. 
The next lemma concerns L(restricted-1DCM).
Lemma 3.3. L(restricted-1DCM) is closed under union, intersection, and complementa-
tion.
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Proof. Closure under union and intersection is obvious. To see closure under comple-
mentation, let M be a restricted 1-way linear-space DCM. We construct a restricted 1-way
linear-space DCM M ′ to accept the complement of L(M). M ′ simulates M and accepts if
and only if M rejects. In the simulation, M ′ needs to keep track of the number of steps M
has made since it last read an input symbol but before reading the next symbol to make
sure M is not looping. Clearly, since M has only a ﬁnite number of counters, there exists a
positive integer e such that ifM has read k symbols and does not read the next input symbol
after ke steps, then it is in an inﬁnite loop. Thus, we equipM ′ with additional counters (i.e.,
a clock) to keep track of the number of steps between readings of input symbols. When the
clock overﬂows, M is in an inﬁnite loop, andM ′ rejects the input. 
From Lemmas 3.2 and 3.3, we have:
Lemma 3.4. Restricted 1-way linear-spaceDCMsare strictlyweaker than restricted 1-way
linear-space NCMs.
Corollary 3.1. Let L = {x#x | x ∈ {0, 1}∗}. Then L¯ (the complement of L) cannot be
accepted by any restricted 1-way linear-space DCM.
Now by deﬁnition, in a restricted 1-way linear-space DCM (NCM)M, there is a positive
integer c such that at any time during the computation, the amount of space used in any
counter is at most ck, where k is the number of symbols of the input that has been read so
far. We refer to M as a ck-DCM (NCM). Similarly, we use the notation k/c-DCM (NCM)
for the case when the space used in each counter after reading k symbols is at most k/c
(thus, the space used is smaller than k).
Let M be a restricted 1-way linear-space DCM (NCM). For any positive integer d, we
can effectively construct a k/d-DCM (NCM) M ′ equivalent to M. The construction is
straightforward. IfM is a ck-DCM,M ′ uses, for each counter, a buffer of size cd in its ﬁnite
control to simulate M and it increments/decrements each counter modulo cd.
It follows that any restricted 1-way linear-space DCM (NCM) can be converted to one
in which at any time, the sum of the spaces (counts) used in all counters is at most k, where
k is the number of symbols that has been read so far. Without loss of generality (by adding
a dummy counter), we may assume that every time a new symbol is read, the machine
increments exactly one counter. Thus, at any time, the sum of the values of the counters
is exactly the number of symbols that have been read so far. We also assume that exactly
one counter is updated (increment or decremented) at each step, because all (nonreading)
steps which only change the state and no counter can be removed. In fact, we can normalize
the computation so that every nonreading increment (i.e., does not involve reading a new
input symbol) must be preceded by a decrement, and every decrement must be followed
by a nonreading increment). We shall refer to this kind of machine as a special 1-way
linear-space DCM (NCM). Hence, we have:
Lemma 3.5. A language is accepted by a special 1-way linear-space DCM (NCM) if and
only if it is accepted by a restricted 1-way linear-space DCM (NCM).
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3.1. The model
We now deﬁne another restricted model of a P system, called SCPA, whose deterministic
and nondeterministic versions are equivalent to restricted 1-way linear-space DCM and
NCM, respectively. An SCPA is a language acceptor over an input alphabet  containing
a distinguished symbol $ (the right-end marker for the input). An input to the SCPA is a
string a1...an, where a1, . . . , an−1 are in − {$} and an = $.
The SCPA has at least one membrane—the skin membrane labeled 1. There may be other
membranes contained in membrane 1. The symbols in the initial conﬁguration (distributed
in the membranes) are not from . The rules (similar to those of a CPS) are of the form:
1. a → ax ,
2. ab → axby ,
3. ab → axbyccome.
The restrictions are the following:
1. There are no rules in membrane 1 with aout or bout on the right-hand side of the rule (i.e.,
no symbol can be expelled from membrane 1 into the environment).
2. As before, a rule of type 3 (called a read rule) can only appear inmembrane 1. This brings
in c if the next symbol in the input string w = a1...an that has not yet been processed
(read) is c; otherwise, the rule is not applicable.
It follows from (1) and (2) that at any time after reading the jth symbol of the input string
but before reading the j + 1st symbol, the system will have exactly j symbols from .
3. Maximal parallelism in the application of the rules is assumed as usual. Hence, in general,
the size of the multiset of rules applicable at each step is unbounded. In particular, the
number of instances of read rules (i.e., rules of the form ab → axbxccome) applicable in
a step is unbounded. However, if a step calls for reading k input symbols (for some k),
these symbols must be consistent with the next k symbols of the input string that have
not yet been processed (by the semantics of the read rule described in the previous item).
The input string w = a1...an (note that an is the right-end marker $ ) is accepted if, after
reading all the input symbols, the SCPA eventually halts. The language accepted by G is
L(G) = {a1...an−1 | a1...an is accepted by G} (we do not include the end marker).
We have two versions of the system described above: deterministic SCPA and nondeter-
ministic SCPA. Again, in the deterministic case, the maximally parallel multiset of rules
applicable at each step of the computation is unique.
Lemma 3.6. Let L be a language accepted by deterministic SCPA (nondeterministic SCPA)
G. Then we can effectively construct a restricted 1-way linear-space DCM (NCM) M
accepting L.
Proof. The construction of a restricted 1-way linear-space DCM M from a deterministic
SCPA G is a generalization of the ideas in the proof Theorem 2.1. There, “multiple heads”
were used, but clearly, counters can be used.
M now has an input tape. Suppose G has m membranes, not including the environment.
For each membrane i and symbol a in −{$}, we associate a counterKai . This counter will
keep track of the multiplicity of object a in membrane i. Initially, each counter Kai is zero.
(This indicates that there are no input symbols in any of the membranes. However, there
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are noninput symbols in the membranes with their numbers and locations recorded in the
ﬁnite control of M.) As in Theorem 2.1, we need a temporary counter Kai,j for 1 i, jm
and a in  − {$}. These counters will keep track of where the a’s in membrane i will be
moving into during the next step of G.
The construction of M is a straightforward generalization of the ideas in Theorem 2.1,
except that now, M uses counters, instead of heads. The processing of the skin membrane
also needs special handling. The read-rules in the skin membrane are the ﬁrst ones to be
processed. Deﬁne an atomic read-rule process as follows:M systematically cycles through
the read-rules and ﬁnds (if it exists) the ﬁrst one that is applicable (note that a read-rule
ab → axbyccome is applicable if there are an a and a b in the skin membrane, and the
next input symbol that has yet to be processed is c). To check if a read rule is applicable,
M uses the counters corresponding to the skin membrane to check the multiplicities of the
input symbols that had been read earlier that are currently residing in the skin membrane.
Note that the locations of the noninput symbols are stored in the ﬁnite control.M applies a
sequence of these read-rules until no more read-rule is applicable. Then all the other rules
in the skin membrane are processed as in Theorem 2.1. If G is a nondeterministic SCPA,M
will also be nondeterministic. We omit the details. 
For the converse, it is convenient to deﬁne a new accepting device M that is able to
simulate a special 1-way linear-space DCM (NCM). A special 1-way linear-space DSUM
(NUSM) has a one-way (read-only) input with end marker and a ﬁnite number of storage
units, C1, . . . , Cm. The storage units are similar to counters but are operated in a different
way. At the start of the computation, all the storage units are empty. At any time during
the computation, a storage unit contains a multiset of symbols from the input alphabet .
An atomic move of the machine is either a read step or a nonread step. In a read step, the
machine reads the next input symbol, places the input symbol in one of the storage units,
and changes state. In a nonread step, the machine deletes a speciﬁed symbol from a storage
unit if the storage unit contains the symbol, adds the symbol to another storage unit, and
changes state; else (i.e., if the storage unit does not contain the speciﬁed symbol), it only
changes state. Thus, at any time during the computation, the multiplicity of each symbol
in all the storage units is exactly the multiplicity of that symbol in the input segment that
has been read so far. More precisely, the computation of a special 1-way DSUM (NSUM)
can be described by using the following types of instructions (where Ci and Cj are storage
units, and s, l, k are states):
1. s : Read input symbol, add it to Ci , and goto l.
2. s : If Ci contains  then delete it from Ci , add it to Cj , and go to l; otherwise, goto k.
3. s : Halt.
When the machine is nondeterministic, there may be more than one choice for l and k.
Lemma 3.7. A special 1-way linear-space DSUM (NSUM) is equivalent to a special 1-way
linear-space DCM (NCM).
Proof. Let M be a special 1-way linear-space DSUM (NSUM). We construct a special
1-way linear-space DCM (NCM) M ′ simulating M as follows. For each storage unit C of
M, M ′ will have counter Ca for every input symbol a in the input alphabet. Then in the
130 O.H. Ibarra / Theoretical Computer Science 344 (2005) 120–133
simulation, whenM stores symbol a in storage unit C,M ′ increments Ca . WhenM checks
if a is in C,M ′ checks if Ca is not zero. WhenM deletes a from C (after checking that a is
in C),M ′ decrements Ca (after checking that it is not zero).
Conversely, suppose M is a special 1-way linear-space DCM (NCM). We construct a
special 1-way linear-space DSUM (NSUM) M ′ simulating M. The counters of M will be
used as storage units inM ′. In the simulation, whenM increments a counter C after reading
an input symbol a,M ′ stores a into C. WhenM decrements counter C and then increments
a counter C′, M ′ ﬁnds the ﬁrst symbol a in C (if C is not empty) and moves a into C′.
(Note that by the deﬁnition of a simple 1-way linear-space DCM (NCM), every nonreading
increment must be preceded by a decrement, and every decrement must be followed by a
nonreading increment.) 
We can now prove the converse of Lemma 3.6.
Lemma 3.8. Let L be a language accepted by a restricted 1-way linear-space DCM (NCM)
M. Then we can effectively construct a deterministic SCPA (nondeterministic SCPA) G
accepting L.
Proof. From Lemmas 3.5 and 3.7, it is enough to show that a deterministic SCPA (nonde-
terministic SCPA) G can simulate a special 1-way linear-space DSUM (NSUM) M.
We describe the construction which is a generalization of the ideas in [13]. Assume M
has m storage units, C1, . . . , Cm. G has the same membrane structure as in [13], with some
modiﬁcations. As in [13], membrane 1 contains membranes E1, . . . , Em to simulate the
storage units. All the sets of rules R1, . . . are the same as in [13], except with modiﬁcations
and additions we describe below.
1. The ﬁrst type of instruction (i.e., read instruction) is simulated like the Increment in-
struction in [13] with the input extracted from the environment, i.e., in R1, for this type
of rule, add
cdj → cinIj djcome
for every  in .
Note that at the end of the simulation of this rule, we want symbol  to be in Ei .
2. The second type of instruction is simulated like the instruction “If counter is nonzero
then decrement and goto l else goto k” in [13], but decrement is interpreted as delete
symbol from membrane Ei and the symbol is not thrown out into the environment but
added to membrane Ej .
3. Halt is handled as in [13]. 
From Lemmas 3.6 and 3.8, we obtain:
Theorem 3.1. A language L is accepted by a restricted 1-way linear-space DCM (NCM)
if and only if it is accepted by a deterministic SCPA (nondeterministic SCPA).
From Theorem 3.1 and Lemma 3.4, we have:
Theorem 3.2. Deterministic SCPAs are strictly weaker than nondeterministic SCPAs.
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Denote by L(det SCPA) (L(nondet SCPA)) the class of languages accepted by determin-
istic SCPAs (nondeterministic SCPAs). Then from Lemmas 3.1–3.3, we have:
Corollary 3.2. 1. L(nondet SCPA) is closed under union and intersection. It is not closed
under complementation.
2. L(det SCPA) is closed under union, intersection, and complementation.
One might wonder why in Theorem 2.3, we are only able to show that the question of
determinismversus nondeterminism forRCPSs is equivalent to the question of deterministic
LBA versus nondeterministic LBA, whereas in Theorem 3.2 we are able to prove that
deterministic SCPAs are strictly weaker than nondeterministic SCPAs. The reason for this
is that in the ﬁrst model, the entire unary input on is available at the start of the computation;
hence, space n is available for computation at the beginning. However, in an SCPA, the space
that can be used for the computation only increases as more input symbols are read.
Now consider only deterministic (nondeterministic) SCPAs over a unary input alphabet
(excluding the right delimiter $). Clearly, over a unary input alphabet, a restricted 1-way
linear-spaceDCM(NCM) is equivalent to a two-waymultiheadFA:The former can simulate
the latter by ﬁrst scanning the input and storing the length of the unary input in a counter.
Then using the value stored in this counter, it employs additional counters to simulate the
two-way heads of the latter. We omit the details. Hence, from Theorem 2.2, we have:
Corollary 3.3. Deterministic andnondeterministic SCPAsover a unary alphabet are equiv-
alent if and only if deterministic and nondeterministic LBAs (over an arbitrary input alpha-
bet) are equivalent.
3.2. Another proof that deterministic SCPAs are strictly weaker than nondeterministic
SCPAs
As we have shown in Theorem 3.2, deterministic SCPAs are strictly weaker than non-
deterministic SCPAs. The proof was indirect—we showed the result that a deterministic
(nondeterministic) SCPA is equivalent to a restricted 1-way linear-space DCM (NCM) and
(non)closure properties. Here we give another more direct proof of the separation result.
Theorem 3.3. Deterministic SCPAs are strictly weaker than nondeterministic SCPAs.
Proof. Let L′ = {x#p | x is a binary number with leading bit 1 and p = 2val(x)}. We
will show that L′ can be accepted by a nondeterministic SCPA but not by any deterministic
SCPA.
We know that a nondeterministic SCPA is equivalent to a restricted 1-way linear-space
NCM.Thus, we only need to show thatL′ can be accepted by a restricted 1-way linear-space
NCM. The construction of such a machine is similar to the construction ofM ′ to accept L¯
in the proof of Lemma 3.2. Inputs that are not in 1(0 + 1)∗#+ can easily be accepted by
M ′. For an input of the form x#p, M ′ needs to check that 2val(x) = p. To do this, M ′
scans the segment x from left to right. At some point, nondeterministically chosen, when
M ′ is in some position i of x, M ′ records the symbol, say a, under the input head (i.e., the
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ith symbol) and starts incrementing a counter C1 as it scans the rest of x. WhenM ′ reaches
the ﬁrst # to the right of x, C1 has value k − i, where k = |x|. M ′ then scans the segment
#p and stores p in another counter C2.WhenM ′ reaches the right-end marker, C2 has value
p.M ′ then divides p by 2(k−i)−1 to determine the (k − i)− 1th least signiﬁcant bit, say b,
of the binary representation of p. Clearly, determining b can easily be accomplished byM ′
by using C1 and C2 and another counter C3.M ′ accepts if b = a. ClearlyM ′ accepts L′.
To see that L′ cannot be accepted by a deterministic SCPA, assume that G is such an
SCPA accepting L′. SupposeG hasmmembranes (not including the environment). Now, at
any time during the computation, each membrane ofGwill contain somemultiple (possibly
zero) copies of each symbol in  = {0, 1, #}. Note that there are only a ﬁxed number t of
symbols not in  that are in the initial conﬁguration of the system.
In what follows, by “observable conﬁguration”, we mean the total state (i.e., the multi-
plicities of the symbols in the different membranes) that the system enters at the end of a
step. Let x be any binary string of length n t and consider the computation of G on string
x#2n. Clearly, althoughG can read any number of symbols at each step, there is an 0 i2n
such that G will be in an observable conﬁguration after reading the symbols in x#i , and
such a conﬁguration is one of at most (2n3)m conﬁgurations. The upper bound follows from
the fact that at any time, each of the m membranes will have at most n 0’s, n 1’s, and 2n
#’s. Consider the set of all n-bit binary strings with 1 in the most signiﬁcant position and
n t . Clearly, there are 2n−1 binary such strings, and for n large enough, 2n−1 > (2n3)m.
It follows that
(*) there are two strings x and y of length n (with 1 in the most signiﬁcant position) and
0 i2n with x = y such that G is in the same observable conﬁguration after reading x#i
and after reading y#i .
By deﬁnition of L′, G will reject both x#i+2val(x)−i = x#2val(x) and y#i+2val(y)−i =
y#2val(y). Then from (*), both x#2val(y) and y#2val(x) will also be rejected. This is a con-
tradiction, since these strings are in L′. 
4. Conclusion
We investigated the question of deterministic versus nondeterministic computation in P
systems and showed that for some classes of systems, the question is equivalent to the open
problem of whether deterministic LBA is equivalent to nondeterministic LBA. For some
classes, the deterministic version is strictly weaker than the nondeterministic version. We
believe that our techniques can be used to obtain similar results for other suitably restricted
models of P systems like those with symport/antiport rules [9]. We will investigate this in
a future paper.
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