Introduction

Fix positive integers N and d with N 2. The purpose of this paper is to apply the results from [26, 27, 34, 36] behaviour of the frequencies of digits in their N -adic expansion. Many results in this direction have already been obtained in [4, 5, 8, 13, 22, 30, 35, 39, 42, 43] building on classical work due to, for example, Besicovitch [1], Billingsley [3] , Cajar [10] , Eggleston [14] , and more recent results on multifractal analysis [2, [15] [16] [17] 20, 21, 26, 27, 29, 34, 36] . In this paper we apply the results from recent works [26, 27, 34, 36] to provide a comprehensive and very general framework for studying the Hausdorff and packing dimensions of very general classes of sets of d-tuples of numbers defined in terms of the asymptotic behaviour of the frequencies of digits in their N -adic expansion. This both generalizes the results from the aforementioned papers and at the same time removes a number of technical assumptions needed in those papers. We will now describe the four main novelties in this work.
Strings and tuples.
Previous studies have focused almost entirely on the Hausdorff dimension of sets of d-tuples of numbers defined in terms of the asymptotic behaviour of the frequencies of digits in their N -adic expansion [4, 5, 8, 13, 22, 35, 39, 42, 43] . However, the study of sets of d-tuples of numbers defined in terms of the asymptotic behaviour of the frequencies of strings of digits in their N -adic expansion combine the simultaneous behaviour of different digits and provides the basis for a significantly better understanding of the dynamics underlying N -adic expansion. In this paper we apply the techniques and results from the theory of multifractal divergence points developed in [27, [34] [35] [36] to give a systematic and detailed account of the substantially more complicated problem of determining the Hausdorff and packing dimensions of sets of d-tuples of numbers defined in terms of the asymptotic behaviour of the frequencies of strings of digits in their N -adic expansion, and show that these points have a surprisingly rich and intricate structure, cf. Theorems 4.1 and 4.2, and the examples in Section 3. In addition to investigating and computing the Hausdorff and packing dimensions of several new classes of sets of d-tuples of numbers, our techniques can also be used to obtain simple proofs of substantial generalizations of known results on the Hausdorff and packing dimensions of sets of normal and non-normal numbers. For example, in Sections 3.1-3.5 we use our result to provide a detailed analysis of the dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of groups of strings of digits (as opposed to the dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of their digits). This provides substantial generalizations of some recent results by Li and Dekking [22] and Olsen [33] .
Non-linearity. The second novel feature in our work is the treatment of sets of d-tuples of numbers whose frequencies of strings of digits are subject to general non-linear constraints. With the noticeably exception of [6, 30] , who considered the much simpler problem of finding the Hausdorff dimension of certain rather special sets of numbers whose frequencies of digits are subject to certain non-linear constraints satisfying various technical conditions, previous works [4, 5, 8, 13, 22, 23, 25, 35, 39, 42, 43] studied sets of numbers whose frequencies are subject to linear constraints; for example, the set of numbers x such that the arithmetic mean of the limiting frequency of 0's and the limiting frequency of 1's in the triadic expansion of x equals a given real number. However, many interesting and important quantities associated with the N -adic expansion depend in a highly non-linear way on the frequencies of the digits, e.g. the limiting frequency of one digit relative to the sine squared of the limiting frequency of another digit (see the example in Section 2), and existing methods and results cannot be applied to the study of these quantities. Due to the non-linearity of the problems, previous techniques (namely, the thermodynamical formalism developed in Bowen [7] and Ruelle [37] ) appear not to be applicable. In this paper we apply the result from [26, 27, 34, 36] to establish a variational principle of the Haus-dorff dimension of a very large class sets of d-tuples of numbers whose frequencies of (strings of ) digits are subject to general non-linear constraints, see Theorem 4.1.
Divergence points. The third novelty is the detailed study of divergence points initiated in [27, 28, 35, 36] . For a real number it is natural to consider the limiting frequence of a digit in its N -adic expansion. If this, or similar, limiting frequencies do not exist the number is called a divergence point. Divergence points were first studied by Volkmann [42, 43] in the 1950es. In [42, 43] it was shown that the set of divergence points is "big"; more precisely, it has full Hausdorff dimension (i.e. the Hausdorff dimension of the set of divergence points equals the Hausdorff dimension of the ambient space). In [27, 28, 35, 36] we initiated a significantly more detailed study of divergence points not just focusing on the set of all divergence points, but analyzing sets of points for which the frequencies of the N -adic digits diverge in an arbitrary but prescribed way. The study of these sets is instrumental in obtaining simple proofs of a large number of new and known results, cf. the discussion in the examples in Sections 3.1-3.5
Packing dimension. Previously, only the Hausdorff dimension of sets of divergence points has been investigated. However, in the mid 1980s the packing measure and the packing dimension were introduced as a dual to the Hausdorff measure: the Hausdorff measure is defined by considering economical coverings, whereas the packing measure is defined by considering efficient packings. The packing measure is nowadays considered as important as the Hausdorff measure. Indeed, many Hausdorff measure properties have dual packing measure properties, and it is widely believed that an understanding of both the Hausdorff dimension and the packing dimension of a fractal set provides the basis for a substantially better understanding of the underlying geometry of the set. Unfortunately, nothing is known about the packing dimension of sets of divergence points. In this paper we will give a systematic and detailed account of the problem of determining the packing dimensions of sets of divergence points appear within the context of non-normal numbers. In particular, we obtain an explicit formula for the packing dimension of a very large class of sets of divergence points, cf. the examples in Section 3 and Theorem 4.2. In particular, the examples in Section 3 and Theorem 4.2 show the following:
(1) Surprisingly, for many sets of divergence points, the packing dimension and the Hausdorff dimension do not coincide, cf. the discussion following Theorems 1.1, 3.3 and 4.2. Due to the seminal work of Taylor (cf., for example, the survey [41] ), a set whose Hausdorff and packing dimensions coincide is called a Taylor fractal. Hence, sets of divergence points are typically not Taylor fractals. (2) The formulas for the Hausdorff dimension and the packing dimension of sets of divergence points in the examples in Section 3 and in Theorem 4.2 are "dual"; this may be viewed as yet another manifestation of the dual nature of the Hausdorff measure and the packing measure.
Basic definitions
Throughout this paper we will denote the Hausdorff dimension by dim H and we will denote the packing dimension by dim P .
For x ∈ R, let [x] denote the integer part of x and write
where d n (x) ∈ {0, 1, . . . , N − 1}, for the unique non-terminating N -adic expansion of x. For a digit j ∈ {0, 1, . . . , N − 1} and a positive integer n write
for the frequency of the digit j among the first n of the N -adic digits of x. The problem of computing the Hausdorff dimension of various sets of numbers defined in terms of the asymptotic behaviour of the frequencies Π j (x; n) has a long history going back to Borel's Normal Number Theorem from 1909. For a given probability vector p = (p 0 , . . . , p N −1 ), it is natural to investigate the size of the set of numbers x for which the frequency of the digit j among the first n digits of x approaches p j as n → ∞ for all j ∈ {0, 1, 2, . . . , N − 1}, i.e. the set
( [14] in the 1930s and the 1940s, and the set B(p) is therefore usually referred to as the Besicovitch-Eggleston set. Besicovitch and Eggleston proved that
(1.4) Formula (1.4) was first proved by Besicovitch [1] for N = 2 in 1934, and later for general N by Eggleston [14] in 1949.
It is natural to extend Besicovitch-Eggleston's result to a higher dimensional setting. It is also natural to extend Besicovitch-Eggleston's result by considering frequencies of strings of digits. To consider those generalizations, we now introduce some notation. For
is the vector consisting of the ith digits of the x k 's. Next, write 6) i.e. Π ω (x; n) denotes the frequency of the string ω among the first n + m − 1 vectors of digits in the N -adic expansion of the x k 's. As in the one-dimensional case, for a given probability vector p = (p i ) i∈Σ , it is natural to investigate the size of the set of d-tuples of numbers x = (x 1 , . . . , x d ) ∈ [0, 1] d for which the frequency Π i (x; n) of the vector i of digits among the first n digits of the x k 's approaches p i as n → ∞ for all vectors i ∈ Σ, i.e. the set
Following Maxfield [24] we will say that a vector 
It is also natural to extend this to frequencies of strings of vectors of digits. For a positive integer m and a given probability vector p = (p ω ) ω∈Σ m , it is natural to investigate the size of the set of d-tuples of numbers x = (x 1 , . . . , x d ) ∈ [0, 1] d for which the frequency Π ω (x; n) of the string ω of vectors of digits among the first n digits of the x k 's approaches p ω as n → ∞ for all strings ω ∈ Σ m , i.e. the set
In [31] we computed the Hausdorff dimension of i.e. for p ∈ R I , we consider the set
For example, by putting I = Σ m and taking Φ : R Σ m → R I = R Σ m to be the identity, this set reduces to the generalized Besicovitch-Eggleston set B d,m (p), i.e.
For a continuous but otherwise arbitrary, and possibly highly non-linear, map Φ we obtain a variational principle for the Hausdorff dimension of the set in (1.8); this result appears in [6, 10, 11, 26, 27, 35, 36] . Sets of divergence points have until very recently been considered of little interest in number theory and geometric measure theory. Indeed, according to folklore, these sets carried no essential information about the underlying structure. However, recent work on (the more general notion of ) divergence points in multifractal analysis [6, 11, 26, 27, 35, 36] has changed this point of view. Divergence points were first studied by Volkmann [42, 43] in the 1950es. In [42, 43] it was shown that the set of divergence points has full Hausdorff dimension, i.e. the Hausdorff dimension of the set of divergence points equals the Hausdorff dimension of the ambient space; i.e. for each i ∈ Σ, we have
In [27, 28, 35, 36] we initiated a significantly more detailed study of divergence points not just focusing on the set of all divergence points, but, in addition, analyzing sets of points for which the frequencies of an N -adic digit diverge in a prescribed way. In order to make this precise, we introduce the following definition, namely, for a sequence (x n ) n in a metric space X, we let A(x n ) denote the set of accumulation points of the sequence (x n ) n , i.e.
A(x n ) = x ∈ X there exists a subsequence (
If Φ is affine we obtain variational principles for the Hausdorff and packing dimensions of the following sets, 11) see Theorem 4.2. This result provides very accurate information about the fractal structure of sets of points x whose frequencies Π ω (x; n) are subject to linear constraints and has many applications. For example, by choosing the map Φ judiciously we obtain formulas for the dimensions of sets of numbers with given limiting frequencies of groups of digits. We will now explain this. For a set Γ ⊆ Σ m of strings of digits and a positive integer n, we write 
By choosing the map Φ appropriately, the Hausdorff and packing dimensions of the set 
If C is a closed and convex subset of R 2 , then
Comparing the formulas for the Hausdorff dimension and packing dimension of the set
we see the following surprising fact. Namely, that, in general, the Hausdorff dimension and the packing dimension of the set E(C) do not coincide. This is in sharp contrast to the last statement in Theorem 1.1 providing formulas for the Hausdorff and packing dimensions of the set
of points x for which the limit lim n Π Γ i (x; n) exists for all i. Indeed, the last statement in Theorem 1.1 says that the Hausdorff dimension and the packing dimension of the set E(p) coincide. Hence, the Hausdorff dimension and the packing dimension of the set E(C) only coincide in the special case for which C is a singleton. As mentioned earlier, due to the seminal work of Taylor [41] , a set whose Hausdorff and packing dimensions coincide is called a Taylor fractal. Hence, the sets E(C) therefore provide a large and natural class of sets that are not Taylor fractals. Theorem 1.1 also shows that the formulas for the Hausdorff dimension and the packing dimension of the set E(C) are "dual": the infimum in the formula for the Hausdorff dimension is replaced by the supremum in the formula for the packing dimension. As noted earlier, this may be viewed as yet another manifestation of the dual nature of the Hausdorff measure and the packing measure.
As a further application of Theorem 4.2, we prove in Section 3.5 that (1.9) can be strengthened significantly. Namely, we will prove that even the set of points x for which the sequences
In fact, an even more general result is obtained in Corollary 3.7. Results similar to this, but investigating simultaneous divergence points for local dimensions of finite families of self-similar measures, have been obtaining in [32] . We now again return to Theorem 4.2. Recall that Theorem 4.2 provides variational principles for the Hausdorff and packing dimensions of the sets in (1.11) for an arbitrary affine function Φ. In fact, Theorem 4.2 consists of two parts. In part 1 we obtain variational principles for the Hausdorff and packing dimensions of the set in (1.11), namely, we prove that the Hausdorff and the packing dimensions of the sets in (1.11) equal the supremum of a certain entropy function. In part 2 we obtain an explicit expression for this supremum. For certain special choices of Φ this result has been obtained earlier in [30] . The supremum will be computed using techniques from the Perron-Frobenius theory on spectral properties of irreducible non-negative matrices, cf. [38] . In particular, the supremum will be expressed as the solution to a (non-linear) systems of equations involving the so-called Perron-Frobenius eigenvectors associated with a certain irreducible matrix. Other authors have used techniques from Perron-Frobenius theory to compute the Hausdorff dimension of various sets, cf. for example [8] [9] [10] 13, 23, 25, 39, 40, 42] .
Before presenting the general results, we present a few selected examples of the results in this paper. The first example, i.e. the example in Section 2, illustrates the difficulties involved in computing the Hausdorff dimension of sets of numbers for which the limiting frequencies of their digits are subject the highly non-linear constraints.
Computation of dimensions of sets defined in terms of strings of digits involves further difficulties. We illustrated this in the example in Section 3 where we apply the main results to give a detailed analysis of the dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of groups of strings of digits. This example significantly extends recent results by Li and Dekking [22] and Olsen [33] .
Example: An example with highly non-linear constrained limiting frequencies
This example illustrates the difficulties involved in computing the Hausdorff dimension of sets of numbers for which the limiting frequencies of their digits are subject to highly non-linear constraints. For t > 0 write
This is the set of numbers in [0, 1] such that in their N -adic expansion the frequency of 0's is t times the sine squared of the frequency of 1's. The frequencies of the other digits are arbitrary.
The set E t is an example of a set of the type in (1.8). Indeed if we put m = d = 1 and define
First observe that if N = 3, then clearly
It follows immediately from this and Besicovitch-Eggleston's theorem (1.4) that
The methods developed in this paper allow us to show that this inequality is, in fact, an equality. The difficulties lie in the fact that the union
This is so since (for N 4) the set E t , in addition to the numbers in the union
clearly also contains (an uncountable number of ) numbers x for which the limiting frequency lim n Π i (x; n) does not exist for one or several i ∈ {2, . . . , N − 1}. We emphasize that the methods and techniques developed in this paper are capable of solving these problems for all values of N . In particular, applying Theorem 4.1 to the case where m = d = 1 and the map Φ :
sin(q 1 ) 2 , immediately gives the following result.
Theorem 2.1. Let t > 0 and
sin(Π 1 (x;n)) 2 = t} for N = 3 and 0 t 50; cf. Theorem 2.1.
Unfortunately, we have not been able to obtain an explicit expression for the supremum in (2.1), but the supremum can be computed numerically. Indeed, in Fig. 1 the graph of the function t → dim H E t in Theorem 2.1 is sketched for N = 3. We observe from Fig. 1 that the function t → dim H E t is non-concave. In fact, it follows from Fig. 1 that the t → dim H E t is strictly convex on a non-degenerate interval.
Example: Frequencies of groups of strings of digits
Frequencies of groups of strings of digits
Computation of dimensions of sets defined in terms of strings of digits involves further difficulties. We will now illustrate this by applying the main results to give a detailed analysis of the dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of groups of strings of digits (as opposed to the dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of their digits). Recall, that for a set Γ ⊆ Σ m of strings of digits and a positive integer n, we write
i.e. Π Γ (x; n) denotes the frequency of the set Γ of vectors of strings of digits among the first n + m − 1 vectors of digits in the N -adic expansion of the x k 's. As in the case of frequencies of vectors of strings of digits, for a given partition Γ of Σ m and a given probability vector p = (p Γ ) Γ ∈Γ , it is natural to investigate the size of the set of d-tuples of numbers
It is easily seen that
). Of course, the following lower bound for the dimension of F follows immediately from (3.1),
The results developed in this paper allow us to show that the inequality in (3.2) is, in fact, an equality, and, in addition, to compute the supremum on the right-hand side of (3.2) explicitly. In this example there are two difficulties in showing equality in (3.2): firstly, the union at the right-hand side of (3.1) is uncountable, and secondly, the inclusion in (3.1) is always strict. This is so since the set B d,m,Γ (p), in addition to the numbers in the union
clearly also contains (an uncountable number of ) numbers x for which the limiting frequency lim n Π ω (x; n) does not exist for one or several ω ∈ Σ m . In fact, recently the Hausdorff dimension of the set B d,m,Γ (p) has been obtained for m = 1 by Li and Dekking [22] and Olsen [33] .
Theorem 3.1. Let Γ be a partition of Σ, and let p = (p Γ ) Γ ∈Γ be a probability vector. Then
However, the theory developed in this paper allows us to compute the Hausdorff and packing dimensions of the sets B d,m,Γ (p) for all positive integers m. We emphasize that the case m 2 involves completely new ideas that are not present in the case m = 1. In fact, we will prove a significantly more general results about frequencies of arbitrary groups of strings of digits. For example we will obtain formulas for the Hausdorff and packing dimensions of the set B d,m,Γ (p) for all positive integers and for all families Γ of subsets of Σ m ; in particular, we emphasize that the family Γ need not be a partition of Σ m and that the sets in Γ need not be pairwise disjoint.
We first introduce some notation. For a positive integer m, let
i.e. Δ m is the simplex of probability vectors in R Σ m and S m is the subsimplex of "shift invariant" probability vectors in R Σ m . Observe that
for u = (u ω ) ω∈Σ m (as usual, we put 0 log 0 = 0). Observe that for m = 1 we obtain
We can now present our results about frequencies of arbitrary groups of strings of digits. Fix a positive integer m and an arbitrary family Γ of subsets of Σ m . Once more we emphasize that Γ need not be a partition of Σ m and that the sets in Γ need not be pairwise disjoint. We divide the analysis into two cases.
Case 1: m = 1. For t = (t Γ ) Γ ∈Γ ∈ R Γ and i ∈ Σ write 5) and define the vector Q(t) ∈ R Σ and the matrix A = (a Γ,i ) Γ ∈Γ , i∈Σ ∈ R Γ ×Σ by
Let ρ(t) = spec rad(M(t)) (for a square matrix B, we let spec rad(B) denote the spectral radius of B) and let v(t) = (v ω (t)) ω∈Σ m−1 , u(t) = (u ω (t)) ω∈Σ m−1 ∈ R Σ m−1 , denote the unique vectors such that
M(t)v(t) = ρ(t)v(t),
u(t)M(t) = ρ(t)u(t),
For k, l ∈ Σ and π ∈ Σ m−2 write
and define the vector Q(t) ∈ R Σ m and the matrix A = (a Γ,ω ) Γ ∈Γ , ω∈Σ m ∈ R Γ ×Σ m by
The following result provides an extension of Theorem 3.1 to the case of frequencies of groups of strings of digits. 
In fact, in Theorem 3.3 below we obtain a significantly more general result providing detailed information about the so-called divergence points of the frequencies Π Γ (x; n). Recall, that for a sequence (x n ) n in a metric space X, we let A(x n ) denote the set of accumulation points of the sequence (x n ) n , i.e.
A(x n ) = x ∈ X there exists a subsequence (x n k ) k such that x n k → x .
We can now state Theorem 3.3. (1) If C is not a subcontinuum of A(S m ), then
As in Section 1, comparing the formulas for the Hausdorff dimension and the packing dimension in Theorem 3.3(2) we see the following surprising fact. Namely, that, in general, the Hausdorff dimension and the packing dimension of the set {x We remark that if m = 1 and Γ is a partition of Σ then Theorem 3.3 reduces to Theorem 3.1. Indeed, it is easily seen that if we write s Γ = |Γ |e −t Γ log N for t = (t Γ ) Γ ∈Γ , then
Hence, for all probability vectors p = (p Γ ) Γ ∈Γ ∈ R Γ we see that
This shows that in this case Theorem 3.3 reduces to Theorem 3.1.
For m = 1 we can find an alternative expression for T 1 (p) in Theorem 3.3. This expression is better suited for numerical calculations and is given in the next proposition.
Proposition 3.4. Let Γ be a finite family of subsets of Σ (observe that Γ is not necessarily a partition of Σ). Let
Π = Γ ∈Γ Ξ Γ Ξ Γ ∈ {Γ, Σ \ Γ } for all Γ . For p = (p Γ ) Γ ∈Γ ∈ R Γ , let
W (p) = (q Π ) Π∈Π (q Π ) Π∈Π is a probability vector with
Γ,Π⊆Γ q Π = p Γ for all Γ . For p = (p Γ ) Γ ∈Γ ∈ R Γ we have T 1 (p) = sup (q Π ) Π∈Π ∈W (p) − 1 log N Π q Π log q Π |Π| .
Proof. For brevity write S(p)
and put q = (q Π ) Π∈Π . It is not difficult to see that q ∈ W (p) and that
S(p).
Taking supremum over all t ∈ R Γ with AQ(t) = p gives the desired result.
Part 2: Next we prove that S(p) T 1 (p). Fix q ∈ W (p), and note that
Taking supremum over q ∈ W (p) gives the desired result. 2
An example of mixed group frequencies of digits
We now consider a concrete example of Theorem 3.3 (and Proposition 3.4). In particular, we will compute T m (p) in Theorem 3.3 in the following case: m = 1, N = 10 and Γ = {Γ 1 , Γ 2 } where Γ 1 = {0, 2, 5, 8} and Γ 2 = {3, 4, 5, 8, 9}; observe that the sets Γ 1 = {0, 2, 5, 8} and Γ 2 = {3, 4, 5, 8, 9} are not pairwise disjoint and do not form a partition of Σ = {0, 1, . . . , 9}. However, we first consider a slightly more general problem. Fix Γ 1 , Γ 2 ⊆ Σ and put Γ = {Γ 1 , Γ 2 }. Also, let p = (p Γ 1 , p Γ 2 ) and write p i = p Γ i for brevity. In this case we have Π = {Π 1 , Π 2 , U, V } where
. Finally, we let W (p) be as in Proposition 3.4, and for (q Π 1 , q Π 2 , q U , q V ) ∈ W (p) we write q i = q Π i , u = q U and v = q V for brevity. Using this notation we clearly have
is a probability vector with
and so (using Proposition 3.4)
The number T 1 (p) can now be found by a simple calculus argument. For example, if
and
Condition (3.12) is, for example, satisfied if N = 10 and Γ 1 = {0, 2, 5, 8} and Γ 2 = {3, 4, 5, 8, 9}; observe that the sets Γ 1 = {0, 2, 5, 8} and Γ 2 = {3, 4, 5, 8, 9} are not pairwise disjoint and do not form a partition of Σ = {0, 1, . . . , 9}. If condition (3.12) is not satisfied it is possible to obtain a rather more complicated formula for T 1 (p). However, since this formula is easily derived but fairly long we are omitting it.
The dimension of the generalized higher dimensional Besicovitch-Eggleston set B d,m (p) in (1.7)
As a further application of Theorem 3.3 we immediately obtain the following explicit formula for the Hausdorff and packing dimensions of the generalized higher dimensional BesicovitchEggleston set
Indeed, this follows by applying Theorem 3.3 to the family Γ of subsets of Σ m defined by Γ = {{ω} | ω ∈ Σ m }. In this case we clearly have (Π ω (x; n)) ω∈Σ m = (Π Γ (x; n)) Γ ∈Γ , and, by identifying the singleton {ω} with ω for ω ∈ Σ m , it is easily seen that the matrix A in (3.10)
equals the identity, whence T m (p) = H m (p) (where T m (p) is defined in Theorem 3.3)
. Corollary 3.5 below follows from these observations and Theorem 3.3.
Corollary 3.5.
(1) If C is not a subcontinuum of S m , then
In particular, Corollary 3.5 implies the following result providing a formula for the dimensions of B d,m (p).
Corollary 3.6. If p /
∈ S m , then
The result in Corollary 3.6 was first obtained in [31] . 
An example of frequencies of groups of strings of digits
We will now consider a specific example of Theorem 3. ). We will now compute the Hausdorff dimension of the set of pair (x 1 , x 2 ) of real numbers for which the limiting frequency of the group Γ of strings of binary digits equals p Γ for all Γ ∈ Γ , i.e. we will compute the Hausdorff dimension of the set
For t = (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 , the matrix M(t) is given by
We now compute the spectral radius ρ(t) of M(t). Define f, g, h :
R 4 → C by f (t) = t 1 + t 2 + t 3 + t 4 , g(t) = t 2 3 − 2t 3 t 2 − 2t 1 t 3 + 10t 4 t 3 + t 2 2 + 2t 1 t 2 + 6t 4 t 2 + t 2 1 − 2t 1 t 4 + t 2 4 , h(t) = 1 2 f (t) + g(t) , for t = (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 .
The spectral radius ρ(t) is given by ρ(t) = h(t) .
The eigenvectors v(t) and u(t) are given by 
for t = (t 1 , t 2 , t 3 , t 4 ) ∈ R 4 where v(t) and u(t) are determined by the requirements v(t) 1 = 1 and v(t)|u(t) = 1. The vector Q(t) = (Q ij (t)) i,j=0,i,j,1 is given by
Finally, let t 0 be the unique solution to AQ(t 0 ) = p, i.e. t 0 is the unique solution to ⎛ ⎜ ⎝ It now follows from Theorem 3.3 that
Eq. (3.13) provides an explicit system of 4 (non-linear) equations for the 4 unknowns t 0 = (t 01 , t 02 , t 03 , t 04 ) ∈ R 4 . Unfortunately, despite numerous attempts we have not been able to solve (3.13) for the unknowns t 0 = (t 01 , t 02 , t 03 , t 04 ) ∈ R 4 using MAPLE.
Simultaneous divergence points of group frequencies have full dimension
We will now apply Theorem 3.3 to give a detailed discussion of the set of so-called simultaneous divergence points of group frequencies. Let D denote the set of tuples x for which the sequence ( (Π Γ (x; n) 
It follows from (arguments very similar to those presented in the proofs of the main results in) [11, 35, 42, 43] that the set D of divergence points is extremely large, namely, it has full Hausdorff dimension, i.e.
Using Theorem 3.3, we will show that this result can be strengthened significantly. Namely, we will prove that even the set of points x for which the sequences (Π Γ (x; n)) n diverge simultaneously as n → ∞ for all Γ ⊆ Σ m has full Hausdorff dimension. This is the content of the next theorem.
Corollary 3.7 (Simultaneous divergence points have full dimension). Let m be a positive integer. Then
Let Γ denote the family of all subsets of Σ m , and let the matrix A = (a Γ,ω ) Γ ⊆Σ m , ω∈Σ m be defined as in Theorem 3.3 (i.e. A is defined in (3.10) ), whence
For each positive integer n, let B(Au, 1 n ) denote the closed ball in R Γ centered at Au and with radius equal to 1 n and write C n = B(Au,
The set C n is clearly closed and connected, and Theorem 3.3 therefore implies that dim
However, since T m is continuous (at Au), we have sup
In order to complete the proof we therefore need to prove that
We will now prove (3.15). Therefore fix a positive integer n and Γ ⊆ Σ m . We may clearly (A(w − u) ) Γ for the Γ th coordinate of the vectors A(u + t (w − u)), A(u) and A(w − u), we see that ((A(u + t (w − u) )) Γ ) = 0 for all |t| t 0 , we conclude that the set C n contains vectors whose Γ th coordinates are distinct. This clearly implies that
Taking union over all n and intersection over all Γ ⊆ Σ m in (3.16) gives (3.15) . This completes the proof of Corollary 3.7. 2
We wonder if the result in Corollary 3.7 can be strengthened even further. Namely, does the set of points x for which the sequences (Π Γ (x; n)) n diverge simultaneously as n → ∞ for all Γ ⊆ Σ m and all positive integers m also have full Hausdorff dimension? This is the content of the next question. 
Statement of main results
In this section we state the main results. They provide very detailed information about the fractal geometry of very general classes of sets of d-tuples x of real numbers determined by the asymptotic behaviour of the frequencies Π ω (x; n), namely for a continuous function Φ : R Σ m → R I we consider the set of d-tuples x of real numbers determined by the asymptotic behaviour of the frequencies Φ (Π ω (x; n) ). Specifically, for p ∈ R I we consider the set
The first result, Theorem 4.1, obtains a variational principle for the Hausdorff dimension of D(p) for arbitrary continuous, and possible non-linear, functions Φ. In the second main result, namely Theorem 4.2, we specialize to the case where Φ is affine. In this case the result from Theorem 4.1 can be strengthened considerably in two ways. Firstly we obtained precise information about the set of d-tuples x of real numbers for which the frequencies A(Π ω (x; n)) diverge in a prescribed way, namely we obtain variational principles for the Hausdorff and packing dimensions of the set of d-tuples x of real numbers for which the set of accumulation points of A(Π ω (x; n)) equals a given set C or is contained in a given set C, i.e. for the sets
Secondly, we obtain explicit formulas for the suprema that appear in these variational principles. Before stating our main results, we recall some notation. Recall that for a positive integer m, we write
i.e. Δ m denotes the simplex of probability vectors in R Σ m and S m denotes the subsimplex of "shift invariant" probability vectors in R Σ m . Observe that Δ 1 = Γ 1 . Also, recall that we define
for u = (u ω ) ω∈Σ m (as usual, we put 0 log 0 = 0). We can now state the two main results in the paper.
Theorem 4.1 (Non-linearly constrained frequencies). Fix a positive integer m. Let I be a finite set and let
We have (1) If C is not a subcontinuum of A(S m ), then
If C is a closed and convex subset of R I , then 
the unique vectors such that
M(t)v(t) = ρ(t)v(t),
u(t)M(t) = ρ(t)u(t),
For k, l ∈ Σ and π ∈ Σ m−2 with kπl ∈ Γ write
H m Q(t) .
As in Section 1, comparing the formulas for the Hausdorff dimension and the packing dimension in Theorem 3. (i 1,n , . . . , i d,n ) . We define the nth order empirical measure
where S : Σ N → Σ N denotes the shift and δ x denotes the Dirac measure concentrated at x. Also, for a probability measure μ on Σ N , we let h(μ) denote the entropy of μ. Finally, we denote the family of probability measures and the family of shift invariant probability on Σ N by P(Σ N ) and P S (Σ N ), respectively. The following two results are proved in [26, 27, 34, 36] . 
For all x ∈ X, we have
Theorem 5.2 (Linear multifractal spectra of divergence points)
. Let X be a vector space and let Ξ : P(Σ N ) → X be an affine and continuous map. For x ∈ X write
Let C ⊆ X.
(
Let Φ and A be as in 
For all p ∈ R I , we have 
Also write
Let C ⊆ R I .
(1) If C is not a subcontinuum of M, then
(3) If C is a closed and convex subset of R I , then
It is clear that Theorems 4.1 and 4.2 follow from Theorems 5.3 and 5.4, respectively, provided we can prove the following two equalities (using notation as in Theorems 4.1 and 4.2),
The equalities in (5.1) are proved as follows.
It is clear that (5.1) follows provided we can prove the following three equalities, 
(5.4) Equality (5.2) is trivially seen to be true. Hence, it suffices to prove (5.3) and (5.4). In Section 6 we prove (5.3), and in Section 7 we prove (5.4).
Proof of (5.3)
In this section we prove (5.3). Recall that if n is a positive integer, then Σ n = ({0, 1, . . . , N − 1} d ) n denotes the family of all strings ω = i 1 . . . i n of length n with entries i j ∈ Σ . We now introduce some further notation. Let Σ * = n Σ n the denote the family of all finite strings ω = i 1 . . . i n with entries i j ∈ Σ . If ω = i 1 . . . i n ∈ Σ n is a string of length n, we will write |ω| = n. If ω = i 1 i 2 . . . ∈ Σ N and n is a positive integer, then we will write ω|n = i 1 . . . i n . Also, for a finite string ω ∈ Σ * , the cylinder [ω] generated by ω is defined by [ω] = {σ ∈ Σ N | σ |n = ω}. Before proving (5.3) we need the following auxiliary result. Proposition 6.1. Let q = (q ω ) ω∈Σ m ∈ S m and assume that q ω > 0 for all ω. Then there exists
Proof. Since q ω > 0 for all ω, we may define a family (u ω ) ω∈Σ * of positive numbers as follows. If ω ∈ Σ n with n m, we let
and if ω = i 1 . . . i n ∈ Σ n with m < n, we let
We now claim that
We will now prove (6.3) and (6.4). We first prove (6.3). Indeed, it follows from (6.1) that i∈Σ u i = i∈Σ σ ∈Σ m−1 q iσ = ρ∈Σ m q ρ = 1. This proves (6.3). Next, we prove (6.4). Also, if ω ∈ Σ n with n m − 1, then (6.1) implies that It follows from (6.3) and (6.4) that there exists a (unique) probability measures ν on Σ N such that
for all ω ∈ Σ * , cf. [44, Theorem 0.5].
We will now prove that ν is S-invariant. It clearly suffices to show that
we must prove that i∈Σ u iω = u ω for all ω ∈ Σ * . If ω ∈ Σ n with n m − 1, then (6.2) and the fact that q ∈ S m imply that
If ω = i 1 . . . i n ∈ Σ n with m − 1 < n, then (6.2) and the fact that q ∈ S m imply that
This proves that i∈Σ u iω = u ω for all ω ∈ Σ * , and it therefore follows that ν is S-invariant.
The measure ν clearly satisfies
Next, we prove that for all ω ∈ Σ N and all positive integers n. Indeed, for ω = i 1 i 2 . . . ∈ Σ N and n > m, we have
Similarly, we show that
This proves (6.7). It follows from (6.7) that ν is the Gibbs state for ϕ and that the topological pressure P (ϕ) of ϕ equals 0, cf. [7] . The variational principle (cf. [7] ) therefore implies that 0 = P (ϕ) = ϕ dν + h(ν), whence
This proves (6.6). 2
We now turn towards the proof of (5.3).
Proof of (5.3). Part 1: We first prove that L(q) H m (q)
for q ∈ S m . Fix q = (q ω ) ω∈Σ m ∈ S m . We may clearly choose a sequence (q n ) n where q n = (q n,ω ) ω∈Σ m ∈ S m with q n,ω > 0 for all ω ∈ Σ m , such that q n → q. Next, according to Proposition 6.1, for each positive integer n, we can find a shift invariant probability measure ν n on Σ N such that This completes the proof of (6.10). 2
Proof of (5.4)
The proof of (5.4) is based on the following version of Lagrange Multipliers Rule. Proof. See [30] . See also [18] for related results. 2
In order to prove (5.4) we also need the Perron-Frobenius theorem. A square k times k matrix A with real entries is called irreducible if for all i, j = 1, . . . , k there exists a positive integer n such that (A n ) ij > 0. If A = (a i,j ) 1 i k, 1 j l is a matrix with real entries, then we will write A 0 if a i,j 0 for all i, j , and we will write A > 0 if a i,j > 0 for all i, j . For two matrices A and B of the same size, we will write B A if B − A 0, and we will write B > A if B − A > 0. We can now state the Perron-Frobenius theorem. As recall, that spec rad A denotes the spectral radius of A. Since C is compact and H m is continuous, the function H m restricted to the set C attains its maximum at some point q ∈ C, i.e.
K m (p) = H m (q).
We will now show that there exists t ∈ R I such that AQ(t) = p, Q(t) = q. where we have written t = (t i ) i ∈ R I . It therefore follows from (7.2) that − log q iπj + log s iπ log N − λ − (λ iπ − λ π j ) − t|a iπ j = 0, whence q iπj = s iπ e −λ log N e −λ iπ log N e λ π j log N e − t|a iπ j log N . This and Perron-Frobenius theorem therefore show that u(t) = x, v(t) = y and ρ(t) = e λ log N , i.e.
u ω (t) = x ω = e λ ω log N σ e λ σ log N , v ω (t) = y ω = s ω σ e λ σ log N e λ ω log N , λ= log ρ(t) log N . (7.4) We will now prove that AQ(t) = p and Q(t) = q. To prove this, first observe that (7.4) shows that q iπ j = s iπ e −λ log N e −λ iπ log N e λ π j log N e − t|a iπ j log N = 1 ρ(t) e − t|a iπ j log N u iπ (t)v π j (t) = Q iπj (t), whence q = Q(t). Since Q(t) = q and q ∈ C, we now infer that AQ(t) = Aq = p. This proves (7.1). Finally, we conclude from ( The completes the proof. 2
