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Itinerant ferromagnetism, i.e. spontaneous polarization of non-localized particles, is expected
to occur for strong repulsive interactions in a spin-1/2 Fermi system. However, this state has
proven notoriously hard to find experimentally, both in ultracold gases and in solids. This raises
questions about the stability of the itinerant ferromagnetic state itself. Here we develop a new
approach to describe both the direct and exchange interactions for a general interaction potential
in the path-integral formalism and we apply this method to itinerant ferromagnetism in three-
dimensional ultracold Fermi gases. We show that the exchange interactions are lost in the Hubbard-
Stratonovich transformation and we propose to explicitly include the exchange effects in a new
modified interaction potential. In the saddle-point approximation, the effect of interactions can be
taken into account using only three parameters. If the interactions become too strong, all saddle
points become unstable to density fluctuations. This greatly restricts the area in the phase diagram
where uniform itinerant ferromagnetism is expected to occur.
PACS numbers: 03.65.Db, 05.30.Fk, 67.85.-d, 75.10.Lp
Introduction In 1929, Bloch suggested that the ex-
change energy may overcome the kinetic energy cost of
polarization in a (non-localized) gas of spin 1/2 fermions
with strong repulsive interactions [1], a phenomenon
which is called itinerant ferromagnetism. Despite this
long history and its importance for d-band transition
metals [2, 3], itinerant ferromagnetism remains poorly
understood. This is due to two factors. First, the strong
interactions and correlations involved make it difficult to
create accurate theoretical models. Second, so far itin-
erant ferromagnetism has not yet been observed in its
pure form [3], making it difficult to verify and improve
theoretical predictions.
Due to their great experimental tunability, ultracold
atomic gases have been proposed as a model system
for the experimental realization of itinerant ferromag-
netism [5–9]. Using Feshbach resonances, the interac-
tion strength can be tuned, enabling the realization of
the strong repulsive interactions where itinerant ferro-
magnetism is expected to occur. In a recent experiment,
the Ketterle group was able to probe this regime [10, 11],
but fast molecular pairing due to the instability of the re-
pulsive branch of the Feshbach resonance prevented the
formation of any equilibrium state (precluding formation
of the itinerant ferromangetic state) [4, 12–14]. In re-
sponse, there have been several proposals for minimizing
the effects of this experimental instability [15–22].
Inspired by these experimental advances, we have re-
visited the theory of itinerant ferromagnetism. In our
earlier work [23], we already studied this problem for
contact interactions in the path integral approach and we
found that the itinerant ferromagnetic state is unstable
within the saddle-point approximation. However, it was
not clear if and under which conditions the itinerant fer-
romagnetic state can be stabilised for other interaction
potentials [24–27]. This question is especially relevant
in light of the new interaction potentials (most notably
dipolar interactions [28–32], but also p-wave interactions
[33]), which are being probed in ultracold atomic Fermi
gases.
In this Letter, we introduce a new framework for de-
scribing the direct and exchange interactions for a gen-
eral interaction potential in the path-integral formalism
and we apply this method to itinerant ferromagnetism in
three-dimensional (3D) ultracold atomic gases.
Formalism We calculate the thermodynamic grand
potential per unit volume Ω = ln (Z) /βV of a
(pseudo)spin-1/2 Fermi gas with Z the partition sum,
β = 1/kBT the inverse temperature and V the vol-
ume. In the path-integral formalism, the partition sum
can be calculated by summing over all possible con-
figurations of the fermionic Grassmann fields ψ↑ and
ψ↓ (and their conjugated counterparts ψ¯↑ and ψ¯↓),
weighted by the action S of each configuration: Z =∏
σ=↑,↓
∫ Dψ¯σ ∫ Dψσ exp (−S [ψ¯, ψ]). The action of the
system (in units ~ = 1, kB = 1, the mass of the particles
m = 1/2 and the Fermi wave vector kF = 1) is given by
S
[
ψ¯, ψ
]
=
∑
σ1
β∫
0
dτ
∫
V
dx (1)
{
ψ¯σ1,x,τ
(
∂
∂τ
−∇2x − µσ1
)
ψσ1,x,τ
+
∑
σ2
∫
V
dx′
gσ1σ2 (∆x)
2
ψ¯σ1,x,τψσ1,x,τ ψ¯σ2,x′,τψσ2,x′,τ

 ,
2with τ the imaginary time, µσ the spin σ chemi-
cal potentials, gσ1σ2 (∆x) the interaction potential and
∆x = x− x′. For symmetry reasons, we will assume
g↑↓ (∆x) = g↓↑ (−∆x).
Due to the presence of the interaction term in the ac-
tion, the path integral cannot be calculated exactly for a
general case. Instead, the interaction term is decoupled
into several terms of second order in the fermionic fields
by introducing an auxiliary bosonic field through the
Hubbard-Stratonovich transformation. We will choose
to use the real density fields ρ↑ and ρ↓ from the Hartree
channel as bosonic auxiliary fields [34]. The transfor-
mation is constructed by shifting the real bosonic fields
ρ↑ and ρ↓ by the reference fields ρ
0
↑ and ρ
0
↓ in the path
integral
Zρ =
∫
Dρ↑
∫
Dρ↓ exp


1
2
∑
σ1,σ2=↑,↓
β∫
0
dτ
∫
V
dx
∫
V
dx′gσ1σ2 (∆x)
[
ρσ1,x,τ − ρ0σ1,x,τ
] [
ρσ2,x′,τ − ρ0σ2,x′,τ
]

 , (2)
after which the term ρ0σ1,x,τρ
0
σ2,x′,τ
is isolated and chosen
to be equal to ψ¯σ1,x,τψσ1,x,τ ψ¯σ2,x′,τψσ2,x′,τ . In the case
of the Hartree channel, the reference fields correspond to
the fermionic density: ρ0σ,x,τ = ψ¯σ,x,τψσ,x,τ . This results
in the following transformation,
exp

−1
2
∑
σ1,σ2=↑,↓
β∫
0
dτ
∫
V
dx
∫
V
dx′gσ1σ2 (∆x) ψ¯σ1,x,τψσ1,x,τ ψ¯σ2,x′,τψσ2,x′,τ

 = 1Zρ
∫
Dρ↑
∫
Dρ↓ (3)
× exp


1
2
∑
σ1,σ2=↑,↓
β∫
0
dτ
∫
V
dx
∫
V
dx′gσ1σ2 (∆x)
[
ρσ1,x,τρσ2,x′,τ − ρσ1,x,τ ψ¯σ2,x′,τψσ2,x′,τ − ψ¯σ1,x,τψσ1,x,τρσ2,x′,τ
]

 .
The prefactor Zρ shifts the zero point of the thermody-
namic grand potential and will be taken as our energy
reference. In the left-hand side of eq. (3), the prod-
uct of two equal Grassmann variables is zero, ensuring
that interactions with x = x′ and σ1 = σ2 are not taken
into account. However, in the right-hand side there is
no similar mechanism to take into account the exchange
interactions. This discrepancy is caused by the fact that
the new reference field ψ¯σ,x,τψσ,x,τ is a product of Grass-
mann variables and not a complex number, while bosonic
fields should be complex. The fermionic symmetry prop-
erties of a pair of Grassmann variables are lost when
treating that pair as a complex bosonic field, an effect
which becomes important when studying the exchange
interactions.
In order to include the exchange interactions, we
propose to explicitly enforce the Pauli principle us-
ing a modified interaction potential g˜σ1σ2 (∆x) =
gσ1σ2 (∆x) [1− fσ1 (∆x) δσ1σ2 ] with δσ1σ2 the Kronecker
delta and fσ (∆x) a “shielding” function. Interaction
processes with x = x′ and σ1 = σ2 are excluded by choos-
ing fσ (∆x) = δ1 (∆x), where δ1 (∆x = 0) = 1 and
δ1 (∆x 6= 0) = 0. This discrete choice of the shielding
function only makes sense when considering a countable
basis of the Hilbert space. The position basis is an un-
countable set, which is often used for practical purposes
as the unphysical continuum limit of real physical count-
able bases. In order to compensate for the difference, the
shielding function fσ (∆x) should be modified in such a
way that a certain (small) range of interactions is ex-
cluded. In experiments only the modified interaction
(pseudo)potential can be measured: the real interaction
(pseudo)potential gσ1σ2 (∆x) and the shielding fσ1 (∆x)
of interactions between particles of the same spin state
remain unknown, although they could be modeled.
After the Hubbard-Stratonovich transformation, a new
effective action is defined, which is Fourier transformed in
order to remove the derivatives from the kinetic energy.
If g˜σ1σ2 (∆x) = g˜σ1σ2 (−∆x), one obtains
Seff
[
ψ¯, ψ, ρ
]
=
∑
σ1=↑,↓
∑
k,n
∑
k′,n′
ψ¯σ1,k
[−G−1σ1 (k, k′)]ψσ1,k′
−
√
V
2
∑
σ1,σ2=↑,↓
∑
Q,m
g˜σ1σ2 (Q) ρσ1,−Qρσ2,Q, (4)
with the four-vectors k = (k, ωn) and Q = (Q,Ωm), ωn
3the fermionic and Ωm the bosonic Matsubara frequencies,
−G−1σ1 (k, k′) =
(−iωn + k2 − µσ1) δ (∆k)
+
1√
β
∑
σ2=↑,↓
g˜σ1σ2 (∆k) ρσ2,∆k (5)
the inverse Green’s function, δ (∆k) the Dirac delta func-
tion and ∆k = k − k′. After performing the fermionic
path integral, the partition sum is given by
Z =
∫
Dρ↑
∫
Dρ↓ exp


√
V
2
∑
σ1,σ2=↑,↓
∑
Q,m
g˜σ1σ2 (Q) ρσ1,−Qρσ2,Q +
∑
σ1=↑,↓
Tr
{
ln
[−G−1σ1 (k, k′)]}

 . (6)
Saddle-point approximation The remaining bosonic
path integral in eq. (6) cannot be calculated exactly for a
general case. In the saddle-point approximation, the den-
sities are assumed to be constant: ρσ,Q =
√
βV δ (Q) ρσ.
This results in the following expression for the saddle-
point thermodynamic grand potential as a function of
(β, µ↑, µ↓; ρ↑, ρ↓) in D dimensions,
Ωsp = −1
2
∑
σ1,σ2=↑,↓
g˜σ1σ2ρσ1ρσ2 +Ωsp,kin
(
β, µ′↑, µ
′
↓
)
,
(7)
where we defined new interaction parameters g˜σ1σ2 =√
V g˜σ1σ2 (0) and an effective chemical potential
µ′σ1 = µσ1 −
∑
σ2=↑,↓
g˜σ1σ2ρσ2 . (8)
The first term in eq. (7) represents the interaction energy,
while the second one represents the kinetic energy,
Ωsp,kin
(
β, µ′↑, µ
′
↓
)
= −
∑
σ1=↑,↓
∫
dDk
(2pi)D
(9)
×
(
1
β
ln
{
1 + exp
[−β (k2 − µ′σ1)]}− k2 + µ′σ1
)
.
It has the same form as the kinetic energy of the non-
interacting gas, but its chemical potentials are shifted by
the interactions.
In eqs. (7) and (9), the values of ρ↑ and ρ↓ still
have to be determined using the saddle-point equations,
∂Ωsp (β, µ↑, µ↓; ρ↑, ρ↓) /∂ρσ|β,µ↑,µ↓;ρ−σ = 0. The particle
number density of each spin state σ is given by the num-
ber equations nσ = − ∂Ωsp (β, µ↑, µ↓) /∂µσ|β,µ−σ . Be-
cause we use kF =
3
√
3pi2n as a unit with n = n↑+n↓, the
saddle-point equations have to be solved together with
the number equation n = 1/3pi2. The saddle-point equa-
tions can be rewritten to find ρσ = nσ.
A solution to the saddle-point equations can only be
stable against density fluctuations if it is also a minimum
of Ωsp as a function of ρ↑ and ρ↓. This is the case if the
Hessian matrix H of second derivatives of Ωsp to ρ↑ and
ρ↓ has two positive eigenvalues, i.e. if both its trace and
determinant are positive.
Example In order to study itinerant ferromagnetism in
ultracold atomic gases, we will consider the case g˜↓↓ =
g˜↑↑ = g˜eq and µ↑ = µ↓ = µ in 3D. In that case, polar-
ization can only be induced by the interactions. We con-
struct a phase diagram which shows as a function of the
interaction parameters g˜eq and g˜↑↓ where saddle points
with a certain polarization P = (n↑ − n↓) / (n↑ + n↓) ex-
ist and are stable. To this end, we start from a given
inverse temperature β and polarization P . The number
equations can be used to calculate the effective chemi-
cal potentials µ′↑ and µ
′
↓. Subsequently, the conditions
TrH ≥ 0 and detH ≥ 0 are used to derive the stability
condition
− |G↑↓| ≥ Geq ≥ −2
z
+
√
4 (1− z)
z2
+G2↑↓ (10)
as a function of the rescaled interaction parameters
Geq = Itotg˜eq and G↑↓ = Itotg˜↑↓. Here Itot and z ∈ [0, 1]
(fig. 1(a) and 1(b)) are defined as Itot = I↑ + I↓ and z =
4I↑I↓/I
2
tot, where Iσ (β, µ
′
σ) = − ∂2Ωsp,kin/ (∂µ′σ)2
∣∣∣
β,µ′
−σ
is a positive function given by
Iσ =
β
2
∫
dDk
(2pi)
D
(
1
1 + cosh [β (k2 − µ′σ)]
)
. (11)
In fig. 1(c) the upper and lower boundaries of the sta-
bility areas are shown for different values of z. Within
these boundaries, solutions to the saddle-point equations
are stable (minima), provided that they exist. At least
one solution exists if a value of µ can be found which
satisfies the equation (8) that defines the effective chem-
ical potential. For the unpolarized (UP) solutions, the
equation becomes µ′ = µ− g˜eq/6pi2 and a valid solution
can always be found by adapting µ.
For the partially polarized (PP) solutions, the sad-
dle points with polarization P only exist at Geq =
G↑↓ − 6pi2ζ′Itot/P with ζ′ =
(
µ′↑ − µ′↓
)
/2. This rep-
resents a straight line in the (G↑↓, Geq)-plane, which
may intersect the stability area if 0 ≤ 3pi2ζ′Itot/P ≤
1. The parameter 3pi2ζ′Itot/P can be rewritten as the
ratio χdiff/χtot between the differential susceptibility
χdiff = ∂ (δn) /∂ζ
′|β,µ′ = Itot and the total suscepti-
4(a) (c)
(b)
FP UP
FIG. 1. (a) and (b): The parameters Itot (a) and z (b) as
a function of the polarization P , for different values of the
inverse temperature: β → +∞ (T = 0, black solid line), β =
10 (blue dashed line), β = 3.5 (purple dot-dashed line) and
β = 1 (red dotted line). (c) The stability areas for different
values of z as a function of the scaled interaction parameters
G↑↓ = Itotg˜↑↓ and Geq = Itotg˜eq. The black dashed line is
the upper boundary of the stability area (independent of z),
while the colored solid lines are the lower boundaries of the
stability area for different values of z.
FIG. 2. The ratio χdiff/χtot between the differential and
total susceptibility as a function of the polarization P for
different values of the inverse temperature: β → +∞ (T = 0,
black solid line), β = 10 (blue dashed line), β = 3.5 (purple
dot-dashed line) and β = 1 (red dotted line).
bility χtot = δn/ζ
′, which were defined in analogy to the
magnetic susceptibility.
In fig. 2, χdiff/χtot is shown for different values of
β. For finite values of β, χdiff/χtot → +∞ if P →
1. At low temperatures, PP solutions can be stable up
to a maximum polarization Pmax, which decreases as a
function of temperature. For βmin . 1.715, the PP saddle
points cannot be stable.
Fully polarized (FP) saddle points only exist at tem-
perature zero, because nσ = 0 can only be achieved in
the limit µσ → +∞ at non-zero temperatures. This is
an important qualitative difference between temperature
zero (β → +∞) and non-zero temperatures (finite values
of β). At zero temperature, FP solutions to the number
equations exist for ζ′ ≥ 2−1/3, which can be induced by
the interactions if Geq ≥ G↑↓ − 3pi222/3Itot.
By combining the existence and stability conditions,
phase diagrams as a function of the modified interaction
parameters g˜eq and g˜↑↓ are created (fig. 3). They can be
related to experimental systems using a↑↓s kF ≈ g˜↑↓/8pi,
where a↑↓s is the s-wave scattering length. Stable saddle
points are only found in the lowest quadrant (g˜eq ≤ |g˜↑↓|).
The UP stability area is a square which increases in size
as a function of temperature. The PF and PP stability
areas shrink and become less polarized as a function of
temperature, until they are completely absorbed by the
growing UP area. In the PP and FP areas, a↑↓s kF is of
order one, which is in agreement with second order pre-
dictions for itinerant ferromagnetism in ultracold atomic
gases[9].
If |g˜eq| or |g˜↑↓| become too large, the system becomes
too susceptible to density fluctuations and none of the
saddle points can be stable. This stability requirement
puts an extra restraint on the Stoner criterion, which only
requires a↑↓s kF to be sufficiently large (based on a sim-
ple energy argument). This greatly reduces the itinerant
ferromagnetic (PP and FP) areas in the phase diagram,
which may explain why this state is so hard to find ex-
perimentally.
What happens outside of the stability/existence areas
lies outside the scope of this Letter, as in that case the
saddle points studied here do not provide a valid descrip-
tion of the system. Possible phases to be considered in-
clude superfluid pairing of ↑ and ↓ particles, phase sep-
aration and non-uniform phases (e.g. density waves in
dipolar gases [35]). The latter two phases may still in-
crease the itinerant ferromagnetic area in the phase dia-
gram.
Conclusion In this Letter, we have shown that the
fermionic symmetry properties of a pair or correlation
of two fermionic particles are not conserved when treat-
ing that pair as a (quasi-)boson, as is done when per-
forming the Hubbard-Stratonovich transformation. This
effect becomes especially important when studying the
exchange interactions for a general interaction potential.
We have proposed a correction factor, which includes the
effects of exchange in the interaction potential.
We demonstrated this approach in the saddle-point ap-
proximation by studying itinerant ferromagnetism in a
3D spin-1/2 Fermi gas. We found that all phases become
unstable to density fluctuations when the interactions are
sufficiently strong. This greatly limits the area where we
expect to find the uniform (PP and FP) itinerant ferro-
magnetic phases.
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