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Abstract— In a typical traffic scenario, autonomous vehicles
are required to share the road with other road participants, e.g.,
human driven vehicles, pedestrians, etc. To successfully navigate
the traffic, an adaptive robust level-k framework can be used
by the autonomous agents to categorize the agents based on
their depth of strategic thought and act accordingly. However,
mismatch between the vehicle dynamics and its predictions, and
improper classification of the agents can lead to undesirable
behavior or collision. Robust approaches can handle the uncer-
tainties, however, might result in a conservative behavior of the
autonomous vehicle. This paper proposes an adaptive robust
decision making strategy for autonomous vehicles to handle
model mismatches in the prediction model while utilizing the
confidence of the driver behavior to obtain less conservative
actions. The effectiveness of the proposed approach is validated
for a lane change maneuver in a highway driving scenario.
I. INTRODUCTION
Connected and automated vehicles (CAVs) is a disruptive
transportation technology that has the potential to change
our habits and provide great safety benefits. Despite many
recent advances in CAV technologies, full automation of
the vehicles that provides better or at least as good driving
proficiency as compared to the human drivers are still flawed
to be deployed in the market [1]. One of the most significant
challenges is to plan the motion in mixed traffic scenarios,
where the autonomous vehicles (AVs) coexist with the human
driven vehicles (HVs), bike riders and pedestrians [2]. In
particular, describing the human decision making process
is difficult since humans do not always exhibit optimized
behavior due to limited rationality [3].
The interactions between agents, either vehicle-to-vehicle
or vehicle-to-pedestrian, in a mixed traffic scenario, are
accounted by considering the stochastic reachable sets of
the vehicles [4]. The desired path of each agent is assumed
to be known, however, might be imperfect. Alternatively,
game-theoretic framework can be used to m ake strategic
decisions that handle interactions in the multi agent mixed
traffic scenario.
In the level-k game-theoretic approach, the agents are
categorized into hierarchical structure of their cognitive
abilities [5]. The interactions are modeled taking into account
the rationality of the other agents. This might lead to a
less conservative action the reachable set method. Previously,
the game-theoretic modeling approach has been applied to
highway driving scenario in [6], and to an unsignalized
intersection in [7], [8]. A multi-model strategy is used that
assigns an agent to multiple levels in the hierarchical structure
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with certain confidence from the perspective of the AVs. The
estimate of the driver level and its probability of being at a
certain level is updated at every time step by the autonomous
agents.
Although these approaches effectively describe rational
decision making for the HVs, uncertainties due to the simple
vehicle dynamic model used within the framework, and an
improper estimation of the driver level of the other agents,
are not considered. These uncertainties in the position of the
HVs in the decision making process might lead to collision.
A high fidelity dynamic model can be used to eliminate
certain level of uncertainty but is accompanied by increased
computational burden. Also, most likely, the interactions
between agents in a given traffic scenario might be short
for the AVs to estimate an accurate driver model. In [4],
the uncertainty in the interactions between the agents are
described by probabilistic deviations from the desired path,
however, as mentioned earlier, the desired path assumed might
be inaccurate.
Robust model-based approaches namely, feedback min-
max model predictive control (MPC) [9], tube MPC [10] and
constraint-tightening methodology [11] have been suggested
and well established for the last couple of decades. These
robust approaches provide constraint satisfaction guarantees
for the uncertainties originating from a bounded and compact
disturbance set. The constraint tightening approach has no
additional online computational load and been successfully
implemented in real time automotive applications [12], [13]
and aerospace applications [11]. However, due to its simplicity
in handling the discrete input actions considered in this work,
min-max strategy is employed to provide robustness to the
uncertainties described above.
The min-max strategy considers the worst-case disturbance
affecting the behavior/performance of the system and provides
control actions to mitigate the effect of the worst-case
disturbance. Therefore, these control actions might lead to a
conservative behavior if the disturbance set size that should be
handled is large. In [14], a conditional value-at-risk objective
function was used to account for the model mismatch. A
constant confidence level is introduced, which describes
the degree of aggressiveness of the HV. However, a priori
assumption on the confidence level of the human drivers may
not be realistic. To provide robustness against all possible
traffic situations, a conservative driving policy has been
suggested for the AV by [15], [16], However, conservative
actions can have adverse effects on the traffic, for instance,
lead to a road congestion, disharmony with the other road
participants. Less conservative motion can be planned for the
AV when the behavior of human vehicles are predicted [17].
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Fig. 1: Sample lane changing sequences that
can be chosen by the autonomous vehicle (blue)
based on the motion of other non-autonomous
vehicles (red) are {(A,A1) , (A1, B1) , (B1, B)},
{(A,A2) , (A2, B2) , (B2, B)} and
{(A,A3) , (A3, B3) , (B3, B)}.
In this paper, an adaptive robust approach has been
proposed to provide less conservative actions to the AVs
to perform a desired maneuver in the multi agent traffic
scenario. The min-max approach anticipates the uncertainties
originating from a disturbance set while computing the control
action. The adaptive strategy proposed in this paper modifies
the size of the disturbance sets of the other interacting vehicles
in accordance to the belief of the aggressiveness of the
corresponding human drivers. The proposed approach can
provide ‘balanced’ control actions for the AV which is more
conservative than the nominal (non-robust) strategy to handle
model mismatch and on the other hand, less conservative than
traditional robust approach by exploiting the confidence on the
estimated driver model. The proposed approach is validated
through simulation studies for performing a lane changing
maneuver on a highway driving scenario with multiple agents.
A. Notation
The symbol Z[a, b] denotes a set of consecutive integers
from a to b and 2Z+ denotes set of positive even integers; ∅
denotes an empty set. For a vector x, x > 0 denotes element-
wise inequality. The operator ⊕ denotes the Minkowski
addition, defined for the sets A and B as A ⊕ B :=
{a+ b|a ∈ A∀b ∈ B}.
II. PROBLEM STATEMENT
Consider a highway driving traffic scenario shown in
the Fig. 1 with human driven vehicles shown in red and
the autonomous vehicle in blue. The goal of the AV is
to perform a lane change. A subset of the possible lane
changing trajectories are shown in the Fig. 1. The trajectory
{(A,A1) , (A1, B1) , (B1, B)} is considered to be an aggres-
sive maneuver as the lane change occurs closer to the human
vehicle 3 and might lead to collision. On the other hand,
{(A,A3) , (A3, B3) , (B3, B)} is considered conservative as
the AV completes the maneuver by performing the lane change
farthest from the HV 3. Being conservative can lead to road
congestion and disharmony as mentioned earlier. Therefore,
it is desirable to develop an adaptive control strategy for
the AV that is able to perform the desired maneuver with
reduced conservatism whilst planning a safe motion to avoid
collision as in {(A,A2) , (A2, B2) , (B2, B)}. The strategy
should be able to modify the behavior of the AV according
to the confidence on the estimated behavior of the interacting
vehicles.
III. VEHICLE DYNAMIC MODEL
The vehicle dynamics are represented by the following
discrete model [18]
x (t+ 1) = x (t) + v (t) cos (ψ (t) + β (t)) ∆t+ wx (t)
(1a)
y (t+ 1) = y (t) + v (t) sin (ψ (t) + β (t)) ∆t+ wy (t)
(1b)
ψ (t+ 1) = ψ (t) +
v (t)
lr
sin (β (t)) ∆t (1c)
v (t+ 1) = v (t) + a (t) ∆t (1d)
β (t) = arctan
(
lr
lr + lf
tan (δf (t))
)
, (1e)
where t denotes the discrete time instant; the pair (x (t) , y (t))
represent the global position of the center of mass of the
vehicle; the vehicle’s speed is denoted by v (t); β (t) is the
angle of v (t) with respect to the longitudinal axis of the
vehicle; ψ (t) denotes the vehicles yaw angle (the angle
between the vehicles heading direction and the global x-
direction); a (t) denotes the vehicles acceleration at time t; ∆t
denotes the time step size; δf (t) represents the front steering
angle; and lf and lr are the distance of the center of the mass
of the vehicle to the front and rear axles, respectively; wx (t)
and wx (t) denote the uncertainty in the position of the center
of mass, respectively. It is assumed that the uncertainties
originate from a closed and compact set defined as
W := {w = (wx, wy) |ζw ≤ θ, ζ ∈ Ra×2, θ ∈ Rb} , (2)
where a, b ∈ 2Z+. The disturbance set is assumed to contain
the origin. Furthermore, it is assumed that the rear wheels
cannot be steered. Therefore, the control input to the model
(1), represented by γ (t) = (a (t) , δf (t)), is the acceleration
and front steering angle pair.
IV. ROBUST GAME-THEORETIC DECISION MAKING
At each time instant, each vehicle selects
an input pair from the finite action set, Γ =
{(0, 0) , (0, δf, nom) , (0, −δf, nom) , (anom, 0) , (−anom, 0) ,
(amax, 0) , (−amax, 0) , (anom, δf,max) , (anom, −δf,max)},
where anom, δf, nom and amax, δf,max are the nominal and
maximum acceleration, front steer angle, respectively. The
inputs pairs in Γ correspond to the actions, {“maintain”, “turn
slightly left”, “turn slightly right”, “accelerate”, “decelerate”,
“maximum acceleration”, “maximum deceleration”, “turn left
and accelerate”, “ turn right and accelerate” }, respectively.
The input pair to be applied at every time step is decided
based on optimizing a reward function.
A. Reward function
The decision making process of the vehicle in choosing the
optimal input pair follows a receding horizon strategy. The
nominal model used within the prediction horizon is given
by
xt+j+1 = xt+j + vt+j cos (ψt+j + βt+j) ∆t (3a)
yt+j+1 = yt+j + vt+j sin (ψt+j + βt+j) ∆t (3b)
ψt+j+1 = ψt+j +
vt+j
lr
sin (βt+j) ∆t (3c)
vt+j+1 = vt+j + at+j∆t (3d)
βt+j = arctan
(
lr
lr + lf
tan (δf, t+j)
)
, (3e)
where j ∈ Z[0, N−1] represents the prediction step, and
γt+j = (at+j , δf, t+j) denotes the input pair applied to
(3) at a prediction step j. A sequence of actions, γt =
{γt, γt+1, · · · , γt+N−1}, is chosen that maximizes a cumu-
lative reward given by
R (γt) =
N−1∑
j=0
λjRt+j , (4)
where Rt+j is the stage reward at a prediction step j
determined at time step t for an input, γt+j ∈ Γ; λ ∈ [0, 1]
is the discount factor. By the receding horizon strategy, the
input applied to (1), γ (t), is the first element of γt∗ ={
γ∗t , γ
∗
t+1, · · · , γ∗t+N−1
}
is applied at each time instant t.
The stage reward at a prediction step j, Rt+j , is defined as
Rt+j = α
Tφt+j , (5)
where φt+j = {φ1, t+j , φ2, t+j , · · · , φm, t+j} is the feature
vector at step j and the weights for these features are in
α = {α1, α2, · · · , αm}, in which αi > 0, ∀ i ∈ Z[1,m]. For
the lane changing scenario in Fig. 1, the features considered
are described below.
Rectangular outer approximation of the geometric contour
of each vehicle is considered as shown by the dash-dotted
boxes in Fig. 1. This outer approximation is referred as the
collision avoidance zone (c). The features, φ1, t, φ2, t and
φ3, t, are indicator functions based on the collision avoidance
zone of the vehicles that respectively characterize:
• Collision status - The intersection of the collision
avoidance zone of the ego vehicle with that of any other
vehicle indicates a collision or a danger of collision. If
an overlap is detected then φ1, t is assigned a value −1;
and 0, otherwise.
• On-road status - The intersection of the collision avoid-
ance zone of the ego vehicle with that of green regions
shown in Fig. 1 indicates that the ego vehicle is outside
the road boundaries. The feature φ2, t = −1 if an overlap
is detected; φ2, t = 0, otherwise.
• Safe zone violation status - A safe zone (s) of a vehicle is
a rectangular area that subsumes the collision avoidance
zone of the vehicles with a safety margin. The safety
margin is chosen based on the minimum distance to be
maintained from the surrounding vehicles. If an overlap
of the safe zone of the ego vehicle with that of another
vehicle is detected then φ3, t is assigned a value −1; and
0, otherwise.
The other features considered in this work characterize:
• Distance to objective - In order to encourage the ego
vehicle to change lane and reach a reference point in
the new lane,
(
xref, yref
)
, the feature φ4, t is defined as
φ4, t = −
(∣∣xt − xref∣∣+ ∣∣yt − yref∣∣) . (6)
• Distance to lane center - The feature, φ5, t, defined as
φ5, t = −
∣∣yt − ylc∣∣ , (7)
where ylc is the y-coordinate of the center of the current
lane that is included to encourage the ego vehicle to be
at the middle of the current lane.
• Velocity error - The deviation of the velocity of the ego
vehicle from a reference velocity, vref, is described by
the feature φ6, t as
φ6, t = −
∣∣vt − vref∣∣ , (8)
where the reference velocity is typically chosen as the
legislated speed limit.
Intuitively, the first three features are prioritized to avoid
actions taken by the controller leading to a catastrophe, and
therefore, the tuning parameters are chosen as
α1, α2, α3  α4, α5, α6.
B. Level-k framework
In a multi-agent traffic scenario, the interactive nature
of the decision making process is taken into account by the
features, φ1, t and φ3, t, of the stage reward in (5) that depend
on the states of other vehicles. To compute the cumulative
reward in (4), for a given sequence of actions of the lth au-
tonomous vehicle, γt[l] = {γt[l], γt+1[l], · · · , γt+N−1[l]},
it is required to predict the actions of other agents, γt[i] =
{γt[i], γt+1[i], · · · , γt+N−1[i]}, ∀i ∈ O, where O ={
i|i ∈ Z[1, n], i 6= l
}
with n representing the number of
agents, and the corresponding state of the traffic, st+j ,
at prediction steps j = 0, 1, · · · , N − 1, where st =
[xt[1], yt[1], vt[1], θt[1], · · · , xt[n], yt[n], vt[n], θt[n]]T . In
this paper, level-k game theory [19], [20] is utilized to model
the vehicle-to-vehicle interactions and thus predict the actions
of the other agents over the horizon.
In level-k game theory, it is assumed that the decisions
taken by the strategic agents are based on the predictions
of the actions of the other agents and the agents can have
have different reasoning levels. The reasoning depth of an
agent is indicated by k ∈ {0, 1, · · · }. The hierarchy begins
with agents at level-0, where the agents make instinctive
decisions to achieve the objective without accounting for
the interactions between other agents. On the other hand,
the agents at level-k ∀k > 0, consider the interactions by
assuming that the other agents are at level-(k − 1) and
take decisions accordingly. For instance, a lth level-1 agent
assumes other agents are at level-0 and predicts their ac-
tion sequences, γ(0)t [i] =
{
γ
(0)
t [i], γ
(0)
t+1[i], · · · , γ(0)t+N−1[i]
}
∀i ∈ O, to compute its own action sequence, γ(1)t [l] ={
γ
(1)
t [l], γ
(1)
t+1[l], · · · , γ(1)t+N−1[l]
}
.
The level-k game theory was adapted to model the
vehicle-to-vehicle interactions at an unsignalized four-way
intersection in [7]. It is assumed that level-0 vehicles consider
the other vehicles in the traffic scenario as stationary obstacles.
Therefore, these level-0 drivers implicitly assume the others
will yield the right of way, and can be regarded ‘aggressive’.
And level-1 drivers consider other drivers to be aggressive and
take ‘cautious’ actions. In [7], the drivers are categorized into
level-0, 1 and 2. Since, the behavior of level-2 driver will be
similar to that of the level-0 drivers, in this paper, only level-0
and 1 drivers are considered. The stage reward value obtained
for lth level-k agent at a prediction step j for an action
γ
(k)
t+j [l], depend on the current traffic state, s0, the ego agent’s
actions,
{
γ
(k)
t [l], γ
(k)
t+1[l], · · · , γ(k)t+j−1[l]
}
, and the actions of
other agents,
{
γ
(k−1)
t [i], γ
(k−1)
t+1 [i], · · · , γ(k−1)t+j−1[i]
}
∀i ∈ O,
is given as
R
(k)
t+j [l] = Rt+j
(
γ
(k)
t+j [l]
∣∣∣s0, γ(k)t [l], γ(k)t+1[l], · · · , γ(k)t+j−1[l],
γ
(k−1)
t [i], γ
(k−1)
t+1 [i], · · · , γ(k−1)t+j−1[i]
)
,
(9)
and its cumulative reward is
R(k)
(
γ
(k)
t [l]
)
=
N−1∑
j=0
λjR
(k)
t+j [l]. (10)
C. Multi-model strategy
Human drivers, initially, do not have perfect knowledge
about other drivers. However, they gain better understandings
of other driver’s characteristics through interactions, and there-
fore, resolve conflicts effectively. Similarly, the autonomous
vehicles in a multi-agent traffic scenario, hold an initial belief
about the driver model (levels-0 and 1) of the other vehicles
as a probability distribution over both models. This facilitates
the expression of a driver’s degree of aggressiveness (or
cautiousness) as a continuous parameter between levels-0 and
1. Subsequently, based on the actual action applied by the
other agents, the estimate of the probability distribution is
updated at every step.
From the perspective of an lth autonomous agent, the
probability that the ith other agent can be modeled as level-k
is represented by PKli=k. The probability of the model k is
increased when it matches the actual action by
k∗ = arg min
k∈{0, 1}
∥∥∥γ [i](t)− γ(k)t [i]∥∥∥ (11a)
P˜Kli=k∗ (t) = PKli=k∗ (t− 1) + ∆P (11b)
PKli=k (t) =
P˜Kli=k (t)∑1
k˜=0 P˜Kli=k˜
(t)
,∀k ∈ {0, 1} , (11c)
where γ [i](t) and γ(k)t [i] represent the actual and predicted
action taken by ith agent assuming level-k model, respectively;
∆P > 0 is a constant that denotes the rate of increment
of the probability;
∥∥∥γ [i](t)− γ(k)t [i]∥∥∥ = ∣∣∣a (t)− a(k)t ∣∣∣ +∣∣∣δf (t)− δ(k)f, t∣∣∣. When the input pair of the actual action
is equal to that of the predicted action, the probability
distribution remains unchanged.
In order to incorporate the multi-model strategy in the deci-
sion making process and select the optimal action according
to the model of other agents, the expected cumulative reward
for the lth agent, using (9) and (10), is given by
RP (γt[l]) =
1∑
k=0
PKli=k (t)R
(k)
(
γ
(k)
t [l]
)
, ∀i ∈ O. (12)
D. Robust decision making
The mismatch between the actual position of the center of
mass of the vehicle which is used to determine the rectangular
outer approximation of the vehicle (see Section IV-A) and its
predictions obtained using the dynamic model in (3) might
lead to collision. In the multi-agent traffic scenario under
consideration, there are two sources of modeling errors: (i) the
uncertainties, w(m) =
(
w
(m)
x , w
(m)
y
)
∈ Wm, resulting due
to the use of a simplified model in (3); and (ii) the uncertainty,
w(d) =
(
w
(d)
x , w
(d)
y
)
∈ Wd, arising due to unknown driver
model. Hence, the disturbance set defined in (2) is
W =Wm ⊕Wd. (13)
Robust approaches can be used to account for these
uncertainties while computing the control actions. Since
a discrete set of input actions is considered in this work,
feedback min-max strategy [9] is utilized in this work for
considering the uncertainties originating from the disturbance
setW . Since the autonomous agents update the driver models
of the other agents in the multi-agent traffic scenario at each
step according to (11), an adaptive scheme is proposed to
incorporate the confidence on the driver models and leverage
the fact that level-1 drivers are cautious. The disturbance set
considered at each time step is modified of the other agents
and leverage .
W¯ li(t) =Wm ⊕ PKli=0(t)Wd (14)
where at time t, PKli=0(t) is the probability that the i
th
agent is a level-0 driver from the perspective of the lth
autonomous agent, and W¯ li(t) denotes the disturbance set. It
is assumed that, initially, all the agents are level-0 drivers,
i.e., PKli=0(0) = 1, ∀i ∈ O. Essentially, this assumption
allows the autonomous agent to be cautious with another
interacting agent when there is no/less information about that
agent. If an ith agent is level-0, as time evolves, PKli=0(t)
will continue to be equal to one, and hence, the autonomous
agent take conservative actions (or behave like level-1 driver).
On the other hand, when the ith agent is a level-1 driver,
PKli=0(t) will decrease, resulting in a reduced disturbance
set size, thereby, allowing the autonomous agent to take
less conservative actions and adapt to the behavior of the
interacting agents while capable of handling the uncertainties
arising due to the use of a simple prediction model.
When interacting with an agent i ∈ O, the objec-
tive the autonomous agent l is to maximize the expected
cumulative reward (10), while accounting for the effect
of the worst-case uncertainty from the possible distur-
bance realizations. The optimal control sequence, γ∗t [l] ={
γ∗t [l], γ
∗
t+1[l], · · · , γ∗t+N−1[l]
}
, is obtained by solving the
following optimization problem
γ∗t [l] = arg max
γt[l]∈Γ
min
wpt+j∈W¯li(t)
RP (γt[l]) (15a)
s. t.∀j ∈ Z0, N−1, (3c), (3d), (3e), ∀i ∈ O, ∀p ∈ P
x˜t+j+1 = x˜t+j + vt+j cos (ψt+j + βt+j) ∆t+ w
p
x, t+j
(15b)
y˜t+j+1 = y˜t+j + vt+j sin (ψt+j + βt+j) ∆t+ w
p
x, t+j ,
(15c)
where wpt+j =
(
wpx, t+j , w
p
y, t+j
)
denote a possible realization
of the uncertainty in the global position of the center of mass
in x and y directions, respectively; and P represents the set
of indexes the realizations. Since the decision variables of
(15) are discrete, it is solved using a decision tree approach.
The autonomous agent then applies the first element γ∗t [l] of
the optimal control action sequence, i.e., γ (t) = γ∗t [l].
V. SIMULATION RESULTS
The proposed adaptive robust approach is validated for the
lane changing maneuver on a numerically simulated three lane
highway section1. Consider the multi-agent traffic scenario
shown in the subfigure [1, 1] (first element represents row and
second element represents column) in Fig. 2. The objective of
the autonomous agent (blue) is to change from lane II to lane
III, while the human agents keep their respective lane. All
the human drivers are assumed to be level-1, i.e., they exhibit
cautious behavior, however, it is unknown to the AV. The
sampling time is set to 0.5 s and two step prediction horizon
is considered. The proposed methodology is compared to the
nominal, and the robust strategies during the decision making
process.
The traffic simulation under the nominal decision making
strategy is shown in the subfigures in the first column of
Fig. 2. In this case, the disturbance set considered for solving
(15) is chosen as an empty set, i.e., W¯ li(t) = ∅. Since the
disturbances are not considered in this case, it can be noted the
AV chooses to steer left as soon as the simulation begins which
provides the maximum reward. This move is considered to
be aggressive. However, the human vehicle 4, being cautious,
reacts by steering left at time t = 2 s and returning to the lane
center at t = 4 s once the AV has passed. The AV completes
the lane change between 60 m and 70 m.
The results obtained by using the robust strategy that
considers W¯ li(t) = W , for the decision making process,
is shown in the subfigures in the third column of Fig. 2. The
1The code is made publicly available at https://github.com/
gokulsivasankar/RobustDecisionMaking
TABLE I: Collision and lane change rates under various
strategies.
Strategy Collision rate (%) Lane change rate (%)
Nominal 21 78
Adaptive 2 93
Robust 1 75
disturbance set W is defined as in (13). As mentioned in
Section IV-D, initially, all the human drivers are considered
to be level-0 from the perspective of the AV, while they are
assigned to be level-1 drivers. As seen in Fig. 3, due to
interactions with vehicle 4, as time evolves, the AV is able to
reduce the probability of vehicle 4 being level-0. It can also
be noted from subfigure [3, 3] in Fig. 2, robust control actions
are taken to account for the set, s⊕ W¯ li(t), dash-dotted box
surrounding the human drivers shown in the Fig. 2. As a
result, the AV is conservative in performing the lane change
maneuver by completing it between 90 m and 100 m.
Lastly, the simulation results for the adaptive control
strategy is shown in the subfigures in the second column
of Fig. 2. The initial disturbance set of all the human agents
are similar to the previous case. However, by using the
adaptive disturbance set in (14) for computing the control
actions, the AV is able to complete the lane change around
70 m. Also, it can be observed that the size of the set,
s⊕ W¯ li(t), ∀i ∈ {1, 3}, remains constant because, the level-
0 and 1 actions are the same for these two vehicles and
therefore, according to (11), the driver model is not updated.
The proposed strategy allows the AV to behave cautiously
when there is uncertainty in the driver model and adapt
its behavior according to the estimate of the model of the
interacting driver.
Initializing from the same condition as mentioned above,
multiple simulation runs were performed for the traffic
scenario under each decision making strategy. The collision
and lane changing rates under the three strategies are shown in
Table I. Due to space constraints, the discussions are omitted.
VI. CONCLUSIONS
An adaptive robust decision making strategy has been
proposed for the autonomous vehicles sharing the road
with human drivers in a multi-agent traffic scenario. The
interactions between vehicles are modeled using a level-
k game-theoretic framework. The proposed robust control
strategy accounts for the uncertainties in the vehicle dynamic
model and the driver model estimation. The autonomous
vehicle estimates the driver model of the other agents at each
time step and is shown to use it to adapt its behavior through
numerical simulations of a lane changing maneuver.
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Fig. 2: A four second simulation sequence with a one second time interval (see along the column) showing the lane changing
maneuver performed by the autonomous vehicle under (a) nominal; (b) adaptive; and (c) robust decision making strategies in
a multi-traffic scenario. The circled numbers indicate the vehicle ids and the Roman numerals denote the lane number in the
subfigure [1, 1]. The dash-dotted lines indicate the set s⊕ W¯ li(t), ∀i ∈ O from the perspective of the autonomous agent.
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