The Computer Elements Committee hosted 57 attendees at the Golden Hills Resort, Mesa, Arizona to conduct its Seventh Annual Workshop on Microelectronic Components. These workshops are conducted on an informal basis to allow maximum technical interchange between attendees from system houses, component houses, application houses, the academic world, and the world of personal computing. This year, the workshop concentrated on the theme of "Putting a Maturing Microelectronic Technology to Work."
In his keynote speech, Ed Klingman (Cybernetic Micro Systems) concentrated on single-chip computers and peripheral controllers as "orthogonal structures which allow a practical means for expanding processing powers within a given family of components." Machine versus human interfaces for both parallel and serial architectures were discussed with respect to acquiring, processing, and outputting of data. Klingman further illustrated his model of the "cybernetic system" by task-group analogies drawn from one of the more highly organized insect societies-weaver ants. The cybernetic system model helped focus the six succeeding sessions of the workshop toward a unified and cost-effective end-product objective.
Our first session, chaired by Howard Raphael (National Semiconductor) was noted that the performance increase drops off with more processors in the system. This is due to contention (e.g., memory, I/O bus). Simulation results have shown that for up to three processors there is a 1:1 linear increase in performance, whereas 16 processors effectively yield the performance of 11 processors.
Dave Nelson (Prime Computer) presented the concept of computer cells for high-performance multicomputing. A computer cell was described as a processor/memory pair, and multicomputing is accomplished through a network of processor/memory pairs. Three types of cells are required in the network: computational cells, data base cells, and communication cells. The goal is for very high performance, high reliability and availability, distribution of function, and incrementally expandable capability.
Sophisticated multiprogramming capability wQuld exist in each cell, and in order to minimize intercell communication (less overhead), interdependent processes should be kept in the same cell. However, since allocation of the processes to particular cells is a system function, the network would gracefully degrade if a computer cell became inoperable. Nelson concluded by stating that the computer cell concept provides an evolutionary computer strategy with the advent of microprocessors, where modularity separates the issues of performance, function, peripherals, etc., and provides the environment for incremental growth in each area.
Claude Davis (IBM) gave a highly entertaining and informative treatise on "Multiprocessing with Macros and How to Pick 'Em." Davis first examined the problems to be solved: performance, reliability, modularity, cost/performance, then how to ensure that the function will be achieved. He then presented us with the "Davis Grid," which can be used when communicating with management in the decision process of choosing microcomponents and specifying system function.
Our fifth session, "Industry Applications," was chaired by Roy Zingg (Iowa State University). Zingg's session covered a wide range of microprocessor applications. David Misunas (MIT) expressed the need for system components tailored to the requirements associated with process control applications. He con- June 1978
