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THE HOCHSCHILD COHOMOLOGY RING OF THE NUMERICAL
SEMIGROUP ALGEBRAS OF EMBEDDING DIMENSION TWO
NGHIA T. H. TRAN AND EMIL SKO¨LDBERG
Abstract. Let a and b be two coprime positive integers and k an arbitrary field. We determine
the ring structure of the Hochschild cohomology of the numerical semigroup algebras k[sa, sb] of
embedding dimension two (thus also complete intersections) in terms of generators and relations.
In addition, we compute the Hilbert series for this cohomology ring.
1 Introduction
The ring structure of the Hochschild cohomology of an algebra is not known in general.
Also, there are not many non-trivial examples of how to calculate this structure because of the
complexity in describing the multiplicative structure. In [1], Holm provided a description in
terms of generators and relations of the Hochschild cohomology ring of the k-algebra k[X]/〈f〉
where f is a monic element of the polynomial ring k[X] in a single variable. Of particular interest
to us are cases of algebras with more variables; however, the method in [1] can only work in
case of algebras with one variable. In [2], the authors provided a concrete approach to deal with
computing the Hochschild cohomology ring of square-free monomial complete intersections in
n variables. The aim of this article is to obtain a description of the Hochschild cohomology
ring of the numerical semigroup algebras k[sa, sb] ⊆ k[s] of embedding dimension two, a case of
non-monomial complete intersections in more than one variable.
Our approach relies on the construction of the free resolution of complete intersections given
by Guccione et al. [3]. We then provide a description of the Hochschild cohomology as a k-
module by splitting the cochain complex into sub-complexes based on the features of cocycles.
For the multiplicative structure, we interpret the cup product in terms of the Yoneda product.
In order to compute the formula of the cup product of two elements in the module, starting
from a cocycle we construct a chain map between the shifted resolution and the resolution itself.
Building on previous work by one of the authors [4] on algebraic discrete Morse theory, we work
out in Proposition 8 an explicit description of the contracting homotopy, which allows us to
construct the lifting map by combining the differentials and the contracting homotopy.
The formula of the differentials depends significantly on the relation of the two numbers a,
b and the characteristic char(k) of the field k. This yields that the structure of the Hochschild
cohomology of k[sa, sb] does the same. Therefore, we will consider this structure in two separate
cases. The first case is that neither a nor b is divisible by char(k); hence the second is that
char(k) is a divisor of a or b, where we assume without loss of generality that char(k) is a
divisor of a. For each of these two cases, we provide a description in terms of generators and
relations of the Hochschild cohomology of k[sa, sb] in the following theorems, which we shall
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prove in Subsections 4.6 and 5.2. Subsequently, we calculate the Hilbert series of the Hochschild
cohomology ring.
Theorem A (char(k) ∤ a, b). Let k be a field and k[sa, sb] the numerical semigroup algebra,
where a and b are coprime positive integers. The Hochschild cohomology algebra of k[sa, sb] is
isomorphic to the quotient ring
k[X1,X2, Y1, Y2, T ]/I,
where k[X1,X2, Y1, Y2, T ] is a weighted graded commutative polynomial ring in which deg(X1) =
deg(X2) = 0, deg(Y1) = deg(Y2) = 1 and deg(T ) = 2; wt(X1) = a, wt(X2) = b, wt(Y1) = 0,
wt(Y2) = ab − a − b and wt(T ) = −ab; and the ideal I is generated by the following relations:
Xb1 −X
a
2 , X
b−1
1 T , X
a−1
2 T , Y2T , Y
2
1 , Y
2
2 , Y1Y2, X1Y2 −X
a−1
2 Y1, X2Y2 −X
b−1
1 Y1.
Theorem B (char(k) | a). Let k be a field with characteristic n and a, b two coprime integers
such that n is a divisor of a. Then the Hochschild cohomology algebra of k[sa, sb] is isomorphic
to the quotient ring
k[X1,X2, Y, T ]/I,
where k[X1,X2, Y, T ] is a weighted graded commutative polynomial ring in which deg(X1) =
deg(X2) = 0, deg(Y ) = 1 and deg(T ) = 2; wt(X1) = a, wt(X2) = b, wt(Y ) = −b and
wt(T ) = −ab; and the ideal I is generated by the relations:
• Xb1 −X
a
2 , X
b−1
1 T , and Y
2 −Xa−22 T if char(k) = 2 and 4 ∤ a; or
• Xb1 −X
a
2 , X
b−1
1 T , and Y
2 otherwise.
Organization of the article. In Section 2, we introduce some auxiliary results about the
semigroup and its Frobenius number, which are necessary for the later results. In Section 3, we
review some basic facts on the topic and we describe the Hochschild cohomology module. After
that, we divide the rest of the article into two independent parts according to the characteristic
char(k) of the field k. Thus, in Section 4, we treat the case in which neither a nor b is divisible
by char(k), and in Section 5, we treat the case that char(k) is a divisor of a. In each of these two
sections, we give a formula for the cup product and a proof of Theorems A and B above. Finally,
we conclude the article by computing the Hilbert series of the algebras, which can be found in
Subsections 4.7 and 5.3. this article. In Section 3, we review some basic facts on the topic and
especially, we calculate the Hochschild cohomology module, denoted by HH∗(A), based on the
resolution introduced by Guccione et al. in [3]. After this section, we divide the rest of the
article into two independent parts according to the characteristic char(k) of the field k. Thus,
in Section 4, we treat the case in which neither a nor b is divisible by char(k) and Section 5
for the case that char(k) is a divisor of a (similarly for b). In each of these two sections, we
will make the chain map explicit based on the work of E. Sko¨ldberg [4] about algebraic discrete
Morse theory. We then describe the multiplication on HH∗(A) which gives HH∗(A) a structure
of a k-algebra. An explicit formula of multiplication is given in Corollary 11 and 15. Then
we describe this algebra structure in term of generators and relations (Theorem 1 and 1) and
we finish the article by providing the Hilbert series of the Hochschild cohomology algebra in
subsections 4.7 and 5.3.
2 Some auxiliary results
Let S be the semigroup generated by a and b, that is, S := {ua + vb | u, v ∈ N0}. In this
section, we prove some results which will be used throughout the article.
Lemma 1. For an integer d, db− a ∈ S if and only if d ≥ a.
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Proof. “⇒”: The Frobenius number of S is F (S) = ab − (a + b). Let db − a ∈ S and suppose
that d = a− z where z ∈ Z, z ≥ 1. Thus S ∋ (a− z)b− a = F (S)− (z− 1)b⇒ F (S) ∈ S which
is a contradiction. “⇐”: db− a = a(b− 1) + b(d− a) ∈ S for any integer d ≥ a. 
To simplify the notation, we introduce m1 = b(a− 1) and m2 = a(b− 1) and define the sets
Si = {α ∈ Z | α−mi ∈ S} for i ∈ {1, 2}. Notice that m1,m2 ∈ S (by Lemma 1). The relevance
of the next lemma will be seen later.
Lemma 2. The following are true:
(a) For i ∈ {1, 2}, Si is equal to {mi + γ | γ ∈ S}.
(b) S1 ∩ S2 is equal to {m1 +m2} ∪ {ab+ γ | γ ∈ S}.
Proof. For (a), let S′ = {mi + γ | γ ∈ S}. We have α ∈ Si ⇐⇒ α − mi ∈ S ⇐⇒
∃γ ∈ S : α − mi = γ, i.e., α = mi + γ. This is equivalent to α ∈ S
′. For (b), let S′′ =
{m1 +m2} ∪ {ab + γ | γ ∈ S}. Choose α ∈ S1 ∩ S2. In particular, α satisfies α −m2 ∈ S and
so we can write α = m2 + β for some β = ua+ vb ∈ S where u, v ∈ N0.
• If u = 0 then α−m1 ∈ S ⇐⇒ −a+ (v + 1)b ∈ S ⇐⇒ v ≥ a− 1 (by Lemma 1). Thus
α = m1 +m2 if v = a− 1 and α = ab+ γ where γ = vb− a ∈ S if v ≥ a.
• If u > 0 then we can write β = γ + a where γ = (u− 1)a+ vb ∈ S giving α = ab+ γ.
Thus S1 ∩ S2 ⊆ S
′′. The other inclusion is clear. 
3 A construction of Hochschild cohomology
By setting x1 7→ s
b and x2 7→ s
a, we have an isomorphism between algebras, k[sa, sb] ∼=
k[x1, x2]
〈xa1 − x
b
2〉
. We will use both algebras according to our convenience. We now interpret the
minimal resolution given by Guccione et al. (see [3]) for the case of the quotient ring of k[x1, x2]
modulo 〈xa1−x
b
2〉, the ideal generated by the binomial x
a
1−x
b
2. Let us denote by A
op the opposite
algebra of A. The tensor product will be taken over k, i.e., ⊗ = ⊗k. We denote by A
e := A⊗Aop
the enveloping algebra of A. The following complex F is a free Ae-resolution of A:
· · · −→ F2
d2−−→ F1
d1−−→ F0
ǫ
−→ A −→ 0, (3.1)
where Fm is the finitely generated free A
e-module with basis elements ei1···ir · t
(q) (r, q ≥ 0 and
r+2q = m), where by ei1···ir or eI (I = {i1, . . . , ir} ⊆ {1, 2}, i1 < · · · < ir), we mean ei1∧· · ·∧eir .
Then, we have that (3.1) is an exact sequence of free Ae-modules Fm with
ǫ : Ae → A, a⊗ b 7→ ab
and the differentials dm (briefly d) are defined as follows:
d(e1) = s
b ⊗ 1− 1⊗ sb;
d(e2) = s
a ⊗ 1− 1⊗ sa;
d(t) =
a−1∑
i=0
sib ⊗ sb(a−1−i) · e1 −
b−1∑
i=0
sia ⊗ sa(b−1−i) · e2;
inductively,
d(xy) = d(x)y + (−1)αxd(y) where x ∈ Fα.
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Alternatively, we can write
d(eI t
(q)) =


d(t)t(q−1), I = ∅,
d(e1)t
(q) − e1d(t)t
(q−1), I = {1},
d(e2)t
(q) − e2d(t)t
(q−1), I = {2},
(d(e1)e2 − d(e2)e1) t
(q), I = {1, 2}.
(if q > 0)
Applying the contravariant functor HomAe(−, A) to the truncation of the above resolution, we
obtain a new complex:
0 −→ HomAe(F0, A)
d1
−−−−→ HomAe(F1, A)
d2
−−−−→ HomAe(F2, A) −→ · · · .
The i-th Hochschild cohomology of A is the module
HHi(A) :=
Ker(di+1)
Im(di)
,
where d0 is taken to be the zero map. Now the Hochschild cohomology module of A is defined
to be the direct sum of these components, HH∗(A) := ⊕
i≥0
HHi(A).
For m ∈ N0, let Fm be the free k-module generated by the same basis elements as Fm. Then,
there is an isomorphism between the following k-spaces:
HomAe(Fm, A) ∼= Homk(Fm, A).
Thus one gets the following complex:
0 −→ Homk(F 0, A)
∂1
−−−−→ Homk(F 1, A)
∂2
−−−−→ Homk(F 2, A) −→ · · · , (3.2)
where the differential ∂ will be described later.
Let eIt
(q) be a basis element in Fm and s
α a basis element in A. Let (eI t
(q), sα) be the k-linear
map in Homk(Fm, A) which sends eIt
(q) to sα and other basis elements to 0, that is,
(eIt
(q), sα)(eJ t
(p)) =
{
sα if J = I and p = q,
0 otherwise.
The set of all such k-linear maps is a k-basis of the module Homk(Fm, A). We use the notation
[(eI t
(q), sα)] to denote the residue class represented by (eI t
(q), sα) in HH∗(A). Now we are in the
position to describe the formula for ∂.
Lemma 3. The homomorphism ∂ in (3.2) is given by:
∂(eIt
(q), sα) =


0 if I = ∅,
a(t(q+1), sα+m1) if I = {1},
−b(t(q+1), sα+m2) if I = {2},
b(e1t
(q+1), sα+m2) + a(e2t
(q+1), sα+m1) if I = {1, 2}.
Proof. From the following diagram
HomAe(Fm, A)
∼=

dm+1// HomAe(Fm+1, A)
∼=

Homk(Fm, A)
OO
∂m+1 // Homk(Fm+1, A)
OO
we can derive ∂m+1 from dm+1 straightforwardly.
As f = (eI t
(q), sα) is a basis element of Homk(Fm, A), f is identified with a function in
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HomAe(Fm, A). A direct calculation shows that it is (eIt
(q), sα), which is also denoted by f
by abuse of notation. We have the homomorphism
dm+1 : HomAe(Fm, A) −→ HomAe(Fm+1, A)
f 7−→ dm+1(f) := f ◦ d
For a basis element eJ t
(r) ∈ Fm+1, we can compute [d
m+1(f)](eJ t
(r)) directly and the result is
summarized in the following table:
[dm+1(f)](eJ t
(r))
J = ∅
asα+m1 , if I = {1} and r − 1 = q
−bsα+m2 , if I = {2} and r − 1 = q
0, otherwise
J = {1}
bsα+m2 , if I = {1, 2} and r − 1 = q
0, otherwise
J = {2}
asα+m1 , if I = {1, 2} and r − 1 = q
0, otherwise
J = {1, 2} 0
In other words, we have the formula of ∂ as desired. 
We will now consider two cases. The first, Case I, is when the characteristic char(k) of the
field k is neither a divisor of a nor of b, and the second, Case II, is when char(k) divides one of
a or b, which we without loss of generality assume to be a.
4 The ring structure of HH∗(A) - Case I
4.1. The structure of k-module HH∗(A) via sub-complexes
The k-vector space Homk(Fm, A) is generated by the basis elements of cohomological degree
m:
Homk(Fm, A) = ⊕
|I|+2q=m
k(eI t
(q), sα),
where k(eIt
(q), sα) is the k-vector space generated by (eIt
(q), sα). To simplify the notation we will
use the notation k instead of k(eI t
(q), sα), justified by the isomorphism k(eI t
(q), sα) ∼= k. In order
to describe the Hochschild cohomology, we split the cohomology complex into subcomplexes. Let
Γ := {(t(q), sα) | q ∈ N0, α ∈ S}, the set of all basis elements that is in the kernel of ∂. For each
element γ ∈ Γ, we construct the complex Mγ which includes γ as the generator of the rightmost
non-zero entry (· · · −→ • −→ 0). Each Mγ is a subcomplex of (3.2). Moreover, by Lemma 3
there are only four options for such Mγ as showed in the following table:
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q Type of subcomplex Condition(s) for α in (t(q), sα)
q = 0 0 −→ k −→ 0
q = 1
0 −→ k −→ 0
{
α−m1 /∈ S
α−m2 /∈ S
0 −→ k −→ k −→ 0 α−m1 ∈ S xor α−m2 ∈ S
0 −→ k2 −→ k −→ 0
{
α−m1 ∈ S
α−m2 ∈ S
q ≥ 2
0 −→ k −→ 0
{
α−m1 /∈ S
α−m2 /∈ S
0 −→ k −→ k −→ 0 α−m1 ∈ S xor α−m2 ∈ S
0 −→ k2 −→ k −→ 0


α−m1 ∈ S
α−m2 ∈ S
α−m1 −m2 /∈ S
0 −→ k −→ k2 −→ k −→ 0 α−m1 −m2 ∈ S
Table 1. Classification of the sub-complexes
We can write in detail the above subcomplex as follows:
Type 1: 0 −→ k(t(q), sα) −→ 0;
Type 2: 0 −→ k(e1t
(q−1), sα−m1) −→ k(t(q), sα) −→ 0; or
0 −→ k(e2t
(q−1), sα−m2) −→ k(t(q), sα) −→ 0;
Type 3: 0 −→ k(e1t
(q−1), sα−m1)⊕ k(e2t
(q−1), sα−m2) −→ k(t(q), sα) −→ 0;
Type 4: 0 −→ k(e1∧e2t
(q−2), sα−m1−m2) −→ k(e1t
(q−1), sα−m1)⊕k(e2t
(q−1), sα−m2) −→ k(t(q), sα) −→
0.
Proposition 4. The complex (3.2) can be written as the direct sum below:
Homk(F •, A) = ⊕
γ∈Γ
Mγ .
Proof. By Lemma 3, Mγ is a subcomplex of (3.2). Then we have the first inclusion ⊕
γ∈Γ
Mγ ⊆
Homk(F •, A). Let us consider an arbitrary non-zero basis element E = (eI t
(q), sα) ∈ Homk(Fm, A)
for some m ∈ N0. If I = ∅, then E ∈ Γ and ME is the subcomplex containing E. If I 6= ∅, we
have the following cases:
(a) I = {1}:
• If α−m2 ∈ S, then E occurs in the subcomplex
0 −→ k(e1 ∧ e2t
(q−1), sα−m2) −→ kE ⊕ k(e2t
(q), sα+m1−m2) −→ k(t(q+1), sα+m1) −→ 0
• If α−m2 /∈ S, then E occurs in the subcomplex
0 −→ kE −→ k(t(q+1), sα+m1) −→ 0, if α+m1 −m2 /∈ S; and
0 −→ kE ⊕ k(e2t
(q), sα+m1−m2) −→ k(t(q+1), sα+m1) −→ 0, if α+m1 −m2 ∈ S.
(b) I = {2}, similarly.
(c) If I = {1, 2}, then E occurs in the subcomplex
0 −→ kE −→ k(e1t
(q+1), sα+m2)⊕ k(e2t
(q+1), sα+m1) −→ k(t(q+2), sα+m1+m2) −→ 0.
We see that any basis element E is contained in a unique subcomplex which belongs to Type 1
to 4 as above. So the inverse inclusion is obtained and the result follows. 
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4.2. Classification of cocycles
The following is a direct consequence of Lemma 3 and Proposition 4.
Corollary 5. The k-vector space ⊕
i∈N0
Ker(∂i) is generated by the following elements:
• (t(q), sα) where α ∈ S;
• b(e1t
(q), sα−m1) + a(e2t
(q), sα−m2) where α ∈ S such that α−m1 ∈ S and α−m2 ∈ S.
We will call the elements described in the above corollary the standard elements. In the
following remarks, we will give more details about these elements.
Remark 6. By Lemma 2, for any α ∈ Z such that α−m1 ∈ S and α−m2 ∈ S we have that
α ∈ {m1 +m2} ∪ {ab+ γ | γ ∈ S}.
If α = m1 +m2, we have the cocycles b(e1t
(q), sm2) + a(e2t
(q), sm1).
If α = ab + γ for some γ ∈ S, then we get the cocycles b(e1t
(q), sγ+b) + a(e2t
(q), sγ+a) where
γ ∈ S, which is distinguished from the cocycles above.
Remark 7. According to Table 1 and Corollary 5, we are able to identify all standard cocycles
that are the representatives of the non-zero cohomology classes in HH∗(A) as follows:
(1, sα), where α ∈ S (4.1)
(t(q), sα), where


q > 0
α ∈ S
α−m1 /∈ S
α−m2 /∈ S
(4.2)
b(e1t
(q), sα−m1) + a(e2t
(q), sα−m2), where


α ∈ S
α−m1 ∈ S
α−m2 ∈ S
α−m1 −m2 /∈ S if q > 0
(4.3)
We can express the cocycles in (4.3) as all the elements of the set
{b(e1t
(q), sγ+b) + a(e2t
(q), sγ+a) | γ ∈ S; γ − F (S) 6∈ S if q > 0}
together with the single cocycle b(e1, s
m2) + a(e2, s
m1). Indeed, by Remark 6, we have γ + b =
α−m1. Then α−m1 −m2 /∈ S is equivalent to γ + b−m2 = γ − (ab− a− b) = γ − F (S) /∈ S.
In the above remark, we have described a k-basis of HH∗(A). Next, we will construct a
multiplicative structure on HH∗(A).
4.3. A Morse matching on F
Let F be a free resolution of the Ae-module A and f : Fi → A be an A
e-homomorphism
such that f ◦ di+1 = 0. By the comparison theorem, there is a chain map f˜ consisting of
homomorphisms f˜m, m ∈ N0 that makes the following diagram commute, moreover such a chain
map is unique up to chain homotopy.
· · · // Fi+2
f˜2

di+2 // Fi+1
f˜1

di+1 // Fi
f˜0

f
❄
❄
❄
❄
❄
❄
❄
❄
· · · // F2
d2 // F1
d1 // F0
ǫ // A
(4.4)
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In theory, it is always possible to construct such a chain map. However, it is not easy in practice.
The goal of this section is to provide an explicit chain map in case of our resolution that makes
the above diagram commute. In more details, we will base ourselves on a work of Sko¨ldberg [4]
to construct a contracting homotopy φ which consists of maps of degree 1 φj : Fj → Fj+1. The
homomorphism f˜ is given by setting
f˜0(x) = 1⊗ f(x)
and for any j > 0, we define f˜j inductively on the A
e-basis elements by
f˜j := φj−1 ◦ f˜j−1 ◦ di+j
and extend linearly for other elements.
The chain map f˜ defined as above makes diagram 4.4 commute. In the next steps, we will make
this chain map explicit.
To denote the elements in the algebra k[x1, x2] and their cosets in the quotient ring k[x1, x2]/〈x
a
1−
xb2〉, we use the same notation if there are no ambiguities. Then the k-basis of k[x1, x2]/〈x
a
1−x
b
2〉
consists of all elements xu1x
v
2, where u ≥ 0 and 0 ≤ v < b. From now on, these are default
conditions whenever we mention the elements in k[x1, x2]/〈x
a
1 − x
b
2〉.
We can consider the complex F as a chain complex of k ⊗ A-modules together with a direct
sum decomposition as follows:
Fm = ⊕
α∈Im
Fα,
where {Im}m∈N0 is a family of mutually disjoint index sets given by
Im = {(u, v, I, q) | u ≥ 0, 0 ≤ v < b, 2|I| + q = m}.
Here the index (u, v, I, q) corresponds to the basis element xu1x
v
2 ⊗ 1 · eIt
(q) which generates the
k ⊗ A-module F(u,v,I,q). We write dβ,α for the component of d going from Fα to Fβ . Now F
has the structure of a based complex, see [4] Section 2. Let GF be the digraph with vertex set
V = ∪
m∈N0
Jm and with a directed edge α→ β whenever the component dβ,α is non-zero. Next,
we construct a partial matching M on F by
xu1x
v
2 ⊗ 1 · t
(q) −→ xu−11 x
v
2 ⊗ 1 · e1t
(q)
xu1x
v
2 ⊗ 1 · e2t
(q) −→ xu−11 x
v
2 ⊗ 1 · e1e2t
(q)
}
where u > 0, 0 ≤ v < b
xv2 ⊗ 1 · t
(q) −→ xv−12 ⊗ 1 · e2t
(q), where 0 < v < b
xb−12 ⊗ 1 · e2t
(q) −→ 1⊗ 1 · t(q+1).
We denote by GM
F
the digraph with the same vertex set V and the edge set obtained from GF
by reversing the direction of each arrow α → β whenever β → α in M . For each edge α → β
in M , it is clear that the corresponding component of the differential dβ,α is an isomorphism.
Now we only need to check that there are no directed cycles in GM
F
to see that M is a Morse
matching. By observing the formula of the differential d and the matching M , we check the
absence of directed cycles as follows:
(i) If we have a path
xb−12 ⊗ 1 · e2t
(q) −→ 1⊗ 1 · t(q+1) −→ xu1x
v
2 ⊗ 1 · eIt
(r)
in GM
F
where the two first vertices are matched, then one gets I = {1} or (I = {2}, u = 0 and
v < b− 1), i.e., this path ends here and hence, it cannot form a cycle.
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(ii) Similarly, if we have a path
xv2 ⊗ 1 · t
(q) −→ xv−12 ⊗ 1 · e2t
(q) −→ xm1 x
n
2 ⊗ 1 · eIt
(r)(where 0 < v < b),
then I = {1, 2} (i.e., the path must end here and there is no cycle formed) or one has xm1 x
n
2 ⊗
1 · eIt
(r) = xv−12 ⊗ 1 · t
(q). Thus, the path becomes
xv2 ⊗ 1 · t
(q) −→ xv−12 ⊗ 1 · e2t
(q) −→ xv−12 ⊗ 1 · t
(q) −→ xv−22 ⊗ 1 · e2t
(q) −→ · · ·
where the power of x2 is declining and the path eventually terminates at 1 ⊗ 1 · t
(q). Thus, no
cycle is formed by this path.
(iii) Let us consider the path
xu1x
v
2 ⊗ 1 · t
(q) −→ xu−11 x
v
2 ⊗ 1 · e1t
(q) −→ xm1 x
n
2 ⊗ 1 · eIt
(r)(where u > 0).
Then we have either I = {1, 2} (i.e., the path ends here) or xm1 x
n
2 ⊗ 1 · eIt
(r) = xu−11 x
v
2 ⊗ 1 · t
(q)
and we can extend this path as follows:
xu1x
v
2 ⊗ 1 · t
(q) −→ xu−11 x
v
2 ⊗ 1 · e1t
(q) −→ xu−11 x
v
2 ⊗ 1 · t
(q) −→ · · · −→ xv2 ⊗ 1 · t
(q)
and continue with the path in (ii), i.e., there is no directed cycle.
(iv) For the last one, the path
xu1x
v
2 ⊗ 1 · e2t
(q) −→ xu−11 x
v
2 ⊗ 1 · e1e2t
(q) −→ xm1 x
n
2 ⊗ 1 · eIt
(r)(where u > 0)
gives us either I = {1} (which ends the path) or xm1 x
n
2 ⊗ 1 · eIt
(r) = xu−11 x
v
2 ⊗ 1 · e2t
(q). By
continuing this argument, this path is extended to
xv2 ⊗ 1 · e2t
(q),
which ends here if v < b − 1 and ends at 1 ⊗ 1 · t(q+1) if v = b − 1. Hence, there is no directed
cycle in GM
F
and M is a Morse matching as desired.
We will now give the formula of the contracting homotopy φ (see [4] for the definition of φ)
for our case in the following proposition.
Proposition 8. Let x = xu1x
v
2 ⊗ 1 · eIt
(q) be a basis element of the k ⊗ A-complex F. We then
have the formula of φ as follows:
• I = {1} or {1, 2}: φ(x) = 0;
• I = {∅}: φ(x) =
u−1∑
i=0
xi1x
v
2 ⊗ x
u−1−i
1 · e1t
(q) +
v−1∑
i=0
xi2 ⊗ x
u
1x
v−1−i
2 · e2t
(q); and
• I = {2}: φ(x) =
u−1∑
i=0
xi1x
v
2 ⊗ x
u−1−i
1 · e1e2t
(q) − [v = b− 1]1⊗ xu1 · t
(q+1),
where [P ] =
{
1 if P true,
0 if P false.
4.4. An explicit chain map
In the following lemmas, we will give the formula of f˜ based on the form of f in Corollary 5.
Lemma 9. Let f : Fi → A be a standard cocycle of the form (t
(q), xu1x
v
2) in HomAe(Fi, A). For
any j ∈ N0, the A
e-homomorphism f˜j : Fi+j → Fj defined by
f˜j(eJ t
(r)) = [q ≤ r]1⊗ f(t(q)) · eJ t
(r−q)
is a lifting map of f that makes (4.4) commute.
Proof. We shall prove this lemma by induction on j ∈ N0.
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• j = 0: As f(eJ t
(r)) = 0 for all eJ t
(r) 6= t(q), we then have
f˜0(eJ t
(r)) =
{
1⊗ f(t(q)) if eJ t
(r) = t(q),
0 otherwise.
• j = 1: e1t
(q) and e2t
(q) are all the basis elements of Fi+1.
f˜1(e1t
(q)) = φ ◦ f˜0 ◦ di+1(e1t
(q))
= φ ◦ f˜0
(
(x1 ⊗ 1− 1⊗ x1) · t
(q) − e1t
(q−1) · d(t)
)
= 1⊗ f(t(q)) · φ(x1 ⊗ 1− 1⊗ x1) = 1⊗ f(t
(q)) · e1.
Similarly, we get f˜1(e2t
(q)) = 1⊗ f(t(q)) · e2.
• Suppose that the formula holds up to j − 1 ≥ 0. We need to show that the formula is
true at j. Let x = eJ t
(r) be a basis element of degree i+ j.
If J = ∅, then r > q. Hence, by Proposition 8 one gets:
f˜j(x) = (φ ◦ f˜j−1)
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1 · e1t
(r−1) −
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e2t
(r−1)
)
= φ
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1 · e1t
(r−1−q) −
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e2t
(r−1−q)
)
· 1⊗ f(t(q))
= 1⊗ f(t(q)) · φ(−xb−12 ⊗ 1 · e2t
(r−1−q)) = 1⊗ f(t(q)) · t(r−q).
If J = {1}, we have
f˜j(x) = φ ◦ f˜j−1 ◦ di+1(e1t
(r)) = φ ◦ f˜j−1
(
d(e1)t
(r) +
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e1e2t
(r−1)
)
= 1⊗ f(t(q)) · φ
(
(x1 ⊗ 1− 1⊗ x1) · t
(r−q) +
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e1e2t
(r−1−q)
)
= 1⊗ f(t(q)) · φ(x1 ⊗ 1 · t
(r−q))
= 1⊗ f(t(q)) · e1t
(r−q).
By similar arguments, we will get
f˜j(e2t
(r)) = 1⊗ f(t(q)) · e2t
(r−q);
and
f˜j(e1e2t
(r)) = 1⊗ f(t(q)) · e1e2t
(r−q).

Lemma 10. Let f : Fi → A be a standard cocycle of the form b(e1t
(q), xu11 x
u2
2 )+a(e2t
(q), xv11 x
v2
2 )).
For j ∈ N0, the A
e-homomorphism f˜j : Fi+j → Fj given as follows makes the diagram (4.4)
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commute:
f˜0(e1t
(q)) = 1⊗ bxu11 x
u2
2 ; f˜0(e2t
(q)) = 1⊗ axv11 x
v2
2 ;
f˜1(t
(q+1)) = 1⊗ bxu11 x
u2
2 · δ1e1 − 1⊗ ax
v1
1 x
v2
2 · δ2e2;
f˜1(e1e2t
(q)) = 1⊗ axv11 x
v2
2 · e1 − 1⊗ bx
u1
1 x
u2
2 · e2;
f˜2j(e1t
(q+j)) = 1⊗ bxu11 x
u2
2 · t
(j) − 1⊗ axv11 x
v2
2 δ2 · e1e2t
(j−1);
f˜2j(e2t
(q+j)) = 1⊗ axv11 x
v2
2 · t
(j) − 1⊗ bxu11 x
u2
2 · δ1e1e2t
(j−1);
f˜2j+1(t
(q+j+1)) = 1⊗ bxu11 x
u2
2 · δ1e1t
(j) − 1⊗ axv11 x
v2
2 · δ2e2t
(j);
f˜2j+1(e1e2t
(q+j)) = 1⊗ axv11 x
v2
2 · e1t
(j) − 1⊗ bxu11 x
u2
2 · e2t
(j),
where δ1 =
a−2∑
i=0
(i+ 1)xa−2−i1 ⊗ x
i
1 and δ2 =
b−2∑
i=0
(i+ 1)xb−2−i2 ⊗ x
i
2.
Proof. The basis of Fi consists of e1t
(q) and e2t
(q). We can see that f˜0(e1t
(q)) = 1⊗ bxu11 x
u2
2 and
f˜0(e2t
(q)) = 1 ⊗ axv11 x
v2
2 . In the next degree, the basis of Fi+1 consists of t
(q+1) and e1e2t
(q+1).
By Proposition 8 and the definition of f˜ , we have that
f˜1(t
(q+1)) =φ ◦ f˜0 ◦ d(t
(q+1)) = (φ ◦ f˜0)
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1 · e1t
(q) −
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e2t
(q)
)
=1⊗ bxu11 x
u2
2 · φ
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1
)
− 1⊗ axv11 x
v2
2 · φ
(
b−1∑
i=0
xi2 ⊗ x
b−1−i
2
)
=1⊗ bxu11 x
u2
2 · δ1e1 − 1⊗ ax
v1
1 x
v2
2 · δ2e2
since
φ
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1
)
=φ1
(
1⊗ xa−11 + x1 ⊗ x
a−2
1 + · · · + x
a−1
1 ⊗ 1
)
=φ
(
1⊗ xa−11
)
+ φ
(
x1 ⊗ x
a−2
1
)
+ · · ·+ φ
(
xa−11 ⊗ 1
)
=(0) +
(
1⊗ xa−21 · e1
)
+
(
x21 ⊗ x
a−3
1 · e1 + 1⊗ x
a−2
1 · e1
)
+
+ · · ·+
(
xa−21 ⊗ 1 · e1 + x
a−3
1 ⊗ x1 · e1 + · · ·+ 1⊗ x
a−2
1 · e1
)
=
(
xa−21 ⊗ 1 + 2x
a−3
1 ⊗ x1 + · · ·+ (a− 1)1⊗ x
a−2
1
)︸ ︷︷ ︸
=:δ1
e1
and similarly, φ
(
b−1∑
i=0
xi2 ⊗ x
b−1−i
2
)
= δ2e2.
Let us now consider the remaining basis element, e1e2t
(q):
f˜1(e1e2t
(q)) =φ ◦ f˜0 ◦ d(e1e2t
(q)) = φ1 ◦ f˜0
(
d(e1)e2t
(q) − e1d(e2)t
(q)
)
=φ ((x1 ⊗ 1− 1⊗ x1) 1⊗ ax
v1
1 x
v2
2 − (x2 ⊗ 1− 1⊗ x2) 1⊗ bx
u1
1 x
u2
2 )
=φ (x1 ⊗ ax
v1
1 x
v2
2 )− φ1 (x2 ⊗ bx
u1
1 x
u2
2 )
=1⊗ axv11 x
v2
2 · e1 − 1⊗ bx
u1
1 x
u2
2 · e2.
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For the remaining degrees, we shall use induction on even and odd degrees. Suppose that the
formula holds up to 2j, we need to show the formula holds for 2j + 1. Indeed,
f˜2j+1(t
(q+j+1)) =(φ ◦ f˜2j)
(
a−1∑
i=0
xi1 ⊗ x
a−1−i
1 · e1t
(q+j) −
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e2t
(q+j)
)
=φ
((
a−1∑
i=0
xi1 ⊗ x
a−1−i
1
)
·
(
1⊗ bxu11 x
u2
2 · t
(j) − 1⊗ axv11 x
v2
2 · δ2e1e2t
(j−1)
))
− φ
((
b−1∑
i=0
xi2 ⊗ x
b−1−i
2
)
·
(
1⊗ axv11 x
v2
2 · t
(j) − 1⊗ bxu11 x
u2
2 · δ1e1e2t
(j−1)
))
=φ
(
a−1∑
i=0
xi1 ⊗ bx
a−1−i
1 x
u1
1 x
u2
2 · t
(j)
)
− φ
(
b−1∑
i=0
xi2 ⊗ ax
b−1−i
2 x
v1
1 x
v2
2 · t
(j)
)
=1⊗ bxu11 x
u2
2 · δ1e1t
(j) − 1⊗ axv11 x
v2
2 · δ2e2t
(j).
Using a similar argument, we get the formula of f˜2j+1(e1e2t
(q+j)).
Now suppose that the formula holds up to 2j − 1, we prove that the formula at 2j holds.
f˜2j(e1t
(q+j)) =(φ ◦ f˜2j−1)
(
d(e1)t
(q+j) +
b−1∑
i=0
xi2 ⊗ x
b−1−i
2 · e1e2t
(q+j−1)
)
=φ
(
(x1 ⊗ 1− 1⊗ x1) ·
(
1⊗ bxu11 x
u2
2 · δ1e1t
(j−1) − 1⊗ axv11 x
v2
2 · δ2e2t
(j−1)
))
+ φ
((
b−1∑
i=0
xi2 ⊗ x
b−1−i
2
)
·
(
1⊗ axv11 x
v2
2 · e1t
(j−1) − 1⊗ bxu11 x
u2
2 · e2t
(j−1)
))
=− φ
(
x1 ⊗ ax
v1
1 x
v2
2 · δ2e2t
(j−1)
)
− φ
(
xb−12 ⊗ bx
u1
1 x
u2
2 · e2t
(j−1)
)
=− 1⊗ axv11 x
v2
2 · δ2e1e2t
(j−1) + 1⊗ bxu11 x
u2
2 · t
(j).
Similarly we get the formula f˜2j(e2t
(q+j)) as desired. 
4.5. The cup product
From the formula of f˜ , the cup product can be interpreted in terms of the Yoneda product
(see [5] Chapter 1 for more details) on HH∗(A) as follows. Let f and g be cocycles in Hom(Fi, A)
and Hom(Fj , A) respectively. Then the product of these cocycles, denoted by f ⌣ g, is given
by
f ⌣ g := g ◦ f˜j,
which is again a cocycle of homological degree i + j. Since f˜ is unique up to homotopy, the
cup product induces a well-defined product by passing to cohomology, i.e., a multiplication on
HH∗(A). By Lemma 9 and 10, we have the product of two standard residue classes in the
consequence below.
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Corollary 11. The formula of the cup product between two standard residue classes in HH∗(A)
is calculated as follows:
[(t(p), sα)] ⌣ [(t(q), sβ)] = [(t(p+q), sα+β)];
[(t(p), sα)] ⌣
[
b(e1t
(q), sβ−m1) + a(e2t
(q), sβ−m2)
]
= [b(e1t
(p+q), sα+β−m1) + a(e2t
(p+q), sα+β−m2)];[
b(e1t
(p), sα−m1) + a(e2t
(p), sα−m2)
]
⌣
[
b(e1t
(q), sβ−m1) + a(e2t
(q), sβ−m2)
]
= 0.
Moreover, the multiplication is commutative.
Proof. Let f := (t(p), sα) and g := (t(q), sβ). We calculate the first product as follows:
(f ⌣ g)(eJ t
(u)) =g ◦ f˜(eJ t
(u)) = [p ≤ u]g(eJ t
(u−p)) · 1⊗ f(t(p))
=
{
g(t(q)) · f(t(p)) if eJ t
(u−p) = t(q)
0 otherwise
=
{
sα+β if eJ t
(u) = t(p+q),
0 otherwise.
For the second one, let f := (t(p), sα) and g := b(e1t
(q), sβ−m1) + a(e2t
(q), sβ−m2). By a similar
computation, we get the second product:
(f ⌣ g)(eJ t
(u)) =


g(e1t
(q)) · f(t(p)) if eJ t
(u−p) = e1t
(q),
g(e2t
(q)) · f(t(p)) if eJ t
(u−p) = e2t
(q),
0 otherwise,
=


bsα+β−m1 if eJ t
(u) = e1t
(p+q),
asα+β−m2 if eJ t
(u) = e2t
(p+q),
0 otherwise.
Now we take f = b(e1t
(p), sα−m1) + a(e2t
(p), sα−m2) of degree i and g = b(e1t
(q), sβ−m1) +
a(e2t
(q), sβ−m2) of degree j. The basis of Fi+j consists of e1e2t
(p+q) and t(p+q+1). Apply Lemma
10, replace x1, x2 by s
b, sa and notice that j = 2q + 1, we get that:
(f ⌣ g)(e1e2t
(p+q)) =g
(
f˜j(e1e2t
(p+q))
)
= g(1 ⊗ asα−m2 · e1t
(q) − 1⊗ bsα−m1 · e2t
(q))
=(1⊗ asα−m2) · bsβ−m1 − (1⊗ bsα−m1) · asβ−m2 = 0.
Let us consider the remaining basis element:
(f ⌣ g)(t(p+q+1)) =g(1 ⊗ bsα−m1δ1e1t
(q) − 1⊗ asα−m2δ2e2t
(q))
=
a(a− 1)
2
b2sα+β−2m1+b(a−2) −
b(b− 1)
2
a2sα+β−2m2+a(b−2)
=
ab(a− b)
2
sα+β−ab.
Here, we consider δ1, δ2 using variable s. So we have showed that
f ⌣ g =
ab(a− b)
2
(t(p+q+1), sα+β−ab).
Now we will state that (t(p+q+1), sα+β−ab) belongs to the image of ∂, i.e., its residue class in
HH∗(A) is zero. By Remark 7, we will show that α+ β − ab−m1 ∈ S or α+ β − ab−m2 ∈ S.
From Corollary 5, there are two options for α −m1 and β −m1, which are m2 and γ + b for
some γ ∈ S.
• If α−m1 = β−m1 = m2, then α = β = m1+m2. Hence, α+β−ab−m1 = m1+a(b−2) ∈
S and α+ β − ab−m2 = m2 + (a− 2)b ∈ S.
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• If α−m1 = m2 and β −m1 = γ+ b for some γ ∈ S, then α+ β− ab−m1 = γ+m2 ∈ S
and α+ β − ab−m2 = γ +m1 ∈ S. Similarly for α−m1 = γ + b and β −m1 = m2.
• If α−m1 = γ+b and β−m1 = η+b for some γ, η ∈ S, then α+β−ab−m1 = γ+η+b ∈ S
and α+ β − ab−m2 = γ + η + a ∈ S.

By supplementing the module HH∗(A) with a multiplicative structure, this module becomes
a k-algebra. By Corollary 5 and 11, we have the description of the generators for the algebra
HH∗(A) as follows.
Remark 12. (a) For the basic element of the form [(t(p), sα)] (where α ∈ S) there are u, v ∈ N0
such that α = ua+vb. Then we can write [(t(p), sα)] as a product of the elements [(t, 1)], [(1, sa)]
and [(1, sb)].
(b) Likewise, a basic element of the form [b(e1t
(q), sα−m1) + a(e2t
(q), sα−m2)] (where α ∈ S) is
written as a product of [(t, 1)], [(1, sa), (1, sb)] and either [b(e1, s
m2) + a(e2, s
m1)] or [b(e1, s
b) +
a(e2, s
a)], where the two last elements occur once for such a basic element of this type.
Now we are in the position to give a proof of Theorem A which we stated in the introduction.
4.6. Proof of Theorem A
The Hochschild cohomology module HH∗(A) consists of the cosets of the cocycles in Ker(∂).
We setX1 to be the element (1, s
a). Similarly, we have X2 for [(1, s
b)], Y1 for [b(e1, s
b)+a(e2, s
a)],
Y2 for [b(e1, s
m2)+a(e2, s
m1)] and T for [(t, 1)]. Let us introduce a multidegree ‘mdeg’ combined
from an N0-grading (on the first argument) and a Z-weight (on the second argument) by setting
mdeg(e1, 1) = (1,−b), mdeg(e2, 1) = (1,−a), mdeg(1, s) = (0, 1), mdeg(t, 1) = (2,−d1d2). Then
we consider the decomposition of HH∗(A) induced by our multidegree. The differential ∂ is
a 1-homogeneous morphism with respect to the grading and a 0-homogeneous morphism with
respect to the weight. By Remark 12, we know that HH∗(A) is generated by X1, X2, Y1, Y2 and
T . The degree (‘deg’) and the weight (‘wt’) of these elements follow from the multidegree. To
show that the relations in the theorem are satisfied, we use Corollary 11 as follows.
• As (1, sa)b = (1, sab) = (1, sb)a, we have the first relation, Xb1 −X
a
2 .
• Using the formula in Corollary 11, we have the relation Y 21 ,Y
2
2 and Y1Y2.
• By Remark 7, the standard cocycles in the image of ∂ consist of:
(t(q), sα), where q > 0, α ∈ S, α−m1 ∈ S;
(t(q), sα), where q > 0, α ∈ S, α−m2 ∈ S; and
b(e1t
(q), sα+m2) + a(e2t
(q), sα+m1), where q > 0, α ∈ S, α− F (S) ∈ S.
From this, we can deduce the relations Xb−11 T , X
a−1
2 T and Y2T .
So far, we have obtained all generators and relations displayed in the statement. Now we will
prove that there is an isomorphism between the algebras, HH∗(A) and k[X1,X2, Y1, Y2, T ]/I, by
showing that there is a bigraded bijection between a k-basis of each.
We first describe the k-basis of the algebra k[X1,X2, Y1, Y2, T ]/I. The Gro¨bner basis of I with
respect to the pure lexicographic term order X1 ≺ X2 ≺ Y1 ≺ Y2 ≺ T on k[X1,X2, Y1, Y2, T ] is
determined as follows: Xa2 −X
b
1, X
b−1
1 T , X
a−1
2 T , Y2T , Y
2
1 , Y
2
2 , Y1Y2, X1Y2 −X
a−1
2 Y1, X2Y2 −
Xb−11 Y1. The leading terms of this Gro¨bner base are X
a
2 , X
b−1
1 T , X
a−1
2 T , Y2T , Y
2
1 , Y
2
2 , Y1Y2,
X1Y2, X2Y2. From here, one has a k-basis of the algebra k[X1,X2, Y1, Y2, T ]/I consisting of the
following elements:
• Xu1X
v
2 , where u ≥ 0, 0 ≤ v < a;
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• Xu1X
v
2T
q, where 0 ≤ u < b− 1, 0 ≤ v < a− 1, q > 0;
• Xu1X
v
2Y1, where u ≥ 0, 0 ≤ v < a;
• Xu1X
v
2Y1T
q, where 0 ≤ u < b− 1, 0 ≤ v < a− 1, q > 0; and
• Y2.
The k-basis of HH∗(A) was described in Remark 7. It can be easily seen that there is a bigraded
one-to-one correspondence between: Xu1X
v
2 , where u ≥ 0, 0 ≤ v < a and (1, s
α), where α ∈ S;
Y2 and b(e1, s
m2) + a(e2, s
m1); Xu1X
v
2Y1, where u ≥ 0, 0 ≤ v < a and b(e1, s
α+b) + a(e2, s
α+a),
where α ∈ S. Now we will show that the rest of the k-bases of HH∗(A) and k[X1,X2, Y1, Y2, T ]/I
are corresponding to each other as well.
(i) Xu1X
v
2T
q, where 0 ≤ u < b − 1, 0 ≤ v < a − 1, q > 0 and (t(q), sα), where q > 0, α ∈ S,
α−m1 /∈ S, α−m2 /∈ S are equivalent. Indeed, suppose that α = ua+ vb (u, v ∈ N0). We will
show that {
u < b− 1
v < a− 1
⇔
{
ua+ vb−m1 /∈ S
ua+ vb−m2 /∈ S
.
“⇐” Suppose on the contrary that u ≥ b− 1. Then, ua+ vb−m2 = ua+ vb− a(b− 1) = vb+
a (u− (b− 1)) ∈ S, which is a contradiction. Similar for v. “⇒” By Lemma 1, v < a−1 implies
that vb−a /∈ S. Since u < b−1, γ = ua+vb−m2 = ua+vb−a(b−1) = vb+a (u− (b− 1)) /∈ S.
If not, γ ∈ S, so vb− a = γ + a(b− 2− u) ∈ S, which is inconsequential.
(ii) Xu1X
v
2Y1T
q, where 0 ≤ u < b − 1, 0 ≤ v < a − 1, q > 0 corresponds to b(e1t
(q), sα+b) +
a(e2t
(q), sα+a), where α ∈ S, α − F (S) /∈ S, q > 0. Suppose that α = ua + vb (u, v ∈ Z,≥ 0).
We will show that {
u < b− 1
v < a− 1
⇔ ua+ bv − F (S) /∈ S.
“⇐” Suppose on the contrary that u ≥ b− 1 or v ≥ a− 1. Then we have ua+ bv− ab+ a+ b =
(u− b+ 1)a+ bv + b ∈ S or ua+ bv − ab+ a+ b = (v− a+ 1)b+ au+ a ∈ S, which contradicts
ua + bv − F (S) /∈ S. “⇒” Suppose that u < b − 1 and v < a − 1. We need to show that
ua+bv−F (S) /∈ S. If ua+bv−F (S) ∈ S, then ua+bv−F (S) = −a+(v+1)b+(u−b+2)a ∈ S,
where u− b+ 2 ≤ 0. This implies that −a+ (v+ 1)b ∈ S (where v+ 1 < a) which is impossible
by Lemma 1.
Hence, we have proved that the Hochschild cohomology ring HH∗(A) is isomorphic to the
quotient ring k[X1,X2, Y1, Y2, T ]/I. 
4.7. The Hilbert series of HH∗(A)
Let Hm,n be the k-module generated by the elements whose degree is (m,n) ∈ N0 × Z. The
Hilbert series of HH∗(A) = ⊕
(m,n)∈N0×Z
Hm,n as an N0 × Z-graded vector space via the grading
above is the formal series:
HHH∗(A)(x, y) =
∑
(m,n)∈N0×Z
dimk(Hm,n)x
myn.
This series is computed based on the Hilbert series of the non-zero cocycles, whose description
is listed in Remark 7. We will use the decomposition introduced in Theorem 1 in computing the
Hilbert series.
(i) We have that (1, sα), where α ∈ S, contributes the series
H1 = Hk[sa,sb](x, y) =
1− yab
(1− ya)(1 − yb)
.
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(ii) Now we consider the non-zero cocycles of type (4.2) in Remark 7, (t(q), sα), where q > 0,
α ∈ S, α − m1 /∈ S and α − m2 /∈ S. The element (t
(q), sα),where α ∈ S, has degree
(2q, q (−ab) + α). This element contributes the term x2qyq(−ab)+α, which is (x2y−ab)qyα equiva-
lently. We notice that
{α ∈ S | α−m1 /∈ S and α−m2 /∈ S} = S r (S1 ∪ S2)
and, by the principle of inclusion-exclusion, we have that
∑
α∈Sr(S1∪S2)
yα =
∑
α∈S
yα −

∑
α∈S1
yα +
∑
α∈S2
yα

+ ∑
α∈S1∩S2
yα. (4.5)
By Lemma 2, we already have the detailed description of S1, S2 and S1 ∩ S2. Now we are able
to calculate the Hilbert series formed by this kind of cohomology classes.
• The series given by all (t(q), sα), where α ∈ S and q > 0 is
H21 =
x2y−ab
1− x2y−ab
·H1.
• The element (t(q), sα), where α ∈ S1 is written as (t
(q), sγ+m1), where γ ∈ S. Hence, the
corresponding degree is (2q, q (−ab) +m1 + γ), which contributes the term x
2qyq(−ab)+m1+γ .
Then, the series given by all (t(q), sγ+m1), where γ ∈ S, q > 0, is
H22 =
x2y−ab
1− x2y−ab
· ym1 · H1.
• Similarly, the series given by all (t(q), sα), where α ∈ S2, q > 0, is
H23 =
x2y−ab
1− x2y−ab
· ym2 · H1.
• The element (t(q), sα), where α ∈ S1 ∩ S2, is (t
(q), sm1+m2) or (t(q), sab+γ), where γ ∈ S.
Hence, by a similar argument, we find out that the series for these elements is
H24 =
x2y−ab
1− x2y−ab
·
(
ym1+m2 + yab · H1
)
.
By (4.5), the Hilbert series for the elements of type (4.2) is
H2 = H21 − (H22 +H23) + H24.
(iii) For the cocycles of type (4.3) in Remark 7, we have the single cocycle b(e1, s
m2)+a(e2, s
m1)
and the cocycles b(e1t
(q), sb+α) + a(e2t
(q), sa+α), where α ∈ S and if q > 0, α− F (S) /∈ S.
• The element b(e1, s
m2)+a(e2, s
m1) of degree (1, ab−a−b) and the elements b(e1, s
b+α)+
a(e2, s
a+α) of degree (1, α) contribute the series
H31 = xy
ab−a−b + x ·H1.
• For the remaining elements, notice that
{α ∈ S | α− F (S) /∈ S} = S r {γ + F (S) | γ ∈ S r {0}}.
So we have the series
H32 = x ·
x2y−ab
1− x2y−ab
·H1,
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which corresponds to the b(e1t
(q), sb+α) + a(e2t
(q), sa+α), where q > 0 and α ∈ S.
And the series
H33 = xy
ab−a−b ·
x2y−ab
1− x2y−ab
· (H1 − 1),
which corresponds to the elements b(e1t
(q), sb+γ+F (S))+a(e2t
(q), sa+γ+F (S)), where q > 0
and γ ∈ S r {0}.
Now we get the Hilbert series for all elements of type (4.3), which is H3 = H31 + H32 − H33.
Hence, the Hilbert series for Case I is: HHH∗(A)(x, y) = H1 +H2 +H3.
5 The ring structure of HH∗(A) - Case II
In this section, we will use the same arguments as in Case I to describe the ring structure of
HH∗(A) in the case that char(k) is a divisor of a. Some of our results shall be stated without
proof because the reader can establish them analogously to the previous case.
5.1. Formula of the cup product
Since char(k) is a divisor of a, the formula of ∂ becomes
∂(eI t
(q), sα) =


0 if I = ∅ or {1},
−b(t(q+1), sα+m2) if I = {2},
b(e1t
(q+1), sα+m2) if I = {1, 2}.
Then we have an immediate consequence of our information on the kernel and the image of ∂
as follows.
Corollary 13. (i) The kernel of ∂ is spanned by (eI t
(q), sα), where α ∈ S and I = ∅ or
I = {1}.
(ii) The image of ∂ is spanned by (eIt
(q), sα), where α ∈ S, I = ∅ or {1}, α −m2 ∈ S and
q > 0.
As the explicit chain map was constructed independently from the characteristic n, we can
interpret this chain map from Case I for Case II.
Lemma 14. (i) Let f : Fi → A be a cocycle of the form (t
(q), sα) in HomAe(Fi, A). For
any j ∈ N0, the A
e-homomorphism f˜j : Fi+j → Fj given by
f˜j(eJ t
(r)) = [q ≤ r]eJ t
(r−q) · 1⊗ f(t(q))
is a lifting of f that makes (4.4) commute.
(ii) If f : Fi → A is a cocycle of the form (e1t
(q), sα) in HomAe(Fi, A), then for any j ∈ N0, the
Ae-homomorphism f˜j : Fi+j → Fj is given by:
f˜0(e1t
(q)) = 1⊗ sα; f˜0(e2t
(q)) = 0; f˜1(t
(q+1)) = 1⊗ sαδ1e1; f˜1(e1e2t
(q)) = −1⊗ sαe2;
f˜2j(e1t
(q+j)) = 1⊗ sαt(j); f˜2j(e2t
(q+j)) = −1⊗ sαδ1e1e2t
(j−1);
f˜2j+1(t
(q+j+1)) = 1⊗ sαδ1e1t
(j); f˜2j+1(e1e2t
(q+j)) = −1⊗ sαe2t
(j).
Corollary 15. The formula of the cup product between two standard residue classes in HH∗(A)
is given by:
[(t(p), sα)] ⌣ [(t(q), sβ]) = [(t(p+q), sα+β)]
[(t(p), sα)] ⌣ [(e1t
(q), sβ)] = [(e1t
(p+q), sα+β)]
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[(e1t
(p), sα)] ⌣ [(e1t
(q), sβ)] =
{
[(t(p+q+1), sα+β+b(a−2))] if char(k) = 2 and 4 ∤ a,
0 otherwise.
Proof. The two first formulas are obtained by computing directly. For the last formula, we have
(e1t
(p), sα) ⌣ (e1t
(q), sβ) =
a(a− 1)
2
(t(p+q+1), sα+β+b(a−2)).
Recall that char(k) is a divisor of a. If char(k) 6= 2 or char(k) = 2 and a is divisible by 4, then
char(k) is a divisor of
a(a− 1)
2
. Hence, we have
a(a− 1)
2
= 0. If char(k) = 2 and 4 is not a
divisor of a, then a = 2n where n is an odd number. Then we get
a(a− 1)
2
= n(2n − 1) ≡ 1
modulo 2. 
5.2. Proof of Theorem B
All cocycles are combinations of the elements (t(q), sβ) and (e1t
(q), sβ) where β ∈ S. By
Corollary 15, we can see that all basis cocycles are products of (1, sa), (1, sb), (e1, 1) and (t, 1).
So we set X1 to be the coset of the element (1, s
a), X2 for (1, s
b), Y for (e1, 1) and T for (t, 1).
Then these are generators of the ring. In addition, we easily obtain all the relations Xb1 −X
a
2
(as (1, sa)b = (1, sb)a), Xb−11 T by Corollary 13 (ii) and Y
2 −Xa−22 T if char(k) = 2 and 4 ∤ a (or
Y 2 otherwise) by Corollary 15.
Now we will show that there is a bigraded bijection between the k-bases of k[X1,X2, Y, T ]/I
and HH∗(A). Let us start with k[X1,X2, Y, T ]/I. The Gro¨bner basis of I with respect to the
pure lexicographic term order Y ≻ X1 ≻ X2 ≻ T consists of X
b
1 −X
a
2 , Y
2−Xa−22 T , X
b−1
1 T and
Xa2T in the case that char(k) = 2 and a is not divisible by 4. The other case is very similar.
Moreover, the Gro¨bner basis has the same leading terms with respect to the above order, so we
can skip this case. Then, we get the k-basis of k[X1,X2, Y, T ]/I as follows:
• Xu1X
v
2Y
i, where 0 ≤ u < b, v ≥ 0 and i ∈ {0, 1};
• Xu1X
v
2Y
iT q, where 0 ≤ u < b− 1, 0 ≤ v < a, i ∈ {0, 1} and q > 0.
By Corollary 13, we can deduce that the basis cocyles corresponding to the non-zero elements
in HH∗(A) are (t(q), sα) and (e1t
(q), sα), where α ∈ S and if q > 0, α−m2 /∈ S. In the following,
we will see the correspondence between the k-bases of the two rings:
• Xu1X
v
2 (0 ≤ u < b, v ≥ 0) corresponds to (1, s
α) where α ∈ S.
• Xu1X
v
2Y (0 ≤ u < b, v ≥ 0) corresponds to (e1, s
α) where α ∈ S.
• To show that Xu1X
v
2Y
iT q (0 ≤ u < b − 1, 0 ≤ v < a, i ∈ {0, 1} and q > 0) corresponds
to (eIt
(q), sα) (α ∈ S, α−m2 /∈ S, I = ∅ or I = {1}), we have to prove that
ua+ vb− a(b− 1) /∈ S ⇔
{
0 ≤ u < b− 1
0 ≤ v < a
,
where α = ua+ vb, u, v ≥ 0.
Indeed, if u ≥ b − 1 or v ≥ a, then ua + vb − a(b − 1) ∈ S, which is a contradiction.
For the other implication, suppose that we have the hypothesis on the right hand side,
i.e., we can write u = b − 2 − d and v = a − 1 − e for some d, e ≥ 0. If we have
ua+ vb− a(b− 1) ∈ S, then (b− 2− d)a+ (a− 1− e)b− a(b− 1) = F (S)− ad− be ∈ S.
This implies that F (S) ∈ S, which is a contradiction again. 
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5.3. The Hilbert series of HH∗(A)
We define the formal series as for the previous case and use the same decomposition for
grading the Hochschild cohomology ring HH∗(A) in this case. Using a similar argument to Case
I, we now get the Hilbert series for HH∗(A) in this case as follows:
HHH∗(A)(x, y) =
(
1 +
x2y−ab
1− x2y−ab
· (1− ym2)
)
· (1 + xy−a)H1,
where H1 := Hk[sa,sb](x, y).
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