Abstract. We obtain a special version of gluing lemma related to the theory of iterated function systems. As an application, we verify that a family of concrete n-dimensional self-affine tiles {Tn,r : 0 ≤ r < 3, n ≥ 2} are homeomorphic with the unit cube [0, 1] n . The tiles Tn,r are "nontrivial" in the sense that each of them is neither a self-affine polytope nor the product of an interval with an (n − 1)-dimensional self-affine tile.
Introduction
Let {B i : i} be a countable family of closed subsets in a topological space X and g i : B i → Y continuous maps. If g i (x) = g j (x) for x ∈ B i ∩ B j , we may "glue together" the maps g i and obtain a map F : i B i → Y by setting F (x) = g i (x) for any x ∈ B i and i. By "gluing lemma" [1, p.70, Theorem 4.8] , the map F is continuous if in addition every subset A with A ∩ B i closed in X for each i is also closed in i B i .
We consider the case when i B i is the attractor with condensation of an iterated function system (IFS) on R n . Here, an IFS on Euclidean space R n is a finite family F = {f 1 , . . . , f q } of q contractions on R n . It is well known that there is a unique nonempty compact set E ⊂ R n with E = j f j (E) [6] . We call E the (Hutchinson) attractor of F . Moreover, if A ⊂ R n is a nonempty compact set there is a unique compact set K with K = A q j=1 f j (K) [3] . We call it the (Barnsley) attractor of F with condensation A.
Denote by Σ * q the monoid of words over the alphabet {1, 2, . . . , q}. Let f ø be the identity on If ω = j 1 j 2 · · · is a word in Σ q := {1, 2, . . . , q} ∞ its prefix of length n is denoted as ω(n). It is known that k f ω(k) (K) consists of a single point in E [6] , we denote it as Π F (ω). Moreover, Π F : Σ q → E is a continuous onto mapping. We we call it the coding map of E.
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Let F 1 = {f 1,j : 1 ≤ j ≤ q} be IFS by injective contractions on an Euclidean space and F 2 = {f 2,j : 1 ≤ j ≤ l} an IFS consisting of l ≤ q contractions. Let K i be the attractor of F i with condensation A i for i = 1, 2, and E i the corresponding Hutchinson attractors.
We want to compare the topology of K 1 with that of K 2 , under appropriate assumptions, by finding specific continuous maps from K 1 into K 2 . To this end, we may start from a continuous map g : A 1 → A 2 and "glue" together delicately chosen continuous maps g α :
and a continuous map from E 1 to E 2 described as follows.
For any surjection τ : {1, 2, . . . , q} → {1, 2, . . . , l}, there is a homomorphism from Σ *
Assume in addition that E 2 is a factor of E 1 with respect to τ in the sense that
defines a continuous surjection π τ : E 1 → E 2 , which is called the factor map between E 1 and E 2 with respect to τ .
Then the map
q , where
by Equation 1.1. Unfortunately, the continuous maps in {π τ } ∪ {g α : α ∈ Σ * q } may not satisfy the conditions in gluing lemma [1, p.70, Theorem 4.8] . So, we need to characterize those maps g : A 1 → A 2 such that the map π τ and all the maps g α share a common continuous extension
we introduce the following notion of consistence.
with the pair (E 1 , E 2 ) with respect to τ provided that E 2 is a factor of E 1 with respect to τ and
Now, we are in a good position to state our gluing lemma for IFS.
Theorem 1.2. (Gluing Lemma for IFS)
Let F 1 = {f 1,j : 1 ≤ j ≤ q} be an IFS consisting of injective contractions f 1,j : R n → R n and F 2 = {f 2,j : 1 ≤ j ≤ l} an IFS on R m with q ≥ l.
Let K i be the Barnsley attractor of F i with condensation A i , and E i the Hutchinson attractor.
Let τ : {1, 2, . . . , q} → {1, 2, . . . , l} be a surjective map. Then a continuous map g :
is consistent with the pair (E 1 , E 2 ) with respect to τ if and only if it has a continuous extension
The extension F g : with respect to τ −1 then the extension F g : K 1 → K 2 is a homeomorphism, too.
With Theorems 1.2 and 1.3 we consider a class of self-affine tiles T ⊂ R n for n ≥ 3 and determine their topology. Here, for any n × n expanding matrix A with real entries and any finite set D ⊂ R n with cardinality #D ≥ 2 there is a unique nonempty compact set T with
which is called a self-affine tile if further #D = |det(A)| and T o = ∅ [7] . In this case, we also call D the digit set. Moreover, the set T may be represented by
We wonder whether a concretely constructed T defined as follows is homeomorphic with [0, 1] n for n ≥ 3. By setting A = 3I n and D = {(i 1 , . . . , i n ) t : i j = −1, 0, 1}, we easily see that the self-affine
n . Now, for any real number r > 0 we continuously perturb the digit set D to the following
is a self-affine tile. Moreover, T r is connected if and only if 0 < r ≤ 3. For 0 < r < 3, we will determine the topology of T r for 0 < r < 3.
Here, we use Theorem 1.3 in constructing the homeomorphism h and do not refer to the generalized Schönflies theorem in dimension n ≥ 3 [4] .
Remark 1.5. The topology of a self-affine tile can be very difficult. When n = 2, from Torhorst Theorem (see [11, p.126 , Lemma 2]) one may infer that the boundary of a self-affine tile T is a simple closed curve whenever its interior is connected [2, 8] . By Schönflies Theorem in dimension two, one sees that T is a topological disk. When n ≥ 3, even if the boundary of a self-affine tile T ⊂ R n is known to be a sphere, we still need to verify whether the boundary is a "flat sphere"
before we can use the generalized Schönflies theorem [4] to show that the tile itself is homeomorphic we discuss is arranged by a continuous parameter r ∈ (0, 3), the algorithms suggested in [5] only work for at most countably many of our examples of self-affine tiles.
We arrange the paper as follows. Section 2 provides a proof for Theorem 1. 
Proof of Gluing Lemma for IFS
Proof of Theorem 1.2.
Assume that
Therefore, the proof for "if part" will be completed if we can show that the attractor E 2 is a factor of E 1 with respect to τ and that the map F g coincides with the factor map π τ on E 1 . In particular, we have g| A1∩E1 = π τ | A1∩E1 .
Fixing two elements ω = i 1 i 2 · · · and ω
and
. Therefore, we further have
In the following, we continue to prove the "only if part".
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Combining Equation (1.1) and consistency of g with (E 1 , E 2 ) with respect to τ , we may define
for each word α ∈ Σ * q . As g : A 1 → A 2 coincides with the factor map π τ :
. Then {X n } is an increasing sequence of compact subsets of K 1 with n X n = K 1 . Moreover, consistency of g with (E 1 , E 2 ) also implies that
The topological closed graph theorem states that a map from a topological space X into a compact Hausdorff space Y is continuous if and only if its graph is a closed subset in the product space X × Y [9, p.171, Exercise 8] . From this we see that the graphs of F n form an increasing sequence of compact subsets in the product space K 1 ×K 2 , which necessarily converge to a compact
If only we can show that Γ is the graph of a map from
this map is a continuous extension of F * g : n X n → K 2 . Therefore, we may complete our proof by the following claim.
Claim. The intersection of Γ with {x} × K 2 is a single point for each x ∈ K 1 .
Given a point (x, y) ∈ Γ, we consider two cases: x ∈ E 1 and x ∈ K 1 \ E 1 .
If x ∈ E 1 there exists a sequence {x k } in n X n such that lim
where n k is the least integer with x k ∈ X n k . For each k ≥ 1, fix a word u k with length |u k | = n k such that x k ∈ f 1,u k (A 1 ). By choosing an appropriate subsequence, we may assume that ω is the limit of {u k }. If ω is a word of finite length |ω| = n, then {n k } is eventually equal to n and y = lim
, which is equal to π τ (x) by equation (2.1). If ω is an infinite sequence in Σ q then x = Π F1 (ω). Moreover, the common prefix of u k and ω, denoted as v k , has a length converging to infinity. Therefore, under Hausdorff distance we have
.
there is a number r > 0 and an integer n ≥ 1 such that X n \ E 1 contains the ball B r = {y ∈ K 1 : |x − y| ≤ r}. So the graph of F k | Br coincides with that of F n | Br for k ≥ n; and the intersection (B r × K 2 ) ∩ Γ is equal to the graph of F n | Br . This indicates that
Proof of Theorem 1.3.
Since F g is a surjection whenever g : A 1 → A 2 is, we only need to show that F g is also an
injection. To this end, we will verify that F g −1 • F g : K 1 → K 1 is the identity map on K 1 .
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As τ : Σ * q → Σ * q is an isomorphism, the factor maps π τ : E 1 → E 2 and π τ −1 : E 2 → E 1 are each a homeomorphism. By the construction of F g and F g −1 , we have
Then it suffices to show that
Given a point x ∈ K 1 \ E 1 , there exists a word α ∈ Σ * q with x ∈ f 1,α (A 1 ). Since all the maps f 1,j are assumed to be injective, there exists a unique point z ∈ A 1 with x = f 1,α (z). Therefore, the following formula will end our proof:
Basic Applications of Theorems 1.2 and 1.3
Throughout this section, we fix an integer n ≥ 3, a real number 0 < r < 3, and a set
. . , i n−1 ) : i k = −1, 0, 1}; and will use the following two IFS. The first one is
on R.
If we choose A * 1 = − 2 ) with respect to τ * . By Theorem 1.2 it has a continuous extension
Lemma 3.2. Let F 1 and F 2 be as in Theorem 1.
Let the graph of g be A and the graph of F g be K. Then K is the attractor of {f d : d = 1, 2, . . . , q} with condensation A.
we may check that for any z = (x, F g (x)) ∈ K the following holds
This means that
On the other hand, for each point (x, F g (x)) in K \ A there exist a point y ∈ K \ A and d ∈ {1, 2, . . . , q} such that f 1,d (y) = x, which indicates that
In the following, the maps g hence the extension
Recall that the convex hull C H (K 
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Proof.
. Then P ǫ is the attractor of F i with condensation A i for i = 1, 2.
and Figure 1 . A rough depiction of P ǫ , ∂C and f 1,O (P ǫ ) when r = 2.
Define a homeomorphism g :
Thirdly, for each segment L y := {y} × 0, Lastly, extend the map g piecewise linearly along P ǫ {(x 1 , . . . , x n ) ∈ R n : x n = t} for 0 < t < The restriction g| A1 coincides with g
a homeomorphism satisfying the conditions in Theorem 1.3; hence its extension F g :
for each x ∈ ∂P ǫ , we may extend F g to a homeomorphism h : R n → R n by setting h(x) = x for x / ∈ P ǫ and h(x) = F g (x) for x ∈ P ǫ . Clearly, h is a homeomorphism we search for. 4 . Structure of T r for 0 < r < 3
Throughout in this section, for each fixed n ≥ 3 and each r ∈ (0, 3), we always set D n−1 as in Example 3.1 and D r as in Equation (1.3). Our aim is to study the self-affine tile T r determined by T r = d∈Dr 1 3 I n (T r + d) and construct a proof for Theorem 1.4 as follows.
Proof for Theorem 1.4.
We start from the structure of the convex hull of T r , denoted as C r .
Claim 1. Let X r be the cone spanned by − Then
n . Then C is spanned by the fixed points of the contractions in the
This indicates that T r ⊂ C and hence that C r ⊂ C. Figure 2 . A depiction of T r ∩ {x 2 = 0} for the case n = 3 and r = 2.4.
Secondly, we fix a partition of the boundary ∂T r based on the tiling property of T r .
Claim 2. The tile T r does not intersect C r + (0, . . . , 0, s) t for s ≤ −2, hence its boundary ∂T r is the union of B := ∂ − 1 2 ,
. Now, we can infer that f ∈Fr f (C r ) contains T r and is disjoint from C r + (0, . . . , 0, s) t for any s ≤ −2. Consequently, we have ∂T r = B + ∪ B ∪ B − . Figure 3 . A picture for (C r \U ) ∩ {x 2 = 0} for the case n = 3 and r = 2.4.
Let P ⊂ R n be the pyramid spanned by { 0, . . . , 0, −
is the convex hull of B − . Moreover, by Claim 2, we know that P does not intersect B + . So we can choose a small number ε > 0 such that Q = P + (0, . . . , 0, ε) t does not intersect B + . Clearly, each of P ∪ R n−1 ×{− 1 2 } and Q ∪ R n−1 ×{− 1 2 + ε} cuts R n into two parts.
Let P + be set of points above P ∪ R n−1 ×{− 1 2 } and P − = R n \ P + . Let Q + be set of points above Q ∪ R n−1 ×{− 1 2 + ε} and Q − = R n \ Q + . See Figure 4 for relative locations of P, P + , Q
and Q + . Here we have B − ⊂ P − , B + ⊂ Q + , and Q + = P − + (0, . . . , 0, ε) t . Figure 4 . A intuitive depiction indicating relative locations of X r , Q and Q ± .
Define a map h 1 :
t for x ∈ P − and h 1 (x) = x for x ∈ Q + . Then, considering each line segments L y = {y} × [a y , a y + ε] with y ∈ R n−1 , (y, a y ) ∈ ∂P − , and (y, a y +ε) ∈ ∂Q + . Then, the interior of L y is disjoint from Q + ∪P − . Therefore,
we may obtain a homeomorphism h : R n → R n by setting h(y, a y + sε) = h 1 (y, a y ) + (0, . . . , 0, Recall that we have
and K ♯ 2 be defined as in Example 3.3. Let P ǫ be defined as in Theorem 3.4. Then, B + is a subset
By Theorem 3.4, there exists a homeomorphism h ′ : R n → R n maintaining each point off 
Using Theorem 3.4 again, we see that there exists another homeomorphism h ′′ : R n → R n maintaining each point off P ǫ + (0, . . . , 0, − 
Now, we can see that the composite h The second example shows that in Theorem 1.3 the assumption that the inverse of the homeomorphism g : A 1 → A 2 is consistent with the pair (E 2 , E 1 ) can not be removed. 
