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Quantum entanglement and nonlocality are inextricably linked. However, while entanglement is
necessary for nonlocality, it is not always sufficient in the standard Bell scenario. We derive sufficient
conditions for entanglement to give rise to genuine multipartite nonlocality in networks. We find
that any network where the parties are connected by bipartite pure entangled states is genuine
multipartite nonlocal, independently of the amount of entanglement in the shared states and of
the topology of the network. As an application of this result, we also show that all pure genuine
multipartite entangled states are genuine multipartite nonlocal in the sense that measurements can
be found on finitely many copies of any genuine multipartite entangled state to yield a genuine
multipartite nonlocal behaviour. Our results pave the way towards feasible manners of generating
genuine multipartite nonlocality using any connected network.
Correlations between quantum particles may be much
stronger than those between classical particles. Their
applications are manifold: quantum cryptography [1, 2],
randomness extraction, amplification and certification
[3], communication complexity reduction [4], etc., and
the study of these nonlocal correlations has led to the
growing field of device-independent quantum information
processing [5–7] (see also [8]).
A necessary condition to achieve nonlocality is quan-
tum entanglement. Indeed, this is one of the reasons why
entangled states are useful for communication-related
tasks. However, not all entangled states are nonlocal:
from some bipartite entangled states, only local distri-
butions can be extracted [9, 10]. Still, for pure bipar-
tite states, entanglement is also sufficient for nonlocality,
which is the content of Gisin’s theorem [11, 12]. In this
Letter we explore the relationship between entanglement
and nonlocality in the multipartite regime.
While bipartite entanglement and nonlocality have
been well researched in the past three decades, much less
is known about the multipartite case. The study of cor-
relations in quantum multicomponent systems is gain-
ing attention lately together with applications in mul-
tiparty cryptographic protocols [13], the development of
quantum networks [14–22] and the understanding of con-
densed matter physics [23, 24]. Interestingly, the dis-
tribution of certain bipartite entangled states in certain
multipartite networks has been shown to give rise to non-
locality even if the involved states are individually local
[15, 18, 25–28].
Moreover, the multipartite setting has a richer struc-
ture than the bipartite one, as different forms of entan-
glement and nonlocality can be identified. Full separa-
bility (full locality) refers to systems that do not dis-
play any form of entanglement (locality) at all. However,
falsifying these models does not necessarily imply truly
multipartite quantum correlations since spreading them
among two parties is sufficient. Hence, a stronger, gen-
uine multipartite, notion which inextricably relates all
parties together is more often considered. Here, a state
is genuine multipartite entangled (GME) if it is not a ten-
sor product of states of two subsets of parties, M and its
complement M, i.e. of the form |ψ〉 = |ψM 〉 ⊗ |ψM 〉 ,
or a convex combination of such states |ψ〉〈ψ| across
all bipartitions. By analogy, a probability distribution
{P (α1α2...αn|χ1χ2...χn)}α1,...,αn,χ1,...,χn (with input χi
and output αi for party i) which is not of the form
P (α1α2...αn|χ1χ2...χn)
=
∑
M([n]
∑
λ
qM (λ)PM ({αi}i∈M |{χi}i∈M )
× PM ({αi}i∈M |{χi}i∈M ),
(1)
where qM (λ) ≥ 0 ∀λ,M,
∑
λ,M qM (λ) = 1 and [n] :=
{1, ..., n}, is genuine multipartite nonlocal (GMNL) [29–
31], and a state is GMNL if measurements exist which
give rise to a GMNL distribution. The distributions
PM , PM are usually assumed nonsignalling as this cap-
tures most physical situations better than unrestricted
PM , PM [32–39].
In this Letter we show that the nonlocality arising from
networks of bipartite entangled states is a generic prop-
erty and manifests in its strongest form, GMNL. Specifi-
cally, we obtain that any connected network of bipartite
pure entangled states is GMNL. It was already known
that a star network of maximally entangled states is
GMNL [15], but we generalise this result and make it in-
dependent of the amount of entanglement shared as well
as of the network topology. Thus, we show GMNL is an
intrinsic property of networks of pure bipartite entangled
states.
Further, there are known mixed GME states that are
not GMNL [40, 41]—some are even fully local [42]. More-
over, while multipartite entangled pure states are never
fully local [43, 44], it is not known whether Gisin’s the-
orem extends to the genuine multipartite regime. Re-
2cent results in this direction show that, for pure n-qubit
symmetric states [45] and all pure 3-qubit states [46],
GME implies GMNL (at the single-copy level). Our re-
sult above shows that all pure GME states that have the
structure of a network are GMNL; interestingly, we can
further apply this property to establish a second result in
this context: all pure GME states are GMNL in the sense
that measurements can be found on finitely many copies
of any GME state to yield a GMNL behaviour. We thus
tighten the relationship between multipartite entangle-
ment and nonlocality.
Our construction exploits the fact that the set of non-
GME states is not closed under tensor products, i.e.
GME can be superactivated by taking tensor products
of states that are unentangled across different biparti-
tions. Thus, GME can be achieved by distributing bipar-
tite entangled states among different pairs of parties. To
obtain our results, we extend the superactivation prop-
erty [47–49] from the level of states to that of proba-
bility distributions, i.e. GMNL can be superactivated
by taking Cartesian products of probability distributions
that are local across different bipartitions. In fact, when
considering copies of quantum states, we only consider
local measurements performed on each copy separately,
thus pointing at a stronger notion of superactivation to
achieve GMNL.
It is worth clarifying that, when searching for nonlocal-
ity in entangled states, we only consider measurements
performed directly on the state. If local operators can
be applied prior to measurements, states that are entan-
gled but local may display ‘hidden nonlocality’. This has
been studied in Refs. [42, 50–54] and is exploited in [46]
to extend the equivalence of GME and GMNL for three
parties beyond qubits.
Definitions and preliminaries We consider distribu-
tions arising from GME states, and ask whether they
are of the form (1). The set of such distributions forms
a polytope: indeed, the set of local distributions across
each bipartition M |M is a polytope, and taking convex
combinations preserves that structure. We call this n-
partite polytope Bn. We call an inequality∑
αiχi
i∈[n]
cα1...αnχ1,...,χnP (α1...αn|χ1...χn) ≤ c0 (2)
which holds for all distributions P of the form (1) a
GMNL inequality.
We use results from [55] to lift inequalities to account
for more parties, inputs and outputs. It is noteworthy
that they consider the fully local polytope, denoted L,
which only includes distributions
P (αβ|χυ) =
∑
λ
q(λ)PA(α|χ, λ)PB(β|υ, λ) (3)
where each party may have different numbers of inputs
and outputs (more parties may be considered by adding
Figure 1. Connected network of bipartite entanglement. For
each i ∈ [n], party Ai has input xki and output a
k
i on the par-
ticle at edge k. Particles connected by an edge are entangled.
more distributions correlated only by λ). Polytope Bn is
more general as it includes convex combinations of these
distributions, but the lifting results in [55] still hold. In-
deed, to check that an inequality is valid for a polytope,
it is sufficient by convexity to check it holds for the ex-
tremal points. As all extremal points in Bn are extremal
points in some polytope L (splitting the parties in two
as per the bipartition M |M), lifting results for L can be
straightforwardly extended to Bn.
We also use the EPR2 decomposition [56] and its mul-
tipartite extension [57]: any distribution P can be ex-
pressed (nonuniquely) as
P (α1...αn|χ1...χn)
=
∑
M([n]
pML P
M
L (α1...αn|χ1...χn)
+ pNSPNS(α1...αn|χ1...χn)
(4)
where
∑
M([n] p
M
L + pNS = 1, P
M
L is local across M |M
(i.e. satisfies equation (3) with parties grouped as per
M |M), and PNS is nonsignalling. P is GMNL if all such
decompositions have pNS > 0, and fully-GMNL if all
such decompositions have pNS = 1. A state ρ is fully-
GMNL if, for all ε > 0, there exist local measurements
which give rise to a distribution P such that any decom-
position (3) has pNS > 1− ε. Bipartite distributions and
states may be nonlocal or fully-nonlocal [58] analogously.
GMNL from bipartite entanglement Our first result
shows that any connected network of pure bipartite en-
tanglement (see Figure 1) is GMNL.
Theorem 1. Any connected network of bipartite pure
entangled states is GMNL.
3We outline the proof for a Λ network of three par-
ties (i.e. where A1 is entangled to each of A2 and
A3), and leave the general case to [59]. Since it turns
out to be sufficient to consider individual measure-
ments on each party’s different particles (see Figure
1 for the n-partite structure), the shared distribution
P (a11a
2
1, a
1
2, a
2
3|x
1
1x
2
1, x
1
2, x
2
3) takes the form
P1(a
1
1a
1
2|x
1
1x
1
2)P2(a
2
1a
2
3|x
2
1x
2
3) (5)
where parties Ai, Aj are connected by edge k (notice
that we label vertices and edges independently), and
Pk(a
k
i a
k
j |x
k
i x
k
j ) is the distribution arising from the state
at edge k. Depending on whether or not the shared
states are maximally entangled, the distributions P1,2
will be different, therefore the proof considers three pos-
sible cases.
If both states are less-than-maximally entangled, we
derive an inequality that detects GMNL and find mea-
surements on the shared states to violate it. To construct
the inequality, we take bipartite inequalities between A1
and each of the other parties, lift them to three parties
and then combine them, using Refs. [55, 60], to obtain
the following GMNL inequality:
I3 = I
1 + I2 + P (00, 0, 0|00, 0, 0)
−
∑
a2
1
=0,1
P (0a21, 0, 0|00, 0, 0)
−
∑
a1
1
=0,1
P (a110, 0, 0|00, 0, 0) ≤ 0 .
(6)
Here,
I1 =
∑
a2
1
=0,1
(
P (0a21, 0, 0|00, 0, 0)− P (0a
2
1, 1, 0|00, 1, 0)
− P (1a21, 0, 0|10, 0, 0)− P (0a
2
1, 0, 0|10, 10, 0)
)
≤ 0;
(7)
I2 =
∑
a1
1
=0,1
(
P (a110, 0, 0|00, 0, 0)− P (a
1
10, 0, 1|00, 0, 1)
− P (a111, 0, 0|01, 0, 0)− P (a
1
10, 0, 0|01, 0, 1)
)
≤ 0
(8)
are liftings of
I = P (00|00)−P (01|01)−P (10|10)−P (00|11)≤ 0 (9)
to three parties with A1 having 4 inputs and 4 outputs.
Inequality (9) is equivalent to the CHSH inequality [61]
for nonsignalling distributions [60]. Thus, inequalities
(7), (8) are satisfied by distributions that are local across
A1|A2 and A1|A3 respectively. To see that equation (6)
is a GMNL inequality it is sufficient to check it holds for
distributions that are local across some bipartition. This
is straightforwardly done by observing the cancellations
that occur when either I1 and/or I2 are ≤ 0.
Since both states are less-than-maximally entangled,
A1 can satisfy Hardy’s paradox [62, 63] with each other
party, achieving
Pk(00|00) > 0 = Pk(01|01) = Pk(10|10) = Pk(00|11)
(10)
for both k (the proof for qubits in [62, 63] can be extended
to qudits by measuring on a 2-dimensional subspace, see
[59]). Then, each negative term in I1 and I2 is zero, as∑
a2
1
=0,1
P (0a21, 1, 0|00, 1, 0) = P1(01|01)
∑
a2
1
=0,1
P2(a
2
10|00)
(11)
and similarly for the others. Hence, only
P (00, 0, 0|00, 0, 0) = P1(00|00)P2(00|00) > 0 (12)
survives, violating the inequality.
The case where both states are maximally entangled
was proven in Refs. [15, 57].
Finally, if A1 shares a maximally entangled state with
A2, and a less-than-maximally entangled state with A3,
then A1A3 can choose measurements so that P2 satisfies
Hardy’s paradox, so that there exists ε > 0 such that its
local component in any EPR2 decomposition satisfies
pL,2 ≤ 1− ε. (13)
Since the maximally entangled state is fully-nonlocal [64],
for this ε, A1A2 can choose measurements such that any
EPR2 decomposition of P1 satisfies
pL,1 < ε. (14)
Then, we assume for a contradiction that
P (a11a
2
1, a
1
2, a
2
3|x
1
1x
2
1, x
1
2, x
2
3) is not GMNL and decompose
it in its bipartite splittings,
P (a11a
2
1,a
1
2, a
2
3|x
1
1x
2
1, x
1
2, x
2
3)
=
∑
λ
(
pL(λ)PA1A2(a
1
1a
2
1, a
1
2|x
1
1x
2
1, x
1
2, λ)PA3 (a
2
3|x
2
3, λ)
+ qL(λ)PA1A3(a
1
1a
2
1, a
2
3|x
1
1x
2
1, x
2
3, λ)PA2(a
1
2|x
1
2, λ)
+rL(λ)PA1(a
1
1a
2
1|x
1
1x
2
1, λ)PA2A3(a
1
2, a
2
3|x
1
2, x
2
3, λ)
)
(15)
where
∑
λ (pL(λ) + qL(λ) + rL(λ)) = 1.
Summing equation (15) over a21, a
2
3 and using equa-
tion (5), we get an EPR2 decomposition of P1 with
local components qL, rL. By equation (26), this entails∑
λ (qL(λ) + rL(λ)) < ε, so∑
λ
pL(λ) > 1− ε. (16)
Summing, instead, equation (15) over a11, a
1
2, we obtain
an EPR2 decomposition of P2 whose only nonnegligible
component,
∑
λ pL(λ), is local in A1|A3, contradicting
equation (24). Therefore, P must be GMNL.
4Figure 2. Element i ∈ [n − 1] of the star network of bi-
partite entanglement created from a GME state |Ψ〉 . Parties
{Bj}j∈[n−1],j 6=i have already measured |Ψ〉 and are left unen-
tangled. Alice and party Bi share a pure bipartite entangled
state. Alice has input xi and output ai while each party Bj ,
j ∈ [n− 1], has input yij and output b
i
j .
GMNL from GME By Theorem 1, a star network
where the central node shares pure entanglement with all
others is GMNL. We now address the question of whether
all GME states are GMNL (i.e. the genuine multipartite
extension of Gisin’s theorem). We show (n − 1) copies
of any pure GME n-partite state are enough to generate
n-partite GMNL. We do this by generating a distribution
from these copies that mimics the star network configu-
ration.
Theorem 2. Any GME state |Ψ〉 ∈ H1 ⊗ ... ⊗ Hn ∼=
(Cd)⊗n is such that |Ψ〉⊗(n−1) is GMNL.
The full proof is given in [59], and we presently out-
line the tripartite case. Hence, we must consider two
copies of the state. For each copy, we derive measure-
ments for Bob1 and Bob2 that leave Alice bipartitely en-
tangled with Bob2 and Bob1 respectively. This yields a
network as in equation (5) but post-selected on the inputs
and outputs of these measurements. We thus generalise
Theorem 1 to show this network is also GMNL.
For i, j = 1, 2, on copy i, Bj ’s measurements have input
yij and output b
i
j and Alice’s measurement has input xi
and output ai. We denote B
′
js inputs and outputs in
terms of their digits as υj = y
1
j y
2
j and βj = b
1
jb
2
j . Then,
after measurement, the parties share a distribution
P (αβ1β2|χυ1υ2)
= P1(a1, b
1
1b
1
2|x1, y
1
1y
1
2)P2(a2, b
2
1b
2
2|x2, y
2
1y
2
2) .
(17)
We assume, for each i, j = 1, 2, i 6= j, that Bj uses
input 0ij and output 0
i
j to project the ith copy of |Ψ〉
onto |φi〉ABi , as shown in Figure 2 for n parties. Then,
Refs. [43, 44] and a continuity argument serve to show
that we only have two possibilities for each i : either
there exists an input and output per party such that
|φi〉ABi is less-than-maximally entangled, or there exists
an input per party such that, for all outputs, |φi〉ABi
is maximally entangled. In each case we generalise the
proof in Theorem 1 to show |Ψ〉⊗2 is GMNL.
If both |φi〉ABi , i = 1, 2 are less-than-maximally entan-
gled, we use the following expression, which is a GMNL
inequality by the same reasoning as in Theorem 1:
I3 =
2∑
i=1
Ii + P (00, 00, 00|00, 00, 00)
−
2∑
i=1
∑
aj ,b
j
i
,
bj
j
=0,1,
j 6=i
P (0iaj , 0
i
ib
j
i , 0
i
jb
j
j |0i0j , 0
i
i0
j
i , 0
i
j0
j
j) ≤ 0,
(18)
where
Ii =
∑
aj ,b
j
i
,bj
j
=0,1,
j 6=i
(
P (0iaj , 0
i
ib
j
i , 0
i
jb
j
j |0i0j , 0
i
i0
j
i , 0
i
j0
j
j)
− P (0iaj , 1
i
ib
j
i , 0
i
jb
j
j |0i0j , 1
i
i0
j
i , 0
i
j0
j
j)
− P (1iaj , 0
i
ib
j
i , 0
i
jb
j
j |1i0j , 0
i
i0
j
i , 0
i
j0
j
j)
−P (0iaj , 0
i
ib
j
i , 0
i
jb
j
j |1i0j , 1
i
i0
j
i , 0
i
j0
j
j)
)
.
(19)
Evaluating the inequality on the distribution (39), we
find again that all negative terms in each Ii can be sent
to zero. For each i we get, for example,∑
aj ,b
j
i
,bj
j
=0,1
P (0iaj , 1
i
ib
j
i , 0
i
jb
j
j |0i0j , 1
i
i0
j
i , 0
i
j0
j
j)
= Pi(0i1
i
i0
i
j|0i1
i
i0
i
j)
(20)
as the sum over Pj is 1. But, conditioned on Bj ’s input
and output being 0ij, parties ABi can measure so that
Pi satisfies Hardy’s paradox, so this term is zero, and
similarly for the other two negative terms. This means
all terms in I3 are zero except P (00, 00, 00|00, 00, 00)> 0,
so the inequality is violated. Therefore, |Ψ〉⊗2 is GMNL.
If, for both i = 1, 2, there exists a local measurement
for party Bj , j 6= i such that, for all outputs, |Ψ〉 is
projected onto a maximally entangled state |φi〉ABi , then
|Ψ〉 satisfies Theorem 2 in [57], so |Ψ〉 itself is GMNL.
Therefore so is |Ψ〉⊗2 .
Finally, if |φ1〉AB1 is maximally entangled for all ofB2’s
outputs, and |φ2〉AB2 is less-than-maximally entangled,
we can use Refs. [43, 57] to deduce that the bipartite
EPR2 components of the distributions P1,2 across A|B1,2
respectively have the same bounds as in Theorem 1. That
is, there exists ε > 0 such that the local component of
5any EPR2 decomposition across A|B2 satisfies
p
A|B2
L,2 ≤ 1− ε (21)
and, given this ε, parties AB1 can measure locally such
that all bipartite EPR2 decompositions across A|B1 have
a local component
p
A|B1
L,1 < ε. (22)
Then, we assume P (αβ1β2|χυ1υ2) is not GMNL and
decompose it in local terms across different bipartitions,
like in equation (15) in Theorem 1. Summing over a2, b
2
j ,
j = 1, 2 gives an EPR2 decomposition of P1 whose local
components can be bounded using equation (22). Sum-
ming over a1, b
1
j , j = 1, 2 instead gives an EPR2 decom-
position of P2. But the bound on the local component
of P1 entails a bound on that of P2 which contradicts
equation (21), proving that P is GMNL.
Conclusions We have shown that GMNL can be ob-
tained from the distribution of arbitrary pure bipartite
entanglement, which paves the way towards a feasible
way of generating GMNL from any kind of network. In
fact, our results imply that, given a set of nodes, it is
sufficient to distribute entanglement in the form of a tree
to observe GMNL. In practical applications, the entan-
glement shared by the nodes would unavoidably degrade
to mixed-state form. By continuity, the GMNL in the
networks of pure bipartite entanglement considered here
must be robust to some noise. To quantify this tolerance
is interesting for future work.
Further, we have shown that a tensor product of
finitely many GME states is always GMNL. The question
of whether all single-copy pure GME states are GMNL
remains open.
Very recently, Ref. [65] proposed the concept of “gen-
uine network entanglement”, a stricter notion than GME
which rules out states which are a tensor product of non-
GME states. One might hope that states that are GME
but not genuine network entangled might be detected
device-independently by not passing GMNL tests. How-
ever, our results show this will not work. Any distribu-
tion of pure bipartite states, even with arbitrarily weak
entanglement, always displays GMNL as long as all par-
ties are connected. This further motivates searching for
an analogous concept of genuine network nonlocality that
may detect genuine network entanglement.
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Supplemental material
We prove Theorems 1 and 2 in the main text. For the reader’s convenience, we also restate some definitions and
the results.
We say a probability distribution {P (α1α2...αn|χ1χ2...χn)}α1,...,αn,χ1,...,χn (with input χi and output αi for party
i) is genuine multipartite nonlocal (GMNL) if it cannot be written in the form
P (α1α2...αn|χ1χ2...χn) =
∑
M
∑
λ
qM (λ)PM ({αi}i∈M |{χi}i∈M , λ)PM ({αi}i∈M |{χi}i∈M , λ), (1)
where here and in the rest of the paper we take ∅ 6= M ( [n], and we ignore duplicate bipartitions (e.g. by assuming
M always contains party A1), qM (λ) ≥ 0 for each λ,M,
∑
λ,M qM (λ) = 1 and the distributions PM , PM on each
bipartition are nonsignalling. We will use the notation [n] := {1, ..., n} throughout. A state is GMNL if there exist
measurements which give rise to a distribution that cannot be written as (1).
Given an inequality ∑
αiχi
i∈[n]
cα1...αnχ1,...,χnP (α1...αn|χ1...χn) ≤ c0 (2)
which holds for all distributions P of the form (1), we refer to it as a GMNL inequality. The set of points
P (α1...αn|χ1..χn) which satisfy it with equality is a face of the polytope Bn of n-partite distributions (1). In-
equalities are said to support faces of the polytope. Faces F 6= Bn of maximal dimension are facets, and inequalities
which support facets are called facet inequalities.
The multipartite EPR2 decomposition [56, 57] of a probability distribution P is
P (α1...αn|χ1...χn)
=
∑
M
pML P
M
L (α1...αn|χ1...χn) + pNSPNS(α1...αn|χ1...χn),
(3)
where pML ≥ 0 for every M, pNS ≥ 0 and ∑
M
pML + pNS = 1, (4)
PML is local across the bipartition M |M, and PNS is nonsignalling. We are interested in decompositions which
maximise the local EPR2 components, in order to deduce properties about the distributions. For a distribution P, we
define
EPR2(P ) = max
{∑
M
pML : P =
∑
M
pML P
M
L + pNSPNS ,
∑
M
pML + pNS = 1
}
(5)
and, for a state ρ, we define (with a slight abuse of notation)
EPR2(ρ) = inf
{
EPR2(P ) : P = tr
(
n⊗
i=1
Eiαi|χiρ
)}
, (6)
where the infimum is taken over local measurements Eiαi|χi on each particle such that
Eiαi|χi < 0 ∀αi, χi,
∑
αi
Eiαi|χi = 1 ∀χi, ∀i ∈ [n], (7)
with any number of inputs and outputs. Then, a distribution P or a state ρ are GMNL if EPR2(·) < 1, while they are
fully-GMNL if EPR2(·) = 0. When considering bipartite distributions and states, the analogous property is termed
full-nonlocality. Notice that the optimisation for probability distributions yields a maximum since the number of
inputs and outputs is fixed. Instead, the optimisation for a state may involve measurements with an arbitrarily large
number of inputs or outputs, as is the case for the maximally entangled state [64]. In this work, the number of inputs
and outputs is always finite, and this will become relevant when bounding the EPR2 components of distributions
arising from maximally entangled states in Theorems 1 and 2.
7GMNL from bipartite entanglement
Theorem 1. Any connected network of bipartite pure entangled states is GMNL.
Proof. We consider the network as a connected graph where vertices are parties and edges are states. The graph is
such that, at each vertex, there is one particle for every incident edge [66]. We label the edges as k = 1, ..., |E| (where
|E| is the number of edges of the graph) and the parties as A1, ..., An. Since it will be enough to consider individual
measurements on each particle, we denote the input and output of party Ai at edge k as x
k
i , a
k
i respectively. We group
the inputs and outputs of each party as χi = {x
k
i }k∈Ei , αi = {a
k
i }k∈Ei where Ei is the set of edges incident to vertex
i. Then, the shared distribution is of the form
P (α1, ..., αn|χ1, ..., χn) =
|E|∏
k=1
Pk(a
k
i a
k
j |x
k
i x
k
j ), (8)
where parties Ai, Aj are connected by edge k (notice that we label vertices and edges independently), and
Pk(a
k
i a
k
j |x
k
i x
k
j ) is the distribution arising from the state at edge k. It will be sufficient to consider tree graphs,
i.e. such that every pair of vertices (parties) is connected by exactly one path of edges. If the given graph is not a
tree, any extra edges can be ignored.
Depending on the nature of the shared states, we consider three cases:
(i) every shared state is less-than-maximally entangled;
(ii) every shared state is maximally entangled;
(iii) some shared states are maximally entangled, some are not.
Case (i): if all states are less-than-maximally entangled, we prove the result by deriving an inequality that detects
GMNL and finding measurements on the shared states to violate it. To derive the inequality, we will find bipartite
inequalities that can be violated by the state at each edge k, lift them to more inputs, outputs and parties using the
techniques in Ref. [55] and combine them to obtain a GMNL inequality using tools in Ref. [60]. We will consider
2-input 2-output measurements on each particle. Thus, the global distribution will have 2|Ei| inputs and outputs for
each party Ai.
We start from the inequality
I = P (00|00)− P (01|01)− P (10|10)− P (00|11) ≤ 0, (9)
which is a facet inequality equivalent to the CHSH inequality [61] for nonsignalling distributions [60]. This inequality
detects any bipartite nonlocality present in any bipartition that splits the parties connected by edge k [60]. To lift
it to n parties, each with 2|Ei| inputs and outputs (see Ref. [55]), we must set the inputs and outputs of the parties
that are not connected by edge k to a fixed value (0, wlog). For the parties i that are connected by edge k, any extra
inputs other than xki = 0
k
i , 1
k
i can be ignored. Outputs must be grouped, by summing over some of their digits, in
order to get an effective 2-output distribution. It will be convenient to add over the output components ak¯i that do
not correspond to edge k, varying only the digit aki = 0
k
i , 1
k
i . Thus, we obtain the following n-partite inequality at
each edge k :
Ik =
∑
−→a k¯
i
,−→a k¯
j
(
P
(
0ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯)− P (0ki−→a k¯i , 1kj−→a k¯j ,−→0 i¯,j¯∣∣∣ 0ki 0k¯i , 1kj 0k¯j ,−→0 i¯,j¯)
−P
(
1ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 1ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯)− P (0ki−→a k¯i , 0kj−→a k¯j ,−→0 i¯,j¯∣∣∣ 1ki 0k¯i , 1kj 0k¯j ,−→0 i¯,j¯)) ≤ 0,
(10)
where the sum is over each binary digit ak¯i , a
k¯
j of the outputs of parties i, j (which are connected by edge k), except
digits aki , a
k
j which are fixed to 0 or 1 in each term. The term
−→
0 i¯,j¯ denotes input or output 0 for all components of
all parties that are not i, j. Thus, each inequality Ik detects the bipartite nonlocality present in the distribution P
across any bipartition that splits the parties connected by edge k. In the particular case of the distribution (8), it tells
whether the component Pk is nonlocal.
Now, we can combine the inequalities Ik to form a GMNL inequality:
In =
|E|∑
k=1
Ik + P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )−
|E|∑
k=1
∑
−→a k¯
i
,−→a k¯
j
P
(
0ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯) ≤ 0 . (11)
8To show that this is indeed a GMNL inequality, we must show that it holds for any distribution P that is local across
some bipartition. A bipartition of the network defines a cut of the graph. Because the graph is assumed connected,
for every cut there exists an edge k0 which crosses the cut. Therefore, if P is local across a bipartition which is crossed
by edge k0, then by Ref. [60] we have
Ik0 ≤ 0. (12)
Hence,
In ≤
|E|∑
k=1
k 6=k0
Ik + P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )−
|E|∑
k=1
∑
−→a k¯
i
,−→a k¯
j
P
(
0ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯) . (13)
For each k 6= k0, the only nonnegative term gets subtracted in the final summation. The term P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ) then
cancels out with the first term in the final summation for k = k0, leaving only negative terms in the expression as
required.
To complete the proof, we find local measurements for each party to violate inequality (11). Since all shared states
are nonseparable and less-than-maximally entangled, the parties can choose local measurements on each particle such
that all resulting distributions satisfy Hardy’s paradox [62, 63]:
Pk(00|00) > 0 = Pk(01|01) = Pk(10|10) = Pk(00|11) (14)
for each k = 1, ..., |E|. This was proven for qubits in Refs. [62, 63], and we show the extension to any local dimension
in Proposition 1 below. Because the distribution is of the form (8), each term in each inequality (10) simplifies
significantly. For example, the second term gives∑
−→a k¯
i
,−→a k¯
j
P
(
0ki
−→a k¯i , 1
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 1kj 0k¯j ,−→0 i¯,j¯)
= Pk(0
k
i 1
k
j |0
k
i 1
k
j )
∏
ℓ
∑
aℓ
i
Pℓ(a
ℓ
i0
ℓ
j′ |0
ℓ
i0
ℓ
j′)
∏
ℓ′
∑
aℓ
′
j
Pℓ(0
ℓ′
i′a
ℓ′
j |0
ℓ′
i′ 0
ℓ′
j )
∏
m
Pm(0
m
i′ 0
m
j′ |0
m
i′ 0
m
j′ )
= Pk(0
k
i 1
k
j |0
k
i 1
k
j ) pk ,
(15)
where edges ℓ connect party i to party j′ 6= j,, edges ℓ′ connect party j to party i′ 6= i, and edges m connect parties
i′ and j′ where i′, j′ 6= i, j. (Depending on the structure of the graph, there may be no edges ℓ, ℓ′ or m for a given
pair of parties i, j, but that does not affect the proof.)
The product of the terms Pℓ, Pℓ′ and Pm will give a number pk. This is similar for the third and fourth terms,
which factorise to
Pk(1
k
i 0
k
j |1
k
i 0
k
j ) pk,
Pk(0
k
i 0
k
j |1
k
i 1
k
j ) pk
(16)
respectively. The first term of each Ik cancels out with the last summation in In, and the only term that remains is
P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ) =
|E|∏
k=1
Pk(0
k
i 0
k
j |0
k
i 0
k
j ). (17)
Since Pk satisfies Hardy’s paradox for every k, then the components of each Pk appearing in equations (15), (16)
are all zero, while the only surviving term, P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ), is strictly greater than zero. Thus, the inequality In is
violated, showing that P is GMNL.
Case (ii): for every bipartition, there is an edge that crosses the corresponding cut, and each of these edges already
contains a maximally entangled state. Therefore, the present network meets the requirements of Theorem 2 in [57],
so the network is GMNL—in fact it is fully-GMNL.
Case (iii): assume wlog that each edge k = 1, ...,K contains a less-than-maximally entangled state, while each
edge k = K + 1, ..., |E| contains a maximally entangled state. Let
P = PHP+ (18)
9where
PH({a
k
i }k≤K,i∈[n]|{x
k
i }k≤K,i∈[n]) =
K∏
k=1
Pk(a
k
i a
k
j |x
k
i x
k
j ),
P+({a
k
i }k>K,i∈[n]|{x
k
i }k>K,i∈[n]) =
|E|∏
k=K+1
Pk(a
k
i a
k
j |x
k
i x
k
j )
(19)
where, on the right-hand side, parties i, j are connected by edge k. For k = 1, ...,K, terms Pk satisfy Hardy’s paradox
(equation (14)), as they arise from the measurements performed in Case (i). For k = K+1, ..., |E|, the terms Pk arise
from measurements on the maximally entangled state to be specified later. We now classify bipartitions depending
on whether or not they are crossed by an edge k ≤ K or k > K : let S≤K be the set of bipartitions M |M (indexed
by M) which are crossed by an edge k ≤ K, and T≤K be its complement, i.e. the set of bipartitions which are not
crossed by an edge k ≤ K. Similarly, S>K (respectively, T>K) is the set of bipartitions which are (not) crossed by an
edge k > K.
Let IkH be an inequality detecting nonlocality on edge k, for the distribution PH . That is, I
k
H is as in equation
(10) but where the sum over −→a k¯i ,
−→a k¯j concerns only the components of parties Ai, Aj that belong only to edges
k′ ≤ K, k′ 6= k. Then, consider the following functional acting on distributions of the form of PH :
IH =
K∑
k=1
IkH + P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )−
K∑
k=1
∑
−→a k¯
i
,−→a k¯
j
P
(
0ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯) . (20)
Again, the summation in the last term concerns only components that belong to edges k′ ≤ K, k′ 6= k. We claim that
the functional IH is nonpositive for any distribution P that is local across a bipartition of type S≤K , i.e. one that is
crossed by an edge k0 ≤ K. The reasoning is similar to that in Case (i): if P is local across a bipartition crossed by
an edge k0 ≤ K, then I
k0
H ≤ 0 will be satisfied, and so
IH ≤
K∑
k=1
k 6=k0
IkH + P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )−
K∑
k=1
∑
−→a k¯
i
,−→a k¯
j
P
(
0ki
−→a k¯i , 0
k
j
−→a k¯j ,
−→
0 i¯,j¯
∣∣∣ 0ki 0k¯i , 0kj 0k¯j ,−→0 i¯,j¯) . (21)
Now, for each k 6= k0, the only nonnegative term gets subtracted in the final summation. The term P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )
then cancels out with the first term in the final summation for k = k0, leaving only negative terms in the expression
as required.
We now show that, for P = PH , we have IH > 0. Indeed, the terms in I
k
H simplify in a similar manner to Case (i).
Then, since each Pk, k ≤ K satisfies Hardy’s paradox, the second, third and fourth terms in each I
k
H are zero, the
first cancels out with the last summation, and the only surviving term is
P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ) =
K∏
k=1
Pk(0
k
i 0
k
j |0
k
i 0
k
j ) > 0. (22)
This means that there exists an ε > 0 such that, for any EPR2 decomposition of PH ,
PH =
∑
M
pML,HP
M
L,H + pNS,HPNS,H , (23)
we have that the terms where PML,H is local across a bipartition such that M ∈ S≤K satisfy∑
M∈S≤K
pML,H ≤ 1− ε. (24)
Also, it can be deduced from Ref. [57] that, given the ε above, the parties can choose suitable measurements such
that P+ is fully-nonlocal across all bipartitions S>K . That is, any multipartite EPR2 decomposition of P+,
P+ =
∑
M
pML,+P
M
L,+ + pNS,+PNS,+, (25)
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is such that the terms where PML,+ is local across a bipartition such that M ∈ S>K satisfy∑
M∈S>K
pML,+ < ε. (26)
To prove that the global distribution P is GMNL, as is our goal, we assume the converse, and we derive a contra-
diction from the nonlocality properties of PH and P+. Assuming P is not GMNL, we can express the distribution
as
P =
∑
λ,M
pML (λ)PM ({αi}i∈M |{χi}i∈M , λ)PM ({αi}i∈M |{χi}i∈M , λ), (27)
where pML (λ) are nonegative numbers for every M,λ such that∑
λ,M
pML (λ) = 1, (28)
for each αi, χi, i = 1, ..., n.
Then, summing over the output components aki for all k ≤ K and all i, we get P+ on the left-hand side, from
equation (18). On the right-hand side, we get two types of terms (depending on the type of bipartition) that turn out
to form an EPR2 decomposition of P+ [67]. Indeed, the local terms are given by bipartitions such that M ∈ S>K ,
while the nonlocal terms are given by bipartitions such thatM ∈ T>K (since all terms are nonsignalling). By equation
(26), the choice of measurements on the particles involved in P+ ensures that∑
λ,M∈S>K
pML (λ) < ε, (29)
while ∑
λ,M∈T>K
pML (λ) > 1− ε. (30)
If, instead, we sum over the output components aki for all k > K and all i, we get PH on the left-hand side, from
equation (18). On the right-hand side, by similar reasoning we find an EPR2 decomposition of PH . This time, S≤K
will give the local terms and T≤K will give the nonlocal terms. By equation (24), we have∑
λ,M∈S≤K
pML (λ) ≤ 1− ε. (31)
Now, since the graph is connected, if a bipartition is not crossed by an edge k > K, then it must be crossed by an edge
k ≤ K. That is, T>K ⊆ S≤K . This means that equation (31) also holds if the sum is over T>K , but this contradicts
equation (30). Therefore, the distribution P must be GMNL.
In Theorem 1 we assumed that all less-than-maximally entangled states satisfy Hardy’s paradox. This is shown for
qubits in [63], and we now extend the proof to any dimension.
Proposition 1. Let |ψ〉 ∈ HA ⊗ HB ∼=
(
Cd
)⊗2
be a nonseparable and less-than-maximally entangled pure state .
Then, |ψ〉 satisfies Hardy’s paradox.
Proof. Let |ψ〉 be as in the statement of the Proposition. We present 2-input, 2-output measurements for |ψ〉 to
generate a distribution which satisfies Hardy’s paradox [62, 63] using tools from Ref. [60].
Consider the Schmidt decomposition
|ψ〉 =
d−1∑
i=0
λ
1/2
i |ii〉 (32)
and assume the coefficients are ordered such that 0 6= λ0 6= λ1 6= 0, which is always possible if the state is nonseparable
and less-than-maximally entangled. Wlog assume the Schmidt basis of the state is the canonical basis. Let α ∈]0, π/2[
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and δ ∈ R and consider the dual vectors
〈
e0|0
∣∣ = cosα 〈0|+ eiδ sinα 〈1|〈
e1|1
∣∣ = λ0 cosα 〈0|+ λ1eiδ sinα 〈1|〈
f0|0
∣∣ = λ3/21 eiδ sinα 〈0| − λ3/20 cosα 〈1|〈
f1|1
∣∣ = λ1/21 eiδ sinα 〈0| − λ1/20 cosα 〈1|
(33)
(one can write the projectors in the Schmidt basis of the state instead of assuming the state decomposes into the
canonical basis). Define the measurements Ea|x for Alice, with input x and output a, and Fb|y for Bob, with input y
and output b, given by
E0|0 =
∣∣e0|0〉〈e0|0∣∣
E1|0 ∝
∣∣e0|0〉〈e0|0∣∣⊥ ⊕ 12,...,d−1
E0|1 ∝
∣∣e1|1〉〈e1|1∣∣⊥
E1|1 ∝
∣∣e1|1〉〈e1|1∣∣⊕ 12,...,d−1
F0|0 ∝
∣∣f0|0〉〈f0|0∣∣
F1|0 ∝
∣∣f0|0〉〈f0|0∣∣⊥ ⊕ 12,...,d−1
F0|1 ∝
∣∣f1|1〉〈f1|1∣∣⊥ ⊕ 12,...,d−1
F1|1 ∝
∣∣f1|1〉〈f1|1∣∣
(34)
where
∣∣e0|0〉〈e0|0∣∣⊥ denotes the density matrix corresponding to the vector orthogonal to ∣∣e0|0〉 when restricted to the
subspace spanned by {|0〉 , |1〉}, and 12,...,d−1 is the identity operator on the subspace spanned by {|i〉}
d−1
i=2 , for either
Alice or Bob. Note that, since we are only interested in whether some probabilities are equal or different from zero,
normalisation will not play a role.
We now show that the distribution given by
P (ab|xy) = tr
(
Ea|x ⊗ Fb|y |ψ〉〈ψ|
)
(35)
satisfies Hardy’s paradox. Indeed, because of the probabilities considered and the form of the measurements, only the
terms in i = 0, 1 contribute to the probabilities that appear in Hardy’s paradox, therefore
P (01|01) ∝
∣∣∣∣∣
1∑
i=0
λ
1/2
i
(〈
e0|0
∣∣⊗ 〈f1|1∣∣) |ii〉
∣∣∣∣∣
2
= 0
P (10|10) ∝
∣∣∣∣∣
1∑
i=0
λ
1/2
i
(〈
e1|1
∣∣⊗ 〈f0|0∣∣) |ii〉
∣∣∣∣∣
2
= 0
P (00|11) ∝
∣∣∣∣∣
1∑
i=0
λ
1/2
i
(〈
e0|1
∣∣⊗ 〈f0|1∣∣) |ii〉
∣∣∣∣∣
2
= 0.
(36)
For P (00|00), we find
P (00|00) ∝
∣∣∣∣∣
1∑
i=0
λ
1/2
i
(〈
e0|0
∣∣⊗ 〈f0|0∣∣) |ii〉
∣∣∣∣∣
2
=
∣∣∣eiδ sinα cosαλ1/20 λ1/21 (λ1 − λ0)∣∣∣2 ,
(37)
which is strictly greater than zero when α ∈]0, π/2[ and 0 6= λ0 6= λ1 6= 0, like we assumed. This proves the claim.
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GMNL from GME
We fix some notation that we will use in Theorem 2. The result considers a GME state |Ψ〉 ∈ HA⊗HB1 ...⊗HBn−1
∼=
(Cd)⊗n, n−1 copies of which are shared between n parties A,B1, ..., Bn−1. Each party measures locally on each particle,
like in Theorem 1. We denote Alice’s input and output, respectively, as χ ≡ x1...xn−1, α ≡ a1...an−1 in terms of the
digits xi, ai corresponding to each particle i ∈ [n − 1]. We let the measurement made by party Bj on copy i have
input yij and output b
i
j , where i, j = 1, ..., n−1, and for each j we denote υj = y
1
j ...y
n−1
j and βj = b
1
j ...b
n−1
j digit-wise.
Then, after measurement, the parties share a distribution
{P (αβ1...βn−1|χυ1...υn−1)}α,β1...βn−1
χ,υ1...υn−1
. (38)
Because we are considering local measurements made on each particle, this distribution is of the form
P (αβ1...βn−1|χυ1...υn−1) =
n−1∏
i=1
Pi(aib
i
1...b
i
n−1|xiy
i
1...y
i
n−1), (39)
where each Pi is the distribution arising from copy i of the state |Ψ〉 . As advanced in the main text, each copy i
of the state |Ψ〉 will give an edge of a star network connecting Alice and party Bi. Because of the structure of this
particular network, we can simplify the notation with respect to Theorem 1 and identify the index of each party Bi
with its corresponding edge i.
Theorem 2. Any GME state |Ψ〉 ∈ HA ⊗HB1 ...⊗HBn−1 ∼= (C
d)⊗n is such that |Ψ〉⊗(n−1) is GMNL.
Proof. For each copy i = 1, ..., n− 1 of the state |Ψ〉 , we will find measurements for parties {Bj}j 6=i that leave Alice
and party Bi with a bipartite entangled state. This will yield a network in a similar configuration to Theorem 1 for a
star network, but conditionalised on the inputs and outputs of these measurements. We will generalise the result of
Theorem 1 as it applies to a star network to show that this network is also GMNL.
Let i ∈ [n − 1] and consider the ith copy of |Ψ〉 . Suppose each party Bj , j 6= i, performs a local, projective
measurement onto a basis {|bj〉}
d−1
bj=0
.We pick the computational basis on each party’s Hilbert space to be such that the
measurement performed by the parties Bj , j 6= i, leave Alice and Bi in state |φ−→b 〉ABi , where
−→
b = b1...bi−1bi+1...bn−1
denotes the output obtained by the parties Bj , j 6= i (we briefly omit the script i referring to the copy of the state,
for readability). This means that we can write the state |Ψ〉 as
|Ψ〉 =
∑
−→
b
λ−→
b
∣∣φ−→
b
〉
ABi
∣∣∣−→b 〉
B1...Bi−1Bi+1...Bn−1.
(40)
Ref. [43], whose proof was completed in Ref. [44], showed that there always exist measurements (i.e. bases) {|bj〉}
d−1
bj=0
such that
∣∣φ−→
b
〉
ABi
is entangled for a certain output
−→
b . We now show that this opens up only two possibilities for each
i: either there exists an output such that
∣∣φ−→
b
〉
ABi
is less-than-maximally entangled, or for all outputs
−→
b ,
∣∣φ−→
b
〉
ABi
is
maximally entangled. Indeed, the only option left to discard is one where, for some
−→
b =
−→
b∗ ,
∣∣∣φ−→
b∗
〉
ABi
is maximally
entangled, and for some other
−→
b =
−→
b∗∗,
∣∣∣φ−→
b∗∗
〉
ABi
is separable. But it is easy to see, by using a continuity argument,
that in this case the bases {|bj〉}
d−1
bj=0
can be modified so that there exists one output for which ABi are projected
onto a less-than-maximally entangled state: it suffices to consider one (normalised) element of the measurement basis
to be c0
∣∣b∗j〉+ c1 ∣∣b∗∗j 〉 for some values c0, c1 ∈ C, for each j.
Therefore, we consider the following cases:
(i) for all i ∈ [n− 1], there exists an input and output for each Bj , j 6= i such that |φi〉ABi is less-than-maximally
entangled;
(ii) for all i ∈ [n − 1], there exists an input for each Bj , j 6= i such that |φi〉ABi is maximally entangled for all
outputs;
(iii) there exist i, k ∈ [n− 1] such that |φi〉ABi is as in Case (ii) and |φk〉ABk is as in Case (i).
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Case (i): let i ∈ [n− 1]. Suppose parties {Bj}j 6=i perform the measurements explained above that leave Alice and Bi
less-than-maximally entangled. Then, Alice and Bi can perform local measurements on the resulting state to satisfy
Hardy’s paradox. We will modify the inequality in Theorem 1 and show that these measurements on |Ψ〉⊗(n−1) give
a distribution which violates the inequality.
To modify the inequality in Theorem 1, we import the same strategy to lift inequality (9) to n parties, each with
2n−1 inputs and outputs. We want IABi to detect bipartite nonlocality between Alice’s ith particle and Bi’s ith
particle, that is, nonlocality in aib
i
i|xiy
i
i. Therefore, for each i we now need to fix all other inputs xj , y
j
i , y
j
j and add
over all other outputs aj , b
j
i , b
j
j , j 6= i, so that
IABi =
∑
ai¯,b
i¯
i
,bi¯
i¯
=0,1
(
P (0iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |0i0i¯ , 0
i
i0
i¯
i , 0
i
i¯0
i¯
i¯)− P (0iai¯ , 1
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |0i0i¯ , 1
i
i0
i¯
i , 0
i
i¯0
i¯
i¯)
−P (1iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |1i0i¯ , 0
i
i0
i¯
i , 0
i
i¯0
i¯
i¯)− P (0iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |1i0i¯ , 1
i
i0
i¯
i , 0
i
i¯0
i¯
i¯)
)
,
(41)
where the outputs in the first term are denoted as follows: 0iai¯ denotes output α = a1...0i...an−1, 0
i
ib
i¯
i denotes output
βi = b
1
i ...0
i
i...b
n−1
i , and 0
i
i¯
bi¯
i¯
denotes output βj = b
1
j ...0
i
j...b
n−1
j for all j 6= i. Inputs are denoted similarly, and the
notation is similar for the other three terms. Then, the inequality
In =
n−1∑
i=1
IABi + P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 )−
n−1∑
i=1
∑
ai¯,b
i¯
i
,bi¯
i¯
=0,1
P (0iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |0i0i¯ , 0
i
i0
i¯
i , 0
i
i¯0
i¯
i¯) ≤ 0 (42)
is a GMNL inequality, by the same reasoning as in Theorem 1.
Evaluating the inequality on the distribution (39), we find again that each term simplifies. For each i we get, for
example,
∑
ai¯,b
i¯
i
,bi¯
i¯
=0,1
P (0iai¯ , 1
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |0i0i¯ , 1
i
i0
i¯
i , 0
i
i¯0
i¯
i¯)
= Pi(0i1
i
i0
i
i¯|0i1
i
i0
i
i¯)
n−1∏
j=1
j 6=i
∑
aj ,b
j
k
=0,1
k 6=j
Pj(ajb
j
1...b
j
j−1b
j
j+1...b
j
n−1 |0j0
j
1...0
j
j−10
j
j+1...0
j
n−1)
= Pi(0i1
i
i0
i
i¯|0i1
i
i0
i
i¯)
(43)
and, similarly, ∑
ai¯,b
i¯
i
,bi¯
i¯
=0,1
P (1iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |1i0i¯ , 0
i
i0
i¯
i , 0
i
i¯0
i¯
i¯) = Pi(1i0
i
i0
i
i¯|1i0
i
i0
i
i¯) ;
∑
ai¯,b
i¯
i
,bi¯
i¯
=0,1
P (0iai¯ , 0
i
ib
i¯
i , 0
i
i¯b
i¯
i¯ |1i0i¯ , 1
i
i0
i¯
i , 0
i
i¯0
i¯
i¯) = Pi(0i0
i
i0
i
i¯|1i1
i
i0
i
i¯).
(44)
Also,
P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ) =
n−1∏
i=1
Pi(0i0
i
i0
i
i¯|0i0
i
i0
i
i¯) . (45)
Now each Pi in equation (39) arises from measurements by {Bj}j 6=i to create a less-than-maximally entangled state
between Alice and Bi, who can then choose measurements to satisfy Hardy’s paradox. Hence all terms are zero except
P (
−→
0 ,
−→
0 |
−→
0 ,
−→
0 ) > 0, and so the inequality is violated. Therefore, |Ψ〉⊗(n−1) is GMNL.
Case (ii): we assumed that, for all i ∈ [n− 1], there exist local measurements on |Ψ〉 for parties {Bj}j 6=i that, for
all outcomes, create a maximally entangled state |φi〉ABi shared between Alice and Bi. Since all bipartitions can be
expressed as A|Bi for some i, we find that |Ψ〉 meets the requirements of Theorem 2 in [57], and so |Ψ〉 is GMNL.
That is, one copy of the shared state |Ψ〉 is already GMNL, and therefore so is |Ψ〉⊗(n−1) .
Case (iii): assume wlog that the state |φi〉ABi is less-than-maximally entangled for i = 1, ...,K and maximally
entangled for i = K + 1, ..., n− 1. We will show that |Ψ〉⊗(K+1) is GMNL, which implies that |Ψ〉⊗(n−1) is so too.
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It will be useful to classify bipartitions M |M like in Theorem 1. We will always assume that Alice belongs to M in
order not to duplicate the bipartitions. Let S≤K be the set of bipartitions M |M (indexed by M) which are crossed
by an edge j ≤ K, i.e., where M contains at least one index j ∈ {1, ...,K}, and T≤K be its complement, i.e. the set
of bipartitions where M contains only indices j ∈ {K + 1, ..., n− 1}. Similarly, S>K (respectively, T>K) is the set of
bipartitions which are (not) crossed by an edge j > K. That is, in S>K , there is some j ∈ {K + 1, ..., n− 1} which
belongs to M, while in T>K , M contains only indices j ∈ {1, ...,K}.
For each i = 1, ...,K, parties ABi can perform measurements on their shared state |φi〉ABi which, together with
the measurements of parties {Bj}j 6=i that projected |Ψ〉 onto |φi〉ABi , give rise to a distribution
Pi(aib
i
1...b
i
n−1|xiy
i
1...y
i
n−1) (46)
which satisfies Hardy’s paradox when post-selected on the inputs and outputs of parties {Bj}j 6=i. Then, the distribution
arising from the first K copies of |Ψ〉 is
PH({ai}i≤K{b
i
j}i≤K,j∈[n−1]|{xi}i≤K{y
i
j}i≤K,j∈[n−1]) =
K∏
i=1
Pi(aib
i
1...b
i
n−1|xiy
i
1...y
i
n−1), (47)
with Pi as in equation (46). This distribution is similar to that in Case (i) when post-selected on the inputs and
outputs of parties {Bj}j>K . More precisely, by the nonsignalling condition, we have
PH({ai}i≤K{b
i
j}i≤K,j≤K{b
i
j = 0
i
j}i≤K,j>K |{xi}i≤K{y
i
j}i≤K,j≤K{y
i
j = 0
i
j}i≤K,j>K) =
PAB1...BK ({ai}i≤K{b
i
j}i≤K,j≤K |{xi}i≤K{y
i
j}i≤K,j≤K , {b
i
j = 0
i
j}i≤K,j>K , {y
i
j = 0
i
j}i≤K,j>K)
× PBK+1...Bn−1({b
i
j = 0
i
j}i≤K,j>K |{y
i
j = 0
i
j}i≤K,j>K),
(48)
where by Case (i) we know that PAB1...BK is GMNL in its parties. Then, PH must be (K + 1)-way nonlocal (i.e.,
GMNL when restricted to parties A,B1, ..., BK). Indeed, if this were not the case, by equation (48) we could obtain
a decomposition of the form (1) for PAB1...BK , which would contradict the fact that this distribution is GMNL.
Therefore, there exists an ε > 0 such that any EPR2 decomposition of PH as
PH =
∑
M
pML,HP
M
L,H + pNS,HPNS,H (49)
we have that the terms where PML,H is local across a bipartition such that M ∈ S≤K satisfy∑
M∈S≤K
pML,H ≤ 1− ε. (50)
On the other hand, |Ψ〉 satisfies Theorem 1 in Ref. [57] for all bipartitions A|Bi for i = K + 1, ..., n− 1, hence it
is fully-nonlocal across all such bipartitions. This means that, for any δi > 0, there exist local measurements on |Ψ〉
(which depend on i) that lead to a distribution
P+(ab1...bn−1|xy1...yn−1) (51)
such that any bipartite EPR2 decomposition across a bipartition A|Bi, for i = K + 1, ..., n− 1,
P+ = p
A|Bi
L,+ P
A|Bi
L,+ + (1 − p
A|Bi
L,+ )P
A|Bi
NS,+ (52)
satisfies
p
A|Bi
L,+ < δi. (53)
Thus, considering the possibility of implementing all the above measurements for each i leads to a distribution of the
form (51) in which equation (53) holds for every i = K + 1, ..., n− 1.
Therefore, given the ε above, the parties can choose suitable δi to bound the bipartitely local components and hence
ensure that any multipartite EPR2 decomposition of P+,
P+ =
∑
M
pML,+P
M
L,+ + pNS,+PNS,+ (54)
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is such that the terms where PML,+ is local across a bipartition such that M ∈ S>K satisfy∑
M∈S>K
pML,+ < ε. (55)
Since we only need to consider (K + 1) copies of the state, we denote the inputs and outputs of Alice and each
party Bj , j ∈ [n− 1] by χ = x1...xK+1, υj = y1j ...y
K+1
j ; α = a1...aK+1, βj = b
1
j ...b
K+1
j respectively. Then, the global
distribution obtained from |Ψ〉⊗(K+1) is
P (αβ1...βn−1|χυ1...υn−1) =
PH({ai}i≤K{b
i
j}i≤K,j∈[n−1]|{xi}i≤K{y
i
j}i≤K,j∈[n−1])
× P+(aK+1b
K+1
1 ...b
K+1
n−1 |xK+1y
K+1
1 ...y
K+1
n−1 ),
(56)
where PH comes from equation (47) and the EPR2 components of PH , P+ are as per equations (50), (55).
We now follow a similar strategy to that in Theorem 1. To prove that the global distribution P is GMNL, as is our
goal, we assume the converse, and we derive a contradiction from the nonlocality properties of PH and P+. Assuming
P is not GMNL, we can express the distribution as
P (αβ1...βn−1|χυ1...υn−1) =
∑
λ,M
pML (λ)PM (α{βj}j∈M |χ{υj}j∈M , λ)PM ({βj}j∈M |{υj}j∈M , λ), (57)
where ∑
λ,M
pML (λ) = 1, (58)
for each α, βj , χ, υj , j = 1, ..., n− 1, where we recall that each βj = b1j ...b
K+1
j and similarly for υj .
Now, if we sum equation (57) over ai, b
i
j for i = 1, ...,K and j = 1, ..., n − 1 (that is, we sum over the ith digit,
i ≤ K, of Alice and all parties Bj), we obtain P+ on the left-hand side, from equation (56). On the right-hand side,
we obtain, for each M, [68]∑
λ
pML (λ)PM (aK+1{b
K+1
j }j∈M |χ{υj}j∈M , λ)PM ({b
K+1
j }j∈M |{υj}j∈M , λ) , (59)
whose sum turns out to form an EPR2 decomposition of P+. Indeed, local terms are given by bipartitions such that
M ∈ S>K , as in these terms there is some digit b
K+1
j with j > K appearing in PM , thus they are local across A|Bj
for some j > K. The nonlocal terms are given by bipartitions such that M ∈ T>K (since all terms are nonsignalling).
Therefore, the choice of measurements which generated P+ ensures (by equation (55)) that∑
λ,M∈S>K
pML (λ) < ε (60)
and hence ∑
λ,M∈T>K
pML (λ) > 1− ε. (61)
Going back now to equation (57), we sum over aK+1, b
K+1
j for j = 1, ..., n− 1 (that is, we sum over the (K + 1)th
digit of Alice and all parties Bj). Then, we obtain PH on the left-hand side, from equation (56). On the right-hand
side, we obtain for each M ,∑
λ
pML (λ)PM ({ai}i≤K{b
i
j}i≤K,j∈M |χ{υj}j∈M , λ)PM ({b
i
j}i≤K,j∈M |{υj}j∈M , λ) , (62)
whose sum over M gives an EPR2 decomposition of PH . This time, S≤K will give the local terms, as PM will contain
at least some digit bjj for j ≤ K, while T≤K will give the nonlocal terms. By equation (50), our choice of ε implies
that ∑
λ,M∈S≤K
pML (λ) ≤ 1− ε. (63)
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Now, any bipartition in T>K is such that all j ∈ {K + 1, ..., n− 1} are in M. Hence, there must be some j ≤ K in
M, otherwise M would be empty. Therefore, PM always contains at least one digit b
j
j for some j ≤ K, and so terms
where M ∈ T>K are local across the bipartition A|Bj for some j ≤ K. That is, T>K ⊆ S≤K .
This means that equation (63) also holds if the sum is over T>K , but this is in contradiction with equation (61).
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