Abstract. In this paper, we study fully non-linear elliptic equations in nondivergence form which can be degenerate when "the gradient is small". Typical examples are either equations involving the m-Laplace operator or BellmanIsaacs equations from stochastic control problems. We establish an AlexandroffBakelman-Pucci estimate and we prove a Harnack inequality for viscosity solutions of such degenerate elliptic equations.
Introduction
Following the original strategy of Krylov and Safonov [17, 18] , Delarue [8] proved a Harnack inequality by probabilistic methods for quasi-linear elliptic equations of the form (1) − Tr (A(x, u, Du)D 2 u) + H(x, u, Du) = 0 , x ∈ R n in the case where the matrix n × n matrix A(x, p) can degenerate. Precisely, he assumes
H(x, u, p) ≤ Λ(1 + λ(p))(1 + |p|) (3) where Λ ≥ 1, λ : R n → R + is continuous and such that λ(p) ≥ λ F if |p| ≥ M F . In (2) , I denotes the identity matrix and the inequalities are understood in the sense of the usual partial order on the set of real symmetric matrices. The model example of (1) is the m-Laplace equation where A(x, p) = |p| m−2 for some m > 2. An important application of the Harnack inequality is the derivation of an Hölder estimate for the solution of (1) . In view of (2), one can consider the quasilinear equation where A is replaced withÃ(x, u, Du) = 1 λ(Du) A(x, u, Du). Hence, the new quasi-linear equation is uniformly elliptic. However, the first order term is, in this case, singular and (2) can be seen as an assumption concerning the first order term. In the case of the m-Laplace equation, λ(p) = |z| m−2 and H has therefore a polynomial growth of order m − 1.
In this paper, we generalize this result to the case of fully non-linear elliptic equations in non-divergence form (4) F (x, u, Du, D 2 u) = 0 , x ∈ R n by proving first an Alexandroff-Bakelman-Pucci estimate. This is the first main difference with [8] and the first main contribution of this paper. Important examples of (4) which are out of the scope of [8] are Bellman-Isaacs equations appearing in the context of stochastic control problems. Assumptions (2) , (3) are replaced with (6) where σ, f : B → R are continuous and M F and γ F are non-negative constants. In the case of degenerate equations of m-Laplace-type, the comment we made for quasi-linear equations remain valid: (5)- (6) permit to deal with first order non-linearity H growing like |p| m−1 . We use the techniques developped by Caffarelli [3] (see also [4] ) instead of probability arguments to get, apart from the Alexandroff-Bakelman-Pucci estimate, a weak Harnack inequality and a local maximum principle. It is then easy to derive a Harnack inequality and a Hölder estimate of a solution of (4).
Known results. Krylov and Safonov [17, 18] first proved a Harnack inequality for second order elliptic equations in non-divergence form with measurable coefficients. This result is often presented as the counterpart of the De Giorgi and Nash estimates [7, 20] for divergence form equations.
As far as degenerate elliptic equations are concerned, De Giorgi and Nash estimates were obtained for equations in divergence form and for degeneracies of p-Laplace type. See for instance [21, 19] .
Krylov and Safonov estimates were obtained by Caffarelli [3] for fully nonlinear elliptic equations of the form F (x, D 2 u) = 0 (see also [23, 12] ). As explained in [12] , a fondamental tool in this approach is the Alexandroff-BakelmanPucci estimate. Many authors extended these results since then; see for instance [10, 16, 5] and references therein.
To the best of our knowledge and as far as degenerate elliptic equations in non-divergence form are concerned, the Krylov and Safonov estimates obtained by Delarue [8] are the first ones. Assumption (7) permits to take into account non-linearity growing linearly with respect to the gradient. Such an assumption appears in [22] where Trudinger proved that strong solutions satisfy a weak Harnack inequality for such non-linearities if σ is sufficiently integrable. This result has been generalized to viscosity solutions since then; see for instance [11, 15] .
Main results. Let us now describe a bit more precisely our main results. First and foremost, we mention that, as in [3, 8] , we use the notion of viscosity solution [6] since the equation is fully non-linear. We next make precise the Standing Assumptions that the non-linearity F must satisfy Assumption (A).
• F is continuous;
• F is (degenerate) elliptic, i.e. for all x ∈ B, r ∈ R, p ∈ R N and X, Y ∈ S n (here S n denotes the space of real symmetric n × n matrices),
• F is proper i.e. it is non-decreasing with respect to its r variable.
The continuity can be avoided if working with L p -viscosity solutions (see below for further comments about such extensions of our results). Our first main result (Theorem 1) is an Alexandroff-Bakelman-Pucci (ABP for short) estimate for lower semi-continuous super-solutions of (4) on a ball B d where F is strictly elliptic for "large gradients"
for some continuous functions g and σ and some constants M F ≥ 0, λ F > 0. This condition holds true if F satisfies (5) but it is more general. An ABP estimate permits to control sup
and the L nnorms of g(x, M ∂ ) and σ appearing in (7) . In order to get such an estimate, we use the techniques that we introduced in [13] . As we already mentioned it in [13] , the ABP estimate that we are able to obtain differs slightly from classical ones in the sense that we can prove it under a weaker condition than (5); moreover, the super-solution is only lower semi-continuous. We recall that this is an apriori estimate: structure conditions ensuring the uniqueness of the solution are not required. We finally mention that when the equation is strictly elliptic (M F = 0), we recover the classical ABP estimate.
Our second main result (Corollary 1) is a Harnack inequality for (4) . This inequality is a consequence of a weak Harnack inequality and a local maximum principle proved by assuming respectively (5) and (6) . An important consequence of the Harnack inequality is the Hölder regularity of solutions of (4) (see Theorem 2) . As far as the regularity of solutions of (4) is concerned, we notice that by assuming (5) and (6), we cannot expect more than Lipschitz continuity. Indeed, by making such an assumption, we somehow forget about all small gradients and we cannot expect these small gradients to be regular. We also point out that it is easier to prove the uniqueness of a Hölder continuous function than to prove a strong comparison result between discontinuous viscosity suband super-solutions (which is the classical way to get uniqueness of viscosity solutions [6] ). To finish with, we shed light on the fact that, as for the ABP estimate, we recover the Harnack inequality of [3] in the strictly elliptic case (M F = 0).
We recall that is possible to use the techniques introduced in [14] in order to prove the Hölder regularity of viscosity solutions much more easily. However, the estimate of the Hölder constant depends in this case on the modulus of continuity of the coefficients of the equation.
Possible extensions. As far as extensions of these results are concerned, we would like first to mention that we could have used L p -viscosity solutions [2] instead of classical continuous viscosity solutions in order to be able to deal with discontinuous coefficients. We choose not to do so in order to avoid technicalities but we think that this can be done. We also mention that it is sometimes more difficult to get a classical ABP estimate when using this notion of solution; for instance in [16] , the ABP estimate does not involve the contact set of the function.
One can also try to deal with non-linearities growing superlinearly with respect to the gradient. It is explained in [15] that ABP estimate cannot be obtained for such equations unless coefficients f and σ appearing in (5), (6) satisfy some smallness assumption. Such results can be obtained in our framework too if we add a smallness assumption.
To finish with extensions, we mention that the parabolic case will be addressed in a future work.
Organization of the article. The paper is organized as follows. In Section 2, we construct a barrier function that will be used when proving the Harnack inequality. We also recall the definition of two Pucci operators. In Section 3, we establish an ABP estimate. In Section 4, we successively prove a weak Harnack inequality and a local maximum principle. We also derive from these two results a Harnack inequality. Appendix A is added for the sake of completeness of proofs and for the reader's convenience. We give detailed proofs of results which can be easily derived from classical ones.
Notation. A ball of radius r centered at x is denoted by B(x, r) or B r (x). If x = 0, we simply write B r . ω n denotes the volume of the unit ball. The hypercube Π n i=1 (x i − r/2, x i + r/2) is denoted by Q r (x). If x = 0, we simply write Q r .
Given a vector a = 0,â denotes a/|a|. Given two vectors a, b ∈ R n , a ⊗ b denotes their tensor product. I denotes the identity matrix. The set of real symmetric n × n matrices is denoted by S n .
A constant is universal if it only depends on n (dimension), q (constant greater than n fixed in all the paper), λ F and Λ F (constants appearing in the maximal Pucci operator).
Given a lower semi-continuous function u, D 2,− u(x) (resp. D 2,− u(x)) denotes the set of all subjets (resp. limiting subjets) of u at point x. See [6] for definitions.
Pucci operators. We recall the definition of two important second order non-linear elliptic operators. For all M ∈ S n , we define
where A λF ,ΛF = {A ∈ S n : λ F I ≤ A ≤ Λ F I}. We will refer to these operators as the maximal and minimal Pucci operators. Remark that M + is subadditive. More precisely, it is the support function of the set −A λF ,ΛF . We will also use the fact that
Construction of a barrier. We now construct a barrier that will be used when proving the (weak) Harnack inequality.
Lemma 1 (Construction of a barrier). Given a constant ε 0 > 0, there exists a smooth function ϕ : R n → R, a universal constant M B > 1 and constants
where ξ : R n → [0, 1] is a continuous function supported inQ r .
Remark 1. We recall that this barrier function will be used to prove the weak Harnack inequality. At first glance, it is not clear why we need to construct a function ϕ such that M − ϕ ≥ 0 on Q r and ϕ ≤ −2 on Q 3r . This will be clearer when applying the cube decomposition in order to estimate the volume of all the level sets (and not only one) of a super-solution. And we choose R ≥ (3r/2) √ n in order that Q 3r ⊂ B R .
Proof. We follow [4] by choosing ϕ under the following form for x / ∈ B r
where α > 0 will be chosen later and M 1 , M 2 > 0 have to be chosen such that (8), (9) and (11) hold true (with R ≥ (3r/2) √ n). It is enough to impose
After elementary computations, it is equivalent to
One can choose M 2 and M 1 so that they satisfy the previous condition if and only if
Hence, we choose R = q(3r/2) √ n with q > 1 and r > 0 satisfying
It is now enough to choose q > 1 such that
We now choose α > 0 so that (12) holds true. If x / ∈ B r , we have
Hence it is enough to choose α > max(0, ΛF λF (n − 1) − 1) to conclude. It is next easy to extend ϕ on R n such that (9) and (11) remain true and (10) is satisfied too for some universal constant M B > 1. Indeed, we have outside
It is now enough to remark that q and ε 0 r can be choosen universal and we also saw above that α can be chosen universal too. Hence M B can be chosen universal.
Rescaling solutions. We will have to rescale sub-or super-solutions several times. We need to know how non-linearities are rescaled in order, for instance, to determine if these new F 's satisfy assumptions.
Lemma 2 (Rescaling solutions). Given R 0 > 0, t 0 > 0 and x 0 ∈ R n , let u be a super-solution of F on Q t0R0 (x 0 ). Consider the linear map T :
If F satisfies (5) (resp. (6)), then F s satisfies (5) (resp. (6)) with constants M s , γ s and functions σ s and f s
In particular,
An ABP estimate
As explained in the introduction, we can prove an ABP estimate as soon as the non-linearity F satisfies a strict ellipticity condition "for large gradients". We must also prescribe a growth condition with respect to first order terms. We thus assume that F satisfies (7). Our first main result is the following theorem.
Theorem 1 (ABP estimate). Consider a non-linearity F which satisfies (A) and (7). Let u be a (lsc) super-solution of (4) in B d . Then (13) sup
Remark 2. Remark that when the equation is not degenerate (M F = 0), (13) corresponds to the classical ABP estimate.
Sketch of proof. The proof follows the ideas of [4, 13] . The key lemma is the following one.
Remark 3. Remark that before knowing that Γ(u) is C 1,1 , DΓ(u) is not uniquely determined. Hence B should be first defined as follows
Lemma 3 is proved together with
Lemma 4. The Hessian of Γ(u) satisfies on B the following properties
Proofs of these two lemmata can be adapted from the classical one by remarking that points x i called by x ∈ B when computing the convex hull Γ(u) (see Proposition 1 in Appendix A) satisfy DΓ(u)(x i ) = DΓ(u)(x). In particular, x i ∈ B, i.e. |DΓ(u)(x i )| ≥ M F and consequently (7) can be used. The reader is referred to Appendix A where detailed proofs are given for his convenience.
Lemma 5. The following inclusion holds true
where
Proof. This lemma is a consequence of the classical fact
From now on, we assume without loss of generality that M/(3d) ≥ M F . We then use Lemma 3 in order to apply the area formula (see [9, Theorem 3.2.5] and Remark 5 below) to the Lipschitz map DΓ(u) : B → R n and to the function g(p) = (|p| n/(n−1) + µ n/(n−1) ) (1−n) for some positive real number µ to be fixed later.
On one hand, we can use Lemmata 4 and 5 in order to get
g(p)dp
If now one chooses µ such that µ n = B∩{u+M ∂ =Γ(u)} (f + ) n , we obtain from the
where ω n denotes the volume of the unit ball. It is now easy to get (13).
Remark 4. We see from the previous proof that Assumptions (A) and (7) on F are important in order to get the following property
As a matter of fact, the previous piece of information is the relevant one in order to get (13) . Indeed, in Lemma 4, the second estimate can be rewritten as follows
Remark 5. The area formula in [9] is stated for maps G : R n → R n that are Lipschitz continuous on R n (in our case). However, the result still holds true if G is only Lipschitz continuous on B since it is always possible to extend it in a Lipschitz mapG on R n with G =G on B.
Harnack inequality
In this section, we explain how to derive a Harnack inequality from the ABP estimate. As usual, we obtain it by deriving on one hand a weak Harnack inequality and on the other hand a local maximum principle for the fully nonlinear equation (4).
Statements of results
In order to get a weak Harnack inequality and local maximum principle respectively, Condition (7) is strengthened by assuming (5) and (6) respectively.
The Harnack inequality is obtained as a combination of a weak Harnack inequality and a local maximum principle. Here are precise statements.
Theorem 2 (Weak Harnack inequality). Given q > n and a non-linearity F satisfying (A) and (5) for some continuous functions f and σ in Q 1 , consider a non-negative super-solution u of (4) in Q 1 . Then
where p 0 > 0 is universal and C (only) depends on n, q, λ F , Λ F , γ F and σ L q (Q1) .
Theorem 3 (Local maximum principle). Given q > n and a non-linearity F satisfying (A) and (6) for some continuous functions f and σ on Q 1 , consider a sub-solution u of (4) in Q 1 . Then for any p > 0,
sup
where C(p) is a constant (only) depending on n, q, λ F , Λ F , γ F , σ L q (Q1) and p.
Combining these two results, we obtain the second main result of this paper.
Corollary 1 (Harnack inequality). Given q > n and a non-linearity F satisfying (A), (5) and (6) for some continuous functions f and σ on Q 1 , consider a non-negative solution u of (4) in Q 1 . Then
where C is a constant (only) depending on n, q, λ F , Λ F ,γ F and σ L q (Q1) .
An important consequence of Corollary 1 is the following regularity result.
Corollary 2 (Interior Hölder regularity). Given q > n and a non-linearity F satisfying (A), (5) and (6) for some continuous functions f and σ on Q 1 , consider a solution u of (4) in Q 1 . Then u is α-Hölder continuous on Q 1 2 and (19)
where α and C α depend (only) on n, q, λ F , Λ F , γ F and σ L q (Q1) .
Proof of the weak Harnack inequality
Proof of the weak Harnack inequality (Theorem 2). The proof of the weak Harnack inequality is performed in four steps. First, the problem is reduced to the case of a cube Q of universal side-length (Lemma 6), then it is proved that non-negative super-solutions can be bounded from above on Q by a universal constant on a set of universal positive measure (Lemma 7). Next, the measures of all level sets of super-solutions (restricted to Q) are (universally) estimated from above. Finally, we prove the weak Harnack inequality in Q.
Step 1. As explained above, we first reduce the problem to a simpler one.
Lemma 6 (Reduction of the problem). Consider a non-negative super-solution u of (4) in Q 2R . Then there exist universal constants p 0 , ε 0 and C satisfying
We now explain how to derive the weak Harnack inequality from it. Let v be a super-solution of (4) in Q R/t for some t > 0. We then define a function v s (y) = v(ty) V with V > 0 and t ∈ (0, 1) to be chosen later. Thanks to Lemma 2 with x 0 = 0, M 0 = V , R 0 = R/t, the new function v s satisfies F s = 0 in Q R for a non-linearity F s satisfying (A) and (5) with
Hence, if one chooses
we obtain that v satisfies
We thus can apply Lemma 6 and we obtain from (20) the following estimate (after letting δ → 0)
A standard covering procedure permits to get (16).
Step 2. In this step, we obtain a (universal) upper bound M for non-negative super-solutions in Q R on a set of (universal) positive measure µ if the L n -norm of f on Q R , the L q -norm of σ on Q R , M F and γ F are (universally) small.
Lemma 7 (Upper bound on a subset of positive measure).
There exist universal constants r, R > 0, ε 0 > 0, µ ∈ (0, 1) and M B > 0 such that for any non-negative super-solution u of (4) in Q R , we have
The proof of this lemma relies on the barrier function ϕ that we constructed in the preliminary section and on the ABP estimate applied to w = u + ϕ.
Proof of Lemma 7. Given ε 0 > 0 to be fixed later, we consider ϕ from Lemma 1 and define w = u + ϕ. We want to apply the ABP estimate (Theorem 1) to the function w on the ball B R .
• First, u ≥ 0 and ϕ ≥ 0 on ∂B R hence M ∂ = sup ∂BR w − = 0.
• Since inf Q3r u ≤ 1 and ϕ ≤ −2 in Q 3r , we conclude that inf Q3r w ≤ −1; in other words, we have sup Q3r w − ≥ 1.
• We also claim that w is a super-solution of an appropriate equation. More precisely, we claim that w satisfies (15) in {w ≤ 0} ∩ B R for some appropriate continuous functions f and σ.
Let us justify the last assertion and make precise what f and σ are. We write
Assume next that |Dw| ≥ M F +ε 0 =: M F , D 2 w ≥ 0 (in the viscosity sense) and w ≤ 0. Then |Dw − Dϕ| ≥ M F and we obtain from (5) the following inequality
(we used the fact that M + is subadditive and the relation between the two Pucci operators). Use next that D 2 w ≥ 0 and ϕ satisfies (12)
Hence (15) holds true with
By using the ABP estimate for w and the properties listed above satisfied by this function, we obtain
where Γ(w) is the convex hull of min(w, 0) after extending w to B 2R by setting w ≡ 0 outside B R . We now use the fact that
together with definitions of f , M F and the fact that supp ξ ⊂ Q r in order to get 1 ≤ 3e
It is now enough to remark that
and to choose ε 0 ∈ (0, 1) such that
to conclude. We used here that M B is universal; in particular, it does not depend on ε 0 .
Step 3. We derive from the previous lemma (Lemma 7) an estimate of any level set of super-solutions u under consideration. Precisely, we use Lemma 2 together with the Calderón-Zygmund cube decomposition lemma (see Lemma 15 in Appendix A) in order to get the following result. The proof of Lemma 4.6 in [4] can be easily adapted (with minor changes). See Appendix A.
Lemma 8 (Estimate of the measure of level sets in Q r ). Let u be as in Lemma 7. Then there exist universal constants ε > 0 and d > 0 such that for all t > 0,
For the reader's convenience, a detailed proof is given in Appendix A.
Step 4. We finally explain how to derive Lemma 6. We first recall the following useful fact: if u is a non-negative function, then
We can use the results of Lemmata 7 and 8: we thus choose p 0 = ε/2 where ε appears (22) in order to get
This achieves the proof of Lemma 6 and the proof of Theorem 2.
Proof of the local maximum principle
The proof of the local maximum principle is easily adapted from [4] . However, we give a detailed proof for the sake of completeness.
Proof of Theorem 3. The proof is divided in two steps. First, the problem is reduced to the case where the L ε -norm of u is small; it is to be proven that u is bounded by a universal constant (Step 1). Then we explain how to get the universal bound (Steps 2 and 3).
Step 1. We state the lemma to be proven in Step 2.
Lemma 9. Consider a sub-solution u of (4) in Q R . Then there exists a universal constant C > 0 such that
where ε and d appears in Lemma 8.
We now explain how to derive Theorem 3 from this lemma. First, it is enough to get (17) for a particular p since the full result can be obtained by interpolation. In view of the previous lemma, we consider p = ε. By scaling u and by using a covering argument, we obtain the desired result.
Step 2. We remark that the assumption u
Remark that this estimate already appeared in the proof of the weak Harnack inequality; see (22) above. We next prove the following lemma.
Lemma 10. Consider a sub-solution u of (4) in Q R satisfying (22) and F be such that
Then there exists universal constants M 0 > 1 and Σ > 0 such that
Proof of Lemma 10. We first choose Σ and M 0 such that
so that l j < r 2 and Q lj (x 0 ) ⊂ Q r . We now argue by contradiction by assuming that sup Q l j (x0) u < ν j M 0 . We have to exhibit a contradiction.
On one hand, we have from (22) and the fact that r < R and l j < r/2
On the other hand, since we have sup Q l j (x0) u ≤ ν j M 0 by assumption, we can consider the following transformation
which defines a bijection between Q R and Q lj (x 0 ). The function v defined on Q R as follows
and (5) with
(ν−1)M0 ≤ 1 by assumption on u; thus inf Q3r v ≤ 1. Hence, v satisfies the assumptions of Lemma 7 and we therefore obtain from (22) the following estimate
Combining (23) and (24), we thus obtain
We also choose M 0 such that dM
, and we obtain 1 2
Use now the definition of l j and get
We next choose Σ > d Step 3. We prove Lemma 9. By Step 2, we know that the sub-solution u satisfies the conclusion of Lemma 10. In particular, the series j l j converges and we can find a universal integer j 0 ≥ 1 such that j≥j0 l j ≤ r 8 . We now claim that sup Q r 4 u ≤ ν j0−1 M 0 . We argue by contradiction by assuming that this is not true and by exhibiting a contradiction. Let us assume that there exists x j0 ∈ Q r 4 and u(x j0 ) ≥ ν j0−1 M 0 . Hence, we can apply Lemma 10 and we get a point x j0+1 such that |x j0+1 − x j0 | ∞ ≤ l j0 /2 and u(x j0+1 ) ≥ ν j0 M 0 . By induction, we construct a sequence (x j ) j≥j0 such that
. This is always the case since
We now get a contradiction since u is upper semi-continuous; indeed, it is bounded from above on Q r 2 so it cannot satisfy u(x j+1 ) ≥ ν j M 0 for all j ≥ j 0 . The proof is now complete.
A Additional proofs A.1 Proofs of Lemmata 3 and 4
In this paragraph, we explain how to prove Lemmata 3 and 4 by adapting the techniques of [13] .
We first recall useful facts from convex analysis. The first one deals with the convex hull U * * of a function U .
Proposition 1.
Let Ω be a bounded convex open set and U : Ω → R be lsc. For
Moreover U * * is linear on the convex hull of {x 1 , . . . , x q }. In particular, A ≤ 0 for a.e. x ∈ {U = U * * }.
We next recall a result from [13] (see also [1] ) about the subjet of the convex hull U * * of a function U .
Proposition 2 ([13, Proposition 3]).
Let Ω be a bounded convex open set and U : Ω → R be lower semi-continuous. For x ∈ Ω, consider (p, A) ∈ D 2,− U * * (x). Consider x i and λ i such that (25) hold true. Then for every ε > 0, there are
where denotes the parallel sum of matrices. We recall that
We next recall a (necessary and) sufficient condition for a function to be semi-concave. 
We finally recall a useful approximation lemma from [1] .
We now turn to the proofs of the two lemmata.
Proofs of Lemmata 3 and 4. The function
is the convex hull of the function min(v, 0). We first reduce the problem to the study of subjet of the function Γ(u).
Lemma 13. Assume that Γ(u) satisfies the following properties
Then Γ(u) satisfies conclusions of Lemmata 3 and 4.
Proof. Thanks to Lemma 11, Eq. (27) implies that Γ(u) is semi-concave in B. Since Γ(u) is convex, this implies that Γ(u) is C 1,1 in B. Hence Lemma 3 is proved. We next remark that (29) implies Point 1 in Lemma 4. Eventually, (28) together with Alexandroff theorem permits to get Point 2. Le recall that Alexandroff theorem implies that a convex function is almost every twice differentiable. Hence the proof of Lemma 13 is now complete.
We now prove the following lemma in order to achieve the proof of Lemmata 3 and 4.
Lemma 14. The function Γ(u) satisfies (27), (28) and (29).
Proof. We first remark that (29) is a consequence of Proposition 1 and of Alexandroff theorem.
We now turn to the proof of (27) and (28). Consider next x ∈ B and (p, A) ∈ D 2,− Γ(u)(x). Notice that we cannot just prove (27) for a.e. x ∈ B. In view of the definition of B (see also Remark 3), we know that |p| ≥ M F . Thanks to Lemma 12, we can assume without loss of generality that A ≥ 0. We now distinguish two cases.
, and since |p| ≥ M F , we have F (x, u(x), p, A) ≥ 0. Now (7) yields
and since A ≥ 0, we conclude that (28) holds true and the right hand side is bounded in B d since Γ(u) is Lipschitz continuous and σ and f + are continuous.
Remark that the previous inequality also holds true for A such that (p, A) ∈ D 2,+ Γ(u)(x), A ≥ 0, since the equation is also satisfied for limiting semi-jets.
. . , q, such that (25) holds true (where U = u + M ∂ ). We know that there is at most one point x i on ∂B 2d and the others are in B d ; if not, Γ(u) ≡ 0 and there is nothing to prove. Moreover, x i ∈ B for i = 1, . . . , q. By Proposition 2, for any ε > 0, there exist q matrices λ
If there are no points on ∂B 2d , we deduce from Case 1 that for all i, A i ≤ CI and A ε ≤ CI follows.
If x p ∈ ∂B 2d , say, then we deduce from (25) that λ p ≤ 2/3; hence, there exists i ∈ {1, . . . , p − 1} such that λ i ≥ 1/3n. For instance i = 1. Then we conclude that A ε ≤ 1 λ 1 A 1 ≤ 3nCI.
Passing to the limit on ε, we obtain A ≤ CI (for some new constant C).
A.2 Proof of Lemma 8
In order to prove Lemma 8, we need the Calderón-Zygmund cube decomposition such as stated in [4] . We thus first recall it. We use notation from [4] . Given r > 0, the cube Q r is split in 2 n cubes of half side-length. We do the same with all the new cubes and we iterate the process. The cubes obtained in this way are called dyadic cubes. If Q is a dyadic cube of Q r ,Q denotes a dyadic cube such that Q is one of 2 n cubes obtained fromQ.
Lemma 15 (Cube decomposition). Consider r > 0 and two measurable subsets A ⊂ B ⊂ Q r . Consider δ ∈ (0, 1) such that
• |A| ≤ δ|Q r | ;
• if Q is a dyadic cube of Q r such that |A ∩ Q| > δ|Q|, thenQ ⊂ B.
Then |A| ≤ δ|B|.
As far as the proof of this lemma is concerned, the reader is referred to [4] . We now turn to the proof of Lemma 8.
Proof of Lemma 8. We are going to prove the following estimate Hence, |Q \ A| > (1 − µ)|Q| which contradicts (31).
A.3 Proof of Corollary 2
We use the notation of [4] : for all r ∈ (0, 1), m r = inf Qr u, M r = sup Qr u, o r = M r − m r = osc Qr u. The non-negative functions u − m 1 and M 1 − u satisfy equations F − = 0, F + = 0 respectively for some non-linearities F − and F + satisfying (5), (6) with f replaced with f + γ F M 1 . Hence, we can apply the Harnack inequality two M 1 − u and u − m 1 and get
where we can assume without loss of generality that C > 1. Adding these two inequalities and rearranging terms, we obtain
We now use Lemma 8.3 in [12] in order to get (19) .
