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ANALYSIS OF HYBRIDIZED DISCONTINUOUS GALERKIN
METHODS WITHOUT ELLIPTIC REGULARITY ASSUMPTIONS
JEONGHUN J. LEE
Abstract. In the paper we present new stability and optimal error analyses
of hybridized discontinuous Galerkin (HDG) methods which do not require
elliptic regularity assumptions. To obtain error estimates without elliptic reg-
ularity assumptions, we use new inf-sup conditions based on stabilized saddle
point structures of HDG methods. We show that this approach can be applied
to obtain optimal error estimates of HDG methods for the Poisson equations,
the convection-reaction-diffusion equations, the Stokes equations, and the Os-
een equations.
1. Introduction
The hybridization (or static condensation) idea in the theory of finite element
methods was introduced to reduce computational costs of mixed methods [16]. It
was also discovered that the hybridization can be useful to obtain better numerical
solutions via post-processing [1]. Then the hybridization technique was employed
to discontinuous Galerkin methods [9] to mitigate the high computational cost
of discontinuous Galerkin methods. In hybridized discontinuous Galerkin (HDG)
methods, a trace unknown residing on the skeleton of meshes is introduced in
addition to the original unknowns. After static condensation, the linear system
can be reduced to a linear system such that the trace unknown is the only globally
coupled unknown, therefore the system size is substantially reduced. After a unified
hybridization framework was introduced in [6], HDG methods have been applied
to various partial differential equations including the Poisson equations [9, 7], the
Helmholtz equations [19, 15], the convection-diffusion equations [4, 17], the Stokes
and the Oseen equations [10, 22, 14, 13, 8, 2], and the Maxwell equations [3, 21],
to name a few.
In most error analysis results of HDG methods with dual-mixed formulations,
superconvergent error estimates of primal unknowns are obtained by a duality argu-
ment under the full elliptic regularity assumption. However, the elliptic regularity
assumption is not available, for instance, for domains with general non-convex ge-
ometry and for partial differential equations with discontinuous or sign-changing
coefficients. Without the elliptic regularity assumption, optimal error estimates
of primal unknowns are not clear. From this point of view, the error analysis of
HDG methods relying on the regularity assumption is an obstacle to extend HDG
methods to general problems with theoretical support of error analysis.
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We remark that there are a few optimal error estimate results of HDG methods
which do not rely on an elliptic regularity assumption. In [5], an error estimate
for the Poisson equations was obtained by using the recovery operator from the
trace variable to the pressure variable. However, its extension to non-symmetric
problems, such as the convection-diffusion equations, is not obvious. In [17], an
error analysis for the convection-diffusion equations was presented but the analysis
requires a restrictive assumption on convection velocity. To the best of our knowl-
edge, except these two equations, a certain form of elliptic regularity assumption is
required for error analyses of the HDG methods based on dual-mixed formulations.
The purpose of this paper is to present a new approach to obtain optimal er-
ror estimates of HDG methods without elliptic regularity assumptions. The main
idea is to utilize a stabilized saddle point structure of HDG methods and derive a
Babusˇka–Aziz type inf-sup condition of the system. This analysis was developed
in [20] for the Poisson-type equations with sign-changing coefficients in which the
elliptic regularity assumption is not true even on convex domains. In this paper
we show that the idea is useful to analyze HDG methods for other partial differen-
tial equations without elliptic regularity assumptions. For this, we first show the
stability and error analyses for the Poisson equations and the convection-reaction-
diffusion equations in this paper. Then we develop the idea further to cover the
Stokes equations and the Oseen equations. To the best of our knowledge, this is
the first analysis result of HDG methods for these two equations without elliptic
regularity assumptions.
The paper is organized as follows. In Section 2 we define symbols and notation
in the paper. In Section 3 we show the stability and a priori error estimate of
the Poisson equations without the elliptic regularity assumption. In Section 4, we
extend the analysis to the convection-diffusion-reaction equations. In Sections 5 and
6, the stability and a priori error estimates are developed for the Stokes and Oseen
equations, respectively. We summarize the results in Section 7 with concluding
remarks.
2. Notation and definitions
Let Ω ⊂ Rd with d = 2, 3, be a bounded domain with polygonal or polyhedral
boundary. Let Th be a conforming triangulation of Ω, i.e., Th is a set of closed
d-dimensional simplices whose interiors are disjoint such that ∪K∈ThK = Ω. We
use Fh to denote the set of closed (d−1)-dimensional simplices of the triangulation
Th. For K ∈ Th and F ∈ Fh, hK and hF are the diameters of K and F , respec-
tively. For given triangulation Th, h denotes maxK∈Th hK . We assume that the
family of triangulations in the paper satisfies the shape regularity property. As a
consequence, there exist uniform constants C1 and C2 independent of h such that
hK ≤ C1hF and hF ≤ C2hK for any K ∈ Th and F ∈ Fh such that F ⊂ ∂K.
For a setD ⊂ Rd we use L2(D) to denote the space of square-integrable functions
on D with the Lebesgue measure of D. For a finite dimensional linear space X on
R, L2(D;X) is the space of X-valued square-integrable functions with the Euclidean
inner product on X. We use (·, ·)D and 〈·, ·〉D to denote the L
2 inner product on
L2(D) when D is a union of d-dimensional or (d − 1)-dimensional simplices. We
will use the same symbols for the inner products on L2(D;X). For K ∈ Th and
p, q ∈ L2(∂K), 〈p, q〉∂K stands for the integral
∫
∂K pq ds. For simplicity, we use
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(·, ·) for (·, ·)Ω. Similarly, 〈·, ·〉 =
∑
K∈Th
〈·, ·〉∂K but we will use 〈·, ·〉∂Th instead of
〈·, ·〉 when we need to specify the domain of integration.
For K ∈ Th, nK is the unit outward normal vector field on ∂K, the boundary
of K. For functions v ∈ L2(K;Rd) and q ∈ L2(K) such that v ·nK and q are well-
defined on ∂K, we define 〈v · n, q〉∂K :=
∫
∂K
v · nKq ds. By the aforementioned
convention,
〈v · n, q〉 :=
∑
K∈Th
〈v · n, q〉∂K .
3. The Poisson problems
We assume that ΓD and ΓN are disjoint subsets of ∂Ω such that ∂Ω = ΓD ∪ΓN .
We define FDh as the subset of Fh such that F ⊂ ΓD if F ∈ F
D
h . F
N
h is defined
similarly. We assume that all triangulations are conforming to ΓD and ΓN . In
other words, ΓD = ∪F∈FD
h
F and ΓN = ∪F∈FN
h
F . For simplicity, we assume that
ΓD 6= ∅ in the rest of this paper.
Let κ = κ(x) be a tensor field on Ω which is symmetric positive definite at
almost every x ∈ Ω. Throughout this paper we assume that
0 < κmin|ξ|
2≤ ξTκ(x)ξ ≤ κmax|ξ|
2< +∞(3.1)
for all 0 6= ξ ∈ Rd and almost every x ∈ Ω. The Poisson equation is to seek a
function p : Ω→ R such that
div (κ grad p) = f in Ω,(3.2a)
p = pD on ΓD,(3.2b)
−κ grad p · n = pN on ΓN ,(3.2c)
where pD ∈ H
1
2 (ΓD) and pN ∈ H−
1
2 (ΓN ) are given boundary data and f ∈ L2(Ω)
is a given source function.
3.1. HDG methods for the Poisson equation. In the mixed formulation of
the Poisson equation we introduce an auxiliary variable u = −κ gradp and rewrite
(3.2) as a system of first order equations:
κ−1u+ gradp = 0 in Ω,(3.3a)
− divu = f in Ω,(3.3b)
p = pD on ΓD,(3.3c)
u · n = pN on ΓN .(3.3d)
To define HDG methods for (3.3) we will use the following finite element spaces:
V h =
{
v ∈ L2(Ω;Rd) : v|K∈ V (K), ∀K ∈ Th
}
,(3.4)
Qh =
{
v ∈ L2(Ω) : v|K∈ Q(K), ∀K ∈ Th
}
,(3.5)
Mh =
{
µ ∈ L2(Fh) : µ|F∈M(F ), ∀F ∈ Fh, µ|FD
h
= 0
}
,(3.6)
where V (K), Q(K), M(F ) are finite dimensional spaces on the domains K and
F . There are many versions of HDG methods up to the choices of V (K), Q(K),
M(F ). The most common HDG method in the literature uses
V (K) = Pk(K;R
d), Q(K) = Pk(K), M(F ) = Pk(F ), k ≥ 0,(3.7)
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because it gives optimal equal order of convergence for u and p, and a supercon-
vergence result of p can be obtained by a duality argument under the full elliptic
regularity assumption. Therefore, we will only consider the HDG method with
(3.7).
For (u, p), a solution of (3.3), let p¯ be the restriction of p on Fh \ F
D
h and p¯ = 0
on FDh . By the integration by parts, if (u, p) ∈ H
1(Ω;Rd)×H1(Ω), then it satisfies
(
κ−1u,v
)
+ (gradp,v)− 〈p− p¯,v · n〉 = −〈pD,v · n〉FD
h
,(3.8a)
(u, grad q)− 〈u · n+ τ(p− p¯), q〉 = −〈τpD, q〉FD
h
+ (f, q) ,(3.8b)
〈u · n+ τ(p− p¯), q¯〉Fh\FDh
= 〈pN , q¯〉FN
h
,(3.8c)
for any (v, q, q¯) ∈ V h × Qh ×Mh. Here τ is a piecewise constant function with
positive values on Fh. In fact, p− p¯ vanishes on Fh \FDh in the above equations, so
all terms including p− p¯ in the above formula vanish for any τ . However, we keep
those terms here for comparison with the HDG formulation below.
In HDG methods we consider a discrete version of (3.8): Find (uh, ph, p¯h) ∈
V h ×Qh ×Mh such that(
κ−1uh,v
)
+ (gradph,v)− 〈ph − p¯h,v · n〉 = −〈pD,v · n〉FD
h
,(3.9a)
(uh, grad q)− 〈uh · n+ τ(ph − p¯h), q〉 = −〈τpD, q〉FD
h
+ (f, q) ,(3.9b)
〈uh · n+ τ(ph − p¯h), q¯〉Fh\FDh
= 〈pN , q¯〉FN
h
,(3.9c)
for any (v, q, q¯) ∈ V h × Qh × Mh. We remark that (3.9) is different from the
HDG formulations in most other HDG papers. We use this formulation here to
take the same trial and test function spaces because it is advantageous to reveal a
stabilized saddle point structure of the HDG methods. The stabilized saddle point
structure will be crucial to obtain an error analysis without the Aubin–Nitsche
duality argument.
For later use we define bilinear forms
aP (v,v
′) :=
(
κ−1v,v′
)
, v,v′ ∈ V h,(3.10)
bP ((q, q¯),v) := (grad q,v)− 〈q − q¯,v · n〉 , v ∈ V h, q ∈ Qh, q¯ ∈Mh,(3.11)
cP ((q, q¯), (q
′, q¯′)) := 〈τ(q − q¯), q′ − q¯′〉 , q, q′ ∈ Qh, q¯, q¯
′ ∈Mh.(3.12)
Note that
〈uh · n+ τ(ph − p¯h), q〉 − 〈uh · n+ τ(ph − p¯h), q¯〉∂Th\FDh
= 〈uh · n+ τ(ph − p¯h), q − q¯〉
because q¯ = 0 on FDh . Then the sum of the left-hand sides of (3.9) is written with
the above three bilinear forms as
BP ((uh, ph, p¯h), (v, q, q¯)) := aP (uh,v) + bP ((ph, p¯h),v)(3.13)
+ bP ((q, q¯),uh)− cP ((ph, p¯h), (q, q¯)).
For simplicity we assume pD = pN = 0 in the remainder of this paper but the
arguments below can be easily extended to the cases with inhomogeneous boundary
conditions.
Lemma 3.1. For q ∈ Qh, there exists w ∈ H1(Ω;Rd) such that divw = q, w·n = 0
on ΓN , and ‖w‖1≤ CΩ‖q‖0 with CΩ which only depends on Ω and ΓD.
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Proof. This is a known result (see, e.g., [18, p.176]), so proof is omitted. 
The norm ‖v‖V h for v ∈ V h and semi-norm |q − q¯|τ,s,Fh for (q, q¯) ∈ Qh ×Mh
are
‖v‖2V h=
(
κ−1v,v
)
, |q − q¯|2τ,s,Fh=
∑
K∈Th
h2sK 〈τ (q − q¯) , q − q¯〉∂K ,(3.14)
and Xh is the space V h ×Qh ×Mh with the norm
‖(v, q, q¯)‖2Xh= ‖v‖
2
V h
+‖q‖20+|q − q¯|
2
τ,0,Fh
.
We will show that BP satisfies an inf-sup condition, which will be used for optimal
error estimates without elliptic regularity assumptions. As the first step for the
inf-sup condition of BP , we need a weak inf-sup condition stated below.
Lemma 3.2. Suppose that τ ≥ τmin on Fh for a constant τmin > 0. Then for
bP (·, ·) in (3.11), there exist C0, C1 > 0 independent of h such that
(3.15) inf
(q,q¯)∈Qh×Mh
sup
v∈V h
bP ((q, q¯),v)
‖v‖0
> C0‖q‖0−
C1
τmin
|q − q¯|τ, 1
2
,Fh .
Proof. We show (3.15) by proving an equivalent condition, i.e., there exist C′1, C
′
2 >
0 independent of h such that for any 0 6= (q, q¯) ∈ Qh ×Mh one can find v ∈ V h
such that ‖v‖0≤ C′2‖q‖0 and
bP ((q, q¯),v) ≥ ‖q‖
2
0−
C′1
τmin
|q − q¯|τ, 1
2
,Fh‖q‖0.(3.16)
To prove (3.16) we first note that there existsw ∈ H1(Ω;Rd) such that w ·n|ΓN=
0, divw = −q, and ‖w‖1≤ CΩ‖q‖0 with CΩ depending only on Ω and ΓD by
Lemma 3.1. Let Πhw be the L
2 projection of w into V h. Then
−‖q‖20 = (q, divw)
= − (grad q,w) + 〈q,w · n〉
= − (grad q,Πhw) + 〈q − q¯,w · n〉
= −bP ((q, q¯),Πhw) + 〈q − q¯, (w −Πhw) · n〉 ,
(3.17)
where the third equality is obtained by applying the facts that w · n and q¯ are
single-valued on Fh, and the facts that q¯ = 0 on ΓD and w · n = 0 on ΓN .
An element-wise trace inequality gives
|〈q − q¯, (w −Πhw) · n〉| ≤
C
τmin
|q − q¯|τ, 1
2
,Fh
‖w‖1
≤
CCΩ
τmin
|q − q¯|τ, 1
2
,Fh‖q‖0
(3.18)
with C depending on the implicit constant in the trace inequality. Combining (3.17)
and (3.18) we obtain
(3.19) bP ((q, q¯),Πhw) ≥ ‖q‖
2
0−
CCΩ
τmin
|q − q¯|τ, 1
2
,Fh
‖q‖0.
Moreover, ‖Πhw‖0≤ ‖w‖0≤ ‖w‖1≤ CΩ‖q‖0, so the assertion follows. 
Remark 3.3. Although we only consider the spaces in (3.7), Lemma 3.2 can be
obtained for other polynomial spaces if gradQ(K) ⊂ V (K) holds. The proof is
same.
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We remark that |q − q¯|τ,s,Fh≤ h
s|q − q¯|τ,0,Fh holds. We now prove an inf-sup
condition of BP .
Theorem 3.4 (inf-sup condition). If τ ≥ τmin ≥ Cτh
1
2 holds in (3.12) on Fh with
a constant Cτ > 0, then there exists γP independent of h such that
inf
(v,q,q¯)∈Xh
sup
(v′,q′,q¯′)∈Xh
BP ((v, q, q¯), (v′, q′, q¯′))
‖(v, q, q¯)‖Xh‖(v
′, q′, q¯′)‖Xh
≥ γP > 0.(3.20)
Here γP may approach 0 as Cτ → 0 or κmin → 0.
Proof. To prove the inf-sup condition we will show the following: There exist con-
stants C1, C2 > 0 independent of h such that, for any given (v, q, q¯) ∈ Xh, one
can find (v′, q′, q¯′) ∈ Xh satisfying BP ((v, q, q¯), (v′, q′, q¯′)) ≥ C1‖(v, q, q¯)‖2Xh and
‖(v′, q′, q¯′)‖Xh≤ C2‖(v, q, q¯)‖Xh .
Let (v, q, q¯) ∈ Xh be given and suppose that v0 ∈ V h is an element satisfying
(3.16) with ‖v0‖0≤ C′2‖q‖0 for given q and q¯. We now take v
′ = v + δv0, q
′ = −q,
q¯′ = −q¯ in (3.13), with δ > 0 to be determined later. Then, by (3.16),
BP ((v, q, q¯), (v
′, q′, q¯′)) = BP ((v, q, q¯), (v,−q,−q¯)) + δBP ((v, q, q¯), (v0, 0, 0))
= ‖v‖2V h+|q − q¯|
2
τ,0,Fh+δ (aP (v,v0) + bP ((q, q¯),v0))
≥ ‖v‖2V h+|q − q¯|
2
τ,0,Fh+δaP (v,v0)(3.21)
+ δC′0‖q‖
2
0−δ
C′1
τmin
|q − q¯|τ, 1
2
,Fh‖q‖0.
By Young’s inequality and the inequality |·|τ, 1
2
,Fh
≤ Ch
1
2 |·|τ,0,Fh,
δ|aP (v,v0)| ≤
1
2
‖v‖2V h+
δ2
2
‖v0‖
2
V h
≤
1
2
‖v‖2V h+
1
2
δ2κ−1min(C
′
2)
2‖q‖20,
δ
CC′1
τmin
|q − q¯|τ, 1
2
,Fh
‖q‖0 ≤
ǫ1h(CC
′
1)
2
τ2min
|q − q¯|2τ,0,Fh+
δ2
4ǫ1
‖q‖20
≤
ǫ1(CC
′
1)
2
C2τ
|q − q¯|2τ,0,Fh+
δ2
4ǫ1
‖q‖20
for any ǫ1 > 0. Using these inequalities to the previous inequality one can obtain
BP ((v, q, q¯), (v
′, q′, q¯′)) ≥
1
2
‖v‖2V h+
(
1− ǫ1
(CC′1)
2
C2τ
)
|q − q¯|2τ,0,Fh
+ δ
(
C′0 −
1
2
δκ−1min(C
′
2)
2 −
δ
4ǫ1
)
‖q‖20.
If we choose sufficiently small ǫ1 > 0, and then choose sufficiently small δ depending
on κmin and ǫ1, we can obtain
(3.22) BP (v, q, q¯;v
′, q′, q¯′) ≥ C1
(
‖v‖2V h+‖q‖
2
0+|q − q¯|
2
τ,0,Fh
)
for some C1 > 0 which approach 0 as Cτ → 0 or κmin → 0. Finally, from the choice
of (v′, q′, q¯′), it is not difficult to derive
‖(v′, q′, q¯′)‖Xh≤ C2‖(v, q, q¯)‖Xh ,(3.23)
with C2 which depends only on δ. The conclusion follows from (3.22) and (3.23). 
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3.2. The a priori error estimates. In this subsection we show the a priori error
estimates. We recall that there is an interpolation Π = (ΠV ,ΠQ) : H
1(K;Rd) ×
H1(K)→ V (K)×Q(K) defined by
(ΠV v,v
′)K = (v,v
′)K ∀v
′ ∈ Pk−1(K;R
d),(3.24)
(ΠQq, q
′)K = (q, q
′)K ∀q
′ ∈ Pk−1(K)(3.25)
〈ΠV v · nK + τΠQq, λ〉∂K = 〈v · nK + τq, λ〉∂K λ ∈ Pk(∂K),(3.26)
and it satisfies interpolation error estimates
‖v −ΠV v‖0,K ≤ Ch
kv+1
K |v|ku+1,K+Ch
kq+1
K τ
∗
K |q|kq+1,K ,(3.27)
‖q −ΠQq‖0,K ≤ Ch
kq+1
K |q|kq+1,K+C
hkv+1K
τmaxK
|div v|kv ,K(3.28)
with 0 ≤ kq, kv ≤ k and constants C independent of hK and τ [12, Theorem 2.1].
Here, τmaxK = maxF⊂∂K τ |F and τ
∗
K = maxF⊂∂K\F∗ τ |F , where F
∗ is the face that
τmaxK is attained, and the implicit constants are independent ofK and τ . We remark
that (3.27) and (3.28) give optimal order of approximations when τ = O(1) on ∂K.
We also define PM as the L
2 projection to Mh.
Theorem 3.5. Suppose that V h, Qh, Mh are defined by the spaces in (3.7) with
k ≥ 0, and τ in (3.9) satisfies the assumption in Theorem 3.4. If (u, p, p¯) and
(uh, ph, p¯h) are the solutions of (3.3) and (3.9), respectively, and (u, p) ∈ H1(Ω;Rd)×
H1(Ω), then we have
‖u− uh‖V h ≤ 2‖u−ΠV u‖V h ,(3.29)
‖p− ph‖0 ≤ γ
−1
P ‖u−ΠV u‖V h+‖p−ΠQp‖0.(3.30)
Remark 3.6. The estimate (3.29) is already proved in [12] but we include it here for
completeness. The proof of (3.30) without duality argument is the main contribution
of the theorem. An estimate of PMp− p¯h can be obtained with the argument similar
to the one in [12].
Proof. For an unknown σ we use eσ to denote σ−σh, the difference of the exact so-
lution σ and its numerical approximation σh. Adopting this notation the difference
of variational equations (3.8) and (3.9) give error equations(
κ−1eu,v
)
− (ep, div v) + 〈ep¯,v · n〉 = 0, v ∈ V h,(3.31a)
(eu, grad q)Ω − 〈eu · n+ τ(ep − ep¯), q〉 = 0, q ∈ Qh,(3.31b)
〈eu · n+ τ(ep − ep¯), q¯〉∂Th\FDh
= 0, q¯ ∈Mh.(3.31c)
Decomposing the errors as
eu = e
I
u + e
h
u := (u−ΠV u) + (ΠV u− uh) ,(3.32)
ep = e
I
p + e
h
p := (p−ΠQp) + (ΠQp− ph) ,(3.33)
ep¯ = e
I
p¯ + e
h
p¯ := (p− PM p¯) + (PM p¯− p¯h) ,(3.34)
one can observe cancellation properties(
eIp, div v
)
= 0,
〈
eIp¯,v · n
〉
= 0,
(
eIu, grad q
)
= 0,〈
eu · n+ τ(e
I
p − e
I
p¯), q
〉
= 0,
〈
eu · n+ τ(e
I
p − e
I
p¯), q¯
〉
= 0
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from the definitions of ΠV , ΠQ, PM , for any v ∈ V h, q ∈ Qh, q¯ ∈ Mh. Regarding
these reductions, the sum of the equations in (3.31) results in
BP ((e
h
u, e
h
p , e
h
p¯), (v, q, q¯)) = −
(
κ−1eIu,v
)
.(3.35)
If we take v = ehu, q = −e
h
p , q¯ = −e
h
p¯ in (3.35), then we get
‖ehu‖
2
V h
+|(ehp , e
h
p¯)|
2
τ,0,Fh = −
(
κ−1eIu, e
h
u
)
≤ ‖eIu‖V h‖e
h
u‖V h ,
so (3.29) follows by the triangle inequality.
From the inf-sup condition (3.20) there exists (v, q, q¯) ∈Xh with ‖(v, q, q¯)‖Xh =
1 such that ∥∥(ehu, ehp , ehp¯)∥∥Xh ≤ (γP − ǫ)−1 BP ((ehu, ehp , ehp¯), (v, q, q¯))
for any 0 < ǫ < γP . Using (3.35), the Cauchy–Schwarz inequality, and the arbi-
trariness of ǫ, we find that∥∥(ehu, ehp , ehp¯)∥∥Xh ≤ γ−1P |(κ−1eIu,v)|≤ γ−1P ‖u−Πu‖V h ,
so (3.30) follows by the triangle inequality.

4. Extension to the Convection-Diffusion-Reaction Equations
In this section we consider an extension of the analysis for the Poisson equations
to a model convection-diffusion-reaction equation. In the model equation, we find
p satisfying
−κ∆p+ β · grad p+ cp = f in Ω,
p = pD on ∂Ω,
with the assumtions
(A1) κ is symmetric positive definite and is constant on Ω
(A2) β ∈W 1,∞(Ω;Rd), c ∈ L∞(Ω), f ∈ L2(Ω), pD ∈ H
1
2 (∂Ω)
(A3) cβ := c−
1
2 divβ ≥ 0
Taking u = −κ gradp as an additional unknown, we have a system of equations
which finds u and p satisfying
κ−1u+ grad p = 0,(4.1a)
divu+ β · gradp+ cp = f(4.1b)
with boundary condition p = pD on ∂Ω.
4.1. HDG methods for the convection-diffusion-reaction equations. For
HDG methods we define the discrete spaces V h, Qh, Mh as in (3.4), (3.5), (3.6)
with ΓD = ∂Ω. As before we take p¯ as the restriction of p on Fh \FDh and p¯ = 0 on
FDh . If the solution (u, p) of (4.1) is in H
1(Ω;Rd)×H1(Ω), then by the integration
by parts, one can show that the variational equations(
κ−1u,v
)
+ (gradp,v)− 〈p− p¯,v · n〉 = −〈pD,v · n〉FD
h
,(4.2a)
(uh + βp, grad q)− ((c− divβ)p, q)(4.2b)
− 〈u · n+ (β · n)p¯+ τ(p− p¯), q〉 = − (τpD, q)FD
h
− (f, q) ,
〈u · n+ (β · n)p¯+ τ(p− p¯), q¯〉∂Th\FDh
= 0(4.2c)
hold for any piecewise constant function τ on Fh and for all (v, q, q¯) ∈ V h×Qh×Mh.
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An HDG formulation of the convection-diffusion-reaction equation is to seek
(uh, ph, p¯h) ∈ V h ×Qh ×Mh satisfying(
κ−1uh,v
)
+ (gradph,v)− 〈ph − p¯h,v · n〉∂Th = −〈pD,v · n〉FDh
,(4.3a)
(uh + βph, grad q)− ((c− divβ)ph, q)(4.3b)
− 〈uh · n+ (β · n)p¯h + τ(ph − p¯h), q〉∂Th = − (τpD, q)FDh
− (f, q) ,
〈uh · n+ (β · n)p¯h + τ(ph − p¯h), q¯〉∂Th\FDh
= 0(4.3c)
for all (v, q, q¯) ∈ V h×Qh×Mh. For the stability of this HDG method we need an
additional assumption on τ :
(A4) τβ := τ −
1
2β · n > 0 on Fh
We define the sum of the left-hand sides of (4.3) by BC . Recalling the definition of
BP in the previous section, one can see that
(4.4) BC((uh, ph, p¯h), (v, q, q¯)) = BP ((uh, ph, p¯h), (v, q, q¯))
+ (βph, grad q)− ((c− divβ)ph, q)− 〈(β · n)p¯h, q − q¯〉 .
For the stability analysis we define X˜h as V h ×Qh ×Mh with the norm
‖(v, q, q¯)‖2
X˜h
= ‖v‖2V h+‖q‖
2
0+|q − q¯|
2
τβ ,0,Fh
.(4.5)
In the sequel, τβ,max and τβ,min are the essential upper and lower bounds of τβ.
Here we prove an inf-sup condition for the bilinear form BC with X˜h.
Theorem 4.1. Suppose that (A1), (A2), (A3) and (A4) hold, and τβ,min satisfies
τβ,min ≥ Cτh
1
2 with Cτ > 0 independent of h. For BC in (4.4)
inf
(v,q,q¯)∈X˜h
sup
(v′,q′,q¯′)∈X˜h
BC((v, q, q¯), (v′, q′, q¯′))
‖(v, q, q¯)‖X˜h‖(v
′, q′, q¯′)‖X˜h
≥ γC(4.6)
holds with γC > 0 independent of h.
Proof. As in the proof of Theorem 3.4 we show that there are two constants C1 and
C2 such that for any given (v, q, q¯) ∈ X˜h one can find (v′, q′, q¯′) ∈ X˜h satisfying
BC((v, q, q¯), (v
′, q′, q¯′)) ≥ C1‖(v, q, q¯)‖
2
X˜h
, ‖(v′, q′, q¯′)‖X˜h≤ C2‖(v, q, q¯)‖X˜h .
Before the proof, we first claim that
(4.7) (βq, grad q)− ((c− divβ)q, q)− 〈(β · n)q¯, q − q¯〉
= − (cβq, q) +
1
2
〈β · n(q − q¯), q − q¯〉
for q ∈ Qh and q¯ ∈Mh. To see it, note first that the integration by parts gives
−(βq, grad q) = −〈β · nq, q〉+ ((divβ)q, q) + (βq, grad q),
so one can obtain
(βq, grad q) =
1
2
〈β · nq, q〉 −
1
2
((divβ)q, q) .(4.8)
In addition, note the identity 12 〈β · nq¯, q¯〉 = 0 followed by the continuity of β · n
and single-valuedness of q¯ on Fh. From this identity one can derive another identity
1
2
〈β · nq, q〉 − 〈(β · n)q¯, q − q¯〉 =
1
2
〈(β · n)(q − q¯), q − q¯〉 .(4.9)
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Then one can show (4.7) using (4.8) and (4.9).
Let (v, q, q¯) ∈ X˜h be given. By applying a variant of Lemma 3.2 such that τ
and τmin are replaced by τβ and τβ,min, there is v0 ∈ V h satisfying ‖v0‖0≤ C′2‖q‖0
and
bP ((q, q¯),v0) ≥ C
′
0‖q‖
2
0−
C′1
τβ,min
|q − q¯|τβ ,
1
2
,Fh‖q‖0
with positive constants C′0, C
′
1, C
′
2 which are independent of h and (q, q¯). We take
(v′, q′, q¯′) = (v + δv0,−q,−q¯) with δ > 0 which will be determined later. From
(4.4) and (4.7), one can find that
BC((v, q, q¯), (v
′, q′, q¯′)) = ‖v‖2V h+δaP (v,v0) + δbP ((q, q¯),v0)
+ 〈(τ − (1/2)β · n) (q − q¯), q − q¯〉+ (cβq, q)
≥ ‖v‖2V h+δaP (v,v0) + |q − q¯|
2
τβ ,0,Fh
+ δC′0‖q‖
2
0−δ
C′1
τβ,min
|q − q¯|τβ ,
1
2
,Fh
‖q‖0.
Note that this inequality is completely similar to the last form in (3.21) with τβ
instead of τ . We omit the rest steps because they are same as the proof of Theo-
rem 3.4. 
4.2. The a priori error estimates. We show the a priori error estimates of the
convection-diffusion-reaction equation.
Theorem 4.2. Suppose that V h, Qh, Mh are defined by the spaces in (3.7) with
k ≥ 0, and the assumption in Theorem 4.1 hold. If (u, p, p¯) and (uh, ph, p¯h) are the
solutions of (4.2) and (4.3), respectively, and (u, p) ∈ H1(Ω;Rd)×H1(Ω), then
(4.10) ‖u− uh‖V h+‖p− ph‖0
≤
(
1 + γ−1C
)
‖u−ΠV u‖V h+(1 + C1)‖p−ΠQp‖0+C2h
1
2 ‖p¯− PM p¯‖τβ,0,Fh
where C1 = γ
−1
C
(
‖cβ‖L∞(Ω)+C‖β‖W 1,∞(Ω)
)
, C2 = Cτ
− 1
2
β,minγ
−1
C ‖β‖W 1,∞(Ω) with
C > 0 independent of c, β, τβ, and h.
Remark 4.3. If u and p have sufficiently high regularities, then (4.10) is opti-
mal because h
1
2 ‖p¯ − PM p¯‖τβ,0,Fh≤ Cτβ,maxh
k+1‖p‖k+1 holds by an inverse trace
inequality.
Proof of Theorem 4.2. From the differences of (4.2) and (4.3), the error equations
of the convection-diffusion-reaction equation are
(
κ−1eu,v
)
+ (grad ep,v)− 〈ep − ep¯,v · n〉 = 0,(4.11a)
(eu + βep, grad q)− ((c− divβ)ep, q)(4.11b)
− 〈eu · n+ (β · n)ep¯ + τ(ep − ep¯), q〉 = 0,
〈eu · n+ (β · n)ep¯ + τ(ep − ep¯), q¯〉∂Th\FDh
= 0(4.11c)
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for all (v, q, q¯) ∈ V h × Qh ×Mh. If we decompose the errors as in (3.32)–(3.34),
then we obtain reduced error equations
(
κ−1ehu,v
)
+
(
grad ehp ,v
)
−
〈
ehp − e
h
p¯ ,v · n
〉
= −
(
κ−1eIu,v
)
,(4.12a) (
ehu + βe
h
p , grad q
)
−
(
(c− divβ)ehp , q
)
(4.12b)
−
〈
ehu · n+ (β · n)e
h
p¯ + τ(e
h
p − e
h
p¯), q
〉
= −
(
(β − P0β)e
I
p, grad q
)
+
(
(c− divβ)eIp, q
)
+
〈
(β · n− P0β · n)e
I
p¯, q
〉
,
−
〈
ehu · n+ (β · n)e
h
p¯ + τ(ep − ep¯), q¯
〉
∂Th\FDh
(4.12c)
= −
〈
(β · n− P0β · n)e
I
p¯, q¯
〉
∂Th\FDh
where P0 and P0 are the L
2 projections into the spaces of piecewise constant func-
tions on Th and Fh, respectively. By adding the equations in (4.12), we get
BC((e
h
u, e
h
p , e
h
p¯), (v, q, q¯)) = −
(
κ−1eIu,v
)
−
(
(β − P0β)e
I
p, grad q
)
+
(
(c− divβ)eIp, q
)
+
〈
(β · n− P0β · n)e
I
p¯, q − q¯
〉
=: I1(v) + I2(q) + I3(q) + I4(q, q¯).
By the inf-sup condition (4.6) there exists (v, q, q¯) ∈ X˜h such that ‖(v, q, q¯)‖X˜h≤ 1
and BC((e
h
u, e
h
p , e
h
p¯), (v, q, q¯)) ≥ (γC − ǫ)‖(e
h
u, e
h
p , e
h
p¯)‖X˜h for any 0 < ǫ < γC . If we
use the above identity, then we can find
‖(ehu, e
h
p , e
h
p¯)‖X˜h ≤ (γC − ǫ)
−1BC((e
h
u, e
h
p , e
h
p¯), (v, q, q¯))(4.13)
= (γC − ǫ)
−1 (I1(v) + I2(q) + I3(q) + I4(q, q¯)) .
We now estimate the terms with the functionals Ii, 1 ≤ i ≤ 4. First, the
Cauchy–Schwarz inequality gives
|I1(v)| ≤ ‖v‖V h‖e
I
u‖V h .(4.14)
The Ho¨lder inequality, the estimate ‖β − P0β‖L∞(Ω)≤ Ch‖β‖W 1,∞(Ω), and an in-
verse inequality give
|I2(q)| ≤ ‖β − P0β‖L∞(Ω)‖e
I
p‖0‖grad q‖0≤ C‖β‖W 1,∞(Ω)‖e
I
p‖0‖q‖0.(4.15)
The triangle inequality, the Ho¨lder inequality, the Cauchy–Schwarz inequality give
|I3(q)| ≤
∣∣(cβeIp, q)∣∣+ 12 |
(
divβeIp, q
)
|(4.16)
≤
(
‖cβ‖L∞(Ω)+
1
2
‖β‖W 1,∞(Ω)
)
‖eIp‖0‖q‖0.
Finally, the Ho¨lder inequality and a trace inequality give
|I4(q, q¯)| ≤ ‖(β · n− P0β · n)‖L∞(Fh)‖e
I
p¯‖1,0,Fh‖q − q¯‖1,0,Fh(4.17)
≤ C
h
1
2
τ
1/2
β,min
‖β‖W 1,∞(Ω)‖e
I
p¯‖1,0,Fh‖q − q¯‖τβ,0,Fh .
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Since ǫ is arbitrary, by applying (4.14)–(4.17) to (4.13), one can find that
‖(ehu, e
h
p , e
h
p¯)‖X˜h ≤ γ
−1
C
(
‖eIu‖V h+
(
‖cβ‖L∞(Ω)+C‖β‖W 1,∞(Ω)
)
‖eIp‖0
)
+ γ−1C C
h
1
2
τ
1/2
β,min
‖β‖W 1,∞(Ω)‖e
I
p¯‖1,0,Fh.
The estimate (4.10) follows by this estimate and the triangle inequality. 
5. The Stokes equations
In this section we will present an analysis of HDG methods for the Stokes equa-
tions using a stabilized saddle point structure. As a consequence, we get optimal
error estimates of all variables without elliptic regularity assumptions.
For f ∈ H−1(Ω;Rd) and a constant ν > 0, a model Stokes problem for viscous
incompressible Newtonian fluids is the boundary value problem
− div(ν gradu− p I) = f in Ω,(5.1)
divu = 0 in Ω,(5.2)
u = 0 on ∂Ω(5.3)
where u : Ω → Rd is a velocity field of fluid, p : Ω → R is a pressure field, gradu
is the row-wise gradient of u, and div in (5.1) is the row-wise divergence operator.
Note that
∫
Ω
p dx = 0 is a compatibility condition of p from the no-slip boundary
condition (5.3).
5.1. HDG methods for the Stokes equations. For HDG methods we introduce
a matrix-valued unknown σ = ν gradu and rewrite (5.1) and (5.2) as
ν−1σ − gradu = 0, in Ω,(5.4a)
− div(σ − p I) = f , in Ω,(5.4b)
divu = 0, in Ω.(5.4c)
Here we define finite element spaces for HDG methods. As in the previous sec-
tions, we only consider finite element spaces which give equal order approximations
Σh =
{
τ ∈ L2(Ω;Rd×d) : τ |K∈ Pk(K;R
d×d), ∀K ∈ Th
}
,(5.5)
V h =
{
v ∈ L2(Ω;Rd) : v|K∈ Pk(K;R
d), ∀K ∈ Th
}
,(5.6)
Mh =
{
µ ∈ L2(Fh) : µ|F∈ Pk(F ;R
d), ∀F ∈ Fh, µ|∂Ω= 0
}
,(5.7)
Qh =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0 and q|K∈ Pk(K), ∀K ∈ Th
}
.(5.8)
Let u¯ be the restriction of u on Fh for a solution u in (5.4). If a solution (σ,u, p)
of (5.4) is in H1(Ω;Rd×d)×H1(Ω;Rd)×H1(Ω), then by the integration by parts,
it satisfies the variational equations(
ν−1σ, τ
)
− (gradu, τ ) + 〈u− u¯, τn〉 = 0,(5.9a)
− (σ, gradv) + (p, div v) + 〈σn− pn− S(u− u¯),v〉 = − (f ,v) ,(5.9b)
(divu, q)− 〈u− u¯, qn〉 = 0,(5.9c)
−〈σn− pn− S(u− u¯), v¯〉 = 0(5.9d)
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for a matrix-valued function S on Fh and for any (τ ,v, v¯, q) ∈ Σh×V h×Mh×Qh.
Here we changed the signs of the second and fourth equations to clarify a symmetric
structure of this system.
An HDG formulation for the Stokes system (cf. [12]) is to seek σh ∈ Σh,
uh ∈ V h, u¯h ∈Mh, ph ∈ Qh such that(
ν−1σh, τ
)
− (graduh, τ ) + 〈uh − u¯h, τn〉 = 0,(5.10a)
− (σh, gradv) + (ph, div v) + 〈σhn− phn− S(uh − u¯h),v〉 = − (f ,v) ,(5.10b)
(divuh, q)− 〈uh − u¯h, qn〉 = 0,(5.10c)
−〈σhn− phn− S(uh − u¯h), v¯〉 = 0(5.10d)
holds for any (τ ,v, v¯, q) ∈ Σh×V h×Mh×Qh. Here S is a matrix-valued function
defined on Fh which has a form
S = τn (n⊗ n) + τt (I− n⊗ n)(5.11)
with piecewise constant τn, τt > 0 where v ⊗w is Rd×d-valued object defined by
v ⊗w = (viwj)1≤i,j≤d, v =
(
v1 · · ·vd
)T
, w =
(
w1 · · ·wd
)T
with AT , the transpose of matrix A.
Here we define bilinear forms
aS (τ , τ
′) =
(
ν−1τ , τ ′
)
,(5.12)
b1,S(τ , (v, v¯)) = − (gradv, τ ) + 〈v − v¯, τn〉(5.13)
b2,S((v, v¯), q) = (div v, q)− 〈v − v¯, qn〉 ,(5.14)
cS((v, v¯), (v
′, v¯′)) = 〈S(v − v¯),v′ − v¯′〉 ,(5.15)
and note that the last terms in (5.10b) and (5.10d) can be combined as
〈νσhn− phn− S(uh − u¯h),v − v¯〉 .
Then the sum of the left-hand sides of (5.10) can be written as
BS ((σh,uh, u¯h, ph), (τ ,v, v¯, q))(5.16)
:= aS(σh, τ ) +b1,S(τ , (uh, u¯h))
+b1,S(σh, (v, v¯)) +b2,S((v, v¯), ph)
+b2,S((uh, u¯h), q) −cS((uh, u¯h), (v, v¯)).
We define semi-norms on V h ×Mh as
|v − v¯|2
I,s,Fh :=
∑
K∈Th
h2sK 〈v − v¯,v − v¯〉∂K ,
|v − v¯|2S,s,Fh :=
∑
K∈Th
h2sK 〈S(v − v¯),v − v¯〉∂K .
Lemma 5.1. Suppose that τn, τt ≥ τmin with a constant τmin > 0 for S in (5.11).
For b1,S(·, ·) in (5.13) there exist C0, C1 > 0 independent of h such that
inf
(v,v¯)V h×Mh
sup
τ∈Σh
b1,S(τ , (v, v¯))
‖τ‖0
≥ C0‖v‖0−
C1
τmin
|v − v¯|S, 1
2
,Fh
.
Proof. This is a vector version of Lemma 3.2. The only required modification is
to use the S-weighted semi-norm of (v, v¯) instead of the τ -weighted norm. With
the S-weighted norm, the same proof of Lemma 3.2 can be applied, so we omit
details. 
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Since (5.16) has a dual saddle-point problem structure, we need an additional
lemma for the stability proof.
Lemma 5.2. There exists C2 > 0 independent of h such that, for any given q ∈ Qh
one can find (v, v¯) ∈ V h ×Mh satisfying
b2,S((v, v¯), q) = ‖q‖
2
0, ‖gradv‖0+‖v‖0+|v − v¯|I,− 1
2
,Fh≤ C2‖q‖0.(5.17)
Proof. By Lemma 3.1, there exists w ∈ H10 (Ω;R
d) such that divw = q and ‖w‖1≤
CΩ‖q‖0 with CΩ > 0 depending only on Ω. Let v and v¯ be the L2 projections of
w in V h and in Mh, respectively. The integration by parts gives
‖q‖20 = (q, divw) = − (grad q,w) + 〈q,w · n〉
= − (grad q,v) + 〈q, v¯ · n〉 = 〈q, div v〉 − 〈qn,v − v¯〉 = b2,S((v, v¯), q).
To show the inequality in (5.17), note that ‖v‖0≤ ‖w‖0 holds and ‖gradv‖0≤
C‖w‖1 follows from an inverse inequality and the element-wise Poincare´ inequality.
Moreover, for a facet F ⊂ ∂K, h−1K 〈v − v¯,v − v¯〉F ≤ h
−1
K 〈v −w,v −w〉F ≤
C‖w‖21,K holds with a constant C > 0 depending on the shape regularity and the
trace inequality. Taking its summation over F ∈ Fh gives |v − v¯|I,− 1
2
,Fh
≤ C‖q‖0,
so (5.17) is proved. 
Let Y h be the space Σh × V h ×Mh ×Qh with the norm
‖(τ ,v, v¯, q)‖2Y h=
(
ν−1τ , τ
)
+ ‖v‖20+|v − v¯|S,0,Fh+‖q‖
2
0.(5.18)
Theorem 5.3. Suppose that τt, τn ≥ τmin ≥ Cτh
1
2 in (5.11) on Fh for a constant
Cτ > 0 independent of h. Then
inf
(τ ,v,v¯,q)∈Y h
sup
(τ ′,v′,v¯′,q′)∈Y h
BS ((τ ,v, v¯, q), (τ
′,v′, v¯′, q′))
‖(τ ,v, v¯, q)‖Y h‖(τ
′,v′, v¯′, q′)‖Y h
≥ γS
holds with γS > 0 independent of h.
Proof. Given (τ ,v, v¯, q) ∈ Σh×V h×Mh×Qh, there exist τ 0 ∈ Σh and (v0, v¯0) ∈
V h ×Mh such that
‖τ 0‖0≤ ‖v‖0, ‖gradv0‖0+‖v0‖0+|v0 − v¯0|I,− 1
2
,Fh
≤ C2‖q‖0,(5.19)
b1,S(τ 0, (v, v¯)) ≥
(
C0‖v‖0−
C1
τmin
‖v − v¯‖S, 1
2
,Fh
)
‖τ 0‖0,(5.20)
b2,S((v0, v¯0), q) = ‖q‖
2
0(5.21)
by Lemma 5.1 and Lemma 5.2. If we take τ ′ = τ+δτ0, (v
′, v¯′) = −(v, v¯)+ǫ(v0, v¯0),
q′ = q in (5.16) and add the equations altogether, then we get
BS((τ ,v, v¯, q), (τ
′,v′, v¯′, q′))
= aS(τ , τ ) + δaS(τ , τ 0) + b1,S(τ , (v, v¯)) + δb1,S(τ 0, (v, v¯))
− b1,S(τ , (v, v¯)) + ǫb1,S(τ , (v0, v¯0))− b2,S((v, v¯), q) + ǫb2,S((v0, v¯0), q)
+ b2,S((v, v¯), q) + cS((v, v¯), (v, v¯))− ǫcS((v, v¯), (v0, v¯0))
≥ aS(τ , τ ) + δaS(τ , τ 0) + δ
(
C0‖v‖
2
0−
C1
τmin
|v − v¯|S, 1
2
,Fh‖v‖0
)
+ ǫb1,S(ντ , (v0, v¯0) + ǫ‖q‖
2
0+cS((v, v¯), (v, v¯))− ǫcS((v, v¯), (v0, v¯0))
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in which we used (5.20) and (5.21) in the last inequality. By Young’s inequality,
we can obtain
δ |aS(τ , τ 0)| ≤
1
4
aS(τ , τ ) + δ
2aS(τ 0, τ 0) ≤
1
4
aS(τ , τ ) + δ
2ν−1‖v‖20,
δ
C1
τmin
|v − v¯|S, 1
2
,Fh
‖v‖0 ≤ δ
hC21
2τ2minC0
|v − v¯|2S,0,Fh+
1
2
δC0‖v‖
2
0,
ǫ |b1,S(τ ; (v0, v¯0))| ≤
1
4
aS(τ , τ ) + Cǫ
2
(
(ν gradv0, gradv0) + |v0 − v¯0|
2
I,− 1
2
,Fh
)
≤
1
4
aS(τ , τ ) + CC2ǫ
2max{1, ν}‖q‖20,
ǫ |cS((v, v¯), (v0, v¯0)| ≤
1
4
|v − v¯|2S,0,Fh+ǫ
2|v0 − v¯0|
2
S,0,Fh
≤
1
4
|v − v¯|2S,0,Fh+τ¯ ǫ
2|v0 − v¯0|
2
S,− 1
2
,Fh
≤
1
4
|v − v¯|2S,0,Fh+C2τ¯ ǫ
2‖q‖20
where
τ¯ := max
K∈Th
{τt|∂KhK , τn|∂KhK}.(5.22)
If we use these inequalities to the previous inequality of BS((τ ,v, v¯, q), (τ ′,v′, v¯′, q′)),
then we can obtain
BS((τ ,v, v¯, q), (τ
′,v′, v¯′, q′))(5.23)
≥
1
2
aS(τ , τ )− δ
2ν−1‖v‖20+
1
2
δC0‖v‖
2
0−δ
hC21
2τ2minC0
|v − v¯|2S,0,Fh
+ ǫ‖q‖20+|v − v¯|
2
S,0,Fh
−(Cmax{1, ν}+ τ¯ )C2ǫ
2‖q‖20.
If we choose ǫ and δ sufficiently small to satisfy
δ
(
1
2
C0 − δν
−1
)
> 0, 1− δ
hC21
2τ2minC0
> 0, ǫ (1− (Cmax{1, ν}+ τ¯)ǫ) > 0,
(5.24)
then BS((τ ,v, v¯, q), (τ ′,v′, v¯′, q′)) ≥ C‖(τ ,v, v¯, q)‖2Y h holds with
C = min
{
1
2
, δ
(
1
2
C0 − δν
−1
)
, 1− δ
hC21
2τ2minC0
, ǫ (1− (Cmax{1, ν}+ τ¯ )ǫ)
}
.
(5.25)
One can also check that ‖(τ ′,v′, v¯′, q′)‖Y h≤ C‖(τ ,v, v¯, q)‖Y h with another con-
stant C depending on ǫ and δ. This complete the proof. 
Remark 5.4. The formula (5.24) in the proof of Theorem 5.3 also shows that the
inf-sup constant γS can be independent of h even in the cases that τt, τn in (5.11)
depend on h. More precisely, γS is independent of h if h/τ
2
min and τ¯ in (5.22) are
uniformly bounded in h.
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5.2. The a priori error estimates. We show the a priori error estimates for the
solutions of (5.10). Note that there is an interpolation operatorΠ : H1(K;Rd×d)×
H1(K;Rd)×H1(K)→ Σ(K)×V (K)×Q(K), whose components will be denoted
by Π(τ ,v, q) = (ΠΣτ ,ΠV v,ΠQq) satisfying
(ΠΣτ , τ
′)K = (τ , τ
′)K ∀τ
′ ∈ Pk−1(K;R
d×d),(5.26)
(tr ΠΣτ , tr τ
′)K = (tr τ , tr τ
′)K ∀τ
′ ∈ Pk(K;R
d×d),(5.27)
(ΠV v,v
′)K = (v,v
′)K ∀v
′ ∈ Pk−1(K;R
d),(5.28)
(ΠQq, q
′)K = (q, q
′)K ∀q
′ ∈ Pk−1(K),(5.29)
〈ΠΣτnK + SΠV v +ΠQq, λ〉∂K = 〈τnK + Sv + q, λ〉∂K λ ∈ Pk(∂K;R
d).
(5.30)
It is known that Π satisfies
‖v −ΠV v‖0,K ≤ Ch
kv+1
K |v|kv+1,K+C
h
kτ ,q+1
K
max{τn, τt}
|div (τ − qI) |kτ ,q,K ,
‖τ −ΠΣτ‖0,K ≤ Ch
kτ+1
K |τ |kτ+1,K+Cτt
(
‖v −ΠV v‖0,K+h
kv+1
K |v|kv+1,K
)
,
‖q − ΠQq‖0,K ≤ Ch
kq+1
K |q|kq+1,K+‖τ −ΠΣτ‖0,K+Ch
kτ+1
K |τ |kτ+1,K
where 0 ≤ kτ , kv , kq, kτ ,q ≤ k with the assumptions tr τ = 0 for the last two
inequalities and div v = 0 for the last inequality (cf. [11, Theorem 2.3]). The
approximation orders of these estimates are optimal when τt, τn = O(1), and further
discussions exploiting approximation orders for h-dependent τt and τn can be found
in [11]. We define PM : L
2(Fh)→Mh as the L
2 projection into Mh.
Theorem 5.5. Suppose that the assumptions of Theorem 5.3 hold. If (σ,u, u¯, p)
and (σh,uh, u¯h, ph) are solutions of (5.9) and (5.10), respectively, then
‖σ − σh‖0 ≤ 2‖σ −ΠΣσ‖0,(5.31)
‖u− uh‖0+‖p− ph‖0 ≤ ‖u−ΠV u‖0+‖p−ΠQp‖0(5.32)
+ γ−1S ν
− 1
2 ‖σ −ΠΣσ‖0.
Remark 5.6. (5.31) and the estimate of ‖p − ph‖0 in (5.32) are obtained in [11]
without elliptic regularity assumptions. However, the estimate of ‖u − uh‖0 in
(5.32) without elliptic regularity assumptions is a new result.
Proof. From the difference of (5.9) and (5.10) we get the error equations(
ν−1eσ, τ
)
− (grad eu, τ ) + 〈eu − eu¯, τn〉 = 0,(5.33a)
− (eσ, gradv) + (ep, div v) + 〈νeσn− epn− S(eu − eu¯),v〉 = 0,(5.33b)
(div eu, q)− 〈eu − eu¯, qn〉 = 0,(5.33c)
−〈eσn− epn− S(eu − eu¯), v¯〉 = 0.(5.33d)
Splitting the errors as
eσ = e
I
σ + e
h
σ := (σ −ΠΣσ) + (ΠΣσ − σh) ,
eu = e
I
u + e
h
u := (u−ΠV u) + (ΠV u− uh) ,
eu¯ = e
I
u¯ + e
h
u¯ := (u− PM u¯) + (PMu− u¯h) ,
ep = e
I
p + e
h
p := (p−ΠQp) + (ΠQp− ph) ,
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the properties of PM and Π in (5.26)–(5.30) allow us to reduce (5.33) to(
ν−1ehσ, τ
)
−
(
grad ehu, τ
)
+
〈
ehu − e
h
u¯, τn
〉
= −
(
ν−1eIσ, τ
)
,(5.34a)
−
(
ehσ, gradv
)
+
(
ehp , div v
)
+
〈
ehσn− e
h
pn− S(e
h
u − e
h
u¯),v
〉
= 0,
(5.34b)
(
div ehu, q
)
−
〈
ehu − e
h
u¯, qn
〉
= 0,(5.34c)
−
〈
ehσn− e
h
pn− S(e
h
u − e
h
u¯), v¯
〉
= 0(5.34d)
where we used
− (grad eu, τ ) + 〈eu − eu¯, τn〉 = (eu, div τ )− 〈eu¯, τn〉
=
(
ehu, div τ
)
−
〈
ehu¯, τn
〉
= −
(
grad ehu, τ
)
+
〈
ehu − e
h
u¯, τn
〉
in the first equation. The sum of these equations give
BS((e
h
σ , e
h
u, e
h
u¯, e
h
p), (τ ,v, v¯, q)) = −
(
ν−1eIσ, τ
)
.(5.35)
If τ = ehσ, v = −e
h
u, p¯ = −e
h
p¯ , q = −e
h
p in (5.35), then(
ν−1ehσ, e
h
σ
)
+ |ehu − e
h
u¯|
2
S,0,Fh= −
(
ν−1eIσ, e
h
σ
)
.
By the Cauchy–Schwarz and the triangle inequalities, (5.31) follows.
We now estimate ‖ehu‖0 and ‖e
h
p‖0. By Theorem 5.3, for any 0 < ǫ < γS , there
exists (τ ,v, v¯, q) ∈ Y h such that ‖(τ ,v, v¯, q)‖Y h≤ 1 and
‖
(
ehσ, e
h
u, e
h
u¯, e
h
p
)
‖Y h ≤ (γS − ǫ)
−1BS((e
h
σ, e
h
u, e
h
u¯, e
h
p), (τ ,v, v¯, q))
= −(γS − ǫ)
−1
(
ν−1eIσ, τ
)
.
Then ‖
(
ehσ, e
h
u, e
h
u¯, e
h
p
)
‖Y h≤ (γS − ǫ)
−1ν−
1
2 ‖σ − ΠΣσ‖0 by the Cauchy-Schwarz
inequality. Since ǫ is arbitrary, this inequality holds for ǫ = 0. Then (5.32) follows
by the triangle inequality. 
6. Extension to the Oseen equations
We extend the results of the Stokes equations to the Oseen equations. Through-
out this section we assume that β is in H(div,Ω) with divβ = 0 and β|K∈
W 1,∞(K;Rd) for all K ∈ Th with
‖β‖W 1,∞
h
:= max
K∈Th
‖β‖W 1,∞(K;Rd)<∞.
The Oseen equation is
− div(ν gradu− u⊗ β − p I) = f , in Ω,
divu = 0, in Ω,
with the boundary condition u = 0 on ∂Ω. Taking σ = ν gradu as an additional
unknown, one can obtain a system of first order equations
ν−1σ − gradu = 0, in Ω,(6.1a)
− div(σ − u⊗ β − p I) = f , in Ω,(6.1b)
divu = 0, in Ω.(6.1c)
Since divβ = 0, div(u ⊗ β) = (gradu)β holds where (gradu)β stands for the
matrix-vector product.
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6.1. HDG methods for the Oseen equations. We define Σh, V h, Mh, Qh
as in (5.5)–(5.7). Letting u¯ be the restriction of u on Fh, one can see by the
integration by parts that the solution (σ,u, u¯, p) of (6.1) with sufficient regularity
satisfies the variational equations(
ν−1σ, τ
)
− (gradu, τ ) + 〈u− u¯, τn〉 = 0,(6.2a)
− (σ − u⊗ β, gradv) + (p, div v)(6.2b)
+ 〈σn− (β · n)u − pn− S(u − u¯),v〉 = − (f ,v) ,
(divu, q)− 〈u− u¯, qn〉 = 0,(6.2c)
−〈σn− (β · n)u − pn− S(u − u¯), v¯〉 = 0(6.2d)
for any matrix-valued S on Fh and any (τ ,v, v¯, q) ∈ Σh × V h ×Mh ×Qh.
An HDG method for the Oseen equation is to seek (σh,uh, u¯h, ph) ∈ Σh×V h×
Mh ×Qh satisfying(
ν−1σh, τ
)
− (graduh, τ ) + 〈uh − u¯h, τn〉 = 0,(6.3a)
− (σh − uh ⊗ β, gradv) + (ph, div v)(6.3b)
+ 〈σhn− (β · n)u¯h − phn− S(uh − u¯h),v〉 = − (f ,v) ,
(divuh, q)− 〈uh − u¯h, qn〉 = 0,(6.3c)
−〈σhn− (β · n)u¯h − phn− S(uh − u¯h), v¯〉 = 0(6.3d)
for all (τ ,v, v¯, q) ∈ Σh×V h×Mh×Qh, where S is a function of the form (5.11).
We assume
Sβ := S −
1
2
β · nI ≥ τβ,nn⊗ n+ τβ,t(I− n⊗ n)(6.4)
with τβ,n, τβ,t > 0 on Fh, and define Y˜ h by Σh × V h ×Qh ×Mh with the norm
‖(τ ,v, v¯, q)‖2
Y˜ h
:=
(
ν−1τ , τ
)
+ ‖v‖20+‖q‖
2
0+|v − v¯|
2
Sβ ,0,Fh
.
Let us define BO((σh,uh, u¯h, ph), (τ ,v, v¯, q)) as the sum of all the bilinear forms
on the left-hand sides of (6.3).
Theorem 6.1. Suppose that S in (6.3) satisfies (6.4) and τβ,t, τβ,n ≥ τβ,min ≥
Cτh
1
2 with Cτ > 0 independent of h. Then the inf-sup condition
inf
(τ ,v,v¯,q)∈Y˜ h
sup
(τ ′,v′,v¯′,q′)∈Y˜ h
BO ((τ ,v, v¯, q), (τ ′,v′, v¯′, q′))
‖(τ ,v, v¯, q)‖Y˜ h‖(τ
′,v′, v¯′, q′)‖Y˜ h
≥ γO
holds with γO > 0 independent of h.
Proof. Before we begin proof, note an identity for later use. The integration by
parts and an algebraic identity give
(u⊗ β, gradv) = 〈(β · n)u,v〉 − ((gradu)β,v) = 〈(β · n)u,v〉 − (v ⊗ β, gradu)
for any u,v ∈ V h because divβ = 0. If u = v, then we can obtain
(v ⊗ β, gradv) =
1
2
〈(β · n)v,v〉 .(6.5)
We also note that, by recalling BS in (5.16), one can find that
BO((τ ,v, v¯, q), (τ
′,v′, v¯′, q′)) = BS((τ ,v, v¯, q), (τ
′,v′, v¯′, q′))
+ (v ⊗ β, gradv′)− 〈(β · n)v¯,v′ − v¯′〉 .
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We begin the inf-sup condition proof. For given (τ ,v, v¯, q) ∈ Y˜ h, let τ 0 ∈ Σh
and (v0, v¯0) ∈ V h×Mh be the elements determined by Lemma 5.1 with Sβ instead
of S and Lemma 5.2, which satisfy
‖τ 0‖0≤ ‖v‖0, ‖gradv0‖0+‖v0‖0+|v0 − v¯0|I,− 1
2
,Fh
≤ C2‖q‖0,(6.6)
b1,S(τ 0, (v, v¯)) ≥
(
C0‖v‖0−
C1
τβ,min
‖v − v¯‖Sβ,
1
2
,Fh
)
‖τ 0‖0,(6.7)
b2,S((v0, v¯0), q) = ‖q‖
2
0.(6.8)
If we take τ ′ = τ + δτ 0, (v
′, v¯′) = −(v, v¯) + ǫ(v0, v¯0), q′ = −q with constants δ
and ǫ which will be determined later, then we have
BO((τ ,v, v¯, q), (τ + δτ 0,−v + ǫv0,−v¯ + ǫv¯0,−q))
= BS((τ ,v, v¯, q), (τ + δτ 0,−v + ǫv0,−v¯ + ǫv¯0,−q))(6.9)
− [(v ⊗ β, gradv)− 〈(β · n)v¯,v − v¯〉]
+ ǫ [(v ⊗ β, gradv0)− 〈(β · n)v¯,v0 − v¯0〉]
=: I1 + I2 + I3.
If we use (6.5) to I2, then we have
I2 = −
1
2
〈(β · n)v,v〉+ 〈(β · n)v,v − v¯〉(6.10)
= −
1
2
〈(β · n)(v − v¯),v − v¯〉 = −|v − v¯|2β·nI,0,Fh
where we used the fact 12 〈(β · n)v¯, v¯〉 = 0 for the second equality, which follows
from the continuity of β ·n on Fh and the single-valuedness of v¯ on Fh. Note that
an inequality corresponding to (5.23) with Sβ instead of S, holds for I1. Using this
inequality and (6.10), one can obtain
I1 + I2 ≥
1
2
aS(τ , τ )− δ
2ν−1‖v‖20+
1
2
δC0‖v‖
2
0−δ
hC21
2τ2β,minC0
|v − v¯|2Sβ ,0,Fh
+ ǫ‖q‖20+|v − v¯|
2
Sβ ,0,Fh
−(Cmax{1, ν}+ τ¯β)C2ǫ
2‖q‖20
with τ¯β = maxK∈Th{τβ,t|∂KhK , τβ,n|∂KhK}.
To estimate I3, note the inequalities
|(v ⊗ β, gradv0)| ≤ ‖β‖L∞(Ω)‖v‖0‖gradv0‖0,
|〈(β · n)v¯,v0 − v¯0〉| ≤ |〈(β · n)(v − v¯),v0 − v¯0〉|+ |〈(β · n)v,v0 − v¯0〉|
≤ C‖β · n‖L∞(Fh)
(
‖v‖0+|v − v¯|I, 1
2
,Fh
)
|v0 − v¯0|I,− 1
2
,Fh
where we used the inverse trace inequality
∑
K∈Th
∑
F⊂∂K hF ‖v‖
2
L2(F )≤ C‖v‖
2
0 in
the last inequality. From the above two inequalities and (6.6) one can obtain
|I3| ≤ Cǫ
(
‖v‖0+|v − v¯|I, 1
2
,Fh
)
‖q‖0‖β‖L∞(Ω)
≤
ǫ
2
‖q‖20+
ǫ
2
C2‖β‖2L∞(Ω)
(
‖v‖0+|v − v¯|I, 1
2
,Fh
)2
.
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Combining these estimates of I1 + I2 and I3, with (6.9), we have
BO((τ ,v, v¯, q), (τ + δτ 0,−v + ǫv0,−v¯ + ǫv¯0,−q))
≥
1
2
aS(τ , τ )− δ
2ν−1‖v‖20+
1
2
δC0‖v‖
2
0−δ
hC21
2τ2β,minC0
|v − v¯|2Sβ ,0,Fh
+
ǫ
2
‖q‖20+|v − v¯|
2
Sβ,0,Fh
−(Cmax{1, ν}+ τ¯β)C2ǫ
2‖q‖20
−
ǫ
2
C2‖β‖2L∞(Ω)
(
‖v‖0+|v − v¯|I, 1
2
,Fh
)2
.
If we choose sufficiently small δ, ǫ > 0 such that
Sβ − δ
hC21
2τ2β,minC0
Sβ − ǫC
2h‖β‖2L∞(Ω)I ≥
1
2
Sβ ,
δ
(
1
2
C0 − δν
−1
)
− ǫC2‖β‖2L∞(Ω) > 0,
ǫ
(
1
2
− ǫ (Cmax{1, ν}+ τ¯β)
)
> 0,
then there exists C > 0 such that
BO((τ ,v, v¯, q), (τ + δτ 0,−v + ǫv0,−v¯ + ǫv¯0,−q)) ≥ C‖(τ ,v, v¯, q)‖
2
Y˜ h
.
One can also see that ‖(τ ′,v′, v¯′, q′)‖Y˜ h≤ C
′‖(τ ,v, v¯, q)‖Y˜ h , with C
′ depending
only on δ and ǫ. This completes the proof. 
6.2. The a priori error estimates. We show the a priori error estimates for the
solutions of (6.3).
Theorem 6.2. Suppose that the assumptions in Theorem 6.1 hold. If (σ,u, u¯, p)
and (σh,uh, u¯h, ph) are solutions of (6.2) and (6.3), respectively, then
‖σ − σh‖0 ≤ ‖σ −ΠΣσ‖0+ν
1
2 Eh,(6.11)
‖u− uh‖0 ≤ ‖u−ΠV u‖0+Eh,(6.12)
‖p− ph‖0 ≤ ‖p−ΠQp‖0+Eh(6.13)
hold with
Eh :=γ
−1
O ν
− 1
2 ‖σ −ΠΣσ‖0+Cγ
−1
O ν
− 1
2 ‖β‖W 1,∞
h
‖u−ΠV u‖0
+ γ−1O τ
− 1
2
β,min‖β‖W 1,∞
h
h
1
2 ‖u− PMu‖I,0,Fh.
Proof. The difference of (6.2) and (6.3) gives the error equations
(
ν−1eσ, τ
)
− (grad eu, τ ) + 〈eu − eu¯, τn〉 = 0,
− (eσ − eu ⊗ β, gradv) + (ep, div v)
+ 〈eσn− (β · n)eu − epn− S(eu − eu¯),v〉 = 0,
(div eu, q)− 〈eu − eu¯, qn〉 = 0,
〈eσn− (β · n)eu − epn− S(eu − eu¯), v¯〉 = 0.
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Splitting the errors as
eσ = e
I
σ + e
h
σ := (σ −ΠΣσ) + (ΠΣσ − σh) ,
eu = e
I
u + e
h
u := (u−ΠV u) + (ΠV u− uh) ,
eu¯ = e
I
u¯ + e
h
u¯ := (u− PM u¯) + (PMu− u¯h) ,
ep = e
I
p + e
h
p := (p−ΠQp) + (ΠQp− ph) ,
we can reduce (5.33) to(
ν−1ehσ, τ
)
−
(
grad ehu, τ
)
+
〈
ehu − e
h
u¯, τn
〉
= −
(
ν−1eIσ, τ
)
,(6.14a)
−
(
ehσ − e
h
u ⊗ β, gradv
)
+
(
ehp , div v
)
(6.14b)
+
〈
ehσn− (β · n)e
h
u¯ − e
h
pn− S(e
h
u − e
h
u¯),v
〉
= −
(
eIu ⊗ β, gradv
)
+
〈
(β · n)eIu¯,v
〉
,(
div ehu, q
)
−
〈
ehu − e
h
u¯, qn
〉
= 0,(6.14c)
−
〈
ehσn− (β · n)e
h
u¯ − e
h
pn− S(e
h
u − e
h
u¯), v¯
〉
= −
〈
(β · n)eIu¯, v¯
〉
.(6.14d)
The sum of these equations with (6.10) gives
BO
(
(ehσ, e
h
u, e
h
u¯, e
h
p), (τ ,v, v¯, q)
)
= −
(
ν−1eIσ, τ
)
−
(
eIu ⊗ β, gradv
)
+
〈
(β · n)eIu¯,v − v¯
〉
=: J1(τ ) + J2(v) + J3((v, v¯)).
For any 0 < ǫ < γO, there exists (τ ,v, v¯, q) ∈ Y˜ h such that ‖(τ ,v, v¯, q)‖Y˜ h≤ 1 and
‖(ehσ, e
h
u, e
h
u¯, e
h
p)‖Y˜ h ≤ (γO − ǫ)
−1BO
(
(ehσ, e
h
u, e
h
u¯, e
h
p), (τ ,v, v¯, q)
)
(6.15)
= (γO − ǫ)
−1 (J1(τ ) + J2(v) + J3((v, v¯))) .
From the assumption ‖(τ ,v, v¯, q)‖Y˜ h≤ 1, the Cauchy–Schwarz inequality, Ho¨lder
inequality, and a trace inequality, we find that
|J1(τ )| ≤ ν
− 1
2 ‖eIσ‖0,
|J2(v)| = |
(
eIu ⊗ (β − P0β), gradv
)
|≤ C‖β‖W 1,∞
h
‖eIu‖,
|J3((v, v¯))| =
〈
(β · n− P0β · n)e
I
u¯,v − v¯
〉
≤ Cτ
− 1
2
β,min‖β‖W 1,∞
h
(Ω)h
1
2 ‖eIu¯‖0.
Since (6.15) and these three estimates hold for any ǫ > 0, combining these results
give
‖(ehσ, e
h
u, e
h
u¯, e
h
p)‖Y˜ h≤ γ
−1
O
(
ν−
1
2 ‖eIσ‖0+C‖β‖W 1,∞
h
(
‖eIu‖+τ
− 1
2
β,minh
1
2 ‖eIu¯‖0
))
.
The conclusion follows by the triangle inequality. 
7. Conclusions
In this paper we discuss the stability and a priori error estimates of HDG meth-
ods without the elliptic regularity assumption. An analysis utilizing a stabilized
saddle point structure is a key to obtain the results. Based on the idea we showed
that optimal error estimates can be obtained for the Poisson, convection-diffusion-
reaction, the Stokes, and the Oseen equations. Extension of this analysis to HDG
methods for other PDE problems is a topic of future research.
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