Introduction {#Sec1}
============

NAFLD is a common clinico-pathologic entity that includes a wide spectrum of liver disorders. This ranges from simple steatosis (excessive fat accumulation in liver) to steatohepatitis (liver cell injury and inflammation), advanced fibrosis and rarely, progression to cirrhosis and hepatocellular carcinoma. It is marked by hepatic triglyceride (TRG) accumulation in liver parenchyma that adds to liver weight by at least 5%, however, it is not caused by consumption of alcohol^[@CR1],[@CR2]^.

NAFLD prevalence is increasing rapidly. This increase is quite noteworthy in western countries. According to Souza *et al*.^[@CR3]^ the prevalence of NAFLD is estimated at 45% in Hispanic-Americans, 33% in European-Americans and 24% in African-American. Other studies show that it can affect up to 30% of the general population^[@CR4]^. Its relative prevalence is estimated to be 69% among individuals with type 2 diabetes mellitus/glucose intolerance^[@CR5]^ when diagnosed by ultrasonography, 87% when diagnosed using biopsy or magnetic resonance imaging^[@CR6],[@CR7]^. The literal pervasiveness of NAFLD still remains unidentified due to heterogeneity in diagnosis, the population under consideration and the degree of diversity across various factors associated therewith^[@CR8]^.

Although the pathogenic mechanism of NAFLD is incompletely understood, the majority of NAFLD patients remains oblivious of their diagnosis until some major complications are encountered or it is diagnosed during tests carried out for some other reasons^[@CR9]^. NAFLD bears bidirectional association with Metabolic Syndrome (MetS)^[@CR10]^. MetS is a cluster of risk factors that significantly exposes an individual to coronary heart disease, diabetes mellitus, endocrine-metabolic diseases and chronic renal failure^[@CR7],[@CR11],[@CR12]^. Hence a space is available to make use of these factors for diagnosis of NAFLD risks. In 2005, the clinical criteria Adult Treatment Panel III (ATP III) were updated by the National Heart Lung and Blood Institute (NHLBI) and the American Heart Association (AHA). According to ATP III, the MetS is diagnosed by the existence of three or more risk factors^[@CR6],[@CR13],[@CR14]^ given in Table [1](#Tab1){ref-type="table"}.Table 1Definition of the metabolic syndrome, according to recent classifications^[@CR13]^.Risk Factor/FeaturesNational Cholesterol Education Program, ATP-IIIInternational Diabetes FederationJoint statement of IDF, NHLBI, AHA, WHF, IAS, IASOAbdominal obesity, (waist circumference)\>102 cm (males), \>88 cm (females)≥94 cm (males), ≥80 cm (females)(ethnic differences)≥94 cm (males), ≥80 cm (females)(ethnic differences)Lipoprotein levelTRG ≥150 mg/dL or treated for dyslipidemiaTRG ≥150 mg/dL or treated for dyslipidemiaTRG ≥150 mg/dL or treated for dyslipidemiaHDL levelHDL-Chol \<40 mg/dL (males); \<50 mg/dL (females)HDL-Chol \<40 mg/dL (males); \<50 mg/dL (females)HDL-Chol \<40 mg/dL (males); \<50 mg/dL (females)Blood pressure≥130/85 mmHg or treated for Htx≥130/85 mmHg or treated for Htx≥130/85 mmHg or treated for HtxFasting Glucose (FG)≥110 mg/dL or treated for DM≥100 mg/dL or treated for DM≥100 mg/dL or treated for DM**Note**3 of the aboveAbdominal obesity + 2 of the above3 of the above**Associated RiskDefining Factors**0No abdominal adiposity and no other features of MetS1Abdominal adiposity2Abdominal adiposity +1 feature of MetS (i.e. atherogenic dyslipidemia, low HDL cholesterol and/or high TRG, hypertension or fasting hyperglycemia/glucose intolerance/diabetes)3Abdominal adiposity + 2 features of MetS4Abdominal adiposity + 3 features of MetSQuantitative score to estimate the impact of metabolic factors on nonalcoholic fatty liver disease^[@CR6]^. FG, Fasting glucose, HDL, high-density lipoprotein, BMI, body mass index, DM, Diabetes Mellitus, TRG, Triglyceride, MetS, metabolic syndrome.

There are several methods in the literature individually to diagnosis diabetes, kidney or heart disease. Parthiban *et al*.^[@CR15]^ proposed Naïve Bayes based method to diagnose heart disease using diabetic dataset that contain no prior information related to heart disease. However, there is no machine learning based method to identify NAFLD risk from diabetic dataset with no prior information related to NAFLD risk; using risk factors based on ATP III clinical criteria proposed in 2005 for metabolic syndrome to our knowledge.

Early stage detection and diagnosis of NAFLD risk is needed for a variety of reasons. If detected at an early stage and contained promptly, it may be possible to check NAFLD from getting worse and decrease the quantity of fat in liver effectively. About 50% of individuals with compensated cirrhosis owing to NAFLD would either require liver transplant or pass away due other disorders triggered by liver associated diseases^[@CR16]^. NAFLD individuals demonstrate significantly higher premature mortality rate than the general population^[@CR17]^. Identification of novel treatments is bound on the early and reliable identification of NAFLD risk.

Data mining has been of tremendous interest in healthcare community for some decades now, which identifies useful information by sifting through huge quantities of data using statistical as well as pattern recognition and mathematical techniques^[@CR18]^. In this setting, EMRs demonstrate a vital role through cognizing of repetitive clinical measurements related to a patient's condition over time along with vital signs, diagnosis, procedures, prescribed medications and demographics^[@CR19]^. In principle this comprehensive information from each medical encounter can be incorporated to build models that take the semantics of such data into account, use information and knowledge intelligently and effectively help disease prediction as well as progression^[@CR18]^. Hence it is needed to analyses the already available huge diabetic data sets to discover some incredible facts which may help in producing some prediction model.

To overcome the above-mentioned issues and provide for a rapid and detailed analysis of medical data the present study proposes a Decision Tree (DT) based prediction model to investigate the risk of developing NAFLD in the Canadian population using risk factors proposed for MetS by ATP III. It may be noted that the risk factors used in our proposed method are those that are put forward in Adult Treatment Panel III (ATP III) clinical criteria proposed in 2005 to diagnose metabolic syndrome and are not direct indicators of NAFLD.

Methodology {#Sec2}
===========

HealthCare data {#Sec3}
---------------

The data used in this research is acquired from the Canadian Primary Care Sentinel Surveillance Network (CPCSSN) which is a pioneer multi-disease EMR-based surveillance system of Canada. Data from all participating networks, provided by family physicians and other primary care providers, are aggregated into a single national database (<http://cpcssn.ca/>). CPCSSN contains 667907 records for a period ranging from 2003 to Sept 30, 2013 and every record comprises of various attributes regarding vital signs, diagnosis and demographics. This dataset has previously been used by Mashayekhi *et al*.^[@CR19]^ to assert the discriminability of the Framingham diabetes risk model in Canadian population. An abstract overview of CPCSSN dataset is given in Table [2](#Tab2){ref-type="table"}.Table 2Characteristics of the population in the Canadian primary care sentinel surveillance network database.PredictorsFindings**Demographic (Gender, Age)**Male, sample size (%)287964 (43)Female, sample size (%)379561, (57)Male age mean ±SD,Years47.2 ± 25.1Female age mean ± SD,Years49.5 ± 24.8**Vital Signs/ clinical measures**Diastolic BP mean ± SD, mm Hg73.3 ± 12.4Systolic BP, mean ± SD, mm Hg121.9 ± 16.9Unknown disease frequency (%)393344 (59)COPD frequency (%)15926 (2.4)Dementia frequency (%)12007 (1.8)Depression frequency (%)62682 (10)Diabetes Mellitus frequency (%)40637 (6)Epilepsy frequency (%)5553 (0.8)Hypertension frequency (%)88615 (13)Osteoarthritis frequency (%)47606 (7)Parkinson's Disease frequency (%)1825 (0.2)**Lab Values**FG, mean ± SD, mmol/L5.54 ± 1.91Triglycerides, mean ± SD, mmol/L1.43 ± 1.21HDL, sample size, mean ± SD, mmol/L1.38 ± 0.41BMI, mean ± SD, kg/m^2^26.54 ± 7.37SD, standard deviation; BP, Blood Pressure, BMI, body mass index, FG, Fasting glucose, HDL, high-density lipoprotein, COPD, chronic obstructive pulmonary disease.\*Some patients have more than 1 disease in the database.

The consolidation of healthcare information from healthcare centers and hospitals in CPCSSN is an on-going job; hence, not all the information related to risk factors considered for the NAFLD risk prediction are available for all individuals, thus restricting the size of data. At this stage the dataset on clinical measurements are partial, about 627,180 patients out of 667,907 do not bear information for all the factors that are considered in this research based on ATP III for the prediction of NAFLD. The records that contain information for all the related factors are considered in this research. Hence, the final research sample after preprocessing contains 40637 records that include approximately 59% women and 40% men.

An abstract detail of our study sample and 7 potentially relevant risk factors proposed by ATP (III) clinical criteria in 2005 for metabolic syndrome identification are used in the context of NAFLD as listed in Table [3](#Tab3){ref-type="table"}. Those are systolic blood pressure, diastolic blood pressure, high density lipoprotein (HDL) triglycerides (TRG), body mass index (BMI), and fasting blood glucose (FG). Additional demographic variables age and sex are also included in this study. All the records for lab values mentioned above for each patient are recorded in mmol/L and demographic and clinical characteristics are described using mean ± standard deviation for continuous variables and categorical data are expressed as frequencies and percentages.Table 3Characteristics of study samples without random under-sampling and with random under-sampling with uniform class distribution.PredictorsFindingsWithout random under-samplingWith random under-sampling**Demographic (Gender, Age)**Male, sample size16631473Female, sample size24006527Overall maximum age, Years10393Overall minimum age, Years919Overall age mean ± SD,Years61.2 ± 14.259.48 ± 12.74**Vital Signs/clinical measures**Systolic blood pressure, mean (SD), mm Hg125.5 ± 15.7127.3 ± 15.403Diastolic blood pressure mean (SD), mm Hg75.4 ± 9.777.064 ± 10.243**Lab Values**FG, mean ± SD, mmol/L5.4 ± 1.25.783 ± 1.935Triglycerides, mean ± SD, mmol/L1.4 ± 1.21.5 ± 1.31HDL, sample size, mean ± SD, mmol/L1.4 ± 0.41.248 ± 0.399BMI, mean ± SD, kg/m^2^28.5 ± 6.130.618 ± 6.164

The CPCSSN has received ethics approval from the research ethics boards of all host universities for all participating networks and from the Health Canada Research Ethics Board. All participating CPCSSN sentinel primary care providers provided written informed consent for the collection and analysis of their EMR data. All data are fully anonymized, using the PARAT tool from Privacy Analytics (Ottawa, Canada). The University of Engineering & Technology research ethics board provided a waiver of ethics review for this study. All animal experimental procedures were conducted in compliance with the guidelines and regulations for the use and care of animals. All methods were carried out in accordance with relevant guidelines and regulations.

Proposed method {#Sec4}
---------------

The study goal is to facilitate health care professionals/physicians in investigation or prediction of the risk of developing NAFLD in an individual using risk factors put forward in ATP III clinical criteria that are not direct indicators of NAFLD. As a crucial understanding of various risk factors and pathogenic mechanism of NAFLD is compulsory for individualized prevention, management and advanced diagnostic strategies. Let *D* be the Dataset and $\documentclass[12pt]{minimal}
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                \begin{document}$${\rm{m}}=1,2,3,\ldots ,7$$\end{document}$. Nevertheless, the dataset of risk factors do not contain any class label whereas the evaluation and prognosis criteria based on DT that is a supervised classification algorithm. Hence, it is crucial to have categorical attributes upon which the dataset can be classified.

For this purpose we have taken quantitative scores to evaluate the impact of metabolic factors on NAFLD defined by the Italian Association for the Study of the Liver (IASF) depicted in Table [1](#Tab1){ref-type="table"}^[@CR6],[@CR13]^ along with a guideline explicitly defined for the Canadian population based on triglyceride (TRG) level^[@CR20]^. As it would be worth exploring whether these reference levels of TRG would affect the classification accuracy of the prediction model. So, these defined TRG levels are used as the reference value for determining of NAFLD risk. As a recent study revealed that the prevalence of NAFLD in individuals without metabolic syndrome was 6.1%^[@CR6],[@CR21]^. Furthermore, for ease of understanding, we convert TRG into ordinal categories, as the TRG attribute holds a range of numeric values. The risk of developing NAFLD in each patient is categorized into four mutually exclusive and exhaustive classes (1) Desirable; (2) Borderline-high; (3) High; (4) Very-High based on the values of TRG. This categorization has also been done based on the fact that a TRG value of 5.6 or \> 5.6 mmol/L is taken to be high TRG for Canadians^[@CR6]^. These categorizations are not gender specific and are based on Canadian guidelines as depicted in equations ([1](#Equ1){ref-type=""}), ([2](#Equ2){ref-type=""}), ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}).

### Patient segmentation {#Sec5}
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The association of a particular individual to one of the above mentioned categories can then be evaluated using the above devised procedure depicted in equations ([1](#Equ1){ref-type=""}), ([2](#Equ2){ref-type=""}), ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}). After evaluation process this association is considered as class label. Table [4](#Tab4){ref-type="table"} shows the study sample distribution across different categories that include categories that include (1) Desirable; (2) Borderline-High; (3) High; (4) Very-High based on the values of TRG. Then the instances are again stored in the database with befitting output label.Table 4Study sample distribution among different ordinal categories.CategoriesNAFLDN%Desirable3033274.6Borderline-High510512.6High501112.08Very-High1890.661Total40637100.0

Method for balancing class distribution {#Sec6}
---------------------------------------

Prediction models are often developed on class-imbalanced data this is especially true about healthcare informatics^[@CR22]^. A dataset is said to be imbalanced if there are significantly more data points of one class and fewer occurrences of the other class: for example, data gathered from screening programs usually include few patients with the disease (minority class samples) and many healthy subjects (majority class samples). Such models tend to achieve poor predictive accuracy in the minority class^[@CR23]^. In addition, lots of medical research involves dealing with rare, but important medical conditions/events or subject dropouts in the longitudinal study^[@CR24]--[@CR27]^. Dealing with imbalanced datasets entails approaches such as advanced and improved classification techniques or balancing classes in the training data (data preprocessing) before feeding the data as input to the data mining algorithm. The later technique is preferred as it has wider application and most widely used strategy to improve the predictive accuracy of the minority class.

The main strategy of balancing classes is to either increasing the frequency of the minority class or decreasing the frequency of the majority class. This is done to obtain approximately the same number of instances for both the classes in order to obtain a balanced distribution prior to building the prediction model. The data imbalance problem in our data is clearly shown in Table [4](#Tab4){ref-type="table"}.

The study sample distribution is imbalanced among above mentioned ordinal categories ((1) Desirable; (2) Borderline-High; (3) High; (4) Very-High) as shown in Table [4](#Tab4){ref-type="table"}. So, we adopted a random under-sampling method. Random Under-sampling aims to balance class distribution by randomly selecting majority class examples. This method is used when quantity of data is sufficient. By keeping all samples in the minority class and randomly selecting an equal number of samples in the majority class. This is done until the majority and minority class instances are balanced out, a balanced new dataset can be retrieved for further modeling. The dataset reduced to 936 records with balanced distribution for each class and an abstract detail in given in Table [3](#Tab3){ref-type="table"}.

Supervised machine learning {#Sec7}
===========================

Since the aim of this research is to analyze the risk of developing NAFLD in an individual and to facilitate physician or decision maker to evaluate risk progression in each individual to make informed choices about their management and improve health condition along with reduce healthcare cost. After evaluating NAFLD risk, the next step is to determine the contribution of each factor in the onset of NAFLD as facts are crucial to comprehend the prognosis.

From the knowledge discovery perspective, the capability to track and assess each step in the process of decision-making is one of the most important and primary factors for relying on the decisions gained from data mining techniques^[@CR28]^. Decision tree is one example of such methods that possess ability to communicate the results in a simple self-explanatory symbolic and visual format with satisfactory accuracy levels in various domains. It incorporates multiple predictors in a simple step by step manner, whose semantics are intuitively clear and easy to interpret for experts, as they can see the structure of decisions in the classifying process^[@CR28],[@CR29]^. Different alternative even without complete information in term of risk and probable values can be compared. Although current state-of-the art classifiers (e.g. Support Vector Machines^[@CR22],[@CR30],[@CR31]^) or ensembles of classifiers^[@CR32]--[@CR34]^ (e.g. Random Forest^[@CR35],[@CR36]^) significantly outperform classical decision tree classification models in terms of classification accuracy or other classification performance metrics, but not suitable for knowledge discovery process.

Therefore, the present study rationally involves J48 DT (C4.5) a promising technique for predictive modeling^[@CR37]^. Early stage prediction of risk for developing NAFLD is not sufficient; a physician or decision maker may also want to know the causes for developing NAFLD risk. The DT maps all risk factors rules to facilitate physician or decision maker to address each individual risk factor to make informed choices about their management. The resulting information may be useful for making interventions to halt or delay NAFLD onset. An abstract Over view can be seen in Fig. [1](#Fig1){ref-type="fig"}.Figure 1Abstract overview of proposed methodology.

Decision tree classification {#Sec8}
----------------------------

Classification is a procedure of building a model of class attributes from a dataset, to assign a class label to previously unseen record as accurately as possible. DT is a supervised classification model aimed at partitioning data into homogeneous groups in term of variables to be predicted using entropy. If the partition of data is completely homogeneous, entropy will be zero. Entropy is a gauge to measure the level of disorder in data. Basically, it defines the quantity of information provided by an event. The lower the entropy of an event is (it is rare), the higher the information it provides. Information gain is based on decrease in entropy^[@CR37]^. DT is a tree like hierarchical structure that consists of branches (arcs) and three types of nodes, root, intermediate and leaf node respectively that correspond to the sequence of decision rules.

The attribute that divides the data efficiently is selected as a root node. Next, a child node is selected by calculating Information Gain or some other statistical measure. The branches coming from an internal node are labeled with values of the attribute that a particular node can assume and each branch from root to leaf node represent an if-then rule for the prediction of class for a newly seen instance. Decision trees are reasonable to build, easy to perceive and integrate with database systems^[@CR38],[@CR39]^. Several measures for optimal attribute selection are have been identified in the literature, such as gini index in CART, information gain in ID3 and gain ratio C4.5^[@CR40]^. Let $\documentclass[12pt]{minimal}
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### J48 decision tree {#Sec9}

J48 is an open source java implementation of C4.5 algorithm in WEKA; primarily an extension of ID3 developed by Quinlan in 1986^[@CR41]^. It is a variation of information gain, generally used to overcome the effect of biasness. An attribute with the highest gain ratio is selected in order to build tree as a splitting attribute^[@CR37]^. Gain ratio based DT outperforms than information gain in terms of both accuracy and dealing complex tasks^[@CR11],[@CR38],[@CR42],[@CR43]^. Gain ratio, is defined as follows:$$\documentclass[12pt]{minimal}
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The experiments were run with following settings: The confidence factor that represents a threshold value of allowed inherent error in data (whether an attribute is inside the confidence interval of the assigned class) while pruning the decision is set to 0.5 along with Subtree raising pruning. The minimum number of instances at a single leaf node for which confidence interval is computed was set to 20 in order to obtain simpler and smaller decision trees. Binary split is set to false basically this selection criteria control the visual outlook of the tree. The developed decision tree is shown as Fig. [2](#Fig2){ref-type="fig"}.Figure 2Decision tree drawn from CPCSSN Dataset.

Performance metrics {#Sec10}
-------------------

The level of effectiveness of the classification methods can be distinguished with number of correct and incorrect classifications in each possible case of the variables being classified. Given a particular classification algorithm and a data instance, there exist four possibilities. If the instance is positive and it is classified as positive, it is counted as a true positive (equation [8](#Equ8){ref-type=""}); if it is classified as negative, it is counted as a false negative. If the instance is negative and it is classified as negative, it is counted as a true negative; if it is classified as positive, it is counted as a false positive (equation [9](#Equ9){ref-type=""}).$$\documentclass[12pt]{minimal}
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To assess the discriminative capability of J48 classifier in both datasets as described above most frequently used performance measures such as Micro- and Macro-average of Precision, Recall and F-measure, Matthews Correlation Coefficient (MCC) and Area under Receiver Operating Characteristic (AROC) curves are incorporated as a tool. These are straightforward and well accepted comparison measure for multi class classifier^[@CR11],[@CR30],[@CR44]--[@CR46]^. Following formulas are used to measure above mentioned performance measures are shown below.$$\documentclass[12pt]{minimal}
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Results {#Sec11}
=======

The multiclass labeled dataset of 7 risk factors for 40,637 individuals over a period of 10 years is incorporated in this study. The degree of distribution of each class is given in Table [4](#Tab4){ref-type="table"}. We incorporated both balanced and unbalanced datasets in order to obtain a better insight on for which settings the proposed technique contributes to the classic DT. Hold out method is adopted for model building. Both datasets are further divided into two subsets for training and testing 66% and 34% respectively. An abstract detail of each study sample is presented in Table [3](#Tab3){ref-type="table"}. Both datasets are then fed and mapped onto a decision tree using J48 (C4.5) algorithm in WEKA (3.8 Version). The experimental results obtained from both unbalanced and balanced datasets are presented in Tables [5](#Tab5){ref-type="table"} and [6](#Tab6){ref-type="table"} respectively.Table 5Detailed performance analysis of prediction model without random under-sampling.ClassDesirableBorderline_highHighVery_HighWeighted Avg.TP Rate0.9370.050.2960.0240.762FP Rate0.7770.030.0530.0010.542Precision~µ~0.780.4930.5730.1330.669Recall~µ~0.9370.4510.3960.0240.735F-Measure~µ~0.8510.2790.3490.040.676Precision~M~0.7570.5610.6510.4160.677Recall~M~0.8320.590.5030.3660.713MCC0.3280.2470.1950.0550.299AROC0.7480.6310.7380.5070.731Table 6Detailed performance analysis of prediction model with random under-sampling.ClassDesirableBorderline-HighHighVery_HighWeighted Avg.TP Rate0.5740.530.5110.6370.582FP Rate0.1080.1970.3740.110.223Precision~µ~0.620.5870.4680.6470.594Recall~µ~0.5160.6540.6720.6870.637F-Measure~µ~0.5920.6690.5040.5980.614Precision~M~0.6460.6030.5810.5970.610Recall~M~0.5470.6780.720.6670.661MCC0.2040.3770.1670.1640.276AROC0.7480.8120.6930.8090.746

The proposed method was able to classify 76% of the input instances correctly without random under-sampling. To evaluate the overall discriminative capability of multivariate classifier in Canadian healthcare data without random under-sampling different performance measure are used a tool. It exhibited a precision~µ~ of 66%, recall~µ~ of 73%, F-measure~µ~ of 67%, and AROC 73% on average, showing a fairly significant discriminative capability. The results for the all the cases show that MCC range from 0.055 to 0.328.

Random under-sampling results {#Sec12}
-----------------------------

In order to incorporate balance distribution among ordinal classes under-sampling is applied on CPCSSN database. By keeping all samples in the minority class and randomly selecting an equal number of samples in the majority class. This is done until the majority and minority class instances are balanced out, a balanced new dataset can be retrieved for further modeling. The dataset reduced to approximately 939 records with balanced distribution for each class and an abstract detail in given in Table [3](#Tab3){ref-type="table"}. In this case we have taken approximately 250 samples without replacement from each class and combined them with minority class (very-high). The balanced dataset is further divided into two subset training and test to build and validate the prediction model. The classifier, experimental settings and required parameters values for model building are explicitly mentioned in the method section.

To evaluate the overall discriminative capability of multivariate classifier different accuracy measures are used. Table [6](#Tab6){ref-type="table"} lists the results. Specificity enhanced compared to that without random under-sampling. In contrast, slight variation observed in the AROCs. The results btained from balanced dataset with random under-sampling exhibited a precision~µ~ of 59%, recall~µ~ of 63%, F-measure~µ~ of 61%, AROC 74% on average showing a fairly significant discriminative capability and MCC range from 0.164 to 0.377.

Discussion {#Sec13}
==========

As mentioned earlier NAFLD is associated with metabolic disturbances and both are bi-directionally associated. It is a very complex clinical condition with different etiology involving a multitude of physiological mechanisms and symptoms^[@CR14]^. Selecting potentially relevant data is crucial for building an efficient model from EMRs. Therefore, the major clinical factors considered in the ATP III clinical criteria for MetS are incorporated in the context of NAFLD as a basis for early stage screening of individuals at risk for developing NAFLD. Diabetes mellitus, NAFLD and metabolic syndrome frequently co-exist as they potentially share common risk factors of, imbalanced triglycerides and insulin resistance^[@CR47]^.

We have taken quantitative scores defined by the Italian Association for the Study of the Liver (IASF) depicted in Table [1](#Tab1){ref-type="table"}^[@CR6],[@CR13]^, along with a guideline explicitly defined for the Canadian population based on triglyceride (TRG) level^[@CR20]^ to evaluate the impact of metabolic factors on NAFLD risk; defined in equations ([1](#Equ1){ref-type=""}), ([2](#Equ2){ref-type=""}), ([3](#Equ3){ref-type=""}) and ([4](#Equ4){ref-type=""}).

Tomizawa *et al*.^[@CR48]^ performed multivariate regression analysis to evaluate the efficiency of various risk factors in the prediction of NAFLD. These factors include TRG, HDL, low-density lipoprotein cholesterol (LDL), blood glucose (BG) and hemoglobin A1c (HbA1c). Experimental results demonstrate that TGR was the parameter most significantly associated with NAFLD (χ^2^ = 9.89, *P* = 0.0017) and also highlight that TRG is an elevated marker of NAFLD. A recent study also revealed that prevalence of NAFLD in individuals without metabolic syndrome was 6.1%^[@CR6]^. So, in this research we have taken quantitative scores defined by IASF along with a guideline explicitly defined for the Canadian population based on triglyceride (TRG) level^[@CR20]^. These defined levels are used as the reference value for determining of NAFLD risk. This was the first step in the development of NAFLD risk prediction model.

Early stage prediction of risk for developing NAFLD is not sufficient; a physician or decision maker may also want to know the causes for developing NAFLD risk. DT is one of the machine learning techniques possess ability to communicate the results in a simple self-explanatory symbolic and visual format with satisfactory accuracy levels in various domains. It incorporates multiple predictors in a simple step by step manner, whose semantics are intuitively clear and easy to interpret for experts, as they can see the structure of decisions in the classifying process^[@CR28],[@CR29]^.

Hence, we evaluated J48 decision tree algorithm to identify contributing factors in the onset of NAFLD as facts are crucial to comprehend the prognosis. The most promising attribute with maximum information gain in our case HDL is selected as root. The root node is evaluated first when assessing NAFLD risk in an individual. If the range of HDL ≥ 1.3 the risk would be desirable that represent stability otherwise second node (BMI) with second highest information gain would be tested and this procedure continue until an instance is classified into one of the predefined categories mentioned above.

If we consider above rules, these rules are also valid according to medical perspective, as the analysis of NAFLD risk can also be done by the low HDL, high triglyceride and impaired FG^[@CR21],[@CR40],[@CR49]^. Considering the cutoff value of HDL ≥ 1.3, that is supported by previous studies for desirable risk level^[@CR6],[@CR14],[@CR43]^. Considering the second rule depicted in decision tree is also valid, latest research have depicted significant relation between low HDL, central obesity and the risk of developing NAFLD and/or MetS^[@CR3],[@CR6],[@CR21]^. The IDF and ATP III also define MetS as the manifestation of central obesity, along with any two of the following factors. (1) Increased TRG level, (2) Low HDL, (3) hypertension (Systolic BP ≥ 130 or Diastolic BP ≥ 85 mmHg), (4) FPG ≥ 100 mg/dL, or earlier diagnosed as diabetic). Furthermore, an interesting fact described in existing studies can also be extracted from the above mentioned decision tree that the prevalence of NAFLD is higher in men with an "inverted U shaped curve". It increases from young to middle-aged individual and declines in the elderly^[@CR6]^, whereas increases with age in women^[@CR50]^.

We also analyzed the performance of the predictive model on both with and without random under-sampling datasets taken from CPCSSN data. The AROC value reveals that the performance of the model on without random under-sampling data is 0.731 on average, as shown in Table [5](#Tab5){ref-type="table"}. Given the 40,637 individuals records enrolled in CPCSSN over a period of 10 years, we can also predict the occurrence of at least 4562 NAFLD incidents correctly. A large cohort study revealed that NAFLD is correlated with 26% higher 5-year overall healthcare expenditures^[@CR51]^. Thus limiting the economic burden of 4428 NAFLD patients.

Ordinarily, ultrasonography of abdomen is used to monitor the patients of NAFLD. Ultrasonography of abdomen test cost \$150--\$390 USD in the payment system for medical services in Canada if all individuals who underwent checkups are so tested, the total healthcare expenditure would rise by approximately 6,095,550 USD. Moreover, a significant large portion of these individuals would potentially be saved if individuals at high risk for developing NAFLD managed appropriately.

Furthermore, Table [6](#Tab6){ref-type="table"} demonstrates only a small variation in AROC using under-sampling. It did not increase the discriminability of predictive model and failed to incorporate informative records from the dataset. The AROC value of the predictive model depicts 0.746 discriminative ability of the classification using under-sampling. Some existing research have successfully applied under-sampling in predictive modeling^[@CR15],[@CR23]^ however, the current research do not support their findings. Under-sampling techniques those consider informative records from data are worth examining to improve predictive capability.

The present research has two major limitations. Firstly, the research is carried out mainly on Canadian population, caution is required in TRG guidelines incorporation as the reference value for determining NAFLD risk and results generalization when dealing with other population. Secondly, we employed J48 decision tree algorithm for building prediction model, and did not incorporate any other classification algorithm. Further advanced research on the effectiveness of other methods is advised.

Conclusion {#Sec14}
==========

Application of Data mining in analyzing the Electronic Medical Records is an efficient approach for discovering the existing relationships among variables that is ordinarily difficult to detect. From our proposed method we have shown that it can be exploited to extract implicit, useful, nontrivial associations even from factors that are not direct or explicit indicators of the class we are trying to predict. In this research we predicted the risk of developing NAFLD in an individual by incorporating noninvasive markers and gold standard machine learning method. The rationale behind our approach is divided in two parts: firstly relevant risk factors selection using ATP III clinical criteria proposed in 2005 for MetS and allocation of class label with respect to triglycerides (TRG) level along with qualitative scoring criteria proposed by IASF for extracting knowledge from the input data and evaluating the NAFLD risk in an individual. Secondly rule based reasoning and visualization of predictive results that can be employed in better understanding of the phenomena involving a multitude of physiological mechanisms and symptoms. The results demonstrate that the proposed technique is suitable with optimal discrimination for the assessment of NAFLD risk, understanding the contributing factors, producing accurate, specific and decision oriented rules to facilitate physician and make informed choices about their management and improve health condition. This can be extended to predict other type of ailments which arise from metabolic syndrome.
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