We introduce a forward scheme for simulating backward SDEs. Compared to existing schemes, ours avoids high order nestings of conditional expectations backwards in time. In this way the error, when approximating the conditional expectation, depending on the time partition, is significantly reduced. Besides this generic result, we present an implementable algorithm and prove its convergence. Finally, we demonstrate the strength of the new algorithm by solving a financial problem numerically.
Introduction
The study of nonlinear backward stochastic differential equations (BSDEs) was initiated by Pardoux and Peng [14] . Mainly motivated by financial problems (see e.g. the survey article by El Karoui et al. [8] ), the theory of BSDEs was developed at high speed during the 1990s. Comparably slow progress has been made on the numerics of BSDEs.
Up to now basically two types of schemes have been considered. Based on the theoretical four-step scheme from [12] , numerical algorithms for BSDEs have been developed by Douglas et al. [7] and more recently by Milstein and Tretyakov [13] . The main focus of these algorithms is the numerical solution of a parabolic PDE which is related to the BSDE.
A second type of algorithms works backwards through time and tries to tackle the stochastic problem directly. Bally [1] and Chevance [6] were the first to study this type of algorithm with a (hardly implementable) random time partition and under strong regularity assumptions, respectively. The work of Ma et al. [11] is in the same spirit, replacing, however, the Brownian motion by a binary random walk in the approximative equation. See also [5] for the binary random walk approach. Only recently, a new notion of L 2 -regularity on the control part of the solution was introduced in [17] , which allowed proof of convergence of this backward approach with deterministic partitions under rather weak regularity assumptions; see [17, 4, 9] for different algorithms.
A main drawback of the backward schemes is that nestings of conditional expectations backwards through the time steps must be evaluated. For a practical implementation the conditional expectations must be replaced by some estimator. A generic result of Bouchard and Touzi [4] shows that the error due to the approximation of the conditional expectation grows with order 1/2, as the number of time steps goes to infinity. This leads to high computational costs when a fine mesh of the time discretization is required.
In this paper we propose a new forward scheme which avoids nestings of conditional expectations backwards through the time steps. Instead it mimics the Picard type iteration for BSDEs and, consequently, has nestings of conditional expectation along the iterations.
We show that the additional error due to the iteration converges to zero at a geometric rate (Theorem 5). At this cost the error, when approximating the conditional expectations by a generic estimator, depending on the time partition, is reduced by order 1/2 compared to existing backward schemes (Theorem 10). In fact, in our scheme this error does not explode when the number of time steps tends to infinity or when the number of iterations tends to infinity. We believe that this is a striking advantage compared to the backward scheme.
Besides these generic results, we develop a practically implementable numerical scheme. In particular, we use the regression based least squares Monte Carlo method to approximate the conditional expectation as was suggested by Gobet et al. [9] in the context of the backward scheme. We analyze the error when replacing the conditional expectation by the orthogonal projections on subspaces (Theorem 11), and also prove convergence when the projection coefficients are substituted by their simulation based analogues (Theorem 15).
Finally, we present some simulations related to financial problems (Section 5). To be precise, we consider the hedging problem under different interest rates for investing and borrowing, which leads to nonlinear BSDEs.
A discretization of the Picard type iteration
In this section we introduce a discretized Picard iteration and prove its convergence for the following type of BSDE:
Here W t = (W 1,t , . . . , W D,t ) * (the star denoting matrix transposition) is a D-dimensional Brownian motion on [0, T ] and Z t = (Z 1,t , . . . , Z D,t ). The process X is R M -valued and the process Y is R-valued. Throughout the paper we assume:
where Φ is a functional on the space of R M -valued RCLL functions on [0, T ] satisfying the L ∞ -Lipschitz condition Note that we do not assume that the matrix σ is quadratic or that σ σ * is invertible.
Remark 1.
We shall say that a constant depends on the data if it depends on K , T , x 0 and the dimensions M and D only. Throughout the paper, C denotes a generic constant depending on the data which may vary from line to line.
Theoretically, the backward part (Y, Z ) can be obtained as the limit of a Picard type iteration (Y (n) , Z (n) ); see e.g. [15] , Theorem 7.3.4. Here (Y (0) , Z (0) ) ≡ (0, 0), and (Y (n) , Z (n) ) is the solution of the simple BSDE
The solution is given by
and Z (n) is obtained via the martingale representation theorem. As is emphasized in [15] , Chapter 7, the above Picard iteration is still implicit due to the use of the martingale representation theorem.
We will now introduce a time discretization of the above iteration which is explicit in time, but still requires the evaluation of conditional expectations. The error due to the approximation of the conditional expectations is investigated in Sections 3 and 4 below.
Suppose a partition π = {t 0 , t 1 , . . . , t N } of [0, T ] with mesh size |π| := max i |t i+1 − t i | is given and a corresponding discretization X (π) of X as well as some approximation ξ (π) of ξ . Let (Y (0,π) , Z (0,π) ) ≡ (0, 0). Then define iteratively for i = 0, 1, . . . , N , with i = t i+1 − t i and
(Here we used the convention that W d,N = 0.) The processes Y (n,π) and Z (n,π) are extended to RCLL processes by constant interpolation. Note that the discretized Picard type iteration has no nestings of conditional expectations backward in time, but does have ones forward in the number of Picard iterations. This turns out to be an advantage from the numerical point of view (see Section 3 below).
We can now state the convergence of the discretized Picard type iteration:
Theorem 2. Let Assumption 1 be satisfied and suppose that for some constant C depending on the data we have
Then there is a constant C depending on the data such that
Remark 3. (i) Note that the condition on the discretization X (π) of X is, for instance, satisfied by the Euler scheme.
(ii) The condition on ξ (π) is satisfied whenever for |π | ≤ 1
with some constant C depending on the data and some α > 0. Indeed,
and, thanks to the L ∞ -Lipschitz condition and a classical estimate for SDEs,
The proof of Theorem 2 is split into two parts. Given the partition π and a corresponding discretization X (π) of X we define (Y (∞,π) , Z (∞,π) ) as the solution of
This solution exists when the mesh |π| of the partition π is sufficiently fine. Again, the processes Y (∞,π) and Z (∞,π) are extended to RCLL processes by constant interpolation. Note that (Y (∞,π) , Z (∞,π) ) is (up to the interpolation of the Z -part) the backward scheme considered in [4] . We remark that this backward scheme is still implicit, and inner iterations are required for numerical implementation. We shall separately consider the convergence of (Y (n,π) ,
Concerning the backward scheme we need an extension of the results by Bouchard and Touzi [4] . The following variant of Theorem 3.1 in [4] is a slight generalization concerning the assumptions on the coefficients. Moreover, it allows path-dependent terminal data and the approximating processes are piecewise constant.
Theorem 4. Let Assumption 1 be satisfied and suppose that the discretization X (π) of X satisfies
for some constant C depending on the data. Then there is a constant C depending on the data such that
provided |π | is sufficiently small.
The proof combines ideas of Bouchard and Touzi [4] and Zhang [16, 17] , who suggests a slightly different time discretization. As the argumentation is fairly standard by now, the proof is omitted.
We now investigate the iteration for a fixed partition. Our aim is to derive rates of convergence uniform in π.
Theorem 5. Under the assumptions of Theorem 2 there are constants C 1 and C 2 depending on the data such that
Clearly, Theorem 2 follows from a straightforward combination of Theorems 4 and 5.
Remark 6. Let K denote the Lipschitz constant of f . Then it follows from the proof below that Theorem 5 holds, for instance, for |π| ≤ Γ −1 with
where
We prepare the proof of Theorem 5 with some a priori estimates.
Lemma 7. Suppose Γ and γ are positive real numbers,ỹ (ι) ,z (ι) , ι = 1, 2, are adapted processes andỸ
Moreover, assume that f is Lipschitz in (y, z) uniformly in (t, x) with constant K . Then we have
where λ 0 = 1 and
This lemma will be applied several times throughout this paper. The choice of the constants Γ and γ may vary for applications in different theorems.
Proof. The proof goes through several steps. For notational convenience, let us introduce (2) and, for the dth component ofZ (ι) ,
Step 1: We prove that for any 1
First note that by (3) and Hölder's inequality,
Thus, by (2),
Multiplying both sides with the weights λ i i and summing from 0 to N − 1 yields for γ > 0,
Here we usedỸ (1) t N −Ỹ (2) t N = 0 and Young's inequality. Inequality (4) can now be obtained by another application of Young's inequality.
Step 2: We show
By (2), Jensen's inequality, and Young's inequality we get
Multiplying with λ j and summing from j = i to N − 1 easily yields (5), sinceỸ (1) t N −Ỹ (2) t N = 0.
Final step: The assertion follows from a straightforward combination of (4) and (5).
Proof (Theorem 5). Define
We now choose γ = 4D K 2 (T + 1) and Γ = 4K 2 (T + 1)(γ DT + 1) and iterate the above inequality to obtain
Recalling the definition of λ i from Lemma 7 we have
Denote the square root of the right-hand side by A(π, n). Clearly the series n A(π, n) converges when |π| is sufficiently small. This shows that (Y (n,π) , Z (n,π) ) is a Cauchy sequence and thus converges to (Y (∞,π) , Z (∞,π) ) (when |π| is sufficiently small) by means of (2) and (3). Moreover, for n ∈ N,
It remains to prove a uniform bound for
which is given in the following lemma.
Lemma 8. Under the assumptions of Theorem 2, there is a constant C depending on the data only such that
Proof. By Young's and Hölder's inequalities we have
The first term on the right-hand side is bounded by a constant depending on the data for |π | ≤ 1 by assumption. For the second term we observe that
Now, by assumption and a classical result on SDEs,
We have thus shown that for |π| ≤ 1,
Analogously to step 1 in Lemma 7 we obtain
Multiplying with i and summing i from 0 to N − 1 easily gives the L 2 -bound for Z (1,π) in view of (6) . As a corollary we obtain a uniform bound for the L 2 -norms:
Under the assumptions of Theorem 2 there is a constant C depending on the data only such that
Proof. With the notation from the proof of Theorem 5 we get for sufficiently small |π |,
with a constant C depending on the data only. Application of Lemma 8 concludes the proof.
Generic analysis of the error propagation
For numerical implementation of the iteration proposed in the previous section, one has to approximate the conditional expectations. This section is devoted to an analysis of the error due to the replacement of the conditional expectation by a generic estimator. It turns out that the error grows moderately when the mesh of the partition goes to zero and the number of Picard iterations tends to infinity. We believe that this is an important advantage over the backward scheme, where the error explodes when the mesh tends to zero.
Suppose a generic estimator E π [·|F t ] of the conditional expectation is given. We consider first the corresponding approximation of the backward scheme of Bouchard and Touzi [4] , namely
Bouchard and Touzi [4] , Theorem 4.1, prove, under slightly stronger assumptions than Assumption 1, that
for some constant C depending on the data. This means, given the same accuracy of the conditional expectation estimator, that the error due to the approximation of the conditional expectation explodes when the mesh of the partition tends to zero. Put differently, due to the numerical approximation of the conditional expectation by a Monte Carlo based estimator one has to simulate more paths as the partition becomes finer. This increases the computational costs. This effect is particularly unfavorable when the constant in Theorem 4 is large (e.g. due to a large Lipschitz constant or time horizon) and, thus, a fine mesh is needed for Y (∞,π) t to be a good approximation of Y t . We note that the effect described has also been observed in numerical examples by Gobet et al. [9] .
It is intuitively clear that there should be no significant error propagation backwards in time in our forward scheme, because we do not have to estimate nested conditional expectations backwards in time. We shall now show that the error due to the approximation of the conditional expectation by its generic estimator does not explode in the number of iterations. To this end we define
Under Assumption 1 there is a constant C depending on the data such that for any sufficiently fine partition π, and for all n ∈ N,
Proof. We define
Then, by Young's inequality, and with the notation from Lemma 7, i.e. with λ 0 = 1, λ i = (1 + Γ i−1 )λ i−1 , and Γ > 0 to be chosen later,
Lemma 7 can be applied to the second term. We choose γ = 16D K 2 (T + 1) and Γ = 16K 2 (T + 1)(γ DT + 1) and obtain
Now for |π| sufficiently small (e.g. less than or equal to Γ −1 ) the above estimate can be iterated to obtain the theorem. Note that 1 ≤ λ i ≤ e Γ T . Thus, we can choose C = 2e Γ T ∨ Γ .
A numerical forward scheme
In this section we specify an estimator for the conditional expectation. We shall utilize the socalled least squares Monte Carlo regression method, which was introduced in [10] in the context of American options and is also applied to the backward scheme in [9] . The approximation takes place in two steps. First, the conditional expectation is replaced by an orthogonal projection on finite dimensional subspaces. Then, the coefficients of the orthogonal projections are estimated from a sample of independent simulations by the least squares method. Convergence of these two steps will be analyzed in the following subsections. Section 4.3 summarizes the results in a Markovian setting relevant for the practical implementation of the numerical scheme.
Orthogonal projection on subspaces of L 2 (F t i )
We will first replace the conditional expectations E[·|F t i ] by orthogonal projections on subspaces of L 2 (F t i ). To be precise, we fix
We now consider the algorithm
Our aim is to analyze the error of ( Y (n,π) , Z (n,π) ) as compared to (Y (n,π) , Z (n,π) ) in terms of the projection errors |Y
The main feature of the algorithm -as can be expected in view of Theorem 10 -is that the error does not propagate backwards in time. Moreover, the error does not explode when the number of iterations tends to infinity. This is an important advantage compared to the scheme proposed in [9] where the projection errors sum over the time steps. Roughly speaking, in the Gobet et al. [9] scheme the L 2 -error is bounded by √ N times a constant times the worst L 2 -projection error (see their Theorem 2). The following theorem states that in our scheme the L 2 -error is bounded by a constant times the worst L 2 -projection error.
Theorem 11. Suppose f is Lipschitz in (y, z) uniformly in (t, x) with constant K . Then there is a constant C depending on the data such that
for sufficiently small |π|. In particular, with a possibly different constant C,
Notice that
Since the orthogonal projection has norm 1 and applying Lemma 7 withỸ (1) = Y (n,π) ,
for any γ , Γ > 0 with λ 0 = 1 and λ i = (1 + Γ i−1 )λ i−1 . The rest of the proof now follows the same lines as the proof of Theorem 10 taking into account that, due to the orthogonality of the orthogonal projection,
In view of Corollary 9 and Theorem 11 we also get uniform L 2 -bounds for Y (n,π) and Z (n,π) .
Corollary 12.
Under the assumptions of Theorem 2, there is a constant C depending on the data only such that
A Monte Carlo least squares method for approximating conditional expectations
In a next step we replace the projection on subspaces by a simulation based least squares estimator.
To avoid an overload in notation and since the generalization is straightforward, we shall consider the case D = 1 only.
We now assume that the projection spaces from the previous section are all finite dimensional and denote by
a basis of Λ 0,i and Λ 1,i , respectively. The inner-product matrices associated with these bases are denoted by
.
In this situation the processes Y (n,π) and Z (n,π) may be rewritten as
where, e.g.
The expectations in (9) will be replaced by their simulation based estimators. We shall therefore assume that we have
The column vectors of these copies are denoted by
We define
and A L i similarly. Note that
is the simulation based analogue of B i . Since the inverse of B L i , in general, does not exist, we shall make use of the pseudo-inverses (A L i ) + , ( A L i ) + to define simulation based analogues of (9) recursively by the least squares method, i.e.
where • denotes the componentwise multiplication of two vectors.
(2) Terminal Condition ξ (π) : The terminal condition ξ (π) is supposed to be of the form
where (Ξ (π) t j . These extensions are of crucial importance for financial problems related to exotic options such as Asian options and lookback options. We now give some convergence results for terminal conditions ξ (π) of the above type, which are simple consequences of
Simulations
In this section we present some simulations for a hedging problem with different interest rates for borrowing and investing. Throughout the section the process X is one-dimensional representing a stock in the standard Black-Scholes model, i.e.
It is discretized by the log-Euler scheme. In all cases we will apply an equidistant partition of the interval [0, T ] with N + 1 points denoted by π N .
In the example we numerically evaluate a straddle, i.e. the sum of a call and a put option, under different rates for borrowing and investing in the money market account. The rate for borrowing is denoted by R, the one for investing by r . The fair price of a straddle in this model is given by Y 0 , where (Y, Z ) is the solution of the nonlinear BSDE
see [3] . In the following we fix the parameters X 0 = 100, σ = 0.2, µ = 0.05, r = 0.01, R = 0.06, and the straddle is supposed to be at the money, i.e. K = 100, with maturity T = 2 years. In the figures below this situation is the 'nonlinear case', which will be compared with the standard 'linear case' where R = 0.01, i.e. the same interest rate is applied for borrowing and investing. We stop the Picard iteration, when the distance of two subsequent time-zero values is less than 0.001. The total number of calculated iterations is denoted by n stop . We compare two different bases. The first basis consists of monomials and the straddle payoff, the second of characteristic functions. To be precise, e
1 (x) = |x − K |, e
1 (x) = 1 [0,l) (x), e
2 (x) = 1 [u,∞) (x), e (2) k (x) = 1 [l+(k−3)(u−l)/(κ−2),l+(k−2)(u−l)/(κ−2)) (x), 3 ≤ k ≤ κ. Here, the lower bound l and the upper bound u depend on i and the simulations. They are calculated as the empirical mean of X (π N ,λ) t i minus and plus, respectively, two times their empirical standard deviation. Fig. 1 shows the simulated price of the straddle as a function of the number of partition points for both bases. We choose κ = 7 for the basis (e (1) k ) k , and κ = 21 for (e (2) k ) k . In both cases we simulate L = 100 000 paths. One can see from Fig. 1 that there is a minimal number N min of time partition points after which the computed price is independent of N ≥ N min . For the linear case this N min is smaller than for the nonlinear case where N min is in the range of 15-20. We remark that the number of iterations n stop is about 5-6, so the computational costs are still relatively low. In the linear case the computed value is quite close to the exact price of 22.32 computed using the Black-Scholes formula. We also note that the relative standard error in the calculation of Y (n stop ,π N ,100 000) 0 is about 0.28% for the nonlinear case and 0.29% for the linear case for both bases. The relative standard error does not change significantly in the number of partition points N . Thus, the simulation complements the assertion of Theorem 10. Fig. 2 shows the empirical mean and the empirical standard deviation of the simulated price calculated from 100 launches of the algorithm as a function of the number of simulated paths L per launch. Here we choose N = 20. The simulations have been performed with the monomial basis and κ = 5 for the nonlinear case. One can see a small positive bias of the empirical mean value which is decreasing with increasing number of paths. The standard deviation as a function of L decreases like L −1/2 which is the expected rate. Additionally, we launched a variance reduced variant of the algorithm. To be precise, we replace
