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CCNP: Cisco Certified Network Professional 
 
OSPF: Open Shortest Path First (OSPF), es un protocolo de red para 
encaminamiento jerárquico de pasarela interior o Interior Gateway Protocol para 
calcular la ruta más corta entre dos nodos. Su medida de métrica se denomina cost, 
y tiene en cuenta diversos parámetros tales como el ancho de banda y la congestión 
de los enlaces. OSPF mantiene actualizada la capacidad de encaminamiento entre 
los nodos de una red mediante la difusión de la topología de la red y la información 
de estado-enlace de sus distintos nodos. 
 
EIGRP: Es un protocolo de encaminamiento de vector distancia, propiedad de Cisco 
Systems, que ofrece lo mejor de los algoritmos de vector de distancia. Se considera 
un protocolo avanzado que se basa en las características normalmente asociadas 
con los protocolos del estado de enlace. Algunas de las mejores funciones de 
OSPF, como las actualizaciones parciales y la detección de vecinos, se usan de 
forma similar con EIGRP. Aunque no garantiza el uso de la mejor ruta, es bastante 
usado porque EIGRP es algo más fácil de configurar que OSPF. EIGRP mejora las 
propiedades de convergencia y opera con mayor eficiencia que IGRP. 
 
PROTOCOLOS DE RED: Conjunto de normas standard que especifican el método 
para enviar y recibir datos entre varios ordenadores. Es una convención que 
controla o permite la conexión, comunicación, y transferencia de datos entre dos 
puntos finales. 
 
EtherChannel: Arreglo Lógico para la agrupación de varios enlaces físicos de 
forma que se suman sus velocidades obteniendo un enlace troncal de alta 
velocidad.  
INTERFAZ: Es la conexión entre dos ordenadores o máquinas de cualquier tipo 
dando una comunicación entre distintos niveles.  
IPV4: El Protocolo de Internet versión 4, en inglés: Internet Protocol version 4 
(IPv4), es la cuarta versión del Internet Protocol (IP). Es uno de los protocolos 
centrales de los métodos estándares de interconexión de redes basados en 
Internet, y fue la primera versión implementada para la producción de ARPANET, 
en 1983.   
IPV6: IPv6 es la versión 6 del Protocolo de Internet (IP por sus siglas en inglés, 
Internet Protocol), es el encargado de dirigir y encaminar los paquetes en la red, 






CCNP se fundamenta en el diseño y resolución de problemas de redes de 
telecomunicaciones en swiches y routers de Cisco donde tenemos como guía para 
el aprendizaje programas de simulación donde desarrollaremos los dos escenarios 
que nos plantea la guía. Aquí aplicaremos los conocimientos en CCNP, 
conmutación, enrutamiento, redes y protocolos; para el correcto funcionamiento de 
este en un entorno práctico que nos permite conocer e interpretar el uso, las 
técnicas y posibles futuros usos en el desarrollo de las redes telecomunicaciones. 
En el primer escenario se realizan configuraciones básicas a los routers según la 
topología planteada, se configurará Loopback y protocolos EIGRP y OSPF. En el 
segundo escenario se configurarán switches, los puertos de los canales y las VLAN 
según las tablas establecidas en la guía para el desarrollo del mismo. 
 






CCNP design this fundament in the resolution and design of the networks 
telecommunications in switch and routers of the CISCO where we have whit guide 
for the programs learning and simulation as own develop two stage that does the 
guide propose here applicate the knowledge in the CCNP Routing, Swicthing, 
Networking. For the correct functioning in the environment practice and future 
practice in the network telecommunications. In the first stage are made the basic 
configurations to the routers according the raised topology, is set Loopback and the 
protocols EIGRP and OSPF. In the second stage they were configured switch the 
ports in the channels and the Vlans according to the tables set in the guide for the 
develop for the tis.  
 
 












CCNP (Cisco Certified Network Professional), nos permite alcanzar conocimientos 
avanzados sobre redes, para dar solución a problemas que presentan las empresas 
en seguridad de voz, datos, vídeo y conexiones inalámbricas, proporcionando 
conocimientos y habilidades para manejar y asegurar la configuración de 
enrutamiento de una red en una organización. 
 
El presente trabajo se centra en proveer herramientas y habilidades que debe tener 
el profesional en redes de telecomunicaciones para detectar, aislar y resolver fallas 
en redes empresariales complejas. Los casos de estudio abarcan todos los 
conceptos y tecnologías asociadas al enrutamiento y conmutación avanzada 
enfatizando en el uso de dispositivos de Cisco 
 
Empleando los programas de simulación GNS3, Packet Tracer se dará solución a 
dos escenarios, donde en el primero se desarrollará una programación utilizando 
los protocolos de enrutamiento entre las áreas de OSPF y EIGRP distribuyendo 
rutas entre estos protocolos, en el segundo escenario partiendo de una situación 
real se desarrollará configuraciones de Switches asignando puertos troncales, 
canales de Ethernet y así crear Vlans, implementando las diferentes soluciones 












• Desarrollar habilidades y competencias necesarias para mediante 
escenarios prácticos dar solución a diversos problemas relacionados con 




• Desarrollar una programación utilizando los protocolos de enrutamiento entre 
las áreas de OSPF y EIGRP 
 
• En un escenario configurar para interconectar cada dispositivo que forman 






Figura 1. Primer Escenario 
 
Fuente: UNAD 
      
Figura 2. Primer Escenario en GNS3 
 
Fuente: Propia  




1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para 
los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en 
los routers. Configurar las interfaces con las direcciones que se muestran en 
la topología de red.  
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y configure esas interfaces para participar en el área 
150 de OSPF.  
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el 
Sistema Autónomo EIGRP 51.  
 
 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo 
las nuevas interfaces de Loopback mediante el comando show ip route.  
 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 
banda T1 y 20,000 microsegundos de retardo.  
 
6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en 




1. Aplique las configuraciones iniciales y los protocolos de enrutamiento 
para los routers R1, R2, R3, R4 y R5 según el diagrama. No asigne 
passwords en los routers. Configurar las interfaces con las direcciones 
que se muestran en la topología de red.  
 
Se configuran las interfaces para cada router asignando las direcciones IP según la 
topología de la red que muestra la figura 2. 
 
Router 1 
Router 1# enable 
Router 1# configure terminal 
Router 1(config)# hostname R1 
R1(config)# interface Serial 1/0 
R1(config-if)# ip address 150.20.15.1  255.255.255.0 
R1(config-if)# no shutdown 
R1(config-if)# exit 
R1(config)#router ospf 1 






Router 2# enable 
Router 2# configure terminal 
Router 2(config)# hostname R2 
R2(config)# interface Serial 1/0 
R2(config-if)# ip address 150.20.15.2  255.255.255.0 
R2(config-if)# no shutdown 
R2(config)# interface Serial 1/1 
R2(config-if)# ip address 150.20.20.2  255.255.255.0 
R2(config-if)# no shutdown 
R2(config-if)# exit 
R2(config)#router ospf 1 
R2(config-router)#network 150.20.15.0  0.0.0.255 area 150 





Router 3# enable 
Router 3# configure terminal 
Router 3(config)# hostname R3 
R3(config)# interface Serial 1/0 
R3(config-if)# ip address 150.20.20.2  255.255.255.0 
R3(config-if)# no shutdown 
R3(config)# interface Serial 1/1 
R3(config-if)# ip address 80.50.42.1  255.255.255.0 
R3(config-if)# no shutdown 
R3(config-if)# exit 
R3(config)# router eigrp 51 
R3(config-router)#network 80.50.42.0 
R3(config)#router ospf 1 





Router 4# enable 
Router 4# configure terminal 
Router 4(config)# hostname R4 
R4(config)# interface Serial 1/0 
R4(config-if)# ip address 80.50.42.2  255.255.255.0 
R4(config-if)# no shutdown 
R4(config)# interface Serial 1/1 
R4(config-if)# ip address 80.50.30.1  255.255.255.0 
R4(config-if)# no shutdown 
R4(config-if)# exit 
R4(config)# router eigrp 51 








Router 5# enable 
Router 5# configure terminal 
Router 5(config)# hostname R5 
R5(config)# interface Serial 1/0 
R5(config-if)# ip address 80.50.30.2  255.255.255.0 
R5(config-if)# no shutdown 
R5(config-if)# exit 
R5(config)# router eigrp 51 
R5(config-router)# network 80.50.30.0 
R3(config-router)# exit 
 
Figura 3. Configuración Router 3 
 
Fuente: Propia  
Se realiza configuraciones iniciales, asignando Hostname a cada router y 
direcciones IP a las interfaces seriales y se define el mapa lógico de la red utilizando 




2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la 
asignación de direcciones 20.1.0.0/22 y configure esas interfaces para 
participar en el área 150 de OSPF.  
 
 
Tabla 1 Interface Loopback en R1 
Interface Loopback IP Address 
Loopback 1 20.1.0.1/22 
Loopback 2 20.1.4.1/22 
Loopback 3 20.1.8.1/22 






R1(config)# interface Loopback1 
R1(config-if)# ip address 20.1.0.1 255.255.252.0 
R1(config-if)# exit 
R1(config)# interface Loopback2 
R1(config-if)# ip address 20.1.4.1 255.255.252.0 
R1(config-if)# exit 
R1(config)# interface Loopback3 
R1(config-if)# ip address 20.1.8.1 255.255.252.0 
R1(config-if)# exit 
R1(config)# interface Loopback4 
R1(config-if)# ip address 20.1.12.1 255.255.252.0 
R1(config-if)# exit 
R1(config)# router ospf 1 
R1(config-router)# network 20.1.0.1  255.255.252.0 area 150 
R1(config-router)# network 20.1.4.1  255.255.252.0 area 150 
R1(config-router)# network 20.1.8.1  255.255.252.0 area 150 
R1(config-router)# network 20.1.12.1  255.255.252.0 area 150 
 
Figura 4. loopback R1 
 
Fuente: Propia  
Se crean 04 interfaces de Loopback en R1 y se configuran para participar del área 
150 del protocolo OSPF mediante el comando network 
 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la 
asignación de direcciones 180.5.0.0/22 y configure esas interfaces para 
participar en el Sistema Autónomo EIGRP 51. 
 
Tabla 2 Interfaces Loopback en R5 
Interface Loopback IP Address 
Loopback 1 180.5.0.1/22 
Loopback 2 180.5.4.1/22 
Loopback 3 180.5.8.1/22 





R5(config)# interface Loopback1 
R5(config-if)# ip address 180.5.0.1 255.255.252.0 
R5(config-if)# exit 
R5(config)# interface Loopback2 
R5(config-if)# ip address 180.5.0.2 255.255.252.0 
R5(config-if)# exit 
R5(config)# interface Loopback3 
R5(config-if)# ip address 180.5.0.3 255.255.252.0 
R5(config-if)# exit 
R5(config)# interface Loopback4 
R5(config-if)# ip address 180.5.0.4 255.255.252.0 
R5(config-if)# exit 
R5(config)# router eigrp 51 
R5(config-router)# network 180.5.0.1  255.255.252.0 
R5(config-router)# network 180.5.0.2  255.255.252.0 
R5(config-router)# network 180.5.0.3  255.255.252.0 
R5(config-router)# network 180.5.0.4  255.255.252.0 
R5(config-router)# exit 
 
Figura 5. Loopback R5 
 
Fuente: Propia 1 
 
Se crean 04 interfaces de Loopback en R5, se asignan las direcciones IP y se 





4. Analice la tabla de enrutamiento de R3 y verifique que R3 está 
aprendiendo las nuevas interfaces de Loopback mediante el comando 
show ip route. 
 
Figura 6. Tabla de Enrutamiento Router 3 Comando show ip route 
 
Fuente: Propia  
Se observa que R3, aprendió las nuevas interfaces de Loopback configuradas en 
R1 y R5. Las Loopback del R1 estan identificadas por OSPF y las de R5 estan 
identificadas por EIGRP y con sus respectivas interfaces seriales. 
 
 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo 
de 80000 y luego redistribuya las rutas OSPF en EIGRP usando un 
ancho de banda T1 y 20,000 microsegundos de retardo 
 
Router 3 
R3(config)#router ospf 1 
R3(config-router)# redistribute eigrp metric 80000 subnets 
R3(config-router)#exit 
R3(config)#router eigrp 51 









6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto 
existen en su tabla de enrutamiento mediante el comando show ip route. 
 
Figura 7. Ruta Sistema Autónomo Opuesto Router 1 comando show ip route 
 
Fuente: Propia  
 
Figura 8. Ruta Sistema Autónomo Opuesto Router 5 comando show ip route 
 
Fuente: Propia       
Utilizo el comando show ip route se verifica la tabla de enrutamiento y observamos 
que las direcciones Loopback previamente configuradas en el R1 estan como rutas 
externas dentro del enrutamiento de OSPF de tipo OE2 y las rutas del protocolo 
EIGRP se identifican en R5 por que se representa D EX, también son rutas externas 






Figura 9. PING Router 1 a Router 5 
 
Fuente: Propia  
Realizo una verificación de conectividad, entre el Router 1 y Router 5, se observa 




























Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 









Figura 11. Topología de Red Escenario 2 GNS 3 
 




Parte 1: Configurar la red de acuerdo con las especificaciones.  
a. Apagar todas las interfaces en cada switch.  
b. Asignar un nombre a cada switch acorde con el escenario establecido.  
c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama  
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 
utilizará 10.20.20.2/30.  
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa.  
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
2) Configurar DLS1 como servidor principal para las VLAN.  
3) Configurar ALS1 y ALS2 como clientes VTP.  
 






f. En DLS1, suspender la VLAN 420.  
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1.  
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h. Suspender VLAN 420 en DLS2.  
i.  En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red.  
j. Configurar DLS1 como Spanning tree root para las VLANs 1, 12, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240.  
k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 11112 y 3550.  
l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de éstos puertos.  
m. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera:  
 
Tabla 3 Configuración Interfaces como Puertos de Acceso para VLAN 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3550 15.1050 100.1050 240 
Interfaz Fa0/6 1112 1112 1112 1112 
Interfaz Fa0/16-18  567   
Fuente: UNAD 
Parte 2: conectividad de red de prueba y las opciones configuradas.  
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente  













Parte 1: Configurar la red de acuerdo con las especificaciones.  
a. Apagar todas las interfaces en cada switch.  
 
Switch>enable 
Switch#configure  terminal 




Aplicar el proceso a DLS1, DLS2, ALS1, ALS2.  
 
Figura 10. Apagado de Switch 
 
Fuente: Propia 
Como lo muestra la figura 10, se utiliza el comando shutdown para apagar las 
interfaces de los switchs. 
 
b. Asignar un nombre a cada switch acorde con el escenario establecido.  
Switch(config)#hostname DLS1              





Figura 11. Asignación Nombre a Switch 
 
Fuente: Propia 
Utilizando el comando Hostname en cada switch se asignan nombre según la 








1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando 
LACP. Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 
utilizará 10.20.20.2/30.  
 
DLS1(config)#interface range E0/3 , E1/0 
DLS1(config-if-range)#channel-protocol lacp  
DLS1(config-if-range)#channel-group 12 mode active  
DLS1(config-if-range)#exit  
DLS1(config)#interface port-channel 12  
DLS1(config-if)#no switchport   
DLS1(config-if)#ip address 10.20.20.1 255.255.255.252  
 
DLS2(config)# interface range E0/3 , E1/1 
DLS2(config-if-range)#channel-protocol lacp  
DLS2(config-if-range)#channel-group 12 mode active  
DLS2(config-if-range)#exit  
DLS2(config)#interface port-channel 12  
DLS2(config-if)#no switchport   
DLS2(config-if)#ip address 10.20.20.2 255.255.255.252  
 
Figura 12. Conexión DLS1 y DLS2 – Etherchannel Capa 3 
 
Fuente: Propia  
Como se observa en la figura utilizamos el comando channel-group numero mode 
activo para agregar la interfaz del  canal y el comando no switchport para enrutar 
el puerto y se asigna una dirección IP.  
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2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
 
DLS1(config)#int range E0/1-2  
DLS1(config-if-range)#channel-protocol lacp  
DLS1(config-if-range)#channel-group 1 mode active  
DLS1(config-if-range)#exit 
DLS1(config)#interface port-channel 1  
DLS1(config-if)#switchport mode trunk  
DLS1(config-if)#exit  
 
DLS2(config)#int range E0/1-2  
DLS2(config-if-range)#channel-protocol lacp  
DLS2(config-if-range)#channel-group 2 mode active  
DLS2(config-if-range)#exit 
DLS2(config)#interface port-channel 2  
DLS2(config-if)#switchport mode trunk  
 DLS1(config-if)#exit 
 
ALS1(config)#int range E0/1-2 
ALS1(config-if-range)#channel-protocol lacp  
ALS1(config-if-range)#channel-group 1 mode active  
ALS1(config-if-range)#exit 
ALS1(config)#interface port-channel 1  
ALS1(config-if)#switchport mode trunk  
ALS1(config-if)#exit 
 
ALS2(config)#int range E0/1-2 
ALS2(config-if-range)#channel-protocol lacp  
ALS2(config-if-range)#channel-group 2 mode active  
ALS2(config-if-range)#exit 
ALS2(config)#interface port-channel 2  






Figura 13. Port-Channels en Interfaces Fa0/7, Fa0/8 
 
Fuente: Propia  
 
Se configuran todos los switches para asignar los puertos troncales que se 
encuentran en las interfaces E0/1-2 dentro una LACP que permite que un 
conmutador pueda configurar varios puertos que sean compatibles, así como se 
observa en la figura utilizamos el comando channel-group numero mode activo para 
agregar la interfaz del  canal y el comando no switchport para enrutar el puerto y se 
asigna una dirección IP 
 
 
3) Los Port-channels en las interfaces F0/9 y Fa0/10 utilizará PAgP.  
 
DLS1(config)#int range E1/1-2 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-protocol pagp  




DLS2(config)#int range E1/1-2 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-protocol pagp  








ALS1(config)#int range E1/1-2 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-protocol pagp  




ALS2(config)#int range E1/1-2 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 
ALS2(config-if-range)#channel-protocol pagp  





Repetimos las mismas configuraciones en los Switch DLS2, ALS1 y ALS2  
 
Figura 14. Port-Channels en Interfaces E1/1-2 
 
Fuente: Propia  
 
Se configura los canales en las interfaces E1/1-2 mediante el protocolo PAgP, 
permite agregar puertos de conmutador de ethernet. Utilizamos el comando 
switchport trunk encapsulation dot1q para establecer el modo de encapsulación de 











4) Todos los puertos troncales serán asignados a la VLAN 500 como la VLAN 
nativa.  
 
DLS1(config)#interface Po1   
DLS1(config-if)#switchport trunk native vlan 500   
DLS1(config-if)#exit  
DLS1(config)#interface Po4  
DLS1(config-if)#switchport trunk native vlan 500   
DLS1(config-if)#exit  
DLS1(config)#interface Po12   
DLS1(config-if)#switchport trunk native vlan 500   
DLS1(config-if)#exit  
 
DLS2(config)#interface Po2   
      DLS2(config-if)#switchport trunk native vlan 500   
DLS2(config-if)#exit   
DLS2(config)#interface Po3   
DLS2(config-if)#switchport trunk native vlan 500   
DLS2(config-if)#exit  
DLS2(config)#interface Po12   
DLS2(config-if)#switchport trunk native vlan 500   
DLS2(config-if)#exit  
 
ALS1(config)#interface Po1   
ALS1(config-if)#switchport trunk native vlan 500   
ALS1(config-if)#exit  
ALS1(config)#interface Po3   
ALS1(config-if)#switchport trunk native vlan 500   
ALS1(config-if)#exit  
   
ALS2(config)#interface Po2   
ALS2(config-if)#switchport trunk native vlan 500   
ALS2(config-if)#exit  
ALS2(config)#interface Po4   





Figura 15. Puertos Troncales asignados a la Vlan Native 
 
Fuente: Propia  
Se asigna una VLAN nativa para que todos los puertos de enlace troncal se puedan 
conmutar. Utilizamos el coamndo switchport trunk native vlan para que la Vlan nativa 
funcione de modo troncal. 
  
 
d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
 
DLS1(config)#vtp domain CISCO  
DLS1(config)# vtp password ccnp321    
DLS1(config)#vtp version 3 
DLS1(config)#end 
 
Se repite este comando para ALS1, ALS2. 
 
Figura 16. Se Asigna Nombre de Dominio CISCO 
 
Fuente: Propia  
Se proporciona un nombre de dominio y una contraseña, que se convierte en el 
contexto de seguridad predeterminado para la conexión a otros equipos de las redes 




2) Configurar DLS1 como servidor principal para las VLAN.  
DLS1#configure terminal  
DLS1(config)#vtp mode server 
DLS1(config)#end 
DLS1#vtp primary  
 
 
Figura 17. DLS1 Como Servidor Principal 
 
Fuente: Propia  
Se asigna DLS1 como servidor primario para permitir administrar las redes VLAN 
configurado como servidor VTP. 
      
 
3) Configurar ALS1 y ALS2 como clientes VTP.  
 
ALS1#conf t  
ALS1(config)#vtp mode client   
ALS1(config)#end 
 
ALS2#conf t  
ALS2(config)#vtp mode client  
ALS2(config)#end 
 
Figura 18. ALS1 y ALS2 como cliente VTP 
 
Fuente: Propia  
Se configura los switch ALS1 y ALS2 en modo cliente mediante el comando VTP 
modo client ya que este modo puede cambiar su configuración de VLAN. Eso 
significa que un conmutador de cliente VTP no puede crear ni eliminar VLAN.  
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e. Configurar en el servidor principal las siguientes VLAN:  
 
Tabla 4 Designación Vlan 
 
Fuente: UNAD 
DLS1#configure terminal  
DLS1(config)#vlan 600  
DLS1(config-vlan)#name NATIVA  
DLS1(config)#vlan 15 
DLS1(config-vlan)#name ADMON 




DLS1(config)#vlan 420  
DLS1(config-vlan)#name PROVEEDORES  
DLS1(config)#vlan 100  
DLS1(config-vlan)#name SEGUROS  
DLS1(config)#vlan 1050 
DLS1(config-vlan)#name VENTAS  
DLS1(config)#vlan 3550 
DLS1(config-vlan)#name PERSONAL  
DLS1(config-vlan)#exit 
Figura 19. Asignación VLAN 
 
Fuente: Propia  
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Se asignan nombre de Vlan según la tabla para crear redes lógicas. 
 
 
f. En DLS1, suspender la VLAN 420.  
 





Figura 20. Designación VLAN en DLS1 
 
Fuente: Propia  
 
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 
y configurar en DLS2 las mismas VLAN que en DLS1.  
 
DLS2#configure terminal  
DLS2(config)#vtp mode transparent  
DLS2(config)#vtp version 2 
DLS2(config)#exit  
 
Figura 21. DLS2 modo VTP Transparente 
 
Fuente: Propia  
Se asigna a DLS1 en modo transparente para que las Vlan creadas no se 






DLS2(config)#vlan 600  
DLS2(config-vlan)#name NATIVA  
DLS2(config)#vlan 15 
DLS2(config-vlan)#name ADMON 




DLS2(config)#vlan 420  
DLS2(config-vlan)#name PROVEEDORES  
DLS2(config)#vlan 100  
DLS2(config-vlan)#name SEGUROS  
DLS2(config)#vlan 1050 
DLS2(config-vlan)#name VENTAS  
DLS2(config)#vlan 3550 
DLS2(config-vlan)#name PERSONAL  
DLS2(config-vlan)#exit 
Figura 22. Asignación VLAN en DLS2 
 
Fuente: Propia  
Se asignan nombre de Vlan según la tabla para crear redes lógicas 
 
h. Suspender VLAN 420 en DLS2.  







Figura 23. VLAN 420 shutdown 
 
Fuente: Propia  
 
 
i.  En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red.  
DLS2#conf t  
DLS2(config)#vlan 567  
DLS2(config-vlan)#name PRODUCCION   
DLS2(config-vlan)#exit  
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#interface port-channel 3 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#exit 
 
Figura 24. Vlan 567 - PRODUCCIÓN 
 
Fuente: Propia  
El comando switchport trunk allowed vlan se utiliza para especificar la lista de VLAN 
permitidas en un puerto troncal . Cuando una interfaz de Capa 2 en un dispositivo 
Cisco IOS está configurada para operar en modo troncal, la configuración 
predeterminada es que la interfaz lleve todas las VLAN definidas en el conmutador 
 







j. Configurar DLS1 como Spanning tree root para las VLANs 1,15, 420, 600, 
1050, 1112 y 3550 y como raíz secundaria para las VLAN 100 y 240.  
 
DLS1#configure terminal  
DLS1(config)#spanning-tree vlan 1,15,420,600,1050,1112,3550 root primary 
DLS1(config)#spanning-tree vlan 100,240 root secondary  
DLS1(config)#exit  
 
Figura 25. DLS1 Spanning-tree 
 
Fuente: Propia  
      
Se asigna Vlan como primarias y secundarias mediante el comando 
spanning-tree para activarlas y desactivarlas automáticamente en los 
enlaces de conexión.  
 
k. Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 1112 y 3550.  
 
DLS2#conf t  
DLS2(config)#spanning-tree vlan 100,240 root primary  




Figura 26. DLS2 Spanning Tree 
 
Fuente: Propia  
Se asigna Vlan como primarias y secundarias mediante el comando 
spanning-tree para activarlas y desactivarlas automáticamente en los 






l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos.  
 
DLS1#configure terminal 
DLS1(config)# Interface port-channel 1 
DLS1(config-if)# switchport trunk allowed vlan 
600,15,240,1112,420,100,1050,3550 
DLS1(config)# Interface port-channel 4 
DLS1(config-if)# switchport trunk allowed vlan 
600,15,240,1112,420,100,1050,3550 
DLS1(config)# Interface port-channel 12 





DLS2(config)# Interface port-channel 2 
DLS2(config-if)# switchport trunk allowed vlan 
600,15,240,1112,420,100,1050,3550 
DLS2(config)# Interface port-channel 3 
DLS2(config-if)# switchport trunk allowed vlan 
600,15,240,1112,420,100,1050,3550 
DLS2(config)# Interface port-channel 12 





ALS1(config)# Interface port-channel 1 
ALS1(config-if)# switchport trunk allowed vlan 600,15,240,1112,420,100,1050,3550 
ALS1(config)# Interface port-channel 3 




ALS2(config)# Interface port-channel 2 
ALS2(config-if)# switchport trunk allowed vlan 600,15,240,1112,420,100,1050,3550 
ALS2(config)# Interface port-channel 4 





Figura 27. Configuración Puertos Troncales 
 
Fuente: Propia  
El comando switchport trunk allowed vlan se utiliza para especificar la lista de VLAN 
permitidas en un puerto troncal  
para que solamente las VLAN que se han creado se les permitirá circular a través 
de estos puertos 
 
j. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera:  
 
Tabla 5 Interfaces como Puertos de Acceso 
Interfaz DLS1 DLS2 ALS1 ALS2 
Interfaz Fa0/6 3550 15.1050 100.1050 240 
Interfaz Fa0/15 1112 1112 1112 1112 
Interfaz Fa0/16-18  567   
Fuente: UNAD 
DLS1#configure terminal  
DLS1(config)#interface E0/0 
DLS1(config-if)#switchport mode access  
DLS1(config-if)#switchport access vlan 3550 
DLS1(config-if)#spanning-tree portfast  
DLS1(config-if)#exit  
DLS1(config)#interface E1/3 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 1112 
DLS1(config-if)#spanning-tree portfast  
DLS1(config-if)#exit  
 
DLS2#configure terminal  
DLS2(config)#interface E0/0 
DLS2(config-if)#switchport mode access  
DLS2(config-if)#switchport access vlan 15 
DLS2(config-if)#switchport access vlan 1050 





DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 1112 
DLS2(config-if)#spanning-tree portfast  
DLS2(config-if)#exit  
DLS2(config)#interface E2/0 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 567 
DLS2(config-if)#spanning-tree portfast  
DLS2(config-if)#exit  
ALS1#configure terminal  
ALS1(config)#interface E0/0 
ALS1(config-if)#switchport mode access  
ALS1(config-if)#switchport access vlan 100 
ALS1(config-if)#switchport access vlan 1050 
ALS1(config-if)#spanning-tree portfast  
ALS1(config-if)#exit  
ALS1(config)#interface E1/3 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 1112 
ALS1(config-if)#spanning-tree portfast  
ASL1(config-if)#exit 
 
ALS2#confIigure terminal  
ALS2(config)# interface E0/0 
ALS2(config-if)#switchport mode access  
ALS2(config-if)#switchport access vlan 240 
ALS2(config-if)#spanning-tree portfast  
ASL2(config-if)#exit 
ALS2(config)#interface E1/3 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 1112 





Figura 28. Interfaces como Puertos de Acceso 
 
Fuente: Propia  
Utilizamos el comando comando switchport access vlan para asignar el puerto o 
rango de puertos a los puertos de acceso, y con el comando spanning-tree portfast 
podemos controlar los enlaces redundantes, asegurando el rendimiento de una red. 
Parte 2: conectividad de red de prueba y las opciones configuradas.  
 
 
k. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  
 
Figura 29. Verificación Conectividad DLS1 
 
Fuente: Propia  
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Mediante el comando Show vlan, observamos todas las Vlan configuradas y activas 
 
Figura 30. Verificación Asignación Puertos Troncales 
 
Fuente: Propia  
Mediante el comando Show int trunk, observamos las interfaces troncales y sus 
respectiva vlan activas 
 
      
Figura 31. Verificación Conectividad DLS1 
 





Figura 32. Asignación Puertos Troncales DLS2 
 
Fuente: Propia  
 
 
Figura 33. Asignación Puertos Troncales ALS1 
 







Figura 34. Asignación Puertos Troncales ALS2 
 
Fuente: Propia  
En las imágenes anteriores de pruebas de conectividad y verificación de los puertos 
troncales observamos que mediante el comando show etherchannel summary todos 
los canales estan configurados según sus interfaces. 
 
 
l. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente  
 





m. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
Figura 36. Configuración DLS1 Vlan 1 
 
Fuente: Propia  
Figura 37. Configuración DLS1 Vlan 15 
 




Figura 38. Configuración DLS1 Vlan 240 
 
Fuente: Propia  
Mediante el comando show spanning-tree observamos el árbol de expansión de la 






























• Se realizó procesos de configuración de protocolos de enrutamiento para 
routers, de interfaces Loopback, asignación de direcciones IP, configuración 
OSPF y EIGPR, y redistribución de rutas a partir de las topologías y criterios 
planteados para el escenario 1. 
 
• Mediante el protocolo EIGRP se permite que un routers utilice varias 
trayectorias a un destino al reenviar paquetes, con EIGRP es posible 
configurar el tráfico sobre enlaces lo cual le permite al administrador 
identificar el ámbito de la métrica incluyendo caminos adicionales con el uso 
del parámetro multiplicador  
 
• Para lograr una correcta comunicación entre redes es muy importante la 
configuración de la dirección IP, su correspondiente mascara de subred y el 
Gateway o puerta de enlace predeterminada.  
 
• Las redes VLAN facilitan el diseño de una red para dar soporte a los objetivos 
de una organización, brindando Seguridad para el manejo de datos sensibles 
que se separan del resto de la red, lo que disminuye las posibilidades de que 
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