Estimates of biophysical and biochemical variables such as leaf area index (LAI) and canopy chlorophyll content (CCC) are a fundamental requirement for effectively monitoring and managing forest environments. With its red-edge bands and high spatial resolution, the Multispectral Instrument (MSI) on board the Sentinel-2 missions is particularly well-suited to LAI and CCC retrieval. Using field data collected throughout the growing season at a deciduous broadleaf forest site in Southern England, we evaluated the performance of two hybrid retrieval algorithms for estimating LAI and CCC from MSI data: the Scattering by Arbitrarily Inclined Leaves (SAIL)-based L2B retrieval algorithm made available to users in the Sentinel Application Platform (SNAP), and an alternative retrieval algorithm optimised for forest environments, trained using the Invertible Forest Reflectance Model (INFORM). Moderate performance was associated with the SNAP L2B retrieval algorithm for both LAI (r 2 = 0.54, RMSE = 1.55, NRMSE = 43%) and CCC (r 2 = 0.52, RMSE = 0.79 g m −2 , NRMSE = 45%), while improvements were obtained using the INFORM-based retrieval algorithm, particularly in the case of LAI (r 2 = 0.79, RMSE = 0.47, NRMSE = 13%), but also in the case of CCC (r 2 = 0.69, RMSE = 0.52 g m −2 , NRMSE = 29%). Forward modelling experiments confirmed INFORM was better able to reproduce observed MSI spectra than SAIL. Based on our results, for forest-related applications using MSI data, we recommend users seek retrieval algorithms optimised for forest environments.
Introduction
Estimates of biophysical and biochemical variables such as leaf area index (LAI) and canopy chlorophyll content (CCC) provide vital information on the condition, structure and function of vegetation canopies. They are a key input into climate and numerical weather prediction models, and characterising their spatial and temporal dynamics is crucial in understanding biogeochemical fluxes between the biosphere and atmosphere [1] [2] [3] . Of particular importance for modelling terrestrial carbon exchange are forest environments, which cover approximately 30% of the terrestrial surface and account for approximately 50% of its gross primary productivity [4, 5] . In addition to carbon sequestration, forests provide a range of ecosystem services, acting as a source of food, fibre, fuel and timber [6] . If we are to effectively monitor and manage these resources, estimates of the biophysical and biochemical variables that describe their status are a fundamental requirement.
Estimating LAI and CCC in the field is a time-consuming and labour-intensive process that is often constrained by logistical challenges and financial resources. Advances in indirect, non-destructive field-based techniques have provided increases in efficiency [7] [8] [9] , but nevertheless, field observations are insufficient to characterise spatial and temporal variability in LAI and CCC at regional to global
• Evaluate the extent to which a retrieval algorithm trained using INFORM (and thus optimised for forest environments) will improve LAI and CCC retrieval accuracy.
Materials and Methods

Study Site
The study site (50.8498°N, 1.5741°W) covers a 1 km × 1 km area in the New Forest National Park, Hampshire, United Kingdom, and is comprised of deciduous broadleaf forest ( Figure 1) . Lying approximately 40 m above sea level, the site is a unique example of ancient and ornamental woodland, dating back to the 17th century. The dominant species are beech (Fagus sylvatica) (45%), oak (Quercus robur) (40%) and silver birch (Betula pendula) (5%), while the dominant soil type is a dark-grey clay loam. Statistics of key stand attributes are listed in Table 1 . The site has previously been used in the validation of a range of satellite-derived vegetation biophysical and biochemical variables [41, 42] . 
Field Data Collection and Processing
Field data were collected on sixteen dates throughout 2016, enabling the phenological cycle to be captured between day of year (DOY) 101 and 307 ( Figure 2 ). A total of nine ESUs of 40 m × 40 m were established over the study site in a regular grid pattern, enabling spatial variability in LAI and CCC to be characterised ( Figure 1 ). All nine ESUs were sampled on each measurement date. The ESU 
Field data were collected on sixteen dates throughout 2016, enabling the phenological cycle to be captured between day of year (DOY) 101 and 307 ( Figure 2) . A total of nine ESUs of 40 m × 40 m were established over the study site in a regular grid pattern, enabling spatial variability in LAI and CCC to be characterised ( Figure 1 ). All nine ESUs were sampled on each measurement date. The ESU dimensions were selected according to Justice and Townshend [45] , to enable the known 10 m positional uncertainty in the investigated 20 m MSI data to be accounted for [46] . The location of each Remote Sens. 2019, 11, 1752 4 of 17 ESU was determined using a handheld Garmin eTrex H global positioning system (GPS) device, which has a reported positional error of less than 10 m [47] . Within each ESU, sampling was carried out at five points arranged in a cross pattern, following the approach adopted in the BigFoot project [48] . The four peripheral points were located approximately 20 m from the central point. Despite the fact that several species are present in the forest, all selected ESUs were dominated by a single species.
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Figure 2.
Field data collection of leaf area index (LAI) and leaf chlorophyll concentration (LCC), in addition to MSI data availability throughout the study period.
Leaf area index (LAI) was derived using digital hemispherical photography (DHP). Images were acquired using a Nikon Coolpix 4500 digital camera equipped with an FC-E8 fisheye lens, calibrated using the procedures described by Weiss and Baret [49] . To calculate LAI from each image, pixels were first classified as belonging to the vegetation canopy or its background, enabling the gap fraction to be calculated. Each image was then divided into ten zenith rings of 7.5°, and each zenith ring further divided into 48 azimuth cells of 7.5°. Only zenith angles of less than 75° were considered to minimise the influence of mixed pixels at the extremes of the image [8, 49] . Finally, LAI was derived as a discretisation of Miller's [50] integral, such that
where ( ) is the gap fraction in ring and is its central zenith angle. The effects of foliage clumping were accounted for according to Lang and Yueqin [51] by calculating the mean of the natural logarithm of gap fraction values over all azimuth cells in each zenith ring. Please note that because the classification could not distinguish between foliage and other canopy elements, the resulting estimates also contained some contribution from other plant material such as stems and branches [7, 8, 52] .
Canopy chlorophyll content (CCC) was calculated as the product of LAI and leaf chlorophyll concentration (LCC) in g m −2 . Estimates of LCC were typically obtained within several days of LAI measurements ( Figure 2 ) using a Konica Minolta SPAD-502 optical chlorophyll meter, which determines a relative value proportional to LCC based on the ratio of incident and transmitted radiation at 650 nm and 940 nm. Relative values were converted to absolute units using speciesspecific calibration functions [53, 54] . Three leaves were removed from the tree closest to each sampling point, and each tree was marked using coloured rope to enable re-identification during subsequent surveys. For each leaf, three replicates were performed to account for variations in LCC across its surface, yielding a total of nine measurements per sampling location, and 45 per ESU. Care was taken to avoid major veins within the leaf [9, 54] .
Interpolation of Field Data
When evaluating biophysical and biochemical variables derived from high spatial resolution instruments such as MSI, temporal scaling issues are of increased importance, particularly in areas of Leaf area index (LAI) was derived using digital hemispherical photography (DHP). Images were acquired using a Nikon Coolpix 4500 digital camera equipped with an FC-E8 fisheye lens, calibrated using the procedures described by Weiss and Baret [49] . To calculate LAI from each image, pixels were first classified as belonging to the vegetation canopy or its background, enabling the gap fraction to be calculated. Each image was then divided into ten zenith rings of 7.5 • , and each zenith ring further divided into 48 azimuth cells of 7.5 • . Only zenith angles of less than 75 • were considered to minimise the influence of mixed pixels at the extremes of the image [8, 49] . Finally, LAI was derived as a discretisation of Miller's [50] integral, such that
where P(θ i ) is the gap fraction in ring i and θ i is its central zenith angle. The effects of foliage clumping were accounted for according to Lang and Yueqin [51] by calculating the mean of the natural logarithm of gap fraction values over all azimuth cells in each zenith ring. Please note that because the classification could not distinguish between foliage and other canopy elements, the resulting estimates also contained some contribution from other plant material such as stems and branches [7, 8, 52] . Canopy chlorophyll content (CCC) was calculated as the product of LAI and leaf chlorophyll concentration (LCC) in g m −2 . Estimates of LCC were typically obtained within several days of LAI measurements ( Figure 2 ) using a Konica Minolta SPAD-502 optical chlorophyll meter, which determines a relative value proportional to LCC based on the ratio of incident and transmitted radiation at 650 nm and 940 nm. Relative values were converted to absolute units using species-specific calibration functions [53, 54] . Three leaves were removed from the tree closest to each sampling point, and each tree was marked using coloured rope to enable re-identification during subsequent surveys. For each leaf, three replicates were performed to account for variations in LCC across its surface, yielding a total of nine measurements per sampling location, and 45 per ESU. Care was taken to avoid major veins within the leaf [9, 54] .
When evaluating biophysical and biochemical variables derived from high spatial resolution instruments such as MSI, temporal scaling issues are of increased importance, particularly in areas of high cloud cover such as our study site. While spatial scaling issues have received considerable attention Remote Sens. 2019, 11, 1752 5 of 17 in the context of validating operational biophysical and biochemical products [55] [56] [57] [58] , approaches for dealing with the temporal mismatch between field and satellite observations are less mature [37] . Traditionally, field observations have been matched to the closest satellite acquisition, often within the bounds of an arbitrary period such as one week [59, 60] . Such an approach assumes that there is little variation in vegetation condition within this period-an assumption that may be violated at the onset of greenness and senescence, during which rapid changes in biophysical and biochemical properties can occur.
In light of these issues, we adopted an interpolation-based approach that can be applied if field data are collected on multiple dates throughout the year. By interpolating multi-temporal field observations, variations in vegetation condition can better be accounted for, particularly if a parametric function is selected that encodes prior knowledge about expected vegetation dynamics. Importantly, the approach maximises the amount of cloud-free satellite data that can be used for comparison, while also enabling LAI and LCC data collected on different dates to be more easily integrated for the estimation of CCC. To facilitate interpolation, we fit double logistic functions to the LAI and LCC data collected at each ESU. The double logistic function is widely used to represent vegetation phenology [61] [62] [63] , and takes the form
where g(x) is the LAI or LCC value at a given DOY, a is the base level, b is the seasonal amplitude, c and d control the timing and rate of the onset of greenness, and e and f control the timing and rate of the onset of senescence. To assess their ability to accurately represent seasonal trajectories of the variables of interest throughout the study period, leave-one-out cross validation was carried out on double logistic functions fit to the mean values of LAI and LCC at each DOY. Each data point was sequentially removed before fitting, and its value predicted and compared to that observed. The absolute error was used to investigate the relative importance of each observation date, while overall accuracy was quantified using the root mean square error (RMSE).
MSI Data Pre-Processing
Ten L1C MSI products covering the growing season from DOY 111 to 300 were obtained over the study site and processed to L2A bottom-of-atmosphere (BOA) reflectance with Sen2Cor 2.5.5 [64] , which performs atmospheric, cirrus, and terrain correction. It also provides a scene classification, in addition to estimates of aerosol optical thickness and water vapour. To restrict our analysis to high-quality, cloud-free data, pixels identified as cloud by the scene classification were discarded (three pixels from a total of 90).
Hybrid LAI and CCC Retrieval
From L2A BOA reflectance values, we first estimated LAI and CCC using the SNAP L2B retrieval algorithm as implemented in SNAP 6.0 [65] . In addition to cloud-contaminated pixels, retrievals flagged by the algorithm as having an out of range input or output were discarded (a further six pixels). Because the SNAP L2B retrieval algorithm is not optimised for forest environments, we also developed an alternative hybrid retrieval algorithm, trained using INFORM. As in the SNAP L2B retrieval algorithm, leaf reflectance spectra were simulated by PROSPECT. 50,000 simulations were carried out, in which input parameters were drawn randomly from a combination of fixed, uniform, and truncated Gaussian distributions (Table 2) . Retrieval algorithms trained with 50,000 simulations were shown to provide comparable retrieval accuracies to those utilising over 100,000 simulations by Weiss et al. [66] , while additional simulations may not be beneficial in the case of machine learning algorithms such as ANNs, which are prone to overfitting [40, 67] . It is worth noting that a similar number of simulations (41,472) was used by Weiss and Baret [33] to train the SNAP L2B retrieval algorithm. Soil background spectra were computed by selecting randomly from a spectral library containing 25 soils [68] and applying a multiplicative soil brightness coefficient (Table 2) . INFORM Remote Sens. 2019, 11, 1752 6 of 17 output spectra were convolved with the MSI spectral response functions [69] to generate simulated reflectance values in MSI's spectral bands.
To reflect uncertainties in the radiometric calibration and atmospheric correction of MSI data, simulated reflectance values were contaminated with wavelength-dependent and -independent Gaussian white noise [23] . This consisted of both additive (0.01) and multiplicative (2%) components [33, 70, 71] , such that
where R cont (λ) and R sim (λ) are the contaminated and simulated reflectance values in the band centered at λ, ε[0, σ] is a Gaussian distribution with a mean of zero, while σ add (λ), σ multi (λ), σ add (all), and σ multi (all) are the additive and multiplicative components of wavelength dependent and independent Gaussian white noise respectively. [40, 72, 73] As in the SNAP L2B retrieval algorithm, an ANN-based retrieval approach was adopted. Each ANN was trained using the Levenberg-Marquardt minimisation algorithm, and comprised one hidden layer with five tangent sigmoid neurons, in addition to one output layer with a single linear neuron. Given sufficient training data, this architecture (which is also adopted by the SNAP L2B retrieval algorithm) has been found to perform as well as more complex ones [12, 16, 23, 33] . A random subset of 50% of the simulations were used for training, while 25% were used for regularisation, and 25% were used for testing. To prevent overfitting, the regularisation subset was used to enable early stopping (i.e., training was halted when the error, as assessed using the regularisation subset, stopped continuing to decrease). The testing subset, which was not used in training or early stopping, was used to evaluate theoretical performance. Ten ANNs were trained, and the one with the best theoretical performance was selected for further analysis (Appendix A).
Because using a single ANN to estimate multiple biophysical variables can lead to comparatively poor performance [16, 23] , individual ANNs were trained to estimate LAI and CCC (as is also the case in the SNAP L2B retrieval algorithm). In addition to the simulated BOA reflectance in the eight MSI bands used by the SNAP L2B retrieval algorithm (Table 3) , ANN input variables included the cosine of the observer zenith angle (OZA), relative azimuth angle (RAA), and solar zenith angle (SZA), enabling variations in viewing and illumination geometry to be accounted for [21, 33, 70] . MSI band 2 was excluded because of the likelihood of residual atmospheric contamination [33] . All bands were resampled to a common spatial resolution of 20 m, in order to take advantage of MSI's three red-edge bands (B5, B6 and B7). 
Forward Modelling Experiments
A prerequisite to accurate biophysical and biochemical variable retrieval is that the underlying RTMs must be able to reproduce observed spectra in a satisfactory manner. To investigate the ability of SAIL and INFORM to reproduce observed MSI spectra over our study site, forward modelling experiments were carried out [74, 75] . To simulate the MSI spectrum for each date and ESU, the interpolated field measurements of LAI and LCC were used in model parameterisation, as were the viewing and illumination geometries of the associated MSI scenes. Because the remaining input parameters were not measured in the field, they were instead randomly drawn from the distributions described in Section 2.5. For each date, ESU, and RTM, a database of 5,000 simulations was established. This number of simulations was considered appropriate given that nine input parameters were fixed, resulting in a substantially constrained parameter space. The reflectance mismatch was evaluated between the observed MSI spectrum and the best fitting simulation, which was itself determined as the simulation with the minimum RMSE [74, 75] .
Performance Metrics
To evaluate the performance of each retrieval algorithm, LAI and CCC retrievals were compared with values provided by the double logistic functions for the DOY in question. Agreement between the interpolated field data and LAI and CCC retrievals was assessed using the coefficient of determination (r 2 ), while retrieval accuracy was quantified using the RMSE. A normalised RMSE (NRMSE) was calculated by dividing the RMSE by the mean of observed values. Bias was determined as the mean difference, while precision was quantified as the standard deviation of differences. In addition to calculating these statistics using all available data, statistics were also computed on three subsets to evaluate phenological variations in retrieval accuracy. These represented the onset of greenness (DOY 100 to 149), peak greenness (DOY 150 to 249), and the onset of senescence (DOY 250 to 300). The same performance metrics were adopted in the forward modelling experiments.
Results
Field Data and Interpolation
Throughout the study period, LAI ranged from a minimum of 0.81 on DOY 101 to a maximum of 4.60 on DOY 155, while LCC ranged from a minimum of 0.09 g m −2 on DOY 120 to a maximum of 0.65 g m −2 on DOY 259. It should be noted that the minimum LAI values corresponded mainly to stems and branches, which could not be distinguished from other canopy elements using DHP. At the start of the growing season, the rate of increase in LCC was slower than that of LAI (Figure 3 ). Unlike LCC observations, which became more variable towards the end of the growing season, the degree of variability associated with LAI observations remained relatively consistent between measurement dates (Figure 3) . The double logistic functions fit to the field data were able to successfully represent seasonal trajectories of LAI and LCC throughout the study period (Figure 3) . The results of leave-one-out cross validation revealed an RMSE of 0.10 for LAI and 0.11 g m −2 for LCC. The largest absolute errors were observed when those observations during the onset of greenness and senescence were removed (Table 4) . measurement dates (Figure 3) . The double logistic functions fit to the field data were able to successfully represent seasonal trajectories of LAI and LCC throughout the study period (Figure 3) . The results of leave-one-out cross validation revealed an RMSE of 0.10 for LAI and 0.11 g m −2 for LCC. The largest absolute errors were observed when those observations during the onset of greenness and senescence were removed (Table 4) . 
Overall Performance of the Retrieval Algorithms
Overall, the SNAP L2B retrieval algorithm was characterised by underestimation of LAI, leading to a moderate relationship and retrieval accuracy (r 2 = 0.54, RMSE = 1.55, NRMSE = 43%) (Figure 4a ). Like LAI, SNAP L2B CCC retrievals were also characterised by a moderate relationship and retrieval accuracy (r 2 = 0.52, RMSE = 0.79 g m −2 , NRMSE = 45%) (Figure 4c ). In contrast, a greater degree of consistency between the interpolated field data and INFORM-based LAI retrievals was observed, leading to a stronger relationship and increased retrieval accuracy (r 2 = 0.79, RMSE = 0.47, NRMSE = 13%) (Figure 4b ). Improvements in overall performance were also evident for CCC (r 2 = 0.69, RMSE = 0.52, NRMSE = 29%) (Figure 4d ).
Phenological Variations in Performance
When the phenological subsets were examined, the strongest relationships with the interpolated field data were observed for the onset of greenness (DOY 100 to 149, r 2 = 0.66 to 0.77) (Table 5 ). In contrast, weaker relationships occurred during peak greenness (DOY 150 to 250) and the onset of senescence (DOY 249 to 300) (r 2 = 0.04 to 0.26). In agreement with the overall performance results, the INFORM-based retrieval algorithm demonstrated the best retrieval accuracies in the majority of phenological subsets (as indicated by lower RMSE and NRMSE values when compared to the SNAP 
Overall Performance of the Retrieval Algorithms
Phenological Variations in Performance
When the phenological subsets were examined, the strongest relationships with the interpolated field data were observed for the onset of greenness (DOY 100 to 149, r 2 = 0.66 to 0.77) (Table 5 ). In contrast, weaker relationships occurred during peak greenness (DOY 150 to 250) and the onset of senescence (DOY 249 to 300) (r 2 = 0.04 to 0.26). In agreement with the overall performance results, the INFORM-based retrieval algorithm demonstrated the best retrieval accuracies in the majority of phenological subsets (as indicated by lower RMSE and NRMSE values when compared to the SNAP L2B retrievals). Although slightly higher r 2 values were typically achieved by the SNAP L2B retrieval algorithm when analysed by phenological stage, its retrievals were characterised by larger biases (and therefore higher RMSE and NRMSE values) than the INFORM-based retrieval algorithm (Table 5) . The fact that these biases were not consistent across each phenological stage may have led to the lower r 2 values achieved when all phenological subsets were analysed together (Figure 4) . Contrary to the other phenological stages, it is worth noting that the INFORM-based CCC retrievals were subject to overestimation during the onset of greenness (Figure 5b ). Although the INFORM-based retrieval algorithm reduced the underestimation associated with CCC during peak greenness (Figure 5b ), some degree of underestimation remained, reflected by the negative bias observed (Table 5) .
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Reproduction of Observed MSI Spectra by SAIL and INFORM
When evaluated against the observed MSI spectra, the SAIL reflectance simulations were characterised by greater bias and less precision than the INFORM simulations (Table 6 ), resulting in higher RMSE and NRMSE values for all bands except B11 (where the difference was marginal). In the case of both RTMs, the best-modelled band was B8A, and the worst-modelled band was B4. A mean absolute error of 0.02, which was used by Darvishzadeh et al. and Atzberger et al. [28, [74] [75] [76] as a threshold to identify badly modelled bands, was exceeded only by B5 in the case of the INFORM simulations (Table 6 ). On the other hand, five out of eight bands exceeded this threshold in the case of the SAIL simulations (B4, B5, B6, B7, and B12). 
Discussion
Utility of Interpolating Field Data
When compared to the standard approach of matching field and satellite observations, our interpolation-based approach enabled all available cloud-free MSI scenes to be utilised, as opposed to only those acquired within one week of field data collection. Thus, a substantially greater number of observations were available against which the investigated retrieval algorithms could be assessed. The results of leave-one-out cross-validation indicated that the error associated with this interpolation-based approach was small. The largest absolute errors were observed when 
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Discussion
Utility of Interpolating Field Data
When compared to the standard approach of matching field and satellite observations, our interpolation-based approach enabled all available cloud-free MSI scenes to be utilised, as opposed to only those acquired within one week of field data collection. Thus, a substantially greater number of observations were available against which the investigated retrieval algorithms could be assessed. The results of leave-one-out cross-validation indicated that the error associated with this interpolation-based approach was small. The largest absolute errors were observed when observations during the onset of senescence were removed, although similar errors occurred when observations during the onset of greenness were left out in the case of LCC. This has important implications for the timing of field campaigns. It is during these periods, when rates of change in LAI and LCC are highest, that the collection of field data is of most importance. Thus, future efforts should place particular focus on these phenological stages.
Choice of Retrieval Algorithms for Forest-Related Applications
Previous evaluations of the SNAP L2B retrieval algorithm over crop canopies have demonstrated good performance. For example, Vuolo et al. [36] reported a strong relationship and high retrieval accuracy for SNAP L2B retrievals of LAI over an agricultural site comprised of maize, onion, potato, sugarbeet, and winter wheat (r 2 = 0.83, RMSE = 0.32, NRMSE = 12%), while Vanino et al. [39] reported comparable results over a tomato crop (r 2 = 0.69, RMSE = 0.56, NRMSE = 25%). Similarly, an overall RMSE of 0.98 was reported by Djamai et al. [37] in a recent evaluation over alfalfa, black bean, canola, corn, oat, soybean, and wheat. Nevertheless, previous work has demonstrated poor performance when retrieval algorithms based on one-dimensional RTMs such as SAIL are applied over forest environments [23] . The moderate relationships and retrieval accuracies demonstrated by the SNAP L2B retrieval algorithm in our study support these findings, as do the results of our forward modelling experiments.
When compared to our deciduous broadleaf forest site, the crop canopies investigated in previous studies better conform to the turbid medium assumption adopted by SAIL [23, 77] . Due to their dense, leafy, and homogeneous nature, a one-dimensional RTM such as SAIL can provide a good approximation of these canopies, enabling high retrieval accuracies to be achieved by SAIL-based retrieval algorithms. In contrast, deciduous broadleaf forest canopies are more heterogeneous, contain a greater number of woody elements, and are subject to increased crown transmission, foliage clumping, and shadowing. As SAIL does not account for these factors, underestimation of LAI and CCC occurs when the SNAP L2B retrieval algorithm is applied over deciduous broadleaf forest. The issue may be compounded by the ANN-based design of the retrieval algorithm, as ANNs are known to perform unpredictably when inputs strongly deviate from their training data [10] .
Given that five out of eight bands were considered to be badly modelled by SAIL, it is possible that improved retrieval accuracies could be obtained using a SAIL-based retrieval algorithm trained on a subset of the best modelled bands. As our objective was to evaluate the SNAP L2B retrieval algorithm available to users, which makes use of all considered bands, such an approach was not explicitly investigated in this study. However, methods to determine and select optimal subsets of bands have successfully been applied to improve retrieval accuracies in previous work [23, 28, [74] [75] [76] 78] . For example, in a recent study using INFORM to retrieve LCC from MSI data, Darvishzadeh et al. [28] demonstrated increased retrieval accuracies when using a spectral subset of only MSI's red-edge bands as opposed to the full band set. Similarly, Inoue et al. [29] observed that models utilising a large number of spectral bands did not improve the retrieval of CCC from hyperspectral data when compared to those incorporating just two optimally selected bands. It is worth noting that, unlike Darvishzadeh et al. [28] , we did not observe large discrepancies between modelled and observed MSI spectra in the near-infrared shoulder. In contrast, B8A (centred at 865 nm) was the band best modelled by both investigated RTMs in our study.
The INFORM-based retrieval algorithm was characterised by increased overall retrieval accuracies, better reflecting previous studies that have successfully applied MSI and its red-edge bands for forest biophysical and biochemical variable retrieval. For example, using a statistical approach to retrieve LAI from MSI data over a boreal forest site, Korhonen et al. [32] reported a comparable relationship and retrieval accuracy (r 2 = 0.73, RMSE = 0.60, NRMSE = 20%). Similarly, Darvishzadeh et al. [28] obtained an NRMSE of 33% when using LUT inversion of INFORM to retrieve LCC from MSI data over spruce stands. Beyond MSI, our results reflect those of Schlerf and Atzberger [40] , who trained an ANN for retrieval of spruce LAI from airborne hyperspectral data using INFORM, achieving a similar relationship and retrieval accuracy (r 2 = 0.73, RMSE = 0.58, NRMSE = 18%). Comparable results were reported by Heiskanen et al. [79] , who adopted the semi-physical forest reflectance model PARAS to retrieve LAI from High-Resolution Visible and Infrared (HRVIR) and Enhanced Thematic Mapper (ETM+) data over a boreal forest site. Using ANNs, Heiskanen et al. [79] obtained an RMSE of 0.59 (NRMSE = 25%). In a later study, Schlerf and Atzberger [72] applied LUT inversion of INFORM to retrieve LAI from multi-angular Compact High-Resolution Imaging Spectrometer (CHRIS) data, reporting similar results over beech (r 2 = 0.57, RMSE = 0.94, NRMSE = 26%) and spruce (r 2 = 0.51, RMSE = 0.74, NRMSE = 18%).
In terms of phenological variations in the relationship between MSI derived retrievals and field data, the results of our study reflect those reported by Heiskanen et al. [80] , who used a statistical approach to retrieve LAI from HRVIR and Hyperion data over boreal forest throughout several seasons. As in our study, Heiskanen et al. [80] reported strong relationships with LAI during the onset of greenness (DOY 116 to 153, r 2 = 0.69 to 0.74). These were followed by weaker relationships during peak greenness and, in particular, the onset of senescence (DOY 273 to 279, r 2 = 0.29 to 0.40). An explanation for this pattern is that during the onset of greenness, a wide range of LAI values are experienced, whereas during peak greenness, this range is substantially reduced. The weaker relationships during the onset of senescence may be related to changes in leaf biochemistry, to which the MSI derived LAI retrievals are sensitive, but to which the field estimates of LAI (which do not discriminate between green and senescent leaves) are not.
Although improved overall retrieval accuracy was obtained by the INFORM-based retrieval algorithm in the case of CCC, overestimation occurred during the onset of greenness, while some degree of underestimation persisted throughout peak greenness. In terms of the apparent overestimation during the onset of greenness, a small bias was also observed in the INFORM LAI retrievals. Being the product of LAI and LCC, this may have translated into a larger bias in terms of CCC. One explanation for the apparent underestimation observed during peak greenness could be related to the field measurements of LCC themselves, which, due to the height of the forest, could only be performed on leaves from middle or bottom of the tree crown. The sunlit leaves at the top of the crown may have been characterised by reduced LCC when compared to the measured leaves, as LCC commonly decreases with increased light availability [81] . As such, the observed discrepancies may have resulted from sampling biases in the field data. Finally, while our study analysed the performance of the two retrieval algorithms throughout the growing season, it is important to note that it was restricted to a single site. Further work is required to confirm the applicability of our results over additional sites, including those characterised by different forest types.
Conclusions
Although it is not optimised for forest environments, because of its ease of use and integration within the image processing software, it is expected that many users will adopt the SNAP L2B retrieval algorithm for forest LAI and CCC retrieval as a first port of call. Using field data collected throughout the growing season at a deciduous broadleaf forest site in Southern England, we evaluated its performance and that of an alternative retrieval algorithm optimised for forest environments, 
