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A large-eddy simulation is conducted to investigate the transient structure of an unstable detonation wave in two
dimensions and the evolution of intrinsic hydrodynamic instabilities. The dependency of the detonation structure on
the grid resolution is investigated, and the structures obtained by large-eddy simulation are compared with the
predictions from solving theEuler andNavier–Stokes equations directly. The results indicate that to predict irregular
detonation structures in agreement with experimental observations the vorticity generation and dissipation in small
scale structures should be taken into account. Thus, large-eddy simulation with high grid resolution is required. In a
low grid resolution scenario, in which numerical diffusion dominates, the structures obtained by solving the Euler or
Navier–Stokes equations and large-eddy simulation are qualitatively similar.When high grid resolution is employed,
the detonation structures obtained by solving the Euler or Navier–Stokes equations directly are roughly similar yet
equally in disagreement with the experimental results. For high grid resolution, only the large-eddy simulation
predicts detonation substructures correctly, a fact that is attributed to the increased dissipation provided by the
subgrid scale model. Specific to the investigated configuration, major differences are observed in the occurrence of
unreacted gas pockets in the high-resolution Euler and Navier–Stokes computations, which appear to be fully
combusted when large-eddy simulation is employed.
I. Introduction
A DETONATION consists of a shock wave coupled with areaction zone propagating at supersonic speed. The leading
shock propagates either as a Mach stem or an incident wave.
Transverse shocks move laterally behind the front and form triple
points at the junction of the incident shock, Mach shock, and
transverse wave [1]. Shear layers originate from the triple points.
These shear layers separate gas streams that have passed through
portions of the leading shock with different strengths, often
separating reacted and partly reacted gases [1,2].Despite the complex
nature of detonation propagation, it is well known that the shock
compression dominates the ignition mechanism in low activation
energy mixtures, which are characterized by their laminar reaction
zones [3,4]. Nevertheless, experiments have exhibited the occurrence
of two types of detonation structure corresponding to two different
types of flow behind the main shock [4]. Schlieren visualizations and
numerical simulations of the reaction zone structures in irregular
structure detonations indicate that the shock front cannot compress
all of the inflow [5–9]. Hence, pockets of the unreacted gas exist
behind the front [5–9]. In regular structure detonations, intense
chemical activity is observed behind the leading shocks, where very
few signs of unreacted pockets are found [9–11]. Conversely, it has
been shown numerically [12] and experimentally [4,13–15] that in
irregular structure detonations hydrodynamic instabilities generate a
turbulent mixing zone of hot reacted gases and cold unreacted
materials. These instabilities are of Richtmyer–Meshkov (RM) and
Kelvin–Helmholtz (KH) types [15–17]. Compressible turbulence in
detonation may be generated by various interactions such as shock–
shock, shock–shear-layer, shock–vortex, and shear-layer–shear-
layer interactions. Lee [18] argued that this enhances turbulent
mixing in unstable detonations and supplements the shock ignition
mechanism.
Despite decades of research on the detonation phenomenon, our
general understanding of unstable detonation propagation is still
highly incomplete [19]. For instance, the state of a turbulent reaction
zone and the consumption mechanism of unreacted gas pockets
have remained mostly unexplored [1,19,20]. It has been shown
[4,12,15,16,18,21] that in strongly unstable detonations diffusive
turbulentmixing plays a key role in propagation. However, in weakly
unstable detonations the main shock front is responsible for the
initiation of the reaction and turbulent phenomena are of minor
importance. In particular, it was found that in strongly unstable
detonations some portions of the gases typically pass through the
main shock without reacting [12,19]. Further, for a detonation to
propagate in a self-sustainedmanner and not to fail outright, turbulent
mixing and diffusive reaction must occur behind the main front
[15,16,22].
Unlike classical turbulence, detonations may display a double
energy cascade, a first one from small scales upward and a
second from large scales downward [7]. Characterization of such
nonequilibrium turbulence and establishment of its relevance to
classical turbulence are substantial tasks in detonation research [7].
Importantly, the flow is constantly affected by shock–shear-layer
interactions. It therefore appears that the time scales in a detonation
are usually not sufficient to render isotropic turbulence. This
obviously affects the flow’s kinetic energy spectrum. However, a
standard compressible turbulence model may be applied. There is
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now increasing evidence showing that RM instabilities might be
responsible for the emergence of turbulent flow in the reaction zone
of unstable detonations [16,19]. Thus, compressible large-eddy
simulation (LES) can be a proper tool to capture all the salient
features of such detonation waves. The LES approach can be
understood as a compromise between direct numerical simulations,
in which all scales of the flowfield are resolved, and Reynolds
averaged computations, which average over the entire spectrum of
turbulence. In LES, the large energetic scales of turbulence are
calculated explicitly and the subgrid scales (SGSs) are modeled.
In general, the simulation of detonations with resolved reac-
tion zones is becoming progressively easier by the availability of
adaptive mesh refinement (AMR) and high-performance computing.
However, so far the effect of SGSs in reaction zones of unstable
detonations has not been taken into account. In the case of highly
unstable detonations, a clear need for SGSmodeling has already been
identified [15,16,19]. Thiswork, therefore, aims at evaluating the role
of SGSs in the reaction structure of an unstable detonation
configuration. The turbulent reaction zone of an irregular detonation
is studied using LES with the dynamic Smagorinsky turbulence
model in combination with a simple Arrhenius kinetic reaction
model. The role of hydrodynamic instabilities (i.e., RM and KH
instabilities) in the consumption of unreacted gas pockets is
examined. The results of LES are then compared with those obtained
from solving Euler and Navier–Stokes (NS) equations for the same
flowparameters. The influence of grid resolution on these solutions is
then discussed.
The paper is organized as follows. The governing equations and
the numerical method are presented in Sec. II. Results of the
simulations are shown in Sec. III. The comparison with experiments
is presented in Sec. IV. Three-dimensional (3-D) effects are discussed
in Sec. V. Section VI concludes the paper.
II. Governing Equations and the Numerical Method
Compressible flows are governed by the equations for con-
servation of mass, momentum, and energy; a transport equation for a
reaction progress variable; and the thermodynamic equation of state.
The two-dimensional (2-D) NS equations are expressed as follows:
∂U
∂t
 ∂F
∂x
 ∂G
∂y
 ∂Fd
∂x
 ∂Gd
∂y
 S (1)
where
U ≡
2
666666664
ρ
ρu
ρv
ρE
ρβ
3
777777775
; F ≡
2
666666664
ρu
ρu2  p
ρuv
ρuE up
ρuβ
3
777777775
G ≡
2
666666664
ρv
ρuv
ρv2  p
ρvE vp
ρvβ
3
777777775
; S ≡
2
666666664
0
0
0
0
ρW
3
777777775
(2a)
and the diffusive fluxes are given by
Fd ≡
2
66664
0
−τxx
−τxy
−uτxx − vτxy  qx
Jx
3
77775; Gd ≡
2
66664
0
−τyx
−τyy
−uτyx − vτyy  qy
Jy
3
77775
(2b)
The shear stresses, heat fluxes, and molecular fluxes are modeled by
the usual molecular diffusion gradient mechanisms [23], yielding
τxx  μ

4
3
∂u
∂x
−
2
3
∂v
∂y

;
τxy  τyx  μ

∂v
∂x
 ∂u
∂y

;
τyy  μ

4
3
∂v
∂y
−
2
3
∂u
∂x

;
qx  −K ∂T∂x ; qy  −K
∂T
∂y
;
Jx  −Dρ ∂β∂x ; Jy  −Dρ
∂β
∂y
(2c)
Here, S is the source term due to combustion. In these equations, ρ, u,
v, T, and p are, respectively, density, particle velocities in x and y
directions of a Cartesian coordinate system, absolute temperature,
and pressure. Further, τ, μ, K, and D are, respectively, the stress
tensor, dynamic viscosity, heat conductivity, and coefficient of mass
diffusion. β is the reaction progress parameter, which varies between
one (for the unburned reactant) and zero (for the product). E is the
total energy per unit mass, which is defined as
E  p
ργ − 1 
u2  v2
2
 βQ (3)
in whichQ is the heat release per unit mass of the reactant and γ is the
ratio of the specific heats. W in Eq. (2a) is the reaction rate, which
follows the Arrhenius law as follows:
W  −kβ exp

−Ea
RT

(4)
The perfect gas law is expressed as
p  ρRT (5)
where R is a suitable gas constant for the present mixture taken as a
suitable average value between the reacted and unreacted state.
Temperature dependence for the kinematic viscosity, mass diffusion,
and heat conduction is
μ
μ0


T
T0

m
;
K
K0


T
T0

m
;
D
D0


T
T0

m
(6)
in whichm  0.7 is applied for a typical temperature dependence of
these coefficients in reactive hydrocarbon flows [24].
The dependent variables are nondimensionalized with respect to
the unburned mixture properties. The characteristic length scale used
is the length travelled by a fluid particle from the leading shock to the
position where β  0.5 in a Zeldovich, Doering, and von Neumann
(ZND) structure. This is usually regarded as the half-reaction length
(HRL). The dimensionless parameters are
p
p
γp0
; ρ
ρ
ρ0
; T  T
γT0
; u  u
c0
v  v
c0
; c0 

γp0
ρ0
r
; E  E
c20
; Q  Q
RT0
Ea  EaRT0 ; W
  l1∕2
c0
W; τ  τ
γp0
; J  J
ρ0c0
x  x
l1∕2
; y  y
l1∕2
; t  c0
l1∕2
t
k
l1∕2
c0
k; γ  cp0
cv0
(7)
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In the following, for simplicity the “” is omitted. To implement LES,
all the conservation equations are spatially filtered with a filter of size
Δ, which is generally equivalent to the grid size (hereafter called the
“grid filter”) of the LES simulation. In general, the filtered flow
variable f is denoted by an overbar as
fx 
Z
fx 0Fx − x 0 dx 0 (8)
where the integral is over the entire flow domain and F is some
filtering function. Here, we use a box filter for the spatial filter with
the filter width Δ written in terms of the cell dimensions, i.e.,
Δ  ΔxΔy1∕2 [25–27]. These equations are subsequently Favre
averaged, yielding
U ≡
2
666666664
ρ
ρ ~u
ρ ~v
ρ ~E
ρ ~β
3
777777775
; F ≡
2
666666664
ρ ~u
ρ ~u2  p
ρ ~u ~v
ρ ~u ~E ~u p
ρ ~u ~β
3
777777775
G ≡
2
666666664
ρ ~v
ρ ~u ~v
ρ ~v2  p
ρ ~v ~E ~v p
ρ ~v ~β
3
777777775
; S ≡
2
666666664
0
0
0
0
ρ W
3
777777775
(9)
Fd ≡
2
666666664
0
−τxx  τSGSxx
−τyx  τSGSyx
− ~uτxx − ~vτxy  qx  qSGSx
Jx  JSGSx
3
777777775
Gd ≡
2
666666664
0
−τxy  τSGSxy
−τyy  τSGSyy
− ~uτyx − ~vτyy  qy  qSGSy
Jy  JSGSy
3
777777775
(10)
τxx  μ

4
3
∂ ~u
∂x
−
2
3
∂ ~v
∂y

τxy  τyx  μ

∂ ~v
∂x
 ∂ ~u
∂y

τyy  μ

4
3
∂ ~v
∂y
−
2
3
∂ ~u
∂x

qx 

−K
∂T
∂x
 − K ∂
~T
∂x
; qy  −K ∂T∂x  −
K
∂ ~T
∂y
Jx  −Dρ ∂β∂x ≈ −
D ρ
∂ ~β
∂x
; Jy  −Dρ ∂β∂y ≈ −
D ρ
∂ ~β
∂y
(11)
TheSGS stress tensor, τSGSij  ρguiuj − ~ui ~uj ismodeled through the
Smagorinsky eddy viscosity model [25]:
τSGSij −
1
3
δijτ
SGS
kk  −2μSGS ~Sij −
1
3
δij ~Skk;
~Sij  1
2

∂ ~ui
∂xj
 ∂ ~uj
∂xi
 (12)
Here, the eddy viscosity μSGS is a function of the filter size and the
strain rate:
μSGS  ρC Δ2j ~Sj; j ~Sj 

2 ~Sij ~Sij
q
(13)
In the classical model,C is specified a priori and is oftenwritten as the
Smagorinsky coefficient
p
Cs  C [27]. The isotropic part of the
SGS stress tensor, τkk, is modeled using the relation of Yoshizawa
[28]:
τSGSkk  2ρCl Δ2j ~Sj2 (14)
Here, the model coefficientCl is expected to be of order 0.01 [29]. A
major problem of the classical model is that the model coefficient C
[see Eq. (13)] is in reality dependent on the local flow conditions. To
overcome this problem,Germano et al. [30] developed a procedure to
dynamically calculate the model coefficient using local instanta-
neous flow conditions. This is written as
C Δ2  − LijMij − 1∕3LijMmm
2MijMij − 1∕3MllMmm ;
Lij  dρ ~ui ~uj − 1∕ ^ρdρ ~uidρ ~uj; Mij  α2 ^ρj ~^Sj ~^Sij − ρ dj ~Sj ~Sij;
α  ^Δ∕ Δ
(15)
The SGS heat flux qSGSj  ρgujE − ~ui ~E and the SGS reaction
progress variable flux are, respectively, approximated as
JSGSj  ρgujβ − ~ui ~β  − μSGSSct
∂ ~β
∂xj
(16)
qSGSj  ρgujE − ~ui ~E  − μSGSPrt ∂
~E
∂xj
(17)
where Sct and Prt are turbulent Schmidt and turbulent Prandtl
numbers, which are set toPrt  Sct  0.9. Finally, the Favre filtered
equation of state is
p  ρR ~T (18)
A. Chemical Kinetics Model
The objective of this section is to describe a simple model for the
LES filtered reaction rate W applicable to detonation waves. A
detonation is a supersonic compression wave that moves into the
fresh mixture and initiates the ignition of the unburned gases. After
passage of the wave front, the pressure and temperature of the
unreactedmaterials increase to an autoignition condition. The energy
released by the subsequent combustion of the gas supports the shock
front and preserves the self-sustained propagation of the detonation
wave. To comply with these physics, the model of chemical kinetics
should be compatiblewith a flowwith significantly varying pressure.
Further, it should capture the shock ignition mechanism and shock–
shear-layer interactions [31]. These set strong conditions for the
applicable kinetic models and rule out many of those commonly used
in other branches of turbulent reactive flows. This difficulty has been
highlighted by Shepherd [19] and Dauptain et al. [31].
The Arrhenius law, which relates the chemical reaction rate to
temperature variation, is widely used as the simplest model to
simulate detonation waves (see, for example, [1,15,16,22,32]). As
the reaction rate is highly nonlinear, the averaged reaction rate ~W
cannot be easily expressed as a function of the filtered variables, i.e.,
~W ≠ Wρ; ~T; ~β [25]. For this reason, reaction rate closures in
turbulent combustion are usually derived fromphysical analysis, e.g.,
flame surface density (FSD) and G-equation-based combustion
8
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models. Thesemodels are functions of flame speed, burning velocity,
flamegeometry, and other properties [25]. However, due to the strong
dependence of the reaction rates on the temperature variations due to
lead shock compression, characteristic for detonations, such models
cannot be used. In fact, because of the varying nature of turbulence in
different combustion phenomena, application of a global model for
chemical kinetics is extremely difficult.
In general, simulation of turbulent reactive flow in detonations
involves two main issues. First, the shock front is the primary
mechanism for reaction and ignition of the unburned gases [1].
Whereas turbulent mixing plays no role in the ignition mechanism at
the vicinity of the shock front, the turbulence model should
nevertheless be capable of considering the temperature variations due
to shock compression. The Arrhenius law features this important
capability, and the filtered reaction rate is then
~W  k ~β

−Ea
R ~T

(19)
This model assumes perfect mixing at the SGS level and neglects
SGS fluctuations. The expression implicitly assumes that the
turbulent subgrid time scale is shorter than all chemical time scales.
Second, previous investigations [4,12,15,22] have shown that in
unstable detonations most portions of the reactants cannot be ignited
by shock compression and remain as unreacted gas pockets behind
the main shock. These unreacted gases eventually burn due to
diffusive turbulent mixing at pocket boundaries [15,16]. Thus,
turbulent mixing may control the reaction rate in the reaction zone of
unstable detonations. Another model is therefore required for
turbulent simulation of the reaction rate behind the main shock.
Moreover, transverse waves interact with these turbulent mixing
regions, which results in the generation of a tremendous amount of
vorticity [4]. In stable detonations, with a laminar reaction zone, no
noticeable unburned pocket is observed behind the main shock and
the classical shock compression still dominates the ignition
mechanism. Thus, in stable detonations there is no need to use
turbulence modeling in order to predict the laminar reaction zone of
such detonations. Nevertheless, determination of proper turbulence
models for turbulent detonations, which is the final state of the
deflagration to detonation transition (DDT) phenomenon [24],
remains an unresolved problem [16,24]. This is due to the unusual
type of turbulence generated in this system by repeated shock–shear-
layer interactions. The major mechanism of turbulence in gaseous
detonations is a part of the DDT phenomenon[24] and includes RM
instabilities induced by shock–flame interaction [4,16]. The
interaction between the moving transverse wave and the turbulent
shear layers leads to high levels of vorticity generation by RM
instability [4]. On the contact surface separating the burned and
unburned gases, this results in the simultaneous vorticity production
in a range of scales extending from the smallest scale of the flame
thickness to the detonation cell size. In addition to this, another source
of turbulence in small scales is KH instabilities [16]. Hence, a large
amount of vorticity is produced in the reaction zone of gaseous
detonations. This turbulent flow is controlled by repeated transverse-
wave–shear-layer interactions occurring at all scales. It is therefore
markedly different than classical turbulence, which features
isotropic, homogeneous, and equilibrium spectrum characteristics
[24]. Characterization of this non-Kolmogorov turbulence and
determination of the proper turbulent model demand further
research [24].
The present work puts forward an attempt at SGS modeling
through the simple model of Eq. (19) based on the filtered quantities.
This is the simplest model compatible with the physics of the
problem. It should be noted that, in the course of the present study,
other subgrid chemical models, such as those based on the FSD and a
flamelet concept [26], were tried. None of the resultant flowfields
supported a self-sustained detonation wave. This is because these
models do not include the sensitivity of the heat release to the
temperature rise by shock compression. Although there has been
extensive research on more sophisticated LES models for
compressible flows tailored to classical isotropic turbulence [33],
the non-Kolmogorov type turbulence in detonation waves [7] and
DDT [24] complicates the choice of a suitable SGS model for
detonations. For example, because the Smagorinsky model does not
disappear in regions where all dynamic scales are resolved, the SGS
viscosity needs to be modified [33]. It seems that the mixed scale
model is also a propermodel. Thismodel considers the SGS viscosity
as a combination of the second invariant of the stress tensor of the
characteristic length and of the kinetic energy of the smallest
resolution [33]. This is an ongoing research by the authors to verify
the suitability of different models for accurate predictions of
detonation propagation.
B. Numerical Method
The governing equations are solved by the fractional step method
[34–36]. The convective flux, diffusive, and source terms are
integrated separately during successive substeps within each global
time step. First, the convective terms are addressed by solving
∂ ~U
∂~t
 ∂ ~F
∂ ~x
 ∂
~G
∂ ~y
 0 (20)
Equation (20) represents the 2-D homogeneous Euler equations of
gas dynamics in Cartesian coordinates. The system of Eq. (20) is
discretized with the unsplit upwind method of Colella [37] and
Saltzman [38] as follows:
~Un1i;j  ~Uni;j 
Δ~t
Δ ~x
F ~Un1∕2i−1∕2;j − F ~Un1∕2i1∕2;j
 Δ~t
Δ ~y
G ~Un1∕2i;j−1∕2 −G ~Un1∕2i;j1∕2 (21)
where
~Uni;j 
Z
Δi;j
~U ~x; ~y; ~tn d ~x d ~y (22)
F ~Un1∕2i1∕2;j and G ~Un1∕2i;j1∕2 are the time averaged approximate
fluxes at the cell interfaces. The state variable vectors ~U
n1∕2
i1∕2;j,
~U
n1∕2
i;j1∕2, ~U
n1∕2
i;j−1∕2, and
~U
n1∕2
i−1∕2;j are the time averaged conservative
variables at the cell interfaces. These variables are determined as the
solution of the Riemann problem projected in the x and y direc-
tions with the left and the right states ( ~U
n1∕2
i1∕2;j;L, ~U
n1∕2
i1∕2;j;R) and
( ~U
n1∕2
i;j1∕2;D, ~U
n1∕2
i1∕2;j1∕2;U). The solution of Eq. (20) is used as the
initial condition for the subsequent fractional substep. This aims at
incorporating the effect of the diffusive and SGS terms in the
governing equations [Eq. (1)]. The diffusive step takes the form of
∂ ~U
∂~t
 ∂ ~Fd
∂ ~x
 ∂
~Gd
∂ ~y
(23)
To solve the preceding equation, the diffusive terms are discretized by
second-order central differences to model spatial gradients.
Finally, the last substep, involving the reactive source terms, uses
the solution of Eq. (23) as the initial condition to solve a system of
ordinary differential equations given by
∂ ~U
∂~t
 ~S (24)
The final splitting algorithm is
~Un1  LΔtH LΔtD LΔtC ~Un (25)
in whichLΔtH represents the solution of the hyperbolic Eq. (20),L
Δt
D is
the solution of the diffusive Eq. (23), and LΔtC stands for the solution
of Eq. (24).
Because of the presence of intense reactions near the shock front, it
is necessary to use very fine meshes in this region. To fulfil this
9
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requirement, a simple version of the AMR of Berger and Colella [39]
was used in the present work. Two sets of uniform grids have been
used to discretize the computational domain. The entire domain was
covered by coarse grids, and fine meshes were superimposed on the
coarse grids in the vicinity of the front. Fine grid boundaries were
always coinciding with coarse grid faces. This method has been used
by Bourlioux [40] in one-dimensional (1-D) and 2-D numerical
simulations and Mazaheri [41] in 1-D numerical simulation of
detonation waves. The global procedures of 1-D and 2-D AMR are
similar. The solution at those coarse cells adjacent to the fine grids is
corrected in order to preserve conservation [41].
C. Boundary and Initial Conditions and Grid Resolution
The detonation runs from left to right in the positive x direction in a
2-D channel. Because the fluid ahead of the detonation is in its
quiescent state, the right-hand boundary condition is irrelevant. The
boundary conditions imposed on the lower and the upper sides of the
channel are reflecting or free-slip solid wall boundary conditions.
To reduce the computational time, a nonreflecting boundary
condition (NRBC) is imposed on the left side of the domain. This
boundary condition is similar to those used as convective boundary
conditions in incompressible flow to prevent reflection of pressure
waves at the boundary [26]. The details of this boundary condition
can be found elsewhere [16,42]. The existence of an average
Chapman and Jouguet state, at the end of reaction zone, makes this
concept attractive for simulating detonation waves [43]. Considering
this concept, theNRBC is used to truncate the computational domain.
The problem of determining a computational domain width suitable
to investigate periodic detonation structures is a nontrivial one. Using
a 1-D simulation of a pulsating overdriven detonation wave in a
mixture with Ea∕RT0  50, Q∕RT0  50, and γ  1.2, Hwang
et al. [44] reported the minimum domain length of L  75 HRL.
This was required to keep the flow properties unaffected by the
truncation of the computational domain. Kasimov and Stewart [45]
used a domain length of L  20 HRL for mixtures with
Q∕RT0  50, γ  1.2, and activation energies from 25 to 28, and
they usedL  60 HRL for an activation energy of 35. Han [42] used
NRBC in 1-D and 2-D simulations of a detonation wave, for a
mixture with Ea∕RTo  10, Q∕RTo  50, γ  1.2, and f  1.0.
He concluded that the domain length should be over 13.8HRL. These
studies showed that the minimum domain length depends on the
activation energy. As Ea∕RTo decreases, the required minimum
domain length also decreases. Further, the effect of domain length on
the detonation structure was examined by the present authors in a
separate work (unpublished). Both 1-D and 2-D simulations were
conducted to determine the minimum domain length that is required
for the present NRBC. The solution of the whole domain was
compared with the truncated solution domain for different activation
energies. It was found that as the activation energy increases from 10
to 27.4 the minimum acceptable domain length varies from 20 HRL
to 60 HRL. Therefore, in this work L ≅ 50 HRL was chosen for a
mixture with Ea∕RTo  20.
Table 1 shows the thermophysical properties of the mixture
considered in the present work also used in other investigations (e.g.,
[16,46,47]). Detonation structures in this mixture have been
extensively studied both numerically [10,12,15,22,32,48–53] and
experimentally [15,54–56]. The activation energy corresponds to the
mixtures such as hydrogen–oxygen, acetylene–oxygen, and
methane–oxygen at low pressures (see [7,10,15,54,57–59]).
Further, recent numerical studies of detonations have shown that
grid resolution can have a profound effect upon the simulated flow
[12]. The numerical simulation of Sharpe [32] showed that the
detonation in amixturewithEa∕RTo  20 exhibits regular structure.
Mahmoudi andMazaheri [12], however, argued that the regularity of
detonation structure depends on the grid resolution. They
demonstrated that for resolutions higher than 125 cells per HRL
the structure is irregular with a highly turbulent reaction zone.
However, for low grid resolution the structure is regular with a
laminar reaction zone.
In nondimensional terms, the system is characterized such that
Reynolds, Schmidt, Prandtl, and Lewis numbers are
Re  ρ0c0l1∕2μ ∼ 104,Pr 
μcp0
K  1,Sc  μρ0D  1 andLe  ScPr  1.
To initiate the detonation, a strong blast wave is located close to the
left boundary, which moves to the right and forms a 1-D detonation.
For a strong blast wave with the shock Mach number Ms at the
location Rs with respect to the center of initiation, the initiation
energy is obtained from
E0
p0
≅ RsγM2sI (26)
as suggested byMazaheri [41]. In this equation, I is a function of only
γ andp0 is the pressure of the freshmixture. To initiate a detonation, a
large amount of energy (higher than the critical energy) is deposited
instantly in themixture. In the present work with γ  1.2 the value of
I is found to be 2.622. The 1-Ddetonation is then perturbed by adding
a disturbance in a fresh mixture density between Rs and Rs  1
[8,32,41,53]. This disturbance has the form
ρ 0 
8><
>:
0 x<Rs
0.251cosπy∕wsinπRs1−x; Rs ≤ x≤ Rs1
0 x> Rs1
(27)
wherew is thewidth of the domain. The perturbation quickly leads to
the formation of transverse waves and a 2-D detonation in the
channel.
It is well demonstrated that to correctly resolve the time-dependent
structure of the detonations by numerical simulations very fine
meshes should be used ([12,32,53,60]). In a 2-D simulation, Sharpe
[32] observed that a grid resolution less than about 20 cells in HRL
gives poor prediction of the detonation structure. Hu et al. [49]
conducted 2-D simulations with a resolution of about 440 cells in the
reaction zone length of a ZND detonation. These authors [34] note
that a sufficiently high resolution and a complex detailed chemical
reaction model are both needed to resolve the detonation structure.
Furthermore, Mahmoudi and Mazaheri [12] reported for a mixture
with moderate activation energy (Ea∕RTo  20,Q∕RTo  50, and
γ  1.2) that at least 125 cells per HRL are required to correctly
capture the hydrodynamic instabilities in irregular structure
detonations. However, in mixtures with lower activation energy
(mixtures withEa∕RTo  10,Q∕RTo  50, and γ  1.2), a total of
25 cells perHRL reveals a good solution of regular detonations. Thus,
in the present work, for a mixturewithEa∕RTo  20, a resolution of
600 points in HRL is employed.
A scalable parallel code was developed to carry out the time-
consuming 2-D computations. All calculations were performed on a
parallelmachinewith 12 nodes inwhich each node has twoCPUs and
each CPU contains six cores. The processors were Intel® Xeon®
X5167 with a clock speed of 2.93 GHz and up to 288 GB of memory.
The parallelization is based on the distributed-memory principle,
in which the computational domain is divided into different
computational zones and spread among the different nodes. The
message passing interface communication library was chosen for
Table 1 Thermophysical properties of the mixture11
Parameter Value
p0 (initial pressure) 10
5 Pa
ρ0 (initial density) 1.161 kg·m
−3
T0 (initial temperature) 300 K
γ (adiabatic index) 1.2
Ea (activation energy) 11.94 kcal·mol
−1
Ea∕RTo (dimensionless activation energy) 20
Ea∕RTps 3.6
Q (chemical energy released) 29.79 kcal·mol−1
Q∕RTo (dimensionless chemical energy
released)
50
K0 (conductivity coefficient) 3.179 × 10−2 w·m−1·K−1
μ0 (viscosity) 1.846 × 10−5 N·s·m−2
D0 (mass diffusion coefficient) 1.59 × 10−5 m2·s−1
10
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parallelizing the code. Using double precision accuracy, the typical
computation time for a resolution of 600 cells per HRL for channel
width (w  6) and using double precision accuracy took about three
weeks to allow the detonation to run for 450 HRL.
III. Results
A. Detonation Structure
Figures 1a and 1b visualize the contours of density of the
detonation structure for the solution of Euler and NS equations,
respectively, where primary triple point A moves downward. The
upper part of triple point A is theMach stem (M), and the lower part is
the incident wave (I). Figure 1a represents the Euler structure, in
which secondary triple points B and C are marked. Further, in this
figure, the vortical structure that gives rise to the appearance of an
irregular structure is observed. The details of this structure were
previously discussed by Mahmoudi and Mazaheri [12]. The
interaction of triple point Awith the bottomwall produces a region of
high pressure and temperature. The high-pressure zone propagates in
a pair of forward and backward facing jets. As the jets spread, they
undergo an RM instability involving the baroclinic ∇p × ∇ρ
vorticity production mechanism [4,12,16,32]. This is in agreement
with the recent experimental observation of Bhattacharjee et al. [14].
They found that the jet flows significantly enhance themixing behind
the Mach stem and lead to the reaction of substantial amounts of
unburned gases [14]. The forward jet impacts on the newMach stem
and causes the appearance of secondary triple point B [12,22,61].
Interaction of the large vortical structure along the primary shear
layer with the shock front results in the formation of secondary triple
point C close to the upper boundary [12,22,61].
Figure 1b shows the detonation structure obtained by solving the
NS equations. It is observed that the results of Euler and NS
simulations are qualitatively similar. In Figs. 1a and 1b, the secondary
triple points and the vortical structures are clearly visible. However,
the small scale vortices produced by KH instabilities are suppressed
in the NS solution. Details of the difference between Euler and NS
solutions are explained further by Mazaheri et al. [16]. In short,
diffusion suppresses the small scale vortices produced by KH
instabilities and decreases the turbulent mixing rate of burned and
partly burned gases along shear layers. Figure 1c shows the structures
obtained from LES. Clearly, LES reveals a much more regular
structure comparedwith those obtained byNS and Euler simulations.
Although the small scale KH vortices are seen in all simulations, the
size of these vortices is much smaller in the LES solution. This is due
to the high dissipation in LES, which suppresses the small scale
hydrodynamic instabilities [4,12,15,16].
Figure 1c also shows that the long tongue of unreacted gases
associated with the jet flow has almost vanished in the LES structure.
Further, the jet flow at the lower wall is absent in Fig. 1c, and the
unreacted gases entrained into the jet region are also more rapidly
reacted. This faster burnout rate is particularly evident in the LES
solution. Elimination of the jet flow results in cooler burned gas
inside the rolling zone of the jet behind the incident wave.
Consequently, the turbulent mixing decreases in this region. This
leads to a longer reaction zone length behind the incident wave.
Secondary triple point B, which is visible in Figs. 1a and 1b, vanishes
in Fig. 1c. The incident wave propagates as an oblique wave in the
Euler and NS solutions. Nonetheless, it moves like a normal wave in
the LES structure. Interaction of the jet with the shock front
accelerates the lower part of the main shock with respect to the other
parts and creates secondary triple point B. Because of the elimination
of the jet flow in LES, such interactions cannot occur and therefore
triple point B disappears. Further, due to consumption of the tongue
pocket in LES, interaction of the transverse wave and tongue pocket
does not occur. Consequently, the transverse wave takes a simpler
structure as it passes behind the main shock in the LES structure.
Figures 2a–2c represent contour plots of the reaction progress
variable within the detonation structure. It is seen that the size of the
jet flow close to the lower and upper boundary in theNS simulation is
lower than that of the Euler solution. Once again, in the LES solution
the jet flow almost disappears. Moreover, the unreacted gases that
accumulate in the rolling zone of the upper jet are consumed faster in
Fig. 2c. Hence, a brighter region is observed inside the upper jet in the
LES structure. Figure 2c also shows that the reaction zone length
behind the incident wave in LES is L1∕2 ≅ 0.45, which is much
longer than that of the Euler solution, i.e., L1∕2 ≅ 0.09. This is due to
the elimination of the lower jet in the LES structure. Thus, the amount
of hot gases behind the incident wave decreases. It follows that the
gases passing through the incident wave cannot be reacted and the
reaction zone length increases. On the other hand, the value of the
reaction progress variable (ensemble averaged) in a certain section in
a LES solution is β ≅ 0.91, which is lower than that of the Euler and
NS solutions, β ≅ 0.98. It should be noted that the length of the
reaction zone behind the incident wave increases in the LES solution.
However, a high dissipation rate in the LES structure enhances the
reaction rate and reduces the reaction progress variable.
Figures 3a–3c show the pressure contours of the detonation
structure. Figure 3a uncovers that the interaction of the strong portion
of the main transverse wave (labeled M.T.W in the figure) with the
unburned pocket produces a highly pressurized region with p≈75. A
careful comparison between Figs. 3a and 3c reveals that the value of
pressure in the highly pressurized region in the LES solution has
decreased to p≈45. This is because of the fast consumption of
unburned pockets in the LES structure, which cancels the interaction
of the transverse wave with the unburned pocket. The strength of the
strong portion of the transverse wave (O–A in Fig. 3) is similar in the
Fig. 1 Contour of the density of the detonation structure in a mixture withEa∕RTo  20,Q∕RTo  50, γ  1.2, and a resolution of 600 cells per HRL.
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three simulations and is about S ≅ 0.8. Here, strength is defined as
S  P2 − P1∕P1, whereP1 andP2 are the pressure on each side of
the wave. Interesting to note is that in the Euler and NS structures the
rare section of the transverse waves does not interact with the bottom
wall. However, in the LES solution the extended portion of the
transverse wave collides with the wall and creates a reflective wave
before the triple point reaches the wall (see Fig. 3c).
B. Effect of Resolution
To determine the role of grid resolution on the detonation structure
obtained by LES, NS, and Euler simulation, the computations were
repeated for a resolution of 250 cells per HRL. Figures 4a–4c show
the outcome. Comparison of these figures reveals that in a low grid
resolution situation the structures obtained by three simulations are
qualitatively similar. The upper and lower jets and the long tongue
pocket are clearly visible in the three figures.
Comparison of Figs. 4a and 4b with Figs. 2a and 2b indicates that
as the resolution increases from 250 to 600 cells per HRL the
detonation structures obtained by these resolutions are very similar.
Therefore, within this range, Euler and NS solutions remain
resolution independent. However, in the LES solution, as the
resolution increases from250 to 600 cells perHRL, the tongue pocket
disappears in Fig. 4c. The incident wave propagates like a normal
wave in the LES solution for a resolution of 250 cells per HRL.
Nonetheless, under a resolution of 600 cells per HRL, this wave
moves like an oblique wave. This is due to the existence of a large jet
flow close to the lower wall, which results in the acceleration of the
lower portion of the main shock with respect to the other portions.
It is expected that in NS computations (with a laminar diffusive
coefficient) as the resolution increases the numerical diffusion
decreases. Hence, the physical diffusion dominates the numerical
diffusion. In the solution with 600 cells per HRL the physical
diffusion exceeds the numerical diffusion, yet the total diffusion is
not high enough to result in the consumption of the unburned pockets.
In turn, the effect of dissipation in small scale vortices iswell resolved
with higher resolution, which results in higher burning of the
unburned gas pockets. Thus, as the resolution increases, finer vortical
features appear in the structure (see Figs. 2 and 4). This indicates that
in addition to laminar diffusion turbulent diffusion should be taken
into account in the numerical simulation of gaseous detonations
using a proper turbulence model [15,16]. In the LES computations,
increasing the resolution from 250 to 600 cells per HRL leads to the
consumption of the tonguelike unburned pockets. This, once again,
shows that by increasing the resolution the amount of diffusion (i.e.,
laminar diffusion and turbulent diffusion) exceeds the numerical
diffusion. In contrast toEuler andNS solutions, the physical diffusion
in LES is high enough to consume the unburned gases. In low grid
resolution, however, the turbulent mixing produced by hydro-
Fig. 213 Contour of the reaction progress variable of the detonation structure in amixturewithEa∕RTo  20,Q∕RTo  50, γ  1.2, and resolution of 600
cells per HRL.
Fig. 3 Pressure contour of the detonation structure in a mixture with Ea∕RTo  20, Q∕RTo  50, γ  1.2, and resolution of 600 cells per HRL.
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dynamic instabilities (i.e., KH and RM instabilities) has a profound
role in the consumption of unreacted gases. Therefore, for LES to
result in a reasonable structure of gaseous detonations a resolution of
600 cells per HRL is required to capture the effects of dissipation
at SGSs.
C. Turbulent Viscosity
The results presented in this section show that the dissipation at
SGS is high enough to burn the tonguelike unreacted pocket. The
question may arise how the dissipation introduced here by the LES
model compares with the real turbulent diffusion. In LES, reacting
flows are Favre filtered and turbulence closure is achieved using the
dynamic Smagorinsky subgrid model. The Smagorinsky coefficient
may thereby take positive or negativevalues. A positive value implies
that energy flows from the resolved to the SGSs, which is in
agreement with the cascade hypothesis, whereas a negative
coefficient implies an inverse cascade or “backscatter.” Figure 5
shows a snapshot indicating the dimensionless SGS viscosity in the
reaction zone structure of detonation in amixturewithEa∕RT0  20
and a resolution of 600 cell per HRL. In this figure, the turbulent
viscosity takes a wide range from −1.5 × 10−4 to 4 × 10−4. This is in
accord with the real turbulent detonation, which has a wide range of
viscosity in different regions of the reaction zone. The positive value
of μSGS corresponds to the region close to the transversewave behind
the main shock. The negative values are more evident in the rolling
zone of the jet flow close to the upper wall. In comparison to the
laminar dimensionless viscosity for the NS case considered in the
present work, which is about 10−4, one can conclude that the
turbulent viscosity is up to an order ofmagnitude (i.e., approximately
four times) larger than the laminar viscosity. This range of turbulent
viscosity is in agreement with the measured real viscosity of
Radulescu et al. [15]. They determined the kinematic viscosity in the
burned products of a methane–oxygen mixture with the Gordon and
McBride equilibrium code. They reported that the kinematic
viscosity in their experiment is about 5 × 10−4 m2∕s. Comparing
with the laminar viscosity of about 10−4 adopted for the NS
simulations, which is an order of magnitude lower than the viscosity
in real systems, one can conclude that the viscosity introduced in LES
for a resolution of 600 cells per HRL (i.e., 4 × 10−4) is in the range of
the viscosity in the real systems.
It is worthwhile to recall that the turbulence in a detonation is
induced by repeated shock–shear-layer interactions. Because of
such interactions, vorticity is generated on a range of scales
simultaneously, from the scale of the system to the smallest scale of
the laminar flame thickness. Without using a turbulence model, the
effect of turbulent transport in this wide range of spectrum cannot be
well resolved. Therefore, in order to determine the long-term
behavior of the detonation structure, a compressible turbulence
model (e.g., LES) should be implemented to take into account a broad
range of turbulent viscosity values.
IV. Comparison of LES with Experiment
To validate the LES results, this section compares the LES
structures with the experimental observations of Kiyanda [62] and
Bhattacharjee [13]. Figures 6a–6c show the schlieren images of
Kiyanda [62] in an oxygen–methane mixture of initial pressure of
20 kPa. It should be noted though that the experimental images are for
an oxygen–methane mixture, which features a higher activation
energy than the mixture considered in the present simulation. The
comparison with experiments is therefore qualitative and meant to
show turbulent detonation in the same scale as in the simulations.We
compare the tonguelike gas pockets in Euler, NS, and LES structures
against the experimental observations to determine which one is
capable of capturing realistic detonation structures.
In Fig. 6a, the triple point has reflected off the upper wall and
moves downward into the incident wave. Figure 6 clearly shows the
short reaction zone behind the strong Mach stem wave and a longer
reaction zone behind the incident wave. Collision of the triple point
with the wall results in the detachment of an unburned pocket from
the wave front. Figures 6a–6c show that as the triple point moves
downward the size of the unreacted gas pocket decreases. Both
Radulescu [15] and Kiyanda [62] report that the unburned pockets
Fig. 4 Contour of the reaction progress variable of the detonation structure in amixturewithEa∕RTo  20,Q∕RTo  50, γ  1.2, and resolution of 250
cells per HRL.
Fig. 5 Contour of dimensionless subgrid scale viscosity μSGS behind the
shock front in amixturewithEa∕RTo  20,Q∕RTo  50, γ  1.2, and a
resolution of 600 cells per HRL.
8 MAHMOUDI ETAL.
continue to remain behind the main shock for four to six half-
reaction-zone lengths. It is concluded that the diffusion of hot and
reacted neighboring gases to the unburned pockets results in fast
consumption of these regions. Figures 7a–7c show the LES results
obtained with the grid resolution of 600 cells in HRL in the present
work. These figures show the progress variable for the duration
between the collision of the triple point with the upper and lower
walls. Clearly, there is a very good qualitative agreement between
these figures and the experimental results of Kiyanda [62] shown in
Fig. 6. Although the experiment shown in Fig. 6 corresponds to an
activation energy higher than that considered in the present work,
both mixtures show irregular structures with a turbulent reaction
zone. Figure 7a shows that due to the collision of the triple point with
the upper wall an unburned gas pocket has detached from the shock
front. When the triple point moves downward the unburned pocket
shrinks such that before its collision with the bottom wall the pocket
has been fully consumed. The present numerical results show that the
unburned pocket remains behind the front for about five HRL, which
is in agreement with the experimental observations of Radulescu
[15]. Furthermore, according to the schlieren image shown in Fig. 6c
before the collision of the triple point with thewall, the traverse wave
collides with the bottomwall at point N. This results in the formation
of a reflected wave (labelled R.W in the figure) from the wall.
Referring again to Fig. 3c, it is deduced that the LES can predict this
scenario. Such a feature has not been observed in Euler or NS
simulations (Figs. 3a and 3b). Figure 6 does not show the vortical
structures along the shear layer produced by KH instabilities.
However, the KH unstable shear layer has been observed previously
in schlieren images of Radulescu et al. [4], Bhattacharjee et al. [14],
and Bhattacharjee [13].
Figure 8 illustrates the observations of the novel experiments
performed recently by Bhattacharjee [13] in a methane–oxygen
mixture. The frames clearly show the formation, evolution, and
growth of jet flows after collision of two triple points. It can be seen
that after collision of two triple points a pair of forward and backward
jets is created. The backward jet moves into the hot product and is
Fig. 614 Schlieren of the reaction zone structure of the detonation [62].
Fig. 7 LES of the present work for a resolution of 600 cells per HRL.
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consumed shortly. The size of the forward jet, however, increases as it
moves forward. The interaction of the forward jetwith the shock front
causes a bulge on the lead shock. It is also visible that after collision of
the triple points pockets of unreacted gas detach from the shock front
and recede from it. The small scale KH instabilities along the
detached pocket are clearly visible in the third row of Fig. 8. The
present LES results are in excellent agreement with the experimental
results [13]. The jet flows,KHvortices, and unreacted gas pockets are
clearly visible in the LES simulations (see Fig. 2c). In particular,
comparing Figs. 2a and 2b with Figs. 6 and 8 reveals that the
structures obtained by Euler and NS simulations are even
qualitatively different than the experiment. This further clarifies the
role of dissipation at SGSs on controlling the reaction zone in
irregular detonation, which is not included in a NS simulation with
a laminar diffusion coefficient. Therefore, ignoring turbulence
diffusion (i.e., dissipation at small scales) in the simulation of
irregular gaseous detonations results in the appearance of
nonphysical structures. As discussed in the previous sections, this
generates highly enlarged jets and unburned pockets behind the front.
V. Three-Dimensional Effects
The relation between the 2-D simulations and the 3-D nature of
highly turbulent structures of real detonations is currently an open
question [16]. Turbulence is mostly generated in detonations by
RM instability via the baroclinic ∇p ×∇ρ vorticity generation
mechanism,which occurs due to the interaction of the strong pressure
waves with the high-density gradients [63,64]. This leads to vorticity
generation on a large scale comparable to the scale of the system.
Another source of turbulence on small scales is theKH instability, but
Fig. 8 Schlieren of the reaction zone structure of the detonation [13].
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it appears to be less significant than RM instabilities for the flows
under consideration [24]. Radulescu et al. [4,15] suggested this
mechanism as a source of turbulence behind the front in gaseous
detonations. Such a type of turbulence (shock–flame interaction) has
also been observed in both numerical and experimental studies of
DDT phenomena (e.g., [24,46,65–70]). In their investigation of
DDT, Oran and Gamezo [24] showed that the computations in two
dimensions were in agreement with those in three dimensions and
experiments. Gamezo et al. [65] pointed out that even though in 3-D
simulations the accelerating flame becamemorewrinkled the overall
flame development is dominated by RM instability. Hence, their 2-D
and 3-D simulations showed very similar results. The behavior ofRM
instability has been isolated and studied by many authors (e.g.,
[63,71–73]). The numerical study of RM instability by Anuchina
et al. [74] showed that the growth rate of perturbations in a 3D case
was higher than that in a 2D case at the identical initial amplitudes of
perturbation and wavelengths. Li and Zhang [73] used both
theoretical analysis and high-resolution numerical simulation to
compare 2-D and 3-D growth rates of the RM instability. In the
nonlinear regime, the growth rate in three dimensions was about 20%
larger and 25% faster than that in two space dimensions. However, in
the linear regime the growth rates of the instability in two and three
dimensions were the same.
In the present problem, the RM instability tends to be the dominant
mechanism generating turbulent structures behind the shock front. It
is therefore speculated that the 2-D computations are in qualitative
agreementwith those in three dimensions and experiments. However,
to determine the precise consumption time of the unreacted pockets,
3-D computations and complex chemical reaction mechanisms with
more realistic SGS modeling for the reaction zone would both be
needed.
VI. Conclusions
The structure of irregular detonation with a turbulent reaction zone
was studied with high-resolution (i.e., 600 cells per HRL) LES. The
results were compared with those of Euler and NS simulations. This
showed that hydrodynamic instabilities as described by the Euler and
NS equations alone are not sufficient to result in the consumption of
the unburned gases behind the main shock. Hence, the effect of
vorticity generation and energy dissipation at SGSs plays an essential
role in burning the unburned gases in this region. Therefore, ignoring
the effect of dissipation at SGSs results in a nonphysical detonation
structure. This can include large jet flow and a long tongue unburned
pocket behind the main shock. Resolution analysis reveals that the
structures obtained by Euler and NS solutions were very similar for
the resolutions of 250 to 600 cells per HRL. Under low grid
resolution, the LES solution showed the long tongue pocket behind
the main shock. In a high-resolution situation of 600 cells per HRL,
however, the tongue pocket disappeared. This demonstrates that in
low grid resolution the numerical diffusion is high but is not high
enough to result in the consumption of the unburned gas pockets.
Therefore, solving the NS equations with the inclusion of the laminar
diffusive coefficient leads to a nonphysical detonation structure. A
proper turbulence modeling, e.g., compressible LES with very high
resolution of at least 600 cells per HRL, is required to take into
account the effect of dissipation on the small scale structures.
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