We characterize the edge versus path incidence matrix of a series-parallel graph. One characterization is algorithmic while the second is structural. The structural characterization implies that the greedy algorithm solves the max ow problem in series-parallel graphs, as shown by Bein et al. (Discrete Appl. Math. 10 (1985) 117-124). The algorithmic characterization gives an e cient way to identify such matrices. Ho man and Tucker (J. Combin. Theory Ser. A 47 (1988) 6 -5). proved that a packing problem deÿned by a (0,1) matrix in which no column contains another column can be solved optimally using a greedy algorithm with any permutation on the variables if and only if the (0,1) matrix is the edge versus path incidence matrix of a series parallel graph. Thus, our algorithm can be applied to check whether such a packing problem is solvable greedily. ?
Introduction
A series-parallel graph can be deÿned recursively. A directed edge (s; t) is a series-parallel graph with endpoints s and t. Given two series-parallel graphs G 1 and G 2 with endpoints (s 1 ; t 1 ) and (s 2 ; t 2 ), respectively, the series composition of G 1 and G 2 is a series-parallel graph with endpoints s 1 and t 2 that is given by identifying t 1 with s 2 . The parallel composition of G 1 and G 2 is a series-parallel graph with endpoints s 1 and t 1 that is given by identifying s 1 with s 2 and t 1 with t 2 . Given a series-parallel graph with endpoints s and t we sometimes call s the source and t the sink of the graph. Given a series-parallel graph G with endpoints s and t consider the edge versus path incidence matrix of G, denoted by A G . The matrix A G is a (0; 1) matrix in which every row corresponds to an edge of G and every column corresponds to an (s; t) path. An entry A G [i; j] is set to 1, if and only if edge i appears in the jth (s; t) path. Note that the same incidence matrix may represent several (nonisomorphic) series-parallel graphs, as depicted in Fig. 1 .
Consider the (unweighted) packing problem deÿned by a matrix A and a vector a; i.e., the problem of maximizing y i subject to the constraints: Ay6a and y i ¿0. A greedy solution to this packing problem is deÿned by a permutation on the variables y i and is given by maximizing the variables in the feasible region one at a time according to this permutation.
A matrix A is deÿned to be greedy if for every vector a and for every permutation the greedy algorithm given by solves the corresponding packing problem. Bein et al. [1] showed that the edge versus path incidence matrix of a graph G is a greedy matrix if and only if G is series-parallel. This clearly implies that the max (s; t) ow problem in a capacitated series-parallel graph with endpoints s and t can be solved using a greedy algorithm that greedily pushes ow from s to t along (s; t) paths in any order.
Ho man and Tucker [3] generalized the results of [1] and gave a full characterization of greedy matrices for general nonnegative matrices as well as (0; 1) matrices. Consider a (0; 1) matrix A that represents a clutter; i.e., a matrix A for which there are no two columns j 1 and j 2 such that for all i; A[i; j 1 ]6A[i; j 2 ]. Ho man and Tucker [3] proved that such a matrix is greedy if and only if it is the edge versus path incidence matrix of a series-parallel graph. Ho man [2] generalized this result and characterized matrices that can be solved greedily using a speciÿc permutation. The results of [3, 2] imply that a matrix A is the edge versus path incidence matrix of a series-parallel graph if and only if A represents a clutter and has the following submatrix property. Our main result fully characterizes the incidence matrices of series-parallel graphs and also provides an e cient way to check whether a given matrix is indeed such a matrix.
Theorem 1.
Given a (0; 1) matrix A; the following three statements are equivalent:
1. Matrix A is the edge versus path incidence matrix of a series-parallel graph. 2. Matrix A has the submatrix property. 3. Algorithm REDUCE reduces matrix A to an empty matrix.
We note that the equivalence of statements (1) and (2) is mentioned in [2] without a proof.
The algorithm REDUCE
We describe an algorithm that either reduces an input (0; 1) matrix A to an empty matrix or "fails".
We say that the columns of A can be paired according to two given rows i 1 and i 2 if the following conditions hold: The algorithm REDUCE is depicted in Fig. 2 . Note that if columns are paired in an iteration of Algorithm REDUCE then in the succeeding iteration we are guaranteed to have an all 0's row. It is not di cult to see that for an n × m matrix the algorithm REDUCE can be implemented in O(n 2 m + nm 2 ) time. 
Proof of the main theorem
In this section we prove the characterization of the incidence matrix of a series-parallel graph stated in Theorem 1.
Proof of Theorem 1.
To show the equivalence we show that Statement (1) implies Statement (2), Statement (2) implies Statement (3), and Statement (3) implies Statement (1) . The most interesting part of the proof is the one that proves that Statement (2) implies Statement (3). This part is given as the last part of the proof.
(1) ⇒ (2): Suppose that A G is an incidence matrix of a series-parallel graph G with endpoints s and t. We show that A G has the submatrix property. It is not di cult to see that a series-parallel graph G can be associated with a decomposition tree T G . The rooted tree T G is a binary tree, the leaves of which correspond to the edges of G. Each subtree of T G corresponds to a series-parallel subgraph of G and each internal node of T G is either a series node or a parallel node depending on the way the two subgraphs corresponding to the subtrees rooted at its children are composed. For a series node x, its left (right) subtree corresponds to the series-parallel subgraph that contains the source (sink) of the series-parallel graph corresponding to the subtree rooted at x.
Given an (s; t) path P consider the rooted subtree of T G , denoted T P , that consists of all the leaves that correspond to edges along the path and their ancestors. Observe that if a series node is in T P then both its children are also in T P ; and if a parallel node is in T P then only one of its children is also in T P . Conversely, any subtree of T G given by a top down traversal of T G , where for every series node both its children are added to the tree and for every parallel node exactly one child is added to the tree, corresponds to an (s; t) path.
Suppose that A G has the submatrix
Let T 1 ; T 2 and T 3 be the subtrees corresponding to paths j 1 ; j 2 and j 3 , respectively. Since both edges i 1 and i 2 appear in path j 1 , their corresponding leaves must be in T 1 . Let x be the lowest common ancestor in T G of the leaves corresponding to edges i 1 and i 2 . It follows that x and both of its children must also be in T 1 . Hence, the node x must be a series node. Let x 1 (x 2 ) be the child of x that is an ancestor of the leaf corresponding to i 1 (i 2 ). Since path j 2 contains edge i 1 , the series node x and both its children are in T 2 . Since edge i 2 is not in path j 2 the subtree of T 2 rooted at x 2 does not include the leaf corresponding to edge i 2 . Similarly, since path j 3 contains edge i 2 , the series node x and both its children are in T 3 . Since edge i 1 is not in path j 3 , the subtree of T 3 rooted at x 1 does not include the leaf corresponding to edge i 1 . Now consider the subtree T 4 of T G given from T 2 by exchanging the subtree of T 2 rooted at x 1 by the subtree of T 3 rooted at x 1 . It is easy to see that this subtree indeed corresponds to an (s; t) path j 4 . Since T 4 does not contain the leaves corresponding to edges i 1 and i 2 ; A[i 1 ; j 4 ] = A[i 2 ; j 4 ] = 0. Since any other edge in path j 4 must appear either in path j 2 or in path j 3 we have that for all i ∈ {i 1 
(3) ⇒ (1): Suppose that A is a (0; 1) matrix that can be reduced to the empty matrix by Algorithm REDUCE. We show that A is an incidence matrix of a series-parallel graph. The proof is by induction on the number of iterations of Algorithm REDUCE. The basis is trivial since a single edge (and the empty graph) are series parallel. Suppose that the claim is true for any matrix that is reduced to an empty matrix in n iterations. We prove the claim for any matrix A that is reduced to the empty matrix in n+1 iterations. Consider the ÿrst iteration. The matrix A given after this iteration is reduced to the empty matrix in n iterations and thus it is an incidence matrix of a series-parallel graph G . We distinguish several cases depending on the ÿrst iteration.
Case 1: An all 0's row is deleted in the ÿrst iteration. In this case A is the incidence matrix of the series-parallel graph G .
Case 2: An all 1's row i is deleted in the ÿrst iteration. In this case A is the incidence matrix of the series-parallel graph given by a series composition of the graph G and the edge i.
Case 3: One of the two identical rows is deleted in the ÿrst iteration. Suppose that these rows are i 1 and i 2 and that the deleted row is i 2 . In this case A is the incidence matrix of the series-parallel graph given by subdividing the edge i 1 in G to two edges i 1 and i 2 .
Case 4: In the ÿrst iteration the columns of A are paired according to rows i 1 and i 2 . Recall that in this case all columns j for which A[i 1 ; j] = 0 and A[i 2 ; j] = 1 are deleted.
It follows that the matrix A is the incidence matrix of the series-parallel graph given by adding the edge i 2 to G in parallel to edge i 1 .
(2) ⇒ (3): To show that any matrix that represents a clutter and has the submatrix property is reduced to an empty matrix by Algorithm REDUCE we prove the following. First, we prove that any matrix that represents a clutter and has the submatrixc property can be reduced in one iteration of Algorithm REDUCE. Second, we prove that if a matrix that has the submatrix property is reduced in one iteration of Algorithm REDUCE, then the resulting matrix also has the submatrix property.
We prove that any matrix that represents a clutter and has the submatrix property can be reduced in one iteration of Algorithm REDUCE by contradiction. To obtain a contradiction suppose that A is a minimal (0; 1) matrix that has the submatrix property and cannot be reduced by Algorithm REDUCE. Due to the minimality of A it does not contain two identical rows, as well as all 0's rows, and all 1's rows. It follows that A cannot consist of only one column. In case A consists of only two columns, again since A does not contain two identical rows, as well as all 0's rows, and all 1's rows, it cannot have more than two rows (one of which is 01 and the other 10). Since, the columns form a clutter A must have both these rows and then it can be paired according to these two rows. From now on we assume that A consists of at least three columns and n ¿ 0 rows.
We obtain a contradiction by showing that the columns of A can be paired. Note that if A has the submatrix property so does any matrix given by permuting the columns and rows of A. Consequently, throughout the proof we assume without loss of generality a speciÿc permutation of rows and columns. Our ÿrst assumption is that the ÿrst column is a column with the maximum number of 1's. Assume that the rows of the ÿrst column are permuted such that A[i; 1] = 1 for all 16i6n 1 , and that A[i; 1] = 0 for all n 1 ¡ i6n. Permute A so that the second column is a column (other than the ÿrst) with the maximum number of 1's in the ÿrst n 1 rows. First, we show that columns 1 and 2 di er in exactly two entries i 1 and i 2 . Since the columns of A form a clutter it must be (without loss of generality) that A[ We ÿrst prove the following two lemmas that consider repetitive application of the submatrix property. It follows that all rows that satisÿed the last condition of the lemma relative to column j 4 satisfy the condition also relative to column j 5 . Thus, the number of rows that satisfy the last condition relative to column j 5 is strictly larger than the number of such rows relative to column j 4 . In case column j 5 still does not satisfy the last condition for all rows we can continue in the same manner. It follows that all rows that satisÿed the condition of the lemma relative to column j 4 satisfy the condition also relative to column j 5 . Thus, the number of rows that satisfy the condition relative to column j 5 is strictly larger than the number of such rows relative to column j 4 . In case column j 5 still does not satisfy the condition for all rows we can continue in the same manner.
Lemma 4. Columns 1 and 2 of matrix A di er in exactly two rows.
Proof. Recall that the ÿrst column is a column with the maximum number of 1's, and that these 1 entries are in rows 1 to n 1 . The second column is a column (other than column 1) with the maximum number of 1's in the ÿrst n 1 rows. Since the columns form a clutter, column 2 has at least one 0 entry in the ÿrst n 1 rows and at least one 1 entry in rows n 1 + 1 to n. In case column 2 has exactly (n 1 − 1) 1's in the ÿrst n 1 rows, then since it cannot have more than n 1 1's overall, it has exactly one 1 entry in rows (n 1 + 1) to n and thus it di ers from column 1 in exactly two rows. Suppose that the second column has (n 2 ¿2) 0 entries in the ÿrst n 1 rows. Note that this implies that all columns other than the ÿrst have at least n 2 0 entries in the ÿrst n 1 rows. Without loss of generality assume that A[i; 2] = 0, for 16i6n 2 . Since, there are no identical rows there must be another column that we assume to be column 3 which distinguishes between rows 1 and 2. To complete the proof of Theorem 1 we prove the following lemma.
Lemma 6. If a matrix A that has the submatrix property is reduced in one iteration of Algorithm REDUCE; then the resulting matrix also has the submatrix property.
Proof. It is easy to see that in case algorithm REDUCE deletes a row from matrix A then the resulting matrix also has the submatrix property. Suppose that algorithm REDUCE pairs the columns of A according to rows i 1 and i 2 and deletes all columns j for which A[i 1 ; j] = 0 and A[i 2 ; j] = 1. To obtain a contradiction assume that the resulting matrix does not have the submatrix property. Since A has this property it must be that a deleted column is required to satisfy the property. Since for each deleted column j there is a column in the reduced matrix that is identical to column j in all entries but the ones in rows i 1 and i 2 , and since A[i 2 ; j] = 1, it follows that a column with a 0 entry in row i 1 is required in order to satisfy the submatrix property. This implies that the reduced matrix contains a 2 × 3 submatrix 
