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We determine the maximum 
on n vertices can have, and we 
a question of Wilf. 
number of maximal independent sets which a connected graph 
completely characterize the extremal graphs, thereby answering 
Let m(n) be the largest number of (maximalj cliques in any graph on yt 
vertices. Some twenty years ago Erdiis and 
m(n)? Which graphs have m(n) cliques? In 
both questions. It is natural to ask similar questions concerning independent sets: 
What is the maximum number i(n) of maximal independent sets possible ~YL a 
graph on n vertices ‘? Which graphs have this many maximal independent sets? 
Given any graph G, the subgraph C is a clique if and only the vertices of C 
form a maximal independent set in the comp!ement of G. rice, i(m) = m(n) 
and the extremal graphs are the complements of the graphs discovered by 
and Moser. 
([I]). If n < 5, then m(n) = n; if n 3 5 then 
3fri ifn =O (mod3), 
4=3L3nJ-19 ifn=l (mod3), 
2 .3&l, ifn =2 (mod 3). 
* Partially supported by NSF grant number DIMS-8401281. 
t Partially supported by NSF grant number D S-8406451 ar:d by a Eugene 
Fellowship. 
** We feel compelled to point out that we are continuing the alliterative tradition started b_v 
and Moser in this subject, and also that the authors are all graduates of Pomona College, classes of 
1973, 1974 and 1975 respectively. 
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The cgnnected components of the graphs with m(n) maximal independent sets are 
all complete graphs; when n = 0, all are triangles; when n > 1 i:ldYtd n = 1, either one 
h a K4 or two are K2’s and the remainder are triangIes; when n = 2, one is a K2 
and the rest are triangles. 
For n > 4, none of these graphs are connected. Wilf [5] found the maximum 
number of maximal independent sets possible in a tree and asked *what is the 
maximum number g(n) of maximal independent sets possible in a connected 
graph on n vertices. Later, Sagan [4] gave a second proof of WilFs resul’ C.- = *rees 
and found all extremal trees. Here, we answer ?he question for connected t. ,&, 
and describe all extremal graphs. Fiiredi [l] has independently determined the 
value of g(n) for 12 > 50. 
. If n<blet h(n)=n; if na6let 
2.3+-l+ 2fn-1, ifn=O(mod3), 
h(n) = 3lW + 213nl-1 
4 . 3lfnJ-1 + 3’. 213nJ-2, 
ifn=l (mod3), 
if n SE 2 (mod 3). 
. For all n, g(n) = h(n). 
When n < 6 the complete graph on n vertices has h(n) maximal independent 
sets. For n 3 6, to obtain a graph on n vertices with h(n) maximal independent 
sets, we proceed as follows: If n = 0, start with $z triangles A,, . . . , A,i,, and 
pick a vertex 2ri n each triangle Ai. Join II 1 to each Vi for i > I. If n = 1, start with 
$(n - 4) triangles and one K4. Pick v in the K4 and join it to one vertex in each 
tnangle. If n = 2, start with a(n - 8) triangles and two copies of K4 and join a 
single point in one K+ to a point in each triangle and to a point in the other K4. 
These graphs, which we denote E,, are shown in Fig. 1. There is a unique (up to 
n-3 
3 
n ;_= 0 (mod 3) ns I (mod31 
n-4 
3 n-8 3 
n - 2 (mod 31 
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Fig. 2 
automorphism) cutpoint with maximum degree in E, which we calli a central 
cutpoint. 
3. For n s 4, the complete graphs are the only connected graphs with 
g(n) maximal independent sets‘. !%r z = 5, there are four such graphs, Cs and the 
three graphs shown in Fig. 2. For n a 6, E,, is the only connected graph with g(n) 
maximal independent sets. 
Note that the graphs in Fig. 1 have the following property: 
(PI) There is a cutpoint whose removal disconnects the graph into precisely 
two components, one of which is a complete subgraph; furthermore, 
every vertex in the complete subgraph is adjacent o the cutpoint. 
Property Pl is of central importance to our proofs. To prove Theorem 2, we 
show that any extremal graph on n vertices can be transformed into a graph with 
Property Pl and with the same number of maximal independent sets as the 
original graph; Property %p 5. makes it easy to count the number of maximal 
independent sets in this graph. To prove Theorem 3, we show that extremsl 
graphs with Property Pl are isomorphic to E, and that every extremal graph does 
have Property Pl. 
We note that in all the extremal graphs except the “bow tie”, every maximal 
independent set is a maximum independent set. ence we have found all 
connected graphs with the maximum number of maximum independent sets. 
For any graph G, let V(G) be the set of vertices, I(G) the number of maximal 
independent sets in G. For IJ E V(G), let Qv; G) denote the set’ containing II 
and all vertices adjacent to IJ in G. We denote the number of maxima! 
independent sets in G whit contain u by x( u ; G). The nu 
independent sets X containi v and such that X - v is maxi 
G - E we denote by a@; G), and we let /3(v; G) = x(v; 6) 
- v) = I(G) - /3(v; G). 
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The following definition is due 
their proof ard ours. 
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to Moon and Moser and is of key importance in 
Suppose that vertices v and w are adjacent in 6. Then G(v; w) is the 
graph obtiined by deleting the edges incident at v and then joining u to each 
vertex of T(w; G - v). 
We will refer to this operation as the oon-Moser transformation. 
([3]), I(G(v; w)) = I(G) + x(w; G) - X(V; G) + 4~; G). 
First, note that I(G - V) = f(G) -x(v; G) + cu(v; G) by Lemma 1, and 
the definition of p. Since G - v = G(v; w) - V, we then have 
and 
The last 
I(G(v; w)) = I(G) - x(v; G) + a@; 6) + /3(v; G(v; w)), 
p(v; G(v; w)) = x(w; G - v) = x(w; G). 
equality is due to the fact that v and w are adjacent in G. 0 
3. If the connected graph G has n vertices and g(n) maximal independent 
sets, and v and w are adjacent vertices in G neither of which is a cutpoint, then 
G(v; w) ulso has g(n) maximal independent sets. 
Suppose not. By Lemma 2, x(w; 6) < ~(3; G). Then G(w; V) has more 
maximal independent sets than G, a contradiction since G(K); V) is 
connected. 0 
. lf the connected graph G has n vertices and g(n) maximal independent 
set, then it can be changed by repeated application of the Moon-Moser 
transformation into a connected graph 6’ with the following property: 
2) If w and v are adjacent vertices in G ’ and neirher is u cui/kG, l ‘= - 1lLCll 
r(v; G’) = T(w; G’). 
The number of maximal independent sets 
r(v; G:)a e only edges which are removed during the transformation of Gi 
into 6; are edges between a non-cutpoint neighbor w of w2 and neighbors of W. If 
the edge {u, V} is rem0 ved then u must be a non-cutpoint neighbor of w2s. since v 
is not adjacent o w2. ut in G:, wl is adjacent o u, since v and w1 have the same 
neighbors. Note that u is not a cutpoint in G: (a ser transformation 
involving two non-cutpoints preserves cutpoints throughout he graph) and hence 
u and w1 have the same neighbors, which means that w, is adjacent to w,, a 
contradiction. On the other hand, suppose that u $ r(f); G:). The only edges 
which are added as we transform 6: into G: are edges between eighbors of w,, 
but v is not adjacent to w2 so no edges incident at v are added. This proves the 
claim. 
If there is a vertex w3 which is not a cutpoint in G: and is not adjacent o either 
w1 or w2, we may repeat the procedure at w3, and continue the process if 
necessary for w 4, w5, and so on, finally producing a connected graph G’ with 
Property P2. Cl 
Given any connected graph 6, a block of G is a maximal 2-connected 
subgraph ;Z G. We form the b~~ck/cuf~oint graph of G, denoted T(G), as 
follows: Let the vertices of T(G) be the blocks and cutpoints of G. Join the block 
B to the cutpoint w if w E V(B). 
r any connected graph G, T(G) is a tree. 
Any cutpoint in G is a vertex of degree at least two in T(G), so any vertex of 
degree one in T(G) is a block of G; call such a block a petzdant block,. 
II 5. If G is a connected graph with Property P2, then ever)-’ pendant block 
of G is a complete subgraph of G. 
Suppose B is a pendant block. Then B contains a single cutpoint of 6, say 
U, and B - v is a connected subgraph of G. By Property P2, any two adjacent 
vplttir~q in R - c hgye _-v-w -1. 64 tk .GWI~: neighbors, and since B - v is connected and 
contains n9 cutpoints sf ti, every two vertices of B - v have the same neighbors. 
Therefore pendant blocks are compllete subgraphs of 6. El 
. If the connected graph G has n 3 6 vertices and &I ) maximal 
independent sets arld Property P2, therl T(G) is not a star. 
f T(G) is 8 star, there is a single cutpoint TV in G and all blocks are 
endant blocks. jacent to every other vertex of G. 
I(G) z= I(G - v) + p(v: G) s m(n - 1) + 1. 
it is easy to veirify t 
= g(rr). 
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tion. Given any tree T, removal of all pendant vertices produces a tree T’. 
A vertex of T is a penultimate vertex if it is a pendant vertex of T’. 
7. If the connected graph G has n 2 6 vertices and g(n) maximal 
independent sets and Property P2, then G has Property PI. 
The graph G must have a cutpoint, for if not, Property P2 implies that G 
is a complete graph, a contradiction since for n 2 6, I(&) < h(n) s g(n) = I(G). 
Thus T(G) has more than one vertex, and by Lemma 6, T(G) is not a star, so 
T(G) has at least two penultimate vertices. 
Let w1 and w2 be penultimate ver”,ices of T(G) and hence cutpoints in 6. By 
Lemma 5, all but one of the components of G - w1 are complete graphs all of 
whose vertices are adjacent o wl, and similarly for w2. 
We claim that either G - w1 or G - w2 has precisely two components, o that G 
has Property Pl. For if not, then there are at least two components of G - w1 
which are complete subgraphs all of whose vertices are adjacent to wl, and 
likewise for w2. Let k, be the number of maximal independent sets of G 
containing w1 but not w2, and let k2 be the number of maximal independent sets 
of G containing w2 but not wt. Assume without loss of generality that k: 3 k2. Let 
H be one of the complete subgraphs all of whose vertices are adjacent o wl, and 
let t = IV(H)I. Now t > 1, for if t = 1 then H consists of a single vertex of degree 
one, say v, which is adjacent o wl. Then I(G) = I(G - v) + /3(v; G), by Lemma 
1. It is not hard to see that /3(v; G) = cu(w,; G - v) = 0, so I(G) = I(G - v). But 
it is always possible to increase the number of maximal independent sets by 
adding a vertex (join the vertex v to any vertex u of G - v and to all of the 
neighbors of u), which contradicts the fact that I(G) = g(n). Thus t > 1. 
Remove all edges connecting wl to vertices of t-I and add edges connecting w2 
to the vertices of H; call this new graph G’. The number of maxima1 independent 
sets which contain both wl and w2, or neither wl nor w2, is not changed by this 
UpI ClCIUII. AO--dnN LCt il “UC the iitii-iski Gsf iiisnhs~ Zndependcnt sets of G' containing w, 
but not ~2, and let l2 be the number of maximal independent sets of G’ 
containing w2 but not wl. Then I, = t l kg and I2 = k2/t, and since k, 2 k2, we have 
II + 12 > kl + &. I-Ience I(G’) > I(G) = g(n) 3 P(G’), a contradiction. This proves 
the claim and the lemma. 0 
If a connected graph G has 1, there is a cutpoint w whose !33iidVat 
disconnects t’- - L1b graph into two components, H, and W,, where HI is a complete 
graph all of whose vertices are adjacent o w. In what follows, we use w, WI and 
_ in this way without further comment. 
the connected graph on n vertices has Property Pl , then 
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The mkmah independent sets of G which contain w are precisely the 
maximal independent sets of Hz - T(w; 6) with the vertex w added; the maximal 
independent sets of G which do not contain w consist of any single point 
of H1 and any maximal independent set of Hz. 
lV(& - F(w; G))I s rz - t - 2, the lemma follows. 
lf the connected graph G on n vertices 
sets and droperty Pl, then IV(H,)I s 4. 
Since IV(H,)[ = n - t - 1 and 
cl 
has g(n) maximal independent 
of. If not, we may replace HI by two complete graphs, K2 and K,_2, all of 
se vertices are adjacent to w; call this new graph G’. Then 
I(G’) = 2(t - 2)I(H2) + I(Hz - r(w; 6)) > I(G), 
a contradiction. Cl 
al& Ifts4andna6, then 
t*h(n-t-l)+m(n-t-2)ch(n). 
Equality ho& only if one of the following is true :
(1) n=O(mod3)andt=2, 
(2) n=l(mod3)andt=2, 
(3) rz=2(mod3),n>8andt=2ort=3, 
(4) n=Tandt=3, 
(9 n=8andt=3. 
(It follows, immediately that equality holds only if n - t - 1 # 5). 
roof. We do the case n = 2 (mod 3) as an example. Let n = 31+ 2, where I 3 2. 
There are four subcases, depending on the value of t. 
If (t = l), then 
h(31) + m(31- 1) = 2 l 3’-’ + 2’-’ + 2 l 3’-’ 
= 4 2 3’-’ + 2’-’ < h(n); 
if (t = 2) then 
2h(3[ - 1) + rp2(3j - 2) s 2(4 9 3”m‘2 + 3 l pm”) + 4 l 31v2 
= 4 .3’- ’ + 3 . y-2 = h(@; 
if (t = 3) then 
3h(31- 2) + m(31- 3) = 3(3’-’ + 21w2) Ji-3’-’ 
= 4.3’-’ + 3 . p-2 = h(n); 
if (t = 4), then 
h(3/ - 3) + m(31- 4) = 4(2 0 3’-’ + 2’-2) + 2 l 3’-” 
=5 10 l 3’-” + 4 .2’-” < h(n). 
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We tee immediately that equality holds when t = 3 and does not when t = 1 or 
t = 4. ‘I$%&; I t = 2 equality holds just if 4t(3! - 1) = (4 l 3’-* + 3 . 2’-3). This is true 
by derCr&r~~pry if I > 2, i.e., if n > 8. It is not true for n = 8, sllnce then 
h(31- I) = h(5) = 5 but the right hand side is 11/2. Cl 
The proof is by induction. For n s 5 the theorem follows 
easily from ‘Theorem 1. Suppose that the theorem is true for k < n, n a 6 and let 
G be an extremal graph on n vertices. Since we have shown there are graphs with 
h(n) maximal independent sets, we know that g(n) 2 h(n); we need only show 
that g(n) s h(n). .l3y Lemma 4 we may transform G into an extremal graph G’ 
with Property P2. By Lemma 7, G’ has Property PI. By Lemmas 8,9 and 18 and 
the induction hypothesi? 
g(n)=I(G)=I(G’)stg(n-t-l)+m(n-t-2) 
-t~h(n-i- l)+m(n-t-2)gh(n). Cl 
For n =S 4, the complete graphs are the only connected graphs with 
g(n) maximal independent sets. For n = 5, there are four connected graphs with 
g(n) maximal independent sets, CS and the three graphs shown in Fig. 2. 
For n s 4 the theorem follows unmediately from Theorem 1; for n = 5 all 
possibilities may be checked by hand. 0 
. 
independent 
If the connected graph G on n 2 6 vertices 
sets and Property PI, then it is isomorphic to E,,. 
has g(n) maximal 
The proof is by induction. By Lemmas 8, 9 and IO and Theorem 
2, W2) = g(n -t-l) and 1(1-12-F(w;G))=m(n-t-2). If n-t-164, 
ies that H2= K,,_,_,; if n - t - 13 6, the induction hypothesis 
= E,_I-l; recall from Lemma 10 that n - t - 1 # 5. Because 
-F(w;G))=m(n-t-2) II*- - J: - 2 vertices and is iso- 
is only possible if w is 
i fi,rr n-t-126, and by a 
mmas 8, 9 and 10 and 
ssible only for the 
at these conditions 
aE 
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Suppose not. By Lemmas 4 and 6 we may transform G into G’ with the 
same number of maximal independent sets and with Property Pl. This means that 
there is a graph G* without Property Pl such that I(G*) =g(n) and G*(x;y) 
does have Property Pl, where x and y are adjacent non-cutpoints in G* (and 
hence in G”(x; y) as well). By Lemma 12, G*(x; y) = En. We may derive a 
contradiction to finish the proof. 
Since G *(x ; y ) is isomorphic to E,, it can be formed by starting with I = \$zJ 
complete graphs Cl, Cz, . . . , Cl and vertices ci E Ci, and joining S, to each ci, 
i> 1, by an edge. Then G* - X, which is equal to G*(x; y) - X, is formed in the 
same way from complete graphs C;, C& . a . , C;, where C: = Ci - x if x E V(Ci), 
and Cf = Ci otherwise. Then x must be adjacent (in G*) to at least one 
non-cutpoint in each of C;, C;, . . . , C;, for otherwise G * satisfies Property Pl, a 
contradiction. By the same reasoning, x must be adjacent o a non-cutpoint in C;. 
Hence, the degree of X, d(x), is at least 1. 
By Lemma 1, 
I(G*) = I(G* -x) + /3(x; G*) 
s I(G* -x) + x(x; G*) 
= I(G* -x) + I(G* - r(x; G*)) 
Sg(n - 1) + m(n - d(x) - 1). 
Now a few simple calculations how that g(n - 1) + m(n - d(x) - 1) <g(n) when 
n = 0 (mod 3) and d(x) 2 3 and when n = 1 or n = 2 and d(x) a 4. We proved 
above that d(x) 2 lfn]. Hence, if n = 0 and n 2 9, or if n = 1 or n = 2 and n 2 13, 
then I(G*) <g(n), a contradiction. This finishes the proof except when n is 6, 7, 
8, 10 or 11; all of these cases can be checked quite easily. For example, suppose 
n = 11. Then G* is one of the graphs shown in Fig. 3. The edges joining x to 
other vertices are shown. as dashed lines; we know that d(x) is exactly 3. 
The numbers of maximal independent sets in these graphs are (left to right): 
31, 30, 29. All of these are iess than g(l1’) = 42, a contradiction. Cl 
5. The theorem follows immediately from Lemmas 11, 12 an 
Fig. 3 
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