An unmanned surface vehicles (USV) set point tracking problem is investigated in this paper. The stochastic model predictive control (SMPC) scheme is utilized to design the controller in order to reject the environment disturbances and meet the physical constraints. The design problem is formulated as a chance-constrained stochastic optimization problem, which is non-convex. Thus, the problem is computationally prohibitive. For this, the convex conditional value at risk (CVaR) approximation is introduced to convert the chance constraints into deterministic convex constraints. The converted constraints are then further transformed into the second order cone (SOC) constraints. Therefore, the proposed method is computationally tractable and hence can be implemented online. A numerical example is provided to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
The unmanned surface vehicle (USV) is a powerful tool for commercial, scientific and military applications since it is cheaper, safer and more flexible than the commercial ship. Therefore, it has been applied in many real word applications, such as depth measurement [1] , environmental monitoring, sampling and assessment [2] - [4] , oil, natural gas and mine exploration [5] , offshore platform/pipeline construction, maintenance and transportation [6] , [7] , and mobile relay communications [8] , [9] .
However, the applications of USVs are facing great challenge in the control system design. This is because the USVs are usually working in the environment with external disturbances. For example, wind, waves and ocean currents. In particular, small USVs are more sensitive to external environmental disturbances as the weights of these USVs are too small.
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To tackle this challenge, various of advanced control strategies have been utilized to improve the performance of the USVs [10] . These strategies are designed for different control objectives [11] - [13] , which, can generally be classified into three main categories: 1) Set point tracking [14] - [16] : this is the most common control target, which enables the USV's position and direction to reach the desired target without any time constraints; 2) Trajectory tracking [17] - [19] : USVs are driven to track reference signals varying with time and meeting pre-defined time and space constraints; 3) Path tracking [20] , [21] , [23] : the USVs are required to track a desired path that does not change over time. This paper will focus on the set point tracking problem. There are many literatures in this area. Dai et al. [24] proposed an approximate modeling control technique to reduce disturbance by designing an adaptive control law. Annamalai et al. [25] proposed a model-based modern LQR control method. Nacem et al. [17] proposed a PID VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ based method. For more details, the readers are referred to [26] - [28] . Model predictive control (MPC) becomes an applicable advanced control scheme with the growth of the computing power in recent years. In the late 1970s, MPC was originally used to control the chemical process in the industry [29] , since such kinetic process is slow and the sampling time is in seconds or minutes. With the utilization of high-performance processors, MPC has been applied to other types of systems. An important feature of MPC is that it has the ability of handling constraints comparing with other feedback control schemes.
Therefore, the MPC scheme is utilized to solve an USV set point tracking problem. The external disturbances are considered in the dynamic system. Particularly, we do not assume the distribution of the disturbances is fully known. Here, only the mean and the covariance of the external disturbances are available. This assumption is more practical in real world applications since they can be obtained from the historical data. Thus, the set point tacking problem is formulated as a chance-constrained stochastic model predictive control (SMPC) problem.
The chance-constrained SMPC problem is challenging. This is mainly because the chance constraints are non-convex and hence are computationally intractable. In some special cases, chance constraints can be converted into deterministic convex constraints [30] . For example, the disturbance is subject to Gaussian distribution. However, in most cases, chance-constrained problems are computationally intractable. Monte-Carlo sampling method is usually used to solve this problem. In SMPC, this scheme is called scenario generation method [31] . The problem of this method is that the computation burden is high, which cannot be implemented online.
Deterministic approximation is a good alternative for tackling chance constraints. Inspired by [30] , the chance constraints are approximated by the conditional value at risk (CVaR) in this paper. CVaR are computationally intractable although they are convex constraints. Thus, they are further converted into the second-order cone (SOC) constraints, which are computationally tractable. Hence, the original non-convex optimization problem is transformed into a tractable second-order cone program (SOCP) which can be implemented online.
The rest of this paper is structured as follows: The state-space model of the USV is established in Section 2; An online SMPC algorithm is developed in Section 3; Simulation results are reported in Section 4 to illustrate the effectiveness of the proposed algorithm, and Section 5 concludes this paper.
II. THE SYSTEM MODEL OF USV
The USV considred in this paper has a catamaran-like structure [34] , in which there are two static propellers at the end of each hull as shown in Figure 1 . F 1 and F 2 are the two propeller thrusts generated by the motor. Clearly, straight line driving requires both of the thrusters running at the same speed. F v denotes the driving resistance. θ and α denote the heading angle and wind angle, respectively. w and h denote the width and length of the boat, respectively. As shown in Figure 1 , the x-axis of the body-fixed reference frame is defined forward along the longitudinal axis of the boat, and y-axis is to larboard. Assume USV is modeled as a rigid hull with 2 degrees of freedom [x(t), θ(t)] in the body reference frame. With the Newton's law, the rigid body kinematic equations are
where m is the mass of the USV, k is the drag coefficient, and I is the moment of inertia. The parameters of (1)-(2) are listed in Table 1 . The external disturbance is a stochastic variable which is denoted as w(t). Here, only the mean and the covariance of w(t) are available. For simplicity, w(t) in the global frame is defined as
where V x and V y are the coordinate of the disturbance on x and y axis, respectively.
In order to establish the state space model of (1)-(2), the state vector and the control vector are chosen as
respectively. According to [35] , the state-space model of the USV can be written aṡ 
Considering for real world applications, a discrete-time linear system is required. Thus, we discretize the linearized system with the sampling time τ . The discretized system is
Then, we linearize the system (4) by 'frozening' the heading angle at the current time t, which is denoted as θ * t . The resulted discrete-time linear system is
where
III. AN SMPC ALGORITHM
This section will develop an SMPC algorithm for the set point tracking problem of the USV.
A. PROBLEM STATEMENT
The objective of the set point tracking is to reach a desired destination. This can be achieved by tracking a reference heading angle r t , which is obtained by estimation in advance.
Here, we assume that r t is known since the focus of this paper is on the set point tracking problem.
To proceed, we define δθ t = θ t − r t . Then,
Considering the physical limits of the USV, we need to impose the constraints on the heading angle θ t , the velocity of the USVẋ t and control u t as follows:
where P[a] denotes the probability of the event a and ∈ (0, 1) is a constant number. Since δθ (t) = θ(t) − r(t), then (6) is replaced by the following constraints
Now, we are ready to state the problem as follows. Given x t , minimize the objective function
over u t such that the constraints (5), (7) , (8) , (9) , (10) and (11) are satisfied, where E {·} denotes the statistical expectation. This problem is referred to as Problem P.
B. COMPUTATIONAL METHODS
In this subsection, we will reformulate Problem P into a conic optimization problem. More specifically, we first rewrite the objective into a quadratic function subject to linear matrix inequalities (LMIs) and linear constraints. Then, inspired by [30] , the chance constraints (7), (8), (9) and (10) can be reformulated as SOC constraints.
To begin, we define
. . .
According to [37] , [38] , system (5) can be rewritten in a more compact form as
0 n x ×n w 0 n x ×n w · · · 0 n x ×n w I n x ×n w 0 n x ×n w · · · 0 n x ×n w A I n x ×n w · · · 0 n x ×n w . . . . . . . . . . . .
An affine disturbance feedback control policy u t is adopted in (14) , which is defined as
where M t,i,j ∈ R n u ×n x and v t+i ∈ R n u . Similarly, (15) can be rewritten as
and
Therefore, the pair (M t , v t ) becomes the decision variables in Problem P.
To proceed further, we denote the mean and the covariance matrix of ω t as
where µ ω = 1 N ⊗ µ ω , ω = I N ⊗ ω , and µ ω = 0. Here, 1 N denotes an N dimensional vector with all the elements being 1, I N denotes an N ×N identical matrix, and ⊗ denotes the Kronecker product.
1) CONVEX REFORMULATION OF THE OBJECTIVE FUNCTION
Then, we shall convert the objective function (12) into a computationally tractable form. For this, we substitute (14) into (12), which yields
Since E[ω t ] = 0 and E[ω t ω T t ] = ω , then it follows that
where tr(·) denotes the matrix trace. By denoting
and substituting (21)-(23) into (20) , (12) can then be reformulated as the following tractable form:
2) CONVEX REFORMULATION OF THE CHANCE CONSTRAINTS
In this section, we shall reformulate the chance constraints (7), (8), (9), (10) and (11) into computationally tractable constraints. Here, we use CVaR to approximate these constraints. Although CVaR is convex, it is not computationally tractable [22] . Therefore, inspired by [30] , these CVaR approximations are further converted into tractable SOC constraints.
To proceed, we rewrite (7), (8), (9), (10) and (11) into the following compact form
where a 1,k = [0 1×9 , 0 1×9 , · · · , a k , · · · , 0 1×9 ] with a k = [0, 0, 0, 0, 0, 1, 0, 0, 0, 0],
with a k = [0, 0, 1, 0, 0, 0, 0, 0, 0, 0],
with c k = [1, 0] , and
For simplicity, constraints (25)- (28) are denoted as the following general form:
Then, for each k = 1, 2, . . . , 4N − 2, (29) is approximated by CVaR, which is denoted as
As mentioned, (30) is not tractable. To further covert (30) into a tractable form, we need the following lemma (Theorem 2.3 in [30] ). Lemma 1: Suppose that z is a random variable with zero mean and positive variance z , then
Theorem 1: (7), (8), (9) and (10) can be approximated by (32), (33), (38) , (39) , (40), (41), (42), and (43), shown at the bottom of the next page, which are SOC constraints.
Proof: By substituting (14), (16) into (25) and applying Lemma 1, (7) can be approximated by
where β i = [ β i,k , . . . , β i,N ] ∈ R N for i = [1, 2, · · · , 8], S t = HM t G + DG, y t = Tx t + Hv t . In fact, (32) and (33) are SOC constraints. This can be verified by denoting
Thus, by substituting (34)-(36) into (32), (32) can be rewritten as
Obviously, (37) is an SOC constraint. Similarly, (8) can be approximated by (38) and (39) , shown at the bottom of the next page; (9) can be approximated by (40) and (41), shown at the bottom of the next page; (10) can be approximated by (42) and (43), shown at the bottom of the next page. 
3) ALGORITHM
Now the objective function and the constraints are all converted into computationally tractable forms. Thus, Problem P can be reformulated to the following conic optimization Problem, which is referred to as Problem Q. There are many off-the-shelf software packages for solving Problem Q, such as CVX [39] .
Problem Q: Given x t , minimize the objective function (24a) over the control horizon N such that (24b), (32) , (33) , (38) , (39) , (40), (41), (42), and (43) are satisfied.
The algorithm for solving the set point tracking problem of the USV at each time t can be formally stately as:
Algorithm 1 Find u t With Initial Condition x t and Compute x t+1
Input: x t , and r t . Output: u t and x t+1 . 1: Solve Problem Q. 2: Return M * t , v * t . 3: Compute u t by taking the first two elements of v * t . 4: Compute x t+1 according to (5) . 
IV. SIMULATION RESULTS
In this section, two examples will used to show the effectiveness of the proposed method.
A. EXAMPLE 1
In this example, the proposed algorithm is applied to solve a 10 fixed points tracking problem. The USV is required to reach 10 fixed points in order. The order and the corresponding coordinates of the the set points in the global frame are listed as below: 0 (2, 2) → 1 (2, 22) → 2 (7, 22) → 3 (7, 2) → 4 (12, 2) → 5 (12, 22) → 6 (17, 22) → 7 (17, 2) → 8 (22, 2) → 9 (22, 22) The initial state of the USV is x t = [2, 2, 1.14181, 0, 0, 0, 0, 0, 0] T the sampling time is set as τ = 0.1s, the prediction horizon is chosen as N = 35, and the weighted matrices are
The imposed chance constraints are
The mean of the noise is zero and its covariance matrix w = 0.1I 2 .
An 100-run Monte Carlo simulation is conducted and the averaged the averaged trajectory, heading angle and velocity are are shown in Figure 2 -Figure 4 , respectively. As shown in Figure 2 , the mean of the USV trajectories reaches all the fixed points in the right order. From Figure 3 , we can see that the averaged heading angle tracks the reference heading angle accurately. Figure 4 plots the averaged velocity of the USV. The averaged velocity changes of the USV in Figure 7 is small over time, which implies that the USV is cruising steadily in the presence of external disturbances.
B. EXAMPLE 2
To further demonstrate the superior of the proposed algorithm, the proposed algorithm is compared with the classical LQR controller in this example. The goal of the example is to track 5 fixed points which form a shape of five-pointed star. The tracking order and the coordinates of the five set points in the global frame are listed as below: 0 (0, 0) → 1 (10, 0) → 2 (15.9, 18.1) → 3 (0.5, 6.9) → 4 (19.5, 6.9) → 5 (4.1, 18.1) → 1 (10, 0)
The initial state of the USV is x t = [0, 0, 1.14181, 0, 0, 0, 0, 0, 0] T while the rest of the parameters are set the same as that in Example 1.
An 100-run Monte Carlo simulation is conducted. All the realizations of the USV trajectory, the heading angle and the velocity that are generated by both of the algorithms are plotted in Figure 5 -Figure 7 , respectively.
As illustrated in Figure 5 , the deviation of the trajectories that was generated by LQR is much larger than that was generated by the proposed method. In some cases, the LQR trajectories do not reach the set point.
As shown in Figure 6 , the tracking error of the LQR algorithm is large and the in many cases the heading angle even violate the chance constraint. In contrast, the performance of the proposed algorithm is rather stable. The deviation of the realizations is also small. In Figure 7 , as expected, the performance of the proposed method is much more stable that of the LQR algorithm.
V. CONCLUSION
A set point tracking problem for the USV under environmental disturbance was investigated. The problem was formulated as a chance-constrained SMPC problem. An algorithm which was based on the conic reformulation was proposed. The effectiveness and the superior of the proposed method were shown through carring out two numerical examples. 
