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1. 要約 
 
 背景・目的） 随意的行動選択は報酬結果のモニタリングと、長期学習によって築
かれた、自己の行動の時系列（行動文脈）を手がかりとする報酬予測によって、継続
的に調節される。サルの帯状皮質運動野は、大脳半球の内側面にある帯状溝の上壁お
よび下壁に存在し、吻側帯状皮質運動野と尾側帯状皮質運動野に分かれ、吻側帯状皮
質運動野は前補足運動野の下部にある。吻側帯状皮質運動野は報酬結果のモニタリン
グに基づく行動調節に関わると考えられている。しかし、吻側帯状皮質運動野が行動
文脈の利用に基づく行動調節に関わるのかどうかは明らかでない。本研究の目的は、
吻側帯状皮質運動野が行動調節における行動文脈の利用に関わるのかどうかを検討
することであった。 
 方法） 我々は、サルが報酬に基づく運動選択課題を遂行する間に、そのサルの吻
側帯状皮質運動野、尾側帯状皮質運動野、および前補足運動野から細胞活動を記録し
た。その行動課題において、はじめは、2つの運動のうち一方の運動が報酬を受けた。
その運動を反復すると途中から報酬量は減少した。報酬減少後にもう一方の運動に切
り替えると、報酬量は減少前の量に回復した。我々は行動文脈を同一運動の反復回数、
報酬結果を報酬量と定義した。サルの行動と細胞活動を定量的に解析するため、我々
は 3つの強化学習モデルを作成した。報酬結果に基づく従来の強化学習モデルは、報
酬結果に基づく行動調節を説明するモデルとして知られ、各行動から期待される報酬
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の大きさ（行動価値）を実際の報酬に基づいて更新し、最大報酬に至る行動を探索す
る数理モデルである。サルが報酬結果のみならず行動文脈も利用して行動調節を行っ
たのかどうかを検討するため、我々は報酬結果に基づく強化学習モデルに、行動文脈
に基づく強化学習モデルを組み合わせたハイブリッド強化学習モデルを新たに作成
した。行動文脈に基づく強化学習モデルは、長期学習によって報酬予測の手がかりと
して意味づけされた、自己の行動の時系列（行動文脈）を利用して行動価値を計算す
るモデルである。3つの強化学習モデルのうち、どのモデルが最もよくサルの行動デ
ータを説明するのかを検討するため、我々は、各モデルについて行動データを最もよ
く説明する最適パラメータを決定し、3つのモデルの間で行動データに対する適合度
を比較した。次に、細胞活動が、最適パラメータの下でのハイブリッド強化学習モデ
ルから計算された、行動文脈に基づく行動価値または報酬結果に基づく行動価値の時
間的変化を反映するのかどうかを検討するため、我々は、細胞活動を被説明変数、そ
れら 2つの行動価値を説明変数とする重回帰分析を行った。 
 結果） 2頭のサルの行動の解析において我々は、ハイブリッド強化学習モデルは、
行動文脈に基づく強化学習モデル単独および報酬結果に基づく強化学習モデル単独
に比べ、サルの行動をよりよく説明した、ということを発見した。細胞活動の解析に
おいて我々は、吻側帯状皮質運動野ニューロンが、同一運動の反復回数（行動文脈）
に従い徐々に発火率を増加あるいは減少させることによって、行動文脈に基づく行動
価値を符号化していた、ということを発見した。我々はまた、吻側帯状皮質運動野が
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単一細胞レベルおよび集団レベルにおいて、行動文脈に基づく行動価値を行動後に、
報酬結果に基づく行動価値を報酬後に、２つの別個な時間枠において符号化していた、
ということを発見した。行動文脈に基づく行動価値と報酬結果に基づく行動価値の両
方を符号化するニューロンは、尾側帯状皮質運動野および前補足運動野においてはほ
とんど見られなかった。 
 考察） 我々の結果は、吻側帯状皮質運動野が報酬結果のモニタリングのみならず
行動文脈の利用にも基づく行動調節に関わる、ということを示唆する。解剖学的知見
によれば、吻側帯状皮質運動野は、報酬結果に基づく行動調節と関わる眼窩前頭皮質、
黒質緻密部、および腹側被蓋野との間で線維連絡を有する一方、行動計画（行動文脈
の利用を含む）と関わる外側前頭前野との間でも線維連絡を有する。我々の結果はこ
の解剖学的知見と整合的であるのみならず、吻側帯状皮質運動野が行動文脈と報酬結
果という 2つの情報を単一細胞レベルで統合することによって意思決定に関わる、と
いうことを示唆する。 
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2. 研究背景 
 
2－1. 随意的行動選択 
 
 生理学においては、行動とは外界で自己の目的を達成するための手段としての運動
と定義される。随意的行動選択とは、外界において複数の行動をとり得る状況におい
て、行動と目的に関する様々な情報を統合して、目的を最も達成できる行動を選ぶこ
とである。外界から与えられる報酬は目的の一つである。報酬獲得のための随意的行
動選択を左右する要因には、長期学習によって築かれた、自己の行動の時系列（行動
文脈）を手がかりとする報酬予測と、行動選択に対して外界から逐一与えられる、報
酬の有無（報酬結果）がある。 
 吻側帯状皮質運動野は報酬結果に基づく行動選択に関わるとされてきた。報酬結果
に基づく行動選択は強化学習モデルで数理的に説明されてきた。以下では帯状皮質運
動野の機能と強化学習モデルを中心に述べる。 
 
2－2. 帯状皮質運動野の機能 
 
 サルの帯状皮質運動野は大脳半球内側面の帯状溝の上壁と下壁に存在し、吻側帯状
皮質運動野（ブロードマンの 24c野）と尾側帯状皮質運動野（ブロードマンの 23c野
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と 6c野）に分かれる 1)2)（図 1a）。吻側帯状皮質運動野は外側前頭前野との線維連絡
をもつが 3)、一次運動野および脊髄との線維連絡は乏しい 4)。尾側帯状皮質運動野は
外側前頭前野との線維連絡は乏しいが 3)、一次運動野および脊髄との線維連絡をもつ
4)。吻側帯状皮質運動野は複雑な行動に関連して、尾側帯状皮質運動野は単純な行動
に関連して活動を示すことが知られている。例えば、刺激誘導性の運動に関連して活
動を示すニューロンの割合は吻側および尾側帯状皮質運動野の間で大きな差がみら
れないが、自発的運動に関連して活動を示すニューロンの個数の割合は、尾側帯状皮
質運動野よりも吻側帯状皮質運動野において多くみられる 5)。また、記憶された連続
動作に関連した活動が、尾側帯状皮質運動野でほとんどみられないのに対し、吻側帯
状皮質運動野では強くみられる 6)。サルの吻側および尾側帯状皮質運動野は機能的に
それぞれ、ヒトの rostral cingulate zoneと caudal cingulate zoneに相当する 2)（図
1b）。 
 吻側帯状皮質運動野は報酬結果のモニタリング 7)8)9)10)11)12)、さらには、それに基づ
く行動調節 13)に関わると考えられている。例えば、吻側帯状皮質運動野ニューロンは、
報酬が減少し、且つ、運動をもう一方の運動に切り替える試行においてのみ活動を示
す 13)。吻側帯状皮質運動野を破壊されたサルは、多くの報酬を獲得するための行動調
節ができない 14)15)。報酬結果に基づく行動調節に関わる活動はヒトの rostral 
cingulate zoneにおいてもみられ 16)17)、同領域を障害されたヒトでは行動の誤りの修
正が少なくなる 18)。サルの尾側帯状皮質運動野およびヒトの caudal cingulate zone
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は、報酬結果のモニタリングあるいはそれに基づく行動調節への関わりは弱い 19)。以
上のように、吻側帯状皮質運動野が報酬結果のモニタリングに基づく行動選択に関わ
ることは過去の研究から知られているが、行動文脈の利用に基づく行動選択にも関わ
るのかどうかは、いまだ明らかでない。 
 
2－3. 前補足運動野、補足運動野の機能 
 
 サルの前補足運動野（ブロードマンの 6aβ）および補足運動野（ブロードマンの 6aα）
は大脳半球内側面にあり、前補足運動野は吻側帯状皮質運動野の上、補足運動野は尾
側帯状皮質運動野の上に存在する（図 1a）20)。前補足運動野は外側前頭前野との線
維連絡をもつが 21)22)、一次運動野および脊髄との線維連絡は乏しい 23)。補足運動野は
外側前頭前野との線維連絡は乏しいが 21)、一次運動野および脊髄との線維連絡をもつ
23)。前補足運動野と補足運動野の機能の違いはサルを用いた過去の研究で指摘されて
いる。前回とは異なる運動をする直前において前回と同じ運動をする直前と比べて高
い活動を示すニューロンは、補足運動野よりも前補足運動野でより多くみられる 24)。
習熟した連続動作よりも新規の連続動作をするときに高い活動を示すニューロンは、
補足運動野よりも前補足運動野でより多くみられ、それに対し、新規の連続動作より
も習熟した連続動作をするときに高い活動を示すニューロンは前補足運動野よりも
補足運動野でより多くみられる 25)。連続動作の中のある特定の回数でのみ高い活動を
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示すニューロンは補足運動野よりも前補足運動野でより多くみられ、連続動作の中の
ある特定の動作の間でのみ高い活動を示すニューロンは前補足運動野よりも補足運
動野でより多くみられる 26)。以上から前補足運動野は補足運動野に比べ、より高次の
情報処理に関わることが示唆されている。 
 
2－4. 強化学習モデル 
 
 従来の強化学習モデルは、最大報酬に至る行動を試行錯誤を通じて探索する数理モ
デルである 27)（図 2a）。主体は、はじめ、どの行動もランダムに選択する。その間、
主体は、報酬を受けた行動の価値（行動価値）を、報酬を受けるたびに徐々に高める。
行動価値は、その行動から期待される報酬の大きさを意味する。その後、主体は、期
待される報酬が最も大きい行動（最大の行動価値を有する行動）を選択し続ける。環
境の変化により行動と報酬の関係が変化すると、主体は、再び上と同じ過程を経て、
期待される報酬が最も大きい新たな行動を選択し続けるようになる。この従来の強化
学習モデルは報酬結果に基づく行動調節を説明できることが知られている 28)29)30)。 
 日常生活において、我々は、報酬結果に反応して逐一行動を調節するだけでなく、
自己の行動の時系列（行動文脈）も考慮して行動を評価し、随意的に行動を選択する
（図 2b）。理論上、随意的な意思決定は、報酬結果に加えてさまざまなタイプの行動
変数を重みづけして、ある特定の行動選択への傾倒を起こす過程である 31)。最近、強
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化学習の枠組みにおいて、報酬結果のみに基づく行動選択に関わるモデルフリー強化
学習に対し、環境に関する事前知識に基づく意思決定に関わるモデルベースト強化学
習が提案されている 32)33)34)35)。行動文脈は、長期学習によって報酬予測の手がかり（事
前知識）として意味づけされた、自己の行動の時系列を表す行動変数として、報酬予
測、そして行動選択に寄与する 36)。しかしながら、報酬結果のみならず行動文脈にも
基づいた随意的行動選択を説明する強化学習モデルは、いまだ知られていない。 
 
2－5. 先行研究からの疑問点 
 
 吻側帯状皮質運動野が行動文脈の利用に基づく行動選択にも関わるのかどうかは、
いまだ明らかでない。報酬結果のみならず行動文脈にも基づいた随意的行動選択を説
明する強化学習モデルは、いまだ知られていない。報酬結果および行動文脈に基づく
行動選択という観点で、吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運
動野のニューロン活動を比較、検討した研究は、これまでない。 
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3. 研究目的 
 
本研究の目的は、吻側帯状皮質運動野が行動選択における行動文脈の利用にも関わ
るのかどうかを、報酬結果に基づく従来の強化学習モデルに行動文脈に基づく強化学
習モデルを組み合わせたハイブリッド強化学習モデルを新たに作成することにより、
定量的に検討することである。我々はまず、サルに報酬に基づく運動選択課題を訓練
した（図 3a）。その課題において、同一運動を繰り返すと報酬量はやがて減少し、そ
の際、もう一方の運動に切り替えると報酬量は減少前の量に回復した（図 3b）。我々
は報酬結果を報酬量、行動文脈を同一運動の反復回数として定義した。次に、サルが
課題を遂行する間に、我々はそのサルの吻側帯状皮質運動野、尾側帯状皮質運動野、
および前補足運動野からニューロン活動を記録した。そして、ハイブリッド強化学習
モデル（図 4）がサルの行動および吻側帯状皮質運動野の活動を説明するのかどうか
を検討した。我々は、吻側帯状皮質運動野が報酬結果のみならず行動文脈にも基づい
た行動選択に関わる、ということを示す。 
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4. 方法 
 
4－1. 行動課題 
 
 2 頭のオスのニホンザル（macaca fuscata）を使用した。我々はそれらのサルを、
米国国立衛生研究所による実験動物の管理および使用に関する指針に従って、管理し
た。サルは報酬量に基づき 2つの異なる上肢運動（右上肢でハンドルを押すあるいは
回す）から 1つを随意的に選択するように訓練された（図 3a）。サルが 2.8秒間から
7.8 秒間ハンドルを中立な位置で保持すると、運動開始の信号としてＬＥＤが点灯さ
れた。運動終了から 0.6秒後に 0～100%量の報酬（フルーツジュース；100%量は 0.1ml）
が与えられ、それと同時に次の試行が始まった。一連の一定報酬の試行（3 回から 9
回連続する試行）においては、一方の運動が 100%量の報酬を受け続け、もう一方の
運動は報酬を受けなかった（図 3b）。すなわち、サルは報酬を受ける同一運動を反復
することで 100%量の報酬を獲得することが出来た。その後、同一運動の反復の 1回
毎に報酬量は 30％減少した。この段階において、サルはもう一方の運動を選択する
ことにより、元の 100%量の報酬を再び獲得することが出来、新たな一連の一定報酬
の試行が始まった。我々は報酬結果を報酬量、行動文脈を同一運動の反復回数として
定義した。 
 訓練開始から約 1週間は、サルは 2つの運動から 1つの運動をランダムに選択した。
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次の約 1週間は、サルは一定報酬の試行において報酬を受ける運動を反復するように
なったが、報酬減少の試行においても報酬量が 0%量に減少するまで同じ運動を反復
した。訓練開始から約 2～3 か月までには、サルは報酬減少の試行において報酬量が
0%量に減少する前に運動を切替えるようになった。訓練開始から約 3～4か月までに
は、サルは報酬減少の試行において、より早期から、すなわち、報酬量が 34%量に減
少する前に運動を切り替えるようになり、更には、一定報酬の一連の試行の後半にお
いて報酬減少の前から、わずかな割合ではあるが運動を切替えるようになった（早発
性切替；図 6a、黒線）。ニューロン活動記録の開始条件は、一定報酬の試行において
サルが報酬を受ける運動を選択する割合が連日 90%を超えること、且つ、報酬減少の
試行において報酬量が 34%量に減少する前にサルが運動を切替える割合が連日 90%
を超えることであった。訓練開始からニューロン活動記録の開始まで約 3～4 か月を
要した。 
 我々は早発性切替を、主観的報酬減少の前におけるもう一方の運動への切り替えと
して定義した。主観的報酬減少は 49％量への報酬量の減少と定義された。なぜなら、
我々は、サルが 100％量あるいは 70％量の報酬の次に来る試行においては 10％未満
でのみ、もう一方の運動に切り替えたのに対し、49％量の報酬の次に来る試行におい
ては 95％において運動を切り替えた、という結果を得たからである。従って、早発
性切替は、報酬量が 49％量に減少する前におけるもう一方の運動への切り替えとし
て定義された。我々は、以下のニューロン活動の統計解析においては、早発性切替の
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試行は除いた。 
 
4－2. データ記録 
 
 それぞれのサルが行動課題において一貫した報酬獲得率を達成した後、我々はステ
ンレスの記録チャンバーを頭蓋骨に無菌状態で設置した。サルが十分に回復した後、
我々は細胞外記録のために、ガラスで絶縁されたエルジーロイ微小電極（1.5-2.5 M  
at 333 Hz）を、電動の微小駆動機を使用しながら、硬膜を通して目標位置に挿入した。
従来の単一ユニット長期記録法を採用した。我々は左側大脳の吻側帯状皮質運動野、
尾側帯状皮質運動野、および前補足運動野からニューロン活動を記録した。 
 我々は吻側帯状皮質運動野を以下の 3 つの条件が満たされた領域（図 5b）として
定義した 1)2)5)6)13)。その 3つの条件とは、(1)対側上肢の運動に関連したニューロン発
火が認められたこと、(2)周波数 333Hz、持続時間 0.2ms の陰極パルス、連続 40 発
を 50μA未満の電流で微小電極を通して与えられた時に、対側上肢の運動が誘発され
たこと、(3)組織標本（図 5a）及び記録座標の値から、記録電極の位置が弓状溝膝部
より前方の帯状溝内部に留まっていたことが確認されたこと、であった。 
 尾側帯状皮質運動野は以下の 3 つの条件が満たされた領域（図 5b）として定義し
た 1)2)5)6)13)。その 3つの条件とは、(1)対側上肢の運動に関連したニューロン発火が認
められたこと、(2)周波数 333Hz、持続時間 0.2msの陰極パルス、連続 20発を 50μA
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未満の電流で微小電極を通して与えられた時に、対側上肢の運動が誘発されたこと、
(3)組織標本及び記録座標の値から、記録電極の位置が弓状溝膝部より後方の帯状溝内
部に留まっていたことが確認されたこと、であった。 
 前補足運動野は以下の 2つの条件が満たされた領域（図 5b）として定義した 37)38)。
その２つの条件とは、(1)視覚刺激に応答するニューロン発火が認められ、それに比較
して体性感覚刺激に反応するニューロン発火は観察されないこと、(2)周波数 333Hz、
持続時間 0.2ms の陰極パルス、連続 22 発を 50μA 未満の電流で微小電極を通して与
えられた時に、多関節にわたる運動が誘発され、連続 11 発の陰極パルスでは運動が
誘発されないこと、であった。 
 
4－3. 組織標本作製 
 
 ニューロン活動の記録位置を組織学的に再構成するため、サルの脳より組織標本を
作製した。まず、ニューロン活動データの記録の合間に、複数の基準点において、皮
質内にある記録電極を通じて大きな直流電流（300μC以上の電荷量）を流し、鉄を沈
着させた。ニューロン活動データの採取が終了した後、サルをペントバルビタール
（50mg/kg 筋注）で深く麻酔し、心臓を通じて生理食塩水で灌流した。次に 0.1Mリ
ン酸緩衝液（pH7.4）中にある 3.7%ホルムアルデヒドの固定液で、更には 10%、20%
スクロース溶液で灌流した。頭蓋骨から外した脳を、冷凍されたマイクロトームを使
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用して 50μm間隔の冠状断で連続切断し、切片を作製した。細胞構築を観察するため
に切片には Nissl染色を施した。 
 
4－4. ハイブリッド強化学習モデル 
 
 我々は行動データおよびニューロン活動データを解析するために 3 つの強化学習
モデルを使用した（図 4）。強化学習モデルは、主体が、実際の報酬と期待された報
酬の差（報酬予測誤差）によって、行動から期待される報酬（行動価値）を更新し、
その行動価値で決定される確率（行動選択確率）に従って確率的に行動を選択する、
と仮定する 27)。以下では、我々は行動文脈に基づく強化学習モデル、報酬結果に基づ
く強化学習モデルおよびハイブリッド強化学習モデルを導入した。 
行動文脈に基づく強化学習モデルは、同一運動の反復回数（行動文脈）に基づいて
行動価値を推定する。選択された行動 （ハンドルを回す運動では      、ハンド
ルを押す運動では      とした）に関して、報酬予測誤差は以下のように計算され
る： 
                   
                
ここで、 は実際の報酬であり（100%量および 70%量の報酬で 1、それ以外で 0とし
た）、 および  は現在および次の試行の行動文脈であり、         は現在の行動文脈
 以降に行動 をとり続ける事から期待される報酬の総量（行動価値）であり、 は時
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間的割引率を表す自由変数（     ）である。選択された行動 に関する行動価値
         は以下のように更新される： 
                                   
ここで、    は学習率を表す定数である。我々は    の値を 0.02 に定め、モデルが
安定して行動価値を学習する事を可能にした。選択されなかった行動 に対して仮想
報酬   が与えられたと仮定する。行動 に関して、報酬予測誤差は以下のように計
算される： 
                                     
選択されなかった行動 に関する行動価値         は以下のように更新される： 
                                   
報酬結果に基づく強化学習モデルは、実際の報酬（報酬結果）に基づいて行動価値
を推定する。選択された行動 に関して、報酬予測誤差は以下のように計算される： 
                     
ここで、 は実際の報酬であり（100%量および 70%量の報酬で 1、それ以外で 0とし
た）、       は行動 から期待される報酬（行動価値）を表す。選択された行動 に関
する行動価値       は以下のように更新される： 
                               
ここで、    は学習率を表す自由変数（        ）である。 
選択されなかった行動 に対して仮想報酬   が与えられたと仮定する。行動 に関
18 
 
して、報酬予測誤差は以下のように計算される： 
                       
選択されなかった行動 に関する行動価値       は以下のように更新される： 
                               
ハイブリッド強化学習モデルは行動文脈に基づく行動評価と報酬結果に基づく行
動評価を組み合わせる。それぞれ行動文脈に基づく強化学習モデルおよび報酬結果に
基づく強化学習モデルから計算された 2 つの行動価値を以下のように重み付け平均
し、ハイブリッド行動価値を計算する： 
                                   
ここで、 は重みを表す自由変数（     ）である。 
 
4－5. モデルに基づく行動データ解析 
 
我々は、それぞれの強化学習モデルから計算された行動選択確率を使用して、行動
データを解析した。各強化学習モデルにおいて、現在の行動文脈 において行動 を選
択する確率は、それぞれ行動価値         、       、および         を用いて、
以下のように計算される： 
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ここで、    、    および    は 0以上の値をとる自由変数である。 
どの強化学習モデルが行動データを最もよく説明するかを検討するため、我々は、
対数尤度を最大化させることによって各モデルの自由変数をデータに適合させ、最適
な自由変数を求めた。行動データ の下でのある自由変数セット の対数尤度      は
以下のように計算される： 
                        
 
   
ここで、  はサルが 番目の試行で経験した行動文脈であり、  はサルが 番目の試行
で選択した行動であり、          は各強化学習モデルから計算された行動選択確率
である。行動文脈に基づく強化学習モデルは 2 個の自由変数（            ）を有
する。報酬結果に基づく強化学習モデルは 2個の自由変数（               ）を有
する。ハイブリッド強化学習モデルは 4 個の自由変数（                   ）を
有する。最後に、3 つの行動モデルの間で行動データへの適合度を比較するために、
我々は各強化学習モデルに関して、最適な自由変数を使用して赤池情報量基準
（Akaike's information criteria；AIC）を計算した。AIC は実際の行動データへの
モデルの適合度の指標であり、モデルが実際の行動データを再現する確率（尤度）に
反比例する値を、モデルで使用された自由変数の個数で調整した値である。一般的に、
AICが小さいモデルほど、実際の行動データへの適合度が高い、すなわち、実際の行
動データを正確に説明していると、解釈される。AICは以下のように計算される： 
20 
 
                          
                             
                                 
ここで、第 1項は対数尤度に-2をかけたもの、第 2項はモデルの自由変数の個数に 2
をかけたものである。サル 1（サル 2）に関して、最適な自由変数は、          = (0.0, 
5.0) (= (0.0, 4.0))、             = (1.0, 4.0) (= (1.0, 3.0))、および                 = 
(0.8, 0.9, 0.6, 6.0) (= (0.8, 0.9, 0.4, 7.0)) であった。 
 
4－6. モデルに基づくニューロン活動データ解析 
 
 30 回以上の試行からデータを記録できたニューロンについて、ニューロン活動が
課題関連であるかどうかを検討するため、まず、7 つの重複しない 0.5 s の時間枠で
発火率を計算した。5 つの連続する時間枠は報酬開始の前 1 s から始まり、2 つの連
続する時間枠は次の運動の開始前 1 sから始まった。次に、少なくとも 1つの時間枠
の発火率が他の時間枠の発火率と有意に異なっていた場合、そのニューロン活動を課
題関連と定義した（一元配置分散分析、      ）。 
 あるニューロン活動が、ハイブリッド強化学習モデルのどの要素と関連するのかを
検討するため、以下のような、運動を反映する説明変数、報酬結果に基づく行動価値
を反映する説明変数、または行動文脈に基づく行動価値を反映する説明変数をもつ、
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3つの回帰モデルを作成した： 
M1:         ; 
M2:                                             
M3:                                                                                   
ここで、 は発火率を表し、  、  、  、  、  および  は回帰係数であり、 はサ
ルが選択した運動を表すダミー変数（ハンドルを回す運動に対して 0、押す運動に対
して 1）であり、 は行動文脈（同一運動の反復回数）であり、M2 の第 3、4 項は、
報酬結果に基づく、運動切替の行動価値を表し、M3 の第 5、6 項は、行動文脈に基
づく、運動切替の行動価値を表す。我々は、0.1 s ずつ進む 0.5 s の時間枠を使用し
て、あるニューロン活動の時間経過を解析した。 
 ニューロン活動を①結果関連活動、②文脈関連活動、③運動関連活動に分類するた
めに、以下の基準を導入した。結果関連活動は、任意の連続 5個の時間枠において次
にあげる 3つの条件を満たすニューロン活動として定義した。その 3 つの条件とは、 
（1） ニューロン発火率の変動が、運動を表す説明変数のみ（M1）よりも、報酬結
果に基づく、運動切替の行動価値を反映する説明変数の追加（M2）で、有意
によりよく説明されたこと（部分 F検定 39)、       ）、 
（2） 報酬結果に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の程度を表す回帰係数  または  が、有意に 0とは異なったこと（t検定、
       ）、 
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（3） 報酬結果に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の方向（正あるいは負の影響）が、運動の種類によらず一貫していたこ
と、すなわち回帰係数  と  の間で符号が異ならなかったこと、 
であった。 
 文脈関連活動は、任意の連続 5個の時間枠において次にあげる 3つの条件を満たす
ニューロン活動として定義した。その 3つの条件とは、 
（1） ニューロン発火率の変動が、運動を表す説明変数と報酬結果に基づく、運動
切替の行動価値を表す説明変数のみ（M2）よりも、行動文脈に基づく、運動
切替の行動価値を反映する説明変数の追加（M3）で、有意によりよく説明さ
れたこと（部分Ｆ検定、       ）、 
（2） 行動文脈に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の程度を表す回帰係数  または  が、有意に 0とは異なったこと（t検定、
       ）、 
（3） 行動文脈に基づく、運動切替の行動価値の変動がニューロン発火率に与える
影響の方向（正あるいは負の影響）が、運動の種類によらず一貫していたこ
と、すなわち回帰係数  と  の間で符号が異ならなかったこと、 
であった。 
 運動関連活動は、任意の連続 5個の時間枠において次にあげる 2つの条件を満たす
ニューロン活動として定義した。その 2つの条件とは、 
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（1） ニューロン発火率の変動が運動を表す説明変数（M1）で有意に説明されたこ
と（F検定、       ）、 
（2） 結果関連活動でもなく、且つ、文脈関連活動でもないこと、 
であった。 
 ニューロン発火率の変動が、行動文脈に基づく、運動切替の行動価値、あるいは報
酬結果に基づく、運動切替の行動価値の変動によって、どの程度説明されるのかを見
積るために、我々は部分決定係数（the coefficient of partial determination；CPD）
を以下のように計算した。CPDは、ある説明変数のセットが分散を説明する割合を、
定量化する 39)。報酬結果に基づく、運動切替の行動価値を反映する説明変数に関する
CPDは以下のように計算される： 
       
               
       
  
行動文脈に基づく、運動切替の行動価値を反映する説明変数に関する CPD は以下の
ように計算される： 
       
               
       
  
ここで、       、       および       は、それぞれM1、M2およびM3におけ
る残差平方和である。我々は、0.1 s ずつ進む 0.5 s の時間枠を使用して、      あ
るいは      の時間経過を解析した。 
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5. 結果 
 
5－1. 行動文脈がサルの行動に与える影響 
 
 サルは一定報酬の一連の試行において報酬量が減少する前に、わずかな割合ではあ
るが運動を切替えた（早発性切替）。サルによる早発性切替の確率は同一運動の反復
回数とともに増加した（図 6a、黒線）。サルによる早発性切替が行動文脈あるいは報
酬結果のどちらに基づくのかを検討するため、我々は行動文脈に基づく強化学習モデ
ル、報酬結果に基づく強化学習モデル、およびハイブリッド強化学習モデルを導入し
た（図 4）。行動文脈に基づく強化学習モデルから予測された早発性切替確率は、同
一運動の反復回数とともに増加した（図 6a、赤線）。それに対し、報酬結果に基づく
強化学習モデルから予測された早発性切替確率は運動反復回数によって変化せず、低
い値のままであった（図 6a、緑線）。ハイブリッド強化学習モデルから予測された早
発性切替確率は、行動文脈に基づく強化学習モデルから予測された早発性切替確率よ
りは低いものの、運動反復回数とともに増加した（図 6a、青線）。行動文脈に基づく
強化学習モデル、報酬結果に基づく強化学習モデル、およびハイブリッド強化学習モ
デルのうち、どのモデルがサルの行動を最も正確に説明するのかを定量的に検討する
ため、それら 3つのモデルそれぞれをサルの行動データに適合させ、赤池情報量基準
（Akaike's information criteria；AIC）を用いてモデル間で適合度を比較した。AIC
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は、モデルが実際の行動データを再現する確率（尤度）に反比例する値を、モデルで
使用された自由変数の個数で調整した値である。一般的に、AICが小さいモデルほど
実際の行動データを正確に説明していると、解釈される。行動文脈に基づく強化学習
モデル、報酬結果に基づく強化学習モデル、およびハイブリッド強化学習モデルに関
する AICは、1頭目についてはそれぞれ 8156、4794、4302であり、2頭目について
は 12112、16102、9854 であった。ハイブリッド強化学習モデルは他のモデルと比べ
てより小さい AIC をとった。従って、ハイブリッド強化学習モデルが他のモデルと
比べてよりよく両方のサルの行動を説明した。この結果は、サルが報酬結果のみなら
ず行動文脈にも基づいて行動していた、ということを示唆する。 
 反応時間の、行動文脈への依存性を検討するため、反応時間を同一運動の反復回数
（行動文脈）の関数として表示した。それぞれの運動の反応時間は同一運動の反復回
数によって有意に変化しなかった（一元配置分散分析、      ；図 6b）。これは、
反応時間が行動文脈に関連しなかった、ということを示唆する。 
 
5－2. 吻側帯状皮質運動野におけるニューロン活動の分類 
 
 我々は、吻側帯状皮質運動野において 432個のニューロンの活動を記録し、その内
146 個は課題関連ニューロンと分類された（図 5b）。次に、方法に従って課題関連ニ
ューロンの活動を①結果関連活動（報酬結果に基づく、運動切替の行動価値を反映す
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る活動）、②文脈関連活動（行動文脈に基づく、運動切替の行動価値を反映する活動）、
③運動関連活動の 3タイプに分類した。文脈関連活動及び結果関連活動の両方を示す
ニューロンも存在した。以下に結果関連活動、文脈関連活動、そして文脈及び結果関
連活動について述べる。 
 
5－3. 吻側帯状皮質運動野ニューロンにおける結果関連活動 
 
 吻側帯状皮質運動野において 146 個の課題関連ニューロンのうちの 62 個（42％）
が、結果関連活動を示すニューロンに分類された。結果関連活動を示した典型的な単
一ニューロンを図 7a に示す。一定報酬下での運動反復の試行に比べて報酬減少後で
の運動切替の試行において増加する活動が、報酬開始の後に始まった。結果関連活動
を示した別な典型的な単一ニューロンを図 7b に示す。報酬減少後での運動切替の試
行と比べて一定報酬下での運動反復の試行において増加する活動が、報酬開始の後に
始まった。 
 
5－4. 吻側帯状皮質運動野ニューロンにおける文脈関連活動 
 
 吻側帯状皮質運動野において 146 個の課題関連ニューロンのうちの 33 個（23％）
が、文脈関連活動を示すニューロンに分類された。文脈関連活動を示した典型的な単
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一ニューロンを図 8a に示す。同一運動の反復回数とともに徐々に増加する活動が運
動実行の後に始まり、報酬の後に終了した。このように運動反復回数とともに徐々に
増加する文脈関連活動を示すニューロンとして分類されたニューロンの個数は、吻側
帯状皮質運動野の課題関連ニューロンのうち 20 個（14％）であった。一方、運動反
復回数とともに徐々に減少する文脈関連活動を示した典型的な単一ニューロンを図
8b に示す。運動反復回数とともに徐々に減少する活動が報酬の後に始まり次の運動
の前に終わった。このように運動反復回数とともに徐々に減少する文脈関連活動を示
すニューロンとして分類されたニューロンの個数は、吻側帯状皮質運動野の課題関連
ニューロンのうち 13個（9％）であった。 
 
5－5. 吻側帯状皮質運動野ニューロンにおける文脈及び結果関連活動 
 
 我々は吻側帯状皮質運動野において、文脈関連活動と結果関連活動の両方を示すニ
ューロンを認めた。典型的な単一ニューロンを図 9a、cに示す。図 9aにあるように、
同一運動の反復回数とともに徐々に増加する活動が運動実行の後に始まり、一定報酬
下での運動反復の試行に比べて報酬減少後での運動切替の試行において増加する活
動が、報酬開始の後に始まった。図 9a に示されたニューロン発火率における文脈関
連活動あるいは結果関連活動の時間帯は、図 9c に示された部分決定係数（the 
coefficient of partial determination; CPD）の時間経過から推定することが可能であ
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る。CPD は、ニューロン発火率の変動が、行動文脈に基づく、運動切替の行動価値
の変動、あるいは報酬結果に基づく、運動切替の行動価値の変動によってどの程度説
明されるのかを表す指標である。すなわち CPD は、ニューロン発火率が示す、それ
ら 2つの行動価値それぞれへの選択性の強さ、を表す指標である。従って、図 9a、c
に示されたニューロンにおいては、文脈関連活動は運動実行の後に始まり、結果関連
活動は報酬開始の後に始まったと推定された。このニューロンはこれら 2タイプの活
動を 2つの離れた期間において示した。一方、文脈関連活動と結果関連活動の両方を
示す別の典型的な単一ニューロンを図 9b、dに示す。このニューロンにおいては、文
脈関連活動と結果関連活動はともに運動実行の後に始まった。 
我々は、文脈関連活動及び結果関連活動の時間経過を、ニューロン集団レベルで検
討した。図 10 は、運動反復回数とともに増加する文脈関連活動と、運動反復の試行
よりも運動切替の試行で増加する結果関連活動の両方を示したニューロンの集団（13
ニューロン）を示す。標準化された平均活動は、各ニューロンの活動を、同一運動を
反復する試行の中での最大発火率を 1として標準化し、集団内で平均した活動である。
標準化された平均活動は、2つの運動の間の期間において、早い時期は運動反復回数
とともに徐々に増加し、遅い時期は運動反復の試行よりも運動切替の試行で増加した
（図 10a）。文脈関連活動を示すニューロンの個数と結果関連活動を示すニューロン
の個数は、異なる時刻でピークに達した（図 10b）。文脈関連活動を示すニューロン
が多く認められた早い期間は、運動実行後から始まり報酬開始後 0.5s で終わった。
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結果関連活動を示すニューロンが多く認められた遅い期間は、報酬開始後 0.5s から
始まり次の運動の開始の前で終わった。ニューロン発火率が示す、行動文脈に基づく、
運動切替の行動価値、あるいは報酬結果に基づく、運動切替の行動価値への選択性の
強さ、を表す指標である CPD も、文脈関連活動あるいは結果関連活動を示すニュー
ロンの個数と同じく、異なる期間でピークに達した（図 10c）。従って、運動反復回
数とともに増加する文脈関連活動と、運動反復の試行よりも運動切替の試行で増加す
る結果関連活動の両方を示した吻側帯状皮質運動野ニューロンの集団は、行動文脈に
基づく行動価値と、報酬結果に基づく行動価値を 2つの別個な時間枠において符号化
した。 
 
5－6. 吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運動野におけるニ
ューロン活動の比較 
 
 尾側帯状皮質運動野からは 393個のニューロンから活動を記録し、その内、129個
が課題関連ニューロンと判定された（図 5b）。前補足運動野からは 475個のニューロ
ンから活動を記録し、その内、124 個が課題関連ニューロンと判定された（図 5b）。
文脈関連活動と結果関連活動の両方を示すニューロンの割合は、吻側帯状皮質運動野
（17％、146 個の課題関連ニューロンの中の 25 個）において、尾側帯状皮質運動野
（3％、129個の課題関連ニューロンの 3個）および前補足運動野（3％、課題関連ニ
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ューロン 124個の 3個）においてよりも、有意に高かった（  検定、      ；図 10d）。
運動関連活動を示すニューロンの割合は、尾側帯状皮質運動野（33％、129個の課題
関連ニューロンの 43 個）において、吻側帯状皮質運動野（17％、146 個の課題関連
ニューロンの中の 25個）および前補足運動野（21％、課題関連ニューロン 124個の
26 個）においてよりも、有意に高かった（  検定、      ）。運動関連活動、結果
関連活動、文脈関連活動のいずれにも該当しなかった活動を示すニューロンの割合は、
前補足運動野（58%、課題関連ニューロン 124 個の 72 個）において、吻側帯状皮質
運動野（35％、146 個の課題関連ニューロンの中の 51 個）および尾側帯状皮質運動
野（47％、129個の課題関連ニューロンの 61個）においてよりも高かった。 
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6. 考察 
 
6－1. 結果のまとめ 
 
 今回の研究では、我々は、ハイブリッド強化学習モデルを作成することにより、吻
側帯状皮質運動野が行動選択において報酬結果のモニタリングのみならず、行動文脈
の利用にも関わるのかどうかを定量的に検討した。我々は、ハイブリッド強化学習モ
デルがサルの行動を説明したことを発見したが、そのことはサルが報酬結果のみなら
ず行動文脈にも基づいて行動を選択したことを示唆する。我々は、吻側帯状皮質運動
野ニューロンが、ハイブリッド強化学習モデルから計算された、行動文脈に基づく行
動価値を符号化したことを発見した。我々はまた、吻側帯状皮質運動野が単一ニュー
ロンおよび集団レベルにおいて、行動文脈に基づく行動価値と報酬結果に基づく行動
価値を別個の時間帯において符号化したことを発見した。我々のこれらの結果は、吻
側帯状皮質運動野が報酬結果に基づく行動選択にはもちろん、行動文脈に基づく行動
選択にも関わる、ということを示唆する。 
 
6－2. 強化学習モデルからみた吻側帯状皮質運動野の機能 
 
今回の研究で、我々は、吻側帯状皮質運動野の単一ニューロンが行動文脈に基づく
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行動価値および報酬結果に基づく行動価値の両方を符号化したことを発見した。強化
学習の枠組みで、行動文脈に基づく（モデルベースト）強化学習モデルおよび報酬結
果に基づく（モデルフリー）強化学習モデルに対する神経相関を探した研究は、少数
ある。一つの研究は、ドーパミンニューロンが、行動文脈的でない行動課題において
従来の時間差モデルから計算された予測誤差を表現した一方で、行動文脈的な行動課
題において行動文脈的な時間差モデルから導かれた行動文脈に依存する予測誤差を
表現し得るということを示した 36)。これらのドーパミンニューロンの各々が、行動文
脈に依存する予測誤差および従来の予測誤差の両方を統合するのかどうかは、明らか
でなかった。あるヒト fMRI研究では、モデルベースト強化学習モデルおよびモデル
フリー強化学習モデルの神経相関が別個の脳領域で報告された。すなわち、頭頂間溝
と外側前頭前野がモデルベースト強化学習モデルで計算される状態予測誤差を表現
し、腹側線条体がモデルフリー強化学習モデルで計算される従来の報酬予測誤差を表
現すると結論された 34)。強化学習の枠組みでは、今回の研究は、単一ニューロンが、
行動文脈に基づく強化学習モデルおよび報酬結果に基づく強化学習モデルからそれ
ぞれ計算された行動変数を統合しているということを、初めて発見した研究である。 
 
6－3. 証拠蓄積に基づく意思決定モデルからみた吻側帯状皮質運動野の機能 
 
今回の研究で用いた行動課題は、行動文脈と報酬結果という 2つの証拠の蓄積によ
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る、運動切替に関する意思決定とみなせる。Gold と Shadlen は証拠蓄積に基づく意
思決定モデルを提唱した 31)。そのモデルに従えば、意思決定は、ある特定の意思決定
を支持するさまざまなタイプの証拠を時々刻々蓄積し、意思決定変数として統合し、
意思決定変数が閾値を超えると意思決定に至る、という過程であり、意思決定を支持
する証拠が早く蓄積すれば、意思決定は早く起こる。Gold と Shadlen の理論的枠組
みは、知覚課題を使用して腹側運動前野 40)および外側頭頂間領域 41)において意思決
定変数を表現するニューロン活動を報告した過去の研究で、支持されている。別な過
去の研究は、報酬に基づくパッチ離脱課題を使用して背側前帯状皮質において報酬量
および移動時間を含む根拠を統合した意思決定変数を表現するニューロン活動を報
告した 42)。今回、我々が自己の行動の時系列として定義した行動文脈は、外界から明
示的に与えられない情報であるため、運動切替の内的証拠とみなせる。内的証拠は試
行毎に徐々に蓄積され、内的証拠の蓄積のみで運動切替の意思決定に至るのには多く
の試行数を要する（図 11）。報酬結果は、環境から与えられるため、運動切替の外的
証拠とみなせる。外的証拠は大きい情報量を持ち、1回の外的証拠でも運動切替の意
思決定に大きく影響する。今回の行動課題では、由来の異なる内的証拠と外的証拠が
異なる時間帯で蓄積され、運動切替の意思決定に至る、と解釈される。今回の研究に
おける吻側帯状皮質運動野のニューロン表現は、証拠蓄積に基づく意思決定モデルに
従えば、以下のように解釈される：（1）運動切替の意思決定を支持する行動文脈と報
酬結果という 2つの異なる証拠の蓄積が、別個な時間帯に表現されていた；（2）行動
34 
 
文脈に基づく行動価値が数試行にわたり蓄積される証拠として表現されていた；（3）
意思決定が、運動切替の試行で上昇する活動として表現されていた、である。 
 
6－4. 行動文脈の生理学的実体 
 
 今回、我々は行動文脈を、長期学習によって報酬予測の手がかりとして意味づけさ
れた、自己の行動の時系列として定義した。行動文脈のモニタリングは、目的指向行
動（ここでは報酬獲得行動）の制御（ここでは報酬予測）に寄与するという点で、行
動モニタリングの一つとみなせる。さらに、行動文脈のモニタリングは、報酬結果の
モニタリングとは異なり、外界から明示的に与えられない情報のモニタリングという
点で、内的な行動モニタリングの一つとみなせる。過去の研究において、吻側帯状皮
質運動野が内的な行動モニタリングに関わると指摘されてきた。例えば、相反する複
数の行動を惹起しうる課題状況のモニタリング（コンフリクト・モニタリング；内的
な行動モニタリングの一つ）と、吻側帯状皮質運動野の神経活動の関わりが報告され
ている 43)44)45)46)。行動文脈のモニタリングも、内的な行動モニタリングの一つとみな
せる。今回の研究における、行動文脈に基づく行動価値を反映する活動が吻側帯状皮
質運動野で認められたという結果は、吻側帯状皮質運動野と内的な行動モニタリング
の関係を指摘してきた、過去の研究に矛盾しない。 
 
35 
 
6－5. 吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運動野の機能の比
較 
 
 今回の研究において、吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運
動野の間での、ニューロン活動の比較結果は、それら 3領域が別個の機能を持つこと
を示唆する。今回の研究では、行動文脈に基づく行動価値と報酬結果に基づく行動価
値の両方を符号化する単一ニューロンは、尾側帯状皮質運動野および前補足運動野に
おいてはほとんど見られなかったのに対し、吻側帯状皮質運動野ではみられた。解剖
学的知見によれば、吻側帯状皮質運動野は、報酬結果に基づく行動調節と関わる眼窩
前頭皮質、黒質緻密部、および腹側被蓋野との間で線維連絡を有する一方 47)48)、行動
計画（行動文脈の利用を含む）と関わる外側前頭前野との間でも線維連絡を有する 3)
（図 12）。それに対し、尾側帯状皮質運動野と前補足運動野が、報酬結果に基づく行
動調節と関わる領域と行動計画に関わる領域の両方と線維連絡しているという事は、
知られていない（図 12）。我々の結果はこれらの解剖学的知見と整合的である。 
 今回の研究では、運動関連活動を示すニューロンが、吻側帯状皮質運動野および前
補足運動野と比べて、尾側帯状皮質運動野において多くみられた。この結果は過去の
機能的研究 5)6)と一致しているし、尾側帯状皮質運動野が吻側帯状皮質運動野および
前補足運動野と比べて一次運動野および脊髄との線維連絡が豊富である（図 12）と
いう、過去の解剖学的研究 4)23)とも整合的である。 
36 
 
 我々はまた、前補足運動野が吻側および尾側帯状皮質運動野よりも、ハイブリッド
強化学習モデルに基づいては分類されないニューロンを多く含む、ということを発見
した。すなわち、本研究では、前補足運動野のニューロン活動を行動文脈または報酬
結果に基づく報酬予測の観点で特徴づけることは出来なかった。そもそも、解剖学的
観点からみると、前補足運動野が報酬予測に選択的な活動を示さないという可能性も
考えられる。前補足運動野が、報酬に基づく行動調節と関わる眼窩前頭皮質、黒質緻
密部、および腹側被蓋野との間で豊富な線維連絡を有するということは知られていな
い（図 12）。報酬予測メカニズムの観点で前補足運動野の活動を特徴づけることは出
来なかったという本研究の結果は、この解剖学的知見と矛盾しない。 
 従って、解剖的および機能的観点から、吻側帯状皮質運動野は行動文脈に基づく行
動価値と報酬結果に基づく行動価値の両方に関わり、尾側帯状皮質運動野は運動選択
に関わる、ということが示唆される。 
 
6－6. サルの学習レベルが実験結果に与える影響 
 
 行動課題の訓練において、訓練開始から約 2～3 か月までには、報酬減少後の運動
切替行動（報酬結果に基づく運動切替）が観察され、訓練開始から約 3～4 か月まで
には、報酬減少前の運動切替行動（行動文脈に基づく早発性運動切替）が観察された。
本研究の実験結果で、行動文脈に関連したサルの運動切替行動がみられ、且つ、吻側
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帯状皮質運動野ニューロンにおいて行動文脈に基づく行動価値を反映する活動が認
められた理由は、本研究が、サルが早発性運動切替を示すようになった、訓練開始か
ら約 3～4 か月より以降に、ニューロン活動を記録、解析したためであるという可能
性がある。もし、我々が、サルがまだ早発性運動切替を示さなかった、訓練開始から
約 2～3 か月より、ニューロン活動を記録、解析していたら、吻側帯状皮質運動野ニ
ューロンにおいて行動文脈に基づく行動価値を反映する活動は認められなかった可
能性が高い。 
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7. 結論 
 
今回の研究は、吻側帯状皮質運動野が報酬結果に基づく行動選択のみならず、行動
文脈に基づく行動選択に関わる、ということを実証した。我々は、行動および神経デ
ータを説明するために、行動文脈に基づく行動価値と報酬結果に基づく行動価値を組
み合わせて新たな行動価値を計算するハイブリッド強化学習モデルを作成した。ハイ
ブリッド強化学習モデルは、行動文脈に基づく強化学習モデルおよび報酬結果に基づ
く強化学習モデルよりも、サルの行動を説明した。吻側帯状皮質運動野ニューロンは、
同一運動の反復回数とともに発火率を単調に増加あるいは減少させることによって、
行動文脈に基づく行動価値を符号化した。吻側帯状皮質運動野は、単一ニューロンお
よび集団レベルにおいて、行動文脈に基づく行動価値と報酬結果に基づく行動価値を、
別個の時間帯において符号化した。我々は、吻側帯状皮質運動野が、行動文脈に基づ
く証拠と報酬結果に基づく証拠を蓄積することによって、行動における随意的な意思
決定に貢献している、という仮説を提唱する。 
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9. 図の説明 
 
図 1 大脳半球内側面。 (a) サルの大脳半球内側面。帯状溝は展開して示してある。
吻側帯状皮質運動野、尾側帯状皮質運動野、および前補足運動野の位置を示す。数字
はブロードマンの領域番号を示す。文献 2 の図 1 を改変した。 (b) ヒトの大脳半
球内側面。Rostral cingulate zoneは吻側帯状皮質運動野、Caudal cingulate zoneは
尾側帯状皮質運動野に相当する。CA-CP は前交連と後交連を通る線、Vca は前交連
を通る垂直線、Vcpは後交連を通る垂直線示す。数字はブロードマンの領域番号を示
す。文献 2の図 3を改変した。 
 
図 2 強化学習モデルの概念図。 (a) 従来の、報酬結果に基づく強化学習モデル。
主体は環境の中で行動 A、B（黒矢印）のうち 1 つの行動を選択する。主体は行動 B
を選択した後、環境から報酬（緑矢印）を受ける。A×は行動 Aの価値が低いこと、B○
は行動 B の価値が高いことを示す。 (b) 行動文脈も利用する強化学習モデル。行
動文脈も行動価値に影響を与える（赤矢印）。 
 
図 3 報酬に基づく運動選択課題。 (a) 課題の一試行における、出来事の時系列。 
(b) 2つの運動と報酬量の関係の時間的変化。回す運動の報酬量を青色の棒、押す運
動の報酬量を赤色の棒で示す。緑色の矢印はサルによる運動切替行動を表す。 
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図 4 ハイブリッド強化学習モデル。ハイブリッド強化学習モデルは行動文脈に基づ
く強化学習モデル（赤色）と報酬結果に基づく強化学習モデル（緑色）を組み合わせ
る。行動文脈に基づく強化学習モデルは、長期学習によって報酬予測の手がかりとし
て意味づけされた、自己の行動の時系列（ここでは同一運動の反復回数）として定義
される、現在の行動文脈 に従って、行動 の行動価値を行動価値         に制約す
る。報酬結果に基づく強化学習モデルは、報酬結果を利用して行動価値       を更
新する。ハイブリッド強化学習モデルは、それら 2つの行動価値を組み合わせてハイ
ブリッド行動価値         を計算する。主体は、そのハイブリッド行動価値で決定
される行動選択確率       に従って、確率的に行動を選択する。 
 
図 5 大脳半球内側面における課題関連ニューロンの分布。 (a) Nissl 染色した冠
状断の組織切片像。矢印は記録電極による鉄沈着の位置を表す。 (b) 大脳半球内側
面における課題関連ニューロンの分布。図の下の部分は、帯状溝を展開した大脳半球
内側面を示す。青色の丸は課題関連ニューロンが記録された位置を示す。丸の大きさ
はニューロンの個数を示す。 
 
図 6 行動文脈が早発性切替確率および反応時間に与える影響。1 頭から得られたデ
ータが示されている。 (a) 同一運動の反復回数と早発性切替確率の関係。黒色の線
はサルが実際に運動を切り替えた確率を表す。緑色、赤色および青色の線はそれぞれ
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報酬結果に基づく強化学習モデル、行動文脈に基づく強化学習モデル、およびハイブ
リッド強化学習モデルで予想された早発性切替確率を表す。 (b) 同一運動の反復回
数と、サルの次の運動における平均反応時間。灰色および黒色の線はハンドルを回す
運動および押す運動の反応時間を表す。 
 
図 7 結果関連活動を示した 2 つの典型的な吻側帯状皮質運動野ニューロン。 (a) 
運動切替の試行において選択的に活動を増加させた単一ニューロンにおける、発火時
刻のラスタープロット（点）と、試行間での平均発火率（曲線）。緑色の点及び曲線
は運動反復の試行において観察されたニューロン活動を示す。黒色の点及び曲線は運
動切替の試行において観察されたニューロン活動を示す。左、報酬の開始に揃えられ
た活動。右、次の運動の開始に揃えられた活動。ラスタープロットにおいて一行は一
試行を表す。試行間での平均発火率（曲線）は 0.01s刻みで進む 0.1sの時間枠におい
て計算された。各曲線にある縦の線分は標準誤差を示す。 (b) 運動反復の試行にお
いて選択的に活動を増加させた単一ニューロンにおける、発火時刻のラスタープロッ
ト（点）と、試行間での平均発火率（曲線）。表示様式は(a)と同じ。 
 
図 8 文脈関連活動を示した 2 つの典型的な吻側帯状皮質運動野ニューロン。 (a) 
同一運動の反復回数に従い活動を徐々に増加させた単一ニューロンにおける、発火時
刻のラスタープロット（点）と、試行間での平均発火率（曲線）。ニューロン活動は
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同一運動の反復回数によって分類されている。左、報酬の開始に揃えられた活動。右、
次の運動の開始に揃えられた活動。ラスタープロットにおいて一行は一試行を表す。
試行間での平均発火率（曲線）は 0.01s 刻みで進む 0.1s のビンにおいて計算された。
各曲線にある縦の線分は標準誤差を示す。 (b) 同一運動の反復回数に従い活動を単
調に減少させた単一ニューロンにおける、発火時刻のラスタープロット（点）と、試
行間での平均発火率（曲線）。表示様式は(a)と同じ。 
 
図 9 文脈関連活動及び結果関連活動の両方を示した 2つの典型的な吻側帯状皮質運
動野ニューロン。 (a) 単一ニューロンにおける、発火時刻のラスタープロット（点）
と、試行間での平均発火率（曲線）。カラーの点及び曲線は運動反復の試行において
観察されたニューロン活動を示す。黒色の点及び曲線は運動切替の試行において観察
されたニューロン活動を示す。左、報酬の開始に揃えられた活動。右、次の運動の開
始に揃えられた活動。ラスタープロットにおいて一行は一試行を表す。試行間での平
均発火率（曲線）は 0.01s刻みで進む 0.1sのビンにおいて計算された。各曲線にある
縦の線分は標準誤差を示す。 (c) (a)で示された発火率が示す、行動文脈、報酬結
果に基づく、運動切替の行動価値への選択性の時間経過。発火率が示す、行動文脈、
報酬結果に基づく、運動切替の行動価値への選択性の強さ、を表す指標である CPD
は、それぞれ赤線及び黒線で示されている。時間スケールは(a)と同じ。 (b) 別な単
一ニューロンにおける、発火時刻のラスタープロット（点）と、試行間での平均発火
49 
 
率（曲線）。表示様式は(a)と同じ。 (d) (b)で示された発火率が示す、行動文脈、報
酬結果に基づく、運動切替の行動価値への選択性の時間経過。表示様式は(d)と同じ。 
 
図 10 文脈関連活動及び結果関連活動の両方を示した、吻側帯状皮質運動野ニュー
ロンの集団。 (a) 標準化された平均活動。各ニューロンにおいて、運動反復試行で
観察された反応の最大値を 1 に標準化した。表示様式は図 9a と同じ。各曲線にある
縦の線分は標準誤差を示す。 (b) 文脈関連活動（赤線）、結果関連活動（黒線）を
示したニューロンの個数の時間経過。時間スケールは(a)と同じ。 (c) ニューロン
集団の活動が示す、行動文脈、報酬結果に基づく、運動切替の行動価値への選択性の
時間経過。各ニューロンの発火率が示す、行動文脈、報酬結果に基づく、運動切替の
行動価値への選択性の強さ、を表す指標である CPD を、ニューロン集団内で平均し
た値が、それぞれ赤線及び黒線で示されている。標準誤差は縦の線分で示されている。
時間スケールは(a)と同じ。 (d) 吻側帯状皮質運動野、尾側帯状皮質運動野、前補
足運動野において、文脈関連活動または結果関連活動を示すニューロンの個数の、課
題関連ニューロンの個数に対する割合。 
 
図 11 証拠蓄積に基づく意思決定モデルからみた、行動文脈及び報酬結果に基づく
運動切替行動のメカニズム。赤色の棒はサルが行う運動反復を示し、緑色の棒の高さ
は運動に対する報酬量を示す。赤色の曲線は、吻側帯状皮質運動野ニューロンの活動
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において運動後一過性に表現される、行動文脈（運動反復回数）の蓄積量を示す。緑
色の曲線は報酬結果の蓄積量を示す。青色の曲線は運動切替を支持する証拠蓄積量を
示し、行動文脈及び報酬結果に基づく証拠の総量を表す。証拠蓄積量（青色の曲線）
が、黒色の点線で示される閾値を超えると、運動切替が起こる。 
 
図 12 吻側帯状皮質運動野、尾側帯状皮質運動野、及び前補足運動野に関する生理
学的及び解剖学的知見のまとめ。矢印は直接の線維連絡を示す。矢印の向きは投射方
向を示し、矢印の太さは投射の密度を示す。 
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報酬結果に基づく
行動調節
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（行動文脈の利用）
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