Abstract. We establish the almost sure validity of the multifractal formalism for R d -valued branching random walks on the whole relative interior of the natural convex domain of study.
Introduction and statement of the result
This paper deals with the multifractal analysis of R d -valued branching random walks. The case d = 1 is now well known, but it turns out that extending the known results to higher dimensions is not a direct application of the method used in dimension 1. Let us start with the setting of the problem.
Let N, X 1 , X 2 , · · · be a random vector taking values in N + × (R d ) N + . Then consider N u , X u1 , X u2 , · · · u∈ n≥0 N n + be a family of independent copies of the vector N, X 1 , X 2 , · · · indexed by the set of finite words over the alphabet N + (N 0 + contains the empty word denoted by ∅). Let T be the Galton-Watson tree with defining elements {N u }: we have ∅ ∈ T and, if u ∈ T and i ∈ N + then ui, the concatenation of u and i, belongs to T if and only if 1 ≤ i ≤ N u . Similarly, for each u ∈ n≥0 N n + , denote by T (u) the Galton-Watson tree rooted at u and defined by the N uv , v ∈ n≥0 N n + . For n ≥ 1 and u ∈ n≥0 N n + , denote T (u) ∩ N n + by T n (u).
We assume that E(N ) > 1 so that the Galton-Watson tree is supercritical. Without loss of generality, we also assume that the probability of extinction is equal to 0, so that P(N ≥ 1) = 1.
For each infinite word t = t 1 t 2 · · · ∈ N N + + and n ≥ 0, we set t |n = t 1 · · · t n ∈ N n + . If u ∈ N n + for some n ≥ 0, then n is the length of u and it is denoted by |u| (t |0 = ∅). Then, we denote by [u] the set of infinite words t ∈ N N + + such that t ||u| = u. [u], consisting of the infinite words t = t 1 t 2 · · · over N + such that for all n ≥ 0, t |n = t 1 · · · t n ∈ T .
After the strong law of large numbers, we know that, given t ∈ ∂T , we have, if the components of X are integrable and i.i.d., lim n→∞ 1 n S n (t) = E(X) almost surely, where S n (t) = n k=1 X t 1 ···t k . Since ∂T is not countable, the following question naturally arises : are there some t ∈ ∂T so that lim n→∞ 1 n S n (t) = α = E(X)? Multifractal analysis is a framework adapted to answer this question. Consider the set I of those α ∈ R d such that
These level sets can be described geometrically through their Hausdorff dimensions. They have been studied by many authors when d = 1, see for instance [11, 10, 15, 2, 6] ; all these papers also deal with the multifractal analysis of associated Mandelbrot measures (see also [12, 17, 14] for the study of Mandelbrot measures dimension).
The vector space R d is endowed with the canonical scalar product and the associated euclidean norm respectively denoted ·|· and · . For all x ∈ R d and r ≥ 0, B(x, r) stands for the closed Euclidean ball of radius r centered at x.
We will state our main result by using the notion of multifractal formalism (see [18] for an abstract vectorial multifractal formalism). Let us define the pressure like function
Let P * stand for the Legendre transform of the function P , where by convention the Legendre transform of a mapping f : R d −→ R is defined as the concave and upper semi-continuous function :
We say that the multifractal formalism holds at α ∈ R d if dim E(α) = P * (α).
For the sake of simplicity we will assume throughout that the logarithmic moment generating function
is finite over R d (see Section 3 for the relaxation of this assumption).
and
Our main result is the following.
Theorem 1.1. Suppose that P is finite over R d . With probability 1, for all α ∈ I, we have P * (α) = P * (α) and the multifractal formalism holds at α, i.e., dim E(α) = P * (α); in particular, E(α) = ∅.
In dimension 1, this result has been proved when N is not random in [2] , and in the weaker form, for each fixed α ∈ I, almost surely dim E(α) = P * (α), when N is random in [11, 10, 15, 6] . Further comments on this result and its possible improvements are given in Section 3.
Proof

Upper bounds for the Hausdorff dimension.
Proposition 2.1. With probability 1, P (q) ≤ P (q) for all q ∈ R d , and then
Proof. The functionsP and P being convex and thus continuous, we only need to prove the inequality P (q) ≤ P (q) for each q ∈ R d almost surely. Fix q ∈ R d . For s > P (q) we have
Consequently, n≥1 e −ns u∈Tn exp( q|S n (u) ) < ∞ almost surely, so that we have u∈Tn exp( q|S n (u) ) = O(e ns ) and P (q) ≤ s. Since s >P (q) is arbitrary, we have the conclusion.
Proposition 2.2. With probability 1, for all α ∈ R d , dim E(α) ≤ P * (α), a negative dimension meaning that E(α) is empty.
Proof. We have
Fix q ∈ R d and ǫ > 0. For N ≥ 1, the set E(q, N, ǫ, α) = n≥N t ∈ ∂T ; | q|S n (t) − nα | ≤ n q ǫ is covered by the union of those [u] such that u ∈ T n , n ≥ N , and q|S n (u) − nα + n q ǫ ≥ 0. We define the s-dimensional Hausdorff measure of a set E by
the infimum being taken over all the countable coverings (U i ) i∈N of E of diameters less than or equal to δ. Thus, for s ≥ 0 and n ≥ N ,
Consequently, if η > 0 and s > P (q) + η − q|α + q ǫ, by definition of P (q), for N large enough we have
If P * (α) < 0, we necessarily have E(α) = ∅.
2.2.
Lower bounds for the Hausdorff dimensions. For (q, p) ∈ J × [1, ∞), we define the function
and for q ∈ J and u ∈ T , we define the sequence
The sequence Y n (u, q) n≥1 is a positive martingale with expectation 1, which converges almost surely and in L 1 norm to a positive random variable Y (u, q) (see [12, 4] or [5, Theorem 1] ). However, our study will need the almost sure simultaneous convergence of these martingales to positive limits (see Proposition 2.3(1)).
Let us state two propositions, the proof of which is postponed to the end of this section. The uniform convergence part of Proposition 2.3 is essentially Theorem 2 of [5] , with slightly different assumptions. However, for the reader's convenience, and since the method used by Biggins will be used also in proving Propositions 2.4 and 2.7, we will include its proof. The second part of Proposition 2.3 defines the family of Mandelbrot measures built simultaneously to control the Hausdorff dimensions of the sets E(∇P (q)), q ∈ J , from below. Then Proposition 2.4 introduces suitable logarithmic moment generating functions associated with these measures to get the desired lower bounds via large deviations inequalities.
Proposition 2.3.
(1) Let K be a compact subset of J . There exists p K ∈ (1, 2] such that for all u ∈ n≥0 N n + , the continuous functions
In addition, for all n ≥ 0, σ {(X u1 , · · · , X uN (u) ), u ∈ T n } and σ {Y (u, ·), u ∈ T n+1 } are independent, and the random functions Y (u, ·), u ∈ T n+1 , are independent copies of Y (·).
(2) With probability 1, for all q ∈ J , the weights
define a measure on ∂T .
Proposition 2.4. Let K be a compact subset of J . There exists a compact neighborhood Λ of the origin such that, with probability 1,
Corollary 2.5. With probability 1, for all q ∈ J , for µ q -almost every t ∈ ∂T ,
Proof. It follows from Proposition 2.4 that there exists Ω ′ ⊂ Ω with P(Ω ′ ) = 1, and such that for all ω ∈ Ω ′ , for all q ∈ J , there exists a neighborhood of 0 over which
For each ω ∈ Ω ′ , let us define for each q ∈ J the sequence of measures {ν ω q,n } n≥1 as 
Let ǫ > 0, and for each q ∈ J let
where d is a Euclidean distance in R d . We have lim sup
then it follows from the definition of the Legendre transformation and the fact that
hence α belongs to the subgradient of L q at 0, which from Proposition 4.4 reduces to {∇L q (0)}. Now, due to the upper semi-continuity of the concave function L * q , we have
Consequently, for all q ∈ J , for n large enough, ν ω q,n (A q,ǫ ) ≤ e nγ q,ǫ/2 , i.e.
Then it follows from the Borel-Cantelli Lemma (applied with respect to µ q ) that for all q ∈ J , for µ q -almost every t ∈ ∂T , we have 1 n S n (t) ∈ B ∇ P (q), ǫ for n large enough. Letting ǫ tend to 0 along a countable sequence yields the desired conclusion.
Corollary 2.6. With probability 1, for all q ∈ J , the sequence of random measure (ν ω q,n ) n≥1 defined in (2) satisfies the following large deviation property: for all λ in a neighborhood of 0,
where
Proof. It is a consequence of Gärtner-Ellis theorem (see [8] ). We need a last proposition to get the lower bounds in Theorem 1.1. Its proof will end the section.
Proposition 2.7. With probability 1, for all q ∈ J , for µ q -almost every
Proof of the lower bounds in Theorem 1.1: From Corollary 2.5, we have with probability 1, µ q E(∇ P (q)) = 1. In addition, with probability 1, for µ q -almost every t ∈ E(∇ P (q)), from the same corollary and Proposition 2.7, we have
We deduce the result from the mass distribution principle (Theorem 4.3). Now, we give the proofs of the previous propositions.
2.3. Proofs of Propositions 2.3, 2.4 and 2.7. We start with several lemmas.
Then, for all nontrivial compact K ⊂ J there exists a real number 1 < p K < 2 such that for all 1 < p ≤ p K we have
Proof. Let q ∈ J , one has ∂φ ∂p (1 + , q) < 0 and there exists p q > 1 such that φ(p q , q) < 1. Therefore, in a neighborhood V q of q, one has φ(p q , q ′ ) < 1 for all q ′ ∈ V q . If K is a nontrivial compact of J , it is covered by a finite number of such
Proof. Since K is compact and the family of open sets J ∩ Ω 1 γ increases to J as γ decreases to 1, there exists γ ∈ (1, 2] such that K ⊂ Ω 1 γ . Takep K = γ. The conclusion comes from the fact that the function
The next lemma comes from [5] .
Lemma 2.10. If {X i } is a family of integrable and independent complex random variables with E(
Lemma 2.11. Let (N, V 1 , V 2 , · · · ) be a random vector taking values in N + × C N + and such that
a sequence of independent copies of (N, V 1 , · · · , V N ) and {M u } u∈ n≥0 N n + a sequence of copies of M such that for all n ≥ 1, the random variables M (u), u ∈ N n + , are independent, and independent of (N u , V u1 , V u2 , . . .) u∈
We define the sequence (Z n ) n≥0 by Z 0 = E(M ) and for n ≥ 1
There exists a constant C p depending on p only such that for all n ≥ 1
Proof. The definition of the process Z n gives immediately that
For each n ≥ 1 let F n = σ (N u , V u1 , . . .) : |u| ≤ n − 1 and let F 0 be the trivial sigma-field. The random variable Z n − Z n−1 is a weighted sum of independent and identically distributed random variables with zero mean, namely the random variables
, which are independent of F n−1 . Applying the Lemma 2.10 with
, u ∈ T n , conditionally on F n−1 , and noticing that the weights
It is easy to see that E
we get
Then from the inequality (4), we get
It follows from the Lemma 2.10 applied with
, and from the independence of M (ui) and
Finally, we have
Now we prove Propositions 2.3, 2.4 and 2.7.
Proof of the Proposition 2.3: (1) Recall that the uniform convergence result uses an argument developed in [5] . Fix a compact K ⊂ J . By Lemma 2.9 we can fix a compact neighborhood K ′ of K and p K ′ > 1 such that
By Lemma 2.8, we can fix 1 < p K ≤ min(2,p K ′ ) such that sup q∈K φ(p K , q) < 1. Then for each q ∈ K, there exists a neighborhood V q ⊂ C d of q, whose projection to R d is contained in K ′ , and such that for all u ∈ T and z ∈ V q , the random variable
is well defined, and we have
where for all z, z ′ ∈ C d we set
z izi , and
By extracting a finite covering of K from q∈K V q , we find a neighborhood
Since the projection of V to R d is included in K ′ and the mapping z → E N i=1 e z|X i is continuous and does not vanish on V , by considering a smaller neighborhood of K included in V if necessary, we can assume that
Now, for u ∈ T , we define the analytic extension to V of Y n (u, q) given by
We denote also Y n (∅, z) by Y n (z). Now, applying Lemma 2.11, with V i =
and M = 1, we get
With probability 1, the functions
Furthermore Jensen's inequality and Fubini's Theorem give
∞. This implies, z → Y n (z) converge uniformly, almost surely and in L p K norm over the compact D(z 0 , ρ) to a limit z → Y (z). This also implies that
Since K can be covered by finitely many such polydiscs D(z 0 , ρ) we get the uniform convergence, almost surely and in L p K norm, of the sequence (q ∈ K → Y n (q)) n≥1 to q ∈ K → Y (q). Moreover, since J can be covered by a countable union of such compact K we get the simultaneous convergence for all q ∈ J . The same holds simultaneously for all the function q ∈ J → Y n (u, q), u ∈ n≥0 N n + , because n≥0 N n + is countable.
To finish the proof of Proposition 2.3(1), we must show that with probability 1, q ∈ K → Y (q) does not vanish. Without loss of generality we can suppose that
denote by E I the event {∃ q ∈ I : Y (q) = 0}. Let I 0 , I 1 , · · · , I 2 d −1 stand for the 2 d dyadic subcubes of I in the next generation. The event E I being a tail event of probability 0 or 1, if we suppose that P (E I ) = 1, there exists j ∈ {0, 1, · · · , 2 d − 1} such that P (E I j ) = 1. Suppose now that P (E K ) = 1. The previous remark allows to construct a decreasing sequence (I(n)) n≥0 of dyadic subscubes of K such that P (E I(n) ) = 1. Let q 0 be the unique element of ∩ n≥0 I(n). Since q → Y (q) is continuous we have P (Y (q 0 ) = 0) = 1, which contradicts the fact that (
(2) It is a consequence of the branching property
Proof of Proposition 2.4: Let K be a compact subset of J . For all q ∈ K, there exists a compact neighborhood Λ of the origin such that {q + λ : q ∈ K, λ ∈ Λ} ⊂ J . Let R = {q + λ : q ∈ K, λ ∈ Λ}. For q ∈ K and λ ∈ Λ we define
As in the proof of Proposition 2.3, we can find p R ∈ (1, 2] and a neigh-
are well defined on V × V Λ , and
then, with probability 1, (z, z ′ ) → Z n (z, z ′ ) converges uniformly on D(z 0 , ρ)× D(z ′ 0 , ρ) to a limit Z(z, z ′ ), whose restriction to K × Λ can be shown to be positive, in the same way as Y (·) was show to be positive. Since K ×Λ can be covered by finitely many polydiscs of the previous form D(z 0 , ρ) × D(z ′ 0 , ρ), we get the almost sure uniform convergence of Z n (q, λ) over K × Λ to Z(q, λ) > 0, hence the almost sure uniform convergence of 1 n log(Z n (q, λ)) to 0 over K × Λ. Then the conclusion comes from the fact that, for (q, λ) ∈ K × Λ, one has
Now we prove (5). Given (z, z ′ ) ∈ V × V Λ , applying Lemma 2.11 with
, we obtain the conclusion (5).
Proof of the Proposition 2.7 Let K be a compact subset of J . For a > 1, q ∈ K and n ≥ 1, we set
It is sufficient to show that for E ∈ {E + n,a , E − n,a },
Indeed, if this holds, then with probability 1, for each q ∈ K and E ∈ {E + n,a , E − n,a } n≥1 µ q (E) < ∞, hence by the Borel-Cantelli lemma, for µ qalmost every t ∈ ∂T , if n is big enough we have
Letting a tend to 1 along a countable sequence yields the result. Let us prove (6) for E = E + n,a (the case E = E − n,a is similar). At first we have,
where M (u) = sup q∈K Y (u, q) and ν > 0 is an arbitrary parameter. For q ∈ K and ν > 0, we set
= e P (q) = 0. Then, there exists a
Lemma 2.12. Fix a > 1. For z ∈ U K and ν > 0, let
There exists a neighborhood V ⊂ C d of K and a positive constant C K such that, for all z ∈ V , for all integer n ≥ 1,
where p K provided by Proposition (2.3).
Proof. For z ∈ U K and ν > 0, let
then the Lemma is now proved.
With probability 1, the functions
Since a > 1 and p K − 1 > 0, we get (6).
Remarks
(1) To estimate the dimension of the measure µ q , we could have introduced, the logarithmic generating functions
and studied their convergence in the same way as L n (q, s) was studied in Proposition 2.4. However, we would have had to find an analytic extension of the mapping q → Y (q) 1+s , almost surely in a deterministic neighborhood of any compact subset of J in order to apply the technique using Cauchy formula. It turns out that the existence of such an extension is not clear, but assuming its existence, the same approach as in the proof of Corollary 2.5 would give the Hausdorff dimension of µ q . If we only seek for a result valid for each q ∈ J almost surely, then it is not hard to get the almost sure uniform convergence of s →L n (q, s) in a compact neighborhood of 0 towards s → P (q(1 + s)) − (1 + s) P (q), and the same approach as that of Corollary 2.5 yields the dimension of µ q .
(2) The method used in this paper is not a direct extension of that used in [2] for the case d = 1 on homogeneous trees. Indeed, in [2] the complex extension is used to build simultaneously the measures µ q , but the proof that, uniformly in q, µ q is carried by E(P ′ (q)) and has a Hausdorff dimension P (q) − qP ′ (q) uses a real analysis method, which seems hard to extend in general when d ≥ 2. Indeed, such an extension should use the injection of Sobolev spaces of the form W 1,p (U ) (U an open subset of R d ) into a space of Hölder continuous functions [16, p. 28 ] to control the uniform convergence of series like n≥1 Z n (q, λ) in the proof of Proposition 2.4; however, such an inclusion requires p > d ≥ 2, so that we leave the range of orders of moments for which we have nice controls thanks to Lemma 2.10.
(3) Our assumptions can be relaxed as follows. We could assume that P is finite over a neighborhood V of 0, consider J V = {q ∈ V : P (q) − q|∇ P (q) > 0} ∩ Ω 1 , Then the same conclusions as in Theorem 1.1 hold with I = {∇ P (q) : q ∈ J V }.
(4) Suppose that P is finite over R d , and without loss of generality that it is strictly convex. Then I is open, and one can show that I = {α ∈ R d : P * (α) ≥ 0}. Even if J ⊂ Ω 1 so that we achieved the multifractal analysis on I, it remains the non trivial question of the Hausdorff dimension of E(α) for α ∈ ∂I. This problem cannot be solved by the method used in this paper. In dimension 1, this boundary consists of two points, and the question has been partially solved in [2] and completly in [3] by buiding a suitable random measure (not of Mandelbrot type) on E(α). It would be easy to adapt the same method to show here that if α ∈ ∂I is of the form ∇ P (q) with P * (α) = 0, or if α ∈ ∂I and there exists q 0 ∈ R d such that α = lim λ→∞ ∇ P (λq 0 ), then we have E(α) = ∅ and dim E(α) = P * (α).
In [1] , a new approach unifying the cases α ∈ I and α ∈ ∂I is used to proved that almost surely, for all α ∈ I we have E(α) = ∅ and dim E(α) = P * (α), without any reference to Ω 1 .
(5) It is worth mentioning that a simple consequence of the proof of the previous result is the following large deviation property, which could also be deduced from [5] : With probability 1, ∀ α ∈ I, lim ǫ→0 lim n→∞ 1 n log #{u ∈ T n : S n (u) − nα ≤ nǫ} = P * (α).
Indeed this property essentially follows from the fact that for all β ∈ B(α, ǫ), {[u] : u ∈ T n , S n (u) − nα ≤ nǫ} form, for n large enough, a sequence of coverings of diameter tending to 0 of a subset E of E(β) with dim E = dim E(β) = P * (β). Hence lim inf n→∞ 1 n log #{u ∈ T n : S n (u) − nα ≤ nǫ} ≥ sup β∈B(α,ǫ) P * (β); the other inequality lim sup n→∞ 1 n log #{u ∈ T n : S n (u)−nα ≤ nǫ} ≤ sup β∈B(α,ǫ) P * (β) follows from Chernoff inequalities.
