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We propose a spatio-temporal quench protocol that allows for the fast preparation of ground
states of gapless models with Lorentz invariance. Assuming the system initially resides in the
ground state of a corresponding massive model, we show that a superluminally-moving ‘front’ that
locally quenches the mass, leaves behind it (in space) a state arbitrarily close to the ground state
of the gapless model. Importantly, our protocol takes time O (L) to produce the ground state of a
system of size ∼ Ld (d spatial dimensions), while a fully adiabatic protocol requires time ∼ O (L2)
to produce a state with exponential accuracy in L. The physics of the dynamical problem can be
understood in terms of relativistic rarefaction of excitations generated by the mass front. We provide
proof-of-concept by solving the proposed quench exactly for a system of free bosons in arbitrary
dimensions, and for free fermions in d = 1. We discuss the role of interactions and UV effects
on the free-theory idealization, before numerically illustrating the usefulness of the approach via
simulations on the quantum Heisenberg spin-chain.
Introduction. A central challenge in harnessing the
power of artificial quantum matter—for quantum com-
puting and other technological purposes or for theo-
retical investigation—is that of quantum state prepa-
ration. While much progress has been made in engi-
neering extremely isolated quantum systems—ultracold
atoms in optical lattices1–4 or traps5,6, nitrogen vacancy
centers7–12, ion traps13–15, superconducting qubit struc-
tures16–19—as these systems grow more complex, it be-
comes harder to devise equally elaborate tools to manip-
ulate them while maintaining isolation from sources of
decoherence. It is thus important to find theoretical an-
swers to how fast and efficiently specific quantum states
can be prepared, and the minimum set of knobs required
to do so.
In this regard, adiabatic evolution has served as a ba-
sis for many investigations (cf. Ref.20). In its simplest
form, the idea is to prepare the system in an eigen-
state of a Hamiltonian that is easily accessible and sub-
sequently tune the Hamiltonian slowly so that this eigen-
state evolves into the target state. The limitation of
this approach is speed; to avoid exciting the system in
the process, the time taken must be of the order of the
inverse-square of the smallest instantaneous spectral gap
between the target and excited states, a quantity which
diverges in the thermodynamic limit for many systems of
interest.
To achieve faster state preparation, recent work has
proposed engineering counter-diabatic drives21–23 that
counter the production of excitations during adiabatic
evolution, or more radically, introducing ‘optimum-
control’ protocols24–27 (including ‘bang-bang’ proto-
cols28–31) that entirely dispense with the adiabatic
ansatz. As of now, a transparent theoretical prescrip-
tion for diabatic protocols exists only for finite-size sys-
tems and how these insights may be extended to generic
thermodynamically-large systems (although approximate
methods exist for thermodynamically large systems with
powerful classical descriptions24,32) is unclear. Another
FIG. 1. The protocol: the local mass is tuned to zero along
a front moving at superluminal speed vs > c. As vs → c+,
right-moving waves form a shockwave carrying all the energy
released in the quench, while the region x < ct, populated only
by infinitely red-shifted left-moving waves is left unexcited.
body of work33,34 has proposed spatial quenches wherein
a (large) chunk of the system serves as a bath to suck out
entropy from the subsystem of interest.
In this letter, we provide a novel example of a diabatic
protocol for preparing the ground state of a class of gap-
less systems—those with emergent Lorentz invariance—
starting from the ground state of a corresponding model
with an additional mass term that opens up a gap.
Such models naturally arise in the low-energy descrip-
tion of various condensed-matter systems, including one-
dimensional quantum gases35 and the Hubbard model at
half-filling36. We assume that the ground state of the
massive model is easier to prepare due to the presence
of a gap. Our approach differs from previous approaches
inspired by adiabatic evolution in that the method does
lead to generation of excitations in the system. Instead
our strategy is to invoke the symmetry of the model to
‘shepherd’ excitations in such a way that a thermody-
namically large region is left entirely unexcited.
Specifically, we consider performing a spatio-temporal
quench37,38 wherein the local mass/gap is tuned to zero—
abruptly, or on some time-scale τ—along a superluminal
trajectory x = vst, and uniformly in the other spatial
coordinates, as illustrated in Fig. 1. Here the speed vs >
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2c, c being the speed of “light” in the emergent critical
model describing the excitation spectrum ωk = ck. The
quench front then serves as a source of excitations that
emanate from the point x = vst, and travel onwards in
all directions. Due to the motion of the front, right-
moving excitations get blue-shifted and are populated
at higher energies, while left-movers get red-shifted and
carry less energy. As the quench speed vs approaches
the speed of sound (from above), the associated Doppler
factor diverges and the left-moving modes are left entirely
unpopulated.
In the one-dimensional case, and for non-interacting
models, this chirality in excitations has a huge conse-
quence: the region x < ct is only populated by left-
moving excitations (right-movers move past into the re-
gion between x > ct and x < vst) and is left cold. These
notions also apply in higher dimensions, albeit with some
modifications. We provide proof-of-concept via an ex-
act solution for the quench problem for free relativistic
bosons (in arbitrary dimensions) and fermions (in one di-
mension) for the locally instantaneous case (τ = 0, finite
vs). Our protocol takes time ∼ O(L/c) to produce a state
that is arbitrarily close to the true ground state of the
massless theory. We show that a spatially-uniform, adi-
abatic protocol (vs = ∞, finite τ) by contrast produces
a state that is exponentially close to the ground state in
time ∼ O (L2), parametrically slower than our proposed
protocol.
Next, we describe how our results apply to a general
setting with interactions, band-curvature and ultraviolet
effects. In this regard, we note that the total energy pro-
duced in the quench protocol for τ = 0 is, in fact, inde-
pendent of vs. This implies that cooling occurs only due
to spatial segregation of hot and cold regions and may be
spoiled by interactions that favor homogenization. We
argue that introducing a finite τ (that does not scale as
L) solves this issue: a new time-scale τ ′ = γsτ emerges
and controls the adiabaticity of the process. This time-
scale diverges in the limit vs → c as the Lorentz dilation
factor γs = 1/
√
1− 1/v2s diverges. Thus, the superlumi-
nal front enhances the time-scale τ that introduces adia-
baticity. We numerically validate the effectiveness of our
protocol via simulations of an anti-ferromagnetic Heisen-
berg spin chain with a gap induced by local alternating
magnetic fields, as well as a classical model of phonons.
At the time of writing, we became aware of a simi-
lar proposal39,40 in the Kibble-Zurek literature wherein
a critical velocity for front propagation was proposed us-
ing scaling arguments. Our work demonstrates why this
critical velocity is exactly c and the importance of rela-
tivistic effects in engendering perfect cooling. Moreover,
Ref.39 considers a trans-critical protocol (transforming
one gapped state into another, passing through a criti-
cal point) as opposed to our work which focusses on the
creation of the critical ground state itself. A description
of scaling properties of correlations in such inhomoge-
neous protocols, in the spirit of Ref.41, will be discussed
in forthcoming work.
Model. We study the following class of quench models
described by the Lagrangian density Lb:
Lb = ∂µφ · ∂µφ−m2φ2f [(x− vst) / (vsτ)] , (1)
with f(x) = 12 [1 + tanh(x)]. We set c ≡ 1; ∂µ ≡ (∂t,∇)
and ∂µ ≡ (∂t,−∇). The function f is such that at time
t = −∞ the local mass is finite everywhere, and given
by m, while at t = ∞, the mass vanishes. The fields
satisfy the usual commutation relations for relativistic
fields42, and live in d dimensions in a finite box of linear
dimension L. We assume that the system initially resides
in the ground state of the massive model.
The massless Lagrangian arises naturally in the low-
energy limit of a range of one-dimensional systems, in-
cluding the Heisenberg model43, interacting Bose and
Fermi gases35, or in two-dimensions, for the spin-wave
excitations in the Hubbard model at half-filling36, etc..
A local gap in spin models may be opened by applying
local magnetic fields or dimerization, for instance.
Solution for τ = 0, finite vs. Here, f(x) = Θ(x), and
the solution proceeds as follows. The field operator at
all times t < x/vs can be written in terms of a mode
expansion φ(x, t < x/vs) =
∑
n
[
bnvn(x, t) + b
†
nv
∗
n(x, t)
]
,
where vn are solutions to the massive Klein-Gordon equa-
tions, and bn are bosonic operators associated with these
modes. We work in the Heisenberg picture, fixing the
initial state to |0〉 defined by the condition bn |0〉 = 0∀n.
It is important that vs > c; this ensures that no pertur-
bations (that travel at finite speed c) due to the quench
at x = vst affect the space-time region t < x/vs and the
mode expansion above remains valid.
For times t > x/vs, the evolution of the field opera-
tor is described in terms of the massless solutions un:
φ(x, t > x/vs) =
∑
n
[
bnγn(x, t) + b
†
nγ
∗
n(x, t)
]
, where
γn =
∑
m [αn,mum + βn,mu
∗
m], is determined by match-
ing boundary conditions, that is, Dγn(x, t = x/vs) =
Dvn(x, t = x/vs) with D ∈ {1, ∂t, ∂x}. The task of find-
ing the ‘Bogoliubov’ coefficients αn,m and βn,m is central
to the solution of the problem, and is described in detail
in the supplemental material (SM). All correlations of
the field operators subsequent to the quench can be eval-
uated using the above expansion, and Wick’s theorem
applied on the state |0〉.
Chiral emanation. The energy density after the
quench can be evaluated as (x, t) =
∑
n |∇γn|2 +
|∂tγn|2 ≈
∑
k ωkNk |uk(x, t)|2. The last approximate
equality is valid in the infinite size limit, neglecting time-
dependent terms involving products of wave-functions
with two different momenta or terms of the form uk ·
u−k ∼ e−2iωkt which rapidly dephase. The population of
modes is dependent on the direction kˆ of the mode with
momentum k:
Nk =
(
Ωη(θ)k − ωη(θ)k
)2
4Ωη(θ)kωη(θ)k
η(θ)ωkm→ m
4η(θ)ωk
(2)
where Ωk ≡
√
k2 +m2, ωk ≡ k and η(θ) = γs(1 −
3FIG. 2. (a) The energy density at (x,t) is determined by tracing the excitations impending on it to the quench front. At tq, the
end of the quench, th.(x) is uniform in the region x > ctq. (b) th.(x) for us = 0.5 for various d. For d > 1, the curve is smooth
for x ≤ ctq = 0. (c) th.(x) in d = 2, for us = {0, 0.4, 0.6, 0.8, 0.9}; inset is minxth.(x) as a function of us for d = {1, 2, 3}. The
’hot’ region grows slimmer and the transition into the ‘cold’ region grows sharper as us → 1.
us cos θ) where us = 1/vs < 1. θ ranges from 0 for right-
movers to pi for left-movers. For the uniform quench
(vs = ∞) we note that η(θ) = 1. For vs → c+,
η(0) ≡ 1/η0 → 0, while η(pi) = η0 → ∞. This implies
that the energy Nkωk carried by left-moving waves goes
to zero in this limit. In higher dimensions, most of the
emission occurs in directions perpendicular to the motion
of the front. Cooling in higher dimensions is based on
the fact η(pi/2) = γs also diverges in this limit vs → c+;
this Doppler shift of orthogonally emitted radiation is a
purely relativistic effect.
Energy density after quench. To calculate the full
space- and time-dependence of the energy density in the
system, slow time-dependent correlations cannot be ne-
glected. Their effect however can be captured using a
simple physical picture of ‘heat waves’ as described in
Ref.38 for d = 1, but which we find to be valid generally.
In particular, excitations emanate from the quench front,
carrying an energy ωkNk which depends on kˆ. The en-
ergy density at any point in space-time is given by the av-
erage energy of all excitations emanating from the quench
front and ending at this point (numerical verification in
SM). Here we focus on the aspect of ‘cooling’ and calcu-
late the energy density at the time the quench ends, tq.
First, note that the energy carried by waves emitted in
the θ direction is given by θ ∝
∫m/η(θ)
kd−1dk ωkNk ∝
m
4
1
η(θ)d+1
1
Ldm
, where Ldm = (m/c)
d has dimensions of vol-
ume. Higher momenta modes yield a parametrically sim-
ilar contribution. (Note that UV divergences occur for
d ≥ 3 but these can eliminated using finite τ .) In d = 1,
th.(x) =
1
η20
Θ(−x+ct)+ 12
(
η20 +
1
η20
)
Θ(x−ct); thus, the
energy density goes to zero for x < ct. Using the picture
in Fig. 2 (a), we find for d > 1,
th. (x, tq) =
∫ θx
0
sind−2 θ θ +
∫ pi−θx
0
sind−2 θ θ∫ pi
0
dθ sind−2 θ
,
θx = Re
[
cos−1
(−(x+ L/2)
usL
)]
. (3)
where sind−2 θ is the appropriate angular measure in di-
mension d > 1. Some features of the energy density in
different dimensions is shown in Fig. 2. Importantly, a
thermodynamically large portion is always observed to
become infinitely cold as vs → c+.
Infinite accuracy. The above discussion assumed the
limit L→∞ to find the energy of excitations being em-
anated in different directions; distinction between ‘left’
and ‘right’ are not valid for modes with momenta ∼ 1/L.
The population of these modes is instead found to scale
as Nk =
m
4γs
. Importantly, a) this population goes to zero
as vs → c+; b) it can be shown that this result is not af-
fected by finite L (a technical discussion and numerical
confirmation is presented in SM). Thus, the population
of the lowest momentum modes can be tuned arbitrarily
close to zero in our protocol.
Adiabatic Cooling: Solution for finite τ , vs = ∞. In
this case, the quench occurs uniformly in space, but on
some time-scale τ . The time-dependent equations of mo-
tion can be solved exactly for fixed momenta to find two
complete sets of modes uad.k and v
ad.
k that behave like the
massless and massive modes uk and vk at t = ∞ and
t = −∞ respectively—for details of the solution, see Sec-
tion 3.4 of Ref.44 where an analogous problem is solved
in the context of a time-dependent metric tensor instead
of a time-dependent mass. Thus, one can assume to be
initially in the ground state with respect to quanta bad.k
of the modes vad.k . The population of the quanta a
ad.
k of
the modes uad.k ,
〈
a†ad.k a
ad.
k
〉
, can be found exactly once
βk in a
ad.
k = αkb
ad.
k −βkb†ad.(−kx,k⊥) is determined. We find
Nad.k = |βk|2 =
sinh2
(
pi
2 τ(Ωk − ωk)
)
sinh (piτωk) sinh (piτΩk)
kτ−1−→ e−2piωkτ .
(4)
One can easily check that to obtain an energy density
(x) ∼ e−L in this adiabatic protocol, the time required
scales as τad. ∼ O(L2). Thus, our proposed diabatic
protocol which takes time ∼ O(L) is faster and more
efficient than the adiabatic protocol.
Bosons vs. fermions. We note that the fundamental
conclusions above are not changed for relativistic theories
4FIG. 3. (a) Energy per phonon mode at fixed momentum k; For large vs all modes are uniformly excited. As vs → 1, low energy
‘critical’ modes are cooled, but UV modes remain unaffected. The population of UV modes can be controlled by increasing
τ . (b) t-DMRG simulation of Heisenberg chain for hz = 3, τ = 2, and vs/c = 3.2/pi. The initial state has energy ∼ 20% of
band-width above ground state energy and is readily converted to a state with energy density ∼ 0.62%. A linear ramp yields
a state that is 3 times hotter in the same time. (c) Quantitative plot of the energy density in the middle half of the chain;
hz = 3, τ = 0.1, as a function of vs. The energy of the middle-half of the chain is seen to lie below (0)/γs and follow (0)/η0
for a large range of vs.
with different statistics. We examine this in the context
of free relativistic fermions in d = 1, governed by the ac-
tion Lf = iψ¯∂µγµψ−mψ¯ψf [(x− vst) / (vsτ)]. We again
calculate the results for τ = 0, finite vs by performing
an appropriate mode expansion in terms of massive and
massless before and after the quench, respectively, and
matching the spinor components at the front; details in
SM. We find occupation numbers
NFk =
Ωη(θ)k − ωη(θ)k
2Ωη(θ)k
η(θ)km−→ 1
2
. (5)
Thus, for fermions, we find that excitations are popu-
lated up to a ‘chemical potential’ that is Doppler-shifted
∼ m/η(θ), as opposed to the bosonic case where the pop-
ulation at low momenta can be captured by a Doppler-
shifted effective temperature38,45.
Realistic models: Combination of adiabatic and super-
luminal cooling. For τ = 0, all cooling occurs due to spa-
tial separation of cold and hot regions—
∫
dx th.(x, tq) =
1, and thus independent of vs. Thus, one may anticipate
interactions, which lead to a homogenization of the total
energy, spoil the cooling effect. We now provide argu-
ments showing how the introduction of finite τ resolves
this issue. First, we note that the superluminal quench
can be analyzed in a Lorentz-boosted frame moving at
speed us = 1/vs < 1. In this frame, the quench oc-
curs uniformly in space. This analogy is clearly useful
for τ = 0: one may recover the result of the superlumi-
nal quench, Eq. (2), using the uniform, adiabatic quench
result in Eq. (4) and Doppler shifting the momenta to
obtain population of modes in the laboratory frame.
For large momenta k  1/L, we can ignore the break-
ing of Lorentz symmetry by the walls, and use the above
intuition to find the population of modes at finite τ and
vs. In the boosted frame, the mass term transforms as
f [(x− vst)/(vsτ)] → f [−t′/τ ′]; thus τ ′ = γsτ emerges
as the effective time-scale for the quench in the boosted
frame. Doppler-shifting back into the laboratory frame,
we find that the population of modes begins to decay
exponentially for η(θ)ωk  m, τ−1/γs. Thus, the cut-
off in Eq. (2) is now set by m/γs for τ
−1 ≈ m in-
stead of m. This implies that the average energy density
ss.+ad. = ss./γ
d
s goes to zero in the limit vs → c+ for
finite τ . This suggests that the protocol can be useful for
preparing the ground state of interacting models.
UV effects. The linear dispersion ωk = ck is crucial to
the Doppler physics we rely on for our diabatic protocol.
Beyond a certain energy scale (for instance, set by the lat-
tice), this assumption breaks down and UV modes have a
k-dependent group velocity vg(k) < c. The effective cool-
ing/heating factor for these modes can be estimated46 as
before with γs(k) = 1/
√
1− (vg(k)/vs)2—this is going
to deviate minimally from 1 when vg(k) is much smaller
than c. UV modes are thus excited in a non-chiral way. In
the event that the UV scale Λ < m/η(θ) and τ ′−1/η(θ),
we expect the energy density θ ∼ 1/η(θ), which is yet
different from previous cases. In d = 1, this predicts a
cold region with energy density m/4η0 separated from a
hot region with energy density γsm/4; the average energy
density is m/4γs.
We next describe simulations of the proposed quench
on a classical model of non-interacting phonons to study
UV physics, and subsequently study its efficacy on an
interacting model—the Heisenberg spin chain.
Classical phonons. We perform simulations for the
classical system with Hamlitonian, H = 12
∑
i(xi −
xi+1)
2 + v2i + m
2x2i with m being quenched as in
Eq. (1). Every mode is given an initial energy k ∼√
m2 + 4sin2(q/2), akin to the vacuum point energy in
an equivalent quantum model. We simulate the dynam-
ics of the system with the superluminally quenched mass.
5This allows us to verify some of the above expectations
for finite τ and vs; see Fig. 3 (a).
Heisenberg chain. We next perform time-depdendent
DMRG simulations (using the iTensor package47) of the
anti-ferromagnetic Heisenberg spin chain with a local
alternating magnetic field setting the mass. A two-
dimensional version of this model applies to the low-
energy physics of the half-filled Fermi-Hubbard model,
currently of interest in several ultra-cold atom experi-
ments. The Hamiltonian reads H = J
∑
x Sx · Sx+1 +∑
x(−1)xh(x, t), where the magnetic field h(x, t) is elim-
inated from the center outward according to the func-
tional form set by hzf(x) as in Eq. (1). In the non-
interacting assumption, we expect that the middle re-
gion x ∈ [L/2 − ct, L/2 + ct] is illuminated by only cold
excitations moving against the front, while the remain-
ing region is illuminated by an admixture of both hot
(moving along with the front) and cold excitations—the
boundaries between these regions should get blurred due
to interactions. In the interest of practicality we focus of
the half system in the middle, x ∈ [L/4, 3L/4] and test
the claim that the average energy density in this region
is below the average energy density ∼ 1/γs (as expected
from above considerations) in the entire system.
Summary and conclusions. In this work, we provided
a non-adiabatic method for preparing the ground states
of models with Lorentz symmetry. An exact analysis
was presented for free relativistic bosons and fermions
while analytical arguments and numerical simulations
were used to examine the usefulness of our approach for
realistic systems with UV effects and interactions. Our
protocol should be accessible in experiments in a wide
range of setups hosting artificial quantum matter14,48,
particularly ultra-cold atoms1,2,49,50, where an adapted
version may serve as an alternate route to preparation of
the low-energy state of the Hubbard model at half-filling.
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I. FORMALISM FOR FREE BOSONS FOR τ = 0
The problem is specified by the following action and
commutation relations:
S =
K
2
∫
dt
∫ L/2
−L/2
dx
∫
dd−1r⊥
[
(∂tφ)
2 − (∂xφ)2 − (∇⊥φ)2 −m2Θ(x− vst)φ2
]
,
[φ(x, t), pi(x′, t)] = iδ(x− x′), [φ(x, t), φ(x′, t)] = 0, [pi(x, t), pi(x′, t)] = 0, where pi ≡ K∂tφ. (1)
We set the speed of sound, c = 1; the parameter K con-
trols fluctuations and determines the form of correlations.
We impose the boundary condition φ(x = −L/2, t) =
φ(x = L/2, t) = 0 at the edges of the system. We as-
sume that the field φ initially resides in the ground state
of the massive theory with mass m. Due to the light-
cone bound on propagation in the system, all correlations
along or prior to the space-like front of the quench are
unaffected by the quench process.
A. Method of solution
1. General principle.
The field φ(x, t) prior to the quench (t < x/vs) is de-
scribed by a mode-expansion in terms of a complete set of
solutions of the massive Klein-Gordon equation, vn(x, t)
and v∗n(x, t):
φ(x, t) =
1√
K
∑
n
[
bnvn(x, t) + b
†
nv
∗
n(x, t)
]
. (2)
Note that, the modes vn correspond to positive fre-
quency solutions ∼ e−iωnt, with ωn > 0 of the KG
equation, while v∗n correspond to negative frequency so-
lutions. The coefficients bn and b
†
n associated with
these modes satisfy the bosonic commutation relations,
[bn, b
†
m] = δn,m, [b
(†)
n , b
(†)
m ] = 0. These define the initial
state via the relation bn |0〉 = 0 for all n, that is, the state
is a vacuum of all massive excitations.
After the quench the field operator evolves according to
the massless KG equation. Thus, the above mode expan-
sion is not valid for t > x/vs. In order to find correlations
for subsequent times, it is useful to find an expansion of
the massive modes, vn(x, t), in terms of a complete basis
of massless solutions, um(x, t), and u
∗
m(x, t), that holds
at the quench front, x = vst. In particular, define the
‘Bogoliubov’ coefficients αn,m and βn,m (this terminol-
ogy is standard in the literature on quantum fields in
curved space-time, see Ref.1) such that
Dvn
∣∣
x=vst
=
∑
m
[
α∗n,mDum − βn,mDu∗m
] ∣∣
x=vst
(3)
where D = 1, ∂x, or ∂t. Then the evolution of the
field operator for times t > x/vs can be described by the
expansion
φ(x, t > x/vs) =
1√
K
∑
n
[γn(x, t)bn + γ
∗
n(x, t)bn] ,
where γn(x, t) =
∑
m
[
α∗n,mum(x, t) + βn,mu
∗
m(x, t)
]
.
(4)
The correlations of the field operators at space-time
points (x, t) with t > x/vs can be easily evaluated using
this expansion and applying Wick’s theorem with the
state |0〉.
2. KG inner product and normalization of modes.
To normalize the modes and determine the coefficients
αn,m and βn,m, we use the Klein-Gordon inner product
1,2
which is defined in a covariant form as follows: for two so-
lutions φa and φb of the KG equations, the inner product
is
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2(φa, φb) = −i
∫
ddr
√
gnµJ
µ
(a,b)(r),
where, Jµ(a,b) = (φa∇µφ∗b − φ∗b∇µφa). (5)
Here the integral is over all space, g is the determi-
nant of the induced metric on space-like coordinates and√
gddr is the covariant volume element, nµ is a future-
directed time-like unit vector normal to the space-like
hypersurface, and Jµ(a,b) is called the Klein-Gordon cur-
rent. If φa and φb satisfy the same Klein-Gordon equa-
tion (massive or massless), then it is easy to check that
∇µJµ(a,b) = 0. Thus, the Klein-Gordon current is associ-
ated with a conservation law: the integral of the charge,
nµJ
µ over all space, is constant over time. We note ad-
ditionally:
(a) If the modes vn form a complete set of modes ac-
cording to the KG inner product, that is, (vn, vm) =
δn,m, (vn, v
∗
m) = 0, and the mode operators bn satisfy
[bn, b
†
m] = δn,m, [b
(†)
n , b
(†)
m ] = 0, then the field operators
(and its conjugate) satisfy the correct commutation rela-
tions as described in Eq. (1). A proof of this is discussed
in Ref.
(b) From its formulation in Eq. (5), it is explicit that
the KG inner product is invariant under transformation
into a coordinate system which admits a separation be-
tween time-like and space-like coordinates, that is, the
metric is of the form ds2 = [N(x, t)]2dt2−gab(x, t)dxadxb.
Thus, the normalization relations (un, um) = δn,m,
(vn, vm) = δn,m, etc. are invariant under such coordi-
nate transformations.
(c) The above two properties imply that under a
Lorentz transformation of the coordinates (without any
change in the operators bn, b
(†)
n ), the field operators con-
tinue to satisfy the commutation relations in Eq. (1) in
the transformed coordinates as appropriate for a rela-
tivistic field.
(d) Note that the KG inner product additionally sat-
isfies (φa, φb) = −(φ∗a, φ∗b). Thus, while particle modes
satisfy (un, um) = δn,m, anti-particle modes satisfy
(u∗n, u
∗
m) = −δn,m.
3. Determination of αn,m and βn,m.
Note that the quench front x = vst corresponds to a
constant time t′ = 0 in the Lorentz-boosted coordinate
frame x′ = γs(x − ust), t′ = γs(t − usx) (with the other
coordinates remaining the same) where γs = 1/
√
1− u2s.
This corresponds to a boost by velocity us is which is the
inverse of the super-sonic velocity vs and is therefore a
legitimate Lorentz transformation.
The KG inner product evaluated at time t′ = 0 in this
frame reads
(φa, φb) = −i
∫ L/2γs
−L/2γs
dx′ [φa∂t′φ∗b − φ∗b∂t′φa]
∣∣
x′,t′=0.
(6)
Assuming all parts of Eq. (3) hold, one may evaluate
(un, vm) and (un, v
∗
m) (substituting vn and ∂t′vn into the
definition) to find
(un, vm)
∣∣
t′=0 =
∑
l
(un, α
∗
m,lul − βm,lu∗l )
∣∣
t′=0 = αn,m,
(un, v
∗
m)
∣∣
t′=0 =
∑
l
(un, αm,lu
∗
l − β∗m,lul)
∣∣
t′=0 = −βn,m,
(7)
where we used (un, u
∗
m)
∣∣
t′=0 = 0, (un, um)
∣∣
t′=0 = δn,m.
The above suggest that if Eqs. (3) are simultaneously
satisfiable, then the coefficients αn,m and βn,m must be
given by Eq. (7). In order to confirm that these are in-
deed the correct solutions, we can substitute these solu-
tions into Eqs. (3); then using the commutation relations
on the field operators [as in Eq. (1)] at t′ = 0 directly
confirms the validity of the result.
We also note the following properties that are satisfied
by the Bogoliubov coefficients:
(vn, vm) =
∑
a
[
α∗a,nαa,m − βa,nβ∗a,m
]
= δn,m
(vn, v
∗
m) =
∑
a
[−α∗a,nβa,m + βa,nα∗a,m] = 0 (8)
B. Solution of problem
We now provide explicit details of the solution of the
problem posed in Eqs. (1).
1. Normalized modes.
The massive and massless solutions of the KG-equation
satisfying the boundary conditions φ(x = ±L/2, 0) = 0
read
u±,k =
1√
4ωkL
d−1
⊥ L
eik⊥.r⊥
(
eikxx−iωkt ± e−ikxx−iωkt) ,
v±,k =
1√
4ΩkL
d−1
⊥ L
eik⊥.r⊥
(
eikxx−iΩkt ± e−ikxx−iΩkt) ,
(9)
where ωk = |k| and Ωk =
√
|k|2 +m2. The +(−)
modes are associated with momenta k = (kx,k⊥) =(
(2n−1)pi
L
(
2npi
L
)
, 2mpiL⊥
)
, with n ∈ Z+ and m ∈ Z.
32. Bogoliubov coefficients.
The Bogoliubov coefficients can be evaluated by ex-
pressing these modes in the Lorentz boosted coordinates
(x′, t′) = (γs(x−ust), γs(t−usx) and evaluating the KG
inner product at time t′ = 0 as per Eq. (6) and Eqs. (7).
The coefficients read
β,
′
k,k′ = −(u,k, v∗′,k′) =
1
4L
√
ωkΩk′
δk⊥,−k′⊥
[
(ΩR − ωR)F (kR + k′R)− ′ (ωR − ΩL)F (kR − k′L)
−  (ωL − ΩR)F (k′R − kL) + ′ (ΩL − ωL)F (−kL − k′L)
]
α,
′
k,k′ = (u,k, v′,k′) =
1
4L
√
ωkΩk′
δk⊥,k′⊥
[
(ΩR + ωR)F (kR − k′R) + ′ (ωR + ΩL)F (kR + k′L)
+  (ωL + ΩR)F (−k′R − kL) + ′ (ΩL + ωL)F (−kL + k′L)
]
(10)
where F (x) = Lγs sinc
(
xL
2γs
)
, the Doppler-shifted mo-
menta read
kR = γs (kx − usωk) ∈ [−usγs |k⊥| ,∞),
kL = γs (kx + usωk) ∈ [usγs |k⊥| ,∞),
k′R = γs (kx − usΩk) ∈ [−usγs
√
|k⊥|2 +m2,∞),
k′L = γs (kx + usΩk) ∈ [usγs
√
|k⊥|2 +m2,∞), (11)
and correspond to frequencies
ωR =
√
k2R + |k⊥|2 = γs (ωk − uskx) ,
ωL =
√
k2L + |k⊥|2 = γs (ωk + uskx) ,
ΩR =
√
k2R + |k⊥|2 +m2 = γs (Ωk − uskx) ,
ΩL =
√
k2L + |k⊥|2 +m2 = γs (Ωk + uskx) . (12)
We note these are the usual transformation laws of
momenta and frequency under a Lorentz transforma-
tion. In what follows, we generally define ω(k) =√
k2 + |k⊥|2 and Ω(k) =
√
k2 + |k⊥|2 +m2. Note
that, we will also understand the above expressions for
kR, kL, k
′
R, k
′
L, ωR, ωL,ΩR,ΩL as functions that as input
a momentum k and spit out the values in Eqs. (11)
and (12). We will also assume that inverse functions can
be appropriately defined (as these are monotonic func-
tions).
3. Infinite-size limit and creation of excitations from
vacuum.
We now examine in detail the creation of excitations
due to the quench. This is easiest to appreciate in the
infinite-size limit, L → ∞, but the results discussed be-
low apply generally. In this limit, the function F (x) →
2piδ(x), and it is clear that the decomposition of the mas-
sive modes v±,k in terms of the massless modes occurs
by way of momentum matching in the Lorentz boosted
frame.
In particular, the mode v±,k (u±,k), is a linear com-
binations of a right-moving ‘particle’ with momentum
k′R (kR) and left-moving ‘particle’ with momentum −k′L
(−kL). They also carry a momentum k⊥ in the direc-
tion orthogonal to the quench front. Concomitantly,
the conjugate mode v∗±,k (u
∗
±,k) is a linear combina-
tion of a right-moving ‘anti-particle’ with momentum
−k′R (−kR) and a left-moving ‘anti-particle’ with mo-
mentum k′L (kL). These modes carry a momentum
−k⊥ in the orthogonal direction. The Bogoliubov co-
efficients [Eq. (10)] are real in the L → ∞ limit, and
reduce to a sum of four momentum-matching delta func-
tions. These delta-functions can be understood by mak-
ing note of the form of the expansion v′,k′(t
′ = 0) =∑
,k
[
α∗,
′
k,k′ u,k − β,
′
k,k′u
∗
,k
]
(t′ = 0), and the momentum
carried by the various modes as discussed above.
The heating up of the system due to the quench occurs
due to the conversion of particles into anti-particles and
vice-versa. It is thus useful to examine the massless anti-
particle content (∝ u∗,k) in the massive particle mode
v′,k′ (or massive anti-particles to massless particles). We
find, in particular, (at t′ = 0)
4v′,k′ =
√
ωk
Ωk′
[
u∗+,k + u
∗
−,k
](ω(k′R)− Ω(k′R)
4ω(k′R)
) ∣∣∣∣
k=k−1R (−k′R)
+
√
ωk
Ωk′
[
u∗+,k − u∗−,k
](ω(k′R)− Ω(k′R)
4ω(k′R)
) ∣∣∣∣
k=k−1L (k
′
R)
−
√
ωk
Ωk′
′
[
u∗+,k + u
∗
−,k
](ω(k′L)− Ω(k′L)
4ω(k′L)
) ∣∣∣∣
k=k−1R (k
′
L)
+ particle content ∝ u±,k. (13)
The above is a direct result of the integration over the 4
momentum-conserving delta-functions of the Bogoliubov
coefficients; one of these terms, ∝ δ(−kL − k′L), does
not contribute. Two of these terms are associated with
the production of right-movers (∝ u∗+,k + u∗−,k), and one
term is associated with left-movers (∝ u∗+,k − u∗−,k). We
focus on the first and second terms—the third term can
be shown to be continuously related to the first term,
but carries a momentum kx > k0 while the first carries
momentum kx < k0, with k0 = k
−1
R (usγs
√
|k⊥|2 +m2).
It is important to note that the amplitude of the first
two terms are identical (
√
ωk is canceled by the same
factor in the modes), but the momentum carried by the
modes is different. This is not surprising. Left-moving
excitations are differently Doppler-shifted to the right-
moving ones while the excitation amplitude is only de-
pendent on the absolute value of the momentum in the
Lorentz-boosted frame. This results in the differential
population and energy carried by left- and right-moving
excitations.
4. Doppler-shifted population of left- and right-moving
modes.
The energy density carried by the field is given by
(x, t > x/vs) =
K
2
〈
|∂tφ|2 + |∂xφ|2 + |∇⊥φ|2
〉
=
1
2
∑
′,k′
[
|∂tγ′,k′ |2 + |∂xγ′,k′ |2 + |∇⊥γ′,k′ |2
]
≈
∑
′,k′,D
∣∣∣∣∣∣
∑
,k
β,
′
k,k′Du
∗
,k
∣∣∣∣∣∣
2
+
1
2
∑
,k,D
|Du,k|2
≈
∑
k
ωk
[
NL(k)|uL,k|2 +NR(k)|uR,k|2
]
(14)
where D ∈ {∂t, ∂x,∇⊥}. To derive the third line in
the equation above, we used the first relation in Eq. (8)
and we neglected terms of the form ∼ u∗ ·u∗ and ∼ u ·u:
these terms are time-dependent and reduce to zero upon
averaging at long times. The second term in the third
line is the vacuum contribution; it is constant function
of space and will be neglected in the fourth line. The
internal sum in the first term can be directly replaced
with the results of Eq. (13)—here we define uR/L,k =
(u+,k ± u−,k)/2. Note that to arrive at the last line,
we neglected terms of the form u∗L,k1uR,k2 because the
momentum carried by these terms is different and these
also dephase rapidly.
Using the invariance of the measures∑
k′
1
Ωk′
,
∑
k
1
ωk
under Lorentz transformations(
for example,
∑
k′
1
Ωk′
=
∑
k′R
1
ΩR
)
, and the results
of Eq. (13), we arrive at the result for populations NL,k
and NR,k as in the main text.
We note that the final result for the energy density
in Eq. (14) is valid primarily in the space-time vicinity
of the quench front. This is because emanated modes
can reflect off the boundaries are change direction—this
physics is contained in the slow space and time depen-
dent terms that we have neglected. The easiest way to
see this is to note that the momentum carried in + and
− modes differs by at least pi/L—this momentum dif-
ference becomes important at a time ∼ L/c, whence a
left-moving mode uL,k ≈ (u+,k+ − u−,k−)/2 can trans-
form into a right-moving mode because of a flip in the
phase between the + and − components.
The result of Eq. (14) is interpreted as follows. Since
the quench can be viewed as an instantaneous, spatially
uniform process in a Lorentz-boosted frame, the massless
modes are homogeneously excited by the quench process
in this frame. For modes with momenta k  m, the
excess vacuum energy of the massive modes, ∼ m per
mode will be dumped into the new massless excitations.
By equipartition, we expect their population to be given
by m/ |k|. Now, these modes will appear Doppler-shifted
back in the laboratory frame.
II. FORMALISM FOR FREE FERMIONS FOR
τ = 0
The problem is specified by the following action and
commutation relations:
5S =
∫
dt
∫ L/2
−L/2
dx
∫
dx
[ i
2
(
ψ¯γα∂αψ − ∂αψ¯γαψ
)−mΘ(x− vst)ψ¯ψ]
{ψa(x, t), ψ†b(x′, t)} = iδ(x− x′)δa,b and [ψa(x, t), ψbb(x′, t)] = 0. (15)
We again set the speed of sound, c = 1. We will
work in the Weyl basis wherein γ0 = γx and γ
1 = −iσy,
σx,y being Pauli matrices (see section 4.2.4 in Ref.
3, and
more generally, Ref.4). ψ¯ = ψ†γ0, where ψa(x, t) is the
field of the Weyl fermion with spinor index a = 1, 2.
∂µ = (∂t, ∂x). Note that we will use superscript for
the spinor index while the subscript will be used to dis-
tinguish different solutions of the Dirac equation. The
quench occurs, as before, locally along a front that prop-
agates towards the right at a fixed, supersonic speed
vs > 1. The velocity us ≡ v−1s < 1 is defined as be-
fore.
While the Hamiltonian before and after the quench
satisfies the usual discrete symmetries associated with
free relativistic fermions, imposing a boundary neces-
sitates the breaking of some of these symmetries, see
Ref.5. We work with ‘natural’ states that forgo parity
(P) and charge-conjugate (C) symmetries but keep time-
reversal (T) and the combined CPT symmetry. These
states also satisfy the condition that the current cψ†σzψ
is zero at the edges of the system. This is effected with
the following set of boundary conditions: ψ1(L/2) =
ψ2(L/2), ψ1(−L/2) = −ψ2(−L/2). One can check
for these conditions that Tψ(x, t) = −σxψ∗(x,−t) and
CPTψ(x, t) = −σzψ(−x,−t) satisfy the same boundary
conditions while Pψ(x, t) = σxψ(−x, t) and Cψ(x, t) =
σzψ
∗(x, t) do not.
A. Method of solution
1. General principle.
We follow a similar strategy to the solution of the
bosonic case. We work in the Heisenberg picture, and
describe the field operator prior to the quench (t < x/vs)
by a mode-expansion in terms of the complete set of so-
lutions of the massive Dirac equation, iγµ∂µ −m)ψ = 0.
In particular, these are positive-frequency particle (or
‘electron’) modes vn(x, t), and negative-frequency anti-
particle (or ‘hole’) modes v˜n = Cvn = σzv
∗
n. Thus,
ψ(x, t < x/vs) =
∑
n
[
fnvn(x, t) + f˜
†
nv˜n(x, t)
]
(16)
The coefficients associated bn and b˜n satisfy the usual
fermionic anti-commutation relations: all operators anti-
commute besides {fn, f†m} = δn,m and {f˜n, f˜†m} = δn,m.
The initial state is defined via the relation fn |0〉 = 0
and f˜n |0〉 = 0 for all n. Note that this amounts to set-
ting the initial state as being the vacuum of hole-like and
particle-like excitations, which is relevant case for a criti-
cal system. As before, the above expansion is valid for all
times t < x/vs since this quench occurs on a space-like
hypersurface.
After the quench, the field operator evovles according
to the massless KG equation and the mode expansion
above is not valid for t > x/vs. To find correlations for
subsequent times, we expand the massive modes in terms
of the massless modes. We assume the notation un(x, t)
and u˜n(x, t) analogously to before for the massless modes,
and define
vn
∣∣
x=vst
=
∑
m
[
α∗n,mum + βn,mu˜m
] ∣∣
x=vst
,
v˜n
∣∣
x=vst
=
∑
m
[
αn,mu˜m + β
∗
n,mum
] ∣∣
x=vst
, (17)
where the second equation follows from the first upon
application of the charge-conjugate operation. Then the
evolution of the field operator for times t > x/vs can be
described by the expansion
φ(x, t > x/vs) =
∑
n
[
γn(x, t)fn + γ˜n(x, t)f˜
†
n
]
,
where γn(x, t) =
∑
m
[
α∗n,mum(x, t) + βn,mu˜m(x, t)
]
,
and γ˜n(x, t) =
∑
m
[
αn,mu˜m(x, t) + β
∗
n,mum(x, t)
]
.
(18)
2. Dirac inner product and normalization of modes.
We use a coordinate-system invariant normalization
scheme for the modes which also allows us to determine
the Bogoliubov coefficients αn,m and βn,m. We define the
Dirac inner product between two solutions ψa and ψb as
(ψa, ψb) =
∫
dx
√
gnµJ
µ
(a,b)(x),
where Jµ(ψa,ψb) = ψ¯γ
µφ. (19)
Here the integral is over all space, g is the determinant
of the induced metric on space-like coordinate,
√
gdx is
the covariant volume element, nµ is a future-directed
6time-like unit vector normal to the space-like hypersur-
face, and Jµ(a,b) is the Dirac current. If ψa and ψb satisfy
the same Dirac equation (massive or massless), then it
is easy to check that ∂µJ
µ
(a,b) = 0. Thus, the integral
over all space of the charge associated with this current,
nµJ
µ, is constant over time. As before we note:
(a) If the modes vn and v˜n form a complete set of
modes according to the Dirac inner product, that is,
(vn, vm) = δn,m, (vn, v˜m) = 0, and the mode operators
fn and f˜n satsify the usual fermionic anti-commutation
relations, then it can be shown that the field operators
(and its conjugate) satisfy the correct commutation rela-
tions as described in Eq. (15). The proof follows similarly
to that given for the bosonic case.
(b) From its formulation in Eq. (19), it is explicit that
the Dirac inner product is invariant under transforma-
tion into a coordinate system which admits a separation
between time-like and space-like coordinates, that is, the
metric is of the form ds2 = [N(x, t)]2dt2 − g(x, t)dx2.
Thus, the normalization relations (un, um) = δn,m,
(vn, vm) = δn,m, etc. are invariant under such coordi-
nate transformations.
(c) The above two properties imply that under a
Lorentz transformation of the coordinates (without any
change in the operators fn, f˜n), the field operators con-
tinue to satisfy the commutation relations in Eq. (1) in
the transformed coordinates, as appropriate for a rela-
tivistic field.
(d) The Dirac inner product has the symmetry that
(ψa, ψb) = (ψ˜a, ψ˜b). Thus, both particle and anti-particle
modes follow the same normalization scheme, that is,
(un, um) = (u˜n, u˜m) = δn,m.
3. Determination of αn,m and βn,m
The Dirac inner product evaluated at time t′ = 0 (in
the boosted frame coordinates) reads
(ψa, ψb) =
∫ L/2γs
−L/2γs
dx′ ψ†aψb
∣∣
t′=0. (20)
Assuming Eqs. (17) hold at t′ = 0, one may evaluate
(un, vm) and (un, v˜m) to find
(un, vm)
∣∣
t′=0 =
∑
m
(un, α
∗
n,mum + βn,mu˜m)
∣∣
t′=0 = α
∗
n,m,
(un, v˜m)
∣∣
t′=0 =
∑
m
(un, αn,mu˜m + β
∗
n,mum)
∣∣
t′=0 = β
∗
n,m,
(21)
where we used (un, u˜m)
∣∣
t′=0 = 0, (un, um)
∣∣
t′=0 = δn,m.
The above suggest that if Eqs. (17) are simultaneously
satisfiable, then the coefficients αn,m and βn,m must be
given by Eq. (21). In order to confirm that these are
indeed the correct solutions, we can substitute these so-
lutions into Eqs. (17); then using the commutation re-
lations on the field operators [as in Eq. (15)] at t′ = 0
directly confirms the validity of the result.
By the methods above, we may also show the inverse
expansion at t′ = 0:
um
∣∣
x=vst
=
∑
n
[αn,mvn + βn,mv˜n]
∣∣
x=vst
,
u˜m
∣∣
x=vst
=
∑
n
[
α∗n,mv˜n + β
∗
n,mvn
] ∣∣
x=vst
. (22)
Using these, one can easily prove that these fermionic
Bogoliubov coefficients has the following useful property:
(un, um) =
∑
a
[
α∗a,nαa,m + β
∗
a,nβa,m
]
= δn,m. (23)
B. Solution of problem
We now provide details of the solution of the problem
defined in Eq. (15).
1. Normalized modes.
The massive particle modes are defined as
v±,k =
1√
2L
(vk ± iv−k) for k > 0,
where vk =
(
cos (θk/2)
sin (θk/2)
)
e−ikx+iΩkt,
v˜−k =
(
sin (θk/2)
cos (θk/2)
)
eikx+iΩkt, (24)
while the anti-particle modes are defined as
v˜±,k =
1√
2L
(v˜k ± iv˜−k) for k > 0,
where v˜k =
(
cos (θk/2)
−sin (θk/2)
)
eikx−iΩkt,
v−k =
(
sin (θk/2)
−cos (θk/2)
)
e−ikx−iΩkt. (25)
In the above, cos(θk/2) =
√
1
2 +
1
2
k
Ωk
, sin(θk/2) =√
1
2 − 12 kΩk , and Ωk =
√
m2 + k2. The boundary condi-
tion is chosen such that CPT symmetry is preserved for
the states. A compliant boundary condition corresponds
to the choice ψ1(L/2) = ψ2(L/2) and ψ1(−L/2) =
−ψ2(−L/2). The modes satisfy this boundary condition
for kL = npi + pi/2, with n ∈ [0, 2, 4, ...) for modes v+,k
and n ∈ [1, 3, ...) for modes v−,k.
7An analogous set of massless modes, u±,k>0 and
u˜±,k>0 can be found by setting the mass to zero in the
corresponding formulae for the massive modes. This
is enforced by the substitutions Ωk → ωk = |k|,
cos(θk/2)→ 1, sin(θk/2)→ 0.
It is also useful to note the form of these modes in
the Lorentz-boosted frame. The coordinates and mo-
menta are boosted in the usual way, with k′x − Ωk′t →
k′Rx
′ − Ωk′Rt′ and −k′x − Ωk′t → −k′Lx′ − Ωk′Lt′. The
spinor part is transformed by multiplication with the
matrix Λ ≡ −ieω2 · i4 [γ0,γ1] =
(
1/
√
η 0
0
√
η
)
. Note that
ω = tanh−1(−us) is the rapidity associated with the
Lorentz boosted.
2. Bogoliubov coefficients.
The Bogoliubov coefficients can be evaluated by ex-
pressing these modes in the Lorentz boosted coordinates
and evaluating the Dirac inner product at time t′ = 0 as
per Eq. (20) and Eqs. (21). The coefficients read
β,
′
k,k′ = (u,k, v˜′,k′)
∗ =
1
2L
[
cos (θk′/2)
η
F (kR + k
′
R)− i′
sin (θk′/2)
η
F (kR − k′L)
− i η sin (θk′/2)F (k′R − kL)− ′ η cos (θk′/2)F (−kL − k′L)
]
α,
′
k,k′ = (u,k, v′,k′)
∗ =
1
2L
[
cos (θk′/2)
η
F (kR − k′R)− i′
sin (θk′/2)
η
F (kR + k
′
L)
+ i η sin (θk′/2)F (−k′R − kL) + ′ η cos (θk′/2)F (−kL + k′L)
]
(26)
where kR, kL, k
′
R, k
′
L, ωR, ωL,ΩR, and ΩL are precisely
as defined in Eqs. (11) and (12).
3. Infinite-size limit, chiral excitations populations.
We now work in the infinite-size limit and analyze
the creation of excitations from the vacuum. As be-
fore, we look at the creation of massless anti-particles
from the massive particle modes sitting in the vacuum
(and vice versa) since this conversion precisely amounts
to the excitation of the system about the vacuum of the
massless modes. In particular, noting that the function
F (x)→ 2piδ(x) in the limit L→∞, we find
v′,k′(t
′ = 0) = cos
(
θk′
2
)
[u˜+,k + u˜−,k]
∣∣∣∣
k=k−1R (−k′R)
− isin
(
θk′
2
)
[u˜+,k − u˜−,k]
∣∣∣∣
k=k−1L (k
′
R)
− i′sin
(
θk′
2
)
[u˜+,k + u˜−,k]
∣∣∣∣
k=k−1R (k
′
L)
+ particle content ∝ u±,k. (27)
The above is a direct result of the integration over
the 4 momentum-conserving delta-functions of the Bo-
goliubov coefficients and one of these terms, ∝ δ(−kL −
k′L), does not contribute. Two of these terms are as-
sociated with the production of right-movers (u˜R,k =
(u˜+,k + u˜−,k) /
√
2), and one term is associated with left-
movers (u˜L,k = −i (u˜+,k − u˜−,k) /
√
2). We focus on the
first and second terms again since the third term can be
shown to be continuously related to the first term, but
carries a momentum kx > k0 while the first carries mo-
mentum kx < k0, where k0 = k
−1
R (usγs
√
|k⊥|2 +m2) is
of the order of the mass m.
We now evaluate the energy of the system after
the quench. Note that the Hamiltonian H ≡ ψ† ·
h · ψ, with h ≡ −iσz∂x. For ψ(x, t > x/vs) =∑
′,k′
[
γ′,k′(x, t)f′,k′ + γ˜′,k′(x, t)f˜
†
′,k′
]
, and the state
being a vacuum of operators f′,k′ and f˜′,k′ , we find
8FIG. 1. (a) The quench is simulated for vs = 2, and the energy
density—darker is hotter—is plotted as a function of position
and time. The region x < t is seen to be populated with only
cold, left-moving waves. The quench ends at time tq = 25.
(b) The energy density (arb. units) at two time instants is
plotted as a function of position. The dotted lines indicate
energy density if all modes are populated according to pre-
dicted populations for left-mover/right-movers or an average
of the two. (c) he energy density as a function of position at
the end of the quench from numerical simulation of the prob-
lem in d = 2 is compared to the result for th. in the main
text.
9FIG. 2. Normalized population of the lowest momentum
mode, k = 2pi/L as opposed to 1/γs.
〈H〉 =
∑[(
α1,
′
k1,k′
)∗ (
α2,
′
k2,k′
)(
u˜†1,k1 · h · u˜2,k2
)]
+
∑[(
β1,
′
k1,k′
)(
β2,
′
k2,k′
)∗ (
u†1,k1 · h · u2,k2
)]
+ ∼ u˜† · h · u+ ∼ u† · h · u˜
=
∑
u˜†,k · h · u˜,k −
∑(∑
β,
′
k,k′ u˜,k
)†
· h ·
(∑
β,
′
k,k′ u˜,k
)
+
∑(∑
β,
′
k,k′u,k
)†
· h ·
(∑
β,
′
k,k′u,k
)
≈
∑
k
[1−NFL (k)](−k)u˜†L,ku˜L,k +
∑
k
[1−NFR (k)](−k)u˜†R,ku˜R,k +
∑
k
NFL (k) k u
†
L,kuL,k +
∑
k
NFR (k) k u
†
R,kuR,k.
(28)
In the above, all indexes within any brackets are as-
sumed to be summed over. After the first equation, we
neglect the oscillating (in time) terms of the form u˜† · u
and u† · u˜ which are expected to average out due to the
integral over momenta. We also used Eq. (23) to simplify
the eliminate the α coefficients in favor of the β coeffi-
cients. The last equation follows by substituting the re-
sult of Eq. (27) into the second equation while neglecting
time-dependent terms of the form u˜†,ku˜′,k′ and u
†
,ku′,k′
which come with k 6= k′. The chiral populations are as
mentioned in the main text.
III. NUMERICAL CONFIRMATION OF
HEAT-WAVE PICTURE.
To find the energy-density at any space-time point, we
use the picture of “heat waves” described in Ref.6.The en-
ergy density is determined by the average energy carried
by waves emanating from the quench front, as illustrated
in Fig. 2 (a) of the main text. This picture is verified in
the numerical simulations of the above exact results for
d = 1 and d = 2, as presented in Fig. (1).
IV. INFINITE ACCURACY IN STATE
PREPARATION.
We now examine the population of the lowest momen-
tum modes (with momentum k ∼ 2pi/L) in the super-
sonic quench protocol and show that this goes to zero as
γs → ∞ even for the finite system. This shows that our
protocol can be used to produce a state that is arbitrarily
close in energy to the ground state. First, we note that
the analysis in Sec. assumes the infinite size limit before
discussing the consequences of the limit vs → 1+; there
we can discuss the populations of left-moving and right-
moving modes separately. For finite system size, and at
the lowest momenta, there is no distinction between the
population left- and right-moving modes. Instead, we
will directly calculate the excited population Nk via the
relation Nk =
∑
k′,′
∣∣∣β,′k,k′ ∣∣∣2.
To evaluate this sum we first note that one may
again decompose βk,k′ in terms of a sum of delta func-
tions where the continuum limit is reached by taking
γs → ∞ instead of L → ∞. Consider the modifica-
tion of F (x) → F (x′γ2s ), with x′ = x/γ2s . First, the
parameter x′ is, for instance, k′R/γ
2
s and k
′
L/γ
2
s . Then,
|dx′/dn| = 1γs
(
1± k′Ωk′
)
× 2piL , where n is the discrete
index enumerating the modes. As γs → ∞, x′ clearly
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becomes continuous. Moreover, F (x) ∼ sin(x′γsL/2); as
γs →∞, this becomes a delta-function due to the squeez-
ing of the sinc function. The above discussion establishes
that the limit γs →∞ acts in the same spirit as L→∞.
It remains to evaluate the population of the modes by in-
tegrating over the delta functions in
∑
k′,′
∣∣∣β,′k,k′ ∣∣∣2. Using
the result
∫
δ2(x− x′)f(x′)dx′ = f(x)δ(0), where in this
case, δ(0) ≡ (γsL)/(2pi), we find
N=±,k∼1/L =
m
4γs
(29)
Thus, the population of the lowest momentum modes
goes to zero as vs → 1+. Thus, one can reach a state
arbitrarily close to the ground state in the Lorentz cool-
ing protocol. Moreover, since protocol takes time L/vs
plus a few multiples of the quench time-scale τ which we
assume to be O(L0), it is more efficient in time than the
adiabatic protocol. We numerically verify Eq. (29) for
L = 100,m = 2pi in Fig. 2.
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