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ABSTRACT
The processes leading to the exceptionally hard radio spectra of pulsar-wind nebulae (PWNe) are not yet understood.
Radio photon spectral indices among 29 PWNe from the literature show an approximately normal, α = 0.2 ± 0.2
distribution. We present ∼ 3σ evidence for a distinct sub-population of PWNe, with a hard spectrum α = 0.01± 0.06
near the termination shock and significantly softer elsewhere, possibly due to a recent evacuation of the shock
surroundings. Such spectra, especially in the hard sub-population, suggest a Fermi process, such as diffusive shock
acceleration, at its extreme, α = 0 limit. We show that this limit is approached for sufficiently anisotropic small-angle
scattering, enhanced on either side of the shock for particles approaching the shock front. In the upstream, the spectral
hardening is mostly associated with an enhanced energy gain, possibly driven by the same beamed particles crossing
the shock. Downstream, the main effect is a diminished escape probability, but this lowers the acceleration efficiency
to . 25% for α = 0.3 and . 1% for α = 0.03.
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1 INTRODUCTION
Radio observations of pulsar wind nebulae (PWNe) indi-
cate electron and positron (henceforth electron) distributions
with exceptionally hard spectra. While these electrons ap-
pear to be accelerated in the PWN termination shock (TS;
e.g., Bietenholz et al. 2001; Lyubarsky 2003), the spectrum
is generally considered too hard for diffusive shock acceler-
ation (DSA). We analyse the distribution of radio spectra
among the ∼ 30 PWNe with available radio data, and study
the viability of DSA as the mechanism responsible for ener-
getic electrons in these systems.
1.1 PWNe structure and evolution
Rotating, highly magnetised neutron stars (NSs) that appear
as pulsars are thought to form by the collapse of a mas-
sive star associated with a supernova explosion. The observed
slowing-down of the pulsar spin, i.e. its increasing spin pe-
riod P (measured in seconds, henceforth), is known as the
spin-down, Ṗ > 0. The inferred, so-called spin-down lumi-
nosity, is thought to energise the region surrounding the pul-
sar (Weiler & Panagia 1978), known as the PWN. We define
RPWN as the typical radius of this nebula, containing most of
the synchrotron emission associated with the NS.
The spin-down indicates that the pulsar is losing kinetic
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energy, providing an estimate of the equatorial dipole field,
Bdip ≃ 10









and of the pulsar age, t < tdip ≡ P/(2Ṗ ). In the aligned-
rotator model, where the magnetic dipole and the NS rotation
axis coincide, the nebular magnetic field at radius r can be






















where Rp is the NS radius.
In the standard picture, the nebula initially inflates into the
outer, slowly-moving supernova remnant (SNR) ejecta. Af-
ter a few kyr, the SNR reverse shock collides with the PWN
and crushes it (Reynolds & Chevalier 1984). Later, at time
& 104 yr, the nebula typically migrates to the SNR periphery,
where its motion through the cooling ejecta becomes super-
sonic. The resulting bow shock further confines the PWN,
and persists after the PWN is ejected from the SNR into the
interstellar medium (e.g., Gaensler & Slane 2006).
While the energy released near the NS magnetosphere
is dominated by Poynting flux, most of the energy is con-
verted at some distance beyond the light cylinder into a rel-
ativistic cold wind (Rees & Gunn 1974; Kennel & Coroniti
1984). This relativistic wind is slowed down in a TS, be-
yond which the hot plasma is radio-bright with synchrotron
radiation. This TS, of Lorentz factor γ & 104, is thought
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to accelerate charged particles to ultra-relativistic energies
(Gaensler & Slane 2006; Bühler & Blandford 2014). The ra-
dius Rw of this TS can be determined by comparing the ram
pressure of the wind to the internal pressure of the shocked
synchrotron nebula.
1.2 Synchrotron emission from PWNe
The observed integrated flux from a PWN constitutes a con-
siderable fraction of the spin-down luminosity of the NS. In
the prototypical example of the Crab nebula, about ∼ 25% of
the energy dissipated from the pulsar (most of it thought to
be in the form of a relativistic wind) is accounted for as radi-
ation emitted from the nebula (Hester 2008). This emission
is widely interpreted as synchrotron radiation from electrons
accelerated in the TS and gyrating in the PWN magnetic
field (Shklovskii 1953; Dombrovsky 1954).
The broadband emission from PWNe, as in the Crab
nebule, ranges from a few 100 MHz up to ∼TeV energies
(Bühler & Blandford 2014, and references therein). For typ-
ical B ∼ 100 µG fields, the synchrotron emission extends
from the radio up to the X-ray band, above which the
radiation is attributed to inverse-Compton (IC) emission
(Grindlay & Hoffman 1971).
Denote the specific brightness at frequency ν as a local
power-law of index α, Sν ∝ ν
−α. The observed photon spec-
trum of a typical PWN is characterised by a hard radio spec-
tral index in the range 0 . αR . 0.3 (see Fig. 1), and a
softer X-ray spectrum with index αX & 1. The spectral soft-
ening between these bands, ∆ ≡ αX − αR & 0.7, is some-
what stronger than the theoretical synchrotron cooling-break
(∆ ≃ 0.5), and is still not well understood.


















so one expects a cooling break at a frequency














Here, c is the speed of light, σT is the Thomson cross-section,
and me and e are the electron mass and charge. The radio
spectrum of PWNe is therefore largely unaffected by syn-
chrotron cooling.
For instance, in the Crab nebula, for t ∼ 1 kyr, Rw ∼
0.13 pc, P ≃ 33.6 ms, and Ṗ ≃ 4.2× 10−13 (Weisskopf et al.
2000; Hester et al. 2002; Abdo et al. 2013) one finds tdip ∼
1.3 kyr and B ∼ 250 µG at r ≃ Rw in the synchrotron nebula,
giving νb ∼ 10
15 Hz, consistent with the observed break. For
such a magnetic field, tcool ∼ 300 kyr at ν = 1 GHz.
We focus on the radio band, where the spectrum is
measured over about two decades in photon frequency,
and even four decades in the Crab and 3C58 nebulae
(Bühler & Blandford 2014; Kothes 2017), henceforth drop-
ping the subscript R from α. We define the electron spectral
index as s ≡ −d ln f/d ln p, where f is the particle distribu-
tion function (PDF) and p is the particle momentum. The in-
dex s of synchrotron-emitting electrons, well-below the cool-
ing break, is then inferred from the photon spectral index
α through the relation α = (s − 3)/2. The measured range
of α thus indicates spectral indices 3.0 . s . 3.6 for the
radio-emitting electrons, considerably harder than the s > 4
spectra typically found in shock systems. Such hard spectra
are extreme in the sense that a minute fraction of particles
carry most of the energy; the physical mechanism giving rise
to such extreme spectra is not yet understood.
1.3 Particle acceleration
Nonthermal, power-law energy distributions of relativistic,
high-energy, charged particles, are ubiquitous in astronomy,
and are usually associated with acceleration in a collisionless
shock. In DSA, repeated collisions of charged particles with
magnetic irregularities scatter the particles back and forth
across the shock, indirectly drawing energy from the bulk flow
in a first-order Fermi process (but see e.g., Arons & Tavani
1994, for a discussion of alternative acceleration processes in
shocks).
As charged particles around the shock scatter off the mag-
netic irregularities, they modify the scattering modes them-
selves, and — when carrying sufficient energy — the struc-
ture of the shock as well, rendering the problem highly non-
linear. No self-consistent theory fully accounts for the shock
structure, the surrounding magnetic irregularities, and the
associated particle acceleration. An approximate approach is
to adopt some ansatz for the form of the scattering func-
tion κ, and examine the resulting particle spectrum, in the
so-called test-particle approximation1. In the limit of a non-
relativistic, strong shock, propagating into a medium with an
adiabatic index Γ = 5/3, one then finds a flat energy spec-
trum, s ≃ 4, in general agreement with observations, pro-
vided that scattering is sufficiently isotropic (Keshet et al.
2020), although non-linear effects could modify the picture
(for reviews, see Blandford & Eichler 1987; Malkov & Drury
2001; Caprioli & Haggerty 2019).
For relativistic shocks, such as in the PWNe stud-
ied here, DSA becomes more complicated, mainly due
to the anisotropy of the accelerated particle distribution
(for recent reviews, see Sironi et al. 2015; Pelletier et al.
2017). The problem has been solved under different as-
sumptions on κ, in various methods: numerically, us-
ing eigenfunction decompositions (Kirk & Schneider 1987;
Heavens & Drury 1988; Kirk et al. 2000), Monte Carlo
simulations, (Bednarz & Ostrowski 1996; Bednarz 2000;
Achterberg et al. 2001) and relaxation (Nagar & Keshet
2019) codes, semi-analytically, using an angular moment ex-
pansion (Keshet 2006), and in an analytic approximation
(Keshet & Waxman 2005).
In the limit of isotropic, small-angle scattering, one
finds a spectral index s ≃ 4.22 in highly relativistic
shocks (Heavens & Drury 1988; Kirk et al. 2000), asymp-
toting to s = 38/9 in the ultra-relativistic shock
limit (Keshet & Waxman 2005). This value is in agree-
ment with γ-ray burst (GRB) afterglow observations
(Freedman & Waxman 2001; Curran et al. 2010; Fong et al.
2015); see Lavi et al. (2020) for a recent discussion, and with
1 The term is somewhat of a misnomer here, as the form of the
scattering function is not known in a collisionless shock even when
the fraction of energy deposited in relativistic particles is small.
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the spectrum of & TeV electrons in PWNe, as inferred from
X-ray emission (Hillas et al. 1998; Galindo Fernández et al.
2014; Aleksić et al. 2015). The limiting spectrum is robust
for isotropic scattering, retaining similar values for some
anisotropic choices of κ (e.g., Kirk et al. 2000) and in other
dimensions (Keshet 2017; Lavi et al. 2020), although non-
linear effects could modify the picture if κ is not a local
function of the PDF (Nagar & Keshet 2019). However, the
limiting spectrum was found to be quite sensitive to the form
of the small-angle scattering function (Keshet 2006) in di-
mensions above one (Keshet 2017), and can become very hard
for some choices of large-angle scattering (Ellison et al. 1990;
Meli & Quenby 2003; Summerlin & Baring 2011).
A more direct approach to the study of particle accelera-
tion involves ab-initio, kinetic plasma simulations. Particle
in cell (PIC) simulations of shocks have shown the onset
of power-law spectrum (Spitkovsky 2008; Martins et al.
2009; Lemoine & Pelletier 2010; Sironi & Spitkovsky
2011; Plotnikov et al. 2013, 2018; Lemoine et al. 2019;
Marcowith et al. 2020). However, due to computational lim-
its, such simulations only probe the early stages of particle
acceleration, and infer the spectrum of the developing high
energy tail from . two decades in energy, typically in two
spatial dimensions.
It is generally thought that DSA in an ultra-relativistic
shock does not naturally generate a spectrum as hard
as that observed in PWNe (e.g., Kirk et al. 2000;
Ostrowski & Bednarz 2002; Summerlin & Baring 2011).
Furthermore, DSA in a magnetised relativistic shock
is easily quenched as strong perpendicular magnetic
fields confine the particles (Ballard & Heavens 1991;
Kirk & Heavens 1989), as demonstrated using PIC simula-
tions for strong (Sironi & Spitkovsky 2009) and intermediate-
strength (Sironi et al. 2013) fields. The efficiency of particle
acceleration is thus sensitive to the unknown dissipation of
the approximately toroidal, striped field (Lyubarsky & Kirk
2001; Kirk & Skjæraasen 2003; Sironi & Spitkovsky 2011).
The unusual radio spectrum of PWNe has led to the
consideration of alternative acceleration mechanisms, such
as the absorption of cyclotron waves (Hoshino et al. 1992;
Gallant & Arons 1994) in the presence of sufficient ions
(Gallant et al. 2002; Amato & Arons 2006). Magnetic re-
connection in the striped-wind was explored as a pos-
sible acceleration mechanism (Kirk & Skjæraasen 2003;
Lyubarsky 2003; Pétri 2012), including with PIC simula-
tions (e.g., Sironi & Spitkovsky 2011, 2012; Cerutti et al.
2014; Cerutti & Giacinti 2020). Reconnection in 2D simu-
lations was shown to generate a hard population of elec-
trons, where the spectral index approaches s ∼ 3.2 for highly
magnetised shocks (Sironi & Spitkovsky 2014; Werner et al.
2015; Kagan et al. 2018). Attributing the radio emission to
reconnection is challenged, in particular by the narrow, fac-
tor ∼ 40 range of energies where the hard spectrum is re-
produced (Kagan et al. 2018). In addition, 2D simulations
predict a narrow thermal-like distribution (Sironi & Cerutti
2017). For reviews of reconnection in PWNe, see Sironi et al.
(2015); Kagan et al. (2015); Sironi & Cerutti (2017).
1.4 Outline
In this paper, we analyse radio PWNe from the literature,
study the distribution of the implied synchrotron-emitting
electrons in different types of nebulae, and examine whether
DSA can account for these spectra in the anisotropic, small-
angle scattering limit.
The paper is organised as follows. In §2, we conduct a sta-
tistical analysis of PWN radio spectral indices from the liter-
ature, exploring in particular a possible association between
PWN spectrum and morphology. In §3, we outline the DSA
framework, present the moment-based method used to derive
the spectrum, and study the energy gain and return probabil-
ity diagnostics used to characterise the acceleration process.
We explore different models for anisotropic angular diffusion
in §4, and examine their effect on the resulting spectrum and
PDF. Finally, we discuss the possible adequacy of DSA sce-
narios to the hard spectra observed in PWNe. The results
are summarised and discussed in §5. Details pertaining to
the specific DSA models are provided in §A.
2 DISTRIBUTION OF PWN SPECTRA
In this section we introduce and review all available PWNe
spectral indices from the literature. After introducing the
data and analysis method (in §2.1), as summarised in Ta-
ble 1, we model the distribution of spectral indices (§2.2),
and consider (§2.3) the possible presence of a distinctively
hard sub-population of PWN associated with exposed cores,
which has interesting possible implications (§2.4).
2.1 Radio spectra of literature PWNe
We analyse all 31 PWNe with a measured radio spectrum
we could find reported in the literature up to 2019, as sum-
marised in Table 1. The spectra are presented both as pho-
ton spectral indices α (along with the reported uncertainty,
when available) and as the corresponding electron spectral
indices s = 3 + 2α. The table provides basic information for
each PWN, including the age, morphological classification,
and associated pulsar when available.
Some PWNe show spatial variations in the inferred spectral
index. In such cases, we focus on the spectrum measured
locally around the NS, and classify the PWN as core-type,
as discussed in §2.3. Some PWNe show a spectral break, in
which case we focus on the spectral index at frequencies lower
than the evident break. The spectral indices of individual
PWNe are shown in Fig. 1 (bottom panel), along with the
reconstructed and modelled distributions (top panel).
We exclude from the analysis two PWNe — N157B and
MSH 15-52 — due to systematic uncertainties, leaving us
with the Ns = 29 PWNe shown in the figure. In N157B, the
spectral index α = 0.1 ± 0.2 is not well differentiated from
the spectrum of the surrounding SNR (Dickel & Wang 2004).
In MSH 15-52, no distinct radio PWN was detected around
the NS (Gaensler et al. 1999), and the justification for the
spectral index α = 0.4 quoted later (Fleishman & Bietenholz
2007; Green 2019) is unclear.








Table 1. Radio spectral indices for 31 known PWNe from the literature.
PWN name Associated pulsar α s Age [yr] Alt. Name Classification Reference
(1) (2) (3) (4) (5) (6) (7) (8)
B0540-69.3 PSR B0540-69 0.15± 0.03 3.3± 0.06 760 Integrated Brantseg et al. (2013)
J0453-6829 NA 0.04± 0.04 3.08± 0.08 13000 Integrated Haberl et al. (2012)
G000.9+00.1 PSR J1747-2809 0.18± 0.04 3.36± 0.08 3000 Crab-like Dubner et al. (2008)
G005.27-00.90 PSR B1757-24 0.09± 0.20; (≈ 0)A 3.18± 0.40; (≈ 3)A NA Duck Core-type; Bow-shock Frail & Kulkarni (1991); Caswell et al. (1987)
G011.2-0.3 PSR J1811-1925 0.25± 0.10 3.5± 0.2 1634 Crab-like Tam et al. (2002); Roberts et al. (2003)
G016.73+0.08 NA 0.15± 0.05 3.3± 0.1 1500 Integrated Helfand et al. (1989)
G021.5-0.9 PSR J1833-1034 −0.08± 0.09‡ 2.84± 0.18 1000 Crab-like Bietenholz & Bartel (2008); Camilo et al. (2006)
G029.7-0.3 PSR J1846-0258 0.20± 0.05 3.4± 0.1 480 Kes 75 Integrated Salter et al. (1989)
G034.7-00.4 PSR B1853+01 0.12± 0.04 3.24± 0.08 NA W44 Integrated Frail et al. (1996)
G054.1+0.3 PSR J1930+1852 0.13± 0.05 3.26± 0.10 NA Crab-like Velusamy & Becker (1988)
G065.7+1.2 NA 0.45± 0.20 3.9± 0.4 20000 DA 495 Integrated Kothes et al. (2008)
G069.0+02.7 PSR B1951+32 0.0± 0.1 3.0± 0.2 NA CTB80 Core-type Castelletti & Dubner (2005)
G074.9+1.2 NA 0.21± 0.10; (0.26)A 3.42± 0.21; (3.52)A 10000 CTB 87 Integrated Morsi & Reich (1987); Matheson et al. (2013)
G076.9+1.0 PSR J2022+3842 0.61± 0.03 4.22± 0.06 5000 Integrated Marthi et al. (2011); Landecker et al. (1993)
G106.65+2.96 PSR J2229+6114 0.00± 0.15 3.0± 0.3 3900 Core-type Kothes et al. (2006)
G130.7+3.1 PSR J0205+6449 0.09± 0.01 3.18± 0.02 839 3C58 Crab-like Kothes (2017)
G141.2+5.0 NA 0.69± 0.05 4.38± 0.10 NA Integrated Kothes et al. (2014)
G184.6-5.8 PSR B0531+21 0.30± 0.04 3.60± 0.08 966 Crab Crab-like Bietenholz et al. (1997)
G189.1+3.0 NA 0.04± 0.05 3.08± 0.10 30000 IC443 Core-type; Bow-shock Castelletti et al. (2011); Olbert et al. (2001)
G263.9-3.3 PSR B0833-45 −0.10± 0.06 2.80± 0.12 NA Vela X Core-type Hales et al. (2004)
G283.1-0.59 PSR J1015-5719 0.0± 0.2 3.0± 0.4 NA Core-type; Bow-shock Ng et al. (2017)
G291.0-0.1 NA 0.29± 0.05 3.58± 0.10 1300 MSH 11-62 Crab-like Slane et al. (2012)
G292.0+1.8 PSR J1124-5916 0.05± 0.05 3.1± 0.1 1600 MSH 11-54 Integrated Gaensler & Wallace (2003)
G315.78-0.23 PSR J1437-5959 0.45± 0.10 3.9± 0.2 19000 Frying Pan Integrated; Bow-shock Ng et al. (2012)
G319.9-0.7 PSR J1509-5850 0.26± 0.04 3.52± 0.08 NA Crab-like; Bow-shock Ng et al. (2010)
G327.1-1.1 NA 0.3± 0.1 3.6± 0.2 17000 Snail Integrated; Bow-shock Ma et al. (2016)
G328.4+0.2 NA 0.03± 0.03 3.06± 0.06 10000 Core-type Gelfand et al. (2007)
G341.2+0.9 PSR B1643-43 0.24± 0.37; (0.24)A 3.49± 0.74; (3.48)A NA Integrated Giacani et al. (2001)
G343.1-2.3 PSR B1706-44 0.52± 0.34; (0.3)A 4.04 ± 0.67; (3.6)A 5000 Integrated Giacani et al. (2001)
B0538-691 PSR J0537-6910 0.1± 0.2B 3.2± 0.4B NA N157B NA Dickel & Wang (2004)
G320.4-1.2 PSR B1509-58 0.4B 3.8B 1835 MSH 15-52 NA Fleishman & Bietenholz (2007)
Columns: (1) The PWN name; (2) The associated pulsar if detected; (3) The radio spectral index; (4) The inferred particle spectral index; (5) The age of the PWN; (6) Alternative
name if relevant; (7) The PWN classification; (8) References. Each PWN is classified as either (i) Core-type (in bold), where the spectral index varies across the PWN; (ii) Crab-like,
where the spectral index is uniform across the entire PWN; or (iii) Integrated, where it is unknown if the spectrum varies spatially. The spectra pertain to a compact region around
the TS for core-type PWNe (bold), and are integrated over the entire PWN for other classes. PWN showing a bow shock as they move through the ejecta are labeled as such.
Spectral indices marked by (A) in columns in columns (3) and (4) lack reported uncertainties. For these, we show the our estimations of these values, and the reported spectrum in
brackets. Spectral indices marked with (B) are excluded from all analyses due to systematic uncertainties. ‡This uncertainty represents a combination of α = −0.08+0.09−0.06 systematic
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Figure 1. Distribution of radio-based spectra among the 29 PWNe
in our sample (see Table 1). The photon (α, top axis) and in-
ferred electron momentum (s, bottom axis) spectral indices are
shown as raw data (bottom panel) and as reconstructed distri-
butions (top panel: histograms with left axis and spectral den-
sity functions with right axis). Data uncertainties are available
for most (filled black discs with solid error-bars; dark histogram
bars; dashed black curve) but not all (empty black discs; light-blue
bars) PWNe. The latter are supplemented by error propagation-
based estimates (filled red discs with dashed error-bars), and are
included in the modified spectral density function (solid red curve)
and Gaussian fit (dotted purple).
Uncertainty estimates, available for most spectral indices
in our sample (filled black discs with solid error-bars, dark-
blue bars, and dashed curve), are interpreted as the 1σ con-
fidence interval of a normal distribution. For four of the 29
PWNe (empty discs, light-blue bars), no spectral index un-
certainty was reported. We estimate the spectral indices of
these PWNe (filled red discs with dashed error-bars) based on
the reported flux values, evaluating the uncertainty using er-
ror propagation, or through least-squares minimization when
possible; the reported values all lie within the 1σ confidence
interval of our estimates.
We reconstruct the spectral density function (SDF; solid
curve) by summing the normal distributions associated with
each of the spectral index estimates in the sample. The SDF
is broad, with long asymmetric tails. The spectral index typ-
ically lies in the range −0.30 . α . 0.26 (68% containment),
and peaks around α ≃ 0.1. A small, sharp peak at α ≃ 0.1 is
associated with one PWN (3C58; Kothes 2017) of a partic-
ularly small reported uncertainty. The SDFs including (solid
curve) and excluding (dashed) the aforementioned four sup-
plemented indices are consistent with each other.
The distribution of spectral indices is also presented as a
histogram, which does not incorporate measurement uncer-
tainties. The histogram is broadly consistent with the SDF,
but highlights two features: (i) an abundance of spectral in-
dices with a central estimate falling in the α ≃ 0 bin; and (ii)
a possible bimodality, with the second mode naively located
around α ≃ 0.25. These features are not sensitive to the bin
definitions, and in particular persists as the number of bins
is varied in the range 6 ≃ Ns/5 ≤ Nb ≤ Ns/2 ≃ 14. Both
features are largely washed out in the SDF, after taking into
account measurement errors. Yet, it is interesting to examine
if these or other structures may be hidden in the distribution.
2.2 Approximately normal spectral distribution
Our sample of spectral indices has a sample mean µs =
0.20 ± 0.02, standard deviation σs = 0.20 ± 0.05, Pearson
moment coefficient of skewness Ss = 0.78 ± 0.75, and Pear-
son moment coefficient of kurtosis Ks = 2.89 ± 1.96. These
moments are consistent with a normal, and possibly some-
what right-skewed, distribution.
We therefore examine a normal distribution as the null hy-
pothesis model for the spectra in our sample. As the data set
is discrete, non-binned, and characterised by widely varying
uncertainty estimates, we maximise the likelihood by treat-
ing each measurement as a normal distribution, or by com-
bining the Lilliefors test (Lilliefors 1967) with Monte-Carlo
realizations of the uncertainties. We also consider maximiz-
ing the likelihood of the discretised SDF or the likelihood of
an uncertainty-weighted bins, resulting in a comparable but
slightly harder distribution.
Consider an unbinned, maximal likelihood analysis that
incorporates the measurement errors. The likelihood Lj of a
given measurement j can be estimated by weighing the model
by a normalised Gaussian that represents the distribution of
possible measurement values given the reported value and
uncertainty. The overall likelihood of the model can then be
estimated as L = ΠjLj , which can be maximised to find its
best-fitting parameters. For a normal distribution of spectral
indices, the maximal likelihood is obtained for α ≃ 0.19±0.18,
consistent with the sample mean and standard deviation.
Similar results, including also a goodness-of-fit estimate,
are derived by combining the Lilliefors test with Monte-Carlo
simulations of the statistical uncertainties. The Lilliefors test
is a variant of the Kolmogorov-Smirnov (KS) test, useful
when the null hypothesis is a normal distribution with un-
known parameters, determined from the population mean
and variance. As in the KS test, the test-statistic DL is de-
fined as the maximal offset between the empirical distribution
function of the data, and the cumulative distribution function
of the model.
When naively ignoring measurement errors and using
(henceforth) all originally reported 29 spectral indices in our
sample, this test indicates a p-value of 0.15, so a normal dis-
tribution with α = 0.20 ± 0.20 cannot be rejected at any
plausible confidence level. To account for the errors, we use
Monte-Carlo simulations, applying the Lilliefors test sepa-
rately to each realization. Adopting the median value of ei-
ther DL or the p-value yields 0.14 for the latter, similar to the
naive estimate. We conclude that the aforementioned normal
distribution cannot be rejected based on these tests.
Another option is to fit a Gaussian model to the SDF,
which already accounts for the uncertainty errors. This pro-
cedure leads to a similar but slightly harder spectral distri-
bution, with mean ᾱ ≃ 0.14 ± 0.01 and standard deviation
σ(α) ≃ 0.18 ± 0.01, converged as the number of discretised
points exceeds ∼ 60 and tends to infinity. This fit is shown
in the top panel of Fig. 1 (dotted purple curve). As we argue
MNRAS 000, 1–16 (2020)
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below, the spectrum is slightly harder using this procedure
because it is less sensitive to the two α ≃ 0.6 outliers.
Similar conclusions are found from a binned analysis, but
its results are somewhat sensitive to the details of the binning
procedure. The probability pjk that PWN j lies in spectral
bin k is given by the integral within the bin of the normal
distribution representing the reported spectral index αj and





j pjk(1 − pjk). The best-fit normal distribution
typically shows ᾱ ≃ 0.15 and σ(α) ≃ 0.18, similar to the SDF
analysis, with χ2ν ≃ 0.6 chi-squared per degree of freedom
corresponding to a p-value of ≤ 0.8. Here we restrict the
analysis to 7 ≤ Nb ≤ 13 bins in the range −0.28 < α < 0.84,
which contains the 3σ confidence intervals of all data points;
the results show little dependence upon Nb in this range.
Next, with the null hypothesis of a normal distribution,
consider the possibility of an underlying bimodal distribution.
We use the likelihood ratio test, and the resulting TS-test
statistic, to examine at what significance level can one rule
out the null hypothesis (subscript 0) in favour of a bimodal
distribution (subscript ’bi’). Specifically, we choose a bimodal
distribution consisting of the superposition of two Gaussians,
and compute T S ≡ −2 logL0/Lbi. This statistics follows a χ
2
distribution with ν = νbi−ν0 degrees of freedom, up to order
N
−1/2
s corrections (Wilks 1938).
The results marginally favor a bimodal distribution, with
an α2 ≃ 0.6 peak accounting for the two aforementioned soft
outliers. The unbinned, maximal likelihood analysis favors
comparable contributions from an α1 = 0.14 ± 0.10 Gaus-
sian and from a sharp (narrower than the measurement un-
certainties), α2 ≃ 0.63 peak, with T S ≃ 11.4 correspond-
ing to the 2.6σ confidence level. The uncertainty-weighted
binned analysis weakly favours a bimodal distribution with
a main α ≃ 0.14 ± 0.16 Gaussian and a low amplitude,
α ≃ 0.64 ± 0.09 peak, but only at low, 1.3σ–1.6σ confidence
levels for 7 ≤ Nb ≤ 13.
The above results suggest that the two soft, α ∼ 0.6 out-
lier PWNe, G076.9+1.0 and G141.2+5.0, are distinguished
from the main distribution. Excluding them leaves a sample
mean 0.16 ± 0.03 and standard deviation 0.16 ± 0.06, with
Ss = 0.47 ± 1.50 and Ks = 2.48 ± 4.24. The corresponding
Lilliefors test yields a high, ≃ 0.8 p-value, and the differ-
ent analysis variants now roughly agree on a single Gaussian
model with ᾱ ≃ 0.14 and σ(α) ≃ 0.13, similar to the broader
peak from the bimodal models. We conclude that the remain-
ing sample is highly consistent with a normal distribution. It
is interesting to examine any peculiarities in the two outlier
PWNe.
The PWN G076.9+1.0 shows central X-ray diffuse emis-
sion and two distinct radio lobes, similar to the morphology
of DA495 (Marthi et al. 2011). Its spectrum, α = 0.61±0.03,
when integrated over the entire nebula, spreading over a rel-
atively large physical size of ∼ 20 pc assuming a distance of
∼ 7 kpc. PWN G141.2+5.0 shows a similarly soft spectrum,
α = 0.69±0.05, integrated over the entire nebula of a physical
size of ∼ 4 pc assuming a distance of ∼ 4 kpc (Kothes et al.
2014). In both cases, spatial variations in the spectral index
across the PWN were not reported. We do not identify spe-
cial properties of these two outliers that might explain their
softer spectra.
Figure 2. CTB 80 (G069.0+02.7) is an example of a PWN
with a spectrally-distinguishable core. The irregular PWN is
roughly traced by the radio contour (30 mJy/beam contour of
the 1380 MHz VLA map; Castelletti & Dubner 2005, outer pink
contour), shown superimposed on the ROSAT PSPC image
(https:\\skyview.gsfc.nasa.gov). The radio spectrum shows con-
siderable spatial variability; the region (green-solid box) contain-
ing PSR B1951+32 defines the core spectrum (α = 0 ± 0.1)
(Castelletti & Dubner 2005) used in the analysis, while the spec-
trum further away from the core (e.g., along the eastern side of
the nebula) is as soft as α ≃ 0.6 (red-dashed box) and α ≃ 0.7
(cyan-dotted box).
2.3 Spectrum–morphology association
Next, consider the different morphologies of spectral varia-
tions across the PWN. Out of the 29 nebulae in our sample,
eight systems show a uniform spectrum across the nebula (i.e.
are reported to show no variations of the spectrum across the
nebula), and are classified as Crab-like in Table 1; a proto-
typical example is the Crab nebula. Seven systems show vari-
ations in the spectrum across the nebula, with a hard core
around the NS, and are classified as core-type; a prototypical
example is CTB 80 (G069.0+02.7), shown in Fig. 2. In the
remaining 14 PWNe, the distribution of the spectrum across
the nebula is either unknown or unreported, and only an inte-
grated spectral index is available; these systems are classified
as ’integrated’. With future analyses any of the integrated
objects could be re-classified as core-type or Crab-like.
Noting a correlation between core-type systems and very
hard central spectra around α ≃ 0, we examine the possibility
that these systems may dominate the low-α part of the distri-
bution. For this purpose, in Fig. 3 we show the spectral dis-
tribution among PWNe subdivided between core-type (green
triangles, solid curve, and hatched bars) and other (orange
squares, dot-dashed curve, and solid bars) classifications. As
the figure shows, the distribution of core-type spectra indeed
appears to be distinct from the distribution of other morpho-
logical types, and is visibly harder.
The core-type distribution shows a sample mean 0.01±0.05
and standard deviation 0.06 ± 0.06, with higher moments
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Figure 3. Same as Fig. 1, but distinguishing between the seven
core-type group PWNe (green triangles; hatched bars) and the rest
of the PWNe (non-core-type group; orange squares; solid bars).
Top panel: Probability density functions of core-type (solid curve)
and non-core-type (dot-dashed curve) spectral indices, normalised
with respect to the total number of PWNe, alongside the best-
fitted Gaussian model (dotted curve) for core-type PWNe.
Ss = −0.55±4.72 and Ks = 2.36±10.56 of substantial uncer-
tainty due to the small sample. In comparison, the combined
distribution of the rest of the PWNe shows a sample mean
0.25 ± 0.03 and standard deviation 0.19 ± 0.07, whereas the
Crab-like PWNe have a sample mean 0.18±0.02 and standard
deviation 0.13 ± 0.05. Both of these sub-samples appear to
have a significantly softer distributions than that of core-type
PWNe.
In order to quantify the significance of the distinction be-
tween core-type and other PWNe systems, we perform several
statistical tests. These tests are used to compare the core-
type PWNe both with all other (Crab and integrated) sys-
tems, and specifically with the Crab-like PWNe; note that the
integrated systems may include some yet unidentified core-
type PWNe. We test the sub-samples both with and without
measurement uncertainties; the latter may be relevant if the
quoted errors are overestimated, or carry systematic errors
common to the sample.
First consider applying the student t-test to examine if
core-type and other PWNe have the same mean spectral
index. This null hypothesis is rejected at the ∼ 3.0σ level,
statistically indicating a harder mean spectrum of the core-
type sub-sample. Here, we again incorporate uncertainties
using the median test-statistics of a large number of Monte-
Carlo realizations. If, instead, measurement uncertainties are
ignored, the rejection significance level increases to ∼ 4.4σ.
Applying the same test to compare core-type PWNe with
only Crab-like systems, while accounting (ignoring) measure-
ment uncertainties, rejects the null hypothesis of equal means
at the ∼ 2.1σ (∼ 2.7σ) significance level, lower than above at
least in part due to the smaller sample.
Next, we apply the KS test to examine if the core-type spec-
tra may be drawn from the same distribution as other PWNe.
Comparing core-type PWNe to other systems, the null hy-
pothesis of identical underlying distributions is rejected at
the ∼ 2.7σ (3.7σ) level when including (neglecting) mea-
surement uncertainties. Similarly comparing core-type PWNe
only with Crab-like systems, rejects the null hypothesis at the
∼ 2.4σ (3.1σ) level.
These tests support the apparent separation seen in Fig. 3,
between core-type PWNe with a hard, α ≃ 0 spectrum, and
the other, somewhat softer, α ∼ 0.2 PWN systems. The dis-
tributions differ at the ∼ 3σ confidence level, and perhaps
even at the ∼ 4σ level if the statistical uncertainties are in-
flated or in part compensated by systematics. As core-type
(seven PWNe) and other (8 and 14 PWNe) sub-samples are
small, more data are needed to securely establish or rule out
this observation.
Focusing on the core-type PWNe sub-sample, we find
it consistent with a normal spectral distribution. This is
seen from the Lilliefors test, giving a p-value ∼ 0.40 (0.06)
when including (neglecting) measurement uncertainties. The
Monte-Carlo realizations indicate a mean α ∼ 0.01, with a
standard deviation σ(α) ∼ 0.05, shown in Fig. 3 as a dotted
dark-green curve.
2.4 Implications of α ≃ 0
Let us consider the possibility that core-type PWNe indeed
constitute a distinct population, with an α = 0.01±0.06 spec-
trum significantly harder than in other PWNe. It is interest-
ing to ask what properties of these PWNe may be unique
and associated with their harder spectra, what may be spe-
cial about the exceptional PWN that shows a similarly hard
spectrum in spite of a Crab-like classification, and what are
the possible physical implications of such a hard spectrum.
As Table 1 shows, bow-shock morphologies are more preva-
lent among core-type PWNe, found in three out of the seven
core-type PWNe, in comparison to three out of the 22 PWNe
of other classifications. Core-type PWNe are also on average
somewhat older than PWNe in other classes, with a median
age ∼ 7 kyr vs. ∼ 1.6 kyr excluding bow shocks, and ∼ 10 kyr
vs. ∼ 1.6 kyr when including bow shocks. These properties
suggest that an older, quenched or stripped PWN may be
more susceptible for the emergence of a hard spectrum; for
instance, core-type PWNe G328.4+0.2 (Gelfand et al. 2007)
and Vela-X (Hales et al. 2004) have probably already inter-
acted with the SNR reverse shock.
It is worth mentioning the exceptional case of G021.5-0.9
(Bietenholz & Bartel 2008), classified as a Crab-type PWN
and yet showing a very hard, average α = −0.08+0.09−0.06 spec-
trum, where the reported uncertainty is predominantly sys-
tematic. This is a young (∼ 1 kyr) PWN, with no evidence
MNRAS 000, 1–16 (2020)
8 Arad et al.
for an interaction with the reverse shock or for a bow shock.
The spectral map is based on only two frequencies, 1.5 GHz
and 4.9 GHz. RMS fluctuations ∆α ≃ 0.14 were reported
across the nebula, with a formal uncertainty of ∆α = 0.1 on
average. While the PWN was reported as spectrally uniform,
the spectral map appears to show variations in α, featuring a
∆α ∼ 0.1 hardening in the region near the NS. If this PWN
is reclassified as core-type with α = −0.18, the distribution of
this sub-sample becomes α = −0.02±0.09, more significantly
distinguished from the remaining (or Crab-like) PWNe, for
example at a student-t ∼ 4.6σ (∼ 3.8σ) confidence level.
The harder spectra of the core-type group appear to be di-
rectly associated with the acceleration of electrons, whereas
the highly uniform spectra of Crab-type PWNe could be af-
fected by evolutionary effects as the cooling time (3) is long.
Interestingly, an α ≃ 0 spectral index, as inferred for core-
type PWNe, plays an important role in Fermi acceleration
and its manifestation in the DSA mechanism. Here, α = 0
is the hardest possible spectrum, for any equation of state
and in any dimension, corresponding to a vanishing parti-
cle escape probability or an infinite energy gain per cycle.
Therefore, unless α = 0 is shown to be a natural outcome
of some competing acceleration mechanism, the results sug-
gest that (i) DSA might be responsible for the acceleration
of the radio-emitting electrons; and (ii) DSA nearly saturates
the hard spectral limit for the physical conditions around the
PWN termination shock. It is unclear why DSA should ap-
proach the α = 0 limit in PWNe, unlike in other relativistic
shock systems, and if such a hard spectrum is even viable in
the small-angle scattering limit; we consider these issues in
the following sections.
3 DSA ANALYSIS
We model the termination shock as a planar, γu = 10
4
shock with the Jüttner–Synge equation of state (Jüttner
1911; Synge 1957), such that βu − 1 ≃ −5.000 × 10
−9 and
βd − 1/3 ≃ −6.667 × 10
−9. While it is unclear if linear DSA
is relevant to particle acceleration in the termination shock,
it is interesting to ask if it could lead to the hard spectrum
observed. The PDF and spectrum of the accelerated particles
are derived semi-analytically using an expansion in moments
of the angular distribution (following Keshet 2006).
In the following, §3.1 presents the setup and formalism of
the relativistic, small-angle scattering, DSA model. The mo-
ment solution is reviewed and implemented in §3.2. In §3.3,
we quantify the acceleration process in terms of the return
probability and the energy gain in a Fermi cycle, and show
how both can be accurately extracted as useful diagnostics
directly from the PDF.
3.1 Setup
Consider an infinite planar shock front located at shock-frame
coordinate z = 0, with flow in the positive z direction. We
study the acceleration of relativistic particles of momenta p
much larger than any characteristic scale in the system, due
to repeated small-angle scatterings assumed to be elastic in
the fluid frame (denoted by a tilde). Here, the evolution of the
particle direction µ̃ = cos(p̃ · ẑ/p̃) is approximately diffusive.
Adopting some prescribed angular diffusion-function (DF)
D̃µµ on each side of the shock, the steady-state PDF f sat-













Here γi ≡ (1−β
2
i )
−1/2 is the shock-frame bulk Lorentz factor
of the fluid, and the upstream/downstream index i ∈ {u, d}
is used only when necessary. Variables without a tilde are
measured in the shock-frame, so f(µ̃i, p̃i, z) is the Lorentz-
invariant density in a mixed-frame phase space.
The PDF is continuous across the shock front,
fu(µ̃u, p̃u, z = 0) = fd(µ̃d, p̃d, z = 0), where upstream
and downstream parameters are related by a Lorentz boost
of normalised velocity βr = (βu − βd)/(1 − βuβd), namely
p̃d = γrp̃u(1 + βrµ̃u) and µ̃d = (µ̃u + βr)/(1 + βrµ̃u).
The PDF is fixed by the upstream boundary condition,
requiring the absence of accelerated particles far up-
stream, fu(z → −∞) = 0. In the absence of a relevant
momentum scale, a power-law spectrum develops (e.g.,
Bednarz & Ostrowski 1996; Achterberg et al. 2001), so we
may separate the PDF in the form fi(µ̃i, p̃i, z) ≡ q̃i(µ̃, τ̃)p̃
−s
i .
The PDF naturally becomes isotropic in the fluid frame
far downstream, fd(z → ∞) = q∞p̃
−s
u , where q∞ > 0 is a
constant.
Under certain assumptions (e.g., Kirk et al. 2000), the an-
gular dependence of the DF can be separated out, D̃µµ =
(1 − µ̃2)D̃(µ̃)D̃2(p̃, z). While this separation is not in gen-
eral justified (e.g., Katz et al. 2007; Nagar & Keshet 2019),
we adopt it here for simplicity. The spatial and momentum







leading to a dimensionless transport equation for the reduced
PDF q,





It is advantageous for our purposes to write all variables in
the shock frame, leading to the reduced transport equation
(Keshet 2006)
∂τq(µ, τ ) =
∂µ
{





with q(µ, τ ) = q̃i(µ̃i, τ̃)(p̃i/p)
−s = q̃i(µ̃i, τ̃)γ
s
i (1 + βiµ̃i)
s,
D(µ) = D̃(µ̃), and τ = γ4τ̃ . The phase space spanned by µ
and τ is demonstrated (with labeled arrows) in Fig. 4, which
also shows the reduced-PDF q(µ, τ ) for the simple case of
isotropic diffusion.
3.2 Solution using moments
We use the moments method of Keshet (2006). Here, the
shock-frame transport equation (8) is multiplied by weights
fn(µ) for n = 0, 1, 2, . . . N , and integrated to yield coupled
first-order ordinary differential equations for the spatial evo-
lution of the corresponding scalar moments Fn ≡
∫
fnq dµ.
Requiring the continuity of each moment across the shock
reduces the problem to a set of N +1 algebraic equations for
the moment coefficients. Moments that diverge downstream
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Figure 4. Reduced shock-frame PDF q, shown (height and cube-
lix, Green 2011, coluorbar) in the full phase space of particle di-
rection µ vs. optical depth τ from the shock, for isotropic diffu-
sion around (henceforth) our nominal, ultra-relativistic shock of
γu = 104 with a Jüttner–Synge equation of state. The PDF is
calculated using N = 35 Lagrange moments (see §3.2), and nor-
malized such that
∫+1
−1 q(µ, τ = 0)dµ = 1. The displacement τ from
the shock front is compactified as tanh τ .
or do not vanish upstream are discarded. The remaining equa-
tions can be formally solved and restated as a transcendental
equation for s; the solution converges rapidly with N for an
appropriate choice of weights.
We adopt Legendre weights, fn(µ) = (n + 1/2)
1/2Pn(µ),
where Pn(µ) is the Legendre polynomial of order n. The mo-
ment Fn then reduces to the n’th-coefficient of the Legendre
series of q, and the solution for s converges rapidly (Keshet
2006). For such orthogonal polynomial weights, it is necessary
to separate each surviving moment into a uniform compo-
nent and a component that decays exponentially away from
the shock. For given shock and DF, we compute s and the
PDF for increasing choices of N , using an increasingly high
precision, up to a high order Nmax ensuring the convergence
of s to at least four decimal places. We estimate s and its
uncertainty ∆s using Richardson extrapolation to N → ∞
and its difference from the Nmax estimate. For a more com-
prehensive discussion of the moments method, see Arad &
Keshet (in preparation).
Consider first the simple case of isotropic diffusion both
upstream and downstream, D(µ) = const. Here, N = 15
moments are sufficient to reach siso = 4.2270, converged
to four decimal digits, in agreement with previous compu-
tations but pushing deeper into the ultra-relativistic shock
limit. This setup is labeled ISO, and is summarised in Tables
A1 and A2, along with other scenarios discussed below. For
isotropic diffusion we explore higher moments, showing that
N = 35 moments are needed to reach ten-digit precision.
This higher accuracy result is used to produce the reduced
PDF shown in Fig. 4 in the entire compactified phase space,
Figure 5. Shock-front angular distributions qs(µ) in the shock
frame (solid blue curve; right axis) and q̃s(µ̃d) in the downstream
frame (dashed red; left axis), for the nominal ultra-relativistic
shock with isotropic diffusion shown in Fig. 4, and with the same
integral normalization in the respective frame. The first upstream
eigenfunction (Kirk et al. 2000) is shown, for comparison, in both
frames (blue circles in shock frame; red squares downstream).
and the shock angular distribution, qs(µ) ≡ q(µ, τ = 0),
shown in Fig. 5. The latter shows the distribution in both
shock and downstream frames, along with an approxima-
tion for the first upstream eigenfunction (Kirk et al. 2000),
q̃s(µ̃u) ∼ exp[−(1 + µ̃u)/(1− βu)].
3.3 Return probability and energy gain
By considering Fermi cycles, the spectral index can be ex-





where Pret is the probability for an accelerated particle cross-
ing downstream to return upstream, g ≡ ⟪Ej+1/Ej⟫ is the
flux-averaged energy gain per cycle, and ⟪. . .⟫ designates flux
averaging. The quantities Pret and g are useful diagnostics of
the acceleration process. They can be evaluated once the PDF
has been determined, although g depends somewhat on cor-
relations between the directions in which particles cross the
shock back and forth.
3.3.1 Return probability
By definition, Pret is the ratio between the downstream-frame
magnitudes of the particle fluxes crossing the shock back to-
wards the upstream (subscript −), |j−| = −j− > 0, and













where the equality subscript i signifies that the subsequent
expression is evaluated in the i fluid frame. Here, we define
the shock-front flux element
dj ≡ (µ̃+ β)q̃(µ̃, τ = 0)dµ̃ , (11)
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and j ≡ j− + j+.
Equivalently, we may calculate the escape probability
Pesc = 1 − Pret as the downstream-frame ratio between the












For the angular distribution q(µ) of the isotropic-diffusion
case ISO, we find Pret ≃ 0.379.
3.3.2 Energy gain
In principle, the energy gain can be computed precisely, and
in either fluid frame. The downstream-cycle gain, gd, for a
particle crossing the shock towards the upstream at some an-
gle −1 < µ̃
(d)
− < −βd and returning downstream with prob-
ability P (µ+, µ−) (omitting the superscript d for brevity) at
an angle βd < µ̃+ < 1 is (1 − βrµ̃−)/(1 − βrµ̃+). Hence,




























One can neglect the correlations between µ− and µ+ by ap-
proximating P as a constant, but the resulting gd and gu are
generally inaccurate and unequal.
In this approximation, we can compute gd and gu directly
from the PDF. Is it convenient to work in the shock frame,
by defining the flux element in fluid i as
dJ
(i)
± ≡ (1− βiµ±)
s−3µ±q(µ±)dµ± , (17)


















Consider the isotropic diffusion case ISO. Here we find that
gu ≃ 2.208 and gd ≃ 2.488 indeed differ. Equation (9) sug-
gests, based on the aforementioned values of s and Pret, that
g ≃ 2.205, so gu is approximately correct while gd is off.
We find that this is the case quite generally, for a wide
range of DFs. In §4 we consider 23 different choices of the DF.
Eight of these choices include anisotropic diffusion upstream,
12 include anisotropic diffusion downstream, and three fea-
ture an anisotropic DF both upstream and downstream (for
details, see Tables A1 and A2). For each of these cases, we
calculate Pret and the energy gain approximations gd and gu.
Equation (9) now assigns each case with an estimate sd based
on gd, and an estimate su based on gu.
Figure 6 compares sd and su with the spectral index s in-
ferred from the moments method. We find that gu provides
a good approximation, with an error |s− su| . 0.03 and typ-
ically even an order of magnitude smaller. In contrast, the
Figure 6. The spectral index s (in the moments method; abscissa)
and its approximations (ordinate) su (bottom point of down tri-
angles) and sd (upper point of up triangles) for different choices
(see Tables A1 and A2) of anisotropic diffusion upstream (small
blue markers), downstream (medium red), or both (large purple),
as well as for the isotropic diffusion case (largest black). The su
approximation is quite good (su = s shown as dashed grey curve),
whereas the sd approximation is not.
gd approximation is rather inaccurate, with |s − sd| . 0.3.
Indeed, after a particle crosses downstream, it has time to
diffuse, catch up with the shock, and return upstream in any




+ are small and
Pu can be approximated as a constant. In contrast, after a
particle crosses upstream, it is swept up by the shock even





− , so neglecting the variations in Pd yields
an inaccurate gd. Henceforth, we thus adopt gu as our energy
gain estimate.
4 HARD SPECTRUM CONDITIONS
It is interesting to ask how hard can the DSA spectrum be-
come in the small-angle scattering limit, and what types of
DFs can facilitate such a spectrum. The Fermi cycle Eq. (9)
suggests two different routes in which the spectrum may
harden with respect to the nominal case of isotropic diffu-
sion: a larger escape probability, or a larger energy gain, both
leading at their extreme to the hard limit
s(Pret → 0) = 3 = s(g → ∞) . (19)
Here, we show how small-angle scattering can approach this
limit in both ways, by admitting different changes to the DF.
Thus, anisotropic upstream diffusion can raise g substantially,
whereas anisotropic downstream diffusion can reach arbitrar-
ily close to Pret = 1. In both cases, the scattering of particles
moving away from the shock is suppressed.
We start by examining the effect of anisotropic upstream
diffusion in §4.1, detailing different choices of Du in Table A1,
with a few special cases labeled, U0, U1 . . . highlighted in the
text. In §4.2, we study the effect of anisotropic downstream
diffusion, with different choices of Dd detailed in Table A2
and special cases labeled D0, D1 . . . highlighted in the text.
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4.1 Modified upstream diffusion raising g
The gu approximation (18) indicates that for ultra-relativistic
shocks with s < 4, the energy gain can grow very large
if the PDF at forward, µ → +1 directions remains non-
negligible, as the numerator integrand is proportional to
(1− βuµ+)
s−4qs(µ+). Therefore, an angular DF that pushes
upstream particles towards µ = 1 can substantially raise g
and thus harden the spectrum. This conclusion could possi-
bly be inferred from the exact Eq. (15) for any s, but the
argument is complicated by the unkown form of P (µ+, µ−).
Maximizing gu over all possible DFs is computationally
challenging, so we demonstrate the behaviour by solving the
problem for a selection of representative upstream DFs, keep-
ing the downstream DF isotropic for the moment. Although
the dependence of the spectrum upon the DF is not mono-
tonic (Keshet 2006), nor linear (Nagar & Keshet 2019), tak-
ing a linearly increasing (decreasing) upstream DF Du(µu)
does raise (lower) qs(µ ≃ 1) and thus g, and consequently
hardens (softens) the spectrum. We confirm this behaviour
using linear choices of Du, but the effect is quite modest, with
the spectral index varying by |∆s| . 0.05 (Keshet 2006).
A stronger effect can be obtained by considering changes
in the DF that are localised around some µ0 (Keshet 2006).
We thus introduce a DF with a Gaussian enhancement of the
form
DG(µ, h, µ0, δ) ≡ 1 + h exp[−(µ− µ0)
2/2δ2] , (20)
and sample Du = DG with different parameters. Figure 7
illustrates the spectrum for the nominal shock with a range
of µ0 and δ, fixing for simplicity h = 100. The spectrum is
seen to generally harden for large µ0 and small δ, with the
minimum found at {µ0 ≃ 0.87, δ ≃ 0.20}. The results depend
somewhat on h, with the minimal s obtained for different
parameters and in general hardening for larger h.
Focusing on DFs leading to a hard spectrum, we consider
case U1 with µ0 = 0.9, δ = 0.2, and h = 10
6 upstream, and
isotropic diffusion downstream. This setup yields a very high,
gu ≃ 373 energy gain, so although the return probability
Pret ≃ 0.118 is low, the spectrum s ≃ 3.3657 is hard. Such a
DF, while radical in its large, factor ∼ 106 enhancement of
diffusion in the forward direction, demonstrates how small-
angle scattering can yield a hard spectrum, probably down to
its limit (19). It is numerically difficult to study DFs giving
such hard spectra, as the PDF becomes highly concentrated
near µ = 1 and its resolution requires an increasingly large
number of moments.
The shock-front angular PDF qs(µ) is shown in the shock
frame for three representative cases (U1, U2, and U3) in the
top panel of Fig. 8, alongside case ISO. As expected, a harder
spectrum is associated with an increased fraction of forward-
moving particles. This is most apparent for U1 (dot-dashed;
blue), in which most particles are highly beamed in the for-
ward, downstream direction. The figure also illustrates how
the mode µmax of qs(µ) increases monotonically in the forward
direction as µ0 increases and the spectrum becomes harder.
The bottom panel of the figure shows the PDF in the up-
stream frame. Although the PDF is beamed in the forward
directions in the shock and downstream frames, it retains
a large component at fluid-frame angles π − θ . γ−1u . The
fluid-frame DF in the anisotropic cases U1, U2, and U3 is ap-
Figure 7. Spectral index s (colourbar and contours of ∆s = 0.02
intervals starting at s = 3.87) for the nominal shock, as a function
of the parameters µ0 and δ of the upstream Gaussian DF D(µ) =
1+100 exp[(µ−µ0)2/(2δ2)], with an isotropic DF downstream. The
hardest case is highlighted (red cross with s ≃ 3.864 for {µ0 =
0.87, δ = 0.20}), and approximately represented by case U2 (see
Table A1). For δ > 0.1 (δ = 0.1) we use N = 25 (N = 30 to 40)
moments.
proximately constant for µ̃u > 10
−7, vanishing rapidly for
smaller µ̃u, and so strongly anti-correlated with the PDF.
The spectrum is a non-separable function of upstream and
downstream DFs, and scanning the full functional is beyond
the scope of this work. Suffice to point out that the spectra
of the above cases can be further hardened by modifying the
downstream DF. For instance, for case U0, combining Du from
U1 and Dd(µ) = exp(µ) yields a harder, s ≃ 3.303 spectrum.
The modified Dd lowers the energy gain (to g ≃ 354) with
respect to U1, but raises the return probability (to Pret ∼
0.169), thus lowering s.
Figure 9 shows the values of g (blue disks) and Pret (red
squares) for the different choices of DFs. The general trend
of spectral hardening with an increasing g is apparent, with
the highest g found for U1. The increasingly forward-peaked
upstream DF also leads to a generally decreasing Pret, due
to the diminishing fraction of backwards-moving particles at
the shock front, but the associated increase in energy gain
dominates the behaviour of the spectrum. The joint effect
of modifying both Du and Dd is more delicate, as demon-
strated by U0, suggesting that a more forward-peaked DF in
the downstream might saturate the limit (19).
Denote the particle density at optical depth τ from the
shock by ñ(τ ) ≡
∫ 1
−1
q̃(µ̃, τ )dµ̃, and consider the ratio be-
tween the downstream-frame densities far-downstream and
















where we used the conservation of j in the last equality. Fig-
ure 10 shows the downstream evolution of the density ratio
for a few choices of DFs. For isotropic diffusion, n(τ ) declines
downstream of the shock, saturating at ξ̃ ≃ 0.5 beyond τ ≃ 1.
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Figure 8. Shock-front angular PDF in the shock (top) and up-
stream (bottom) frames, for the nominal shock with different spec-
tra (legend) mainly due to different energy gains in upstream DF
cases ISO (solid black curve), U1 (dot-dashed green), U2 (dashed
blue) and U3 (dotted red). The distributions are normalised to
unit maximum, max[qs(µ)] = 1 in the respective reference frame,
for ease of comparison. For more details on each case, see Table A1.
Figure 9. The energy gain gu (blue circles; left axis) and return
probability Pret (red squares; right axis) as a function of the spec-
tral index for the nine anisotropic upstream diffusion function (see
Table A1) and for the isotropic case (empty markers).
In contrast, for forward-beamed distributions, the last term in
Eq. (21) is typically positive, so ξ̃ exceeds unity. For example,
the focused beam in case U1 carries particles that isotropize
only at some τ > 0, leading to a monotonically increasing
n(τ ) that saturates at ξ̃ ≃ 2.6. We conclude that if a frac-
tion facc of the incoming energy is deposited in accelerated
particles at the shock front, then more than double, faccξ̃ of
this energy is carried by the particles far downstream. Similar
results are obtained in the shock frame (ξ ≃ 0.6 for ISO and
Figure 10. Particle number density normalized to the shock front
as a function of optical depth from the nominal shock. Shown are
the cases ISO (solid black), U1 (dashed blue), and D0 (dotted red),
both in downstream frame (solid curves) and in the shock frame
(where particle energy is not conserved; thin curves).
ξ ≃ 1.9 for U1; thin curves), but here particle energy is not
conserved.
4.2 Modified downstream diffusion raising Pret
Equations (10) and (14) suggest that Pret is sensitive to the
downstream DF, which governs the fraction of particles re-
turning to the shock after earlier crossing it downstream. The
spectrum hardens as more particles are deflected back toward
the upstream, thus raising Pret, which approaches unity for
j− + j+ ≪ j+, and typically also g. Therefore, here we con-
sider downstream DFs Dd(µ) that push particles backward,
towards µ < 0 directions.
Again, suffice to demonstrate the behaviour by solving the
problem for a selection of representative downstream DFs,
keeping Du isotropic for the moment. Taking a linearly de-
creasing (increasing) DF Dd(µd) now raises (lowers) both g
and Pret, thus hardening (softening) the spectrum. We con-
firm this behaviour using linear choices of Dd, finding an
effect stronger than in the analogous test upstream, with the
spectral index varying by |∆s| . 0.3 (Keshet 2006).
Here too, a stronger effect is obtained by considering a
localised change in the DF. Figure 11 shows a scan of Dd =
DG parameters with h = 100 and an isotropic Du, analogous
to Fig. 7. The spectrum generally hardens with decreasing
µ0 and δ, up to a valley along 2µ0 + 6δ ≃ 1. The hardest
spectrum, s ≃ 3.64, corresponds to µ0 = −0.25 and δ = 0.27
(case D2). A similar scan with h = 104 shows a deeper valley,
with the hardest spectrum, s ≃ 3.44 at µ0 ≃ −0.25 and
δ ≃ 0.20 (case D1).
When the spectrum is very hard due to a large Pret,
rather than a large g, the PDF does not become strongly
peaked, and the problem can be accurately solved with fewer
moments. This allows us to more easily test DFs that are
anisotropic both upstream and downstream. For example,
the same downstream diffusion of D1 combined with Du =
exp(−bµ), leads to even harder spectra: s ≃ 3.3 for b = 1,
and s ≃ 3.05 for b = 15, labeled U0.
The angular distributions qs(µ) for three representing cases
of anisotropic downstream diffusion are shown in Fig. 12. The
functional form of qs(µ) does not vary much among these
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Figure 11. Same as Fig. 7 but for Dd = DG and isotropic diffusion
upstream (here, contour intervals are ∆s = 0.05 starting at s =
3.65, and N = 25). The hardest case is marked (red cross; s ≃ 3.64
with µ0 = −0.26 and δ = 0.27; case D2 of Table A2).
cases, showing a pronounced mode with a slightly varying
0.2 . µmax . 0.5 position, anti-correlated with s as ex-
pected from the dominant effect of Pret on the spectrum. The
downstream-frame distributions q̃s(µ̃) show the same anti-
correlation between µmax and s, combined with a narrowing
of the particles angular distribution around that direction, as
the spectrum hardens.
Figure 13 shows the values of g and Pret for different choices
of downstream DFs. While g ∼ 2.2 does not vary much
among most cases, Pret changes substantially, increasing for
harder spectra, with the hardest case D0 showing a near unity
Pret ∼ 0.98. The hardest two spectra, obtained by consider-
ing anisotropic choices of Du, manage to raise Pret at the cost
of lowering g.
Finally, consider the downstream evolution of ñ(τ ) for such
cases, where the spectrum approaches its hard limit due to a
near-unity Pret. Inspection of the bottom panel of Fig. (12)
shows that the PDF is almost entirely concentrated at µ̃d < 0,
so Eq. (21) allows for a very small ξ̃. Indeed, Fig. 10 shows
(dotted red curves) that for D0, ñ(τ ) decreases substantially,
saturating at ξ̃ ≃ 0.008 for τ & 1. Assuming that facc does
not exceed unity at the shock front, we conclude that the ac-
celeration efficiency measured downstream is bounded here
by faccξ̃ ≪ 1. Characteristic numbers for ξ̃ as a function of
s are 0.17, 0.25 and 0.48 for s ≃ 3.44, 3.64, and 4.19, respec-
tively (see Table A2 for all other cases). These results limit
the applicability of high Pret models for particle acceleration
that is both very hard and efficient.
5 SUMMARY AND DISCUSSION
We study the radio emission from PWNe in search of clues for
the mechanism responsible for the unusually hard spectrum.
A phenomenological review of PWNe from the literature (§2)
suggests that the termination shock accelerates an s ≃ 3.0
electron spectrum. As this value is the hard spectral limit of
Figure 12. Same as Fig. 8 in the shock (top) and downstream
(bottom) frames, but with different return probabilities in down-
stream DF cases ISO (solid black), D0 (dot-dashed green), D2
(dashed blue), and D3 (dotted red). For the details of each case
see Table A2.
Figure 13. Same as Fig. 9 but for the 14 examined downstream
diffusion cases (see Table A2).
Fermi processes such as DSA (§3), we show that the latter
produces sufficiently hard spectra under rather extreme con-
ditions on the angular diffusion function of the accelerated
particles (§4), either upstream or downstream of the shock.
We compile a comprehensive sample of all 29 usable radio
spectra from the literature (Table 1 and Fig. 1). The sample
is fairly well fit by a normal, α = 0.20 ± 0.20 distribution of
radio spectral indices. Two soft, α ≃ 0.6 outliers appear to
be statistically distinguishable from the main sample; remov-
ing them leaves an α = 0.16 ± 0.16, approximately normal,
distribution (§2.2). More importantly, we find that in core-
type PWNe such as CTB 80 (Fig. 2), in which the spectrum
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varies spatially, the termination-shock region shows a harder,
α = 0.01±0.06 distribution (Fig. 3), distinguishable from the
remaining sample at a nominal ∼ 3σ confidence level (§2.3).
The harder radio spectra of the core-type group appear
to be directly associated with the acceleration of electrons,
whereas the highly uniform spectra of Crab-type PWNe could
be affected by evolutionary effects as the cooling time (3) is
long. The sample is small and complicated by systematic ef-
fect; some evidence that core-type PWNe are older and more
often associated with bow-shocks is only marginal (§2.4).
More data will allow us to test the classification and its phys-
ical origin.
The s ≃ 3 electron spectrum inferred from PNWe, and in
particular from the core-type sub-sample, plays an important
role in the Fermi acceleration process and its manifestation
in the DSA mechanism, as the hardest spectrum possible
(Eq. 19). Unless α = 0 is shown to be a natural outcome
of some competing acceleration mechanism, our results thus
suggest that (i) DSA might be responsible for the acceleration
of the radio-emitting electrons; and (ii) DSA nearly saturates
its hard spectral limit for the physical conditions around the
PWN termination shock.
While linear DSA with large-angle particle scattering was
previously shown to generate very hard spectra under some
circumstances, it is unclear if it can approach the hard, s = 3
limit without fine-tuning. It was similarly unknown until now
if small-angle scattering can so dramatically deviate from the
s ≃ 4.2 spectrum typical of relativistic shocks. We show
that spectra arbitrarily close to the limit can be obtained
for a sufficiently anisotropic angular DF either upstream or
downstream, due to a corresponding increase in g or Pret.
These two diagnostics, sufficient for determining the spec-
trum (Eq. 9), can be accurately inferred even in the ultra-
relativistic shock limit, from the PDF reconstructed by a mo-
ment expansion (Keshet 2006), provided that g is measured
upstream (Fig. 6).
Our results confirm previous suspicions (Keshet 2006) that
sufficiently anisotropic DFs can lead to substantial spectral
deviations. Thus, an upstream DF peaked in forward, µ ≃ 0.9
angles (Fig. 7) can substantially raise g ≫ 1 (Fig. 9), pushing
the particles toward larger µ (Fig. 8) and thus hardening the
spectrum near its limit (Table A1), with the particle density
increasing downstream (Fig. 10). An analogous effect is ob-
tained by changing the DF downstream. Here, a downstream
DF peaked in backward, µ ≃ −0.25 angles (Fig. 11) can
substantially raise Pret ≃ 1 (Fig. 13), pushing the particles
toward smaller µ (Fig. 12) and thus hardening the spectrum
to its limit (Table A2), with the particle density rapidly de-
creasing downstream (Fig. 10).
Regardless of the acceleration mechanism, it is interesting
to ask why do the termination shock regions of core-type
PWNe show a harder spectrum than other types of nebulae.
One possibility is that the acceleration region has been evac-
uated from softer electrons, which were accelerated earlier,
diffused inward, or otherwise evolved. An alternative expla-
nation is that some change in the environment of these termi-
nation shocks has modified the properties of the acceleration
process. In the context of DSA, such a modification could
take place downstream and even upstream of the shock, if
the accelerated electrons themselves play an important role
in the dynamics.
If the radio electrons are accelerated by an extreme form
of DSA, with highly anisotropic scattering, then the high
g variant seems more likely than the high Pret route, for
two reasons. First, in the former scenario, in which the
highly anisotropic diffusion is attributed to the upstream,
we find a strong anti-correlation between the PDF and the
DF upstream, which could in principle arise non-linearly as
the electrons generate the modes that scatter themselves
(e.g., Nagar & Keshet 2019). Second, here the particle den-
sity grows downstream, so the acceleration efficiency is not
bounded as it is for highly anisotropic downstream diffusion.
Nevertheless, we cannot rule out the alternative, large Pret
option based on efficiency arguments. The prototypical Crab
nebula has an integrated synchrotron luminosity of about
1/4 of the spin-down luminosity (Hester 2008), implying a
high efficiency, but the spectrum here is not so hard; it is
comparable to case D2 with s ≃ 3.64, where ξ̃ ∼ 25%. A
hard spectrum as found in CTB 80 is comparable to case D0
with ξ̃ ∼ 0.8%, but here the efficiency may indeed be low,
as inferred by comparing the radio luminosity . 1033 erg s−1
and x-ray luminosity ∼ 1.4×1034 erg s−1 (Hester & Kulkarni
1988, and references therein) with the spin-down luminosity
∼ 3.7× 1036 erg s−1 (Kulkarni et al. 1988).
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APPENDIX A: EXAMINED CASES
Our different choices of anisotropic DFs are summarised in
Table A1 focusing on variable g, and in Table A2 focusing
on variable Pret, along with the resulting spectrum and DSA
diagnostics, for the nominal shock.
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Table A1. Examples of anisotropic DFs primarily upstream, raising g for the nominal shock.
Label Du(µ) Dd(µ) s s− siso µmax Pret gu s(Pret, gu) ξ̃ N
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
U0 DG(µ, 10
6, 0.9, 0.2) exp(µ) 3.3034 -0.9235 0.999 0.169 354.2 3.3027 2.155 120
U1 DG(µ, 10
6, 0.9, 0.2) 1 3.3657 -0.8613 0.999 0.118 373.0 3.3611 2.532 120
- DG(µ, 106, 0.9, 0.3) 1 3.4547 -0.7723 ≃ 1 0.125 136.2 3.4234 2.389 95
DG(µ, 10
3, 0.9, 0.3) 1 3.7221 -0.5050 0.966 0.150 15.01 3.7012 2.055 40
U2 DG(µ, 10
2, 0.9, 0.2) 1 3.8673 -0.3597 0.935 0.189 7.080 3.8500 1.478 40
- DG(µ, 102, 0.9, 0.4) 1 3.9448 -0.2823 0.898 0.208 5.344 3.9356 1.390 25
- DG(µ, 102, 0.9, 0.5) 1 4.0191 -0.2079 0.857 0.241 4.057 4.0159 1.124 20
- 1 + 0.9µ 1 4.1805 -0.0465 0.647 0.339 2.494 4.1823 0.622 20
ISO 1 1 4.2270 0 0.527 0.379 2.208 4.2251 0.495 15
U3 1− 0.9µ 1 4.2640 0.0370 0.447 0.416 2.011 4.2565 0.402 20
Columns: (1) Case label; (2) Upstream DF; (3) Downstream DF; (4) Electron spectral index calculated using the moments method; (5)
Spectral difference with respect to the case of isotropic DF; (6) Angular location of PDF maximum; (7) Return probability; (8) Energy
gain calculated in the upstream frame; (9) Spectral index calculated based on Eq. (9); (10) Ratio between the downstream-frame
densities far-downstream and at the shock front; (11) The number of moments used in the computation.
Table A2. Same as Table A1 but for anisotropic DFs predominantly downstream, raising Pret.
Label Du(µ) Dd(µ) s s− siso µmax Pret gu s(Pret, gu) ξ̃ N
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
D0 exp(−15µ) DG(µ, 10
4,−0.25, 0.2) 3.0504 -1.1766 0.257 0.977 1.614 3.0494 0.008 45
- exp(−µ) DG(µ, 104,−0.25, 0.2) 3.3022 -0.9250 0.336 0.813 2.031 3.2926 0.096 35
D1 1 DG(µ, 104,−0.25, 0.2) 3.4384 -0.7886 0.419 0.714 2.215 3.4242 0.171 40
- 1 DG(µ, 104,−0.3, 0.3) 3.5504 -0.6766 0.441 0.652 2.223 3.5349 0.219 25
D2 1 DG(µ, 102,−0.26, 0.27) 3.6379 -0.5891 0.450 0.610 2.215 3.6220 0.252 25
- 1 DG(µ, 104, 0, 0.2) 3.7402 -0.4868 0.429 0.576 2.140 3.7242 0.263 45
- 1 DG(µ, 104,−0.4, 0.5) 3.8200 -0.4069 0.480 0.526 2.223 3.8055 0.331 20
- 1 DG(µ, 104, 0, 0.3) 3.8736 -0.3534 0.469 0.514 2.169 3.8595 0.327 25
- 1 1− 0.7µ 4.0521 -0.1610 0.512 0.430 2.220 4.0574 0.435 15
- 1 1− 0.2µ 4.1894 -0.0376 0.525 0.390 2.212 4.1857 0.483 15
ISO 1 1 4.2270 0 0.527 0.379 2.208 4.2251 0.495 15
- 1 1 + 0.2µ 4.2609 0.0339 0.530 0.369 2.204 4.2606 0.507 15
- 1 1 + 0.5µ 4.3070 0.0800 0.537 0.357 2.197 4.3092 0.522 20
- 1 1 + 0.9µ 4.3636 0.1366 0.542 0.343 2.186 4.3692 0.537 20
D3 1 DG(µ, 10
4, 0.3, 0.2) 4.4725 0.2455 0.550 0.322 2.147 4.4836 0.541 40
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