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Commutators of elements of coprime
orders in finite groups
Pavel Shumyatsky
Abstract. This paper is an attempt to find out which properties
of a finite group G can be expressed in terms of commutators of
elements of coprime orders. A criterion of solubility of G in terms
of such commutators is obtained. We also conjecture that every
element of a nonabelian simple group is a commutator of elements
of coprime orders and we confirm this conjecture for the alternating
groups.
1. Introduction
Let w be a group word, i.e., an element of the free group on
x1, . . . , xd. For a group G we denote by w(G) the subgroup generated
by the w-values. The subgroup w(G) is called the verbal subgroup of
G corresponding to the word w. An important family of words are the
lower central words γk, given by
γ1 = x1, γk = [γk−1, xk] = [x1, . . . , xk], for k ≥ 2.
Here, as usual, we write [x, y] to denote the commutator x−1y−1xy.
The corresponding verbal subgroups γk(G) are the terms of the lower
central series of G. Another interesting sequence of words are the
derived words δk, on 2
k variables, which are defined recursively by
δ0 = x1, δk = [δk−1(x1, . . . , x2k−1), δk−1(x2k−1+1, . . . , x2k)], for k ≥ 1.
The verbal subgroup that corresponds to the word δk is the familiar
kth derived subgroup of G usually denoted by G(k).
It is well-known that many properties of G can be detected by just
looking at the set of w-values. For example, the group G is nilpotent
of class at most k if and only if γk+1(G) = 1 and G is soluble with
derived length at most k if and only if δk(G) = 1.
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In the case where G is finite some important group-theoretical prop-
erties can be detected by studying the set of commutators [x, y], where
x and y are elements of coprime orders. In particular, it is easy to
show that a finite group G is nilpotent if and only if [x, y] = 1 for all
x, y ∈ G such that (|x|, |y|) = 1. The present paper is an attempt to
find out which properties of a finite group can be expressed in terms
of commutators of elements of coprime orders.
There is no canonical way to define the γk-commutators and δk-
commutators in elements of coprime orders of a finite group G. Thus,
we propose the following definitions.
Let G be a finite group and k a nonnegative integer. Every ele-
ment of G is a γ∗1-commutator as well as a δ
∗
0-commutator. Now let
k ≥ 2 and let X be the set of all elements of G that are powers of γ∗k−1-
commutators. An element x is a γ∗k-commutator if there exist a ∈ X
and b ∈ G such that x = [a, b] and (|a|, |b|) = 1. For k ≥ 1 let Y be
the set of all elements of G that are powers of δ∗k−1-commutators. The
element x is a δ∗k-commutator if there exist a, b ∈ Y such that x = [a, b]
and (|a|, |b|) = 1. The subgroups of G generated by all γ∗k-commutators
and all δ∗k-commutators will be denoted by γ
∗
k(G) and δ
∗
k(G), respec-
tively. One can easily see that if N is a normal subgroup of G and x
an element whose image in G/N is a γ∗k-commutator (respectively a δ
∗
k-
commutator), then there exists a γ∗k-commutator y ∈ G (respectively a
δ∗k-commutator) such that x ∈ yN .
2. δ∗k-Commutators
For a finite group G we have γ∗k(G) = 1 if and only if G is nilpotent.
Indeed, we have already remarked that if G is nilpotent then γ∗2(G) = 1.
Suppose that γ∗k(G) = 1 but G is not nilpotent. We can assume that
the counter-example G is chosen with minimal possible order. Then
every proper subgroup of G is nilpotent. Finite groups all of whose
proper subgroups are nilpotent have been classified by Schmidt in [5].
In particular, such groups are soluble. Therefore G contains a minimal
normal abelian p-subgroup M for some prime p. By induction G/M
is nilpotent. If M commutes with every p′-element of G, it follows
easily that G is nilpotent, a contradiction. Hence G = M〈x〉 for some
p′-element x of G and M = [M,x]. Since M is abelian, it is clear
that each element of M can be written in the form [m, x] for suitable
m ∈ M . Further, the obvious induction shows that each element of
M can be written in the form [m, x, . . . , x
︸ ︷︷ ︸
l
] for suitable m ∈M and an
COMMUTATORS 3
arbitrary positive integer l. Since all elements of the form [m, x, . . . , x
︸ ︷︷ ︸
l
]
are p-elements and x is a p′-element, we conclude that
[M,x, . . . , x
︸ ︷︷ ︸
k−1
] = γ∗k(G) = 1.
This yields a contradiction since G is not nilpotent.
We will now study the influence of δ∗k-commutators on the structure
of G. In what follows we use without explicit references the fact that
any δ∗k-commutator in G can be viewed as a δ
∗
i -commutator for each
i ≤ k. We start with the following well-known lemma.
Lemma 2.1. Let α be an automorphism of a finite group G with
(|α|, |G|) = 1.
(1) G = [G,α]CG(α).
(2) [G,α] = [G,α, α]. In particular, if [G,α, α] = 1 then α = 1.
We will also require the following lemma from [6].
Lemma 2.2. Let A be a group of automorphisms of a finite group
G with (|A|, |G|) = 1. Suppose that B is a normal subset of A such
that A = 〈B〉. Let i ≥ 1 be an integer. Then [G,A] is generated by the
subgroups of the form [G, b1, . . . , bi], where b1, . . . , bi ∈ B.
The next lemma will be very useful.
Lemma 2.3. Let G be a finite group and y1, . . . , yk δ
∗
k-commutators
in G. Suppose the elements y1, . . . , yk normalize a subgroup N such
that (|yi|, |N |) = 1 for every i = 1, . . . , k. Then for every x ∈ N the
element [x, y1, . . . , yk] is a δ
∗
k+1-commutator.
Proof. We note that all elements of the form [x, y1, . . . , ys] are of
order prime to |ys+1|. An easy induction on i shows that whenever
i ≤ k the element [x, y1, . . . , yi] is a δ
∗
i+1-commutator. The lemma
follows. 
The famous Burnside paqb-Theorem says that a finite group whose
order is divisible by only 2 primes is soluble (see [2, Theorem 4.3.3]).
Our next result may be viewed as a generalization of the Burnside
theorem. As usual, Opi(G) denotes the largest normal pi-subgroup of
G.
Theorem 2.4. Let k be a positive integer, pi a set consisting of at
most two primes and G a finite group in which all δ∗k-commutators are
pi-elements. Then G is soluble and δ∗k(G) ≤ Opi(G).
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Proof. First we will prove that G is soluble. Suppose that this is
false and let G be a counterexample of minimal possible order. Then
G is nonabelian simple and all proper subgroups of G are soluble. The
minimal simple groups have been classified by Thompson in his famous
paper [7]. It follows that G is isomorphic with a group of type Sz(q),
L2(q) or L3(3).
Suppose first that G = Sz(q) is a Suzuki group. Let Q be a Sylow 2-
subgroup of G and K a (cyclic) subgroup of order q−1 that normalizes
Q. Let x be a generator of K. Choose an involution j ∈ G such that
xj = x−1. We remark that for every y ∈ K there exists y1 ∈ K such
that y = [y1, j]. Moreover for every n ≥ 1 and every involution a ∈ Q
we have a = [b, x, . . . , x
︸ ︷︷ ︸
n−1
] for a suitable involution b ∈ Q. Using Lemma
2.3 it is easy to show that both a and x are δ∗n-commutator for every
n = 0, 1 . . . . Indeed suppose by induction that n ≥ 1 and x is a δ∗n−1-
commutator. Lemma 2.3 shows that a is a δ∗n-commutator. Since all
involutions in G are conjugate, we conclude that j is a δ∗n-commutator.
Now write x = [y, j, . . . , j
︸ ︷︷ ︸
n
] for suitable y ∈ K. Lemma 2.3 shows that x
is a δ∗n+1-commutator, as required. This argument actually shows that
every strongly real element of odd order is a δ∗n-commutator for every
n. Since G contains strongly real elements of orders dividing q− 1 and
q ± r + 1, where r2 = 2q, we obtain a contradiction. Therefore in the
case where G = Sz(q) not all δ∗k-commutators are pi-elements.
Other minimal simple groups can be treated in a similar way. Re-
ally, all involutions in those groups are conjugate. In all possible cases
G contains an elementary abelian 2-subgroup R which is normalized
by a strongly real element acting on R irreducibly. Thus, in those
groups all involutions and all strongly real elements of odd order are
δ∗n-commutators for every n. Suppose G = L3(3). Then G has strongly
real element of order 3 which acts irreducibly on a cyclic subgroup of or-
der 13. It follows that for every n the group G contains δ∗n-commutators
of orders 2, 3 and 13.
If G = L2(q) where q is even, G contains strongly real elements of
orders dividing q−1 and q+1 and we get a contradiction. If G = L2(q)
where q = ps is odd, G contains strongly real elements of orders dividing
(q − 1)/2 and (q + 1)/2. Choose an element x of prime order dividing
(q− 1)/2. We know that x normalizes a Sylow p-subgroup Q in G and
Q = [Q, x, . . . , x
︸ ︷︷ ︸
n
]. Thus, again by Lemma 2.3 it follows that G contains
δ∗n-commutators of order p.
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Hence, G is soluble and we will now prove that δ∗k(G) ≤ Opi(G).
Again we assume that the claim is false and let G be a counterexample
of minimal possible order. Then Opi(G) = 1. Let M be a minimal
normal subgroup of G. We know that G is soluble and therefore M
is an elementary abelian r-group for some prime r 6∈ pi. Choose a
δ∗k-commutator x ∈ G. By Lemma 2.3 every element of [M,x, . . . , x
︸ ︷︷ ︸
k−1
]
is a δ∗k-commutator. Since the orders of δ
∗
k-commutators in G are not
divisible by r, we conclude that [M,x, . . . , x
︸ ︷︷ ︸
k−1
] = 1. Lemma 2.1 now
shows that x commutes with M . Denote δ∗k(G) by N . It follows that
[M,N ] = 1. By induction the image of N in G/M is a pi-group. Hence,
N/Z(N) is a pi-group. Schur’s Theorem now shows that N ′ is a pi-
group [4, p. 102]. Since Opi(G) = 1, we conclude that N is abelian.
But then N , being generated by pi-elements, must be a pi-group. This
is a contradiction. The proof is complete. 
We will now proceed to show that the finite groups G satisfying
δ∗k(G) = 1 are precisely the soluble groups with Fitting height at most
k. Recall that the Fitting height h = h(G) of a finite soluble group G
is the minimal number h such that G possesses a normal series all of
whose quotients are nilpotent.
Following [6] we call a subgroup H of G a tower of height h if H
can be written as a product H = P1 · · ·Ph, where
(1) Pi is a pi-group (pi a prime) for i = 1, . . . , h.
(2) Pi normalizes Pj for i < j.
(3) [Pi, Pi−1] = Pi for i = 2, . . . , h.
It follows from (3) that pi 6= pi+1 for i = 1, . . . , h − 1. A finite
soluble group G has Fitting height at least h if and only if G possesses
a tower of height h (see for example Section 1 in [8]).
We will need the following lemma.
Lemma 2.5. Let P1 · · ·Ph be a tower of height h. For every 1 ≤ i ≤
h the subgroup Pi is generated by δ
∗
i−1-commutators contained in Pi.
Proof. If i = 1 the lemma is obvious so we suppose that i ≥ 2 and
use induction on i. Thus, we assume that Pi−1 is generated by δi−2-
commutators contained in Pi−1. Denote the set of δi−2-commutators
contained in Pi−1 by B. Combining Lemma 2.2 with the fact that
Pi = [Pi, Pi−1], we deduce that Pi is generated by subgroups of the form
[Pi, b1, . . . , bi−2], where b1, . . . , bi−2 ∈ B. The result is now immediate
from Lemma 2.3. 
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Theorem 2.6. Let G be a finite group and k a positive integer. We
have δ∗k(G) = 1 if and only if G is soluble with Fitting height at most
k.
Proof. Assume that δ∗k(G) = 1. We know from Theorem 2.4 that
G is soluble. Suppose that h(G) ≥ k + 1. Then G possesses a tower
P1 · · ·Pk+1 of height k + 1. Lemma 2.5 shows that Pk+1 is generated
by δ∗k-commutators. Since δ
∗
k(G) = 1, it follows that Pk+1 = 1, a
contradiction.
Now suppose that G is soluble with Fitting height at most k. Let
G = N1 ≥ N2 · · · ≥ Nt = 1
be the lower Fitting series of G. Here the subgroup N2 = γ∞(G) is the
last term of the lower central series of G, the subgroup N3 = γ∞(N2)
is the last term of the lower central series of N2 etc. Let us show that
Ni = δ
∗
i−1(G) for every i = 1, 2, . . . , t. This is clear for i = 1 and so
suppose that i ≥ 2 and use induction on i. Thus, we assume that
Ni−1 = δ
∗
i−2(G). Since Ni = γ∞(Ni−1), it follows that Ni contains
all commutators of elements of coprime orders in Ni−1. In particular,
Ni ≥ δ
∗
i−1(G). On the other hand, the previous paragraph shows that
h(G/δ∗i−1(G)) ≤ i − 1 and therefore Ni ≤ δ
∗
i−1(G). Hence, indeed
Ni = δ
∗
i−1(G). It is clear that t ≤ k + 1 and therefore δ
∗
k(G) = 1. 
Now a simple combination of Theorem 2.6 with Theorem 2.4 yields
the following corollary.
Corollary 2.7. Let k a positive integer, p a prime and G a finite
group in which all δ∗k-commutators are p-elements. Then G is soluble
and h(G) ≤ k + 1.
Proof. Indeed, by Theorem 2.4 δ∗k(G) ≤ Op(G) and by Theorem
2.6 h(G/Op(G)) ≤ k. 
3. Commutators in the alternating groups
If pi is set of primes andG a finite group in which all δk-commutators
are pi-elements, then G(k) ≤ Opi(G). This is straightforward from the
main result of [1]. It seems likely that if pi is set of primes and G a
finite group in which all δ∗k-commutators are pi-elements, then δ
∗
k(G) ≤
Opi(G). Theorem 2.4 tells us that this is true whenever pi consists of
at most two primes and it is easy to adopt the proof of Theorem 2.4
to show that this is true in the case where G is soluble. One possible
approach to the general case would be via a modification of the well-
known Ore Conjecture.
COMMUTATORS 7
In 1951 Ore conjectured that every element of a nonabelian finite
simple group is a commutator. Ore’s conjecture has been confirmed
almost sixty years later by Liebeck, O’Brien, Shalev and Tiep [3]. Ore
himself proved that every element of a simple alternating group An
is a commutator. Our proof of Theorem 2.4 suggests that perhaps
every element of a nonabelian finite simple group is a commutator of
elements of coprime orders. The goal of this section is to show that
this is true for the alternating groups An. More precisely, we will prove
the following theorem.
Theorem 3.1. Let n ≥ 5. Every element of the alternating group
An is a commutator of an element of odd order and an element of order
dividing 4.
Proof. Let x ∈ An. The decomposition of x into product of inde-
pendent cycles may contain cycles of odd order and an even number of
cycles of even order. Our theorem follows, therefore, if one can show
that every cycle of odd order and every pair of cycles of even order are
commutators of the required form in elements lying in An and moving
only symbols involved in the cycles. In the arguments that follow we
more than once use the fact that for any i, j, k, l ≤ n we have
(i, j)(k, l)(j, k) = (i, k, l, j),
which is of order four. Here and throughout the products of permuta-
tions are executed from left to right.
First consider the case where x is the cycle (1, 2, . . . , n) with n odd.
Suppose that m = n−1
2
is even and let y = xm. Consider the product
of m transpositions
a = (1, n)(2, n− 1) . . . (m,m+ 2).
It is clear that xa = x−1 and [y, a] = y−2 = (xm)−2 = x. Thus, we
have x = [y, a] where |y| = n and |a| = 2. Of course, both y and a are
elements of An.
Now suppose that m is odd. The previous argument is not quite
adequate for this case as the product (1, n)(2, n−1) . . . (m,m+2) does
not belong to An. Set
y1 = (n,m, n− 1, m− 1, m− 2, . . . , 2, 1).
Thus, y1 is a cycle of order m+ 2, which is odd. Consider the product
of m transpositions
b = (n− 1, n)(1, n− 2)(2, n− 3) . . . (m− 1, m+ 1).
It is straightforward to check that x = [y1, b]. Let b1 denote the product
of the transposition (m+ 1, m+ 2) with b. Thus, b1 = (m+ 1, m+ 2)b
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and |b1| = 4. Since the transposition (m+1, m+2) commutes with y1,
it follows that x = [y1, b1]. Finally we remark that b1 ∈ An and so the
expression x = [y1, b1] is the required one.
Now we consider the case where n = 2i + 2j and x is the product
of two cycles of even sizes x = (1, 2, . . . , 2i)(2i+ 1, 2i+ 2, . . . , 2i+ 2j).
We assume that i ≤ j and consider first the case where i 6= j. Put
y2 = (2i, n, n− 1, . . . , i+ j + 1) and let a2 be the product of the cycle
(2j+1, 2i, i+ j +1, i+ j) with the i+ j − 2 transpositions of the form
(m1, m2), where m1+m2 = n+1 and m1 6∈ {i+ j+1, 2i, 2j+1, i+ j}.
We see that x = [y2, a2]. Moreover |a2| = 4 while |y2| = n/2 + 1.
Suppose that i + j is even. In this case y2 ∈ An but a2 6∈ An.
Therefore we will replace a2 by an element b2, of order 4, such that
[y2, a2] = [y2, b2] and b2 ∈ An. Choose a transposition b0 = (l, k) such
that l, k ≥ i + j + 2. Then b0 commutes with y2 since l, k are not
involved in y2. Hence [y2, a2] = [y2, b0a2]. One checks that b0a2 is of
order 4 and b0a2 ∈ An. Thus, taking b2 = b0a2 gives us the required
expression x = [y2, b2].
Assume now that i+j is odd. Then a2 ∈ An while y2 6∈ An. Remark
that a2 commutes with the transposition (1, n). Set y3 = (1, n)y2. Then
we have [y2, a2] = [y3, a2]. We see that y3 = (2i, n, 1, n−1, . . . , i+j+1)
and this is an element of odd order. Therefore the expression x =
[y3, a2] is of the required type.
Finally, we have to consider the case where i = j. Now y2 =
(2i, n, n− 1, . . . , 2i+ 1) and this belongs to An. Put
a3 = (1, n)(2, n− 1) . . . (2i, 2i+ 1).
Note that a3 ∈ An. We have x = [y2, a3] and the expression x = [y2, a3]
is as required. 
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