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When studying certain class of structures (e.g., sets of reals) one fre- 
quently enters the following situation. We are given an element A of the 
class and a mapping f defined on some cube A r or  [A]  r of A and we need 
to find a large B _ A where the behaviour of f is as simple as possible. 
Here is a sample of results of this sort. There is c: [Q]2 ~ {0, 1} such that 
c"[P] 2= {0, 1} for every converging sequence (together with its limit) 
P _c Q, but for every f :  [Q]2 ~ {0, . . . ,  k} there is a converging sequence 
P _ Q such that If"[P]L -< 2 (see [0]). There is an uncountable set X and 
c: X s ~ {0, 1} such that c"A  × B × C = {0, 1} for every infinite A, B, 
C __X, but for every uncountable set X and f: X 3 ~ {0,. . . ,  k} there 
exist infinite A, B, C ___ X such that l f "A  × B × C] < 2 (see [14]). There 
is a Borel map c: [I~] 4 --~ {0 . . . . .  5} such that c"[P] 4 = {0 . . . . .  5} for every 
perfect set P _ N but for every Borel map f:  [N]4 ~ {0 . . . .  , k} there is a 
perfect set P _c R such that ]f,,[p]4] _< 6 (see [1]). There is c: [Q]5 ___, 
{0,... ,7935} such that c" [X  5] = {0,... ,7935} for every X_  Q order- 
isomorphic to Q, but for every f:  [Q]5 ~ {0 . . . .  , k} there is X _c ~ order- 
isomorphic to Q such that If"[X]SI _< 7936 (see [3]). One of the most 
famous (and potentially useful) problems of this sort asks whether there is 
a similar behaviour of functions of the form f:  [~] r~ {0,. . . ,  k} on 
uncountable subcubes [B] r of [N]E To make this problem precise let us 
introduce the following variation of the usual partition symbol. The symbol 
a ~ (b)~/ l  denotes the statement that for every f :  [a] r -~ k there exists 
B __ a of size b such that ]f"[B] ~ < I. Let a --* [b]~+ 1 denote the state- 
ment a ~ (b)rk+l/k. Thus the negation a -~ [b]~ is the statement hat 
there is f :  [a] r --* k such that f " [B]  r = k for every B _ a of size b. (We 
shall be interested mostly in finite k but note that this negation makes 
sense for any cardinal k.) In this notation the general problem about the 
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reals can be stated as follows: Prove that for every integer r there is an 
integer l(r) such that c - -  [Rl]z)r) but c --+ (N1)~/t(,) for every finite k. The 
only known lower bound for l(r) is given in the following simple general- 
ization of a result of Sierpinski from the case r = 2 (see [10]): 
C +-~ [~l]~!(r 1)! for every integer r. 
In [9], Galvin proposes (and conjectures consistency of) the statement, 
GA, that for every r the integer l(r) exists and that in fact it is equal to 
the value r!(r - 1)! from the above generalization of Sierpinski's result. 
Moreover, Galvin [9] observes that this statement GA is equivalent o its 
weaker form 
r 
(Vr)C---> [ 1]r!(r 1)'-+-1" 
The potential usefulness and strength 
can be described as follows. Let c: 
partition witnessing c +~ [lll]l~(r) and 
R partition. Applying c ~ (1)k.l(r)/l(r) 
of this or any statement of this form 
[N] r+ {0 , . . . , l ( r ) - '1}  be a fixed 
let f :  [R]r _~ {0 . . . . .  k - 1} be any 
to the product of these two patti- 
tions one gets an uncountable set of reals B and a mapping e: l(r) ~ k 
such that for every F ~ [B]r and i < l(r). 
c( F )  = i iff f (  F )  = e( i) .  
In other words, f is reducible to c on [B] r in the sense that it can be 
obtained from c by identifying some of its values, so in many considera- 
tions about partitions of [N]r one needs to look only at the canonical one, 
the one that witnesses c -~ [l~l];ir). So the problem can also be asked in 
the form of whether there is a single partition of [~]r into finitely many 
pieces which is maximally complicated in the sense that it captures the 
structure of any other such partition. The purpose of this paper is to 
construct some new partitions of high degree of complexity having in mind 
not only this particular problem about the continuum but also some other 
similar problems. Our main result is a construction (Section 3) of a 
partition witnessing 
R 3 ~2 -" [ ~]~0 
without additional set theoretic assumptions. This is of independent inter- 
est since it is definitely the best possible result of this sort about the 
second uncountable cardinal. The dimension 3 cannot be lowered to 2 
since ~2 can be equal to c + and since clearly c+--+ [~112 . On the other 
hand the partition cannot be made more complicated, as we shall also 
prove (Section 2) that 
R 3 ~2 - -  [ ,]~l 
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is equivalent o the negation of Chang's conjecture. This result is also of 
independent interest since it moves the well-known model-theoretic state- 
ment even closer to the heart of the partition calculus. Note that the 
dimension 3 here also cannot be lowered to 2 since 112 ~ [11112~ being a 
consequence of CH is not equivalent to Chang's conjecture. Note also that 
our main result shows that under GA (and, in fact, only under the 
assumption that the sequence of integers {/(r)} exists) the continuum must 
be much bigger than 112. (Compare this also with the paper of Shelah [17] 
which deals with the case r = 2 of GA when the continuum is very large.) 
In Section 1 we show that a sequence closely related to that occurring in 
the generalized Sierpinski result shows up also in partitions of a larger 
structure than N by constructing for every integer r a partition witnessing 
2~1-/-)' [111];!(r-1),-2" 
Thus, in particular 2el -~ [111130, which improves an earlier result of Hajnal 
stating that 2 ~1 -~ [ltl] 3 (see [5, p. 2751). 
In the last three sections we consider similar problems for continuous 
partitions of [A ]  r where A is a set of reals and where the topology of [A] r 
is the natural one, either induced from the exponential space of N or from 
A r identifying r-element subsets of A with r-tuples which enumerate them 
according to the lexicographical ordering. Continuous partitions do occur 
frequently so this kind of results is potentially quite useful (see [21]). We 
have seen considerable success in the case r = 2 of this problem (see e.g., 
[21, Section 8]) or in the general case assuming the set A is analytic (see 
[1], [8]). For example, the result of Blass and Galvin says that if A is an 
uncountable analytic set of reals and if f :  [A] r ~ {0 . . . . .  k} is an open (or 
Borel) partition then there is a perfect set P __A such that If"[P]rl < 
(r - 1)!. The number (r - 1)! is the size of the set of all splitting patterns 
of r-element subsets of the Cantor cube {0, 1}% so that result is best 
possible. Proving a similar result for an arbitrary set of reals in the case 
r > 3 seems to contain all the difficulties of the non-continuous case 
discussed above. For example, in Section 4 we shall construct continuous 
partition c: [Q]3 ~ Q such that c"[X] 3 = © for every X ___ Q homeomor- 
phic to Q. The dimension 3 again cannot be lowered to 2 since it can be 
shown that for every continuous f :  [Q]2 ~ {0, 1} there exist X ___ Q home- 
omorphic to  Q such that f is constant on [X] 2. In Section 5 we construct 
an uncountable set of reals X and continuous c: IX]  3 ~ X such that 
c" [Y ]  3 = X for every uncountable Y c X. This improves a result of Velick- 
ovic [22] where the range of c is equal to the set of integers rather than X 
itself. Both results are proved along similar lines by an almost disjoint 
coding of the partition f:  [tOa] 2 ~ o) of [20] which witnesses 111 ~ [11112,, • 
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In the final section, Section 6, we present a few remarks and problems in 
order to point out the great complexity of the partition calculus for 
continuous colourings. For example, one of the striking open problems is 
the following: Is there a set of reals X of size continuum and continuous 
f :  [X ]3~ {0,1,2} such that f,,[y]3 = {0,1,2} for every uncountable 
Y ___ X (or every Y c X homeomorphic to the rationals)? 
1. 2 s' ~ [lli]30 
Let <l and <w be the lexicographical ordering and a well-ordering of 
R = {0,1} °~/, respectively. Then to every triple x <w Y <w z one can 
associate one of the twelve patterns P0 , . . . ,  Pl~ determined by the way x, 
y, and z are ordered by <l and the ordering of the two ordinals A(x, y) 
and A(y, z). (Here A(u, v) is the minimal ordinal ~: where u and v differ.) 
We shall be particularly interested in the following two patterns of a triple 
x <w Y <w Z: 
(Pl0) x <f y <l z and A(x, y) < A(y, z) 
(P~1) x >t Y >t z and A(x, y) < zI(y, z). 
Choose also a c: [wl] 2 ~ {0,. . . ,  9} taking all the values on any square of 
an uncountable subset of w 1 (see [20]). Define d: JR] 2 ~ 10 as follows: for 
a t r ip lex  <~ y <~ z, let p/ be its pattern and set 
d (x ,y ,z )  = i  if i<  10, and 
d(x, y, z) = c(A(x,  y), A(y,  z ) ) ,  if i > 10. 
Claim. d"[X] 3 = {0,. . . ,  9} for every uncountable X _c R. 
Proof. Suppose we have an X c R having order type ~0~ under <w - 
There are two cases to consider. The first case is when the linearly ordered 
set (X, <l)  contains no uncountable well-ordered or conversely well- 
ordered subset. In this case all twelve patterns can be realized inside [X] 3. 
To see this let T be the set of all countable sequences of 0s and ls which 
have uncountably many extensions inside X. Then the tree T must have a 
subtree isomorphic to {0, 1} -< 2 and this is exactly what is needed to realize 
every pattern inside [X] 3. The second case is when (X, <l)  contains an 
uncountable well-ordered or conversely well-ordered subset. Then we can 
find uncountable Y c X and for each x in Y a countable ordinal ~:x such 
that A(x, y) = ~x for every y e Y with y >w x. Let A = {~x: x ~ Y}. By 
the choice of c for every i < 9 there exist x <w y such that c(sCx, (y) = i. 
Take any z in Y such that z >w Y. Then x <~ y <w z realizes one of the 
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patterns Pl0 or PlI and A(x,  y )= ¢x and A(y, z ) - -~y .  It follows that 
d(x,  y, z)  = i and this finishes the proof. 
It should be clear that this proof also gives the following general fact. 
THEOREM 1.1. Suppose that a -~ [b]~: for some regular b > 2 and 
integers r >_ 2 and k <_ r!(r + 1)! -  2. Then 2 a -~ [b]~ +1. 
COaOLLARY 1.2. 2 a -~ [a]~!(r_l~!_ 2 for every infinite successor cardinal 
a and integer r > 3. 
Proof. By [20, Section 5], a +~ [a]20 for every such a. 
COROLLAaV 1.3. 2~ -¢-') [111]~!(r-1)!-2 for r > 3. 
The above proof is just a simple variation of the classical stepping-up 
method of Hajnal. For example, Corollary 1.3 is a slight strengthening of
the result 2 ~ -~ [111] 3 announced in [5]. Note also that Theorem 1.1 
applied to the relation c -~ [111] 2 gives us the famous result 2 ~ -~ [111] 3
proved in the course of computation of the Ramsey number (11 l) 3 (see [6]). 
2. CHANG'S CONJECTURE 
The classical stepping-up method presented in Section 1 is not applica- 
ble to a relation of the form a -~ [b]~ with k bigger than r!(r - 1)!. In a 
series of papers which culminated by [19] and [20] we have been able to 
develop a stepping-up method for lifting almost every known combinato- 
rial property from a to a +. The new method differs from the classical one 
(among other things) in that it uses stepping-up tools which cannot be 
obtained without additional axioms of set theory. It turns out that some 
such assumptions are necessary since, for example, if the method is 
applicable to the partition relation 111 -~ [11112, of [20] it would give us 
II 2 -~ [11113, which contradicts Chang's conjecture (a well-known model 
theoretic principle known to be consistent with the usual axioms of set 
theory). In this section we shall show that the negation of Chang's 
conjecture is exactly the combinatorial principle needed to step-up the 
partition relation 111 ~ [11112~, completing thus our search for the stepping- 
up tool between 111 and 112. The argument will be used in the proof of the 
main result of this paper given in. the next section, and its presentation 
here can be seen as a way of relaxing the otherwise difficult section. 
THEOlaE~ 2.1. Chang's conjecture is equivalent o 112 ~ [ltl]3~ •
Proof. Recall ([12]) that Chang's conjecture is the statement that every 
structure of the form (~o 2, ~o 1 < , . . .  ) for a countable language has an 
uncountable lementary submodel B such that B C~ to I is countable. So 
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given p: [(02 ]3 ---+ (01 and applying CC to the structure ((02, (01, < ,P} gives 
us uncountable B c (02 such that p"[B] 3 is countable. This is clearly more 
than sufficient to conclude that ~2 ---+ [~113f 
Conversely, assume that some ((02,(0l ,< . . . .  ) contradicts Chang's 
conjecture. Expanding the language we may assume that the structure 
contains a function f :  [(02] 2 ~ (01 with the property that f(a, y) 4= f(fi, y) 
for every a </3 < y and that f(a, y) is an integer for every oe < 3' < (01. 
It follows that if B~ is the Skolem closure of {c~,/3} in ((02, (01, < , f . . . .  ), 
then 
e (a , /3 )  = B~/~ ~ (01 
is a countable ordinal. So this defines a function e: [(02 ]2...+ (01 which 
dominates f and which will play the role of our stepping-up tool. The 
following property of e will be very useful. 
Claim 1. e(o~,/3) < max{e(ol, 7), e(/3, 7)} for every ot </3 < 7. 
Proof. It suffices to show that B~¢ g B~ if e(a, y) >_ e(/3, y), and that 
B~¢ __C_Ber if e(ol, 7)_< e(/3,7). To see the first alternative note that 
= f(/3, y) is an ordinal < e(13, 7) -< e(ot, 7), so /3 is an element of the 
submodel B~ being the unique solution of the equation s c = f(x, 7). It 
follows that both ordinals a and /3 are elements of Bar, so the Skotem 
closure of {a,/3} must be included in B~.  Similarly, one shows the second 
alternative finishing the proof  of Claim 1. 
The following fact is an immediate consequence of the fact that 
((02, Wl, < , f . . . .  ) has no uncountable lementary submodel B such that 
B c~ (01 is countable. 
Claim 2. e"[X] 2 is uncountable for every uncountable X g (or 
The following fact is a combination of Claims 1 and 2 and it will be the 
only property of e needed in our stepping-up rocedure. 
Claim 3. Let X and Y be two subsets of (02 of order type (01 such that 
sup X < sup Y. Then for every s ~ < (01 there exist ol ~ X and /3 ~ Y such 
that a < fi and e(a,/3) > ~. 
We shall need a few more objects and definitions model led after those 
of [20, Section 4]. First we choose a 1 -  1 sequence r¢(~ < (02) of 
elements of R = {0, 1} °'~. We also need a g: [(01] 2 + (0 such that for every 
Og </3  <(.01 and n <(0,  
(a) {~ _< c~: g({:, a)  4= g({:,/3)} is finite, 
(b) Fn(a) = {~ _< a: g(~:, a)  < n} is finite. 
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(g(a, a) = 0.) For a </3 < o91, let 
h (a , /3 )  = min(Fn(/3 ) \a ) ,  
where n = g(~,/3) and 
r/ = min{~: < a: g(s  c, a)  • g(s  c, [3)} 
(~7 =a if g (~: ,a )=g(~, /3 )  for all s c<a. )  Note that in the notation 
g(a,/3) or h(a,/3) we are also stressing the fact that a is less than/3 since 
this determines their roles in the definition of h(a,/3). Whenever we need 
to evaluate g or h at some pair {y, 6} where we do not know how y and 6 
are ordered as ordinals, we use the notation g({y, 6}) and h({y, 6}) to 
denote g(a, [3) and h(a,/3), respectively, where a = min{y, 6} and /3 = 
max{y, 6}. Of course, a similar convention will also be used for the 
function e defined above or any other similar object considered in this 
paper. We shall also from time to time avoid this overly pedantical 
notation in places where there is no danger of confusion. We shall use the 
following fact about h proved in [20, Section 4]. 
Claim 4. h"[D] 2 contains a closed and unbounded subset of o91 for 
every uncountable D _ o)1. 
Consider now a triple x in [~o2] s. If re(~: ~ x) realizes one of the 
patterns Pl0 or Pu  (see Section 1), set 
c(x) = h(A(r~,re), A(r~, re)), 
where {6, e, (} is the increasing enumeration of x as a set of ordinals. So, 
assume that the pattern of re(~: ~ x) is neither Pl0 nor P11. Let a be such 
that r ,  is lexicographically between the other two elements of R with 
indices in x. Let/3 ~ x \ {d} be such that 6(r~, r¢) > A(r,, rr), where y is 
the remaining element of x. 
m = g({A(r~,r¢),e({/3, y})}), and 
c(x) = min(Fm(e({/3, y}) ) \e ({a , /3}) ) ,  
i.e., c({a,/3, y}) is the minimal element of Fm(e{/3, y})) above e({a,/3}) 
(rain Q -- 0.) The following fact shows that composing c with a splitting of 
o~ 1 into 1t I disjoint stationary sets gives us a partition witnessing 11z ~ [111131. 
This will finish the proof of Theorem 2.1. 
Claim 5. For every X c o~ e of type o) 1 and for every stationary S _c o91 
there exist x ~ [X] 3 such that c(x) ~ S. 
Proof. Let R x={re: ~X}.  If the 1.o. set (R x ,%)  contains an 
uncountable well-ordered or conversely well-ordered subset he conclusion 
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is deduced from Claim 4 as in Section 1. So assume R x contains no 
uncountable wel l -ordered nor conversely wel l -ordered subsets. Let Q = 
{0, 1} <~°1, and for t • Q let X t = {s c • X: t _c re}. Let T be the set of all t 
in Q for which X t is uncountable. Then our assumption about R x 
translates into the fact that T contains no uncountable chain, so shrinking 
X we may assume that T is either Aronszajn or countable. For /3  < o)2, 
set 
X (>/3)  = {y • X:  r e <t r~}, and 
X(</3)  = {y • X:  r~ <, re}. 
By e e we denote the mapping from o) 2 into o) 1 defined by ee(y) = e({/3, y}) 
with the convention that e(/3,/3) = 0 for every/3. 
Case 1. There exist uncountably many/3  in X such that e'~X(>/3) is 
bounded in o) 1. Shrinking X, we may assume that this is true for every/3 
in X. Choose a countable elementary submodel of some large enough 
structure of the form H o such that M contains all the relevant objects and 
such that 6 - -MNo) l  •S -  By Claim 3 and the fact that the tree T 
contains no uncountable chain there exist /3 and y in X \M such that 
e = e(/3, y) > 6 and A(r e, r v) < & For concreteness assume that rv <t re- 
Let n = g(6, e). Since T contains no uncountable chain and since/3 is not 
in2M, there exist infinitely many s c < 6 such that ~: > A(r e, r~) and such 
that if ue = r e ~ ~ then ve = ue0 is an element of T while re(~) = 1. So 
we can find such a 4: such that m = g(s ~,e) >_ n. Then for every a in 
X v n M, r <l r~ <l re while the ordinal e(a, /3)  is < 6 being a member  
of~the set e~X(> a), which is bounded in o)1 and belongs to M. By the 
elementarity of M and Claim 3 there must be such an a with the property 
e(a,/3) > max(Fm(e ) N 6). 
It follows that 6 is the minimal ordinal of Fro(e) above e(a,/3). Note also 
that if x -- {a,/3, y}, then re(~: • x) does not realize any of the patterns 
Pl0 or Pl l  so we are in the second case of the definition of c(x). Reading 
this definition we see that c(x) is the minimal ordinal of Fm(e) above 
e(a,/3),  i.e., that it is equal to 6. 
Case 2. There exist uncountably many/3  in X such that e~X(</3) is 
bounded in o)1. This case is symmetrical to Case 1. 
Case 3. For all but countably many /3 in X both e~X(>/3) and 
e~X(</3) are uncountable. So fix one such /3 and a countable elementary 
submodel M of H o containing /3 and the other relevant objects such that 
6 = M n w I is an e lement of S. Note that the/3 can be chosen in such a 
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way that for some limit A < 6 and every ( < A there exist uncountably 
many ordinals of the form e(/3, y) for y in X(</3)  with the property 
< A(r¢, rv) < A. (If such a /3 cannot be found, by going to an uncount- 
able subset of X, we would enter into one of the previous two cases.) This 
means that there is a y in X such that r~<t  rt~, A(r t~,r~)<h and 
e = e(/3, y) > 6. Let n = g(6, e) and choose a ~ < h such that ~ > A(r~, r~) 
and g(rl, e) > n for all r/ in the interval [s c, h). By the choice of h there 
exist rl in (~:, A) such that the set 
D = {e(/3,a) :  a ~X,  r~ <l re and r/ = A(r~, re)} 
is unbounded in o) 1. Note that D is an element of M so if m = g(rl, e) the 
finite set Fm(e) n 6 can be dominated by a member of D n M. Hence, 
there is an a ~ X n M such that r~ <l rt~, ~7 = a(r~, re) and e(/3, a) is 
above every element of Fro(e) C~ 6. It follows that 6 is the minimal point of 
F,~(e) above e(/3, a). Note that a can be chosen above /3 so we have 
/3 <a <y,  rt~>t r~>l  r~ and Z l ( r¢ , r )>A( r~, r~) .  It follows that if 
x = {a,/3, "/}, the pattern of re(~ ~ x) is neither Pl0 nor Pll so the second 
case of the definition of c(x) applies. Reading this definition we see that 
c(x) is the minimal ordinal of Fm(e) above e(/3, a) which is exactly equal 
to 6. This finishes the proof of Claim 5 and also the proof of Theorem 2.1. 
Since each of the relations 112-"-) [111]R 1 for r > 3 is stronger than 
1f2 ~ [111]~1 and since each of them is an immediate consequence of CC it 
follows that they are all equivalent to CC. This is no longer true about the 
relation 1f 2 ~ [111]~1 since this relation, being a consequence of both CH 
and CC, cannot be equivalent o either of these two statements. (It is 
well-known that there are no implications between CH and CC.) 
The above proof shows that in order to be able to step-up 111 -~ [11112~ to 
a -~ [111]~ we need the following assumption: 
(A) There is an e: [a] 2 ~ co 1 such that for every two subsets X and Y 
of a of order type w 1 such that sup X = sup Y and for every 6 < w~ there 
exist a ~ X and /3 ~ Y such that a </3 and e(a,/3) > & 
We have seen that (A) for w 2 is equivalent o the negation of Chang's 
conjecture but we do not know if the negation of (A) for larger a has any 
large cardinal strength (as is the case with CC). In this context it is 
interesting that the function A on [R] 2 has properties quite opposite from 
those required in (A) but it still can sometimes be used in stepping-up 
111 -~ [11112~ • For example, the following assumption about A can be used 
to step-up 111 ~ [111121 to a ~ [111]~1: 
(B) There is a subset A c R of size a such that for every uncountable 
X_cA  and 6 < ~o~ there exist r and s in X such that A(r, s) > 6. 
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Note that (B) is equivalent to the following familiar hypothesis: There is a 
Kurepa tree with _> a uncountable branches. 
Finally we note that the role of o)1 in all results and statements of this 
section can be played by any successor of a regular cardinal. (Chang's 
conjecture is, of course, replaced by the corresponding model-theoretic 
transfer principle (b ++, b +) -~ (b +, b).) Previous to our work the equiva- 
lence between the transfer principle (b++,b +) ~ (b+,b) and b+++ 
[b+]~+ has been established by Laver (see [11]) but only under the 
assumption 2 b = b +. 
3. ~2 -~ [~]~o 
In this section we present he main result of this paper. As will be seen, 
part of the work in proving this result has been already done in the 
previous ection. 
THEOREM 3.1. ~2 4+ [~11311" 
To prove this result one needs to construct a partition c: [o)2] 3 -+ o) 
such that c"[X] 3 = o) for every uncountable X __c_ o)2. Since the definition 
of c does not use any additional set theoretical assumption, c must have 
this property even when Chang's conjecture is true. So suppose our set X 
is a subset of an elementary submodel B of the structure (o)2, o)~ < , c , . . .  ) 
such that B ~ o) 1 is countable. This means that unlike the definition of c 
in Section 2 the new definition cannot take advantage of the partition 
properties of o)1 discovered in [20]. To deal with this situation one needs 
to go deeper into the analysis of minimal walks between ordinals of o)2 
(see [20]). As usual, we start with a C-sequence Ce (~: < o)2) such that: 
(a) C~:+l = {~}, 
(b) C~ is a closed and unbounded subset of s ~ of order type cf ~: when 
s ~ is a limit ordinal. 
The corresponding functions Po: [o)2] 2--+ °)1 <°' and Pl: [o)2] 2+ °01 are 
defined as follows [20, Section 1]: 
p0(o~, ,~) = 0 
po(a, /3)  = (tp(C¢ C~ a) )  ~" po(o~,min(C~ \o~)) 
p l (a ,  O~) = 0 
Pl(C~, 13) = max{tp(C¢ c3 c~), pl(c~, min(C¢ \ cQ)}. 
582a/68/2-13 
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For a _</3 < (02, let 
F°(/3) = {~: </3: Po(~,/3) _c po(a,/3)}. 
Thus, F°(/3) is the trace of the walk of /3 to a along the C-sequence 
C¢(s c < to2). It will usually be enumerated in the decreasing order 
F° ( /3 )  = {]3 =/30  > /31 > " ' "  > /3k = og}, 
where k = [p0(a,/3)1. We also need the sequence r e (s c < (0 2) of elements 
of R = {0,1} °'1 and the mappings g: [(0112~ (0 and h: [(0112~ (01 of 
Section 2. We shall also use the derived finite sets Fn(a)= {~ < a: 
g(s c, a) < n} defined in Section 2. Fix also S: (01 ~ (0 such that S i = S-1( i )  
is stationary for every i < to. 
Let x be a given triple a </3 < 3' of elements of (02. The definition of 
c(x) falls into the following two cases. 
Case 1. Let n = [p0(a, 7) n P0(/3, 7)1 and let yn be the nth element of 
F°(y)  in its decreasing enumeration. Suppose that [p0(a,/3)[ > n and if 
/3n is the nth element of F°(/3) (in its decreasing enumeration), then 
( C,y n ('~ C ~n ) \ (0[ -~- 1) ~ Q. 
If r~ (~ ~ x) realizes one of the patterns Plo and Pn,  set 
c( x ) = S( h( A( r~, r¢) , A( rt3, rv ) ) ). 
So assume that pattern of r e (~ ~ x) is neither Pl0 nor Pll. Let a' ~ x be 
such that r d is lexicographically between the other two elements of R 
with indices in x. Let /3 '~ x \ {a'} be such that A(r~,, re,)> zl(r,,, r<) 
where 3/ is  the remaining element of x. Let 
m =g{A(rd,  rtr),px({/3',y'}) , and 
c(x)  = S(min(Fm(Pl({/3',7'})) \p l ({a ' , /3 '} ) ) ) .  
Case 2. Let 7n be defined as in Case 1. Then either Ipo(a,/3)1 < n 
(i.e.,/3 n is not defined) or (Cro n C~o)\ (a + 1) = Q. 
Considering the decreasing enumerations 
F°(/3) = {/3 =/30 >/31 > "'" >/3k = a}, and 
F° (v )={V=VO>Vl> ' "  
let j be the minimal integer with the property/3j > yj. If such an integer 
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does not exist, set c(x) = 0. Otherwise, set 
c(oe, f i ,y  ) = osc({yi: i < j} ,  {fii: i < j} ) ,  
i.e., c(a,/3, 7) is the number of convex pieces on which the set (fii: i < j} 
splits the set {7/: i < j} (see [20]). 
The following fact about c will finish the proof of Theorem 3.1 
Claim 1. For every positive integer k and uncountable X _ w 2 there 
exists x in [X] 3 such that c(x) = k. 
Proof. Let X be a fixed subset of w z of order type o 1 and let 
A = sup X. Let 0 be a fixed regular cardinal large enough so that the 
structure H o contains all relevant objects. We shall consider only count- 
able elementary submodels M of H o which contain all the above objects. 
For such M, let 1M = sup(M C~ X). 
Case 1 p. There exists a countable lementary submodel M of H o, and 
ordinal "7 ~ X \ M such that for some 6 ~ F~(~)  and C ~ M we have: 
(c) C is a closed and unbounded subset of A 
(d) CChM_cC~ 
(e) C~ N A M is bounded in A M for all ~ ~ F°(,7) above 6. 
(Note that this means that 6 is at most one step away from A M in the walk 
from ,~ to AM.) Clearly, we may assume that C has order type w~. Let 
~, ~ M c~ it be an upper bound of the sets from (e). This immediately gives 
that 6 ~ F°(~) for every a ~ X N M above v. Another useful fact about g 
is that 
for every o~ and /3 in (X  n M) \  u separated by an element of C. Let 
n = Ip0(6, 7)1. Then for every/3 in (X  N M)_~ u the nth element of F~°(p) 
(in its decreasing enumeration) is equal to 6. Replacing C by C \ v we 
assume that its minimum is > u. By the elementarity of M, for every 
e ~ C there is y~ ~ X \ e and ~ ~ F°(y~) such that 
(D 6~ is the nth element of F°(y~) 
(g) CChe cC~ 
(h) Ce c~ e is bounded by u for every ~: ~ F~P(7~) above 6~. 
Taking minimal such 7~s we assume that the functions e ~ ,/~ and e ~ 6~ 
are in M. So shrinking C we may assume that y~ < e' for all e < e' in C. 
Let Y = {y~: e E C}. Then Y is an uncountable subset of X separated by 
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C such that for every c~ </3 < y in Y, 
(i) n = Ip0(c~, 7) n 00(/3, 7)1 
(j) C C~ fl c Ct~ n n C~n where fin is the nth element of F°(f i )  and 
where 7~ is the nth element of F°(7).  
Note that in particular (C~n N Cr ) \  (o~ + 1) v~ 0.  This means that for 
every o~ </3 < 7 in Y Case 1 of the definition of c applies. Note that by 
(f), (g), and (h), 6~, ~ F°(7~,) for every e < e' in C, so 
p,(7~, 7,,) >-- tp(Ca, n e) > tp(C N e) 
for every e < e' in C. It follows that the function Pl when restricted to 
[y]2 has the stepping-up roperty (A) of Section 2; i.e., it has the property 
that for every two uncountable subsets U and V of Y and ~ < o) 1 there 
exists o~ E U and/3 ~ V such that a </3 and pl(a,/3) > 5. Note also that 
the definition of c in Case 1 is exactly the same as the definition of c of 
Section 2 with Pl in place of e (modulo the splitting S of o)a into 
countably many disjoint stationary sets). So on the basis of the proof of 
Section 2 we conclude that for every positive integer k there exists 
a </3 < 7 in Y such that c(o~,/3, Y) = k. 
Case 2 ~. The M, ~/, a, and C as in Case 1 can never be found. We 
shall find a </3 < 7 in X such that c(a,/3, 7) is defined according to 
Case 2 and is equal to k. 
Let ~ denote the set of all intervals of ordinals of the form [a,/3] where 
a </3 < A. For I and J in J ,  let I < J denote the fact that max I < rain J. 
Let ( J )~  denote the set of all increasing n-sequences of intervals from J .  
Similarly, let 
( j ) sn= U (~'¢)'~ and ( j )<~o= U ( J )~"  
m~n tt<~o 
An everywhere splitting n-tree is a subset 3- of (~¢) < n such that: 
(k) LT has a 1-element sequence as a minimal element, 
(1) for every l in  57- of length <n and everya  <Zthere is  J in S 
such that a < min J and /~ ( J )  ~ f .  
Let us say that a chain M o ~ M~ ~ - • • ~ M~_ 1 of countable lementary 
submodels of H o separates a chain I 0 < 11 < • • • < I n of intervals of d ¢ if 
I i~M i for a l l i<n  and AM,~,_<minI s for a l l l _< i_<n.  
LEMMA 3.2. Suppose that a chain M o ~ " "  ~ Mn_ 1 of  countable 
elementary submodels of H o separates a chain I o < " "  < I~ of  intervals 
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from S .  Suppose further that J -~  M o is a downward closed subset of 
( j )<~+l  such that ( I  o . . . . .  I=) ~ J-. Then 3- contains an everywhere 
splitting (n + 1)-tree 3-* such that 3-* e M o and such that the root of 3-* 
is equal to ( I o). 
Proof. Induction on n. The case n = 0 is trivial, so suppose n >_ 1 and 
the lemma is true for smaller integers. Let g/, be the set of all f~  5r n 
(S )  n which start with I 0 such that for every a < A there is J in 5 such 
that oL < rain J and J ~ { J )  ~ 3-. Let g /be  the downward closure of g/~. 
Clearly, ~ and ~ are both elements of M 0 being definable from J ,  J ,  
and A. Since AM,_~ < min I n the elementarity of M~_~ gives us that 
( I0 , . . . ,  I~ ~) is an element of ~/= c ~. By the induction hypothesis there 
is an everywhere splitting n-tree g/* c g / in  M 0 such that root (~') = ( I0).  
For f~  g/* ~ (S )  n (c  ~=) let ~*( f )  be the set of all sequences of the 
form f~"  { I )  which happen to be members of 3-. Let J *  be the union of 
J * ( f )  ( f~  ~'* N (S)=) .  Then 3-* is as required. 
A family ~/o f  countable elementary submodels of H o is an wl-chain if 
it is closed under countable unions and if the relation ~ well-orders ~/  
in type w 1. Note that for such /// 
C~ = {AM: M ~ '}  
is a closed and unbounded subset of a. For two O)l-chains ~/0 and /#1 of 
countable elementary submodels of Ho, let //I 0 e~/1 denote the fact that 
/Z/0 is an element of the minimal model of J#l. 
Let m = k + 1 and choose a sequence ~¢'0 e " '"  e/Z/m of ~Ol-chains. 
Let M m be the minimal element of // I  m and choose a ,/ e X \ M m. Let 
a m = AM= and let ~m be the element ~ of F~(7)  such that C a N a m is 
unbounded in A m while Ce N A m is bounded in A m for every ~ in F~(-/) 
above & Let /x m ~ X N M m be an upper bound of these C~ N AreS. Let n 
be the place of 6 m in F° (7 ) ,  i.e., n = ]p0(6m, 7)1- It follows that ~m is in 
the nth place in F°G/)  for every a in X N M above ~m" Since Mm, 7, ~m, 
and C~ i cannot satisfy Case 1 p, there exist M m _ i ~ M"  1 in ~'m-1 N 
M m such that if Am_ 1 = AMm_~ and 2m_ 1 = AM, m 1 then Am_l, Xm_ 1 ~ Cam ,
Am_ 1 > /x m and 
(am_ l ,  Xm_l) n Csm :~= Q~, 
Let I m = [Xm_I ,T ]  and let u m >_ ix m be an element of X N Mm_ 1 which 
bounds the set Car= n A m_l. Let 
~'n+l = min(C6~ \Am- l ) .  
Then %+~ ~ (Am_l, A'm_ l) and "/~+1 is the (n + 1)st element of F°(y)  for 
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all a in X N mm_ 1 above Pro" Let ~m--1 be the element 6 of /?0m_l('Yn+l) 
such that C a n A m 1 is unbounded in Am_ a but Ce c~ Am_ 1 is bounded in 
Am_ 1 for every ~: E F°  (y~+l) above ~. Let /Xm_ I _> U m be an element of 
X 0 M m_ 1 which bounds these Ce Cq /~m- a s. Since M m_l,  Y, +1, 8,,_1, 
and Q<, 2 cannot satisfy Case 1 p, there exist Mm_ 2 ~ M"  2 in ~m-2 ("1 
Mm_ 1 such that if Am_ 2 = AM~ 2 and Am_ 2 = AM,_ 2 then Am_2, A'm_ 2 
Cam 1' Am-2 > /Xm--1' and 
(am_2, Xm_2) n Ca,._ , . G. 
Let I m_ 1 ~ M~n-1 be a closed interval such that 
rain Ira-1 = A'm-2 and max(Ca, ~ n A'm_l) < max Ira_ 1. 
Let n I be the place of (~m-1 in the trace F°m_l(6m ) and let 
%,+.,+1 = min(Ca~_~ \ Am-2). 
Let t'm_ 1 ~ /..tm_l be an e lement of X A Mm_ 2 which bounds Cam < (3 
Am_ 2. Then for every a ~ X (~ Mm_ 2 above Vm_l, 6 m is the nth, Yn+l is 
the (n + 1)st, 6m_ 1 is the (n + nl)th, and Y~+~+x is the (n + n 1 + 1)st 
e lement of F°(y) .  Note also that, for every such a, 
c~,. n (~, x.,_~) c I,.,_1. 
Proceeding in this way we construct I m > Im_  1 > " ' "  > I0, M m 
m'_  1 ~ mm-1 ~ " " " ~ m6 D mo,  and a bound v 0 in X n M 0 such that 
for all a in X cq M 0 above u0: 
(m) Ii ~ M[ for O <_ i < m, 
(n) min i  i=A M , 1 fo r0  < i<m,  
(o) max Ira(= y)  is an element of X, 
(p) F° (y )  c U i<mli 
(q) F° (y )  C~ I i ~ 0 for all i _< m 
(r) the nth element, Yn(= 6m), of F° (y )  is the minimal point of 
F° (y )  N I m and has the property that C~n r3 (a,  rain I m) c I m_ 1. 
From now on, fix an a in X ¢~ M 0 above u 0 and let 
(s) nm_ i = I// N F°( ' / ) l  for 0 _< i < m. 
(Thus, n = no.) Let ~q- be the family of all f in  ( j )m+l  such that J0 = I0 
and such that if /3 = max( Jm) , then  /3 ~ X and (p), (q), (r), and (s) hold 
for /3 in place of y and for J in place of ( I0 , . . . , Im) .  Let 3 -  be the 
downward closure of 9--; then ~-  is an element of M~. Moreover,  Y 
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contains ( I0 , . . . ,  I~ ) which is separated by M~ . . . .  , M '_  1- By Lemma 3.2, 
there is an everywhere splitting (m + 1)-tree J-* c_ 3- such that 3-* ~ M~ 
and root (3-*) = (I0). Applying the fact that 3-* is everywhere splitting 
in the model M'~, there exists (J0, J1, J2) in 3-* n M' 1 such that I 0 = J0 < 
I1 < J1 < J2" Successively applying the same fact in M; . . . .  M~, 1, one 
finds a (Jo, J1, J z , . . . ,  Jm) in 3-* C3 M~_ 1 such that 
(t) I 0 =J0  <I1 <J1 < J2  <12 <J3  <13 < " ' '  <Jm <In .  
Let /3 --- max J~. Then /3 ~XnMf~_ l  and the sequence J, being a 
number of 3-, satisfies the conditions (p), (q), (r), and (s). We will show 
that c(~,/3, 3') is defined according to Case 2 of the definition of c and 
that, moreover, c(o~,/3, 3`) = k, which will finish the proof of Theorem 3.1. 
Let t = pO((~m, 3`). Then, by the choice of the first bound /d,m, ~m is also 
the nth element of Fd(3`). It follows that 
t c00( ,3` ) n 00(/3,3`). 
Since J~ > Ira_ 1, the set Cam has points between a and /3. For example, 
Yn+l is one such point. It follows that t is, in fact, equal to p0(a, 7) c3 
,0o(/3, 7). In particular, we have that Ip0(c~, 7) ~ 00(/3, 7)1 = n(= no). Let 
l = Ei<_mns . Then IF°(/3)l = IF°(7)l = l, so we can write 
F°(/3) = {/3 =/3o > "'" >/3, = a}, and 
F° (7)  = {7=7o > "'" >7,=° l} .  
If C~, and C~, intersect above a, their intersection is a subset of the 
interval (a, min Ira). By (r) for 7 all points of Cv, in that interval are 
contained in the interval Ira_ 1. On the other hand by (r) for/3, 
C& \ (o~ + 1) _cJm_ 1UJm, 
which is disjoint from I m 1. It follows that C¢o and C~,, do not intersect 
above a and so we are in Case 2 of the definition of c(a,/3, 7). Let /3j be 
the maximal element of J10  f°(/8). Then by (s), 3`j, the jth element of 
F°(3`) must be the maximal element of 11 n F°(7). By (t), it follows that 
/3j > yj. Given i < j, let p be the uniquely determined index such that 
/3s ~ Jp. Then again for the same reasons the corresponding 7s must be in 
Ip. Since clearly p > 2, the condition (t) implies Jp < I v and so, in 
particular,/3 s < 3`r It follows that j is the minimal index with the property 
/3j > 7j, and so 
c(a , /3 ,7 )  = osc({yi: i < j},{/3i:i < j}) .  
The set {3`i: i < j} is covered by the union of m - 1 intervals 12 . . . .  , I m 
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and has points in each of them. By (t) and (q) for Jand/3 ,  between every 
two of these intervals there is a point from {/3i: i < j}. Hence the number 
of convex pieces in which {/3/ i < j} splits the set {Yi: i < j} is equal to 
m - 1. So, c(ol,/3, y) = m - 1 = k. This completes the proof of Theorem 
3.1. 
Note that Theorem 3.1 is the best possible result of this sort about the 
second uncountable cardinal which can be obtained without additional 
set-theoretic assumptions. The possibility of 1t 2 being equal to ¢+ tells us 
that the dimension 3 cannot be lowered to 2, while the fact that Chang's 
conjecture is a consistent statement and the result of Section 2 tells us that 
the number of colours cannot be increased from 110 to II 1. 
One of the applications of Theorem 3.1 is related to the axiom of Galvin 
([9]) mentioned in the introduction, which states that 
r 
(Vk,  r < (0)12 "~ (111)k/r!(r-1)," 
This shows that if GA is true the continuum must be much bigger than o)2, 
contrary to our expectations ( ee [17]). In fact, this applies to any sequence 
of integers l(r) in place of r!(r - 1)!. 
The partition c: [w2] 3 --* (0 constructed in the proof of Theorem 3.1 is 
an object of independent interest. Similarly to the partition of [20] which 
witnesses 111 -~ [111]~ it has some "universality" properties which might 
prove useful in applications. The reader is referred to [20, Section 6], 
which gives a discussion of these properties and their uses. 
4. A PARTITION OF [Q]3 
The result of this section has been obtained in the course of trying to 
extend the following simple result to higher dimensions. 
THEOREM 4.1. For every continuous map f: [Q]2 __. {0, 1} there exist 
i < 2 and X c_ Q homeomorphic to the rationals such that f" [X]  2 = {i}. 
(The topology of [Q]r is the natural one, either induced from the 
exponential space of ~ or the one obtained by identifying [Q]r with the set 
of increasing r-tuples from Qr.) This result comes as an answer to the 
natural question of whether some results of Galvin, Laver, and Devlin [3] 
about the order type of the rationals have their topological analogues. 
Note that the requirement that f be continuous in Theorem 4.1 is 
necessary by looking at the restriction of Sierpinski's partitions to [Q]2. 
(For a definite result in that direction the reader is referred to [0], which 
treats discontinuous partitions of the square of Q and other countable 
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spaces.) Note also that since Borel, partit ions f :  [•]2 _+ {0, 1} are continu- 
ous when restricted to some square of a perfect set [15] the result of 
Galvin [8] that every such f is constant on [p]2 for some perfect set P _ ~q 
is an immediate consequence of Theorem 4.1. Since the proof  of Theorem 
4.1 is a rather obvious variation of the classical argument it is left to the 
interested reader. The purpose of this section is the following result which 
shows that the higher-dimensional nalogue of Theorem 4.1 is false. 
THEOREM 4.2. There is a continuous c: [Q]3 ~ © such that c"[X] 3 = Q 
for  etoery X c (~ homeomorphic to the rationals. 
Proof. The copy of © we shall work with in this proof  will be the set 
[co] < ~ of all finite sets of integers. The topology of [w] < ~ is obtained from 
the Cantor  cube by identifying sets with their characteristic functions. For 
s and t in Q, set 
zl(s, t) = min(sAt ) ,  and 
s <l t i f fmin(sk t )  e s. 
(Note that this lexicographical ordering of Q is different from the one 
induced from the Cantor  cube identifying sets and their characteristic 
functions, where s is less than t iff min(sdt )  is an element of t rather than 
s. We shall not consider here this other ordering of ©.) For a triple {s, t, u} 
in [©]3, set 
Zl(s, t, u) = max{A(s,  t ) ,  a (s ,  u) ,  ,~(t, u)}.  
For s and t in Q consider the following equivalence relation ~ on their 
symmetrical difference sAt:  i ~ j if[ i , j  ~ s \ t and t \ s has no points 
between i and j, or i, j ~ t \ s  and s \ t  has no points between i and j. 
Let 
osc(s,t)=l(s\t)/~ +l(t\s)/~!; 
i.e., osc(s, t) is the number  of equivalence classes of ~ on sat  or, in 
other words, osc(s, t) is equal to the number  of convex pieces into which 
t \ s splits s \ t plus the number  of convex pieces into which s \ t splits 
t \ s. So the new oscillation mapping is easily expressible in terms of the 
oscillation mapping considered in the previous section. Note that this 
version of the oscillation map is a symmetric function, so we can use the 
notation osc({s,t}) for s , t  ~ Q to mean either osc(s , t )  if s 4= t or 
osc(s, t) = 0 if s = t. 
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To define c: [Q]3 _~ © let qi (i = 1, 2 , . . .  ) be a natural enumerat ion of 
Q. For {s, t, u} in [Q]3, let n = zl(s, t, u), and 
c(s ,  t, u) = qi, where 
i=  osc({s Nn ,  t Nn ,u  An}) .  
Note that the set {s n n, t N n, u N n} has size < 2, so the oscillation of 
this set is well defined. It should also be clear that c is continuous. To see 
that it has the required property fix a rational qi and a subset X _c Q 
homeomorphic  to q .  We shall find {s, t, u} in [X]  3 such that c(s, t, u) = qi. 
Case 1. i = 1: Choose s ~ X arbitrarily. Since s is an accumulation 
point of X there is t in X such that x is a proper subset of t and 
max(s)  < min(t  \ s ) .  
For the same reasons there is a u in X such that s is a proper subset of u 
and 
max(t )  < n = min(u \ s ) .  
Then A(s, t ,u )  = n and {s n n , t  N n ,u  N n} = {s,t}, and so c(s, t, u) = ql 
since clearly osc(s, t) = 1. 
Case 2. i = 2k + 1: Choose t o ~X arbitrarily. As before there is 
s o ~ X properly end-extending t 0. Choose now t 1 properly end-extending 
t o such that 
max(s0) < min(q  \ to). 
Since s o is also an accumulation point of X there is s 1 ~ X properly 
end-extending s o such that 
max(t1) < min(s  a \So) .  
Choose now t 2 properly end-extending t I such that 
max(s1) < min(t  z \ t l ) ,  
and so on. Continuing in this manner one constructs to, So, tl, S l , . . . ,  t~, s k. 
Let u be any proper end-extension of t k such that 
n = min(u  \ tk )  > max(sk) .  
Then {s~, t~, u} is an element of [X]  3 such that 
n = zl(s k, t~, u) ,  and 
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{sk • n, tk < n, u ~ n} = {s~, t~}. 
On the other hand, by the construction 
osc(sx, tk) = 2k + 1 = i. 
Hence c(s~, t k, u) = qi. 
Case 3. t = 2k: Similarly as in the previous case we now construct 
so, s 1 , t l , . . . ,  s~, t k, u in such a way that 
A(s~, t~,u)  = min(u \ t~)  =n,  {skAn,  tkNn,u~n } = (sk,t~}, 
and osc(sk, t k) = 2k. This will finish the proof of Theorem 4.2. 
It is clear that the proof of Theorem 4.2 does not use much Of the fact 
that X is homeomorphic  to ©. To get c"[X] 3 = © one needs to assume 
only that X has infinitely many nonempty Cantor-Bendixson derivatives 
X',  X", X"', . . . .  In fact, we have the following more precise version of 
Theorem 4.2. 
THEOREM 4.2*. There & a continuous mapping c: [Q]3 __+ w such that 
c"[X] 3 2 {0, . . . ,  2k - 2} for every positive integer k and set X c Q such 
that X (k) 4= (~. 
Remark 4.3. The oscillation mapping osc :  [~]2 __+ (9 itself is a very 
interesting object well worth our further attention. Various versions of this 
mapping have been around for quite some time (Specker [18]; Erd6s and 
Hajnal [4, pp. 21, 22]; Chang [2]; Galvin (unpublished, see [5, p. 275])). The 
following is a list of some of its behaviour on certain subsets of ©. (A 
subset A of © is relatively compact if its closure &side Q is a compact 
space. Here below, the closure operator is to be interpreted inside the 
space Q. The order on Q and its subsets is the lexicographical one.) 
(a) A relatively compact A _c © has order type > w k iff its closure 
(inside ©) has at least k nonempty derivatives. 
(b) If the closure of A _< © has at least k nonempty derivatives then 
there is a relatively compact B _ A of order type > w k. 
(c) If A '  4= O then there exist s and t in A such that osc(s, t) = 1. 
(d) If A is a relatively compact subset of © of order type > w ~ then 
for every 2 < i _< 2k there exist s and t in A such that osc(s, t) = i. 
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This sequence of rather easily proved facts (left to the reader) provides a 
unified approach to two seemingly quite different results from the litera- 
ture, the result © ~ [©]2 of Baumgartner [0] and the old and unpublished 
result of Galvin (see [5, p. 275]) which says that 
I~ ~ [0), 0) 2 , 0)2, 0)3 0)3, 0)4, 0)4 . . .  ]2 
for every order type 0 such that 0 ~ 0)1 and ~ > r/. 
The result of Theorem 4.2 naturally leads also to the following problem. 
Problem 4.4. Is there a sequence I r (r < w) of integers such that for 
every uncountable set of reals X and continuous finite partition p there is 
Y c X homeomorphic to Q such that Ip"[Y]rl < lr? If the sequence xists 
compute the minimal l,. for a given dimension r. 
If the answer to this problem is negative for an arbitrary uncountable set 
of reals X find the largest class ~ of subsets of N such that a single 
sequence l~ (r < w) works for every member of ~. For example, by the 
result of [1], if ~ is the class of uncountable analytic sets the sequence 
l r = ( r  - -  1)! works. Our next result shows that in general this sequence 
will not work, i.e., that in general we will need to go to a sequence of 
larger numbers. 
THEOI~EM 4.5. Let X be a subset of  w °" well-ordered under the ordering 
< * of  eventual dominance, let r be a positive integer, and let k = r!r!. Then 
there is a continuous c: [X] ~+1 ~ k such that c"[Y] r+1 = k for every Y c_ X 
homeomorphic to ©. 
Proof. To every (r + 1)-element subset {x 0 . . . . .  x r} of the space X 
(written in the lexicographically increasing order) there corresponds a
permutation o- of {0, . . . ,  r -  1} which codes the way the sequence of 
integers A(xi, xi+ 1) (i < r) is ordered, i.e., for i , j  < r, 
A (x i ,  x i+l)  < A(x j ,  x j+l )  iff ~( i )  < ~( j ) ,  
provided of course that this is a 1 - 1 sequence of integers; if this is not 
the case we end the process of finding a color for {x 0 . . . . .  x~} by letting 
C(Xo, . . . ,  xr) = (e, e), 
where e is the identity permutation of {0, . . . ,  r - 1}. Let A(x o . . . . .  x r) 
denote the maximal element of the sequence A(xi,  xi+ ~) (i < r) and let 
n = A(Xo , . . . ,  x r) - 1. If the sequence 
x i (n  ) (i < r)  
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has exactly r different members  there is a permutat ion r of {0, . . . ,  r - 1} 
which codes the way their indexing and their natural order interact. In this 
case, set 
C(Xo, . . . ,  x , )  = 
I f  the sequence xi(n) (i <_ r) has < r different elements, set 
c(x o . . . .  , x~) = (e, e). It is easily checked that this works. 
5. ~1 -/-) [~1131 CONTINUOUSLY 
THEOREM 5.1. There is an uncountable set of  reals X and a continuous 
mapping c: [X]  3 ~ X such that c"[Y] 3 = X for every uncountable Y c_ X.  
Proof. We let Baire space co~ play the role of the set of reals. For x in 
co~ and i < 0.), let (x)~ be the element of coo, defined by 
(x ) i (n )  = x (2 i (2n  + 1) - 1) for n < 0.). 
Let 0 denote the element of coo, constantly equal to 0. The basic tool in the 
construction of X will be the partit ion 
f :  [O.)1] 2 --~ 0.) \ 2 
of [20] which has the property that f " [A]  2 = 0.) \ 2 for every uncountable 
A _c col- This partit ion naturally determines a sequence f~ (o~ < co 1) of 
mappings from col into 0.) \ 2 as follows 
f~(/3) =f ({o~, f i} ) ;  f~(oz) = 2. 
By the result of Rothberger  [16] there is a sequence gn (n < w) of 
mappings from col into 0.) \ 2 such that every f~ is a pointwise limit of a 
subsequence of gn (n < 0.)). Translating this into the context of integer- 
valued functions f~ one gets the following: 
(a) for every a < 0.)1 there is I~ ~ [co]o, such that for every /3 < 0.)1 
there is m < 0.) such that gn(/?) = f~(/3) for all n ~ I~ \ m. 
Clearly, we may assume I~ ~ I~ for a 4=/3. The set X will be given as a 
sequence x~ (a  < coo of distinct elements of 0.)% The x~s are given by 
defining the corresponding (x~)is as follows. For a > 0, let (x~) 0 be the 
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element of w °~ which enumerates I s in the increasing order and let (x~)l 
be defined as follows: 
(b) (Xa)l(n) = gn(a)  for n < w. 
Let (Xo) i = 0 for all i. For a > 0 and i _> 2, (x,~) i is defined recursively on 
a in such a way that 
(c) {xe: s c < ce} = {(x,~)i: 2 < i < co}. 
This defines our set X which has the property that for every x in X, and 
every i _> 2, (x )  i is also an element of X. To define c: IX]  3 ~ X consider 
a triple x <; y <; z of elements of X. Let 
n = (X)o(A(y ,  z ) ) ,  i=  (Y ) l (n ) ,  and 
c(x ,  y,  z )  = (Y ) i .  
Note that i > 2 (see (b)), so by the remark above (y); is an element of X. 
It is also clear that c is a continuous mapping. To show that it has the 
required property pick a w in X and uncountable Y c X. By (c) there exist 
i > 2 and uncountable Z _c Y such that (x) i = w for x e Z. Let Z 0 be the 
set of all yeZ  such that for every m <(o there exists zeZ  with 
properties A(y, z) > m and y <; z. Then Z 0 is uncountable, so by the 
basic property of our partition f there exist x~ <; x¢ in Z 0 such that 
f ({a ,  jg)) = i. By (a), fix an m < w such that (see also (b)): 
(d) (xt3)l(n) = gn(~) = f,,(¢3) = f ( (a , /3})  = i for all n ~ I,~ \ m. 
Choose x~ in Z such that A(xt~, xv) > m and x~ <; xr. Since (x~) 0 is an 
increasing enumeration of I~, the integer n = (x~)o(A(x  ~, xr) )  belongs to 
I~ \m,  so by (d) (x~) l (n)  = i. Hence, c({x, ,  x~, x~})= (xt3) i = w. This 
finishes the proof. 
Remark  5.2. The result of Theorem 5.1 came after a result of Velick- 
ovic [22] who proved what can be called a continuous version of ~1 -~ [~1130 
using a rather similar coding of ~1 -~ [~1120 to the coding of Rothberger 
[16] employed above. In fact, there is a quite general way of transforming 
partition relations of the form a -~ [b]~, when k is finite or countable to 
their continuous analogues with the dimension increased by 1. On the 
other hand, we do not know whether there is such a way to transform 
partition relations of the form a -~ [b]~, for k uncountable, and Theorem 
5.1 seems to be the only known continuous version with uncountably many 
colours. Its proof uses rather heavily the fact that the constructed set X 
has size R1. The simplest open case would be the continuous version of 
b~ 2 -¢-)[b~1131 with the possibility that (under c > /.o 2) One gets another 
reformulation of the negation of Chang's conjecture. 
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6. PARTITION CALCULUS FOR CONTINUOUS COLOUR1NGS 
Results about continuous partitions of [A]  r for A a set of reals tend to 
be quite useful (see [21]), so in this final section of the paper we give a few 
remarks and problems about this kind of partition calculus. We first need 
to mention that in the case when A contains a nonempty perfect set (e.g., 
if A is uncountable and analytic) we have the best possible result of Blass 
[1] and Galvin [8] which says that there is always a perfect subset P of A 
which meets at most (r - 1)! pieces of the given (finite) partition of [A] r. 
It should also be mentioned that in the case r = 2 we also have some best 
possible results stating, for example, that there is always an uncountable 
set X _cA such that [X] 2 is contained in one of the pieces of the partition 
of [A] 2 (see, e.g., [21]). Therefore, we would like to know what happens in 
higher dimensions and with the sets of reals A which are not necessarily 
definable, as they tend to show up more frequently in the applications 
than the definable ones. For this it is useful to extend the notation 
a ~ (b)~/l ,  a ~ [b]~, etc. in the context of continuous partitions. For 
example "a ~ (b) ; / t  continuously" means that for every set of reals A of 
size a and continuous f :  [A] r --* k there exists B cA  of size b such that 
If"[B]'l _< l. Some well-known partition relations from the literature are, 
in fact, witnessed by continuous colourings. For example, the result 
c -~ [c]20 of Galvin and Shelah [10] is in fact witnessed by a continuous 
partition defined on a set of reals of size continuum. We have already 
mentioned the result of [22] which says that 1f 1 -~ [1fl]30 in a continuous 
fashion showing that the dimension 3 behaves quite differently from the 
dimension 2 in the realm of continuous partitions. Note also the following 
reformulation of Theorem 4.5 where b is the minimal cardinality of an 
< *-unbounded subset of ~o% 
[I~ It+ 1 continuously for every integer r. THEOREM 6.1. b -/-> t"lJr!r!
Since b = c is not provable without additional set-theoretical xioms, the 
simplest open problem related to this result is the following: 
Problem 6.2. Find a set of reals A of size continuum and a continuous 
mapping f :  [A] 3 ~ {0, 1, 2} such that f"[B] 3 = {0, 1, 2} for every uncount- 
able B _c A. 
This, of course, also leads to the continuous version of Galvin's axiom 
(with a slightly different sequence of numbers): "(Vr, k < w)c --, (~ ~r+ 1 "~'~lJk / r ! r !  
continuously." It turns out that the partition calculus for continuous 
colourings is more general than expected since it includes almost every 
difficulty of the ordinary partition calculus for structures of size at most 
continuum. One of the simplest ways to see this is to consider the 
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following construction where A is a subset of [w] ~ whose pairs and triples 
are always written increasingly according to the lexicographical ordering. 
Let 
KA 2 : {{x,y} ~ [A]2: x O y is infinite} 
K 3 = {{x ,y ,z}  + [ : / l ]3 : (xOy) \A(y ,z )  -¢0} .  
Then K 3 is an open subset of [A] 3 with the following property relating it 
to KA 2 which the reader can easily check. 
LEMMA 6.3. I f  B is a given subset of A, then 
(i) [B] 3 C~ KA 3 = Q implies [B \ {max(B)}] 2 C3 K 2 = Q, 
(ii) [B] 3 -C K~ implies that there is B o -C B such that B \ B 0 is count- 
able and [B0] 2 -C K 2. 
The point of this construction is seen when one compares it with the 
following well-known fact where p is the minimal cardinality of an A -C 
[w] ~° with the finite intersection property such that no element of [o)] ~ is 
almost included in every member of A. 
THEOI~EM 6.4. ([13], [7, 21F, 2iN(e)]). For every integer r and K -C [p]r 
there exist x~ (o~ < I)) in [~o] ~° such that an F from [I)] r is an element of K iff 
the intersection of x~ (~ ~ F) is infinite. 
When this happens we say that K admits an almost disjoint coding and 
that x~ (o~ < p) codes K. In Section 5 we have used a stronger coding 
which we are going to call strong coding or Rothberger's coding. In fact, 
this coding is easier to define for relations S on a set A, i.e., for subsets of 
A 2 rather than [A ]  2. Thus, we say that S admits a strong coding if there 
exist two sequences x~ (a ~ A) and y~ (o~ ~ A) of elements of [o~] ~° such 
that: 
(a) (a,/3) ~ S implies x~ _c* Yt~, and 
(b) (o~,/3) ~ S implies x~ -C *~o \ y¢. 
Rothberger [16] showed that every S _c lit 2 admits a strong coding iff for 
every {f~: o~ ~A}--CAR there exist {gn: n < w} _CAR such that every 
f~ is a pointwise limit of a subsequence of {gn}. (To see the connec- 
tion note that there is no loss of generality in assuming that, in fact, 
{f~: a ~ A} -C A{0, 1} and then consider the correspondence: (a,/3) ~ S iff 
f,(/~) = 1.) Moreover, Rothberger [16] showed that every relation S on o) I 
admits a strong coding. However, it should be mentioned that one enters 
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into some essential difficulties when trying to lift Rothberger's argument 
from w 1 to I0. Since this result might find some further use, we spell it 
here in its full form. 
THEOREM 6.5 (see [16]). Every relation S ~_ ~ × 13 admits a strong 
coding. 
Proof. The sets x~ and y~ will be constructed to be subsets of the tree 
T = {0, 1}<~° rather than co. They are chosen recursively satisfying the 
following three inductive conditions in addition to (a) and (b): 
(c) x~ is an infinite chain of T so its union 25 is an element of 
(0, 1) ~, 
(d) 2~ =~ 2~ for a =~ 
(e) the intersection of y2(~) (o~ e F)  is dense in T for every finite 
F_p  and e: F- -+2.  
(Here y~ = y~ and yO = T \ y~.) Given x~, y~ (a < 7) one first constructs 
y~ using a natural o--centered poser of finite approximations (see [7, 
Section 2]). Since it is this step where the construction of [16] fails to be 
lifted, we make the definition explicit. The element of our poset ~ are 
pairs p = (yp, Fp) where 
(f) yp: {0, 1} -< np __+ 2 for some integer np 
(g) Fp is a finite subset of 3, 
(h) k(2~, 2~) < np for every a and/3 in Fp such that (oe, 7) ~ S and 
(/3, ,/) ~ s. 
i denote the preimage y;;-l(i). The elements of ~,~ are For i < 2, let yp 
ordered as follows: p < q iff 
(i) yp __ Yo and Fp 2 Fq, 
i for every oe ~ Fq such that (a, y) ~ S, (j) x~ I (nq, np] c_ yp 
0 for every a ~ Fq such that (a, 7) e? S. (k) x~ I (nq, np] c_ yp
(Here x~ ~ (nq, np] denotes the set of all t ~ x~ such that nq < Itl < np.) 
It is clear that ~ is a o--centered poset and that a filter of ~ meeting an 
appropriately chosen family of < p dense subsets would give us y~ as 
required. 
To get x~ one uses the poset ~ of all pairs p = (xp, Fp), where Xp is a 
finite chain of T and where Fp is a finite subset of y + 1. Let p < q iff 
(1) xp ~_Xq and Fp ~_ Fo, 
(m) xp \Xq c_ y~ for every oe ~ Fq such that (a, 7) ~ S, 
(n) Xp\Xq c_ T \y~ for every a e Fq such that (a ,y )  ~ S. 
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It is clear that ~v is a o--centered poset and that an appropriately 
chosen filter of ~'v gives us the desired set xv. This completes the proof. 
The cardinal p is regular and uncountable so the two coding procedures 
always work for o) 1. While one cannot prove that p is equal to the 
cont inuum nor for that matter  that every K G [R] 2 admits an almost 
disjoint coding (see [13]), the cardinal p is frequently larger than to1. 
These two results show that every structure of size at most p can be 
isomorphical ly embedded into the reals in such a way that its relations and 
functions become G a sets relatively to the image. For example, for every f :  
[~0] 2 ~ to there is a 1 - 1 sequence xe (~: < la) of elements of too, and a 
mapping i: [to<oq2 ~ to such that for every a </3 < p there is m < to 
such that f ({a , /3})  = i({x~, r n, x~ ~ n}) for every n > m. This is the coding 
used in [22] on the partit ion c: [o)1] 2 --+ to of [20] witnessing 111 -~ [111120 . 
The proof  of [22] seems also to work only for toa so this gives us another 
reason for pointing out the version 6 .5o f  Rothberger 's  result. All this 
leads to the following transfer- theorem of the ordinary partit ion relations 
into their continuous counterparts.  
THEOREM 6.6. Suppose a -~ [b]~, for  some to < b < a < p, r < to and 
k < to. Then a -~ [b]~ +1 in a continuous fashion. 
Proof. Let f :  [a] r ~ k be a fixed witness of a -~ [b]~,. By Theorem 6.4, 
for i < k, choose x~i (a  < a) in [to]o, coding the subset f - l ( i )  of  [a] r 
almost disjointly such that (if k = to) for every F ~ [a] r there exists j such 
that f )~FX~i  (denoted shortly by XFi) is empty for every i > j. This 
additional property is obtained by doing the coding procedure of f - l ( i )  
(i < k) simultaneously (see the proof  of 21F in [7]). Choose a subset 
A = {x~ : a ~ a} of {0, 1} ~ such that, in the notation of Section 5, (x~)  i = 
x , i  for every a and i (i.e., (x , )  i is the characteristic function of the set x,s 
for every a and i). To define c: [A] r+l ~ k consider an {x~: a ~ F} in 
[A] r+l and set 
n = max{A(x~,xt~):  a * ~ in F} 
XFi t n = {m ~ XFi: 2i (2m + 1) -- 1 < n}, and 
mi = max(  xFi I n )  for i < k. 
(maxQ = 0 . )Let  c({x~: a ~ F ) )= j  provided mj is maximal among m i 
(i < n) and m i < m i for all i < j. It is easily checked that c is a continu- 
ous partit ion witnessing a -I+ [b]~, + 1. 
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