We examine the similarity and difference between sparsity and statistical independence in image representations in a very concrete setting: use the best basis algorithm to select the sparsest basis and the least statistically-dependent basis from basis dictionaries for a given dataset. In order to understand their relationship, we use synthetic stochastic processes (e.g., spike, ramp, and generalized Gaussian processes) as well as the image patches of natural scenes. Our experiments and analysis so far suggest the following: 1) Both sparsity and statistical independence criteria selected similar bases for most of our examples with minor differences; 2) Sparsity is more computationally and conceptually feasible as a basis selection criterion than the statistical independence, particularly for data compression; 3) The sparsity criterion can and should be adapted to individual realization rather than for the whole collection of the realizations to achieve the maximum performance; 4) The importance of orientation selectivity of the local Fourier and brushlet dictionaries was not clearly demonstrated due to the boundary effect caused by the folding and local periodization.
INTRODUCTION
Statistical analysis of natural scene images has recently drawn considerable attention particularly in the field of neuroscience such as Field, 1 Olshausen & Field, 2,3 Bell & Sejnowski, 4 van Hateren and van der Schaaf, 5 to name a few. Their main motivation was to understand the receptive field properties of simple cells in the mammalian primary visual cortex (i.e., V1 area) by analyzing the statistics of natural scenes. Barlow 6 suggested that mammals may be using the statistically independent coding strategy for visual stimuli, and proposed the minimum entropy coding (also known as factorial coding). Atick 7 also argued the importance of redundancy reduction and entropy minimization in the visual pathway. Field 1 suggested that neurons with line and edge selectivities in V1 may provide sparse representation of natural scenes. This may imply that mammals exploit the sparsity for image representations in their brain. Many neuroscientists have tried to answer the following reverse proposition, which is also very interesting: Immersed in the natural environment, whether the receptive fields of simple cells of mammals autonomously form edge or line detectors. If one can demonstrate this, it may be a convincing argument about why mammals have edge detectors and why mammals are exploiting sparse and efficient representations of natural scenes. Many interesting algorithms were developed and numerical experiments were performed on image patches of natural scenes. 2{5 All of these approaches essentially try to find the basis functions from some overcomplete set of bases by optimizing either sparsity or statistical independence (among the expansion coefficients) using some form of learning algorithms such as neural networks. In fact, they found that the estimated basis functions all resemble Gabor functions or oriented DOG filters regardless of the basis selection criteria if one uses the image patches of small size (e.g., 16 16 pixels) selected randomly from natural scene images.
On one hand, their algorithms are truly self-organizing since they can build such basis functions completely from scratch. On the other hand, their computational cost prevents one from conducting experiments on image patches of large size (e.g., 64 64 or larger).
Inspired by this line of research, Donoho 8 recently proposed the concept of the Sparse Component Analysis (SCA), conducted a detailed mathematical analysis for a specific class of functions, and argued that sparsity and overcompleteness may be more plausible on biological grounds and are more important for practical data compression purposes than statistical independence.
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In the mean time, from a completely different motivation (stochastic modeling of a class of similar images), we developed an algorithm of computing the least statistically-dependent basis (LSDB) from time-frequency dictionaries. 9,10 This can be viewed as a dictionary version of the independent component analysis (ICA). 11, 12 This series of work has motivated us to study the following questions:
Why both sparsity and statistical independence criteria produced edge or line detectors for natural scene datasets?
What is the similarity and difference between sparsity and statistical independence criteria?
What is the effect of the sizes of the image patches used?
What is the effect of orthonormality?
What is the effect of overcompleteness?
What is the effect of orientation selectivities of basis functions?
In this paper, we will examine some of these questions, in particular, the similarity and difference between sparsity and statistical independence under a concrete and simpler setting: extracting best bases from a set of basis dictionaries (such as wavelet packet, brushlet, local cosine, local Fourier dictionaries) with respect to sparsity or statistical independence criteria using simple synthetic examples as well as the natural scene data.
Let us first describe our notation and the terminology of basis dictionaries and best bases. Let X 2 R n be a random vector with some unknown probability density function (pdf) f X . Let us assume that the available data T = fx 1 : : : x N g were independently generated from this probability model. Let B = (w 1 : : : w n ) 2 S O (n R) (a group of orthonormal transformations in R n ) or S L (n R) (a group of volume-preserving transformations in R n ). The best-basis paradigm is to find a basis B or a subset of basis vectors such that the features (expansion coefficients) Y = B ;1 X are useful for the problem at hand (e.g., compression, modeling, discrimination, regression, segmentation) in a computationally fast manner. Let C(B j T) be a numerical measure of deficiency or cost of the basis B given the training dataset T for the given problem. Often we restrict our search within the basis dictionary D S L (n R), such as the orthonormal or biorthogonal wavelet packet dictionaries or local cosine or Fourier dictionaries where we never need to compute the full matrix-vector product or the matrix inverse for analysis and synthesis. Under this setting, B ? = arg min B2D C(B j T) is called the best basis relative to the cost C and the training dataset T.
SPARSITY VS STATISTICAL INDEPENDENCE
The concept of sparsity and that of statistical independence are intrinsically different. The sparsity emphasizes the issue of the compression directly whereas the statistical independence concerns more about the relationship among the coordinates. Yet, for certain stochastic processes, these two are intimately related, and often confusing. For example, Olshausen and Field 2,3 emphasized the sparsity as the basis selection criterion, but they also assumed the statistical independence of the coordinates.
Bell and Sejnowski 4 used the ICA and obtained similar results. They claimed that they did not impose the sparsity explicitly and such sparsity emerged by maximizing independence (or minimizing the dependence). These motivated us to study these two criteria.
First let us define the measure of sparsity and that of statistical independence in our context.
Sparsity
The sparsity is a key property as a good coordinate system for compression. The true sparsity measure for a given vector x 2 R n is the so-called`0 quasi-norm, 8,13 which is defined as kxk 0 = # fi 2 1 n ] : x i 6 = 0 g: This measure is, however, very unstable for even small perturbation of the elements in a vector. Therefore, the better measure is the`p norm:
In fact, this is a quasi-norm since this does not satisfy triangle inequality, but only satisfies the weaker condition, kx + We can use`p norm minimization as a basis selection criterion for the best basis in terms of sparsity from a dictionary/library. Therefore, we propose to use the expected`p norm minimization for a given training dataset to select the sparse basis:
Here, y k = ( y 1 k : : : y n k ) T = B ;1 x k , and x k is the kth sample (or realization) in T. It should be noted that the minimization of the`p norm can also be achieved for each realization. We will discuss more about this in Section 3.
Statistical Independence
The statistical independence of the coordinates of Y 2 R n means
f Y (y 1 : : : y k : : : y n )dy 1 dy k;1 dy k+1 dy n :
The statistical Independence is a key property as a good coordinate system for compression and particularly modeling because:
1) Damage of one coordinate does not propagate to the others; and 2) it allows us to model the n-dimensional stochastic process of interest as a set of 1D processes. Of course, in general, it is very difficult or almost impossible to find a truly statistically independent coordinate system for a given stochastic process. Therefore, we should be satisfied with finding the least-statistically dependent coordinate system from a dictionary/library. Naturally, then, we need to measure the "closeness" of a given coordinate system Y 1 : : : Y n to the statistical independence. This can be measured by mutual information or relative entropy between the true pdf f Y and the product of its marginals:
where H(Y ) and H(Y i ) are the differential entropy of Y and Y i respectively:
We note that I(Y ) 0, and I(Y ) = 0 if and only if the components of Y are mutually independent.
Suppose we constrain our search of a good basis within the volume-preserving transformations. In other words, suppose Y = B ;1 X and B 2 S L (n R). Then, we have
since the differential entropy is invariant under such a transformation, i.e., H(B ;1 X) = H(X) + l o g j det(B ;1 )j = H(X): Preferred by Sparsity 
SIMPLE EXAMPLES
In this section, we examine the sparsest coordinates and the statistically-independent or least statistically-dependent coordinates for several simple stochastic processes. Although these processes are much simpler than the natural image patches, we gain a good insight into the similarity and difference between sparsity and independence by studying such processes.
Two-dimensional Counterexample
Let us consider a simple process X = ( X 1 X 2 ) where X 1 and X 2 are independently and identically distributed as the uniform distribution unif ;1 1]. Thus, the realizations of this process are distributed as the righthand side of Figure 1 . Let us consider all possible rotations around origin as a basis dictionary, i.e., D = SO(2 R). Then, the sparsity and independence criteria select completely different bases as shown in Figure 1 . This example clearly demonstrates that the sparsest coordinates and the statistically independent coordinates are generally different. One can generalize this example to higher dimensions. 
One-dimensional generalized Gaussian distributions
Despite the intrinsic difference between the sparsity and the statistical independence, we often see the similar coordinate system give both good sparsity and small statistical dependence. The experiments of Olshausen-Field, Bell-Sejnowski, and van Hateren and van der Schaaf all suggest this similarity. In this subsection and the following, we will show more concretely this is the case for certain simple stochastic processes.
Let us first consider a particular one-dimensional stochastic process, which obeys the generalized Gaussian distribution. This is a widely used probability distribution for modeling various naturally-occurring phenomena (particularly in geophysics 16{18 ), and is defined as follows: At this point, let us assume that the random variable X satisfies some normalization condition, for example, EjXj q = 1 .
After proper normalization (e.g., centering and sphering), it is common to assume that the distribution has a zero mean and a unit variance, i.e., q = 2 . This normalization condition determines the parameter as q = ; 1 = ; q + 1 1=q :
For this , (1) becomes H(X q) = H(X q ) = 1 + l n 2 + 1 + 1 q ln ; 1 ; 1 q ln ; q + 1 :
The entropy of this normalized generalized Gaussian distribution is shown in Figure 3 . As one can see from this figure, we can show the following lemma: The sparsity of this normalized generalized Gaussian distribution is shown in Figure 4 . We note that the sparsity measure changes its behavior according to p > q or p < q . In fact we can show the following: From these lemmas and figures, we conclude that the one-dimensional generalized Gaussian distribution with small is preferred by both the sparsity and entropy criteria. 
Therefore, minimizing the`p norm is equivalent to minimizing the sum of the coordinate-wise entropy in this case. In other words, the independence and sparsity criteria exactly coincide. Furthermore, suppose we are given a collection of the bases B 1 : : : B K , under which the stochastic process of our interest is independently and identically distributed with the generalized Gaussian distributions with the shape parameters, 1 : : : K , respectively. Suppose also the scale parameter for each coordinate in each basis is adjusted to have unit variance. Let k ? = arg min 1 k K k . Then arg min 1 k K C LSDB (B k j T) = a r g min
In other words, both the sparsest basis and the LSDB is the same basis, B k ? . This remark also suggests that the sparsity and independence criteria optimize different quantities as soon as one varies for each coordinate.
The Spike Process
An n-dimensional spike process simply generates the standard basis vectors fe j g R n in a random fashion, where e j has one at the jth entry and all the other entries are zeros. One can view this process as a single spike of unit amplitude located at a random position between 1 and n. In this case, it is easy to show 19 that the Karhunen-Loève basis is any orthonormal basis in R n containing the constant "DC" vector b = ( 1 1 : : : 1) T .
In terms of sparsity, it is clear that the standard basis is the sparsest basis. It is clear that this basis is not statistically independent; existence of the single spike constrains the probability of spike generation at other locations. We have the following theorems for this simple process. Proof. See 19 for the proof. Now, we can generalize this theorem not only to the Haar-Walsh dictionary but also to any basis chosen from SL(n R).
Theorem 3.5. Suppose we extend our search of the bases to SO(n R) or SL(n R).
The Proof. See 19 for the proof.
Remark 3.7. Although this process is very simple, we have the following interpretation. Consider a stochastic process generating a basis vector randomly selected from a specific basis at a time. Then, both the sparsest basis and the LSDB are that particular basis. Theorems 3.5 and 3.6 claims that once we transform the data to spikes, one cannot do any better than that both in sparsity and independence within the linear context. Of course, if one extends the search to nonlinear transformations, then it is a completely different story. We refer the reader to our recent article 20 for a nonlinear algorithm. Remark 3.8. Next steps beyond this simple spike process are: 1) a spike process with varying amplitude, which was also considered in 21 for rate-distortion calculation; 2) a multi-spike process generating more than one spikes at a time. 
The Ramp Process
At the CIRM Luminy meeting of Wavelets and Applications in 1992, Yves Meyer proposed the following simple stochastic process.
X(t) = t ; H(t ; ) 0 t 1 where H( ) is the Heaviside step function, and obeys the uniform distribution unif 0 1]. As also described in, 21,22 the covariance of this process is ;(s t) = min(s t) ; st which is the same as that of the Brownian bridge. As a consequence, the KLB of this process is the Fourier sine basis k (t) = p 2 sin(2 kt), and the corresponding eigenvalues are k = (2 k) ;2 . Apparently, this Fourier sine basis is not efficient to compress realizations of this process due to its discontinuity. In fact, we can precisely measure the sparsity and entropy of this KLB coordinates since we can derive the pdf of each KLB coordinate. 19 In particular, the sparsity of this KLB is P k c p =k p where c p is some constant only dependent on p. In other words, the sparsity measure blows up for 0 < p 1. This means that the KLB provides a completely dense coordinate system. This is a clear example of the importance of non-Gaussianity: the KLB is not useful, even harmful, for non-Gaussian processes. Intuitively and clearly, the wavelet basis should perform much better since it is good at capturing such a discontinuity efficiently. So, let us examine this process under the best basis setting.
In our numerical experiments, we discretized each realization by n = 2 5 6 grid points, and generated N = 2 5 6 0 realizations of this process so that we have exactly 10 realizations for each shift. We also added weak white Gaussian noise ( = 1 0 ;7 ) to each realization for numerical stabilization. We used the 6-tap Coiflet as a conjugate mirror filter to generate the wavelet packet coefficients of the input signals. Figure 5 compares the basis patterns of and the`0 :01 -sparse basis and the LSDB selected from this set of realizations. As one can see, both bases are essentially the wavelet basis. The only difference is the coarse scale subspaces. We also note that the pattern of the sparse basis are insensitive to the choice of p for 0 < p 1. We are currently working on the proof of the following conjecture: We hope that we can report the complete proof in the near future. 23 The vanishing moment property of the wavelet packet functions will play an important role in the proof since it kills the polynomial portion of the process and each basis coordinate becomes a stochastic process parameterized by , and it is essentially the integration of the wavelet packet functions with the integration interval as a function of and scale and location parameter of the wavelet packet basis function. Then, we can show that
The compact support of the basis function creates the large population of coefficients at zero. This explains the frequent observation of the spiky distribution at the origin with heavy tails such as the generalized Gaussian distributions with 1 when one examines the statistics of the wavelet coefficients.
The scale of the basis function controls the size of the spike at zero of the pdf of the corresponding coordinate. The larger the scale, the smaller the size of the spike at zero; therefore, the less spiky the distributions.
The oscillation of the basis function decreases the smoothness of the pdf of the corresponding coefficients. This in turn increases the entropy and sparsity of the distribution.
Now, let us demonstrate that the concept of sparsity is more suitable for individual realizations rather than for the whole collection of the realizations. First of all, as Yves Meyer and Lars Villemoes pointed out to us, the local cosine basis could provide us with the coordinates as sparse as the wavelet basis if the segmentation of the interval is optimally adapted to capture the discontinuity. In other words, one can adaptively segment the interval to have large segments away from the discontinuity and progressively smaller segments toward the discontinuity, and then use local cosines in each segment. The time-frequency local cosines proposed by Villemoes 24 should be particularly efficient for this. However this adapted basis is very specific to the location of the discontinuity, and only suitable for the particular realization. Second, let us conduct the approximation experiments using the wavelet packet dictionary with the 6-tap Coiflet. Figure 6 compares the approximation errors of thè 0:01 -sparse basis and the LSDB. From the mean curves and boxplots of these errors, we observe that both the`0 :01 -sparse basis and the LSDB equally perform with some fluctuations in the first 60 coordinates. However, the strength of the sparsity criterion is that it can also be optimized for individual realization to have one basis per realization. The approximation errors of such strategy is also shown in Figure 6 . All the individually-adapted bases are essentially the wavelet basis; the only differences are the coarse scale subspaces ranging from level 6 to 8. Of course, comparing this set of individually-adapted bases with the single LSDB and the overall sparse basis is not fair. It also requires more bits to describe all these individually-adapted bases. Yet, this is clearly one of the good features of the sparsity criterion. Thus we can claim that sparsity may be a concept much more suitable for individual realization rather than a whole collection of realizations. Put it differently, in order to pursue the truly sparsest basis, it is necessary to adapt our strategy for each realization. Remark 3.10. We note that the scatter of the`p-sparse basis for the whole realizations could be generally much worse than the one shown in Figure 6 . In this case, we made sure that the number of realizations for each shift are the same. When we conducted the same experiments with 1000 realizations, i.e., uneven number of realizations for each shift, we observed that the scatter of the sparse basis was far greater than that of the LSDB.
EXPERIMENTS ON NATURAL IMAGES
Finally, we report our numerical experiments on the natural scene images. The more detailed analysis can be found in our full report. 19 The setting of these experiments is the following.
A database of 10 natural scene images of size 512 512 was received from Bruno Olshausen. The bandpass filter was applied to "whiten" the spectrum of each image as discussed in. 3 4000 patches were randomly picked from this database.
The patch sizes we examined were 16 16 and 64 64.
The dictionaries used were: Haar-Walsh, Coiflet 6, Local cosines, real-valued Local Fourier, and real-valued Brushlets.
Both fixed and multiple folding were examined in local cosines, local Fourier, and brushlet dictionaries.
Each patch was evenly extended, folded, and cropped at the boundaries; in addition, smooth periodization was applied for wavelet packets, local Fourier, and brushlets, but not for local cosines.
The sparsity parameters examined were: p = 1 0:1 0:01. In the LSDB, the Hall-Morton entropy estimator 15 (histogram with optimal bin width search) was used to estimate entropy of each basis coordinate.
We note that the use of the real-valued local Fourier and brushlet dictionaries 25 are important because the`p norm of the complex coefficients are directly related to the`2 norm and cannot properly compare the sparsity of the representations with the other dictionaries.
In this paper, we only show the results of performance or costs of the`0 :01 -sparse basis and LSDB criteria for this dataset in Figure 7 . Our observation and interpretation of the results are the following:
The local cosine basis with multiple folding performed best among all the dictionaries we examined in terms of both sparsity and statistical independence.
Although we do not show the basis partition patterns here, we observed that both the sparse bases and the LSDBs tend to select similar partition patterns, and these patterns are insensitive to the change in p as long as 0 < p 1.
The brushlets with fixed folding perform relatively well (after LCTM), whereas the brushlets with multiple folding perform very poorly.
The importance of the orientation selectivity of the dictionaries (via local Fourier or brushlets) was not clearly demonstrated due to the boundary effect caused by folding and periodization.
Multiple folding cases have always smaller entropy and`p norm than fixed folding cases both for the local cosine and the local Fourier dictionaries, but not for the brushlets.
For the smaller patches of 16 16 pixels, we essentially observe the same (not shown here). The only difference from the results of 64 64 patches is that the windowing effect is more severe so that the performance of the brushlets are not so good as the case of 64 64 patches.
We are very curious why the local cosine dictionary with multiple folding performed best in our experiments. We are currently investigating this issue by varying the boundary treatment of the image patches, and comparing its performance with that of the standard block DCT used in JPEG as well as that of the 7/9-taps biorthogonal wavelets which will be incorporated in the JPEG 2000 standard. 
CONCLUSION
Except for the synthetic example of 2D uniform distributions of Section 3.1, in all the examples we worked on, essentially, the sparsity and the statistical independence criteria produced nearly the same basis patterns. Optimizing the sparsity turned out to be much more feasible both computationally and conceptually. The entropy estimation based on the empirical pdf estimation is more computationally intensive than the`p sparsity criterion. Proving the theorems in the spike processes was much harder for the statistical independence than for the sparsity. We anticipate the same situation for proving Conjecture 3.9 for the ramp process. Moreover, the sparsity criterion can be adapted to each realization to maximize the sparsity of representations. On the other hand, even though we can compute the LSDB, that does not guarantee the true statistical independence in general. Therefore, as long as we stay in the linear framework and we are interested in the data compression, it seems to us that the pursuit of sparse representations should be encouraged than that of statistically independent representations.
