This paper establishes the polynomialconvergence of the class of primal-dualfeasible interiorpoint algorithms for semide nite programming (SDP) based on Monteiro and Zhang family of search directions. In contrast to Monteiro and Zhang's work, no condition is imposed on the scaling matrix that determines the search direction. We show that the polynomial iterationcomplexity bounds of two well-known algorithms for linear programming, namely the short-step path-following algorithm of Kojima et al. and Monteiro and Adler, and the predictor-corrector algorithm of Mizuno et al., carry over to the context of SDP. Since Monteiro and Zhang family of directions includes the Alizadeh, Haeberly and Overton direction, we establish for the rst time the polynomial convergence of algorithms based on this search direction.
Introduction
Several authors have discussed generalizations of interior-point algorithms for linear programming (LP) to the context of semide nite programming (SDP). The landmark work in this direction is due to Nesterov and Nemirovskii 22, 23] where a general approach for using interior-point methods for solving convex programs is proposed based on the notion of self-concordant functions. (See their book 25] for a comprehensive treatment of this subject.) They show that the problem of minimizing a linear function over a convex set can be solved in \polynomial time" as long as a self-concordant barrier function for the convex set is known. In particular, Nesterov 
which in general yields nonsymmetric directions. The AHO-direction corresponds to the symmetric equation obtained by symmetrizing both sides of the previous equation.
Another way of symmetrizing (1) is to rst apply a similarity transformation P( )P ?1 to both sides of (1) and then symmetrize it. Such an approach was rst introduced by Monteiro 17] for the cases of P = X ?1=2 and P = S 1=2 . The resulting directions were found to be equivalent to two special directions of the class of directions introduced earlier by Kojima, Shindoh and Hara 13] using a di erent motivation. The second direction (with P = S 1=2 ), which is the KSH/HRVW/M- . In contrast, it should be noted that the AHO-direction does not belong to the latter family. This paper introduces new techniques for establishing the polynomiality of interior-point primaldual SDP algorithms whose iterates belong to a narrow (or Frobenius norm) neighborhood of the central path. We illustrate our techniques by showing the polynomiality of two primal-dual feasible algorithms based on the MZ-uni ed direction: a short-step path-following method and a predictorcorrector method which are extensions of the LP algorithms studied in Kojima, Mizuno 21] , which establishes an iteration-complexity bound for a long-step path-following method based on a subclass of the MZ-family of directions, namely that corresponding to scaling matrices P such that PXSP ?1 is symmetric, our analysis is valid for the whole MZ-family of directions. Since this family includes the AHO-direction, we establish for the rst time, as a special case of our uni ed analysis, the polynomial convergence of algorithms based on the AHO-direction. Finally, we mention that Kojima, Shida and Shindoh 12] establish the global (but not polynomial) convergence of a primal-dual predictor-corrector algorithm based on the AHO direction whose iterates are restricted to a central path neighborhood narrower than the one used in this paper.
This paper is organized as follows. In Section 2, we introduce the SDP problem, review the scaling and symmetrization scheme discussed above and give some useful preliminary results. In Section 3, we state and prove the technical results used in the polynomial convergence analysis of the algorithms of Section 4. In Section 4, we establish the polynomiality of two primal-dual feasible algorithms: the short-step path-following algorithm in Subsection 4.1 and the predictor-corrector algorithm in Subsection 4.2.
Notation and terminology
The following notation is used throughout the paper. The superscript T denotes transpose. < p denotes the p-dimensional Euclidean space. The set of all p q matrices with real entries is denoted by < p q . The set of all symmetric p p matrices is denoted by S p . For Q 2 S p , Q 0 means Q is positive semide nite and Q 0 means Q is positive de nite. The trace of a matrix Q 2 < p p is denoted by Tr Q P n i=1 Q ii . For a matrix Q 2 < p p with all real eigenvalues, we denote its eigenvalues by i Q], i = 1; : : :; p, and its smallest eigenvalue by min Q]. Given P and Q in < p q , the inner product between them in the vector space < p q is de ned as P Q Tr P T Q. The Euclidean norm and its associated operator norm are both denoted by k k; hence, kQk max kuk=1 kQuk for any Q 2 < p p . The Frobenius norm of Q 2 < p p is kQk F (Q Q) 1=2 . S p + and S p ++ denote the set of all matrices in S p which are positive semide nite and positive de nite, respectively. S p ? denote the set of all skew-symmetric matrices in < p p . Since S p + S p ? = < p p and U V = 0 for every U 2 S p and V 2 S p ? , it follows that S p ? is the orthogonal complement of S p with respect to the inner product .
2 The SDP problem and preliminary discussion
In this section, we describe the SDP problem considered in this paper and review the similar symmetrization operator introduced by Zhang 34] The set of interior feasible solutions of (2) and (3) respectively. Throughout this paper, we assume that F 0 (P) F 0 (D) 6 = ; and that the matrices A i , i = 1; : : :; m are linearly independent. Under the rst assumption, it is well-known that both (2) and (3) have optimal solutions X and (y ; S ) such that C X = b T y , i.e., the optimal values of (2) and (3) coincide. This last condition, called the strong duality, can be alternatively expressed as X S = 0 or X S = 0. Hence, the set of primal and dual optimal solutions consist of all the solutions (X; S; y) 2 S n + S n + < m to the following optimality system XS = 0; The left hand side of the above system, viewed as a function of (X; S; y), maps S n S n < m into < n n S n < m , and hence it is a function between spaces of di erent dimensions. To apply Newton-type algorithms to solve (4), it is rst necessary to symmetrize (4) so that the left hand side of the resulting equivalent system becomes a function from S n S n < m into itself.
Motivated by the works of Alizadeh-Haeberly-Overton 2] and Monteiro 17] , Zhang 34] introduced a general symmetrization scheme based on the so-called similar symmetrization operator H P : < n n ! S n de ned as H P (M) 1
where P 2 < n n is some nonsingular matrix. It has been shown by Zhang 34 ] that H P (M) = I () M = I; for any nonsingular matrix P, any matrix M with real spectrum (e.g., M = XS with X; S 2 S n + ) and any 2 <. Consequently, for any given nonsingular matrix P, (4) where ( X; S; y) 2 S n S n < m , 2 0; 1] is the centering parameter and = (X; S) (X S)=n is the normalized duality gap corresponding to (X; S; y). Note that the solution ( X; S; y) of this linear system is the Newton direction at the point (X; S; y) with respect to a system of equations de ning the (unique) point on the central path with duality gap , namely the system consisting of (5b), (5c) and H P (XS) = I.
The algorithms studied in this paper are all based on the centrality measure at a point (X; S) 2 S n + S n + de ned as
Given a constant 2 (0; 1), we let N F ( ) denote the following narrow (or, Frobenius) neighborhood of the central path:
The following simple result plays an important role in the polynomial convergence analysis of the algorithms of Section 4.
Lemma 2.1 Suppose that (X; S) 2 S n ++ S n ++ , Q 2 < n n is a nonsingular matrix and (X S)=n. 
Technical results
In this section we provide some technical results which will be used to establish the polynomial convergence of the algorithms presented in Section 4.
We assume throughout this section that (X; S; y) 2 S n ++ S n ++ < m , P 2 < n n is a nonsingular matrix, and ( X; S; y) is a solution of system (6) It should be observed that the above result can be strengthened if further conditions are imposed on the scaling matrix P. For example, it has been shown by Todd, Toh and T ut unc u 30] (see also Monteiro and Zhang 21] ) that system (6) has a unique solution for any (X; S; y) 2 S n ++ S n ++ < m and scaling matrix P such that PXSP ?1 2 S n .
In the remaining part of this section, we impose the following condition (X; S; y).
Assumption: (X; S; y) 2 F 0 (P) F 0 (D). Lemma 3.3 The following relations hold:
H e X 1=2 (W X ) = 0;
g X g S = X S = 0:
Proof. Relation (16) follows immediately from (15a). The two identities in (17) follow from relations (6b), (6c) and (9) and the assumption that (X; S; y) 2 F 0 (P) F 0 (D (20) Proof. By (10), we have X( )S( ) = (X + X)(S + S) = XS + (X S + XS) + 2 X S; which together with the linearity of H P ( ) and (6a) imply that H P (X( )S( )) = H P (XS) + H P (X S + XS) + 2 H P ( X S) = H P (XS) + H P ( I ? XS) + 2 H P ( X S) = (1 ? )H P (XS) + I + 2 H P ( X S): Using this expression and the identity Tr H P (M) = Tr M for M 2 < n n , we obtain X( ) S( ) = Tr X( )S( )] = Tr H P (X( )S( ))] = Tr (1 ? )H P (XS) + I + 2 H P ( X S)] = (1 ? )Tr H P (XS) + n + 2 Tr H P ( X S) = (1 ? )X S + n + 2 X S: Dividing this expression by n and noting (14) and (17), we obtain (18). Using (11), (12) , (18) (25) Proof. Let i.e., (23) holds. Moreover, relations (7) and (20) that is (27) holds. Using relations (26), (14), (27) , (7) (30) By (17), it is easy to see that the two terms on the left hand side of (30) are orthogonal. This observation together with (25), (30), (26), (14), (23) with = 1, (27) , (28) Proof. Using (24) with = 1, Lemma 2.1(a), (8) , the assumption that d(X; S)
, Lemma 3.8 and (28) 4 Algorithms and polynomial convergence
In this section, we establish polynomial iteration-complexity bounds for two primal-dual feasible interior-point algorithms based on the MZ-family of search directions given by (6) . Both algorithms are extensions of well-known algorithms for linear programming: the rst one is a short-step pathfollowing method which generalizes the algorithms presented in Kojima, Mizuno 
Short-step path following algorithm
In this subsection, we analyze the polynomial convergence of a short-step path following algorithm based on the MZ-uni ed search direction (6) . We start by stating the algorithm that will be considered in this subsection.
Algorithm-I:
Choose Repeat until k 2 ?L 0 , do (1) Choose a nonsingular matrix P k 2 < n n ; (2) Compute the solution ( X k ; S k ; y k ) of system (6) with P = P k , = k and (X; S; y) = (X k ; S k ; y k ); (3) Set (X k+1 ; y k+1 ; S k+1 ) (X k ; y k ; S k ) + ( X k ; S k ; y k ); (4) Set k+1 (X k+1 S k+1 )=n and increment k by 1.
End
Setting ? = in the following result, we obtain the analysis of one iteration of Algorithm-I for suitable choices of the constants and . 
Suppose that (X; S; y) 2 N F ( ) and let ( X; S; y) denote the solution of system (6), where 1 ? = p n, (X S)=n and P 2 < n n is an invertible matrix. Then, X b S = (1 ? = p n)(X S). Proof. It follows from Lemma 3.9, the de nition of and (31) (32) and hence, in view of (18) (11) and (12) shows that ( e X( ); e S( )) and (X( ); S( )) are in S n ++ S n ++ , for every 2 0; 1]. Moreover, using (6b) and (6c) and the fact that (X; S; y) 2 F 0 (P) F 0 (D), we easily see that (X( ); S( ); y( )) satis es (5b) and (5c), and hence that (X( ); S( ); y( )) 2 F 0 (P) F 0 (D), for every 2 0; 1]. Using Lemma 2.1(a) with (X; S) = (X(1); S(1)) and Q = P, Lemma 2.1(b) with (X; S) = ( e X(1); e S(1)) and Q = e X ?1=2 , and relations (11), (12), (18) is an immediate consequence of (18) Then, every iterate (X k ; S k ; y k ) generated by Algorithm-I is in the neighborhood N F ( ) and satis es X k S k = (1 ? = p n) k (X 0 S 0 ). Moreover, Algorithm-I terminates in at most O( p nL) iterations.
Examples of constants and satisfying the conditions of Corollary 4.2 are = = 1=20.
Predictor-corrector algorithm
In this subsection, we give the polynomial convergence analysis of a predictor-corrector algorithm which is a direct extension of the LP predictor-corrector algorithm studied by Mizuno, Todd and Ye 16] .
The algorithm considered in this subsection is as follows.
Algorithm-II:
Choose Repeat until k 2 ?L 0 , do (1) Choose a nonsingular matrix P k 2 < n n ; (2) Compute the solution ( X k ; S k ; y k ) of system (6) 
End
The following result provides the polynomial convergence analysis of the above algorithm. The following lemma analyzes the predictor step of Algorithm-II, namely the step described in items (1)-(4) of Algorithm-II. Lemma 4.4 Suppose that (X; S; y) 2 N F ( ) for some 2 (0; 1=2). Let ( X; S; y) denote the solution of (6) with = 0 and for some invertible matrix P 2 < n n . Let denote the unique positive root of the second-order polynomial p( ) de An argument similar to the one used in Theorem 4.1 together with the fact that 2 < 1 can be used to show that (a) holds. Statement (b) follows from (18) with = 0. The last assertion of the lemma follows by a straightforward veri cation.
The following lemma analyzes the corrector step of Algorithm-II, namely the step described in items (5)- (7) of Algorithm-II. 
Remarks
To keep the presentation simple and the analysis more transparent, we have focused our attention only on feasible methods. It would be interesting to check whether the techniques developed in this paper could also be used to establish the polynomial convergence of infeasible primal-dual path-following algorithms based on the MZ-uni ed direction.
The analysis of this paper makes strong use of the fact that the algorithms are based on the narrow neighborhood of the central path. The question of whether long-step path-following methods based on the MZ-uni ed direction can be proved to be \polynomially convergent" under weaker conditions than those imposed in Monteiro and Zhang 21] is an interesting topic for future research.
We end this section by stating a technical result whose proof is similar to that of Lemma 3.5 and which may eventually have application elsewhere. To state this result, de ne for every nonsingular matrix P 2 < n n the operator A P : < n n ! S n Lemma 5.1 Let W 2 < n n be such that A Q (W) = 0 for some nonsingular Q 2 < n n . respectively.
