Harvesting energy from ambient environment is a promising technology to free electronic devices from electric wire and lifetime-limited battery, which have found many significant applications in sensor networks and body-area networks. This paper investigates the fundamental limit of information transmission in a wireless communication system with RF-based energy harvesting, where a master node acts both the information source and the energy source for a child node, while only information is transmitted back from the child node to the master node. In the systemic level viewpoint, we jointly investigate the twoway information transmission between the two nodes under the unique external power supply constraint at the master node. In particular, three typical receivers are considered, including the optimum receiver, the orthogonal receiver and the power splitting receiver. We explicitly characterize the achievable capacityrate region and discuss the effect of signal processing power consumption at the child node. We also derive the boundary of the achievable capacity-rate region, which illustrates the most energy-efficient transmission strategy of the system. Simulation results confirm the substantial gain of employing capacityrate region achieving transmission strategies and employing optimal receivers. Moreover, we present a typical application of our results, where the required transmit power is minimized to green the system. INDEX TERMS Energy harvesting, green systems, achievable capacity-rate region, optimal transmission strategy.
I. INTRODUCTION
Harvesting energy from ambient environment is a promising solution to energy-constrained communication systems. By replacing the battery power supply of each node with an energy harvesting equipment and an energy buffer, the lifetime of the system can be extended significantly, which is especially applicable to applications where replacing battery is expensive or impossible, such as sensor networks working under toxic environment and body-area networks placed inside human body. Among those popular energy harvesting techniques, radio frequency (RF) based energy harvesting (also called wireless energy transfer) can provide more reliable power supply by employing a designed external energy source.
Wireless energy transfer was proposed by Nikola Tesla in the early 20-th century [1] and has been a topic of interest since then. A prototype system was also built in Canada at that time [2] . In 1960s, long distance (even between satellites and earth stations) wireless energy transfer using microwave signal became possible owing to the development in high power vacuum tube and advanced antenna technology [3] . More recently, Andrĺę Kurs et. al. discussed wireless power transfer using strongly coupled magnetic resonances, where the energy transfer efficiency can be as high as 40% over a 2-meter distance [4] . Furthermore, the work in [5] discussed improving the efficiency and coverage of wireless energy transfer using relays.
Information theory is another important topic in wireless communications [6] . Different from wireless energy transfer, information theory studies transmitting information using energy, other than transferring energy directly. Thus, although both wireless energy transfer and information theory are developed based on electromagnetic theory, they have been separately considered by electrical engineers and electronic engineers. However, it would be interesting to consider them jointly when characterizing the performance of wireless communications with RF-based energy harvesting.
This problem was firstly investigated by Varshney [7] , in which the optimal input signal for transferring energy and information simultaneously was given. Later, the work of Grover and Sahai [8] extended this result to frequency selective channels. Simultaneous wireless information and power transfer (SWIPT) has also been applied in some practical systems such as power line communication [9] and radio frequency identification (RFID) [10] . Considering the fact that energy cannot be harvested from received signal after the information has been decoded, a novel energy harvesting receiver was proposed in [11] and a power splitting scheme was discussed in [12] . SWIPT has also been studied in multiple-input-multiple-output (MIMO) systems [14] , [16] , [18] , cellular networks [15] , [19] , and also in sensor networks [20] . As pointed in most of the work on SWIPT, the trade-off between achievable information rate and saved energy is the most essential problem. In fact, in a cooperative network with multi source-destination pairs, while the information transmission of the source-destination pairs can be modeled by interference channel, the power transfer of these source-destination pairs can be modeled by a MIMO system [21] . Under this modeling, several transmitterside collaboration schemes were proposed and the corresponding rate-energy trade-off was investigated in detail [21] . Moreover, it was noted that most related results were obtained using Gaussian signaling. Kim and Kim [22] developed a rate-energy trade-off analysis based on equi-probable discrete inputs with peak power constraint and average power constraint. SWIPT was also studied in relay networks with a single relay [13] , [24] and with multiple relays [23] , as well in full-duplex relaying networks [25] . Based on the decode-andforward relaying, the optimal power splitting was investigated in details in these works.
Due to the randomness of the energy harvesting process [26] - [36] , efficient energy scheduling is another key issue in energy harvesting systems. Ozel and Ulukus studied the achievable AWGN capacity under stochastic energy harvesting in [26] and [27] , and proposed a capacity-approaching energy scheduling, i.e., the store-and-transmit scheme. Later, the capacity region of energy harvesting powered multipleaccess channels with energy cooperation was developed in [28] . Also, the optimal packet scheduling that maximizes the system throughput was discussed in [17] and [31] - [34] . In addition, the work in [35] discussed the optimal transmission policies under limited the energy storage constraint and the work in [36] reconsidered this problem in the fading scenario.
Motivated by above considerations, this paper investigates the fundamental limits of information transmission in a wireless communication system with RF-based energy harvesting, which consists of a master node and a child node. In this model, the master node acts not only as an information source but also an energy source for the child node, while only information is transmitted back from the child node to the master node. That is to say, the whole system is powered by a unique external power supply at the master node and information is exchanged between two nodes, which is a typical system structure in many scenarios, such as sensor networks and body-area networks.
Constrained by the limited power at the master node, the information transmission between maser node and the child node cannot be optimized at the same time. To character the transmission limit of the two-node system, we need to find out the best achievable tradeoff between the two-way information transmission. To this end, we have proposed achievable capacity-rate region to characterize the this tradeoff. To the best of our knowledge, this has not been considered in the existing literature. It is worth noting that our system model is different from that in [14] and [41] on that the two way information transmission under a unique external power supply at the master node are jointly considered in the system level. In particular, the work in [14] focused on transferring energy and information to different users, and the works in [41] and [42] considered optimizing downlink throughput and uplink throughput separately.
Part of this work has been published in [40] , which analyzed the performance of the two-way system with optimum receivers and orthogonal receivers. This paper extends the results to a system with a power splitting receiver. We also derive the optimal transmission strategies achieving the points on the boundary of the achievable capacity-rate region of a time division duplex system. Since the energy harvested from RF signal is rare and precious (due to the path loss of electromagnetic signals), we also consider the power consumption processing signals at the slave node based on results in [37] - [39] . Finally, a typical application in terms of minimizing required transmit power, namely green system, is presented to validate the proposed results.
The rest of this paper is organized as follows. In Section II, our system model and the wireless energy/information receivers are presented. The simultaneous wireless information and energy transferring from the master node to the child node in Section III, while information transmission and energy managing strategy at the child node are discussed in Section IV. We investigate the tradeoff between two way information rates and present corresponding simulation results in Section V. Finally, a typical application of the VOLUME 5, 2017 obtained results to the body-area network is illustrated in Section VI.
II. PRELIMINARY A. SYSTEM STRUCTURE
We consider a wireless communication system with RF-based energy harvesting as shown in Fig. 1 , where a master node and a child node communicate with each other. the child node can harvest energy from the received RF signal transmitted by the master node. The link from the master node to the child node is referred to as downlink, in which energy and information will be transferred simultaneously. The link from the child node to the master node is referred to as uplink, in which information is transferred to the master node. We assume that the channel environment is additive white Gaussian noise and each node is equipped with one antenna. The twos node also have energy receivers and information transceivers to perform information transmission using the harvested energy. Fig. 2 presents an example of wireless energy transfer system. First, the energy transmitter transforms electric energy into electromagnetic energy and transmitted into free space by the antenna. Through free space, the RF signal is received by the antenna at energy receiver. Afterwards, it is transformed from alternating current (AC) into direct current (DC) using diode and low-pass filter (LPF). Finally, the energy is stored in the battery at the child node for future use, such as information transmission and signal processing.
B. WIRELESS ENERGY TRANSFER RECEIVER
We assume that the transmit signal is x(t) with E[|x(t)| 2 ] = 1, where E[·] denotes statistical expectation operation. x(t) is a narrow-band signal and the average transmit power is denoted as P 0 . The frequency bandwidth of x(t) is B and the center of carrier frequency is f 0 , where f 0 B. Then the received signal y(t) can be expressed as
where G is a constant power gain generated by transmitter and receiver antennas, h is the power gain coefficient of channel, d is the distance between transmitter and receiver, α is the path loss exponent (2 ≤ α ≤ 4), and θ is the initial phase of the signal. n a (t) is additive circularly symmetric complex Gaussian noise with zero mean and power spectrum density N 0 . We assume that input signal x(t) is independent from additive noise signal n a (t). When the average transmit power constraint is P 0 , based on the law of conservation of energy and the expression of received signal in Eqn. (1), the maximal average power that can be harvested is
where η denotes the conversation efficiency factor of energy harvesting receiver. Besides, the power contributed by noise signal is neglected. It is observed from Eqn. (2) that the power of received energy is independent of the realization of stochastic signal x(t). Thus, Gaussian signal, which is often used as input signal for information transfer, also can be used to achieve energy transfer capacity. Without loss of generality, we assume block length is T = 1 so that the terms of energy and power are interchangeable. Fig. 3 illustrates the structure of a information receiver, which consists of RF antenna, signal processing and decoding components. The parameters are the same as previous subsections. Based on the Eqn. (1), the channel capacity for information transmission can be expressed as
C. WIRELESS INFORMATION TRANSMISSION RECEIVER
where B is the available frequency bandwidth, and σ 2 0 is the additive noise power σ 2 0 = BN 0 . The base of logarithm operation is 2 in this paper without any special declaration.
In (3), it is clear that the capacity of the channel can be achieved by zero-mean, circularly symmetric complex Gaussian inputs. In this paper, we assume the transmitted signals follow the circularly symmetric complex Gaussian distribution with zero-mean, and summarize the optimality of using these signals in the following lemma.
Lemma 1:
In additive white Gaussian noise channel, zero mean and cyclic symmetric complex Gaussian signal is optimum for both wireless energy transfer and information transmission.
III. SIMULTANEOUS ENERGY AND INFORMATION TRANSFER IN DOWNLINK
In our model, energy and information are simultaneously transferred to the child node in the downlink phase and the corresponding performance can be characterized by the achievable capacity-energy region. Since the structure of the receiver effects system performance greatly, we first relieve three typical receiver structures in this section, namely the optimum receiver system, the orthogonal receiver system and the power splitting receiver system.
A. OPTIMUM RECEIVER SYSTEM
Simultaneous energy and information transfer was firstly proposed in [7] , which assumed that energy can be harvested after information has been decoded from the signal. That is to say, the receiver can obtain both energy and information from the same received signal without loss. It can be regarded as the upper bound for energy and information simultaneous transfer.
Since energy is rare and precious to the child node, signal processing power consumption P p should also be taken into account, which can be modeled as a constant power expenditure once transceiver sets up [39] . Let R d denote the average information transmission rate in the downlink, and P s denote the average energy that can be saved into the battery at the child node for future use. Similar to the work in [11] and [12] , achievable capacity-energy region is used as a metric to evaluate the system performance of simultaneous energy and information transfer.
Definition 1: The achievable capacity-energy region T {R d −P s } is defined as the set containing all the achievable information transmission rate and stored energy pair (R d , P s ) which satisfy average transmit power constraint at the master node.
With zero mean circularly symmetric complex Gaussian input signal, the achievable capacity-energy region in Optimum Receiver System can be expressed as
B. ORTHOGONAL RECEIVER SYSTEM
Since the assumption in [7] may be not allowed by practical physical circuit, some practical receiver structures are proposed in the literatures [14] , [19] , [41] . In general, in order to transfer energy and information simultaneously without interference, the signal intended for energy sub-receiver and information sub-receiver should be orthogonal in certain domain, such as time domain and frequency domain. At the master node, we denote the ratio of power allocated for energy transfer is ρ (0 ≤ ρ ≤ 1) and the rest of power is used for information transmission. Thus, this kind of receiver is referred to Orthogonal Receiver System. Taking time-orthogonal receiver system for example (similar results can be extended for other orthogonal receiver system easily) the ratio of time slots allocated for energy harvesting with respect to the whole transmission period is denoted as τ (0 ≤ τ ≤ 1). Namely, in the first τ T time slots, where T denotes the length of transmission period, the received signal energy is used for energy harvesting, otherwise the energy is used for information decoding. The energy flow and information flow in this case are independent with each other in terms of time.
Proposition 1: When the ratio of transmit power allocated for energy sub-receiver is ρ in time-orthogonal receiver system, it can be demonstrated that the achievable capacityenergy region under optimal time ratio allocation strategy is
Proof: See Appendix A. 
C. POWER SPLITTING RECEIVER SYSTEM
A novel receiver structure called power splitting receiver system was proposed for energy and information simultaneous transfer in [11] - [14] , which is illustrated in Fig. 4 . The transmit power for both energy sub-receiver and information sub-receiver occupies the whole time and frequency resource of wireless channel. Then, it is separated into two sub-flows at the receiver based on the value of ρ, which is prior known by transmitter and receiver. The splitting point is located between RF component and signal processing component. Without loss of generality, it is assumed the power splitting process at receiver is ideal so that there is no energy loss and there is no new noise introduced by it. In this case, the overall additive noise σ 2 0 comes from two aspects: RF component and signal processing component, which are denoted as σ 2 a and σ 2 p , respectively, where σ 2 a + σ 2 p = σ 2 0 . Thus, the average information rate in this case can be expressed as
Likewise, the corresponding stored energy power P s meets the following inequality constraint
Combining the results in (6)- (7), the corresponding achievable capacity-energy region is
It can be observed from Eqn. (8) that the power splitting receiver system will degrade to orthogonal system if σ 2 a = 0. It can be considered as the optimum receiver system if σ 2 p = 0 and ρ is equal to 1. In summary, optimum receiver system and orthogonal receiver system can be regarded as two extreme cases for power splitting receiver system.
D. PERFORMANCE ANALYSIS AND DISCUSSIONS
The expressions of achievable capacity-energy region in three different systems have been given in Eqn. (4), (5) and (8). However, the boundary of region T {R d −P s } is more meaningful for system design since it reflects the tradeoff relationship between R d and P s , and characterizes the fundamental limits of system performance. Fixed the stored energy power P s , the maximum achievable value of R d can be used to describe the point located on the boundary of capacity-rate region.
Definition 2: Capacity-energy function C(P s ) is the maximum conditional information transmit capacity when average transmit power and stored energy are constrained to P 0 and P s . Namely, C(P s ) can be expressed as
(9) When R d is zero, P s can achieve the maximal value, which is given by
According to the results in Eqn. (9)- (10), the achievable capacity-energy region T {R d −P s } can be rewritten in terms of capacity-energy function C(P s ).
The residual problem is to get the expression of C(P s ) corresponding to the Eqn. (5) and (8) . In orthogonal receiver system, the achievable capacity-energy is given in (5) . From the first equation in (5), we have ρ =
. By inserting this result to the second equation in (5) and eliminate variable ρ, we obtain C(P s ) as
Similarly, from the first equation in (8), we have
. Substituting it into the second equation of (8),
the capacity-energy function in power splitting receiver system is obtained
For the system shown in Fig. 1(a) , assuming the distance between the master node and the child node d is 50 m, the antenna power gain G is 10 dB, path loss component α is 2, channel power gain coefficient h is 1 and the frequency bandwidth B is 1 KHz. Without loss of generality, the power transformation efficiency is η = 1 in this paper without specific declaration. The overall additive noise power σ 2 a is 1 mW. The basic power consumption for signal processing component P p is 5 mW. The average transmit power at the master node P 0 is 10 W. Fig. 5 illustrates the capacity-energy regions of the three receivers, i.e., optimum receiver system, orthogonal receiver system and power splitting receiver system with σ 2 p /σ 2 a = 1/4. As observed from Fig. 5 , though signal processing power consumption at the child node is also taken into account, the simulation result is consistent with that obtained in [14] . An obvious difference is that R d,max values in three different cases aren't the same due to P p . Besides, the optimum receiver system is best, and orthogonal receiver system can be viewed as a lower bound for simultaneous energy and information transferring. The achievable capacity-energy region T {R d −P s } for simultaneous information and energy transfer in the downlink phase, which contain three cases: orthogonal receiver system, optimum receiver system and power splitting receiver system with σ 2 p /σ 2 a = 1/4. Fig. 6 illustrates the normalized maximum achievable downlink rate ratio as a function of average stored energy P s with respect to that in orthogonal receiver system when average transmit power at maser node is constrained to 10 W (the point that R d = 0 is ignored). It can be seen that optimum receiver system and power splitting system outperform the orthogonal receiver system, especially when P s is big. Since the energy flows for energy sub-receiver and information sub-receiver are independent with each other in orthogonal FIGURE 6. The normalized maximum achievable downlink rate ratio as a function of average stored energy P s with respect to that in orthogonal receiver system when average transmit power at maser node is 10 W . receiver system, it cannot benefit from the cooperation in simultaneous energy and information transfer process. The relative performance gain even can reach more than 100% in some case.
IV. INFORMATION TRANSMISSION IN THE UPLINK PHASE
Information transmission in the uplink phase is powered by a stochastic arrival power source harvested in the downlink, which is different from traditional communication system. It is reasonable to assume that there is an energy storage at the child node, such as battery, which can store energy without loss. According to the state of the art, the capacity of energy storage can be regarded as infinity in practical systems [26] compared with harvested energy.
Let C denote the Shannon capacity of uplink when the transmitter is powered by a constant power supply P s . Since there exists causal relationship constraint between harvested energy and consumed energy in this energy harvesting system, the achievable throughput R u should be smaller than C. However, the work in [26] has shown that R u can asymptotically approach the capacity C if Save-and-transmit strategy is used at the child node, as shown in Lemma 2.
Lemma 2: [26] In AWGN channel, the maximal throughput under i.i.d. random arrival power supply P s (n), where E[P s (n)] = P s , is independent of the realizations of P s (n) and equal to the channel capacity C only with average power constraint P s :
The randomness of harvested energy and signal processing power consumption are jointly considered in this section. In a slotted system, assuming the length of each time slot is t, the instantaneous stored power harvested from downlink and transmit power in the uplink during n-th time slot are P s (n) and P t (n), respectively. P s (n) is usually identical and independent (i.i.d.) stochastic process with statistical mean P s .
Using the same parameters as the downlink transmission, the maximal achievable uplink data rate R u over a period of N slots is the solution to the following problem
where E s (0) is the electric value in energy storage at n = 0 time slot, P p is the signal processing power consumption and C(n) denotes instantaneous transmission capacity at n-th time slot. Eqn. (15b) indicates the average power constraint for stored energy derived in the previous section. The constraint in (15c) reflects causal relationship between harvested energy and consumed energy.
Compared with the optimization problem in [26] , although an additional term p p is introduced in (15), the convex property of the objective function is not changed. Therefore, the save-and-transmit strategy is also the optimal power allocation strategy for our model. Moreover, the maximal achievable uplink information rate R u can be summarized as the following proposition.
Proposition 2: In AWGN channel, if both transmit power and processing power are considered, the maximal achievable throughput R u under i.i.d. random arrival P s (n), where E[P s (n)] = P s , is independent of the realizations of P s (n) and equal to channel capacity only with average power constraint P s :
Proof: See Appendix B.
V. JOINT OPTIMAL TRANSMISSION SCHEME FOR DOWNLINK AND UPLINK
This section investigates the limits of downlink and uplink information transmission from an information theoretical view. Although full-duplex strategy is optimal, it is difficult to be used in energy harvesting system due to the limit of signal processing capability at the child node. Thus, time-division duplex (TDD) is employed in this section. Denote P h be the energy harvested by the child node and P u as the transmit power of the child node. Denote R d and R u as average information rates of downlink and uplink, respectively. Considering power consumption from a systematic level, transmit power P 0 at the master node is the unique external power supply for whole system. The energy flow based the types of usage is illustrated in Fig. 7 . It can be seen that the whole system is powered by a unique power supply P 0 at the master node, two functional objectives R d and R u are the outputs of system. Therefore, there exists a tradeoff between R d and R u , which will be investigated in optimum receiver system, orthogonal receiver system and power splitting receiver system in the sequel, respectively.
A. OPTIMAL TRANSMISSION POLICY IN OPTIMUM RECEIVER SYSTEM
First, in order to characterize the tradeoff relationship between R d and R u , we use achievable capacity-rate region to measure the system performance under average transmit power constraint when downlink and uplink are jointly considered.
Definition 3: Achievable capacity-rate region T {R d −R u } is the set of all achievable (R d , R u ) satisfying the average power constraint at host node.
We denote the time resource ratio allocated for downlink transmission with respect to a whole period as λ (0 ≤ λ ≤ 1). Then, the achievable capacity-rate region would be
where the transmit power P u at the child node in the uplink phase satisfies the following constraint.
Though the expression of T R d −R u has been given in Eqn. (17) , boundary curve around the region is more important for us since it reflects the fundamental limits of system performance and tradeoff relationship between R d and R u . Thus, define capacity-rate function as follows.
Definition 4: Capacity-rate function C(R d ) is the maximal achievable uplink transmission rate on the condition of downlink information rate R d , when the average transmit power at the master node is P 0 :
According to Definition 3 and 4, C(R u ) can be modeled as the solution to the following problem.
where (20a) and (20b) reflect the constraints of energy harvesting capacity and information transmit capacity, respectively. (20c) shows the non-negativity of R d and R u . Proposition 3: When average transmit power is P 0 and downlink information rate is R d , the capacity-rate function C(R d ) under optimal transmission policy is
where λ * denotes optimal time slot allocation ratio for downlink (W (·) is Lambert W function).
B. OPTIMAL TRANSMISSION POLICY IN THE ORTHOGONAL RECEIVER SYSTEM
In orthogonal receiver system, assuming the power ratio allocated for energy sub-receiver is ρ, the relationship between downlink information rate and harvested energy power is given in Eqn. (5) . Similar to the solution in the previous subsection, the optimization problem for C(R d ) in this case should be rewritten as
We solve the problem in (23) from another way. When downlink and uplink information transmission rates are (R d , R u ), the average transmit power at the master node, denoted as P(λ), can be expressed as a function with respect to λ on the condition of R d and R u .
Proposition 4: The function P(λ) as shown in Eqn. (24) is a convex function with respect to variable λ on the condition of R d and R u .
Proof: See Appendix D. The residual problem is to find the maximum value of R u by adjusting λ when P(λ) = P 0 and R d is fixed. Based on Proposition 4, a heuristic iterative algorithm can be employed to find the optimal value of λ that corresponds to the maximum value of R u , namely C(R d ). It is clear that, the minimum possible value of R u is R u,min = 0 while maximum possible value R u,max corresponds to the case R d = 0. The iterative algorithm is presented as Algorithm 1. Note that Algorithm 1 is a dichotomy like iteration, where the searching range [R u, min , R u, max ] is halved in each iteration, i.e., the searching range decreases exponentially. As the searching range approaches zero, the transmit error |P(λ * ) − P 0 | would approach zero too. We denote the searching range length ensuring a transmit error that is smaller than 0.01 as and denote n = R u, max −R u, min . Thus, we have O(log n) iterations in general, where an unconstrained optimization (cf. (24)) is performed in each iteration.
Algorithm 1 Calculate λ * and C(R
d ) = max λ {R u (λ)}
Input:
Average transmit power P 0 , downlink information rate R d , and the range of R u value [R u,min , R u,max ]; Output:
Optimal power splitting ratio λ * and C(R d ); 1: R u = (R u,min + R u,max )/2; 2: Find λ * minimizing P(λ) (cf. (24)) using convex optimization tools; 3: if P(λ * ) > P 0 then 4: R u,max = R u ; 5: else 6: R u,min = R u ; 7: end if 8: if |P(λ * ) − P 0 | > 0.001 then 9: return to Step (1); 10: else 11: goto to Step (13); 12: end if 13: output λ * and C(R d ) = R u ;
C. OPTIMAL TRANSMISSION POLICY IN THE POWER SPLITTING RECEIVER SYSTEM
In this subsection, we consider the optimal policy for downlink and uplink information transmission in power splitting receiver system. The relationship between harvested energy and downlink information rate is given in Eqn. (8) . When the uplink information rate R u is given, the optimization problem for capacity-rate function C(R u ) can be modeled as follows.
Due to the monotonicity, in order to maximize R d , the right side term should be equal to the left side term in the constraints (25a) and (25b). By eliminating ρ, the capacity-rate function in this case can be rewritten as:
where
With the help of C(R u ), the achievable capacity-rate region in power splitting receiver system can be expressed as
The residual task is to find the optimal λ * within the range λ ∈ [0, 1] that maximizes the value of R d , namely C(R u ). As observed from Eqn. (26), R d can be expressed as a function of λ, denoted R d (λ). Although an explicit solution cannot be found, simulated annealing algorithm is a good choice to calculate a sub-optimal λ * and C(R u ) = R d (λ * ) with acceptable computation complexity, which can be viewed as a lower bound system performance for power splitting receiver system. The calculation processing for λ * can be summarized as Algorithm 2. Algorithm 2 tries to find the near-optimal λ using random searching. A maximum number of searching is also employed through T and T min . Note that T is reset as T = rT in step 13 of the algorithm, where r is positive number and is smaller than one. Thus, the maximum number of searching would be n = log r T min T . Generally speaking, the algorithm has O(n) times of addition/compare operations.
D. SIMULATION RESULTS AND DISCUSSIONS
This section presents some simulation results to validate our results. We assume the distance between the master node and the child node d is 50 m, the antenna power gain G is 10 dB, channel power gain coefficient h is 1, path loss component α is 2 and the frequency bandwidth B is 1 KHz. The overall additive noise σ 2 0 is 1 mW. The basic power consumption for signal processing component P p is 5 mW. The average transmit power at the master node is 10 W.
Firstly, we consider the achievable capacity-rate region T {R d −R u } under optimal time allocation strategy, which contains three different systems: optimum receiver system, orthogonal receiver system and power splitting receiver system with σ 2 p /σ 2 a = 1/4. A simple time allocation strategy for TDD system that halves the time resource for uplink and downlink is also presented for comparison. The two kinds
λ i+1 = random(0, 1);
if dE ≥ 0 then 7: accept the change toλ i+1 ; 8:
if e dE/T < random(0, 1) then 10: λ i+1 = λ i , don't accept the change; 11: end if 12: end if 13: T = r * T ;
14:
i = i + 1; 15: end while FIGURE 8. The achievable capacity-rate region T {R d −R u } which contains three different receiver structures: optimum receiver system, orthogonal receiver system and power splitting receiver system with σ 2 p /σ 2 a = 1/4. The solid line represents optimal time allocation strategy while dashed line represents halving time allocation strategy.
of systems are called as optimal strategy system and halving strategy system in this subsection, respectively. Fig. 8 illustrates the performance of energy harvesting system in terms of T {R d −R u } . The solid line represents optimal time allocation strategy is employed while dashed line represents halving time allocation strategy. It is seen that optimal strategy system outperforms halving strategy system, which benefits from the optimal time resource allocation. Fig. 9 compares the performance of different systems in terms of normalized downlink rate ratio as the uplink rate increasing from 0 to R u,max , where orthogonal system with halving allocation strategy is served as baseline. The other three cases in the figure are orthogonal system, power splitting system and optimum receiver system with optimum transmission strategy. It can be seen that substantial benefit can be obtained from optimum receiver FIGURE 9. The performance of different systems in terms of normalized downlink rate ratio as the uplink rate increasing from 0 to R u,max , where orthogonal system with halving allocation strategy is served as baseline. structure and optimum allocation strategy, the value of which is bigger than 70% in most case. As observed from Eqn. (24) , in order to transmit unit information, the required transmit power for uplink is nearly twice as much as that for downlink in terms of dB. That is to say, the power used to support uplink rate experiences higher path loss since it experiences longer transmission distance. Path loss L is denoted as L = G/d α . Fig. 10 illustrates the achievable capacity-rate region T {R d −R u } under different path loss values when transmit power P 0 is 10 W in power splitting receiver system with σ 2 p /σ 2 a = 1/4. It can be seen that R u decreases faster than R d as the increment of path loss L, which is similar to the doubly near-far phenomenon proposed in [41] . As a consequence, if the distance d between transmitter and receiver is large, the power efficiency in RF-based energy harvesting system will become unacceptable. A feasible solution is to increase the power gain factor G generated by antenna, such as beam-forming technology.
In some practical system, in addition to transmit and receive signal, there are some other usages that need energy supply at the child node. For example, the node in sensor network also needs energy to keep awake and collect data. Assuming the average residual power that is needed for these usages is P r , the corresponding performance metric is achievable capacity-energy-rate T {R d −P r −R u } . By modifying the constraint in (25a) into (29), we can use the model in (25) to obtain the solution to T {R d −P r −R u } .
The solution for solving T {R d −P r −R u } is similar to the solution to problems in (20) , (23) and (25), which is neglected in this paper due to limit of space. Taking the power splitting receiver system with σ 2 p /σ 2 a = 1/4 for example, when the average transmit power is 10 W and other parameters are just the same as before, the corresponding T {R d −P r −R u } is shown in Fig. 11 , which indicates the tradeoff between two information rates and residual energy P s . The result shown in Fig. 8 can be regarded as an extreme case of T {R d −P r −R u } when P s is 0. 
VI. A WAY TO GREEN SYSTEM
In wireless communication systems with RF-based energy harvesting, due to huge path loss and limited energy harvesting capability, it is very important to employ optimized strategies to improve the overall energy efficiency. To introduce more insights for the energy harvesting system at the systemlevel, we present a typical application of our results in the sequel, which minimizes the required transmit power of the system. Consider a data acquisition system in the body-area network as shown in Fig. 1 . The child node is a sensor embedded inside human body while the external the master node is the information and control center of the system. the master node transmits both control information and energy to the child node, and the child node transmits the acquired data to the master node using the harvested energy. Thus, the child node is not constrained by the limited-lifetime of the battery. Assume that the distance between the master node and the child node is d = 2 m, the antenna power gain is G = 0 dB, the channel power gain is h = 1, the path loss component is α = 2, and the frequency bandwidth is B = 1 KHz. The additive channel noise σ 2 0 is 1 mW and signal processing power consumption at the child node P p is 5 mW. We also assumed that the average information rate from the master node to the child node is R d = 2 kbps. Fig. 12 illustrates the value of minimum required transmit power P 0,min as uplink rate R u is increased from 0 to 4 kbps, which contains three cases: orthogonal receiver system with halving (optimal) time allocation strategy and optimum receiver system with optimal time allocation strategy. It is seen that when R d = 2 kbps and R u = 3 kbps, the benefit of the optimal time allocation strategy is saving about 37% of the transmit power compared to the halving strategy system. Furthermore, if the optimum receiver is applied, additional 39% of the transmit power can be saved compared to orthogonal receiver system with optimal time allocation strategy, which is the extreme benefit limit from state-of-art.
VII. CONCLUSION
This paper has investigated the transmission limits of wireless communication system with RF-based energy harvesting, which consists of a master node and a child node. the child node is powered by the energy harvested from the master node. From a perspective of information transmission, two way information rates between the master node and the child node are the ultimate indicators of system performance under a unique external power supply at the master node. This paper firstly reviewed the problem of simultaneous information/energy transfer in three typical system structures, namely optimum receiver system, orthogonal receiver system and power splitting system. Then, the harvested energy managing strategy and transmission capacity from child to the master node were analyzed. After that, we jointly considered the two way information transmission between two nodes from a systemic level view in a time division duplex system. Power consumption by signal processing at the child node is also taken into account throughout this paper. To characterize the tradeoff relationship between two way information rates, we proposed achievable capacity-rate region to evaluate the transmission performance.
By formulating constrained optimization problem, the boundary of achievable capacity-rate region, namely the most energy-efficient status, is derived with the help of conditional capacity function. Our simulation results demonstrate that substantial benefits can be achieved from employing optimum receiver system and optimal transmission strategy. According to the results developed by this paper, a typical example in body-area network that employs energy harvesting technology was introduced from a perspective of minimizing the required transmit power. Three different related systems were compared with each other by simulation results. Moreover, the extreme benefits that can be obtained from optimal transmission strategy and optimum receiver structure were also indicated by simulation results in terms of minimum required transmit power.
APPENDICES

A. PROOF OF PROPOSITION 1
It is assumed that the average harvested energy power and information transmission rate are denoted as P h and R d , respectively. When the ratio of transmit power allocated for energy sub-receiver is ρ and the time ratio allocated for wireless energy transfer is τ , the instantaneous transmit power for energy sub-receiver during transmission is ρP 0 /τ . According to wireless energy transfer capacity in Eqn. (2) , P h can be expressed as
Similarly, the information transmission rate R d under above consumption can be expressed as
From (30) and (31), it is obvious that P h is independent with τ while R d is monotone-decreasing function with τ ∈ [0, 1]. In terms of maximizing overall performance, τ should be as small as possible. The only limit is the maximum peak power of transmitter. For example, if maximum peak power at transmitter is P max , the instantaneous transmit power for energy sub-receiver should satisfy: ρP 0 /τ ≤ P max . The minimum achievable value of τ is ρP 0 /P max .
As a result, if we consider the ideal case that P max → ∞, the optimal value of τ is asymptotic to zero and instantaneous power is ρP 0 δ(τ ). In this case, the achievable capacity-energy region based on the Definition 1 can be expressed as
Thus, Proposition 1 has been proved.
B. PROOF OF PROPOSITION 2
Let's solve the problem in (15) from a dual perspective in terms of minimizing energy consumption. It is assumed that data rate requirement in n-th time slot is C(n), and the minimum power requirement for C(n) is denoted as P c (n). Based on Eqn. (15a), P c (n) can be expressed as
It can be seen from Eqn. (33) that P c (n) is a convex function with respect to C(n). As a result, transmit signal with a constant rate is optimal in terms of minimizing energy consumption. Combining the result in Lemma 2, it can be concluded that the maximal achievable uplink information rate R u is expressed as Eqn. (16) .
Thus, Proposition 2 has been proved.
C. PROOF OF PROPOSITION 3
The problem is equivalent to solve following equation set with unknown λ * and C(R d ):
, Eqn. (34a) can be transformed into:
Then
By Lambert W (·) function, we can obtain:
Thus
Substituting (38) into Eqn. (34b), we can obtain: Similarly, it can be proved that Institute of Information Technology. His current research interests include wireless and mobile networks, broadband wireless access, cooperative communications, cognitive radio, OFDM, CDMA, and beyond 3G systems. In these areas, he has authored over 300 journal and conference papers and given invited keynote talks and also courses all over the world.
Dr. Letaief has been involved in organizing a number of major international conferences and events. In addition to his active research activities, he has been a dedicated teacher committed to excellence in teaching and scholarship. He received the Mangoon Teaching Award from Purdue University in 1990, the Teaching Excellence Appreciation Award by the School of Engineering at HKUST (four times), and the Michael G. Gale Medal for Distinguished Teaching (Highest University-Wide Teaching Award and only one recipient/year is honored for his/her contributions).
He is an IEEE Distinguished lecturer of the IEEE Communications Society, and an elected member of the IEEE Communications Society Board of Governors.
