A classical result from Redko 14] says that there does not exist a complete nite equational axiomatization for the Kleene star modulo trace equivalence. Fokkink and Zantema 9] showed that there does exist a complete nite equational axiomatization for the Kleene star up to strong bisimulation equivalence. Their proof is based on a sophisticated term rewriting analysis.
1 Introduction Kleene 10] de ned a binary operator x y in the context of nite automata, which denotes the iterate of x and y. Intuitively, the expression x y can choose to execute either x, after which it evolves into x y again, or y, after which it terminates. An advantage of the Kleene star is that on the one hand it can express recursion, but that on the other hand one can capture this operator in equational laws. Hence, one does not need meta-principles such as the Recursive Speci cation Principle from Bergstra and Klop 5] . Kleene formulated several equations for his operator, notably x y = x(x y) + y. Redko 14] (see also Conway 7] ) proved that there does not exist a complete nite equational axiomatization for the Kleene star in language theory. Redko's proof can be transposed to the setting of Basic Process Algebra with the binary Kleene star, denoted by BPA , modulo trace equivalence. Salomaa 15] proposed a complete nite axiomatization for the Kleene star in language theory which includes one conditional axiom.
Bergstra, Bethke and Ponse 4] suggested a nite equational axiomatization for BPA in the setting of bisimulation equivalence. Fokkink and Zantema 9] proved that this axiomatization is complete, by means of a sophisticated term rewriting analysis.
The completeness proof in 9] is deplorably long and complicated. Therefore, the completeness result itself was presented in the recent handbook chapter of Baeten and Verhoef 3], but its proof was omitted, because it was considered beyond the scope of that paper. Here, we will propose a much simpler completeness proof, which is based on induction on the structure of process terms. This proof can be presented in a handbook, or at an advanced process algebra course.
Furthermore, we will prove that the completeness result is lost if either one of the three equations that are devoted to the Kleene star is removed from the axiomatization. The proof strategy is to nd a model for the axioms minus one of the equations for the Kleene star. Sewell 16] proved that if the deadlock is added to BPA , then a complete nite equational axiomatization does not exist. Milner 11] formulated an axiomatization for this process algebra, including the conditional axiom from Salomaa 15] 
The syntax
We assume a non-empty alphabet A of atomic actions, together with three binary operators: alternative composition +, sequential composition , and the Kleene star . In the sequel the operator will often be omitted, so pq denotes p q. As binding convention, and bind stronger than +. Often, p q will be abbreviated to pq.
2.2 BPA modulo trace equivalence Redko 14] proved that there does not exist a complete nite equational axiomatization for the Kleene star in language theory. We observe that Redko's proof can be transposed to BPA modulo trace equivalence. This observation is not immediate, because Redko studies the Kleene star in the presence of the special constants 0 and 1 from language theory. However, Redko's proof does not use these constants; the basic idea is that x is trace equivalent with (x n ) (x + x 2 + : : : + x n?1 ) for each n 2, and this in nite number of equivalences cannot be expressed in nitely many equations. This reasoning is also valid in BPA .
Bisimulation
In this paper, process terms are considered modulo (strong) bisimulation equivalence from Park 12] . Intuitively, two process terms are bisimilar if they have the same branching structure.
De nition 2. 2.4 An axiomatization for BPA modulo bisimulation Table 2 contains an axiom system for BPA . It consists of the standard axioms A1-5 for BPA, together with three axioms BKS1-3 for iteration. The most advanced axiom BKS3 originates from Troeger 17] . In the sequel, p = q will mean that this equality can be derived from the axioms. The axiomatization for BPA is sound with respect to bisimulation equivalence, i.e., if p = q then p $ q. Since bisimulation equivalence is a congruence, this can be veri ed by checking soundness for each axiom separately, which is left to the reader. The purpose of this paper is to prove that the axiomatization is complete with respect to bisimulation, i.e., if p $ q then p = q.
In the sequel, terms are considered modulo associativity and commutativity of the +, and we write p = AC q if p and q can be equated by axioms A1,2. As usual, P n i=1 p i represents p 1 + : : : + p n . In the sequel, we will take care to avoid empty sums (where P i2; p i + p is not considered empty).
A1
x + y = y + x A2 (x + y) + z = x + (y + z) A3 x + x = x A4 (x + y)z = xz + yz A5 (xy)z = x(yz) BKS1 x(x y) + y = x y BKS2 (x y)z = x (yz) BKS3 x (y((x + y) z) + z) = (x + y) z Proof. Straightforward, by induction on term structure, using axioms A4,5 and BKS1.
3 An E cient Completeness Proof
A comparison of proof strategies
First, we discuss the strategy of the completeness proof from Fokkink and Zantema 9] . That proof is based on a standard rewriting technique, which means a quest for unique ground normal forms. They note that this strive cannot be ful lled for the Kleene star. Therefore, they replace this operator by p q, which represents p(p q), and the axioms BKS1-3 are adopted for this new operator. They turn the axioms into conditional rewrite rules, which are applied modulo AC of the +. Four rewrite rules are added to make the rewrite system weakly con uent, that is, if there are one-step reductions from a term p to terms p 0 and p 00 , then both p 0 and p 00 can be reduced to a term q.
Their next aim is to prove that the resulting conditional rewrite system is terminating, which means that there are no in nite reductions. In this particular case, deducing termination is a complicated matter, due to the occurrence of a rewrite rule where the left-hand side can be obtained from the right-hand side by the elimination of function symbols. Termination is obtained by means of the advanced technique of semantic labelling from Zantema 18] . Hence, each process term is provably equal to a ground normal form, which cannot be reduced by the conditional rewrite system.
Finally, a painstaking case analysis learns that if two ground normal forms are bisimilar, then they are the same modulo AC of the +. This observation yields the desired completeness result.
In this paper, we present a completeness proof based on induction on term structure. This strategy turns out to be much more convenient than the term rewriting analysis sketched above. We determine a subset B of basic process terms, such that each process term is provably equal to a basic term. Next, we determine a sophisticated ordering on B. Finally, we prove by induction on this ordering that bisimilar basic terms are provably equal.
A lemma for normed processes
Processes in BPA are normed, which means that they are able to terminate in nitely many transitions. The norm of a process yields the length of the shortest termination trace of this process; this notion stems from 1]. Norm can be de ned inductively as follows. Table 3 presents a rewrite system R, which consists of directions of the axioms A4,5 and BKS2, pointing from left to right. The rules in R are to be interpreted modulo AC of the +. R is terminating, which means that there are no in nite reductions. This follows from the following weight function w in the natural numbers.
w(a) = 2 w(p + q) = w(p) + w(q) w(pq) = w(p) 2 w(q) w(p q) = w(p) + w(q): It is easy to see that if R reduces p to p 0 , then w(p) > w(p 0 ). Since the ordering on the natural numbers is well-founded, we can conclude that R is terminating.
Let N denote the collection of ground normal forms of R, i.e., the collection of process terms that cannot be reduced by rules in R. The elements in N are de ned by the following BNF grammar.
p ::= a j p + p j ap j p q: Since ((a b) c) ).
In order to overcome this complication, we will extend N with the following collection of process terms: 
Note that L(p) < L(pq) and L(p) < L(p q).
We de ne an ordering on B as follows: 
) for all n, so there is an N such that L(p N ) = L(p n ) for all n > N. Since p N > p n for n > N, it follows that p n is a substate of p N for n > N. Each process term has only nitely many substates, so there are m; n > N with m < n and p m = AC p n . Then p m 6 > p n , so we have found a contradiction. Hence, > is well-founded. 2 In the next two lemmas, we need a weight function g in the natural numbers, which is de ned inductively as follows:
It is not di cult to see, by induction on term structure, that if p a ?! q, then g(p) g(q).
Lemma 3.7 Let p q 2 B. If q 0 is a substate of q, then q 0 < p q.
Proof. Since q 0 is a substate of q, it follows that g(q 0 ) g(q). Hence, g(q 0 ) < g(p q), so p q cannot be a substate of q 0 . On the other hand, q 0 is a substate of p q, so then q 0 < p q. In the sequel, we write p q for p < q _ p = q. The ordering < on B is extended to B B as expected: (p; q) < (r; s) if either p r and q < s, or p < r and q s.
The main theorem
Now we are ready to prove the desired completeness result. Theorem 3.9 If p $ q, then A1-5+BKS1-3`p = q.
Proof Next, assume p; q 2 H. We distinguish three cases. 1. Let p = AC r s and q = AC t u. We prove that r s $ t u implies r s = t u.
We spell out the expansions of r and t:
where the r i and the t j are of the form either av or a. Clearly, the summands of t u are the summands of t(t u) together with the summands of u. Hence, since r s $ t u, each term r i (r s) for i 2 I is bisimilar either to t j (t u) for a j 2 J or to a summand of u. We distinguish these two cases.
(a) r i (r s) $ t j (t u) for a j 2 J. Since r s $ t u, we nd that r i (r s) $ t j (r s), so Lemma 3.1 yields r i $ t j . (b) r i (r s) $ au 0 for a u a ?! u 0 .
Thus, we can divide I into the following, not necessarily disjoint, subsets.
I 0 = fi 2 I j 9j 2 J (r i $ t j )g I 1 = fi 2 I j 9u a ?! u 0 (r i (r s) $ au 0 )g Similarly, we can divide J:
We prove an equation.
Equation 1 P i2I 1 r i (r s) + s = P j2J 1 t j (t u) + u. Proof. We show that each separate term in the sum at the left-hand side of the equality sign is provably equal to a term in the sum at the right-hand side. The converse observation follows by symmetry, so then we can conclude that the equality is valid.
By de nition of I 1 , for each r i (r s) with i 2 I 1 there is a summand au 0 of u such that r i (r s) $ au 0 . According to Lemma 3.7 u 0 < t u, so induction yields r i (r s) = au 0 .
Consider a summand as 0 of s. Since r s $ t u, it follows that as 0 is bisimilar either with a term t j (t u) with j 2 J, or with a summand au 0 of u. In the rst case, induction yields as 0 = t j (t u), and from the de nition of J it follows that j 2 J 1 . In the second case, induction yields as 0 = au 0 respectively. Finally, summands a of s correspond with summands a of u.
We continue with the proof of r s = t u. First Recall that we are considering a bisimilar pair p; q 2 H. We continue with the last two cases.
2. Let p = AC r 0 (r s) and q = AC t u. We prove that r 0 (r s) $ t u implies r 0 (r s) = t u. juj = jt uj = jr 0 (r s)j 2, so u does not have atomic summands, which means that its expansion is of the form P i a i u i . Since r 0 (r s) $ t u, each u i is bisimilar to r s or to a term r 00 (r s). According to Lemma 3.7 u i < t u, and r s = r 0 (r s) or r 00 (r s) = r 0 (r s), so induction yields u i = r s or u i = r 00 (r s)
respectively. This holds for all i, so u = P i a i u i = v(r s) for some term v. Then r 0 (r s) $ t u $ (t v)(r s), so Lemma 3.1 implies r 0 $ t v. Since L(r 0 ) < L(r 0 (r s)), induction yields r 0 = t v. Hence, r 0 (r s) = (t v)(r s) BKS2 = t (v(r s)) = t u. 3 . Let p = AC r 0 (r s) and q = AC t 0 (t u). We prove that r 0 (r s) $ t 0 (t u) implies r 0 (r s) = t 0 (t u).
By symmetry we may assume jr sj jt uj. Lemma 3.1 distinguishes two possible cases.
Either r 0 $ t 0 and r s $ t u. Since L(r 0 ) < L(r 0 (r s)), induction yields r 0 = t 0 . Furthermore, we can apply the rst construction to r s $ t u in order to obtain r s = t u.
Or r 0 $ t 0 r 00 and r 00 (r s) $ t u for a substate r 00 of r 0 . Since L(r 0 ) < L(r 0 (r s)), induction yields r 0 = t 0 r 00 . Furthermore, we can apply the second construction to r 00 (r s) $ t u in order to obtain r 00 (r s) = t u. Hence, r 0 (r s) = (t 0 r 00 )(r s) BKS2 = t 0 (r 00 (r s)) = t 0 (t u). 2 
An example
We give an example as to how the construction in the completeness proof acts on a particular pair of bisimilar process terms. 4 The Axioms BKS1-3 are Essential for Completeness
In this section, we show that each of the axioms BKS1-3 for the binary Kleene star is essential for the obtained completeness result.
Theorem 4.1 Completeness of the axioms A1-5+BKS1-3 for BPA modulo bisimulation is lost if one of the axioms BKS1-3 is skipped.
Proof. A standard technique for proving that some equation e cannot be derived from an equational theory E is to de ne a model for E in which e is not valid. We will apply this technique to show that the axioms BKS1-3 cannot be derived from the other axioms.
In order to show that BKS1 cannot be derived from A1-5+BKS2,3, we de ne the following interpretation function of open terms in the natural numbers. It captures the intuition that BKS1 is the only equality that enables to expand the Kleene star. Namely, it does not take into account terms that occur at the right-hand side of a multiplication.
(a) = 0 (x) = 0 (P + Q) = maxf (P ); (Q)g (P Q) = (P ) (P Q) = maxf (P ) + 1; (Q) + 1g It is easy to see that this interpretation is a model for A1-5+BKS2,3. However, (a(a a) + a) = 0, while (a a) = 1. Hence, the equality a(a a) + a = a a cannot be derived from A1-5+BKS2, 3 .
In order to show that BKS2 cannot be derived from A1-5+BKS1,3, we de ne the following interpretation function of open terms in the natural numbers.
(a) = 0 (x) = 0 (P + Q) = maxf (P ); (Q)g (P Q) = (Q) (P Q) = maxf (P ) + 1; (Q)g It is easy to see that this interpretation is a model for A1-5+BKS1,3. However, ((a a)a) = (a) = 0, while (a (aa)) = maxf (a) + 1; (aa)g = 1. Hence, the equality (a a)a = a (aa) cannot be derived from A1-5+BKS1,3.
Finally, in order to show that BKS3 cannot be derived from A1-5+BKS1,2, we de ne the following interpretation function of open terms in sets of natural numbers. It captures the intuition that BKS3 is the only equality that can change the interpretation at the left-hand side of a Kleene star. Namely, (P ) collects the norms of subterms that occur as arguments at the left-hand side of a Kleene star.
(a) = ; (x) = ; (P + Q) = (P ) (Q) (P Q) = (P ) (Q) (P Q) = (P ) (Q) fjPjg
