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a b s t r a c t
In this article, we develop a direct solution technique for solving multi-order fractional
differential equations (FDEs) with variable coefficients using a quadrature shifted Legendre
tau (Q-SLT) method. The spatial approximation is based on shifted Legendre polynomials.
A new formula expressing explicitly any fractional-order derivatives of shifted Legendre
polynomials of any degree in terms of shifted Legendre polynomials themselves is proved.
Extension of the tau method for FDEs with variable coefficients is treated using the shifted
Legendre–Gauss–Lobatto quadrature. Numerical results are given to confirm the reliability
of the proposed method for some FDEs with variable coefficients.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
During the past decades, the field of fractional differential equations has attracted the interest of researchers in
several areas including physics, chemistry, engineering and even finance and social sciences [1,2]. Besides numerical
approaches, some approximatemethods such as Adomian decompositionmethod [3,4], homotopy perturbationmethod [5],
variational iteration method [6] and homotopy analysis method [7] are relatively new approaches to provide an analytical
approximation to FDEs.
Spectral methods provide a computational approach that has achieved substantial popularity over the last four decades.
They have gained new popularity in automatic computations for a wide class of physical problems in fluid and heat flow.
Their fascinating merit is the high accuracy. So, they have been applied successfully to numerical simulations of many
problems in science and engineering, see [8–12]. Recently, Esmaeili and Shamsi [13] introduced a direct solution technique
for obtaining the spectral solution of a special family of fractional initial value problems using a pseudo-spectral method.
An extension of spectral methods for numerical solutions of some fractional differential equations are given in [14–16].
Moreover, Doha et al. [17] introduced a new efficient Chebyshev spectral algorithms for solving linear and nonlinear multi-
term fractional orders differential equations. In fact, Doha et al. [18] used a quadrature Jacobi dual-Petrov–Galerkin method
for solving some ODEs. In the present paper, we construct the solution using the Q-SLT approach. This approach is based on
the pseudo-spectral and tau techniques. To the best of the authors’ knowledge, such approach has not been employed for
solving fractional differential equations.
The fundamental goal of this paper is to propose a suitableway to approximatemulti-term FDEswith variable coefficients
using a quadrature shifted Legendre tau approach. This approach extends the taumethod for FDEs with variable coefficients
by approximating the weighted inner products in the taumethod by using the shifted Legendre–Gauss–Lobatto quadrature.
This technique requires a formula for fractional-order derivatives of shifted Legendre polynomials of any degree in terms of
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shifted Legendre polynomials themselves which is also proved. Finally, examples are given to illustrate the efficiency and
implementation of the method. Comparisons are made to confirm the reliability of the method.
The paper is organized as follows. In Section 2, we introduce some relevant properties of Legendre polynomials. Also,
we state and prove a theory which gives explicitly a formula that expresses the fractional-order derivatives of the shifted
Legendre polynomials of any degree in terms of the shifted Legendre polynomials themselves. In Section 3, we construct and
develop an algorithm for solving linear multi-order FDEs with variable coefficients by using the Q-SLT method. In Section 4,
the proposed method is applied to some examples. Also a conclusion is given in Section 5.
2. Fractional derivatives of shifted Legendre polynomials
Let Li(x) be the standard Legendre polynomial of degree i; then we have that
Li(−x) = (−1)iLi(x), Li(−1) = (−1)i, Li(1) = 1. (2.1)
Let w(x) = 1, then we define the weighted space L2w(−1, 1) ≡ L2(−1, 1) as usual, equipped with the following inner
product and norm
(u, v) =
∫ 1
−1
u(x)v(x)w(x)dx, ‖u‖ = (u, u)1/2.
The set of Legendre polynomials forms a complete L2(−1, 1)-orthogonal system, and
‖Li(x)‖2 = hi = 22i+ 1 . (2.2)
If we define the shifted Legendre polynomial of degree i by Lt,i(x) = Li
 2x
t − 1

, t > 0, and in virtue of (2.1), then it can
be easily shown that
Lt,i(0) = (−1)i, (2.3)
dq
dxq
Lt,i(0) = (−1)
(i−q)(i+ q)!
tq(i− q)!q! . (2.4)
The analytic form of the shifted Legendre polynomial Lt,i(x) of degree i is given by
Lt,i(x) =
i−
k=0
(−1)i+k (i+ k)! x
k
(i− k)! (k!)2 tk . (2.5)
Next, letwt(x) = w(x) = 1, then we define the weighted space L2wt (0, t) in the usual way, with the following inner product
and norm
(u, v)wt =
∫ t
0
u(x)v(x)wt(x)dx, ‖u‖wt = (u, u)1/2wt .
The set of shifted Legendre polynomials forms a complete L2wt (0, t)-orthogonal system. Moreover, and due to (2.2), we
have
‖Lt,i(x)‖2wt =
t
2
hi = ht,i. (2.6)
A function u(x), square integrable in (0, t), may be expressed in terms of shifted Legendre polynomials as
u(x) =
∞−
j=0
ajLt,j(x),
where the coefficients aj are given by
aj = 1ht,j
∫ t
0
u(x)Lt,j(x)dx, j = 0, 1, 2, . . . . (2.7)
In practice, only the first (N + 1)-terms of the shifted Legendre polynomials are considered. Hence we can write
uN(x) ≃
N−
j=0
ajLt,j(x). (2.8)
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Lemma 2.1. Let Lt,i(x) be a shifted Legendre polynomial. Then,
DνLt,i(x) = 0, i = 0, 1, . . . , ⌈ν⌉ − 1, ν > 0 (2.9)
where
Dν f (x) = 1
Γ (⌈ν⌉ − ν)
∫ x
0
(x− t)⌈ν⌉−ν−1f (⌈ν⌉)(t)dt, ⌈ν⌉ − 1 < ν ≤ ⌈ν⌉, (2.10)
is the usual Caputo fractional derivative of order ν of the function f (x) and ⌈ν⌉ denotes the smallest integer greater than or equal
to ν .
Proof. This lemma can be easily proved by using (2.5).
Here, we state and prove a theorem for any fractional-order derivative of the shifted Legendre polynomials of any
degree. 
Theorem 2.2. The fractional derivative of order ν in the Caputo sense for the Legendre polynomials is given by
DνLt,i(x) =
∞−
j=0
Πν(i, j)Lt,i(x), i = ⌈ν⌉, ⌈ν⌉ + 1, . . . , (2.11)
where
Πν(i, j) =
i−
k=⌈ν⌉
(−1)i+k(2j+ 1)(i+ k)!(k− j− ν + 1)j
tν (i− k)!k!Γ (k− ν + 1)(k− ν + 1)j+1 .
Proof. The analytic form of the shifted Legendre polynomial Lt,i(x) of degree i is given by (2.5). Using Eqs. (2.5) and (2.10),
we have
DνLt,i(x) =
i−
k=0
(−1)i+k (i+ k)!
(i− k)!(k!)2tkD
νxk
=
i−
k=⌈ν⌉
(−1)i+k (i+ k)!
(i− k)!k!tkΓ (k− ν + 1)x
k−ν, i = ⌈ν⌉, ⌈ν⌉ + 1, . . . . (2.12)
Now, xk−ν may be expressed in terms of shifted Legendre series, so we have
xk−ν =
∞−
j=0
bkjLt,j(x), (2.13)
from (2.7), bkj can be written as
bkj = (2j+ 1)tk−ν
j−
r=0
(−1)j+r(j+ r)!
(j− r)!(r!)2(k+ r − ν + 1) . (2.14)
Employing Eqs. (2.12)–(2.14), we get
DνLt,i(x) =
∞−
j=0
Πν(i, j)Lt,j(x), i = ⌈ν⌉, ⌈ν⌉ + 1, . . . , (2.15)
whereΠν(i, j) =∑ik=⌈ν⌉Ωijk, and
Ωijk = (2j+ 1)
j−
r=0
(−1)i+k+j+r(i+ k)!(j+ r)!
tν(i− k)!k!(j− r)!(r!)2Γ (k− ν + 1)(k+ r − ν + 1) .
After some lengthy manipulation,Πν(i, j)may be put in the form as in Eq. (2.11). 
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3. A quadrature shifted Legendre tau method
In this section, we use the Q-SLT method to solve numerically the following FDE with variable coefficients
Dνu(x)+
r−1
i=1
γi(x)Dβiu(x)+ γr(x)u(x) = g(x), in I = (0, t),
u(i)(0) = di, i = 0, . . . ,m− 1.
(3.1)
where 0 < β1 < β2 < · · · < βr−1 < ν,m − 1 < ν ≤ m are constants. Moreover, Dνu(x) ≡ u(ν)(x) denotes the Caputo
fractional derivative of order ν for u(x) and the values of di (i = 0, . . . ,m− 1) describe the initial state of u(x) and g(x) is a
given source function. The existence and uniqueness of solutions of FDEs have been studied by [19].
If we denote by xN,j(xt,N,j), 0 ⩽ j ⩽ N , andϖN,j(ϖt,N,j), (0 ≤ j ≤ N), the nodes and Christoffel numbers of the standard
(respectively shifted) Legendre–Gauss–Lobatto quadratures on the intervals (−1, 1) and (0, t) respectively. Then one can
easily show that
xt,N,j = t2 (xN,j + 1),
ϖt,N,j = t2ϖN,j,
0 ≤ j ≤ N, (3.2)
and if SN(0, t) denotes the set of all polynomials of degree at most N , then it follows that for any φ ∈ S2N+1(0, t),∫ t
0
wt(x)φ(x)dx = t2
∫ 1
−1
w(x)φ

t
2
(x+ 1)

dx
= t
2
N−
j=0
ϖN,jφ

t
2
(xN,j + 1)

=
N−
j=0
ϖt,N,jφ(xt,N,j). (3.3)
According to the Legendre–Gauss–Lobatto quadrature, xN,j are the zeros of (1− x2)∂xLN , and
ϖN,j = 2N(N + 1)
1
(LN(xN,j))2
, 0 ≤ j ≤ N.
We define the discrete inner product and norm as follows:
(u, v)wt ,N =
N−
k=0
u(xt,N,k) v(xt,N,k)ϖt,N,k, ‖u‖wt ,N =

(u, u)wt ,N . (3.4)
Obviously,
(u, v)wt ,N = (u, v)wt ∀ u, v ∈ S2N−1. (3.5)
Thus, for any u ∈ SN(0, t), the norms ‖u‖wt ,N and ‖u‖wt coincide.
Associating with this quadrature rule, we denote by ILtN the shifted Legendre–Gauss–Lobatto interpolation,
ILtN u(xt,N,j) = u(xt,N,j), 0 ≤ j ≤ N.
The quadrature tau method for (3.1) is to find uN ∈ SN(0, t) such that
(DνuN , Lt,k(x))wt +
r−1
i=1
(γi(x)DβiuN , Lt,k(x))wt ,N + (γr(x)uN , Lt,k(x))wt ,N
= (g, Lt,k(x))wt ,N , k = 0, 1, . . . ,N −m,
u(i)N (0) = di, i = 0, 1, . . . ,m− 1.
(3.6)
Let us denote
uN(x) =
N−
j=0
ajLt,j(x), a = (a0, a1, . . . , aN)T ,
fk = (f , Lt,k)wt ,N , k = 0, 1, . . . ,N −m,
f = (f0, f1, . . . , fN−m, d0, . . . , dm−1)T ,
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then Eq. (3.6) can be written as
N−
j=0
aj

(DνLt,j(x), Lt,k(x))wt +
r−1
i=1
(γi(x)DβiLt,j(x), Lt,k(x))wt ,N
+ (γr(x)Lt,j(x), Lt,k(x))wt ,N

= (g, Lt,k(x))wt ,N , k = 0, 1, . . . ,N −m,
N−
j=0
ajL
(k−N+m−1)
t,j (0) = d(k−N+m−1), k = N −m+ 1,N −m+ 2, . . . ,N.
(3.7)
Let us also denote
A = (akj)0<k,j<N , Bs = (bskj)0<k,j<N;s=1,2,...,r−1, C = (ckj)0<k,j<N ,
where
akj =

(DνLt,j(x), Lt,k(x))wt , k = 0, 1, . . . ,N −m, j = 0, 1, . . . ,N,
Dk−N+m−1Lt,j(0), k = N −m+ 1, . . . ,N, j = 0, 1, . . . ,N,
bskj =
(γs(x)D
βsLt,j(x), Lt,k(x))wt ,N , k = 0, 1, . . . ,N −m, j = 0, 1, . . . ,N
s = 1, 2, . . . , r − 1,
0, otherwise,
ckj =

(γr(x)Lt,j(x), Lt,k(x))wt ,N , k = 0, 1, . . . ,N −m, j = 0, 1, . . . ,N,
0, otherwise,
then by virtue of (2.3), (2.4) and (2.11) and making use of the orthogonality relation of shifted Legendre polynomials (2.6),
and after some lengthy manipulation, one can show that the nonzero elements of akj, bskj; s = 1, 2, . . . ,m− 1, and ckj are
given explicitly in the following forms
akj =

ht,kΠν(j, k), k = 0, 1, . . . ,N −m,
j = m,m+ 1, . . . ,N,
(−1)(j−k+N−m+1)(j+ k− N +m− 1)!
(j− k+ N −m+ 1)!(k− N +m− 1)!tk−N+m−1 , k = N −m+ 1, . . . ,N,
j = 0, 1, . . . ,N,
bskj =
N−
q=0
ϖt,N,qγs(xt,N,q)

N−
l=0
Πβs(j, l)Lt,l(xt,N,q)

Lt,k(xt,N,q), k = 0, 1, . . . ,N −m,
j = ⌈βs⌉, ⌈βs⌉ + 1, . . . ,N, s = 1, 2, . . . , r − 1,
ckk =
N−
q=0
ϖt,N,qγr(xt,N,q)Lt,j(xt,N,q)Lt,k(xt,N,q), k = 0, 1, . . . ,N −m.
Thereby, we can write Eq. (3.7) in the following matrix system form
A+
r−1
i=1
γi Bi + γr C

a = f. (3.8)
4. Numerical results
In this section, two examples are considered aiming to illustrate how one can apply the proposed algorithm presented
in the previous section. A comparison between the Q-SLT method and Adams-type predictor–corrector method proposed
by EL-Sayed et al. [20] is made.
Example 1. Consider the equation, see [20]
aD2u(x)+ b(x)Dν2u(x) +c(x)Du(x)+ e(x)Dν1 + k(x)u(x) = f (x), 0 < ν1 < 1, 1 < ν2 < 2, (4.1)
where f (x) = −a− b(x)
Γ (3−ν2)x
2−ν2 − c(x)x− e(x)
Γ (3−ν2)x
2−ν2 + k(x) 2− 12x2, and u(0) = 2, u′(0) = 0.
The analytic solution of this problem is u(x) = 2 − 12x2. Regarding problem (4.1), we study two different choices of
a, b, c, e, k, ν1, ν2.
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Table 4.1
Maximum absolute error using the Q-SLT for case I.
N 4 8 12 16 20
Q-SLT 2.94× 10−5 2.35× 10−6 4.61× 10−7 1.18× 10−7 2.66× 10−8
Table 4.2
Maximum absolute error using the Q-SLT for case II.
N 4 8 12 16 20
Q-SLT 5.69× 10−6 1.20× 10−7 1.30× 10−8 2.69× 10−9 7.86×10−10
Table 4.3
L2wL , L
∞
wL
and H1wL errors for N = 4, 8, 12, 16.
N L2wL -error L
∞
wL
-error H1wL -error
4 2.11× 10−2 4.01× 10−4 1.46× 10−1
8 4.99×10−10 8.61×10−12 7.11× 10−9
12 9.81×10−14 3.17×10−15 2.37×10−12
16 4.47×10−16 2.35×10−17 1.52×10−14
Case I: In the case of a = 1, b(x) = x 12 , c(x) = x 13 , e(x) = x 14 , k(x) = x 15 , ν1 = 0.333, and ν2 = 1.234, the maximum
absolute error achieved in [20], with 1000 steps, is 4.39.10−5, while the maximum absolute error using the Q-SLT method,
with the same choices of a, b, c, e, k, ν1, ν2 and various choices of N are presented in Table 4.1.
Case II: For a = 3, b(x) = x, c(x) = x + 1, e(x) = x2, k(x) = (x + 1)2, ν1 = 0.445, and ν2 = 1.178, the maximum
absolute error in [20], with 1000 steps, is 2.67.10−5, while the maximum absolute error, using the Q-SLT method, with the
same choices of a, b, c, e, k, ν1, ν2 and various choices ofN are presented in Table 4.2. Numerical results of this problem show
that the Q-SLTmethod converges exponentially and ismore accurate than the Adams-type predictor–correctormethod [20],
see Tables 9 and 10 in [20].
Example 2. Consider the equation
D2u(x)+ sin(x)D 12 u(x)+ xu(x) = f (x), u(0) = u′(0) = 0, (4.2)
and
f (x) = x9 − x8 + 56x6 − 42x5 + sin(x)

32768
6435
x
15
2 − 2048
429
x
13
2

.
One can easily check that u(x) = x8 − x7 is the unique analytical solution.
In Table 4.3, we list the L2wL , L
∞
wL
and H1wL errors, using the Q-SLT method with various choices of N .
5. Conclusion
In this paper, we described a Q-SLT method for multi-term FDEs with variable coefficients. Because of the shifted
Legendre–Gauss–Lobatto quadrature, the matrix elements of the discrete operators are provided explicitly, and this in turn
greatly simplifies the steps for obtaining solutions. However, the solution obtained using the suggested method shows that
this approach can solve the problem effectively. Moreover, only a small number of shifted Legendre polynomials is needed
to obtain a satisfactory result.
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