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A NONOVERLAPPING DOMAIN DECOMPOSITION METHOD FOR
INCOMPRESSIBLE STOKES EQUATIONS WITH CONTINUOUS
PRESSURES∗
JING LI† AND XUEMIN TU‡
Abstract. A nonoverlapping domain decomposition algorithm is proposed to solve the linear
system arising from mixed finite element approximation of incompressible Stokes equations. A con-
tinuous finite element space for the pressure is used. In the proposed algorithm, Lagrange multipliers
are used to enforce continuity of the velocity component across the subdomain boundary. The con-
tinuity of the pressure component is enforced in the primal form, i.e., neighboring subdomains share
the same pressure degrees of freedom on the subdomain interface and no Lagrange multipliers are
needed. After eliminating all velocity variables and the independent subdomain interior parts of the
pressures, a symmetric positive semidefinite linear system for the subdomain boundary pressures and
the Lagrange multipliers is formed and solved by a preconditioned conjugate gradient method. A
lumped preconditioner is studied and the condition number bound of the preconditioned operator is
proved to be independent of the number of subdomains for fixed subdomain problem size. Numerical
experiments demonstrate the convergence rate of the proposed algorithm.
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1. Introduction. Domain decomposition methods have been well studied for
solving incompressible Stokes equations and similar saddle-point problems; see, e.g.,
[16, 24, 20, 10, 3, 22, 11, 28, 29, 25]. In many of these works, special care is taken to
deal with the divergence-free constraints across subdomain boundaries, which often
lead to large coarse level problems. The large coarse level problem will be a bottleneck
in large-scale parallel computations, and additional efforts in the algorithm are needed
to reduce its impact; cf. [31, 32, 30, 17, 4, 15, 33]. Some recent progress has been
made by Dohrmann and Widlund [5, 6] for almost incompressible elasticity, where the
coarse level space is built from discrete subdomain saddle-point harmonic extensions
of certain subdomain interface cutoff functions and its dimension is much smaller than
those in previous studies. Kim and Lee [13, 14] and Kim, Lee, and Park [12] studied
the FETI-DP and BDDC algorithms for incompressible Stokes equations where a
lumped preconditioner is used and reduction in the dimension of the coarse level
space is also achieved.
In most of the above mentioned applications and analysis of domain decompo-
sition methods for incompressible Stokes equations, the mixed finite element space
contains discontinuous pressures. Application of discontinuous pressures in domain
decomposition methods is natural. The decomposition of the pressure components
among independent subdomains can be handled conveniently and no continuity of
pressures across the subdomain boundary needs to be enforced. However, a big class
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1236 JING LI AND XUEMIN TU
of mixed finite elements used for solving incompressible Stokes and Navier–Stokes
equations have continuous pressures, e.g., the well-known Taylor–Hood finite elements
type [27]. There have been some approaches using continuous pressures in domain
decomposition methods for solving incompressible Stokes equations, e.g., by Klawonn
and Pavarino [16], by Goldfeld [9], by Š́ıstek et al. [26], and by Benhassine and
Bendali [1]. In their work, an indefinite system of linear equations need to be solved,
either by a generalized minimal residual method or simply by a conjugate gradient
(CG) method. To the best of our knowledge, no scalable convergence rate has been
proved analytically for any of those approaches using continuous pressures.
In this paper, we propose a nonoverlapping domain decomposition algorithm for
solving incompressible Stokes equations with continuous pressure finite element space.
The scalability of its convergence rate is proved. In this algorithm, the subdomain
boundary velocities are dealt with in the same way as in the FETI-DP method: a
few from each subdomain are selected as the coarse level primal variables, which are
shared by neighboring subdomains; the others are local to subdomains and Lagrange
multipliers are used to enforce their continuity. The subdomain boundary pressure
degrees of freedom are all in primal form. They are shared by neighboring subdomains
and no Lagrange multipliers are needed for their continuity. After eliminating all
velocity variables and the independent subdomain interior parts of the pressures,
the system for the subdomain boundary pressures and the Lagrange multipliers is
shown to be symmetric positive semidefinite, which is solved by using a preconditioned
CG method. Condition number bounds as strong as for the scalar elliptic case are
established.
Only the application of a lumped preconditioner in the proposed algorithm is
studied in this paper. The lumped preconditioner was first used in the FETI algo-
rithm [7] for solving positive definite elliptic problems. Compared with the Dirichlet
preconditioner, also used for the FETI algorithm [8], the lumped preconditioner is
less effective in the reduction of the iteration count, but it is also less expensive in
the computational cost for each iteration step. The main operation in the lumped
preconditioner is subdomain matrix and vector products, while the implementation
of the Dirichlet preconditioner requires solving subdomain systems of equations. For
using the lumped preconditioner in the proposed algorithm to solve incompressible
Stokes problems, the coarse level space can be chosen the same as that for solving
scalar elliptic problems corresponding to each velocity component for both two- and
three-dimensional problems. The additional subdomain edge and/or face components
in the coarse space corresponding to the divergence-free constraints across subdomain
boundaries, as discussed in [22], are not needed here, but they are needed when the
Dirichlet preconditioner is used in the proposed algorithm, which is addressed in [34]
by the authors. To stay focused on the purpose of this paper, the discussion of the
proposed algorithm and its analysis are based on two-dimensional problems; the same
approach can be extended to the three-dimensional case without substantial obsta-
cles, which will be briefly discussed in several remarks in this paper. It is also worth
pointing out that the domain decomposition algorithm and its analysis presented
in this paper apply equally well, with only minor modifications, to the case where
discontinuous pressures are used in the mixed finite element space.
The remainder of this paper is organized as follows. The finite element discretiza-
tion of the incompressible Stokes equation is introduced in section 2. A domain
decomposition approach is described in section 3. The system for the subdomain
boundary pressures and the Lagrange multipliers is derived in section 4. Section 5
provides some techniques used in the condition number bound estimate. In section 6,
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DOMAIN DECOMPOSITION FOR INCOMPRESSIBLE STOKES 1237
velocity only
velocity and pressure
Fig. 2.1. A modified Taylor–Hood mixed finite element.
a lumped preconditioner is proposed and a scalable condition number bound of the
preconditioned operator is established. At the end, in section 7, numerical results for
solving a two-dimensional incompressible Stokes problem are shown to demonstrate
the convergence rate of the proposed algorithm.
2. Finite element discretization. We consider solving the following incom-
pressible Stokes problem on a bounded, two-dimensional polygonal domain Ω with a
Dirichlet boundary condition:
(2.1)
⎧⎨⎩
−Δu∗ +∇p∗ = f in Ω ,
−∇ · u∗ = 0 in Ω ,
u∗ = u∗∂Ω on ∂Ω ,
where the boundary data u∗∂Ω satisfies the compatibility condition
∫
∂Ω
u∗∂Ω · n = 0.
For simplicity, we assume that u∗∂Ω = 0 without losing any generality.
The weak solution of (2.1) is given by the following: find u∗ ∈ (H10 (Ω))2 = {v ∈
(H1(Ω))2
∣∣ v = 0 on ∂Ω} and p∗ ∈ L2(Ω) such that
(2.2)
{
a(u∗,v) + b(v, p∗) = (f ,v) ∀v ∈ (H10 (Ω))2 ,
b(u∗, q) = 0 ∀q ∈ L2(Ω) ,
where a(u∗,v) =
∫
Ω
∇u∗ · ∇v, b(u∗, q) = − ∫
Ω
(∇ · u∗)q, (f ,v) = ∫
Ω
f · v. We note
that the solution of (2.2) is not unique with the pressure p∗ different up to an additive
constant.
A modified Taylor–Hood mixed finite element is used in this paper to solve (2.2).
The domain Ω is triangulated into shape-regular elements of characteristic size h.
The pressure finite element space, Q ⊂ L2(Ω), is taken as the space of continuous
piecewise linear functions on the triangulation. The velocity finite element space,
W ⊂ (H10 (Ω))2, is formed by the continuous piecewise linear functions on the finer
triangulation obtained by dividing each triangle into four subtriangles and connecting
the middle points of its edges. A demonstration of this mixed finite element on a
triangulation of a square domain is shown in Figure 2.1.
The finite element solution (u, p) ∈ W⊕Q of (2.2) satisfies
(2.3)
[
A BT
B 0
] [
u
p
]
=
[
f
0
]
,
where A, B, and f represent respectively the restrictions of a(·, ·), b(·, ·), and (f , ·) to
the finite-dimensional spaces W and Q. We use the same notation in this paper to
represent both a finite element function and the vector of its nodal values.
D
ow
nl
oa
de
d 
06
/3
0/
14
 to
 1
29
.2
37
.4
6.
10
0.
 R
ed
is
tr
ib
ut
io
n 
su
bj
ec
t t
o 
SI
A
M
 li
ce
ns
e 
or
 c
op
yr
ig
ht
; s
ee
 h
ttp
://
w
w
w
.s
ia
m
.o
rg
/jo
ur
na
ls
/o
js
a.
ph
p
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
1238 JING LI AND XUEMIN TU
The coefficient matrix in (2.3) is rank deficient. A is symmetric positive definite.
The kernel of BT , denoted by Ker(BT ), is the space of all constant pressures in Q.
The range of B, denoted by Im(B), is orthogonal to Ker(BT ) and is the subspace
of Q consisting of all vectors with zero average. The solution of (2.3) always exists
and is uniquely determined when the pressure is considered in the quotient space
Q/Ker(BT ). In this paper, when q ∈ Q/Ker(BT ), q always has zero average. For a
more general right-hand-side vector (f , g) given in (2.3), the existence of its solution
requires that g ∈ Im(B), i.e., g has zero average.
The modified Taylor–Hood mixed finite element space W ×Q, as shown in Fig-
ure 2.1, is inf-sup stable in the sense that there exists a positive constant β, indepen-
dent of h, such that
(2.4) sup
w∈W
b(w, q)
|w|H1 ≥ β‖q‖L
2 ∀q ∈ Q/Ker(BT )
(cf. [2, Chapter III, section 7]), or equivalently in matrix/vector form,
(2.5) sup
w∈W
〈q, Bw〉2
〈w, Aw〉 ≥ β
2 〈q, Zq〉 ∀q ∈ Q/Ker(BT ).
Here, as always used in this paper, 〈·, ·〉 represents the inner product of two vectors.
The matrix Z represents the mass matrix defined on the pressure finite element space
Q, i.e., for any q ∈ Q, ‖q‖2L2 = 〈q, Zq〉. It is easy to see (cf. [35, Lemma B.31]) that Z
is spectrally equivalent to h2I for two-dimensional problems, where I represents the
identity matrix of the same dimension, i.e., there exist positive constants c and C,
such that
(2.6) ch2I ≤ Z ≤ Ch2I.
Here, as in other places of this paper, c and C represent generic positive constants
which are independent of the mesh size h and the subdomain diameter H (discussed
in the following section).
3. A nonoverlapping domain decomposition approach. The domain Ω is
decomposed into N nonoverlapping polygonal subdomains Ωi, i = 1, 2, . . . , N . Each
subdomain is the union of a bounded number of elements with the diameter of the
subdomain in the order of H . The nodes on the interface of neighboring subdomains
match across the subdomain boundaries Γ = (∪∂Ωi)\∂Ω. Γ is composed of subdomain
edges, which are regarded as open subsets of Γ, and of the subdomain vertices, which
are end points of edges.
The velocity and pressure finite element spaces W and Q are decomposed into
W = WI
⊕
WΓ, Q = QI
⊕
QΓ,
where WI and QI are direct sums of independent subdomain interior velocity spaces
W
(i)
I and interior pressure spaces Q
(i)
I , respectively, i.e.,
WI =
N⊕
i=1
W
(i)
I , QI =
N⊕
i=1
Q
(i)
I .
WΓ and QΓ are subdomain boundary velocity and pressure spaces, respectively. All
functions in WΓ and QΓ are continuous across the subdomain boundaries Γ; their
degrees of freedom are shared by neighboring subdomains.
To formulate our domain decomposition algorithm, we introduce a partially sub-
assembled subdomain boundary velocity space W̃Γ,
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DOMAIN DECOMPOSITION FOR INCOMPRESSIBLE STOKES 1239
W̃Γ = WΠ
⊕
WΔ = WΠ
⊕( N⊕
i=1
W
(i)
Δ
)
.
WΠ is the continuous, coarse level, primal velocity space which is typically
spanned by subdomain vertex nodal basis functions, and/or by interface edge-average
basis functions with constant values, or with values of positive weights on these edges.
The primal, coarse level velocity degrees of freedom are shared by neighboring sub-
domains. For the lumped preconditioner used in this paper, the coarse level velocity
space can be chosen the same as for solving scalar elliptic problems corresponding to
each velocity component. For example, WΠ can be as simple as spanned by subdo-
main vertex nodal velocity basis functions. The additional coarse level components
across the subdomain edges, as discussed in [22], are no longer necessary here, even
though including them in the coarse level space can improve the convergence rate
of the proposed algorithm in terms of better stability of a certain subdomain jump
operator; see Lemma 5.5.
The complementary space WΔ is the direct sum of independent subdomain dual
interface velocity spaces W
(i)
Δ , which correspond to the remaining subdomain bound-
ary velocity degrees of freedom and are spanned by basis functions which vanish at
the primal degrees of freedom. Thus, an element in the space W̃Γ typically has a
continuous primal velocity component and a discontinuous dual velocity component.
The functions wΔ in WΔ are in general not continuous across Γ. To enforce
their continuity, we define a boolean matrix BΔ constructed from {0, 1,−1}. On
each row of BΔ, there are only two nonzero entries, 1 and −1, corresponding to the
same velocity degree of freedom on each subdomain boundary node but attributed to
two neighboring subdomains, such that for any wΔ in WΔ, each row of BΔwΔ = 0
implies that these two degrees of freedom from the two neighboring subdomains be
the same. When nonredundant continuity constraints are enforced, BΔ has full row
rank. We denote the range of BΔ applied on WΔ by Λ, the vector space of the
Lagrange multipliers.
In order to define a certain subdomain boundary scaling operator, we introduce
a positive scaling factor δ†(x) for each node x on the subdomain boundary Γ. Let
Nx be the number of subdomains sharing x, and we simply take δ†(x) = 1/Nx. In
applications, these scaling factors will depend on the heat conduction coefficient for
scalar elliptic problems and on the first of the Lamé parameters for the equation of
linear elasticity, respectively; see [19, 18]. Given such scaling factors at the subdo-
main boundary nodes, we can define a scaled operator BΔ,D. We note that each row
of BΔ has only two nonzero entries, 1 and −1, corresponding to the same subdo-
main boundary node x. Multiplying each entry by the scaling factor δ†(x) gives us
BΔ,D.
Solving the original fully assembled linear system (2.3) is then equivalent to the
following: find (uI , pI , uΔ, uΠ, pΓ, λ) ∈ WI
⊕
QI
⊕
WΔ
⊕
WΠ
⊕
QΓ
⊕
Λ such
that
(3.1)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
AII B
T
II AIΔ AIΠ B
T
ΓI 0
BII 0 BIΔ BIΠ 0 0
AΔI B
T
IΔ AΔΔ AΔΠ B
T
ΓΔ B
T
Δ
AΠI B
T
IΠ AΠΔ AΠΠ B
T
ΓΠ 0
BΓI 0 BΓΔ BΓΠ 0 0
0 0 BΔ 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
uI
pI
uΔ
uΠ
pΓ
λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
fI
0
fΔ
fΠ
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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1240 JING LI AND XUEMIN TU
where the subblocks in the coefficient matrix represent the restrictions of A and B
in (2.3) to appropriate subspaces. The leading three-by-three block can be made block
diagonal with each diagonal block representing one independent subdomain problem.
Corresponding to the one-dimensional null space of (2.3), we consider a vector
of the form (uI , pI , uΔ, uΠ, pΓ, λ) = (0, 1pI , 0, 0, 1pΓ , λ), where 1pI ∈ QI and
1pΓ ∈ QΓ represent vectors with value 1 on each entry. Substituting it into (3.1) gives
zero blocks on the right-hand side, except that at the third block the right-hand side
equals
(3.2)
[
BTIΔ B
T
ΓΔ
] [1pI
1pΓ
]
+BTΔλ.
The first term represents the line integral of the normal component of the velocity
finite element basis functions across the subdomain boundary on neighboring subdo-
mains. Corresponding to the same subdomain boundary velocity degree of freedom,
their values on the two neighboring subdomains are negative to each other, and the
values are unchanged under the application of BTΔBΔ,D, which essentially computes
the jump of a function across the subdomain boundary. Therefore[
BTIΔ B
T
ΓΔ
] [1pI
1pΓ
]
= BTΔBΔ,D
{[
BTIΔ B
T
ΓΔ
] [1pI
1pΓ
]}
,
from which we know that, taking
λ = −BΔ,D
[
BTIΔ B
T
ΓΔ
] [1pI
1pΓ
]
,
the right-hand-side block (3.2) equals 0. Therefore, a basis of the one-dimensional
null space of (3.1) is
(3.3)
(
0, 1pI , 0, 0, 1pΓ , −BΔ,D
[
BTIΔ B
T
ΓΔ
] [1pI
1pΓ
])
.
4. A reduced symmetric positive semidefinite system. The system (3.1)
can be reduced to a Schur complement problem for the variables (pΓ, λ). Since the
leading four-by-four block of the coefficient matrix in (3.1) is invertible, the variables
(uI , pI , uΔ, uΠ) can be eliminated and we obtain
(4.1) G
[
pΓ
λ
]
= g,
where
(4.2) G =
[
BΓI 0 BΓΔ BΓΠ
0 0 BΔ 0
]⎡⎢⎢⎢⎣
AII B
T
II AIΔ AIΠ
BII 0 BIΔ BIΠ
AΔI B
T
IΔ AΔΔ AΔΠ
AΠI B
T
IΠ AΠΔ AΠΠ
⎤⎥⎥⎥⎦
−1 ⎡⎢⎢⎢⎣
BTΓI 0
0 0
BTΓΔ B
T
Δ
BTΓΠ 0
⎤⎥⎥⎥⎦
and
(4.3) g =
[
BΓI 0 BΓΔ BΓΠ
0 0 BΔ 0
]⎡⎢⎢⎢⎣
AII B
T
II AIΔ AIΠ
BII 0 BIΔ BIΠ
AΔI B
T
IΔ AΔΔ AΔΠ
AΠI B
T
IΠ AΠΔ AΠΠ
⎤⎥⎥⎥⎦
−1 ⎡⎢⎢⎢⎣
fI
0
fΔ
fΠ
⎤⎥⎥⎥⎦ .Dow
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We denote
(4.4) Ã =
⎡⎢⎢⎢⎣
AII B
T
II AIΔ AIΠ
BII 0 BIΔ BIΠ
AΔI B
T
IΔ AΔΔ AΔΠ
AΠI B
T
IΠ AΠΔ AΠΠ
⎤⎥⎥⎥⎦ and BC =
[
BΓI 0 BΓΔ BΓΠ
0 0 BΔ 0
]
.
We can see that −G is the Schur complement of the coefficient matrix of (3.1) with
respect to the last two row blocks, i.e.,[
I 0
−BCÃ−1 I
][
Ã BTC
BC 0
][
I −Ã−1BTC
0 I
]
=
[
Ã 0
0 −G
]
.
From the Sylvester law of inertia, namely, the number of positive, negative, and
zero eigenvalues of a symmetric matrix is invariant under a change of coordinates,
we can see that the number of zero eigenvalues of G is the same as the number of
zero eigenvalues (with multiplicity counted) of the original coefficient matrix of (3.1),
which is one, and all other eigenvalues of G are positive. Therefore G is symmetric
positive semidefinite. The null space of G is derived from the null space of the original
coefficient matrix of (3.1), and its basis is given by (cf. (3.3))(
1pΓ , −BΔ,D[BTIΔ BTΓΔ]
[
1pI
1pΓ
])
.
We denote X = QΓ
⊕
Λ. The range of G, denoted by RG, is the subspace of X
orthogonal to the null space of G and has the form
(4.5) RG =
{[
gpΓ
gλ
]
∈ X
∣∣∣ gTpΓ1pΓ − gTλ (BΔ,D[BTIΔ BTΓΔ] [1pI1pΓ
])
= 0
}
.
The restriction of G to its range RG is positive definite. The fact that the solution
of (3.1) always exists for any given (fI , fΔ, fΠ) on the right-hand side implies that
the solution of (4.1) exists for any g defined by (4.3). Therefore g ∈ RG. When the
CG method is applied to solve (4.1) with zero initial guess, all the iterates are in the
Krylov subspace generated by G and g, which is also a subspace of RG, and where
the CG cannot break down. After obtaining (pΓ, λ) from solving (4.1), the other
components (uI , pI , uΔ, uΠ) in (3.1) are obtained by back substitution.
In the rest of this section, we discuss the implementation of multiplying G by a
vector. The main operation is the product of Ã−1 with a vector; cf. (4.2) and (4.3).
We denote
Arr =
⎡⎢⎣AII B
T
II AIΔ
BII 0 BIΔ
AΔI B
T
IΔ AΔΔ
⎤⎥⎦ , AΠr = ATrΠ = [AΠI BTIΠ AΠΔ] , fr =
⎡⎢⎣fI0
fΔ
⎤⎥⎦
and define the Schur complement
SΠ = AΠΠ −AΠrA−1rr ArΠ,
which is symmetric positive definite from the Sylvester law of inertia. SΠ defines the
coarse level problem in the algorithm. The product
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⎡⎢⎢⎢⎣
AII B
T
II AIΔ AIΠ
BII 0 BIΔ BIΠ
AΔI B
T
IΔ AΔΔ AΔΠ
AΠI B
T
IΠ AΠΔ AΠΠ
⎤⎥⎥⎥⎦
−1 ⎡⎢⎢⎢⎣
fI
0
fΔ
fΠ
⎤⎥⎥⎥⎦
can then be represented by[
A−1rr fr
0
]
+
[
−A−1rr ArΠ
IΠ
]
S−1Π
(
fΠ −AΠrA−1rr fr
)
,
which requires solving the coarse level problem once and independent subdomain
Stokes problems with Neumann type boundary conditions twice.
5. Preliminary results. We first define certain norms for several vector/function
spaces. We denote
(5.1) W̃ = WI
⊕
W̃Γ.
For any w in W̃, we denote its restriction to subdomain Ωi by w
(i). A subdomainwise
H1-seminorm can be defined for functions in W̃ by
|w|2H1 =
N∑
i=1
|w(i)|2H1(Ωi).
We also define
Ṽ = WI
⊕
QI
⊕
WΔ
⊕
WΠ
and its subspace
(5.2) Ṽ0 =
{
v = (wI , pI , wΔ, wΠ) ∈ Ṽ
∣∣ BIIwI +BIΔwΔ +BIΠwΠ = 0} .
For any v = (wI , pI , wΔ, wΠ) ∈ Ṽ0, let w = (wI , wΔ, wΠ) ∈ W̃. Then
〈v, v〉
˜A =
⎡⎢⎣wIwΔ
wΠ
⎤⎥⎦
T ⎡⎢⎣AII AIΔ AIΠAΔI AΔΔ AΔΠ
AΠI AΠΔ AΠΠ
⎤⎥⎦
⎡⎢⎣wIwΔ
wΠ
⎤⎥⎦(5.3)
=
N∑
i=1
⎡⎢⎣w
(i)
I
w
(i)
Δ
w
(i)
Π
⎤⎥⎦
T
⎡⎢⎢⎣
A
(i)
II A
(i)
IΔ A
(i)
IΠ
A
(i)
ΔI A
(i)
ΔΔ A
(i)
ΔΠ
A
(i)
ΠI A
(i)
ΠΔ A
(i)
ΠΠ
⎤⎥⎥⎦
⎡⎢⎣w
(i)
I
w
(i)
Δ
w
(i)
Π
⎤⎥⎦ = N∑
i=1
∣∣∣∣∣∣∣
⎡⎢⎣w
(i)
I
w
(i)
Δ
w
(i)
Π
⎤⎥⎦
∣∣∣∣∣∣∣
2
H1(Ωi)
= |w|2H1 ,
i.e., 〈·, ·〉
˜A defines an inner product on Ṽ0. In (5.3), the superscript
(i) is used to
represent the restrictions of corresponding vectors and matrices to subdomain Ωi.
Since W is essentially the subspace of W̃ with continuous subdomain boundary
velocities, the inf-sup condition (2.4) and (2.5) also holds for the mixed space W̃×Q.
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Denote
(5.4) B̃ =
[
BII BIΔ BIΠ
BΓI BΓΔ BΓΠ
]
, Ãu =
⎡⎢⎣AII AIΔ AIΠAΔI AΔΔ AΔΠ
AΠI AΠΔ AΠΠ
⎤⎥⎦ ,
as in (3.1); then
(5.5) sup
w∈˜W
〈
q, B̃w
〉2
〈
w, Ãuw
〉 ≥ β2 〈q, Zq〉 ∀q ∈ Q/Ker(BT ),
where β is the same as in (2.4) and (2.5).
We also have the following lemma on the stability of the operator B̃.
Lemma 5.1. For any w ∈ W̃ and q ∈ Q,
〈
B̃w, q
〉
≤ |w|H1‖q‖L2.
Proof.
〈
B̃w, q
〉2
=
(
N∑
i=1
∫
Ωi
∇ ·w(i)q
)2
≤
(
N∑
i=1
√∫
Ωi
|∇w(i)|2
√∫
Ωi
q2
)2
≤
(
N∑
i=1
∫
Ωi
|∇w(i)|2
)(
N∑
i=1
∫
Ωi
q2
)
= |w|2H1‖q‖2L2.
The finite element space for subdomain boundary pressures, QΓ, is a subspace
of L2(Γ). For each pΓ ∈ QΓ, its finite element extension by zero to the interior of
subdomains is denoted by pEΓ , which equals pΓ on all subdomain boundary nodes and
equals zero on all subdomain interior nodes. We can see that pEΓ ∈ Q ⊂ L2(Ω) and
‖pEΓ ‖2L2(Ω) =
〈
pEΓ , p
E
Γ
〉
Z
from the definition of Z in section 2.
From (4.2) and (4.4), we can see that
G = BCÃ
−1BTC .
In particular, we denote the first row of BC by
B̃Γ = [BΓI 0 BΓΔ BΓΠ] ;
for the second row, we denote the restriction operator from Ṽ onto WΔ by R̃Δ such
that for any v = (wI , pI , wΔ, wΠ) ∈ Ṽ , R̃Δv = wΔ. Then G can be represented by
the two-by-two block structure
(5.6) G =
[
GpΓpΓ GpΓλ
GλpΓ Gλλ
]
,
where
GpΓpΓ = B̃ΓÃ
−1B̃TΓ , GpΓλ = B̃ΓÃ
−1R̃TΔB
T
Δ,
GλpΓ = BΔR̃ΔÃ
−1B̃TΓ , Gλλ = BΔR̃ΔÃ
−1R̃TΔB
T
Δ.
The pressure components of all vectors in RG with gλ = 0 (cf. (4.5)) form a
subspace of QΓ and we denote this subspace by RG|QΓ . From the definition of RG,
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1244 JING LI AND XUEMIN TU
we can see that for any vector pΓ ∈ RG|QΓ , pTΓ1pΓ = 0, and then its extension by zero
to the interior of subdomains, pEΓ , also has zero average.
The following lemma follows essentially from [35, Lemma 9.1].
Lemma 5.2. For all pΓ ∈ RG|QΓ ,
β2‖pEΓ ‖2L2(Ω) ≤ 〈pΓ, GpΓpΓpΓ〉 ≤ ‖pEΓ ‖2L2(Ω),
where pEΓ represents the extension by zero of pΓ to the interior of subdomains and β
is the same as in (2.4) and (2.5).
Proof. Note that even though Ã−1 is indefinite in Ṽ , it is positive definite when
restricted to a subspace of Ṽ , where the pressure component equals zero, and the
norm ‖ · ‖
˜A−1 is well defined.
To prove the left-side inequality, denote for any v = (vI , vΔ, vΠ) ∈ W̃, v† =
(vI , 0, vΔ, vΠ) ∈ Ṽ . We have
〈
pΓ, B̃ΓÃ
−1B̃TΓ pΓ
〉
= ‖B̃TΓ pΓ‖2˜A−1 = sup
v∈˜W
〈
v†, B̃TΓ pΓ
〉2
˜A−1
‖v†‖2
˜A−1
= sup
v∈˜W
(
pTΓ B̃ΓÃ
−1v†
)2
v†T Ã−1v†
= sup
w∈˜W
(
pTΓ B̃Γw
†
)2
w†T Ãw†
= sup
w∈˜W
(
pE
T
Γ B̃w
)2
wT Ãuw
≥ β2 〈pEΓ , pEΓ 〉Z = β2‖pEΓ ‖2L2(Ω),
where we have used the inf-sup condition (5.5) for the inequality in the middle.
To prove the right-side inequality, for any given pΓ ∈ RG|QΓ , denote v† =
(vI , pI , vΔ, vΠ) = Ã
−1B̃TΓ pΓ, and the shorter vector v = (vI , vΔ, vΠ). From
the continuity of B̃ in Lemma 5.1 and (5.3), we have〈
pΓ, B̃ΓÃ
−1B̃TΓ pΓ
〉
=
〈
pΓ, B̃Γv
†
〉
=
〈
pEΓ , B̃v
〉
≤ ‖pEΓ ‖L2 |v|H1
= ‖pEΓ ‖L2
√〈
Ã−1B̃TΓ pΓ, Ã−1B̃
T
Γ pΓ
〉
˜A
= ‖pEΓ ‖L2
〈
pΓ, B̃ΓÃ
−1B̃TΓ pΓ
〉1/2
.
The following corollary of Lemma 5.2 is an immediate result from (2.6) and the
facts that ‖pEΓ ‖2L2(Ω) =
〈
pEΓ , p
E
Γ
〉
Z
,
〈
pEΓ , p
E
Γ
〉
= 〈pΓ, pΓ〉.
Corollary 5.3. There exist positive constants c and C such that
ch2β2IpΓ ≤ GpΓpΓ ≤ Ch2IpΓ ,
where IpΓ is the identity matrix of the same dimension as GpΓpΓ and β is the same
as in (2.4) and (2.5).
Remark 5.4. Lemma 5.2 and Corollary 5.3 are not used in our proof of the con-
dition number bound in section 6. However, it is intuitive to see from Corollary 5.3
that the first diagonal block GpΓpΓ in matrix G can be approximated spectrally equiv-
alently by the identity matrix multiplied by h2, which is what is being done in our
block diagonal preconditioner discussed in section 6.
We also need to define a certain jump operator across the subdomain boundaries
Γ. Let PD : Ṽ → Ṽ be defined by (cf. [21])
PD = R̃
T
ΔB
T
Δ,DBΔR̃Δ.
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We can see that application of PD to a vector essentially computes the difference
(jump) of the dual velocity component across the subdomain boundaries and then
distributes the jump to neighboring subdomains according to the scaling factor δ†(x).
In fact, the dual velocity component is the only part of the vector involved in the
application of PD; all other components are kept zero and are added into the definition
to make PD more convenient to use in the presentation of the algorithm. We also
have, for any v = (wI , pI , wΔ, wΠ) ∈ Ṽ ,
〈PDv, PDv〉 ˜A =
〈
BTΔ,DBΔwΔ, B
T
Δ,DBΔwΔ
〉
AΔΔ
.
The following lemma can be found essentially from [23, section 6.1]; see also (5.3).
Lemma 5.5. There exists a function Φ(H/h) such that for all v ∈ Ṽ0,
〈PDv, PDv〉 ˜A ≤ CΦ(H/h) 〈v, v〉 ˜A .
Here, for two-dimensional problems, Φ(H/h) = (H/h)(1 + log (H/h)), when only
subdomain corner velocities are chosen as coarse level primal variables; Φ(H/h) =
H/h, when both subdomain corner and edge-average velocity degrees of freedom are
chosen as primal variables.
Remark 5.6. For three-dimensional problems, just as for the positive definite
elliptic problems discussed in [23, section 6.2], when both subdomain corner and edge-
average velocities are chosen as primal variables, Φ(H/h) = (H/h)(1 + log (H/h)).
The following lemma is also used and can be found at [10, Lemma 2.3].
Lemma 5.7. Consider the following saddle-point problem: find (u, p) ∈ W⊕Q
such that
(5.7)
[
A BT
B 0
][
u
p
]
=
[
f
g
]
,
where A and B are as in (2.3), f ∈ W, and g ∈ Im(B) ⊂ Q. Let β be the inf-sup
constant specified in (2.5). Then
‖u‖A ≤ ‖f‖A−1 + 1β ‖g‖Z−1,
where Z is the mass matrix defined in section 2.
6. A lumped preconditioner. We consider a block diagonal preconditioner
for (4.1). From Corollary 5.3, the inverse of the first diagonal block GpΓpΓ of G
can be effectively approximated by 1/h2 times the identity matrix. The inverse of
the second diagonal block BΔR̃ΔÃ
−1R̃TΔB
T
Δ can be approximated by the following
lumped block:
M−1λ = BΔ,DR̃ΔÃR̃
T
ΔB
T
Δ,D.
This leads to the lumped preconditioner
M−1 =
[
1
h2 IpΓ
M−1λ
]
for solving (4.1).
Remark 6.1. The mesh size h is used in the above preconditioner. For applications
where the mesh size is not explicitly provided and only the coefficient matrix in (2.3)
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is given, an estimate of h can be obtained by comparing the nonzero entries in A
and B blocks. From the definition of A and B for the incompressible Stokes problem
(2.2), entries in A and entries in B have a difference of factor h in general.
M−1 is symmetric positive definite. Multiplication of M−1 by a vector requires
mainly the product of Ã with a vector. When the CG iteration is applied to solve the
preconditioned system
(6.1) M−1G
[
pΓ
λ
]
= M−1g
with zero initial guess, all the iterates belong to the Krylov subspace generated by
the operator M−1G and the vector M−1g, which is also a subspace of the range of
M−1G. We denote the range of M−1G by RM−1G. The following lemma shows that
the CG iteration applied to solving (6.1) cannot break down.
Lemma 6.2. Let the preconditioner M−1 be symmetric positive definite. The CG
iteration applied to solving (6.1) with zero initial guess cannot break down.
Proof. We just need to show that for any 0 = x ∈ RM−1G, Gx = 0. Let 0 = x =
M−1Gy for a certain y ∈ X and y = 0. Gx = GM−1Gy, which cannot be zero since
Gy = 0 and yTGM−1Gy = 0.
Lemma 6.3. Let M−1 be symmetric positive definite. For any x = (pΓ, λ) ∈
RM−1G,
〈Mx, x〉 = max
y∈RG,y =0
〈y, x〉2
〈M−1y, y〉 .
Proof. Denote the range of M−
1
2G by RM−1/2G. For any x ∈ RM−1G,
〈Mx, x〉 =
〈
M
1
2 x,M
1
2x
〉
= max
z∈R
M−1/2G,z =0
〈
M
1
2x, z
〉2
〈z, z〉
= max
y∈RG,y =0
〈
M
1
2x,M−
1
2 y
〉2
〈
M−
1
2 y,M−
1
2 y
〉 = max
y∈RG,y =0
〈y, x〉2
〈M−1y, y〉 .
In the following, we establish a condition number bound of the preconditioned
operator M−1G. We first have the following lemma.
Lemma 6.4. For any v ∈ Ṽ0,〈
M−1BCv,BCv
〉 ≤ CΦ(H/h)〈Ãv, v〉 ,
where Φ(H/h) is as defined in Lemma 5.5.
Proof. Given v = (wI , qI , wΔ, wΠ) ∈ Ṽ0, let gpΓ = BΓIwI +BΓΔwΔ+BΓΠwΠ.
We have〈
M−1BCv,BCv
〉
=
1
h2
〈gpΓ , gpΓ〉+
(
BΔR̃Δv
)T
M−1λ BΔR̃Δv
=
1
h2
〈gpΓ , gpΓ〉+
(
BΔR̃Δv
)T
BΔ,DR̃ΔÃR̃
T
ΔB
T
Δ,D
(
BΔR̃Δv
)
=
1
h2
〈gpΓ , gpΓ〉+ 〈PDv, PDv〉 ˜A
≤ 1
h2
〈gpΓ , gpΓ〉+ CΦ(H/h) 〈v, v〉 ˜A ,(6.2)
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where we used Lemma 5.5 for the last inequality. It is sufficient to bound the first
term of the right-hand side in the above inequality.
We denote w = (wI , wΔ, wΠ) ∈ W̃. Since BIIwI + BIΔwΔ + BIΠwΠ = 0
(cf. (5.2)), we have
〈gpΓ , gpΓ〉 =
[
BIIwI +BIΔwΔ +BIΠwΠ
BΓIwI +BΓΔwΔ +BΓΠwΠ
]T [
BIIwI +BIΔwΔ +BIΠwΠ
BΓIwI +BΓΔwΔ +BΓΠwΠ
]
=
〈
B̃w, B̃w
〉
,
where B̃ is defined in (5.4). From (2.6) and the stability of B̃ (cf. Lemma 5.1), we
have
1
h2
〈gpΓ , gpΓ〉 =
1
h2
〈
B̃w, B̃w
〉
≤ C
〈
B̃w, B̃w
〉
Z−1
= Cmax
q∈Q
〈
B̃w, q
〉2
〈q, q〉Z
(6.3)
≤ Cmax
q∈Q
|w|2H1‖q‖2L2
‖q‖2L2
= C|w|2H1 = C 〈v, v〉 ˜A ,
where for the last equality we used the fact that BIIwI + BIΔwΔ + BIΠwΠ = 0
and (5.3).
Lemma 6.5. For any given y = (gpΓ , gλ) ∈ RG, there exists v ∈ Ṽ0 such that
BCv = y and 〈Ãv, v〉 ≤ Cβ2
〈
M−1y, y
〉
.
Proof. Given y = (gpΓ , gλ) ∈ RG, take w(I)Δ = BTΔ,Dgλ. Let w(I) = (0, w(I)Δ ,0) ∈
WI
⊕
WΔ
⊕
WΠ and v
(I) = (0, 0, w
(I)
Δ , 0) ∈ WI
⊕
QI
⊕
WΔ
⊕
WΠ. We have
(6.4) |w(I)|2H1 =
〈
AΔΔw
(I)
Δ ,w
(I)
Δ
〉
and
(6.5) Bcv
(I) =
[
BΓI 0 BΓΔ BΓΠ
0 0 BΔ 0
]⎡⎢⎢⎢⎣
0
0
BTΔ,Dgλ
0
⎤⎥⎥⎥⎦ =
[
BΓΔw
(I)
Δ
gλ
]
,
where we used the fact that BΔB
T
Δ,D = I.
We consider the solution to the following fully assembled system of linear equa-
tions of the form (2.3): find (w
(II)
I , q
(II)
I , w
(II)
Γ , q
(II)
Γ ) ∈ WI
⊕
QI
⊕
WΓ
⊕
QΓ
such that
(6.6)
⎡⎢⎢⎢⎣
AII B
T
II AIΓ B
T
ΓI
BII 0 BIΓ 0
AΓI B
T
IΓ AΓΓ B
T
ΓΓ
BΓI 0 BΓΓ 0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
w
(II)
I
q
(II)
I
w
(II)
Γ
q
(II)
Γ
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
0
−BIΔw(I)Δ
0
gpΓ −BΓΔw(I)Δ
⎤⎥⎥⎥⎥⎦ ,
where a particular right-hand side is chosen. We first note that since (gpΓ , gλ) ∈ RG,
the right-hand-side vector of the above system satisfies (cf. (4.5))
(−BIΔw(I)Δ )T 1pI +(gpΓ−BΓΔw(I)Δ )T 1pΓ = gTpΓ1pΓ−gTλBΔ,D
(
BTIΔ1pI +B
T
ΓΔ1pΓ
)
= 0,
i.e., it has zero average, which implies existence of the solution to (6.6).
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Denote w(II) = (w
(II)
I , w
(II)
Γ ) ∈ W. From the inf-sup stability of the original
problem (2.3) and Lemma 5.7, we have
(6.7)
|w(II)|2H1 ≤
1
β2
∥∥∥∥∥
[
−BIΔw(I)Δ
gpΓ −BΓΔw(I)Δ
]∥∥∥∥∥
2
Z−1
≤ 1
β2
∥∥∥∥∥
[
BIΔw
(I)
Δ
BΓΔw
(I)
Δ
]∥∥∥∥∥
2
Z−1
+
1
β2
∥∥∥∥∥
[
0
gpΓ
]∥∥∥∥∥
2
Z−1
.
The first term on the right-hand side of (6.7) can be bounded in the same way as
done in (6.3), and we have
(6.8)
∥∥∥∥∥
[
BIΔw
(I)
Δ
BΓΔw
(I)
Δ
]∥∥∥∥∥
2
Z−1
≤ C
〈
AΔΔw
(I)
Δ ,w
(I)
Δ
〉
;
the second term can be bounded, using (2.6), by
(6.9)
∥∥∥∥∥
[
0
gpΓ
]∥∥∥∥∥
2
Z−1
≤ C
h2
〈gpΓ , gpΓ〉 .
Split the continuous subdomain boundary velocityw
(II)
Γ into the dual partw
(II)
Δ ∈
WΔ and the primal partw
(II)
Π ∈ WΠ, and denote v(II) = (w(II)I , q(II)I , w(II)Δ , w(II)Π ).
We have from (6.6),
(6.10)
[
BII 0 BIΔ BIΠ
]
⎡⎢⎢⎢⎢⎢⎣
w
(II)
I
q
(II)
I
w
(II)
Δ
w
(II)
Π
⎤⎥⎥⎥⎥⎥⎦ = −BIΔw(I)Δ
and
(6.11) Bcv
(II) =
[
BΓI 0 BΓΔ BΓΠ
0 0 BΔ 0
]⎡⎢⎢⎢⎢⎢⎣
w
(II)
I
q
(II)
I
w
(II)
Δ
w
(II)
Π
⎤⎥⎥⎥⎥⎥⎦ =
[
gpΓ −BΓΔw(I)Δ
0
]
.
Let v = v(I) + v(II). We can see from (6.10) that v ∈ Ṽ0; cf. (5.2). We can also
see from (6.5) and (6.11) that BCv = y. Furthermore, by (5.3),
|v|2
˜A
= |w(I)+w(II)|2H1 ≤ |w(I)|2H1+|w(II)|2H1 ≤
C
β2
〈
AΔΔw
(I)
Δ ,w
(I)
Δ
〉
+
C
β2h2
〈gpΓ , gpΓ〉 ,
where we used (6.4), (6.7), (6.8), and (6.9) for the last inequality.
On the other hand, we have〈
M−1y, y
〉
=
1
h2
〈gpΓ , gpΓ〉+ gTλM−11,λgλ =
1
h2
〈gpΓ , gpΓ〉+ gTλBΔ,DR̃ΔÃR̃TΔBTΔ,Dgλ
=
1
h2
〈gpΓ , gpΓ〉+
〈
AΔΔw
(I)
Δ ,w
(I)
Δ
〉
.
We also need the following lemma.
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Lemma 6.6. For any v = (wI , pI , wΔ, wΠ) ∈ Ṽ0, BCv ∈ RG.
Proof. We know that for any (fI , fΔ, fΠ) ∈ WI
⊕
WΔ
⊕
WΠ, g defined by (4.3)
is in RG. For any v = (wI , pI , wΔ, wΠ) ∈ Ṽ0, from the definition of Ã in (4.4),
there always exists (fI , fΔ, fΠ) ∈ WI
⊕
WΔ
⊕
WΠ such that
Ãv =
⎡⎢⎢⎢⎣
fI
0
fΔ
fΠ
⎤⎥⎥⎥⎦ , i.e., v = Ã−1
⎡⎢⎢⎢⎣
fI
0
fΔ
fΠ
⎤⎥⎥⎥⎦ .
Taking such (fI , fΔ, fΠ), g defined in (4.3) is BCv.
The following lemma is an immediate result of Lemmas 6.5 and 6.6.
Lemma 6.7. The space RG is the same as the range of BC applied on Ṽ0.
The condition number bound of the preconditioned operator M−1G is given in
the following theorem.
Theorem 6.8. For all x = (pΓ, λ) ∈ RM−1G,
cβ2 〈Mx, x〉 ≤ 〈Gx, x〉 ≤ CΦ(H/h) 〈Mx, x〉 .
Here, for two-dimensional problems, Φ(H/h) = (H/h)(1 + log (H/h)) when only sub-
domain corner velocities are chosen as coarse level primal variables; Φ(H/h) = H/h
when both subdomain corner and edge-average velocity degrees of freedom are chosen
as primal variables.
Proof.
〈Gx, x〉 = xTBCÃ−1BTCx = xTBCÃ−1ÃÃ−1BTCx =
〈
Ã−1BTCx, Ã
−1BTCx
〉
˜A
.
Since Ã−1BTCx ∈ Ṽ0 and 〈·, ·〉 ˜A defines an inner product on Ṽ0, we have
(6.12) 〈Gx, x〉 = max
v∈˜V0,v =0
〈
v, Ã−1BTCx
〉2
˜A
〈v, v〉
˜A
= max
v∈˜V0,v =0
〈BCv, x〉2〈
Ãv, v
〉 .
Lower bound. From Lemma 6.5, we know that for any given y = (gpΓ , gλ) ∈ RG,
there exits v ∈ Ṽ0 such that BCv = y and 〈Ãv, v〉 ≤ Cβ2 〈M−1y, y〉. Then from (6.12),
we have
〈Gx, x〉 ≥ 〈BCv, x〉
2
〈Ãv, v〉 ≥ cβ
2 〈y, x〉2
〈M−1y, y〉 .
Since y is arbitrary, using Lemma 6.3, we have
〈Gx, x〉 ≥ cβ2 max
y∈RG,y =0
〈y, x〉2
〈M−1y, y〉 = cβ
2 〈Mx, x〉 .
Upper bound. From (6.12), Lemmas 6.4, 6.7, and 6.3, we have
〈Gx, x〉 ≤ CΦ(H/h) max
v∈˜V0,v =0
〈BCv, x〉2
〈M−1BCv,BCv〉
= CΦ(H/h) max
y∈RG,y =0
〈y, x〉2
〈M−1y, y〉 = CΦ(H/h) 〈Mx, x〉 .
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Remark 6.9. The upper bound Φ(H/h) can be improved when the Dirichlet
preconditioner is used in the algorithm. However, using the Dirichlet preconditioner
requires more computational cost in each iteration and more complicated coarse level
space in the algorithm for solving incompressible Stokes problems; cf. [22]. For exam-
ple, for two-dimensional problems, besides the subdomain corner velocities, certain
subdomain edge-average velocities are also required in the coarse level space and the
upper bound Φ(H/h) = (1+log (H/h))2 can be obtained in Theorem 6.8. Application
of the Dirichlet preconditioner in the proposed algorithm is addressed in [34] by the
authors.
Remark 6.10. For three-dimensional problems, the same bound as in Theorem 6.8
can be proved, where Φ(H/h) = (H/h)(1 + log (H/h)), when the coarse space is
spanned by both subdomain corner and edge-average velocities; cf. Remark 5.6. Since
only the lumped preconditioner is considered in this paper, the additional coarse level
components, as discussed in [22], corresponding to the divergence-free constraints
across subdomain boundaries and required for using the Dirichlet preconditioner, are
no longer needed here.
Remark 6.11. With only minor modifications, the algorithm proposed in this
paper and its analysis apply equally well to the discontinuous pressure case. In that
situation, pΓ and the blocks related to it in (3.1) can simply be replaced by the vector
containing subdomain constant pressures and its corresponding blocks, respectively.
The formulation of the algorithm then follows as presented in section 4, and the same
bound as in Theorem 6.8 will be obtained. Note in particular that the bound obtained
in Theorem 6.8 is for the lumped preconditioner case, which is different from the
quasi-optimal bound obtained previously by other authors, e.g., [22], corresponding
to using the Dirichlet preconditioner. Numerical experiments of our algorithm for the
discontinuous pressure case will also be reported in the next section.
Remark 6.12. The same condition number bound has been proved by Kim and
Lee [14] and Kim, Lee, and Park [12] for their FETI-DP algorithms with lumped
preconditioner for solving incompressible Stokes equations. In their algorithms, dis-
continuous pressure is considered and their approaches do not apply to the continuous
pressure case.
7. Numerical experiments. We consider solving the incompressible Stokes
problem (2.1) in the square domain Ω = [0, 1] × [0, 1]. Zero Dirichlet boundary
conditions are used. The right-hand-side function f is chosen such that the exact
solution is
u =
[
sin3(πx) sin2(πy) cos(πy)
− sin2(πx) sin3(πy) cos(πx)
]
and p = x2 − y2.
The modified Taylor–Hood mixed finite element, as shown in Figure 2.1, is used
for the finite element solution. The preconditioned system (6.1) is solved by the CG
iteration; the iteration is stopped when the L2-norm of the residual is reduced by a
factor of 10−6.
Table 7.1 shows the minimum and maximum eigenvalues of the iteration matrix
M−1G and the iteration counts. Two different coarse level spaces are tested in the
experiments: the coarse space spanned by only the subdomain corner velocities and
the coarse space spanned by both the subdomain corner and the subdomain edge-
average velocities. Even though the edge-average velocities are not required in the
coarse space for the analysis, including them in the coarse level problem improves
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Table 7.1
Performance of solving (6.1) with different coarse spaces using continuous pressures.
Corner velocities only Corner and edge-averages
H/h #sub λmin λmax Iter λmin λmax Iter
8 4× 4 0.35 8.92 21 0.36 2.82 16
8× 8 0.35 10.07 28 0.36 2.83 16
16 × 16 0.35 10.23 29 0.36 2.83 17
24 × 24 0.35 10.30 29 0.36 2.83 17
32 × 32 0.35 10.33 29 0.36 2.83 17
#sub H/h λmin λmax Iter λmin λmax Iter
8× 8 4 0.30 4.22 21 0.33 2.91 18
8 0.35 10.07 28 0.36 2.83 16
16 0.35 24.22 36 0.36 3.54 17
24 0.35 40.12 43 0.36 5.27 19
32 0.35 57.15 50 0.36 7.05 22
4 8 16 24 32
0
10
20
30
40
50
60
H/h
λ m
ax
experiment data
least−square fit
4 8 16 24 32
0
1
2
3
4
5
6
7
8
H/h
λ m
ax
experiment data
least−square  fit
Fig. 7.1. Least-square fit of λmax in Table 7.1 by (H/h)(1 + log (H/h)) (left) when the coarse
space spanned by only the subdomain corner velocities and by H/h (right) when the coarse space
spanned by both the subdomain corner and the subdomain edge-average velocities.
the convergence rate. We can see from Table 7.1 that the minimum eigenvalue is
independent of the mesh size in both cases. The maximum eigenvalue is independent
of the number of subdomains for fixed H/h; for a fixed number of subdomains, it
depends on H/h in the order of (H/h)(1 + log (H/h)) for the case when the coarse
space is spanned by only the subdomain corner velocities and in the order of H/h
when the coarse space spanned by both the subdomain corner and the subdomain
edge-average velocities; cf. Theorem 6.8. Plots of the least-square fit of the maximum
eigenvalues by (H/h)(1 + log (H/h)) and H/h for both cases, respectively, are shown
in Figure 7.1.
Table 7.2 shows the performance of our algorithm for solving the same problem
but by using a mixed finite element with discontinuous pressure. We use a uniform
mesh of triangles, shown on the left in Figure 7.2; the velocity finite element space
contains the piecewise linear functions on the mesh and the pressure is a constant on
each union of four triangles as shown on the right in the figure. The same mixed finite
element has also been used in [22].
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Table 7.2
Performance of solving (6.1) with different coarse spaces using discontinuous pressures.
Corner velocities only Corner and edge-averages
H/h #sub λmin λmax Iter λmin λmax Iter
8 4× 4 0.48 7.93 22 0.50 2.31 13
8× 8 0.48 9.00 25 0.50 2.31 13
16 × 16 0.48 9.20 25 0.50 2.32 14
24 × 24 0.48 9.20 25 0.50 2.32 14
32 × 32 0.48 9.21 25 0.50 2.31 14
#sub H/h λmin λmax Iter λmin λmax Iter
8× 8 4 0.41 3.91 19 0.47 2.05 13
8 0.48 9.00 25 0.50 2.31 13
16 0.49 21.39 36 0.49 3.30 16
24 0.50 35.56 43 0.49 4.89 19
32 0.50 50.87 50 0.48 6.58 21
Fig. 7.2. The mesh and the mixed finite element.
Comparing Table 7.1 with Table 7.2, we can see that the convergence rates of our
algorithm, using either continuous or discontinuous pressure, are quite similar.
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