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REGULARITY OF THE SUPERSTRING SUPERMEASURE AND THE
SUPERPERIOD MAP
GIOVANNI FELDER, DAVID KAZHDAN, AND ALEXANDER POLISHCHUK
Abstract. The supermeasure whose integral is the genus g vacuum amplitude of superstring
theory is potentially singular on the locus in the moduli space of supercurves where the corre-
sponding even theta-characteristic has nontrivial sections. We show that the supermeasure is
actually regular for g ≤ 11. The result relies on the study of the superperiod map. We also
show that the minimal power of the classical Schottky ideal that annihilates the image of the
superperiod map is equal to g if g is odd and is equal to g or g − 1 if g is even.
1. Introduction
The moduli space of supercurves M (of given genus g) has been studied in many papers,
including [3, 4, 6, 11], motivated by superstring perturbation theory, see [20] for a recent account
with references to the original literature. The space M is a superstack of complex dimension
3g − 3∣2g − 2. The corresponding reduced stack M0 is the moduli stack of pairs (C,L), where C
is a usual smooth projective curve of genus g and L is a theta-characteristic on C (also known as
spin structure). The space M0 (and hence M) has two components, which we call even and odd,
that are distinguished by the condition that L is even or odd.
In the first part of this paper we study the behavior of the superstring supermeasure on the
even component M+ of the moduli space of supercurves M (the supermeasure vanishes on the
odd component). The supermeasure is a priori only defined on a Zariski open subset of the moduli
space where the corresponding theta-characteristic has no nontrivial section. E. Witten recently
revisited and extended the study of the supermeasure in [21] and argued that the supermeasure
actually extends smoothly to the whole moduli space for low genus, indicating potential difficulties
starting at genus 11.
Our main result is the regularity of this supermeasure for g ≤ 11 along the locus where the
corresponding theta-characteristic acquires a section (see Theorem 5.1), confirming Witten’s ex-
pectation.
More precisely, the contribution of genus g to the vacuum amplitude of type II superstring the-
ory is given as an integral of a supermeasure (section of the Berezinian of the cotangent bundle)
on a suitable cycle inM+×M+ (where the bar denotes the complex conjugate space). This super-
measure can be expressed in holomorphic terms in terms of the super analogue of the Mumford
isomorphism, constructed in [18], see [17]. The relevant special case of the Mumford isomorphism
is a canonical isomorphism
Ber5(Rπ∗ωX/M) ≅ Ber(T ∗M)
of the fifth tensor power of the Berezinian of the derived direct image of the relative dualizing
sheaf (Berezinian) ωX/M of the universal curve π∶X →M with the Berezinian of the holomorphic
cotangent bundle.
The supermeasure is defined on a certain open subset of the product M+ × M+. In the
corresponding reduced space M+0 ×M+0 we have a natural locus of pairs of curves with theta-
characteristics ((C,L), (C′, L′)) such that C = C′, which we call the quasi-diagonal. The super-
measure can be defined as a meromorphic section of the holomorphic Berezinian on a neighborhood
of the quasi-diagonal in M+ ×M+. It is the image of the canonical section of
Ber5(Rπ∗ωX/M) ⊠Ber5(Rπ∗ωX/M)
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induced by the embedding of π∗ωX/M into the local system R
1π∗π
−1OM, which has a canonical
pairing. The possible problem with the regularity occurs when the higher direct images Riπ∗ωX/M
are not locally free. This happens near points (C,L) such that H0(C,L) ≠ 0. We show in Theorem
5.1 that the supermeasure extends to a regular section for g ≤ 11.
Note that if we view M+ ×M+ as a real supermanifold then a section of the holomorphic
Berezinian can be viewed as a codimension 6g − 6∣0 closed integral form on it. Thus, we have to
extend the quasi-diagonal to a sub-supermanifold ∆ in M+ ×M+ of real dimension 6g − 6∣4g − 4.
We can integrate over ∆ the restriction of the holomorphic Berezinian provided the supermeasure
is regular in its neighborhood. The integral does not depend on a choice of ∆ since the integral
form is closed (there are convergence issues at infinity, which we do not consider in this paper).
In the second part of the paper we study the superperiod map at the generic point of the
component M+. The superperiod map gives rise to a natural super-Schottky ideal Is−Sch on the
period domain, which is containd in the usual Schottky ideal ISch describing the image of the
classical period map. The problem of studying Is−Sch was raised in [2, Rem. 6.10]. Our second
main result concerns the minimal power d such that
IdSch ⊂ Is−Sch.
It is easy to see that d ≤ g. We prove that for g odd, one has d = g, while for g even, d ≥ g − 1.
The paper is organized as follows: in Section 2 we review some standard facts about supercurves
and their moduli. In Section 3 we study the direct image π∗ωX/S and the higher direct image
R1π∗ωX/S of the relative Berezinian of the universal supercurve and show that they are locally free
on the open set where the even theta-characteristic has no nontrivial sections and are not locally
free away from it, as well as on the component of moduli space with odd theta-characteristic. In
the following Section 5 we study the behaviour of the period matrix as we approach the divisor
of even theta-characteristics with nontrivial sections. The key idea is to realize the symplec-
tic local system R1π∗CX/S, for a family of supercurves π∶X → S, where CX/S = π−1OS , as a
symplectic reduction of a bigger sumplectic bundle V with a Lagrangian subbundle Lcan whose
reduction is π∗ωX/S. Away from the divisor of even theta-characteristics with nontrivial sections,
the Lagrangian subbundle π∗ωX/S of R
1π∗CX/S is locally the graph of the period matrix, a map
Ω∶Λ′ → Λ for some Lagrangian splitting R1π∗CX/S = Λ⊕Λ′. The singularities of Ω are governed
by the map LΛ → V/Lcan where the Lagrangian subbundle LΛ ⊂ V projects to Λ. The period
matrix has a pole on the locus where this map fails to be an isomorphism. We show that this
locus is locally the zero set of a Pfaffian f and that fΩ is regular. This result allows us to compute
the behavior of the supermeasure as we approach the locus, leading to our regularity result. In
the remaining sections we study the second variation of the period matrix in the odd directions
at a generic point of the moduli space of supercurves with even theta characteristic. An analytic
formula for the second variation was given by D’Hoker and Phong in [5] in terms of the Szego¨
kernel. We present in Section 6 an alternative approach by expressing the second variation as a
Massey product. We study this Massey product in Section 7 giving explicit formulas, in partic-
ular for hyperelliptic curves. This formula is then used in Section 8 to prove our result on the
super-Schottky ideal.
Conventions. We work with either complex algebraic or analytic superspaces. Whenever we
work with the sheaf CX/S , we use classical topology and analytic framework. For a superscheme
S we denote by ∣S∣ the underlying topological space. By a curve we always mean a connected
smooth projective curve over C. When considering moduli spaces of curves we always assume that
the genus g of a curve is ≥ 2. By a supercurve we always mean a compact complex supermanifold
(or a proper smooth algebraic supervariety) of dimension 1∣1 with a superconformal structure (see
Section 2.1 for details). These are often called super Riemann surfaces. For a family of smooth
curves C/S (resp., supercurves X/S) we denote by ωC/S (resp., ωX/S) the relative dualizing sheaf
(given by the relative Berezinian in the supercase). Since we work in the super-context throughout
the paper, we drop the prefix “super” in supervector bundles and supervector spaces.
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2. Supercurves
In this section we review some standard material on supercurves (also called super Riemann
surfaces).
2.1. Berezinian of a supercurve. Let π∶X → S be a smooth proper supercurve over a super-
scheme S. By definition the tangent sheaf TX/S has a locally free OX -submodule D of rank (0,1)
such that the composition of the canonical projection with the Lie bracket D⊗D → TX/S/D, which
is a map of OX -modules, is an isomorphism. Thus, we have an exact sequence
0→ D → TX/S → D⊗2 → 0 (2.1)
The dual sequence is
0→ (D∨)⊗2 → Ω1X/S → D
∨ → 0 (2.2)
and taking Berezinians shows that D∨ ≅ ωX/S ∶= Ber(Ω1X/S).
Below we work with sheaves in the classical topology.
The map Ω1X/S → D
∨ defines an OS-linear derivation
δ∶OX → ωX/S .
The map δ is surjective and its kernel is the sheaf CX/S = π
−1OS of functions that are locally
constant along the fibers.
Locally there exist fiber coordinates z, θ such that D is spanned by D = ∂θ + θ∂z . In these
coordinates the map δ is f ↦ [dz∣dθ]D(f) where [dz∣dθ] is the local section of the Berezinian
determined by the basis dz, dθ of Ω1X/S .
The long exact sequence associated with
0→ CX/S → OX
δ
✲ ωX/S → 0 (2.3)
includes
π∗ωX/S → R1π∗CX/S → R1π∗OX → R1π∗ωX/S → R2π∗CX/S → 0, (2.4)
(since R2π∗OX = 0). Locally we have Riπ∗CX/S ≅Hi(∣X0∣,C)⊗OS , where ∣X0∣ is the underlying
topological space of a fibre X0. Thus, R
1π∗CX/S ≅ O
⊕2g
S and R
2π∗CX/S ≅ OS . In fact, the latter
isomorphism is global, and we have in particular a surjective trace map
τ ∶R1π∗ωX/S →OS (2.5)
that plays a role in duality theory (see Sec. 2.8 below).
2.2. Supercurves over an even base. Assume that S is even. Then the decomposition of OX
into the even and odd components gives a splitting of X :
OX ≅⋀
●
OC
L =OC ⊕L
where L is a relative theta-characteristic on the underlying usual family of curves C → S, with a
fixed isomorphism
L⊗L→ ωC/S. (2.6)
The dualizing sheaf ωX/S is ωC ⊕ L, with the OX -module structure such that L acts by zero on
ωC and its action on L is given by the structure map (2.6). The derivation δ is (d, id). The
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distribution D is the orthogonal complement of Ker(δ¯) where δ¯∶Ω1X/S → ωX/S is the map of
OX -modules associated with δ.
Lemma 2.1. Let θ be a local nowhere vanishing section of L, and let α = θ2 ∈ ωC/S be the image
of θ ⊗ θ under the structure map (2.6). Then
D = Ker(α − θdθ),
where we use the natural embedding of ωC/S = ΩC/S into ΩX/S.
Proof. We need to check that α− θdθ is a nonzero section of Ker(δ¯). By definition δ¯ is the map of
OX modules sending an exact form d(f ⊕ψ) to df ⊕ψ. Thus, δ¯(θdθ) = θ2 and, since α ∈ OCdOC ,
δα = α. 
2.3. Local automorphisms. Let X0 → S0 be a smooth supercurve over an even superscheme S0.
Let S0 ↪ S be a closed embedding into a superscheme corresponding to the nilpotent ideal IS of
OS (so that S0 = Sred). Let π∶X → S be a smooth supercurve such that X ∣S0 =X ×S S0 ≅X0. The
S-automorphisms of the supercurve X that induce the identity on X0 act as the identity on the
underlying topological space of X . They are thus sections of a sheaf Aut0X/S of unipotent groups.
The Lie algebra gX/S of Aut
0
X/S consists of even superconformal vector fields vanishing on X0. It
is a sheaf of nilpotent graded Lie algebras on X over π−1OS .
2.4. Extensions along odd moduli. Suppose again that a smooth supercurve X0 → S0 over an
even superscheme is given. Up to isomorphism this is the same as giving an ordinary curve over
S0 with a theta-characteristic. For each S with Sred = S0 we ask about smooth supercurves X → S
restricting to X0 over S0.
Definition 2.2. An extension of X0 → S0 along S is a supercurve X over S equipped with an
isomorphism X ×S0 S ≅X0 as supercurves over S0. Two extensions X,X ′ along S are isomorphic
if there is an isomorphism X →X ′ of supercurves over S inducing the identity on X0.
Working locally on S, we may assume that S = (∣S0∣,OS) with OS = OS0 ⊗C⋀W for some finite
dimensional vector space W . Then we get an extension X → S, called the trivial extension, by
setting X = (∣X0∣,OX) and OX = OX0 ⊗⋀W . Any other extension along S is obtained from the
trivial extension by twisting by a 1-cocycle.
Lemma 2.3. (cf. [11, Lem. 2.3]) Let X be an extension of X0 along S. Then the isomorphism
classes of extensions of X0 along S are in natural one to one correspondence with the first non-
abelian cohomology H1(X,Aut0X/S).
Proof. All extensions are locally isomorphic. Thus every point x ∈ ∣X0∣ has a neighbourhood
U ⊂ ∣X0∣ so that any extension of (U,OX0 ∣U) along S is isomorphic to (U,OX ∣U ). Thus for any
extension X ′ we can find an open covering U = (∣Ui∣) of ∣X0∣ with corresponding supercurves
Ui = (∣Ui∣,OX ∣∣Ui ∣), and isomorphisms ϕi∶Ui → U ′i . On non-empty intersections ∣Ui∣ ∩ ∣Uj ∣ we get
automorphisms ϕij = ϕ
−1
j ○ ϕi ∈ Aut
0
X/S(Ui ∩ Uj) defining a 1-cocycle with values in Aut0X/S . If
ϕ′i are a different choice of local isomorphisms then ϕ
′
i = ϕi ○ fi with fi ∈ Aut
0
X/S and ϕij is
replaced by the equivalent cocycle f−1j ○ϕij ○ fi. Thus to every extension X
′ we associate a well-
defined characteristic class [ϕij] ∈ H1(X,Aut0X/S). Conversely, given a class in H1(X,Aut0X/S)
represented by a Cˇech cocycle (ϕij) we obtain an extension X ′ by gluing ⊔Ui over ∣Ui∣ ∩ ∣Uj ∣ by
the isomorphisms ϕij . By construction the characteristic class of X
′ is [ϕij]. 
2.5. Local description of Aut0X/S. We give a local description of Aut
0
X/S (cf. [3] and [20, Section
2.1.1]). We can choose local fibre coordinates z, θ on an open set U ⊂ X so that the distribution
D defining the supercurve is spanned by ∂θ + θ∂z or, equivalently, is the kernel of dz − θdθ.
We are going to construct elements of Γ(U,Aut0X/S) of two types. For f = f(z) ∈ O+X(U), an
even function such that ∂θf = 0 and f ≡ z mod IS , we define a superconformal map Sf by
z ↦ S∗f z = f(z), θ ↦ S∗fθ =√f ′(z) θ, (2.7)
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where f ′ = ∂zf . Note that the square root is well-defined since f
′(z) = 1+nilpotent. On the other
hand, for ϕ = ϕ(z) ∈ O−X(U), an odd function such that ∂θϕ = 0, we define Tϕ by
z ↦ T ∗ϕz = z + θϕ(z), θ ↦ T ∗ϕθ = θ +ϕ(z) + 12 θ ϕ(z)ϕ′(z). (2.8)
Lemma 2.4. The maps Sf , Tϕ are in Γ(U,Aut0X/S) and every element of this group can be uniquely
written in the form Sf ○ Tϕ.
Proof. A superconformal transformation is an automorphism such that g∗(dz − θdθ) = λ(dz − θdθ)
for some function λ. Let g∗z = g0(z) + θg1(z) and g∗θ = h0(z) + θh1(z), with g0, h1 even and
g1, h0 odd. The condition that g reduces to the identity on X0 is g0(z) = z+nilpotent and h1(z) =
1+nilpotent. Thus g is superconformal if and only if
h0(z) = g1(z)
h1(z) , h1(z)2 = g′0(z)+
g1(z)g′1(z)
g′0(z) .
In this case λ = g′0(z) + h0(z)h′0(z) + 2θh0(z)h′1(z). Since g′0(z) = 1+nilpotent, we can take the
square root:
h1(z) = ±√g′0(z)(1 + g1(z)g′1(z)2g′0(z)2 )
The condition that g restricts to the identity on X0 selects the positive sign. This gives
g∗z = g0(z) + θg1(z), g∗θ =√g′0(z)(g1(z)g′0(z) + θ (1 +
g1(z)g′1(z)
2g′0(z)2 )) .
If we set g0(z) = f(z), g1(z) = f ′(z)ϕ(z), the formulas simplify slightly:
g∗z = f(z)+ θf ′(z)ϕ(z) g∗θ =√f ′(z)(ϕ(z) + θ(1 + 1
2
ϕ(z)ϕ′(z))) .
This reduces to S∗f for ϕ = 0 and to T
∗
ϕ for f(z) = z. For general f,ϕ we get g∗ = T ∗ϕ ○ S∗f . 
Remark 2.5. The automorphism Tϕ is the exponential of an odd superconformal vector field (an
odd vector field such that [v,D] ⊂ D]). Namely Tϕ = exp(v(ϕ)) with
v(ϕ) = θϕ∂z +ϕ∂θ.
2.6. Coordinate free formulation. The local generators of the sheaf of groups Aut0X/S of fibre
automorphisms restricting to the identity on Xred are described above using local coordinates, but
we only need a local splitting of X to define them. Let X ∣U ≅ (U,OC ⊕L) be a splitting of X → S
on some open set U . Here C is an ordinary curve over S with theta characteristic L and a section
f ⊕ψ with ψ = θg for a local basis θ of the OC module L corresponds to f(z)+ θg(z) in the local
coordinate description. Then it is clear how to interpret (2.7), (2.8) except possibly for the term
ϕ(z)ϕ′(z) in (2.8):
● f is a local automorphism of C which is the identity modulo the nilpotent ideal IS of S
and S∗f is its natural action on OC ⊕L. It preserves the splitting.
● ϕ is an odd section of L−1 and T ∗ϕ acts on OX ⊕L as
g ⊕ψ → (g +ϕψ)⊕ (ψ + ϕdg + 1
2
Q(ϕ)ψ),
for a quadratic form Q∶L−1 → OC with local coordinate expression ϕϕ′ to be described
below. The product is in the algebra ⊕j∈ZLj : for example ϕdg is the product of the section
ϕ of L−1 and dg of ωC ≅ L
2; the result is a section of L.
It remains to describe the quadratic form Q.
Lemma 2.6. Let L be a theta-characteristic on C → S. There is a unique map of sheaves of
vector spaces
w∶L−1 ⊗C L−1 → OC
such that
(1) w(a, b) = −(−1)p(a) p(b)w(a, b),
(2) w(fa, b) = fw(a, b) + ⟨dC/Sf, a⊗ b⟩,
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for all local sections a, b ∈ L−1, of parity p(a), p(b) and f ∈ OC . Here ⟨ , ⟩ is the canonical pairing
ωC ⊗ (L−1 ⊗L−1)→ OC induced by the structure map L2 → ωC/S.
Proof. Let e be a local basis of L. Then, for any f, g ∈ OC , w(fe, ge) = ⟨(df g − fdg), e⊗ e⟩. This
shows uniqueness. It remains to show that this formula defines a well-defined map w, independent
of the choice of e. This follows from the identity
d(hf)hg − hg d(hf) = h2(fdg − gdf), f, g, h ∈ OC .

Remark 2.7. Locally,
w(f(z)dz−1/2, g(z)dz−1/2) = f ′(z)g(z)− f(z)g′(z)
and Lemma 2.6 implies that this expression is well-defined, independently of the choice of local
coordinate z.
The quadratic Q∶L−1 → OC appearing in Tϕ is the quadratic form associated to this bilinear
form:
Q(a) = 1
2
w(a, a).
2.7. Gluing construction of versal families in odd directions. Let us start with any family
C → S0 of curves with a relative theta-characteristic L and a section p ∶ S0 → C. This family
defines a split supercurve X0 = (C,OC ⊕ L) over S0. We want to extend X0 to a supercurve
X → S where OS =OS0 ⊗⋀W with W =H1(Cs, L−1s )∨ for some s ∈ S0 as in Section 2.4.
For this we assume in addition that S0 is affine, h
0(Cs, L−1s ) = 0 for all s ∈ S0, and the locally
free O(S0)-module H1(C,L−1) is trivialized:
H1(C,L−1) ≃W ∨ ⊗OS0 .
The required supercurve over S is obtained from the trivial extension (∣X0∣,OX0⊗⋀W ) by twisting
by a class in H1(X0,Aut0X0/S). To define this class we cover C by two open sets: an affine neigh-
bourhood U0 of p(S0) ⊂ C, and U1 = C ∖ p(S0). Then a class in H1(X0,Aut0X0/S) is represented
by a cocycle in Γ(U0 ∩U1,Aut0X0/S) which we take to be
Tϕ = exp(ϕ), ϕ =∑ηibi,
with bi ∈ Γ(U0 ∩ U1, L−1) representing a basis of W ∨ ⊂ H1(C,L−1) and the odd coordinates (ηi)
forming the dual basis of W . Then the class [bi] ∈ H1(C,L−1) is the Kodaira-Spencer class
corresponding to the vector field ∂/∂ηi.
2.8. Hodge complex and duality. Recall that the Hodge bundle of an ordinary smooth (proper,
flat) family of curves C → S of genus g is π∗ωC/S. It is locally free of rank g. The situation is more
subtle for supercurves: consider for example a supercurve over a point with theta-characteristic
L such that dim H0(L) = m > 0. Then π∗ωX = H0(ωX) = H0(ωC)⊕H0(L) has rank g∣m, which
varies from one supercurve to another. A more adequate object to work with is the Hodge complex
of a supercurve X → S defined as the derived direct image Rπ∗ωX/S of its relative dualizing sheaf.
Below we will show that over the locus where the underlying theta-characterstic has no nonzero
sections, the sheaf π∗ωX/S is locally free of rank g∣0. On the other hand, we will show that for the
universal family, the sheaves π∗ωX/S and R
1π∗ωX/S are not locally free near every point where
h0(L) ≠ 0 (see Theorem 3.3).
Recall that for a family of supercurves π ∶ X → S one has a canonical map
τ ∶ R1π∗ωX/S → OS
(see (2.5)). Since Rπ∗ωX/S has cohomology in degrees 0 and 1 we can view this map as a morphism
in the derived category
Rπ∗ωX/S →OS[−1].
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Assume that S is affine and the corresponding reduced family C → S0 has a marked point
p ∶ S0 → C, and let U0, U1 be an open covering of C, such that U0 is an affine neighborhood of
p(S0) and U1 is the complement to p(S0). Then we can calculate R1π∗ωX/S(S) as
coker(ωX/S(U0)⊕ ωX/S(U1) → ωX/S(U01)).
Thus, we get a canonical (even) residue map
Resp ∶ ωX/S(U01) →OS ,
which vanishes on the image of ωX/S(U0). Furthermore, since τ vanishes on the image of δ ∶
R1π∗ωX/S , it follows that Resp vanishes on δ(ωX/S(U01)).
We can also replace U01 be a formal punctured disk around p.
Remark 2.8. Let us consider a (split) formal superdisk D and punctured superdisk D′ over S,
given by the algebras
OD = OS[[z]]⊕OS[[z]]θ,
OD′ = OS((z))⊕OS((z))θ,
where we think of θ as a formal square root dz1/2. We have
ωD =OD[dz∣dθ], ωD′ =OD′[dz∣dθ],
and the derivation δ is given by
δ ∶ OD → ωD,OD′ → ωD′ ∶ f(z)+ g(z)θ ↦ (g(z)+ f ′(z)θ)[dz∣dθ].
Then the map
Res ∶ OD′[dz∣dθ]→ OS
is the composition of the projection to OS((z))θ[dz∣dθ] with the usual residue map on OS((z)).
Note that the fact that Res vanishes on OS((z))[dz∣dθ] is a consequence of the fact that it vanishes
on the image of δ.
There is an analogue of Grothendieck-Serre duality for families of supercurves in which ωX/S
plays a role of a relative dualizing sheaf, see [19, Sec. 2] (see also [16], where the case of Serre
duality on supercurves is worked out in detail). This duality gives an isomorphism in the derived
category of S,
Rπ∗(V )∨ ≃ Rπ∗(V ∨ ⊗ ωX/S)[1],
for any perfect complex V over X . A part of this theory is the trace map
τ ′ ∶ Rπ∗ωX/S → OS[−1].
We claim that τ ′ coincides with τ up to a sign. Indeed, this follows from the compatibility of τ ′
with the residue map: if X/S is equipped with a relative divisor p ⊂X , where p → S is of relative
dimension 0∣1, then we have an exact triangle
Rπ∗ωX/S → Rπ∗ωX/S(p)→ ωX/S(p)∣p α✲ Rπ∗ωX/S[1]
such that the composition of α with τ ′ is the residue map ωX/S(p)∣p → OS .
3. Local freeness and non-freeness
3.1. Base change formalism. Let f ∶ X → S be a projective map of supervarieties, and let F
be a coherent sheaf on X , flat over S.
Assume also that S is affine, S = Spec(A), where A is a supercommutative ring (finitely gener-
ated over a field). Then exactly as in the purely even case (see e.g., [9, Prop. III.12.2]) one proves
that there exists a bounded above complex of projective A-modules Q●, such that for every finitely
generated A-module M , one has a functorial isomorphism
Hi(X,F ⊗AM) ≃Hi(Q● ⊗AM)
Denoting these cohomology functors as M ↦ T i(M), one has the following results (proved in the
same way as in the purely even case). For simplicity we assume A to be a local ring with maximal
ideal m.
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Note that for every A-module M there is a natural map
φi(M) ∶ T i(A)⊗M → T i(M).
Let s be the closed point of S with residue field k(s) = A/m.
Theorem 3.1. (see [9, Sec. III.12]) (a) If φi(k(s)) is surjective then φi(M) is an isomorphism
for any M .
(b) Assume that φi(k(s)) is surjective. Then φi−1(k(s)) is surjective if and only if T i(A) is a free
A-module.
Note that T i(A) ≃ H0(S,Rif∗F), so we can use the above Theorem to check local freeness of
Rif∗F .
3.2. Local freeness for a family of supercurves. Now assume that the fiber dimension of
the map between reduced (usual) schemes induced by f is 1. Then T >1 = 0, so by Theorem 3.1
applied to i = 2, φ1(k(s)) is an isomoprhism. Thus, by Theorem 3.1(b) applied to i = 1, if φ0(k(s))
is surjective then R1f∗(F) is locally free. Since φ−1(k(s)) is always surjective, under the same
assumption f∗F is also locally free.
Proposition 3.2. Let π ∶ X → S be a family of supercurves, and let π ∶ C → S0 be the corre-
sponding usual family of curves with a relative theta-characteristic L. Assume that Rπ∗L = 0 (or
equivalently, H∗(Ls) = 0 on every fiber). Then R1π∗OX , π∗ωX/S and R1π∗ωX/S are locally free,
and the natural map
OS → π∗OX
is an isomorphism.
Proof. First, let us apply Theorem 3.1 to the sheaf OX . The assumption on L implies that for
every point s ∈ S the map
φ0(k(s)) ∶ π∗OX ⊗ k(s)→H0(Cs,O)
is surjective. Hence, π∗OX and R1π∗OX are locally free, and the map OS → π∗OX is an isomor-
phism. This implies that locally we have a splitting Rπ∗OX ≃ π∗OX ⊕R1π∗OX[−1].
By Grothendieck duality, we have
Rπ∗ωX/S ≃ (Rπ∗OX)∨[−1] ≃ (π∗OX ⊕R1π∗OX[−1])∨[−1].
It follows that R1π∗ωX/S ≃ (π∗OC)∨ and π∗ωX/S ≃ (R1π∗OC)∨ are locally free. 
3.3. Local non-freeness. The following result implies that Riπ∗ωX/S is not locally free in the
vicinity of any point of the moduli space where the corresponding theta-characteristic has non-
trivial sections. In particular, for the universal family π ∶ X → M− over the component corre-
sponding to odd theta-characteristics, the sheaves π∗ωX/S and R
1π∗ωX/S are not locally free.
Theorem 3.3. Let π ∶ X → S be the universal family of supercurves over the moduli stack of
supercurves. Assume that the corresponding theta-characteristic Ls on Cs has h
0(Cs, Ls) ≠ 0 for
some point s ∈ S. Then the sheaves π∗ωX/S and R
1π∗ωX/S are not locally free near s.
We will use the following general obstacle to local freeness.
Lemma 3.4. Let Q● = [Q0 f✲ Q1] be a two-term complex of vector bundles over a superscheme
S. For every point s ∈ S let us define the map
κ(s) = κQ●(s) ∶ TsS ⊗H0(Q●∣s) →H1(Q●∣s),
where TsS is the Zariski tangent space to S at s as follows. Let m be the maximal ideal in the
local ring of s. Then we have
H0(Q●∣s) = ker(Q0/mQ0 →Q1/mQ1),
so we have a natural map
H0(Q●∣s) → mQ1/(mf(Q0) +m2Q1) ≃ m/m2 ⊗ (Q1/f(Q0)), (3.1)
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from which κ is obtained by dualization.
(i) The map κ(s) depends only on a quasi-isomorphism class of Q●.
(ii) Locally near s there exists a complex
H0(Q●∣s)⊗OS g✲ H1(Q●∣s)⊗OS ,
quasi-isomorphic to Q●, such that the entries of g are in m and g mod m2 corresponds to κ(s).
(iii) If κ(s) is nontrivial then H1Q● is not locally free near s.
Proof. (i) This follows from the naturality of the map (3.1) with respect to chain maps between
two-term complexes.
(ii) We can find bases of Q0∣s and Q1∣s such that the matrix of f mod m has form
f mod m = (1r 0
0 0
) .
Lifting these bases to local bases of Q0 and Q1 and then adjusting them appropriately, we can
arrange the matrix of f to be of the form
f = (1r 0
0 M
)
where M has entries in m. But this means that there exists a quasi-isomorphic two-term complex
with the differential given by M , and the assertion follows.
(iii) If H1Q● is locally free near s then in a neighborhood of s there exists a two-term complex
quasi-isomorphic to Q● with zero differential. Hence, by (i), κ(s) = 0. 
The crucial part of the proof of Theorem 3.3 is the following calculation of a component of the
obstruction map.
Lemma 3.5. Let [Q0 → Q1] be a resolution of Rπ∗ωX/S. Then for every point s, we have
decompositions into even and odd components,
Hi(ωXs) =Hi(ωCs)⊕Hi(Ls)
and the component
H1(L−1s )⊗H0(ωCs)→H1(Ls) (3.2)
of κ(s) is given by the cup-product. Furthermore, the map (3.2) is surjective.
Proof. It is enough to consider the family π ∶ X → S over S = Spec(C[ǫ]/ǫ2), restricting to X0,
with OX0 = OC ⊕ L over Spec(C), where C = Cs, L = Ls, and associated with an odd tangent
vector v ∈H1(C,L−1).
Let C = U0 ∪U1 be an open affine covering of C. Then Rπ∗ωX/S is represented by the complex
[ωX/S(U1)→ ωX/S(U01)/ωX/S(U0)].
Furthermore, we have an identification of OX(Ui) with OX0(Ui)[ǫ], so that the two identifications
of OX(U01) with OX0(U01)[ǫ] differ by an automorphism T given by exp(ǫṽ), where ṽ is an odd
vector field over U01 representing the class v ∈ H
1(C,L−1). Thus, we can represent Rπ∗ωX/S by
the complex
[ωX0/S(U1)[ǫ] α↦T (α∣U01 )✲ ωX0/S(U01)/ωX0/S(U0)]. (3.3)
We claim that the restriction of the induced action of T on the Berezinian of OX0(U01)[ǫ] over
C[ǫ]/ǫ2 to ωC(U01) is given by
ωC(U01)→ ωC(U01)[ǫ]⊕L(U01)[ǫ] ∶ α ↦ α + ǫ⟨ṽ, α⟩.
Indeed, in general this action is given α ↦ α+Lṽ(α), where Lṽ is the Lie derivative. Since ṽ is an
odd vector field, our claim follows easily from the description of the differential δ in terms of the
splitting OX0 =OC ⊕L (see Sec. 2.2).
Thus, if α is a global section of ωC then the differential of the complex (3.3) applied to α∣U1
gives ǫ⟨ṽ, α⟩, which leads to the required formula for κ(s).
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To check the surjectivity statement we observe that by Serre duality, the map (3.2) is dual to
the map
H0(Ls)→ Hom(H0(ωCs),H0(ωCs ⊗Ls)) ∶ s ↦ (α ↦ αs),
which is clearly injective: for a nonzero s ∈H0(Ls), the corresponding map H0(ωCs) →H0(ωCs ⊗
Ls) is injective, hence nonzero. 
We also need the following algebraic result about free modules over an exterior algebra.
Lemma 3.6. Let R be a commutative ring, and let A = ⋀∗R(⊕ni=1Rθi) be the exterior algebra with
n generators θ1, . . . , θn over R. Let us consider the ideal N = ⋀≥1R (Rn) ⊂ A. For an A-module M ,
we denote by MN the annihilator of N in M . Suppose we have a morphism φ ∶ M → M ′ of free
A-modules of finite rank, such that the induced morphism MN →M ′N is an isomorphism. Then φ
is an isomorphism.
Proof. For a free A-module of finite rank M , the map induced by the A-action,
θ1 ⋅ . . . ⋅ θn⋅ ∶M/NM →MN
is an isomorphism. Since φ is compatible with the A-action, we deduce that the morphism
M/NM →M ′/NM ′
is an isomorphism. Since N is nilpotent, this implies that φ is surjective. Hence, φ is a projection
onto a direct summand. Thus, if K = ker(φ), we deduce that K/NK = 0, so K = 0. 
Proof of Theorem 3.3. Set C = Cs, L = Ls. By Serre duality, the cup-product map H
1(C,L−1)⊗
H0(C,ωC) →H1(C,L) corresponds to the cup-product map
H0(C,ωC)⊗H0(C,L) →H0(C,ω ⊗L). (3.4)
The latter map is always nonzero whenever H0(C,L) ≠ 0. Thus, using Lemma 3.5, we see that
the obstruction κ(s) associated with a resolution of Rπ∗ωX/S is nonzero, so by Lemma 3.4, the
sheaf R1π∗ωX/S is not locally free near s.
Next, we will deal with the sheaf π∗ωX/S, replacing S by an affine neighborhood of s. The
trace map (2.5) can be viewed as a morphism in derived category
Rπ∗ωX/S →OS[−1].
More precisely, if Rπ∗ωC/S is represented by a complex of vector bundles [A f✲ B] then
τ corresponds to a map B/f(A) → OS , so we can view it as a chain map [A → B] → OS .
Furthermore, since τ is surjective, there exists a splitting OS → B of the projection B → OS ,
which we can view as a chain map OS → [A→ B]. Thus, we get a splitting in derived category,
Rπ∗ωX/S ≃ P
● ⊕OS[−1].
Next, by Lemma 3.4(ii), locally near s, the complex P ● is quasi-isomorphic to a two-term complex
Q● of the form
H0(ωC)⊗OS ⊕H0(L)⊗OS (f−,f+)✲ H1(L)⊗OS
(here the space H0(ωC) is even, while the spaces Hi(L) are odd), where the linear terms of f−
are given by the map (3.2).
Let S0 ⊂ S be the reduced subscheme. Then the restriction of Q
● to S0 splits into the direct
sum of H0(ωC)⊗OS0 and the complex
H0(L)⊗OS0 f+∣S0✲ H1(L)⊗OS0 (3.5)
computing the direct image of the universal theta-characteristic.
Set F = H0Q● = ker(f−, f+). We want to check that F is not locally free. We distinguish two
cases.
SUPERMEASURE AND SUPERPERIOD MAP 11
Case h0(L) is even. Then the complex (3.5) is generically acyclic, so f+∣S0 is generically an
isomorphism. In particular, f+ is injective and the sheaf coker(f+) has rank 0. It follows that F
can be identified with the kernel of the morphism
H0(ωC)⊗OS → coker(f+)
induced by f−. In particular, F is an OS-submodule of H0(ωC)⊗OS .
Locally we have a splitting OS ≃ ⋀(W ) ⊗OS0 , with N = ⋀≥1(W ) ⊗OS0 . Let us consider the
submodule FN consisting of sections annihilated by N . Since f− has entries in N , we get that
FN =H0(ωC)⊗⋀2g−2(W )⊗OS0 .
Hence, by Lemma 3.6, F = H0(ωC) ⊗OS . In other words, the image of f− ∶ H0(ωC) ⊗ OS →
H1(L) ⊗OS has to be contained in the image of f+ ∶ H0(L) ⊗OS → H1(L) ⊗OS . Let consider
the following component of f−:
f−1 ∶H
0(ωC)⊗⋀2g−3(W )⊗OS0 →H1(L)⊗⋀2g−2(W )OS0 .
Modulo the maximal ideal we get the linear map
H0(ωC)⊗W ∨ ≃H0(ωC)⊗H1(L−1)→H1(L)
which is given by the cup-product and is surjective (see Lemma 3.5). Hence, H1(L)⊗⋀2g−2(W )OS0
= (H1(L)⊗OS)N has to be in the image of f+. Since f+ is injective, it can only be in the image
of (H0(L)⊗OS)N . But the map
H0(L)⊗OS0 ≃ (H0(L)⊗OS)N → (H1(L)⊗OS)N ≃H1(L)⊗OS0
induced by f+∣S0 has entries in the maximal ideal, so its image is not everything.
Case h0(L) is odd. Since the locus of local freeness is open, it is enough to consider the case
h0(L) = 1 (since the set of such points is dense in the odd component of the moduli space). In
this case f+∣S0 = 0, so f+ is contained in N 2. Hence, the sheaf
FN =H0(ωC)⊗OS0 ⊕H0(L)⊗OS0
is locally free of rank g + 1 (we count both odd and even generators). Let us also consider FN 2 ,
the annihilator of N 2 in F . We have
FN 2 = ker((H0(ωC)⊗OS)N 2 f−✲ (H1(L)⊗OS)N )⊕ (H0(L)⊗OS)N 2 ,
so that
FN 2/FN ≃ ker(W ∨ ⊗H0(ωC)⊗OS0 f−✲ H1(L)⊗OS0)⊕W ∨ ⊗OS0 .
It follows that FN 2/FN is locally free overOS0 of rank (g+1)dim(W )−1. But for a free OS-module
G, we would have
rk(GN 2/GN ) = dim(W ) ⋅ rk(GN ).
Hence, F is not locally free over OS near s. 
4. Symplectic picture
4.1. Support of a complex of bundles. Let Q● be a bounded complex of vector bundles over
a superscheme S.
Definition 4.1. Let us define the quasicoherent sheaf of ideals I(Q●) ⊂ OS as the kernel of the
canonical morphism
OS →H0((Q●)∨ ⊗Q●).
Equivalently, this ideal consists of f ∈ O such that the morphism f ⋅ id of Q● is locally homotopic
to zero.
We need some simple properties of this definition, which in particular imply that I(Q●) defines
a subscheme structure on the support of Q●
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Lemma 4.2. (i) If complexes Q● and R● are quasi-isomorphic then I(Q●) = I(R●). In particular,
one has I(Q●) =OS if and only if Q● is acyclic.
(ii) One has I(Q●) ⊂ ∩iAnn(HiQ●).
(iii) For an open subset U ⊂ S one has I(Q●)∣U = I(Q●∣U).
(iv) Consider a 2-term complex A
δ
✲ B, such that δ is an isomorphism on a Zariski open
subset U ⊂ S. Assume that S is affine, and the homomorphism O(S) → O(U) is injective. Then
f ∈ H0(S,I(A → B)) if and only if the morphism f ∣Uδ−1 ∶ B∣U → A∣U has a regular extension to
S.
Proof. Part (i) follows from the fact that any quasi-isomorphism between bounded complexes of
vector bundles locally becomes a homotopy equivalence. Parts (ii) and (iii) are straightforward.
For part (iv), we have to observe that a homotopy h ∶ B → A between f ⋅id and 0 satisfies hδ = f idA,
so h is an extension of fδ−1. 
4.2. Isotropic intersections/co-intersections. Let V , (⋅, ⋅) be a symplectic vector bundle of
rank 2m∣2n over an irreducible superscheme S, and let L1, L2 ⊂ V be a pair of maximal isotropic
subbundles of rank m∣n (this means that Li is isotropic and the morphism V/Li → L∨i induced
by the pairing is an isomorphism). Then we have a complex of bundles over S, concentrated in
degrees 0 and 1,
C●(L1, L2) = C●(V ;L1, L2) ∶ [L1 → V/L2]
that controls the behavior of the intersections f∗L1 ∩ f
∗L2 = H
0f∗C● for arbitrary morphisms
f ∶ T → S, and of the co-intersection V/(L1 +L2) ≃H1C●. Note that the symplectic form induces
an isomorphism V/L2 ≃ L∨2 , so we can also write the above complex as
[L1 → L∨2],
which in particular shows that C●(L2, L1) is dual to C●(L1, L2)[−1]. On the other hand, we have
a natural quasi-isomorphism to C●(L1, L2) from the complex
[L1 ⊕L2 → V].
Thus, as an object in the derived category, it is self-dual up to a shift.
We say that L1 and L2 are transversal if the natural map L1⊕L2 → V is an isomorphism. This
is equivalent to exactness of the complex C●(L1, L2).
Proposition 4.3. (i) Assume that L′2 ⊂ V is a maximal isotropic subbundle transversal to both L1
and L2. Let us identify L
′
2 with L
∨
2 using the pairing between L2 and L
′
2 given by the symplectic
form. Then L1 is the graph of a symmetric morphism φ ∶ L2 → L′2 ≃ L∨2 (i.e., φ∗ = φ), and the
complex C●(L1, L2) is isomorphic to
[L2 φ✲ L′2].
(ii) Assume that the complex C●(L1, L2) is generically exact. If n (the dimension of L−i ) is even
then locally there exists a maximal isotropic subbundle transversal to both L1 and L2. For any
n there exists a symmetric representative of C●(L1, L2), i.e., there exists an quasi-isomorphic
complex of the form
M
φ
✲ M∨
with φ∗ = φ. Furthermore, if n is even then we can find such M of rank m∣n (same as the rank of
Li), while for odd n we can find M of rank m∣(n + 1).
Proof. (i) The first assertion is standard. Using the identification of L∨2 with L
′
2, we can identify
C● with [L1 → L′2], where the map is given by the projection along L2. Since the projection
L1 → L2 along L′2 is an isomorphism, we get an isomorphism of complexes
[L1 → L′2] ≃ [L2 φ✲ L′2]
as claimed.
(ii) Assume first that n is even. By part (i), in this case it is enough to check that locally we can
choose a maximal isotropic subbundle L′2 ⊂ V , transversal to both L1 and L2. Indeed, it is easy
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to see that one can choose a maximal isotropic subbundle L̃2 ⊂ V , complementary to L2. Next,
for every point x ∈ S, we have
V ∣x = V+x ⊕ V−x , Li∣x = L+ix ⊕L−ix,
where L+ix are Lagrangian subspaces of the symplectic vector space V
+∣x and L−ix are maximal
isotropic subspaces of the orthogonal vector space V−∣x. Since generically L1∣x and L2∣x have trivial
intersection in V ∣x, it follows that at any point the intersection L−1 ∣x ∩L−2 ∣x has even dimension.
Then an easy linear algebra argument (using the fact that n − dimL−1x ∩ L
−
2x is even) shows
that there exists a skew-symmetric map ψ−x ∶ L̃
−
2x → L−2x such that the graph of ψ−x has trivial
intersection with L−1x. Similarly, there exists a symmetric map ψ
+
x ∶ L̃
+
2x → L+2x such that the graph
of ψ+x has trivial intersection with L
+
1x. Now we view ψx = (ψ+x , ψ−x) as a symmetric map of vector
spaces, extend it to a symmetric morphism of bundles ψ ∶ L̃2 → L2 in a neighborhood of x and
define L′2 to be the graph of ψ.
Now let us consider the case when n is odd. Then we can set V ′ = V ⊕ (Oe1 ⊕Oe2), where e1
and e2 are odd, and equip V ′ with a symplectic pairing using the pairing on V and the standard
symmetric pairing on Oe1 ⊕Oe2, so that e1 and e2 are isotropic and (e1, e2) = 1. Set us also set
L′1 = L1 ⊕Oe1, L
′
2 = L2 ⊕Oe2.
Then L′1 and L
′
2 are maximal isotropic in V ′, and the complex L1 → V/L2 is quasi-isomorphic to
[L1 ⊕Oe1 → V/L2 ⊕Oe1] ≃ [L′1 → V ′/L′2].
It remains to apply the case of even n. 
We have the following nice reduction property of the complexes C●(V ;L1, L2).
Lemma 4.4. Let L1, L2 ⊂ V be a pair of maximal isotropic subbundles in a symplectic bundle of
rank 2m∣2n. Let M ⊂ L1 be a subbundle such that the map L2 → M∨, induced by the pairing, is
surjective (equivalently, V = L2 +M⊥). Then the bundle V ∶= M⊥/M has an induced symplectic
structure and induced maximal isotropic subbundles L1 = L1/M , L2 = L2∩M⊥ in V. Furthermore,
there is a natural quasi-isomorphism of complexes
C●(V ;L1, L2)→ C●(V ;L1, L2).
Proof. Note that L2 embeds into V since L2 ∩M ⊂ (L2 +M⊥)⊥ = 0. One can easily check that L1
and L2 are maximal isotropic in V. Then we use a quasi-isomorphism of complexes
[L1 → V/L2]→ [L1/M → V/(M +L2)],
and observe that the natural map
V/L2 ≃M⊥/(M +L2 ∩M⊥) → V/(M +L2)
is an isomorphism. 
4.3. Determinants. Recall that when a complex of vector bundles of even rank, C● = [C0 d✲ C1],
is generically exact then we have a natural section
θC● = det(d) ∈ Det(C●)−1 = Det(C0)−1 ⊗Det(C1),
which vanishes precisely on the locus where C● fails to be exact. Similarly, for an arbitrary
complex of (super)vector bundles C● = [C0 d✲ C1], exact over an open subset U , there is a
natural invertible section
θ = θC● = ber(d) ∈H0(U,Ber(C●)−1).
Now let L1, L2 ⊂ V be a pair of maximal isotropic subbundles in a symplectic bundle. Assume
that L1 and L2 are transversal over a nonempty open U ⊂ S. Then we define
θ(L1, L2) ∈ Ber(C●(V ;L1, L2))−1(U) ≃ Ber(L1)−1 ⊗Ber(L2)−1∣U
to be the canonical (even) nonvanishing section corresponding to the exact complex C●(V ;L1, L2)∣U .
Equivalently, θ(L1, L2) is the Berezinian of the isomorphism of bundles
L1∣U → L∨2 ∣U
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induced by the symplectic form. Note that the line bundle Ber(C●(V ;L1, L2)) has rank 1∣0, so its
even sections are given locally by even functions.
Similarly to the even case, a quasi-isomorphism of exact complexes leads to an isomorphism
of their Berezinians compatible with their canonical sections coming from the Berezinian of the
differential. Thus, in the context of Lemma 4.4, the sections θ(L1, L2) and θ(L1, L2) get identified
under the isomorphism between the corresponding line bundles.
Theorem 4.5. Let L1, L2 ⊂ V be a pair of maximal isotropic subbundles in a symplectic bundle
over S, transversal over some open j ∶ U ↪ S such that the natural map OS → j∗OU is injective.
Assume that for some point s ∈ S, one has
L+1s ∩L
+
2s = 0.
Then locally near s there exists a trivialization of Ber(C) such that θ−1(L1, L2) corresponds to
f2, where f is a regular function. Furthermore, f belongs to the ideal I(C(V , L1, L2)). In other
words, fδ−1 is regular near s, where δ ∶ L1 → V/L2 is the natural map.
Proof. Locally near s we can define a decomposition L1 = L
+
1 ⊕ L
−
1 where L
+
1 has rank m∣0 and
L−2 has rank 0∣n. Let us consider the isotropic subbundle L+1 ⊂ V . Then our assumption implies
that in a neighborhood of s the morphism L2 → (L+1)∨ is surjective, so by Lemma 4.4, we have a
quasi-isomorphism of C●(V ;L1, L2) with C●(V , L1, L2), where V = (L+1)⊥/L+1 and L1 = L1/L+1 has
rank 0∣n. Now by Proposition 4.3, there exists a quasi-isomorphism
C●(V, L1, L2) ≃ [M φ✲ M∨],
with M of rank 0∣n′ and φ selfdual. But this means that actually θ−1(L1, L2) = ber(φ)−1 is given
by the determinant of a skew-symmetric matrix with entries in O+S . It remains to set
f = Pf(φ),
where Pf(?) denotes the Pfaffian.
For the last assertion, we recall that by Lemma 4.2(i), one has
I(C(V , L1, L2)) ≃ I(M φ✲ M∨).
Now the assertion follows from Lemma 4.2(iv) together with the well known fact that Pf(φ)φ−1
is regular (see e.g., [10, Eq. (10)]). 
We need a simple observation that allows to study θ(L1, L2) in the presence of a Lagrangian
splitting V = Λ⊕Λ′.
Lemma 4.6. Let V = Λ⊕Λ′ be a splitting of a symplectic bundle into Lagrangian subbundles, and
let L1, L2 ⊂ V be Lagrangian subbundles. Assume that the pairs (L1, L2), (L1,Λ) and (L2,Λ) are
transversal, and let
τi ∶ Λ
′ → Λ, i = 1,2,
be symmetric (with respect to the duality Λ′ ≃ Λ∨) morphisms such that Li is the graph of τi. Then
under the identification Ber(Λ′) ≃ Ber(Λ)−1, we have equality of sections of Ber(L1)−1⊗Ber(L2)−1,
θ(L1, L2) = ±θ(L1,Λ)θ(L2,Λ)ber(τ1 − τ2).
Proof. By the definition, ±θ(L1, L2)θ(L1,Λ)−1θ(L2,Λ)−1 is the Berezinian of the pairing on Λ′
given as the composition
Λ′ ⊗Λ′
α1⊗α2
✲ L1 ⊗L2
(⋅,⋅)
✲ O,
where (⋅, ⋅) is the symplectic form on V , and αi ∶ Λ′ → Li are isomorphisms given by
αi ∶ Λ
′ → Li ∶ λ′ ↦ τi(λ′) + λ′.
Using the fact that τ2 is symmetric, we compute
(α1(λ′1), α2(λ′2)) = (τ1(λ′1) + λ′1, τ2(λ′2) + λ′2) = (τ1(λ′1), λ′2) − (τ2(λ′2), λ′1)
= ((τ1 − τ2)(λ′1), λ′2).
This implies our formula. 
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4.4. Classical picture for theta-characteristic. We are inspired by the following classical
isotropic intersection picture for theta-characteristics (see e.g., [12], [8]).
Let C be a curve with a theta-characteristic L, and let p ∈ C be a point, D a formal punctured
disk around p. Then we have a natural symmetric pairing on H0(D,L) given by
b(s, t) = Res(st),
where we use the isomorphism L⊗2 ≃ ωC to view st is a 1-form on D. This induces a nondegenerate
pairing on
V =H0(C,L(np)/L(−np))
for any n > 0, such that the subspace
L2 ∶= H
0(C,L/L(−np)) ⊂ V
is maximal isotropic. Furthermore, for n large enough, the map H0(C,L(np)) → V is injective,
and one can check that
L1 =H
0(C,L(np)) ⊂ V
is also maximal isotropic. Now the complex C●(V ;L1, L2) = [L1 → V /L2] can be identified with
the complex
H0(C,L(np)) →H0(C,L(np)/L)
computing the cohomology H∗(C,L).
This also makes sense for families (C,L)/S. If we further assume that generically L has no
nonzero sections then Proposition 4.3 implies that locally we can find a quasi-isomorphism of
Rπ∗L with a complex of the form
M
φ
✲ M∨
on S, with φ∗ = −φ. It follows that we can use the Pfaffian of φ as a local equation of the locus
where L acquires nonzero sections.
Applying this to a universal family over the moduli space M+ of curves with even theta-
characteristics, we get a canonical structure of an effective Cartier divisor on the locus of (C,L)
with h0(L) > 0. Furthermore, the first order computation in [13, Sec. 1] implies that this divisor
is smooth at all points (C,L) where h0(L) = 2.
4.5. Symplectic structure for the usual family of curves. For clarity let us consider the
even picture first.
Note that for a family of curves π ∶ C → S the Hodge bundle π∗ωC embeds as a Lagrangian
subbundle into the symplectic bundle R1π∗CC/S, where CC/S = π
−1OS . Assuming that we have a
marked point p ∶ S → C, we will construct for every n≫ 0, a bigger symplectic bundle V , equipped
with an isotropic subbundle M ⊂ V and a Lagrangian subbundle L ⊂ V such that the reduced
symplectic bundle M⊥/M is identified with R1π∗CC/S and L ∩M⊥ gets identified with π∗ωC .
We have a natural skew-symmetric form B0 on H
0(D,O), where D is a formal punctured disk
around p, given by
B0(f, g) = Resp(fdg).
Lemma 4.7. For every n > 0, such that R1π∗(O(np)) = 0, the form B0 induces a symplectic form
on the bundle
V = Vn ∶= π∗(OC(np)/(CC/S +OC(−(n + 1)p))) ≃ coker(OS → π∗(OC(np)/OC(−(n + 1)p)))
of rank 2n. Furthermore, Lcan ∶= π∗(OC/O(−(n + 1)p))/OS is a Lagrangian subbundle in V.
Proof. Let us denote by ωC/S(np)ex ⊂ ωC/S(np) the subsheaf of locally exact forms. Then we
have an exact sequence
0→ CC/S → OC(np) d✲ ωC/S((n + 1)p)ex → 0
which induces an isomorphism of sheaves
OC(np)/(CC/S +OC(−(n + 1)p)) ∼✲ ωC/S((n + 1)p)ex/ωC/S(−np).
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On the other hand, arguing locally near p we see that the differential d induces a surjective map
π∗(OC(np)/OC(−(n + 1)p)))→ π∗(ωC/S((n + 1)p)ex/ωC/S(−np))
with the kernel OS . This shows that the two definitions of V agree. The fact that B0(f, g) is
symplectic and Lcan is Lagrangian is clear from the second definition of V . 
Lemma 4.8. Assume that n > 0 is such that R1π∗(O(np)) = 0. Then the natural map
L̃can ∶= π∗(OC(np)/CC/S)→ V
is an embedding of a subbundle of rank n + g.
Proof. We have an exact sequence
0→OS → π∗(OC(np))→ L̃can γ✲ R1π∗CC/S → 0 (4.1)
which shows that L̃can is a bundle of rank n + g. Now the map L̃can → V can be identified with
π∗(ωC/S((n + 1)p)ex)→ π∗(ωC/S((n + 1)p)ex/ωC/S(−np)).
The fact that it is injective with locally free quotient can be deduced from the long exact sequence
associated with the exact sequence
0→ ωC/S(−np)→ ωC/S((n + 1)p)ex → ωC/S((n + 1)p)ex/ωC/S(−np)→ 0
Indeed, it is enough to see that π∗(ωC/S(−np)) = 0 and the sheaves R1π∗(ωC/S(−np)) and
R1π∗(ωC/S((n+1)p)ex) are locally free. Since R1π∗(OC(np)) = 0, by Serre duality, we obtain that
π∗(ωC/S(−np)) = 0 and R1π∗(ωC/S(−np)) is locally free. On the other hand, the exact sequence
0→ ωC/S((n + 1)p)ex → ωC/S((n + 1)p)→ Op → 0
gives a long exact sequence
π∗(ωC/S((n + 1)p))→ OS → R1π∗(ωC/S((n + 1)p)ex)→ R1π∗(ωC/S((n + 1)p)) = 0
where the first map is zero by the residue theorem, so R1π∗(ωC/S((n + 1)p)ex) ≃OS . 
Note that the bundle R1π∗CC/S has a symplectic structure induced by the multiplication
R1π∗CC/S ⊗R
1π∗CC/S → R2π∗CC/S ≃ OS .
We are going to show that the symplectic bundle R1π∗CC/S is obtained from V by a reduction
with respect to an isotropic subbundle. We will deduce this from a more general result concerning
the skew-symmetric form on
W ∶= π∗(OC(∞p)/CC/S)
induced by B0(f, g) = Resp(fdg).
Proposition 4.9. (i) The map
γ ∶W → R1π∗CC/S
is compatible with the skew-symmetric forms.
(ii) Assume that n > 0 is such that R1π∗(O(np)) = 0. Then the subbundle M ∶= π∗(OC(np))/OS
in V = Vn is isotropic and one has L̃can =M⊥, so that the restriction of γ to L̃can ⊂W induces an
isomorphism
M⊥/M ∼✲ R1π∗CC/S .
The main idea is to use the following resolution of the relative constant sheaf, CC/S,
CC/S → [OC(∞p) d✲ ωC/S(∞p)ex].
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We will use also the following second version of the above resolution, due to the quasi-isomorphism
OC(∞p) d✲ ωC/S(∞p)ex
OC(∞p)❄ d✲ ωC/S(∞p)❄ Resp✲ Op
where we identify p with the subscheme p(S) ⊂ C.
The map γ is induced by the morphism in the derived category
γ̃ ∶OC(∞p)/CC/S → CC/S[1],
represented by the map of complexes
OC(∞p)/CC/S
OC(∞p) d✲ ωC/S(∞p)ex
d
❄
Without loss of generality we can assume S to be affine. Given a section f ∈ H0(S,W) =
H0(C,OC(∞p)/CC/S), we want to describe the corresponding morphism in the derived category
CC/S
⋅γ(f)
✲ CC/S[1] (4.2)
given by the multiplication with γ(f).
We need the following routine technical result.
Lemma 4.10. Let A = [A0 d✲ A1] be a sheaf of dg-algebras on a topological space Y , and let
c be a Cech 1-cocycle with coefficients in A (viewed as complex of sheaves), with respect to some
open covering (Ui) over Y :
c = ((a0ij), (a1i )),
with a0ij ∈ A0(Ui ∩Uj), a1i ∈ A1(Ui), so that d(a0ij) = a1j − a1i , a0ij + a0jk = a0ik. We can think of the
cohomology class [c] as a morphism ZY → A[1] in derived category of sheaves, so we have the
induced map
r[c] ∶A[−1]→ A
given by the right multiplication with c. Let C(A) be the sheaf Cech complex associated with A,
equipped with the standard quasi-isomorphism
ι ∶A → C(A).
Then r[c] is represented by the chain map
rc ∶ A[−1]→ C(A)
with the components
A0
⋅c
✲ C1(A0)⊕C0(A1)
A1
(0,⋅(−a0ij))
✲ C2(A0)⊕C1(A1).
Proof. The map r[c] is the composition
A[−1] ≃ A⊗ ZY [−1] id⊗[c]✲ A⊗A µ✲ A,
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where µ is the multiplication map. Since [c] is represented by the chain map c ∶ ZY [−1]→ C(A),
it is enough to construct a chain map µ′ ∶ A ⊗C(A) → C(A), such that we have a commutative
diagram
A⊗A
µ
✲ A
A⊗C(A)
id⊗ι
❄ µ′
✲ C(A)
ι
❄
Then as rc we would take the composition of chain maps
A[−1] ≃ A⊗ZY [−1] id⊗c✲ A⊗C(A) µ′✲ C(A).
The map µ′ is constructed in a straightforward way:
µ′(a⊗ (ai1...ik)) = (a∣Ui1...ik ⋅ ai1...ik).
This gives the claimed map for rc. 
Lemma 4.11. The morphism (4.2) is represented by the chain map of resolutions
OC(∞p) d✲ ωC/S(∞p)ex
OC(∞p) d✲ ωC/S(∞p)
⋅df
❄ Resp
✲ Op
−Resp(? ⋅ f)
❄
Proof. Note that since the natural map of complexes
[OC → ωC/S]→ [OC(∞p) → ωC/S(∞p)ex]
is a quasi-isomorphism, it is enough to prove a similar result using the resolution [OC → ωC/S] in
the source of the map.
Now let us consider the resolution for CC/S obtained by first replacing it with [O → ωC/S] and
then taking the sheaf Cech resolution corresponding to the covering C = U0 ∪ U1, where U0 is a
neighborthood of p and U1 = C ∖ p. This resolution looks like
C0(O)→ C1(O)⊕C0(ωC/S) → C1(ωC/S).
Given a closed cycle c = (f01;α0, α1) ∈ C1(O)⊕C0(ωC/S), so that α1 − α0 = df01 on U0 ∩U1, the
multiplication by [c] map CC/S → CC/S[1] is represented by the chain map
O
d
✲ ωC/S
C0(O) ✲ C1(O)⊕C0(ωC/S)
⋅c
❄
✲ C1(ωC/S)
⋅(−f01)
❄
(4.3)
(see Lemma 4.10). Now, we observe that there is a natural quasi-isomorphism
C0(O) ✲ C1(O)⊕C0(ωC/S) ✲ C1(ωC/S)
OC(∞p)❄ d ✲ ωC/S(∞p)❄ Resp ✲ Op
Resp
❄
(4.4)
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induced by the natural projections C0(O) → OC(∞p), C0(ωC/S) → ωC/S(∞p) and by the residue
map C1(ωC/S) → Op. Composing it with the map (4.3) we get that the multiplication is repre-
sented by the map
O
d
✲ ωC/S
OC(∞p) d✲ ωC/S(∞p)
⋅α1
❄ Resp
✲ Op
−Resp(f01⋅?)
❄
Next, we claim that the class γ(f) is represented by the closed cycle
cf = (f01; 0, df) ∈ C1(O)⊕C0(ωC/S),
where f01 ∈ O(U0∩U1) is such that f01 ≡ f mod CC/S . Indeed, this immediately follows from the
fact that the image of c
f
under the quasi-isomorphism (4.4) is the cycle df in the middle term.
Applying the above calculation to c
f
we get the result. 
Proof of Proposition 4.9. (i) Given f ∈ H0(C,OC(∞p)/CC/S), the pairing with f on H0(S,W)
is induced by the morphism of sheaves
R(f) ∶ OC(∞p)/CC/S Resp(?⋅df)✲ Op.
The resolution
CC/S → [OC(∞p) d✲ ωC/S(∞p) Resp✲ Op]
gives a morphism δ ∶ Op → CC/S[2] which induces an isomorphism
OS = π∗Op
∼
✲ R2π∗(CC/S).
Thus, it is enough to check the commutativity of the following square in the derived category:
OC(∞p)/CC/S R(f)✲ Op
CC/S[1]
γ̃
❄ ⋅γ(f)
✲ CC/S[2]
δ
❄
By Lemma 4.11, the composition of ⋅γ(f) with γ̃ corresponds to the following composition of maps
of complexes
OC(∞p)/CC/S
OC(∞p) d ✲ ωC/S(∞p)ex
d
❄
OC(∞p) d✲ ωC/S(∞p)
⋅df
❄ Resp
✲ Op
−Resp(? ⋅ f)
❄
Hence, this composition is equal to the composition of δ with the map
OC(∞p)/CC/S →Op ∶ g ↦ −Resp(fdg).
But this is equal to g ↦ Resp(gdf) with is exactly R(f).
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(ii) The exact sequence (4.1) shows that M ⊂ L̃can is the kernel of the surjective map
γ ∶ L̃can → R1π∗CC/S .
Hence, by (i), we have an inclusion L̃can ⊂M
⊥. Since these are subbundles of the same rank in V ,
it follows that L̃can =M
⊥. 
For a Lagrangian subbundle Λ ⊂ R1π∗CC/S , let us set
LΛ ∶= γ
−1(Λ) ⊂ L̃can ⊂ V . (4.5)
Proposition 4.12. Assume that n > 0 is such that R1π∗(O(np)) = 0. Given a Lagrangian
subbundle Λ ⊂ R1π∗CC/S, let us define LΛ by (4.5) and Lcan as in Lemma 4.7. Then LΛ and Lcan
are Lagrangian subbundles in V, and the complex C●(V ;LΛ, Lcan) is quasi-isomorphic to
[Λ→ R1π∗OC],
where the morphism is the composition Λ↪ R1π∗CC/S → R1π∗OC .
Proof. The first assertion follows from Proposition 4.9(ii) and Lemma 4.7. To deduce the second,
we use Lemma 4.4. We need to check that the natural map
α ∶M⊥ = π∗(OC(np)/CC/S)→ V/Lcan ≃ π∗(OC(np)/OC)
is surjective. This map fits into the following commutative diagram with exact rows:
π∗(OC(np)) ✲ π∗(OC(np)/OC) ✲ R1π∗(OC)
π∗(OC(np)/CC/S)❄ α✲ π∗(OC(np)/OC)
id
❄ β
✲ R1π∗(OC/CC/S)
γ
❄
Now we observe that the map γ fits into an exact sequence
R1π∗(CC/S)→ R1π∗(OC) γ✲ R1π∗(OC/CC/S)
which implies that γ = 0 since the previous map in the exact sequence is surjective. Hence, in the
above commutative diagram we should have β = 0, and so α is surjective, as claimed.
Furthermore, we have
Lcan ∩M
⊥
= Lcan ∩ L̃can = π∗(OC/CC/S) ≃ π∗(ωC/S).
Thus, from Lemma 4.4 we get a quasi-isomorphism
C●(V ;LΛ, Lcan) ≃ C●(R1π∗CC/S ;Λ, π∗(ωC/S)).
Now the result follows from the exact sequence
0→ π∗(ωC/S)→ R1π∗CC/S → R1π∗OC → 0. (4.6)

Note that the bundle R1π∗CC/S comes from a local system over S equipped with a real struc-
ture. If we choose Λ coming from a real Lagrangian local subsystem then the map Λ → R1π∗OC
will be an isomorphism, hence in this case the complex C●(V ;LΛ, Lcan) is acyclic.
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4.6. Symplectic structures in supercase. Assume now that π ∶ X → S is a family of super-
curves, and we have an effective Cartier divisor p ⊂ X of codimension 1∣0 with the support p (as
observed in [6], the choice of p is equivalent to a choice of section S → X supported on p, see
also [20, Sec. 9.3]). Then we can define sheaves OX(mp) for m ∈ Z. Now we would like to mimic
the definition of a symplectic bundle V = Vn from Sec. 4.5, where n > 0 is such that
R1π∗(OX(np)) = π∗(OX(−np)) = 0.
We can start by taking the vector bundle
Ṽ = π∗(OX(np)/OX(−Np))
for some N ≫ n, and observe that the form
B(f, g) = Resp(fδg)
descends to a skew-symmetric form on Ṽ (recall that δ ∶ OX → ωX/S is the canonical derivation).
Now we denote by V the quotient of Ṽ by the kernel of this form. Locally over S we can choose
an isomorphism of a formal neighborhood of p in X with the split formal superdisk D over S with
the coordinate (z, θ) (see Remark 2.8). Then
Ṽ ∣D = z−nOS[[z]]/zNOS[[z]]⊕ z−nOS[[z]]θ/zNOS[[z]]θ,
and the kernel of the form gets identified with
zn+1OS[[z]]/zNOS[[z]]⊕ znOS[[z]]θ/zNOS[[z]]θ,
so that
V ∣D = coker(OS → z−nOS[[z]]/zn+1OS[[z]]⊕ z−nOS[[z]]θ/znOS[[z]]θ).
This shows that V is a symplectic bundle of rank 2n∣2n.
Furthermore, we can still define the Lagrangian subbundle Lcan ⊂ V by
Lcan ∶= π∗(OX/OX(−(n + 1)p))/OS,
and the Lagrangian subbundle LΛ ⊂ V as the preimage of a Lagrangian subbundle Λ ⊂ R1π∗CX/S
under the map
L̃can ∶= π∗(OX(np)/CX/S)→ R1π∗CX/S .
We also have an isotropic subbundle
M ∶= π∗(OX(np))/OS ⊂ L̃can.
Most of the arguments of Section 4.5 go through in the supercase. However, the assertion of
Proposition 4.12 only holds over an open subset U ⊂ S where OS → π∗OX is an isomorphism since
we want to use the exact sequence (4.6).
To describe the situation globally, let us consider the complex (concentrated in degrees 0 and
1),
Λ̃ = [π∗OX(np)→ LΛ].
It has locally free cohomology, so locally
Λ̃ ≃ OS ⊕Λ[−1].
Then we have a natural morphism in derived category
Λ̃→ Rπ∗OX
represented by the natural map of complexes
[π∗OX(np)→ LΛ]→ [π∗OX(np)→ π∗(OX(np)/OX)].
Now we have the following replacement of Proposition 4.12.
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Proposition 4.13. For large enough n, and a Lagrangian subbundle Λ ⊂ R1π∗CX/S, the subbun-
dles LΛ and Lcan in V, defined above are Lagrangian. Furthermore, we have M⊥ = L̃can and the
natural map
M⊥/M → R1π∗CX/S
is an isomorphism and identifies LΛ/M with Λ ⊂ R1π∗CX/S. Over an open subset U ⊂ S where the
theta-characteristics associated with X has vanishing push-forward, we have Lcan+M
⊥
= V and the
reduced Lagrangian Lcan ∩M
⊥ gets identified with π∗ωX/S ⊂ R
1π∗CX/S. There is an isomorphism
in the derived category of S,
Cone(Λ̃→ Rπ∗OX)[−1] ≃ C●(V ;LΛ, Lcan).
Proof. Most of the assertions are checked as in the even case. To prove the last assertion, we note
that the complex C●(V ;LΛ, Lcan) has form
[LΛ → V/Lcan] ≃ [LΛ → π∗(OX(np)/OX)].
Now we have a natural surjective morphism of complexes
Cone(Λ̃→ [π∗OX(np)→ π∗OX(np)])[−1]→ [LΛ → π∗(OX(np)/OX)]
with the kernel [π∗OX(np) id✲ π∗OX(np)][1]. This immediately implies our claim. 
4.7. Application to the moduli space of supercurves and poles of the period matrix.
Let M denote the moduli space of supercurves of fixed genus g ≥ 2, and let M0 denote the
corresponding reduced space. Let M+ denote the connected component over the component M+0
corresponding to even spin structures. There is a natural reduced divisor D0 ⊂M+0 , corresponding
to spin structures with a nonzero section.
Most of the time we work over some affine S equipped with an e´tale morphism S → M+.
Abusing the notation we will still denote by D0 the preimage of D0 ⊂M+0 in S. We have a well
defined line bundle Ber(Rπ∗OX) of rank 1∣0, where π ∶ X →M+ is the universal supercurve. Let
U ⊂ S be the open complement to D0. Then over U , R1π∗OX is a vector bundle of rank g∣0 and
π∗OX = OS (see Proposition 3.2). Thus, we have a canonical isomorphism
Ber(Rπ∗OX)∣U ≃ Det(R1π∗OX)−1∣U . (4.7)
Now assume that over S we have a Lagrangian subbundle Λ ⊂ R1π∗CX/S such that the induced
map Λ∣U → R1π∗OX ∣U is an isomorphism. Then the pair of Lagrangian subbundles π∗ωX/S ∣U and
Λ∣U is transversal, so using the construction of Section 4.3, we have the corresponding nonvanishing
section
θΛ ∶= θ(π∗ωX/S ,Λ) ∈ Γ(U,Det(Λ)−1 ⊗Ber(Rπ∗OX)−1∣U),
where we used the isomorphism (4.7). Note that the line bundle on the right is defined not just
over U , so it makes sense to ask about the behavior of θΛ near the divisor D0.
Assume that Λ′ ⊂ R1π∗CX/S is a Lagrangian complement to Λ defined over S, so that we have
a decomposition
R1π∗CX/S = Λ⊕Λ
′.
Then over U the subbundle π∗(ωX/S) ⊂ R1π∗CX/S is the graph of a morphism
Ω ∶ Λ′ → Λ.
Theorem 4.14. Assume that Λ is transversal to
π∗ωC/S0 ⊂ R
1π∗CC/S0 = R
1π∗CX/S .
Then locally near any point of the divisor D0 ⊂ S there exists a trivialization of Det(Λ)−1 ⊗
Ber(Rπ∗OX)−1, such that θ−1Λ = f2 for some regular function f vanishing on D0. Furthermore,
fΩ is regular on S. At a generic point of D0, f projects to a local equation of D0.
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Proof. We will deduce this from Theorem 4.5. Over U the complex Cone(Λ̃ → Rπ∗OX) is exact,
and θΛ can be identified with the canonical nonvanishing section
θ̃ ∈ BerCone(Λ̃→ Rπ∗OX)−1∣U ≃ Det(Λ)−1 ⊗Ber(Rπ∗OX)−1∣U .
Now by Proposition 4.13, we have a quasi-isomorphism of Cone(Λ̃→ Rπ∗OX)[−1] with the com-
plex C●(V ;LΛ, Lcan), so that θ̃ gets identified with θ(LΛ, Lcan). We claim that the assumptions
of Theorem 4.5 are satisfied for the pair of Lagrangians (LΛ, Lcan). This will immediately imply
the first assertion. It is easy to see that the fibers of our Lagrangians in V can be identified with
the similarly defined subspaces of the symplectic vector space
V ∶=H0(OC(np)/OC(−(n + 1)p))/C⊕H0(L(np)/L(−np)),
where (C,OC ⊕ L) is the split supercurve corresponding to s. Namely, the fiber of LΛ is the
preimage of Λs ⊂H
1(C,C) under the map
H0(OC(np)/CC)⊕H0(L(np))→H1(C,C),
so its even part is the preimage of Λs in H
0(OC(np)/CC) ⊂ V +. On the other hand, the fiber of
Lcan is the subspace
H0(OC/OC(−(n+1)p)/C)⊕H0(L/L(−np)) ⊂ V,
so its even part is H0(OC/OC(−(n+1)p)/C) ⊂ V +. Thus, the intersection of even parts of the
Lagrangians is the intersection of the preimage of Λs with H
0(OC/CS). But the latter space
projects to H0(ωC) ⊂H1(C,C) which intersects trivially with Λs.
Let us choose a splitting Λ → LΛ of the projection LΛ → Λ. Then we get a composed morphism
Λ→ LΛ → π∗(OX(np)/OX)
such that there is a quasi-isomorphism of complexes
[Λ⊕ π∗(OX(np))/OS δ✲ π∗(OX(np)/OX)] ≃ Cone(Λ̃→ Rπ∗OX)[−1].
Hence, combining Proposition 4.13 with Theorem 4.14 we obtain that fδ−1 is regular on M+.
Now let L′1 ⊂ L̃can be the preimage of Λ
′, so that we have a resolution
[π∗(OX(np))/OS → L′1] ∼✲ Λ′.
Now to show that fΩ is regular, it remains to check that Ω is induced by the composed map
L′1 → π∗(OX(np)/CX/S) → π∗(OX(np)/OX) δ−1✲ Λ⊕ π∗(OX(np))/OS pΛ✲ Λ
which vanishes on π∗(OX(np))/OS ⊂ L′1 (where pΛ is the projection onto Λ).
To this end, we note that −Ω is the composition of the maps of bundles over U ,
Λ′ → R1π∗CX/S → R1π∗O → Λ,
where the last arrow is the inverse of the isomorphism Λ → R1π∗O over U . Now we observe that
the maps
Λ′ → R1π∗CX/S → R1π∗O
are represented by the maps of resolutions (given by columns) in the following diagram
π∗(OX(np))/OS id✲ π∗(OX(np))/OS id✲ π∗(OX(np))/OS
L′1
❄
✲ π∗(OX(np)/CX/S)❄ ✲ π∗(OX(np)/OX)❄
Furthermore, over U , the inverse to the isomorphism Λ → R1π∗O is precisely the composition of
δ−1 with the projection to Λ. Together with the previous observation this proves our claim.
The fact that f projects to a local equation of D0 at a generic point follows from the comparison
with the construction of Sec. 4.4. 
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5. Supermeasure on the moduli space
5.1. Complex conjugation and the pairing. For a complex manifold X we denote by X
conjugate complex manifold. In other words, X = X as a C∞-manifold, but the holomorphic
functions on X are antiholomorphic functions on X . For every local holomorphic function f onX we can view f as a holomorphic function on X . It follows that for every holomorphic vector
bundle V over X we have a holomorphic vector bundle V over X (defined by the complex conjugate
transition matrices), so that we have a C-antilinear isomorphism
H0(X ,V) ∼✲ H0(X ,V) ∶ s↦ s.
More generally, the correspondence X ↦ X extends to a functor on the category of complex
manifolds, and for a morphism f ∶ X → Y, we have
f∗V ≃ f∗(V).
Given a holomorphic n-form η on X , we can view η as a holomorphic n-form on X . Hence,
p∗1η ∧ p
∗
2η is a holomorphic 2n-form on X ×X , where p1 ∶ X ×X → X and p2 ∶ X ×X → X are the
projections. Now let us consider the diagonal map ∆ ∶ X → X ×X (which is neither holomorphic
nor antiholomorphic). Then we have
η ∧ η =∆∗(p∗1η ∧ p∗2η).
All of the above is also valid for complex supermanifolds, with the convention that odd coordi-
nates are self-conjugate. In local coordinates (x1, . . . , xn, θ1, . . . , θm) holomorphic functions on X
form an exterior algebra in θi over the ring of antiholomorphic functions in x1, . . . , xn.
If η is a holomorphic section of the holomorphic Berezinian on X then p∗1η ∧ p∗2η will be a
holomorphic section of the holomorphic Berezinian on X × X . However, if we view X × X as a
real analytic supermanifold then p∗1η ∧ p
∗
2η will be an integral form of codimension n∣0, where the
complex dimension of X is n∣m.
Now let V be a local system of R-vector spaces of finite rank over X with a bilinear pairing
b ∶ V ⊗ V → R (where we denote by R the corresponding constant sheaf). Assume that
ι ∶ V → V ⊗R OX
is a morphism of holomorphic vector bundles on X . Then it induces a morphism ι ∶ V ↪ V ⊗ROX
of holomorphic vector bundles on X . Hence, on X ×X we get morphisms
p∗1ι ∶ p
∗
1V ↪ p−11 V ⊗R OX×X , p∗2ι ∶ p∗2V ↪ p−12 V ⊗R OX×X .
Now we observe that the restrictions of the local systems p−11 V and p
−1
2 V to the diagonal inX ×X are naturally isomorphic: both restrictions are identified with V . Therefore, there exists a
unique isomorphism
p−11 V ≃ p
−1
2 V
defined in a neighborhood of the diagonal in X × X . Thus, on this neighborhood we get anO-bilinear pairing
p∗1V ⊗ p∗2V → p−11 V ⊗R p−11 V ⊗R OX×X b⊗id✲ OX×X .
5.2. Definition of the supermeasure and regularity theorem. We can apply the above con-
struction to the embedding π∗ωX/U → R1π∗CX/U (recall that U ⊂M+ is the locus corresponding
to theta-characteristics with trivial H0) and the identification
R1π∗CX/M+ = R
1π∗(RX)⊗R OM+ . (5.1)
A slight modification we can make in this case is that instead of the diagonal in M+ ×M+ it
is more natural to consider the locus in the reduced space M+0 ×M+0 corresponding to the pairs((C,L), (C′, L′)) with C = C′ (but possibly L ≠ L′). Let us call this locus the quasi-diagonal inM+0 ×M+0 and denote it by
∆qu(M+0) ⊂M+0 ×M+0.
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Since the local sistem R1π∗RX comes from the usual moduli space of curves, we can apply the
construction of Section 5.1 in our case, working on a neighborhood of the quasi-diagonal (instead
of the diagonal). Thus, we get a pairing between vector bundles,
p∗1π∗ωX/U ⊗ p
∗
2π∗ωX/U →OU×U (5.2)
defined near the quasi-diagonal ∆qu(U0) in U0 × U0.
We claim that this pairing is nondegenerate in a neighborhood of the quasi-diagonal. Indeed,
it is enough to check this on points of the quasi-diagonal, where it follows from the nonvanishing
of ∫C η ∧ η for a nonzero holomorphic 1-form on a usual complex curve.
From the pairing (5.2) we get a morphism of holomorphic bundles
p∗1π∗ωX/U → p
∗
2π∗ωX/U
∨,
or passing to determinants,
p∗1 Ber1 ∣U → p∗2Ber1−1∣U ,
where Berj ∶= Ber(Rπ∗ω⊗jX/M) (recall that R1π∗ωX/U ≃ OU , so Ber1 ∣U ≃ Det(π∗ωX/U)). Further-
more, this is an isomorphism in a neighborhood of ∆qu(U0).
In other words, considering the inverse of the above isomorphism, we get a canonical holomor-
phic nonvanishing section
s ∈ p∗1 Ber1⊗p
∗
2Ber1
in a neighborhood of ∆qu(U0) in U × U . Note that by definition, s is obtained by applying the
construction of Section 4.3 to the pair of Lagrangians (p∗1π∗ωX/U , p∗2π∗ωX/U):
s = θ(p∗1π∗ωX/U , p∗2π∗ωX/U)−1.
The Mumford isomorphism in the supercase (see [18]) is an isomorphism from Ber51 to Ber3,
which is the holomorphic Berezinian on M. Using it, from s5 we get a canonical holomorphic
nonvanishing section of the holomorphic Berezinian on a neighborhood of ∆qu(U0) in U × U .
Below we will show that it extends to a meromorphic section on a neighborhood of ∆qu(M+0) inM+ ×M+. Moreover, we have the following regularity statement.
Theorem 5.1. The image of the section s5 under the Mumford isomorphism extends to a mero-
morphic section of the holomorphic Berezinian on a neighborhood of the quasi-diagonal in M+ ×M+. If g ≤ 11 then the extended section is regular on a neighborhood of the quasi-diagonal.
5.3. Setup for studying the poles. To study poles of s near the point corresponding to a
supercurve with the underlying curve C, we choose a Lagrangian splitting of H1(C,R). This
defines a local Lagrangian splitting of the local systemR1π∗(RX), and hence a Lagrangian splitting
R1π∗CX/M+ =W ⊕W
′. (5.3)
In this case we have conjugate subbundles W , W ′ in R1π∗CX/M+ ≃H
1(C,R)⊗ROM+ . As before,
we work in a neighborhood of the quasi-diagonal in M+ ×M+, where we have the identification
p−11 R
1π∗(R) ≃ p−12 R1π∗(R).
With respect to this identification, we have
p∗1W = p
∗
2W, p
∗
1W
′
= p∗2W
′
as subbundles in H1(C,R)⊗R OM+×M+ .
Recall that the choice of W leads to a nonvanishing section over the complement to the divisorD0 ⊂M+0 ,
θ−1W = θ(π∗ωX/U ,W )−1 ∈ Det(W )⊗Det(R1π∗O)−1 ≃ Det(W )⊗Ber1 .
Applying Lemma 4.6 to the triple of Lagrangians
(p∗1π∗ωX/U , p∗2π∗ωX/U , p∗1W = p∗2W )
we get
±s = θ(p∗1π∗ωX/U , p∗1W )−1θ(p∗2π∗ωX/U , p∗2W )−1 det(p∗1τ − p∗2τ)−1
= p∗1θ
−1
W ⋅ p
∗
2θ
−1
W ⋅ det(p∗1τ − p∗2τ)−1, (5.4)
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where
τ ∶W ′ →W ≃ (W ′)∨
is a symmetric morphism such that π∗ωX/U is the graph of τ (so τ is the period matrix with
respect to the above splitting). Formula (5.4) will allow us to use information on the behavior of
θW near the divisor D0, to deduce the regularity of s for small genus.
5.4. Proof of Theorem 5.1. It is enough to study the situation in a neighborhood of the super-
curve corresponding to a curve with an even theta-characteristic (C0, L0) such thatH0(C0, L0) ≠ 0.
In addition to the splitting (5.3) into real Lagrangians, we can also define locally a different split-
ting. Namely, let M+0 be the usual moduli stack underlying M+ (classifying curves with even
theta-characteristics). Since R1π∗CX/M+ comes from a local system, it is identified with the pull-
back of a similar bundle R1π0∗CC/M+
0
on M+0 , where π0 ∶ C → M+0 is the universal curve overM+0 , with respect to some local splitting of the supermanifold M+.
Now, locally over M+0 we can choose a Lagrangian splitting of the form
R1π0∗CC/M+
0
= Λ′ ⊕Λ,
with Λ′ = π0∗ωC/M+
0
. Let us denote still by Λ and Λ′ the induced Lagrangian subbundles of rank
g∣0 in R1π∗CX/M+ . Furthermore, a convenient choice of the complement Λ is
Λ =W.
Over the open subset U ⊂M+, π∗ωX/U is a Lagrangian subbundle of R1π∗CX/U , whose restric-
tion to U0 = U ∩M+0 is Λ′. Hence, there is a unique symmetric even morphism
Ω ∶ Λ′ → Λ
over U , whose graph is π∗ωX/U . Note that Ω∣U0 = 0, so the entries of Ω belong to N 2 (where N is
the nilradical) on U .
By Theorem 4.14, locally there exists a function f on M+ such that fΩ extends regularly toM+ and f2 differs from θ−1Λ = θ−1W by a unit.
Now let us compare our two splittings of R1π∗CX/M+ . There exist a regular even morphism
A ∶W ′ →W over M+ (locally) such that Λ′ is the graph of A. Let us consider the composition
Ω̃ ∶W ′
x↦Ax+x
✲ Λ′
Ω
✲ Λ =W
Note that the entries of Ω̃ still belong to N 2 and f Ω̃ is regular on M+. Now any element of
π∗ωX/U has form y +Ωy for some y ∈ Λ
′, so using the decomposition y = Ax+x, where x ∈W ′, we
get
y +Ωy = x +Ax + Ω̃(x) = x + (A + Ω̃)x.
This implies that π∗ωX/U is the graph of τ ∶W
′ →W , with
τ = A + Ω̃.
Now let us denote by A(f) ⊂ j∗OU×U
the OM+×M+-subalgebra generated by elements p∗1(x/f), p∗2(x/f), with x ∈N 2. Note that the en-
tries of p∗1τ and p
∗
2τ are in A(f). Furthermore, since onM+0 the Lagrangian subbundles π0∗ωC/M+0
and π0∗ωCC/M+
0
in R1π∗(CC/M+
0
) are transversal and come from the usual moduli space of curves,
we get that p∗1A − p
∗
2A is invertible near the quasi-diagonal. This implies that
det(p∗1τ − p∗2τ)−1 ∈ A(f).
Finally, since θ−1W differs from f
2 by an invertible function, using (5.4) we obtain
s = p∗1f
2 ⋅ p∗2f
2
⋅ a,
with a ∈ A(f). This immediately shows that s is meromorphic. Furthermore, since
s5 = p∗1f
10 ⋅ p∗2f
10
⋅ a5,
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using the fact that a5 ∈ A(F ), we see that s5 is regular near the quasi-diagonal in M+ ×M+
provided N 22 = 0. Recall that the number of odd variables on M+ is 2g − 2. Thus, N 22 = 0 as
long as 2g − 2 ≤ 20, i.e., g ≤ 11. This finishes the proof. 
5.5. The pole of the superperiod map along the divisor. Let S be a superscheme, j ∶ U ↪ S
a complement to a Cartier divisor Dred ⊂ Sred, so Dred is locally given by an equation f = 0, where
f is a non-zero-divisor. Let us assume in addition that each local equation of Dred is a non-zero-
divisor in ⊕n≥0Nn/Nn+1, where N ⊂OS is the nilradical (this condition is automatic in the case
of a smooth superscheme). This implies that the natural homomorphism OS → j∗OU is injective.
Now assume that Dred is extended to a Cartier divisorD ⊂ S (locally given by an even equation,
reducing to an equation of Dred). Let us define the sheaf of rings on S, AD ⊂ j∗OU by
AD ∶= OS +N 2(D) +N 4(2D)+ . . . .
Note that locally any extension f̃ ∈ OS of an equation f of Dred is a non-zero-divisor in OS , due
to our assumption on f , so it gives a Cartier divisor on S extending Dred. We will show below
that in fact AD depends only on Dred.
Note that AD is a coherent sheaf of OS-algebras, so it defines a superscheme SD with a finite
morphism to S, so that the embedding of U into S factors as the composition
U ↪ SD → S.
Furthermore, we have SredD = S
red.
Let us also set
ID ∶= NAD = N +N 3(D) +N 5(2D)+ . . . ⊂ AD.
It is clear that ID is an ideal in AD.
Lemma 5.2. (i) The sheaves AD and ID depend only on the reduced divisor Dred ⊂ Sred.
(ii) There is a natural isomorphism of sheaves of rings
AD ∶= AD/ID ≃ OS/N ⊕⊕
n≥1
N 2n/N 2n+1(nDred)∣Dred .
Thus, the closed sub-superscheme SD ⊂ SD, associated with ID, is equipped with a natural Gm-
action such that the invariant locus is precisely Sred.
Proof. (i) We need to check that the sheaf OS + N 2f + N 4f2 + . . . does not change if we replace the
local equation f of D by f + n2 where n2 ∈N 2. But this follows easily from the formula
1
f + n2
=
1
f
(1 − n2
f
+
n22
f2
− . . .).
(ii) First, let us check that the map
AD/ID →OS/N ⊕⊕n≥1N 2n/(N 2n+1 +N 2n(−D)) ∶
a0 +
a2
f
+ a4
f2
+ . . . ↦ (a0 mod N , (a2n mod N 2n+1 +N 2n(−D))n≥1) (5.5)
is well defined (here a2i ∈ N 2i and f is a local equation of D). Indeed, suppose
a0 +
a2
f
+
a4
f2
+ . . . +
a2n
fn
= a1 +
a3
f
+ . . . +
a2n+1
fn
∈ ID,
where ai ∈N i. We need to check that a0 ∈N and a2i ∈N 2i+1 + fN 2i for i ≥ 1.
Note that since the multiplication by f is injective on all the quotients N i/N i+1, for i ≥ 0, it is
injective on OS/N i. Hence, for a ∈ O, if fma ∈ N i then a ∈ N i (for m ≥ 0). We have fna0 ∈ N ,
hence a0 ∈ N . Next, for every i ≥ 1, we have
f2n−i[f i(a0 − a1) + f i−1(a2 − a3) + . . . + f(a2i−2 − a2i−1) + a2i] ∈N 2i+1,
hence, we get that fa + a2i ∈ N 2i+1 for some a ∈ O. But this implies that fa ∈ N 2i, so a ∈ N 2i,
therefore, a2i ∈N 2i+1 + fN 2i, as claimed.
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Thus, the map (5.5) is well defined. It is clearly surjective. Now suppose a ∈ AD gives an
element in its kernel. Then we have
a = a1 +
a3 + fb2
f
+
a5 + fb4
f2
+ . . . = (a1 + b2) + a3 + b4
f
+ . . .
which is in ID, so a ≡ 0 mod ID. 
Definition 5.3. For a Cartier divisor Dred ⊂ Sred, whose local equations are non-zero-divisor in
⊕i≥0N i/N i+1, we define the sheaf of rings on S, ADred ⊂ j∗OU , by choosing locally an extension
of Dred to a Cartier divisor D ⊂ S and setting
ADred ∶= AD.
We also have a well defined ideal IDred ⊂ ADred , given locally by ID ⊂ AD. We denote by SDred
the superscheme over S with the structure sheaf ADred , and by SDred ⊂ SDred the sub-superscheme
associated with IDred .
Now assume that f ∶ U →X is a morphism of superschemes, such that corresponding morphism
f0 ∶ U
red →X extends to a regular morphism f red ∶ Sred →X .
Definition 5.4. We say that f has regular pole along Dred if locally the pull-backs of regular
functions from X belong to ADred . Equivalently, we require that f extends to a regular morphism
f̃ ∶ SDred →X .
Note that if f has a regular pole along Dred then we have the residual map
ResDred(f) ∶ SDred →X
obtained as the composition
SDred → SDred
f̃
✲ X.
Furthermore, the restriction of ResDred(f) to Sred is f red.
Now let M+ denote the even component of the moduli of supercurves, and let U ⊂M+ be the
open substack corresponding to theta-characteristics with vanishing cohomology. Then we have a
well defined superperiod map
per ∶ Ũ → LG, (5.6)
where LG is the Lagrangian Grassmannian of a 2g-dimensional symplectic space over C, Ũ → U is
the covering corresponding to a choice of a symplectic basis in cohomology.
Our results show that the superperiod map has a regular pole along the divisor D0 where the
theta-characteristic has nontrivial global sections.
Proposition 5.5. The superperiod map (5.6) has a regular pole along the preimage of the divisorD0 ⊂M+0 .
Proof. This follows from the proof of Theorem 5.1. We have seen in that proof that locally near a
point on D0, the superperiod map is given by a symmetric matrix Ω with entries in N 2 such that
fΩ is regular, where f reduces to an equation of D0. 
Remark 5.6. In the case when S is smooth and the divisor Dred ⊂ Sred is smooth, we can define
a superorbifold S̃Dred such that SDred is the coarse moduli space of S̃D. Namely, let f be a local
function on S such that f mod N defines Dred. Let us consider the double covering ZD → S given
by t2 = f , and let Z̃D be the blow-up of ZD at the ideal (t) +N . If (x1, x2, . . . , xn, (θj)) are local
(even and odd) coordinates on S, such that x1 = f then (t, x2, . . . , xn, ( θjt )) are local coordinates
on Z̃D, so Z̃D is a supermanifold. We have a natural action of Z /2 on Z̃D, sending t to −t, and we
consider the quotient-stack Z̃D/(Z /2). One can check that the resulting stacks glue into a global
stack S̃Dred depending only on D
red. Thus, away from the singular locus of D, the superperiod
map extends to a regular map from a superorbifold over M+.
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6. Second variation of the period map as a Massey product
6.1. Second variation map. Let X be a smooth supervariety. Let us denote by
Ω′X ⊂ ΩX
the OX -submodule generated by all df , where f is an even function. Locally, Ω′X is generated by
dxi and d(θiθj) for i < j. The restriction Ω′X ∣Xred is locally free and fits into an exact sequence
0→ N 2/N 3 → Ω′X ∣Xred → ΩXred → 0.
Note that if x ∈ Xred is a point, m ⊂ OX,x the corresponding maximal ideal, then the fiber of
Ω′X ∣Xred at x can be identified with mev/(mev)2, where mev is the even part of m.
Now assume that we have a morphism f ∶ X → Y , where Y is reduced (hence, purely even). Let
f red = f ∣Xred be the corresponding map Xred → Y . Then we have the induced map f∗ΩY → Ω′X ,
and hence,
(f red)∗ΩY → Ω′X ∣Xred . (6.1)
Furthermore, its composition with the projection to ΩXred is exactly the map induced by df
red.
Dually, we get a diagram
0 ✲ TXred ✲ (Ω′X ∣Xred)∨ ✲ (N 2/N 3)∨ ✲ 0
(f red)∗TY
❄
df red
✲
It follows that there is a unique map of OXred -modules,
d(2)f ∶⋀2(N/N 2)∨ ≃ (N 2/N 3)∨ → coker(df red)
induced by the vertical arrow in the above diagram. We call d(2)f the second variation map.
Given a point x ∈ Xred, to compute d(2)f at x, we observe that the map (6.1) at x is given by
the natural map
my/m2y → mevx /(mevx )2. (6.2)
Note that the latter map is well defined also when X is replaced by its sub-superscheme. Thus,
we can choose coordinates (x1, . . . , xn; θ1, . . . , θm) near x and consider the closed subscheme
Xodd,≤2(x) ⊂X
given by the ideal generated (x1, . . . , xn) +m3x. Note that the algebra of functions on Xodd,≤2(x)
is the truncated exterior algebra ⋀(θ1, . . . , θm)/⋀≥3. Let mx denote the maximal ideal in this
algebra. Then it is easy to see that the composition
(N 2/N 3)∣x ≃ N 2/(N 3 +mN 2) → mevx /(mevx )2 → mevx
is an isomorphism. Thus, the dual of the map d(2)f at x can be identified with the restriction to
ker((df red)∗) of the map
my/m2y → mevx ,
induced by the map Xodd,≤2(x) →X → Y .
Remark 6.1. It is clear that the map (6.2) can also be interpreted as the differential of the induced
map of usual schemes
X/Γ→ Y,
where X/Γ is the scheme (X,OevX ) called bosonic quotient of X in [2].
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6.2. Second variation of a map to the Grassmannian. Assume that we have an exact
sequence of vector bundles of even rank over a supervariety X ,
0→ S → V ⊗OX → Q→ 0,
so that we have an associated morphism f ∶ X → Gr(V ) to the Grassmannian of V .
Given a point x ∈ X , we have the induced embedding of the fibers at x, S ∣x ↪ V . Now the
composition
S ∣x ↪ V ↪ V ⊗OX → Q
factors through a map
S ∣x → mxQ.
The induced map
S ∣x → mxQ/m2xQ ≃ (mx/m2x)⊗Q∣x
corresponds to a map
TxX → Hom(S ∣x,Q∣x)
which is precisely the tangent map to f at x.
To calculate d(2)fx, we apply a similar to procedure to the restriction
0→ S → V ⊗OXodd,≤2(x) →Q→ 0
of our sequence of vector bundles to a sub-superscheme Xodd,≤2(x) (which depends on a choice of
coordinates near x). Namely, as above, from the sequence of bundles on Xodd,≤2(x) we get a map
S ∣x ↪ V → (mxQ)ev ≃ mevx ⊗Q∣x.
Now d(2)fx is the composition of the corresponding map
(N 2/N 3)∣∨x ≃ (mevx )∨ → Hom(S ∣x,Q∣x)
with the projection to coker(df redx ).
Note that the analog of the map d(2)fx makes sense if we start with an exact sequence
0→ S → V → Q→ 0
of bundles on a supermanifold, where V is equipped with an integrable connection. Namely, the
connection gives a trivialization of V/m3xV , and then we can apply the same construction.
6.3. Second variation of the period map. Let π ∶ X → S =M+ be the universal supercurve
over the even component of the moduli space of supercurves. Then over the open subset cor-
responding to theta-characteristics with no global sections, the exact sequence (2.3) induces an
exact sequence of bundles over S,
0→ π∗ωX/S → R1π∗CX/S → R1π∗OX → 0 (6.3)
Furthermore, the bundle in the middle carries a Gauss-Manin connection, so we have the corre-
sponding period map, per ∶ S̃ → Gr, from a covering of S to the Grassmannian. We would like
to calculate the corresponding second variation map. As we observed above, the second variation
map depends only on the flat connection on R1π∗CX/S , so it can be calculated over S.
Theorem 6.2. Let C be a smooth projective curve of genus g, L a theta-characteristic on C with
H0(C,L) = 0. Let [C,L] be the corresponding point of S.
(i) The tangent map
κ = dperred[C,L] ∶H
1(C,ω−1C ) → Hom(H0(C,ωC),H1(C,OC)) (6.4)
is given by the cup-product H1(C,ω−1C )⊗H0(C,ωC) →H1(C,OC).
(ii) The negative of the second variation map,
−d(2) per[C,L] ∶⋀
2
H1(C,L−1)→ Hom(H0(C,ωC),H1(C,OC))/ im(κ),
is given by the skew-symmetrization of the Massey product map
H1(C,L−1)⊗H1(C,L−1)→ Hom(H0(ωC),H1(OC))/ im(κ) (6.5)
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sending x1 ⊗ x2 to the map
α ↦ d−1(x1 ⋅ x2) ⋅ α + x1 ⋅ d−1(x2 ⋅ α)
viewed modulo the image of κ (where d is the differential in an appropriate dg-model).
Proof. The main idea is to realize explicitly the exact sequence (6.3) using Cech realization of
cohomology coming from a covering C = U0 ∪U1, where U0 is the formal neighborhood of a point
p ∈ C and U1 = C ∖ p. In addition, we use an explicit realization of the universal curve over the
subscheme Modd,≤2([C,L]).
For any family of supercurves X/S, where S is affine, with the underlying usual curve C/Sred,
and a marked point p ∶ Sred → C, we can consider the covering of X by U1 = X ∖ p(Sred) and
U0, the formal neighborhood of p(Sred). For brevity, we will denote p(Sred) simply as p. We can
represent Rπ∗OX by the complex
P0
dOX✲ P1
where P0 = OX(U1), P1 = OX(U0 ∖ p)/O(U0), and dOX is induced by the restriction from U1 to
U0 ∖ p = U0 ∩ U1.
On the other hand, using the embedding j ∶ U1 ↪ C, we obtain quasi-isomorphisms
CX/S → [OX → ωX/S]→ [j∗OU1 → (j∗ωU1/S)ex],
where (j∗ωU1/S)ex ⊂ j∗ωU1/S denotes the subsheaf of forms that are exact near p (in other words,
this is the sheaf image of δ). Note that the latter subsheaf is not acyclic for π. However, since
j∗OU1 is π-acyclic, we can still represent τ≤1Rπ∗CX/S by the two-term complex
P0
δ
✲ Q1
where Q1 = ωX/S(U1)ex is the space of forms on U1, exact near p.
Now the exact sequence (6.3) can be represented explicitly as
0→ ωX/S(X)→ coker(P0 δ✲ Q1)→ coker(P0 dOX✲ P1)→ 0
where the first map sends α ∈ ωX/S(X) to α∣U1 ∈ Q1, while the second map is induced by the map
Q1 → P1 ∶ β ↦ δ−1(β∣U0∖p).
Now we specialize to the case when Sred is the point [C,L], and our family X over S is obtained
by gluing trivial families of supercurves S ×X0 and S ×X1. Here
Xi = (Ui, (O ⊕L)∣Ui), i = 0,1,
where U0 is the formal neighborhood of a point p ∈ C and U1 = C ∖ p. The gluing is given by an
automorphism T of S ×X01, where X01 = (U01, (O ⊕L)∣U01). In this case we have identifications
P0 = P 0 ∶= OX1(U1)⊗OS , P1 = P 1 = OX0(U0 ∖ p)/OX0(U0)⊗OS ,
Q1 = Q1 = ωX1(U1)ex ⊗OS ,
ωX/S(X) = {α0 ∈ ωX0(U0)⊗OS , α1 ∈ ωX1(U1)⊗OS ∣ T ∗α1∣U0∖p = α0∣U0∖p}
= {α1 ∈ ωX1(U1)⊗OS ∣ T ∗α1∣U0∖p is regular at p}.
Under these identifications the differential dOX ∶ P
0 → P1 corresponds to
dT ∶ P
0 → P 1 ∶ f ↦ T ∗(f ∣U0∖p),
δ ∶ P0 → Q1 corresponds to δ ∶ P 0 → Q1, still just induced by δ ∶ OX1(U1) → ωC(U1), the map
Q1 → P1 corresponds to the map
Q1 → P 1 ∶ β ↦ T ∗δ−1(β∣U0∖p). (6.6)
Finally, the embedding of ωX/S(X) into coker(P 0 δ✲ Q1) sends (α0, α1) to the image of α1.
The Gauss-Manin connection on coker(P 0 →Q1) is induced by the connection on Q1, such that
ωX1(U1)ex are horizontal sections.
For the computation of the tangent map in (i), it is enough to consider the family over C[ǫ]/(ǫ2)
associated with v ∈H1(C,TC). Namely, we realize v by a vector field on U01 = U0∖p, and consider
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the automorphism T on (U0 ∖ p)[ǫ] given by this vector field. Now given α ∈ H0(C,ωC), we
consider α∣U1 as a horizontal section of coker(P 0 δ✲ Q1), and apply the map (6.6) to it. Note
that T ∗ is given by the Lie derivative Lv = δiv. Thus,
T ∗δ−1(α∣U0∖p) = ⟨v,α∣U0∖p⟩,
which corresponds to taking the cup product of the class of v in H1(C,TC) with α ∈ H0(C,ωC).
For the computation of the second variation we take S = Spec(⋀W /⋀≥3W ), where W =
H1(C,L−1)∨. Let ϕ ∈ H1(C × S,L−1) denote the universal section given as
ϕ =∑
i
ηi ⋅ bi ∈H
1(C × S,L−1) =H1(C,L−1)⊗⋀W /⋀≥3W,
where (ηi) is a basis of H1(C,L−1) and (bi) is the dual basis of W . We realize ϕ by a section of
L−1 over U01 × S = (U0 ∖ p) × S.
The automorphism T ∗ of (OC ⊕L)⊠OS over (U0 ∖ p) × S is given by
(g,ψ) ↦ (g +ϕψ,ψ +ϕdg + 1
2
Q(ϕ)ψ),
where g ∈ OC×S , ψ ∈ L ⊠ OS , and Q is a certain quadratic form (see Section 2.6). Using this
explicit form of T we can get a different presentation of R1π∗OX = coker(P 0 dT✲ P 1). Note that
the elements of P 0 are pairs (g,ψ), where g ∈ O(U1)⊗OS , ψ ∈ L(U1)⊗OS , and
dT (g,ψ) = T ∗(g∣U0∖p, ψ∣U0∖p) mod (O(U0)⊕L(U0))⊗OS .
Furthermore, by assumption on the vanishing of H∗(C,L), the differential
dL ∶ L(U1)⊗OS → (L(U0 ∖ p)/L(U0))⊗OS
is invertible. It follows that for any ψ ∈ (L(U0 ∖ p)/L(U0))⊗OS , we have
dT (0, d−1L ψ) = (ϕ(d−1L ψ)∣U0∖p, ψ + 12Q(ϕ)(d−1L ψ)∣U0∖p),
so that
(0, ψ) ≡ −(ϕ(d−1L ψ)∣U0∖p,0) − (0, 12Q(ϕ)(d−1L ψ)∣U0∖p) mod im(dT ).
Iterating this we get
(0, ψ) ≡ (Aϕ((d−1L ψ)∣U0∖p),0) mod im(dT ),
where Aϕ is a morphism of sheaves L→ O, Aϕ(ψ) = −ϕψ + . . . over (U0 ∖ p)×S. This leads to an
isomorphism
coker(dT ) ∼✲ coker[(id+Aϕ(ϕ ⋅ d)) ○ dO ∶ O(U1)⊗OS → (O(U0 ∖ p)/O(U0))⊗OS] ∶
(g,ψ)↦ g +Aϕ((d−1L ψ)∣U0∖p). (6.7)
Now to calculate d(2) per[C,L], we start with a global form α ∈ H
0(C,ωC). Then we consider
the restriction α∣U1 as the corresponding horizontal section of coker(δ ∶ P 0 → Q1). Then, applying
the map induced by (6.6) to this section we get
T ∗(d−1(α∣U0∖p),0) = (d−1αU0∖p, ϕα∣U0∖p) = (0, ϕα∣U0∖p)
since d−1αU0∖p extends to U0, and so is zero in P
1. Finally, we apply isomorphism (6.7) and get
the element in coker[(id+Aϕ(ϕ ⋅ d)) ○ dO] represented by
Aϕ([d−1L (ϕα∣U0∖p)]∣U0∖p) = −ϕ ⋅ [d−1L (ϕα∣U0∖p)]∣U0∖p
since we quotient by ⋀≥3 in OS .
Now using the formula for ϕ leads to the asserted expression in terms of the Massey product. 
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Remark 6.3. Note that the usual Massey product
H1(L−1)⊗H1(L−1)⊗H0(ωC)⇢H1(OC)
is ill-defined since the composition H1(ω−1C ) ⋅α✲ H1(OC) is surjective for every α ≠ 0. However,
we consider instead a well defined map
H1(L−1)⊗H1(L−1)→ Hom(H0(ωC),H1(OC))/ im(κ)
Next, we are going to calculate the Massey product map (6.5).
7. Study of the Massey product
7.1. Relation to a univalued Massey product. First, we observe that the Massey product
(6.5) can be given as
α ↦m3(x1, x2, α),
where we use the minimal A∞-structure obtained by the homological perturbation (this follows
from [14, Prop. 1.1]). Next, using the fact that this A∞-structure can be chosen to be cyclic with
respect to the Serre duality pairing, we see that
⟨m3(x1, x2, α1), α2⟩ = ±⟨x1,m3(x2, α1, α2)⟩,
for xi ∈H
1(L−1), αi ∈H0(ωC).
Using Serre duality we can view the map κ (see (6.4)) as the map
H0(ω⊗2C )∗ ≃H1(ω−1C )→H0(ωC)∗ ⊗H0(ωC)∗,
dual to the multiplication map
H0(ωC)⊗H0(ωC)→H0(ω⊗2C ).
Thus, the above cyclicity implies that the dual to the Massey product map (6.5) can be identified
with the map
K → Hom(H1(L−1),H0(ω ⊗L)) ∶∑
i
αi ⊗ α
′
i ↦ (x↦∑
i
m3(x,αi, α′i)),
where K ⊂H0(ωC)⊗H0(ωC) is the kernel of the multiplication map.
Next, applying the A∞-identity to the elements α,x,∑i αi ⊗α′i, where α ∈H0(ωC), we get
α ⋅∑
i
m3(x,αi, α′i) =∑
i
m3(α,x,αi) ⋅ α′i. (7.1)
Note that if we know the left-hand side for all α ∈ H0(ωC), then this determines the element
∑im3(x,αi, α′i) ∈H0(ωC ⊗L), since the map
H0(ωC ⊗L) = Hom(ωC , ω2C ⊗L)→ Hom(H0(ωC),H0(ω2C ⊗L)) ∶ y ↦ (α↦ α ⋅ y)
is injective for g ≥ 1 (since ωC is generated by its global sections).
Thus, our Massey product is uniquely determined by the map
m3 ∶H
0(C,ωC)⊗H1(C,L−1)⊗H0(C,ωC) →H0(C,ωC ⊗L), (7.2)
which is a univalued Massey product due to the assumption H0(C,L) =H1(C,L) = 0.
7.2. Calculation of the Massey product via the triangulated structure. Let T be a
triangulated category, α ∈ Hom(A,B), β ∈ Hom(B,C[1]), γ ∈ Hom(C,D) composable morphisms
A
α
Ð→ B
β
Ð→ C[1] γ[1]Ð→D[1]
such that β ○ α = 0 and γ[1] ○ β = 0. Then a Massey product
MP(α,β, γ) ∈ Hom(A,D)/(γ ○Hom(A,C) +Hom(B,D) ○ α)
is defined as follows. The map β is part of an exact triangle
C
f
Ð→ V
g
Ð→ B
β
Ð→ C[1].
With our assumptions on the compositions of α,β, γ there exist morphisms α˜∶A→ V and γ˜∶V →D
such that g ○ α˜ = α and γ˜ ○ f = γ. The Massey product is γ˜ ○ α˜ ∈ Hom(A,D). Any two choices of α˜
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differ by f ○ σ with σ ∈ Hom(A,C); the corresponding Massey products differ by γ ○ σ. Similarly,
changing the choice of γ˜ changes the Massey product by τ ○α for some τ ∈ Hom(B,D). Thus the
Massey product is a well-defined element of the quotient of Hom(A,D) by these ambiguities. A
particularly simple situation, which occurs in our case, is when Hom(A,C) and Hom(B,D) vanish.
In this case, the compositions always vanish and there is no ambiguity: the Massey product is a
well-defined map
MP∶Hom(A,B)⊗Hom(B,C[1])⊗Hom(C,D) → Hom(A,D).
Now we can apply the above recipe to calculate the Massey product (7.2), associated with(C,L), where H∗(C,L) = 0. Note that the compatibility of the Massey products calculated using
a dg-enhancement and using a triangulated structure is well known and goes back to [1, Sec. 5.A]
(see [7, Sec. 3.2] for details). Using this compatibility, we can rewrite (7.2) as
MP∶Hom(OC , ωC)⊗Ext1(ωC , L)⊗Hom(L,ωC ⊗L)→ Hom(OC , ωC ⊗L).
Let V (β) be an extension
0→ L→ V (β)→ ωC → 0
corresponding to β ∈ Ext1(ωC , L). Then
m3(α1, β,α2) =MP(α1, β,α2)(1) = α˜2 ○ α˜1(1) (7.3)
where α˜1, α˜2 are the lifts of α1, α2 in the diagram
OC ωC L ωC ⊗L
V (β)
α1
α˜1
[1] α2
α˜2
(7.4)
in the derived category of coherent sheaves on C.
7.3. Coordinates on Ext1(ωC , L). We are going introduce coordinates on the (2g − 2)-dimen-
sional vector space Ext1(ωC , L) = H1(C,L−1) (they will depend on a choice of a generic global
differential on C).
Lemma 7.1. Let L be a theta-characteristic on C without non-trivial sections. Let α ∈ H0(C,ωC)
be a nonzero differential with simple zeros P1, . . . , P2g−2. Then the evaluation map
ϕα∶H
0(C,L3)→ 2g−2⊕
i=1
L3Pi
at the zeros of α is an isomorphism. Dually, we have an isomorphism
ϕ∨α∶
2g−2
⊕
i=1
LPi →H
1(C,L−1).
The perfect pairing (⊕
i
L3Pi)⊗ (⊕
i
LPi)→ C
induced by the Serre duality is
t⊗ s↦∑
i
tisi/α′(Pi)
where α′(Pi) ∈ (ωC)2Pi is the derivative of α at the zero Pi.
Proof. The map ϕα appears in the long exact sequence associated with
0→ L
α
→ L3 →⊕
i
L3Pi → 0.
Since H0(C,L) = H1(C,L) = 0, ϕα is an isomorphism. Similarly, ϕ∨α comes from boundary
homomorphism associated with the exact sequence
0→ L−1
α
→ L→⊕
i
LPi → 0.
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Note that we have an isomorphism
⊕
i
L−1(Pi)∣Pi α′(Pi)✲ ⊕
i
LPi ,
whose composition with ϕ∨α is the standard coboundary map
ϕ∨ ∶⊕
i
L−1(Pi)∣Pi →H1(C,L−1).
It is well known that the Serre duality pairing of ϕ∨(x) with y ∈H0(C,LωC) is equal to the natural
pairing of x with (y∣Pi) (that uses trivializations of ωC(Pi)∣Pi). This implies our assertion. 
7.4. Formula for the Massey product.
Proposition 7.2. Fix a differential α ∈H0(C,ωC) with simple divisor of zeros D = P1+. . .+P2g−2.
For y ∈⊕2g−2i=1 L∣Pi consider β = ϕ∨α(y) ∈ Ext1(ω,L) ≅H1(C,L−1). Then
m3(α1, β,α2) = ϕ−1α (y ⋅ α1∣D)α2 − ϕ−1α (y ⋅ α2∣D)α1
α
.
Proof. We first construct an extension V (β) with the extension class β = ϕ∨α(y) ∈ Ext1(ω,L) in
terms of the coordinates yi ∈ L∣Pi .
Lemma 7.3. Let β = ϕ∨α(y) ∈ Ext1(ωC , L). Let V (β) be the subsheaf of L3 ⊕ ωC consisting of
sections (t, σ) such that t(Pi) = yiσ(Pi). Then
0→ L
(α,0)
Ð→ V (β) p2Ð→ ωC → 0,
with p2(t, σ) = σ, is an extension whose class is β.
Proof. We have V (β) = V˜ (β) ⊗ ωC where V˜ (β) ⊂ L ⊕ OC is the subsheaf of sections (λ, f) such
that λ(Pi) = yif(Pi) for all i = 1, . . . ,2g − 2. We have to show that
0→ L−1
(α,0)
Ð→ V˜ (β) p2Ð→ OC → 0
is an extension with class β ∈H1(C,L−1). It is clear that p2 is an epimorphism. Its kernel consists
of sections (λ,0) such that λ(Pi) = 0. These are precisely those of the form µα with µ ∈ L−1.
Thus we do have an extension of OC by L
−1. To compute a Cˇech representative of its class, we
notice that on U0 = C ∖ {P1, . . . , P2g−2} we have a section s of p2, namely 1 ↦ (0,1). We can also
construct locally on small open sets Ui around Pi a section 1 → (λi,1) so that λi(Pi) = yi. The
differences between these local sections is the Cˇech 1-cocycle, (λi,0) on Ui ∖ {Pi}. The class of
the extension is then the class in H1(C,L−1) of the cocycle
(λi/αi) ∈⊕
i
Γ(Ui ∩U0, L−1).
Its Serre duality pairing with a section t ∈ H0(C,L3) is
2g−2
∑
i=1
resPi
λi
αi
t =
2g−2
∑
i=1
λi(Pi)
α′i(Pi)t(Pi) =
2g−2
∑
i=1
yi
α′i(Pi) t(Pi) = ⟨y,ϕα(t)⟩ = ⟨β, t⟩.

We can now construct the lifts α˜1, α˜2 in diagram (7.4): α˜1 is of the form
1↦ (t, α1)
where t ∈H0(C,L3) is determined by the condition that (t, α1) ∈ V (β), i.e.,
t(Pi) = yiα1(Pi), i = 1, . . . ,2g − 2,
or equivalently, ϕα(t) = y ⋅α1∣D. The condition that α˜2 is a lift of α2 implies that α˜2 has the form
(u,σ)↦ (uα2 − sσ)α−1
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for some s ∈ H0(C,L3) determined by the condition that this map is regular at Pi. The latter
condition is equivalent to
u(Pi)α2(Pi) = s(Pi)σ(Pi), i = 1, . . . ,2g − 2.
Since u(Pi) = yiσ(Pi), we can take s(Pi) = yiα2(Pi). Thus,
α˜2 ○ α˜1(1) = (tα2 − sα1)/α,
where s ∈ H0(C,L3) is defined by the condition
s(Pi) = yiα2(Pi), i = 1, . . . ,2g − 2.
Equivalently, ϕα(s) = y ⋅α2∣D. Thus, using (7.3) we get the required formula for m3(α1, β,α2). 
Corollary 7.4. For ∑i αi ⊗ α′i ∈K ⊂H
0(ωC)⊗2 and β = ϕ∨(y) ∈H1(L−1), one has
∑
i
m3(β,αi, α′i) = −∑i ϕ−1α (y ⋅ αi∣D) ⋅α′i
α
∈H0(ωC ⊗L).
Proof. Combining (7.1) with the formula of Proposition 7.2 we get
α′ ⋅∑
i
m3(β,αi, α′i) ⋅ α =∑
i
m3(α′, β,αi) ⋅α′i ⋅ α =
∑
i
ϕ−1α (y ⋅ α′∣D)αiα′i −∑
i
ϕ−1α (y ⋅ αi∣D)α′iα′ = −∑
i
ϕ−1α (y ⋅αi∣D)α′i ⋅α′.

7.5. Computation for hyperelliptic curves. Assume now that C is hyperelliptic with the
double covering map f ∶ C → P1 ramified at the points p0, . . . , p2g+1 ∈ C. We choose an even
theta-characteristic on C to be
L ∶= O(p1 + . . . + pg − p0).
Note that h0(C,O(p1 + . . . + pg)) = 1 (see [7, Lem. 2.6.2]), hence h0(C,L) = 0.
Let us choose a coordinate t on P1 such that t(p0) =∞, and set ai = t(f(pi)). Then we have a
natural identification
OC(−4p0) dt✲ f∗ωP1 .
The affine curve C ∖ {p0} can be identified with the double cover of A1 given by
x2 =
2g+1
∏
i=1
(t − ai).
Note that x, viewed as a rational function on C has simple zeros at p1, . . . , p2g+1 and a pole of
order 2g + 1 at p0.
Let τ ∶ C → C be the hyperelliptic involution, so that τ∗(t) = t, τ∗(x) = −x. Then we have an
isomorphism of Z /2-equivariant line bundles
ωC ≃ f
∗ωP1(2g+1∑
i=0
pi) x/dt✲ OC((2g − 2)p0)⊗ χ,
where χ is a nontrivial character of Z /2. The Z /2-equivariant isomorphism of L2 with ωC ⊗ χ
comes from this identification and from the isomorphism
L⊗2 ≃ OC(2p1 + . . . + 2pg − 2p0) F✲ OC((2g − 2)p0),
where F = (t − a1) . . . (t − ag).
Now let us consider a section
G =
g−1
∏
j=1
(t − bj)
of OC((2g − 2)p0), where bj ∈ A1 are distinct and disjoint from (ai), and set
α =
Gdt
x
∈H0(C,ωC).
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Note that τ∗ acts on H0(C,ωC) as −1. Let D = ∪f−1(bj) be the divisor of zeros of α. For each
j = 1, . . . , g − 1, we pick a point q+j ∈ f
−1(bj), so that D = ∑(q+j + q−j ), where q−j = τ(q+j ).
Recall that the restriction map ϕα ∶H
0(ωC ⊗L)→H0((ωC ⊗L)∣D) is an isomorphism, and by
Serre duality, the dual map gives an isomorphism ϕ∨α ∶ H
0(L∣D) → H1(L−1). We will use natural
identifications
L∣D ≃OD, OD dt/x✲ ωC ∣D ⊗ χ.
Thus, we view ϕα as a map
H0(ωC ⊗L) ∼✲ H0(OD)⊗ χ ∶ β ↦ β
dt
⋅ x∣D .
Recall (see Lemma 7.1) that the duality between H0(L∣D) and H0((ωC ⊗L)∣D) is induced by
the product, the identification of L⊗2 with ωC and by the residue map
ω⊗2C ∣D → k ∶ γ ↦∑Res( γα).
Using the above trivializations we can identify the pairing between H0(L∣D) and H0((ωC ⊗L)∣D)
with the composition
H0(OD)⊗ (H0(OD)⊗ χ) dtx✲ H0(L⊗2 ⊗ ωC ∣D) Fx dt✲ H0(ω⊗2C ∣D) ∑Res ?⋅xGdt✲ k.
Thus, this pairing is given by
⟨y, y′⟩ =∑
j
F (bj)
xjG′(bj)(y(q+j )y′(q+j ) − y(q−j )y′(q−j )), (7.5)
where xj = x(q+j ).
Set V = H0(OD). We have a decomposition V = V + ⊕ V − into the eigenspaces with respect to
Z /2-action, so that V ± is spanned by
e±j ∶= δ(q+j ) ± δ(q−j ).
Note that V + and V − are isotropic with respect to ⟨?, ?⟩ and
⟨e+j , e−j′⟩ = δj,j′ ⋅ 2F (bj)
xjG′(bj) .
We have a commutative diagram
H0(ωC ⊗L) ϕα✲ H0(ωC ⊗L∣D)
H0(OC(p1 + . . . + pg + (2g − 3)p0))⊗ χ
x/dt
❄
✲ V ⊗ χ
x/dt
❄
where the bottom arrow is the natural restriction map. Let Gj , i = j, . . . , g − 1, be polynomials of
degree g − 2 in t such that Gj(bj′) = δj,j′ . Then we have the following basis of H0(OC(p1 + . . . +
pg + (2g − 3)p0)):
(Gj), j = 1, . . . , g − 1, (Gjx
F
), j = 1, . . . , g − 1,
where the first g − 1 elements are symmetric with respect to τ , and the last g − 1 elements are
antisymmetric. Thus, we have
ϕα(Gj dt
x
) = e+j ⋅ ( dt
dx
∣D),
ϕα(Gjx
F
⋅
dt
x
) = xj
F (bj)e−j ⋅ (
dt
dx
∣D).
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The basis of H0(ωC) is given by tm dtx , m = 0, . . . , g − 1. Now we can apply the formula of
Corollary 7.4 to some element
ξ =∑
i
fi(t)⊗ gi(t)dt⊗2
x2
∈K ⊂H0(ωC)⊗2,
where ∑i figi = 0. We have
−m3(ϕ∨α(e±j )⊗ ξ) = ∑i ϕ
−1
α (e±j fi(bj)dt/x)gi(t)
G
.
Hence,
−m3(ϕ∨α(e+j )⊗ ξ) = ∑i fi(bj)giGjG ⋅
dt
x
=
∑i fi(bj)gi
G′(bj)(t − bj) ⋅
dt
x
,
−m3(ϕ∨α(e−j )⊗ ξ) = F (bj)∑i fi(bj)giGjxxjFG ⋅
dt
x
=
F (bj)∑i fi(bj)gix
xjG′(bj)(t − bj)F ⋅
dt
x
,
where we used the identity (t − bj)Gj = G/G′(bj).
For applications to the second variation of the superperiod map, we need to compute the skew-
symmetrization of the corresponding maps
m3(?⊗ ξ) ∶H1(L−1) →H0(ωC ⊗L).
Equivalently, we have to skew-symmetrize the maps
Aξ = ϕαm3(ϕ∨α(?)⊗ ξ) ∶ V → V ⊗ χ
with respect to the pairing (7.5).
Restricting the right-hand sides of the formulas above to D, we get
−Aξ(e+j ) = ∑i fi(bj)g′i(bj)
G′(bj) e+j + ∑j′≠j
∑i fi(bj)gi(bj′)
G′(bj)(bj′ − bj)e+j′ ,
−Aξ(e−j ) = ∑i fi(bj)g′i(bj)
G′(bj) e−j + ∑j′≠j
xj′F (bj)∑i fi(bj)gi(bj′)
xjF (bj′)G′(bj)(bj′ − bj) e−j′ ,
Thus,
−⟨e+k,A∗ξ(e−j )⟩ = −⟨Aξ(e+k), e−j ⟩ =
⎧⎪⎪⎨⎪⎪⎩
2F (bj)∑i fi(bj)g
′
i(bj)
xjG′(bj)2
j = k
2F (bj)∑i fi(bk)gi(bj)
xjG′(bj)G′(bk)(bj−bk)
j ≠ k
,
and so
−A∗ξ(e−j ) = ∑i fi(bj)g′i(bj)
G′(bj) e−j +∑k≠j
xkF (bj)∑i fi(bk)gi(bj)
xjF (bk)G′(bj)(bj − bk) e−k,
(Aξ −A∗ξ)(e−j ) = ∑
k≠j
xkF (bj)
xjF (bk)G′(bj)(bj − bk) ⋅ (∑i fi(bj)gi(bk) + gi(bj)fi(bk))e
−
k. (7.6)
Note that the restriction of Aξ − A
∗
ξ to V
+ is determined from its restriction to V −, due to
duality between V + and V −.
8. Application to super-Schottky ideal
8.1. Estimate on generic rank of the second variation. First, let C be a hyperelliptic
curve. The results of [15] imply that certain quadratic relations between differentials on C can be
deformed away from the hyperelliptic locus. We keep the notations of the previous section.
Proposition 8.1. For any (g−3)-tuple of degree g−3 polynomials (H1(t), . . . ,Hg−3), the quadratic
relation in S2H0(C,ωC),
ξ =
g−3
∑
i=1
(Hi dt
x
⊗Hit
2 dt
x
+Hit
2 dt
x
⊗Hi
dt
x
− 2Hit
dt
x
⊗Hit
dt
x
) (8.1)
can be deformed away from the hyperelliptic locus.
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Proof. According to [15, Lem. 1.1.4], the quadratic map
Q ∶H0(P1,O(g − 3))→ S2H0(C,ωC) ∶ f(t)↦ f dt
x
⊗ ft2
dt
x
+ ft2
dt
x
⊗ f
dt
x
− 2ft
dt
x
⊗ ft
dt
x
induces an isomorphism of the space of quadratic forms on H0(P1,O(g − 3)) with the space of
quadratic relations between the differentials on C. Now, by [15, Thm. 2.2.2], any quadratic relation
corresponding to a degenerate quadratic form on H0(P1,O(g − 3)) can be deformed away from
the hyperelliptic locus. This immediately implies our assertion. 
Theorem 8.2. (i) Assume that g ≥ 5 is odd. There exists a non-empty open locus U ⊂ Mg,
such that for C ∈ U and a theta-characteristic L over C such that h0(L) = 0, there exists a
quadratic relation between the differentials, ξ ∈ H0(C,ωC)⊗2, such that the skew-symmetrization
of m3(?, ξ) ∈ ⋀2H0(ωC ⊗L) is nondegenerate.
(ii) In the case g ≥ 4 is even, the statement is that for a generic C there exists ξ such that the
skew-symmetrization of m3(?, ξ) has rank ≥ 2g − 4.
Proof. (i) Let us compute the skew-symmetric form associated with the quadratic relation (8.1),
which we write in the form ξ = ∑g−3i=1 ξi, where ξi depends on Hi as in the right-hand side of (8.1).
We can calculate the matrices of the operators
B(i) ∶= (Aξi −A∗ξi)∣V −
using (7.6). Let us consider the rescaled bases of V −,
dj ∶=
xjG
′(bj)
F (bj) e−j , d′j =
xj
F (bj)e−j , j = 1, . . . , g − 1.
Then the coefficient of d′k in B(ωi, ωj , ωk)(dj) is given by
B(i)qp = 1
bp − bq
(Hi(bp)Hi(bq)b2q +Hi(bq)Hi(bp)b2p − 2Hi(bp)Hi(bq)bpbq) =Hi(bp)Hi(bq)(bp − bq).
We have B(i)t = −B(i) and
im(B(i)) = ⟨∑
k
Hi(bk)ek,∑
k
bkHi(bk)ek⟩.
Now, assuming that g is odd, let us consider the relation ξ = ∑(g−1)/2i=1 ξi, where
H1 = 1,H2 = t
2,H3 = t
4, . . . ,H g−1
2
= tg−3.
Then the vectors spanning images of B(i), i = 1, . . . , (g − 1)/2, are evaluations of the monomials
1, t, . . . , tg−2 at b1, . . . , bg−1, so they are linearly independent. This implies thatB = B1+. . .+B(g−1)/2
is nondegenerate. Hence, Aξ −A
∗
ξ is nondegenerate.
Since (g−1)/2 ≤ g−3, by Proposition 8.1, we can find a family of curves with quadratic relation
ξ specializing to the hyperelliptic curve with the above quadratic relation. Furthermore, we can
extend it to a family of curves with theta-characteristics. Thus, we will obtain a non-hyperelliptic
curve (C,L) with a theta-characteristic L such that h0(L) = 0, and a quadratic relation ξ such
that the skew-symmetrization of m3(?, ξ) is nondegenerate.
It remains to recall a well known fact that for non-hyperelliptic curves the product map
κ ∶ S2H0(C,ωC)→H0(C,ω⊗2C )
is surjective, so that spaces K = ker(κ) form a vector bundle over the non-hyperelliptic locus in
Mg. Thus, a quadratic relation ξ with the above property can be found over an open locus in
Mg.
(ii) The proof is similar to that of (i), except that we consider ξ =∑(g−2)/2i=1 ξi, where
H1 = 1,H2 = t
2, . . . ,H g−2
2
= tg−4.
Then the matrix B = B1 + . . . +B(g−2)/2 has rank g − 2. Hence Aξ −A
∗
ξ has rank 2g − 4. 
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8.2. Super-Schottky ideal. Let M̃+ →M+ be the covering of M+ = M+g corresponding to a
choice of a symplectic basis in H1(C,Z), and let Ũ ⊂ M̃+ be the preimage of the open substack
U ⊂ M+ corresponding to theta-characteristics with trivial H0. Then we have a well defined
superperiod map,
per ∶ Ũ → LG2g,
where LG2g is the Lagrangian Grassmannian of the 2g-dimensional symplectic vector space over C,
corresponding to the Lagrangian subbundle π∗ωX/Ũ in the trivialized symplectic bundle R
1π∗CX/Ũ ,
where X → Ũ is the universal supercurve.
We define the super-Schottky ideal Is−Sch on LG2g as the ideal defining the schematic image of
per. In other words, a local function f belongs to Is−Sch if and only if per
∗ f = 0.
Let ISch ⊂ LG2g be the usual Schottky ideal corresponding to the image of the usual period
map M̃g → LG2g (where M̃g is the covering of Mg corresponding to a choice of a symplectic
basis in cohomology). It is clear that Is−Sch ⊂ ISch. Furthermore, for any f ∈ ISch, the pull-back
per∗ f is even, so it belongs to the square of the nilradical in the structure sheaf of M̃+. Since
there are 2g − 2 odd variables on M̃+, it follows that
I
g
Sch ⊂ Is−Sch.
Theorem 8.3. Let d be the minimal number such that IdSch ⊂ Is−Sch. Then for g odd, we have
d = g, while for g even we have d ≥ g − 1.
Proof. At a generic point of the classical Schottky locus, for any conormal vector ξ we can find a
function f ∈ ISch with ξ as its leading part. Now Theorem 8.2 implies that per
∗ fg−1 ≠ 0 for even
g, while per∗ fg−2 ≠ 0 for odd g. 
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