What is truth? The question does not admit a simple, precise answer. A dictionary-style definition is: The truth value of a proposition, p, is the degree to which the meaning of p is in agreement with factual information, F. A precise definition of truth will be formulated at a later point in this paper.
Precisiation of meaning is a prerequisite to reasoning and computation with information described in natural language. Precisiation of meaning is a desideratum in robotics, mechanization of decision-making, legal reasoning, precisiated linguistic summarization with application to data mining and other fields. It should be noted that most-but not all-propositions drawn from natural language are precisiable.
In RCT, truth values form a hierarchy. First order (ground level) truth values are numerical, lying in the unit interval. Linguistic truth values are second order truth values and are restrictions on first order truth values. nth order truth values are restrictions on (n À 1) order truth values, etc. Another key idea is embodied in what is referred to as the truth postulate, TP. The truth postulate, TP, equates the truth value of p to the degree to which X satisfies R. This definition of truth value plays an essential role in RCT. A distinguishing feature of RCT is that in RCT a proposition, p, is associated with two distinct truth values-internal truth value and external truth value. The internal truth value relates to the meaning of p. The external truth value relates to the degree of agreement of p with factual information.
To compute the degree to which X satisfies R, it is necessary to precisiate X, R and r. In RCT, what is used for this purpose is the concept of an explanatory database, ED. Informally, ED is a collection of relations which represent the information which is needed to precisiate X and R or, equivalently, to compute the truth value of p. Precisiated X, R and p are denoted as X ⁄ , R ⁄ and p ⁄ , respectively. X and R are precisiated by expressing them as functions of ED. The precisiated canonical form, CF ⁄ (p), is expressed as X ⁄ isr ⁄ R ⁄ . At this point, the numerical truth value of p, nt p , may be computed as the degree to which X ⁄ satisfies R ⁄ . In RCT, the factual information, F, is assumed to be represented as a restriction on ED. The restriction on ED induces a restriction, t, on nt p which can be computed through the use of the extension principle. The computed restriction on nt p is approximated to by a linguistic truth value, lt p .
Precisiation of propositions drawn from natural language opens the door to construction of mathematical solutions of computational problems which are stated in natural language.
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Introduction
The concepts of truth and meaning are of fundamental importance in logic, information analysis and related fields. The theory outlined in this paper, call it RCT for short, is a departure from traditional theories of truth and meaning, principally correspondence theory, coherence theory, Tarski semantics, truth-conditional semantics and possible-world semantics [1] [2] [3] [5] [6] [7] [8] [9] .
In large measure, traditional theories of truth and meaning are based on bivalent logic. RCT is based on fuzzy logic. Standing on the foundation of fuzzy logic, RCT acquires a capability to enter the realm of everyday reasoning and everyday discourse-a realm which is avoided by traditional theories of truth and meaning largely because it is a realm that does not lend itself to formalization in the classical tradition.
In RCT, truth values are allowed to be described in natural language. Examples. Quite true, very true, almost true, probably true, possibly true, usually true, etc. Such truth values are referred to as linguistic truth values. Linguistic truth values are not allowed in traditional logical systems.
The centerpiece of RCT is the deceptively simple concept-the concept of a restriction. The concept of a restriction has greater generality than the concept of interval, set, fuzzy set and probability distribution. An early discussion of the concept of a restriction appears in [12] . Informally, a restriction, R(X), on a variable, X, is an answer to a question of the form: What is the value of X? Example. Robert is staying at a hotel in Berkeley. He asks the concierge, ''How long will it take me to drive to SF Airport?'' Possible answers: 1 h, 1 h plus/minus fifteen minutes, about 1 h, usually about 1 h, etc. Each of these answers is a restriction on the variable, Driving.time. Another example. Consider the proposition, p: Most Swedes are tall. What is the truth value of p? Possible answers: true, 0.8, about 0.8, high, likely high, possibly true, etc. In RCT, restrictions are preponderantly described as propositions drawn from a natural language. Typically, a proposition drawn from a natural language is a fuzzy proposition, that is, a proposition which contains fuzzy predicates, e.g., tall, fast, heavy, etc., and/or fuzzy quantifiers, e.g., most, many, many more, etc., and/or fuzzy probabilities, e.g., likely, unlikely, etc. A zero-order fuzzy proposition does not contain fuzzy quantifiers and/or fuzzy probabilities. A first-order fuzzy proposition contains fuzzy predicates and/or fuzzy quantifiers and/or fuzzy probabilities. It is important to note that in the realm of natural languages fuzzy propositions are the norm rather than exception. Traditional theories of truth and meaning provide no means for reasoning and computation with fuzzy propositions.
Basically, R(X) may be viewed as a limitation on the values which X can take. Examples. X = 5 X is between 3 and 7 X is small X is normally distributed with mean m and variance r 2 It is likely that X is small Summers are usually cold in San Francisco (X is implicit) Robert is much taller than most of his friends (X is implicit)
As a preview of what lies ahead, it is helpful to draw attention to two key ideas which underlie RCT. The first idea, referred to as the meaning postulate, MP, is that of representing a proposition drawn from a natural language, p, as a restriction expressed as p ! X isr R;
where X is the restricted variable, R is the restricting relation, and r is an indexical variable which defines the way in which R restricts X. X may be an n-ary variable, and R may be an n-ary relation. Generally, X and R are implicit in p. Basically, X is the variable whose value is restricted by p. X is referred to as the focal variable. In large measure, the choice of X is subjective, reflecting one's perception of the variable or variables which are restricted by p. However, usually there is a consensus. It should be noted that a semantic network representation of p may be viewed as a graphical representation of an n-ary focal variable and an n-ary restricting relation. The expression on the right-hand side of the arrow is referred to as the canonical form of p, CF(p). CF(p) may be interpreted as a generalized assignment statement [17] . The assignment statement is generalized in the sense that what is assigned to X is not a value of X, but a restriction on the values which X can take. Representation of p as a restriction is motivated by the need to represent p in a mathematically well-defined form which lends itself to computation.
The second key idea is embodied in what is referred to as the truth postulate, TP. The truth postulate equates the truth value of p to the degree to which X satisfies R. The degree may be numerical or linguistic. As will be seen in the sequel, in RCT the truth value of p is a byproduct of precisiation of the meaning of p.
Note. To simplify notation in what follows, in some instances no differentiation is made between the name of a variable and its instantiation. Additionally, in some instances no differentiation is made between a proposition, p, and the meaning of p.
The concept of a restriction-a brief exposition
The concept of a restriction is the centerpiece of RCT. As was stated earlier, a restriction, R(X), on a variable, X, may be viewed as an answer to a question of the form: What is the value of X? The concept of a restriction is closely related to the concept of a generalized constraint [18] . R(X) may be viewed as information about X. More concretely, R(X) may be expressed in a canonical form, CF(R(X)), CFðRðXÞÞ : X isr R;
where X is the restricted variable, R is the restricting relation, and r is an indexical variable which defines the modality of R, that is, the way in which R restricts X. X may be an n-ary variable and R may be an n-ary relation. A restriction is precisiated if X, R and r are mathematically well defined. Precisiation of restrictions plays a pivotal role in RCT. Precisiation of restrictions is a prerequisite to computation with restrictions. Here is an example of a simple problem which involves computation with restrictions.
Usually Robert leaves his office at about 5 pm. Usually it takes Robert about an hour to get home from work. At what time does Robert get home?
Humans have a remarkable capability to deal with problems of this kind using approximate, everyday reasoning. One of the important contributions of RCT is that RCT opens the door to construction of mathematical solutions of computational problems which are stated in a natural language.
Types of restrictions
There are many types of restrictions. A restriction is singular if R is a singleton. Example. X = 5. A restriction is nonsingular if R is not a singleton. Nonsingularity implies uncertainty. A restriction is direct if the restricted variable is X. A restriction is indirect if the restricted variable is of the form f(X). Example.
is an indirect restriction on p. Note. In the sequel, the term restriction is sometimes applied to R. The principal types of restrictions are: possibilistic restrictions, probabilistic restrictions and Z-restrictions. Possibilistic restriction (r = blank)
RðXÞ : X is A;
where A is a fuzzy set in a space, U, with the membership function, l A . A plays the role of the possibility distribution of X,
Example.
X is small " " restricted variable restricting relationðfuzzy setÞ
The fuzzy set small plays the role of the possibility distribution of X ( Fig. 1 ).
Example.
Leslie is taller than Ixel ! ðHeightðLeslieÞ; HeightðIxelÞÞ is taller " " restricted variable restricting relationðfuzzy relationÞ
The fuzzy relation taller is the possibility distribution of ((Height (Leslie), Height (Ixel)).
Probabilistic restriction (r = p)
RðXÞ : X isp p; where p is the probability density function of X, Probðu 6 X 6 u þ duÞ ¼ pðuÞdu:
" " restricted variable restricting relationðprobability density functionÞ Z-restriction (r = z, s is suppressed) X is a real-valued random variable. A Z-restriction is expressed as
where Z is a combination of possibilistic and probabilistic restrictions defined as Z : ProbðX is AÞ is B;
in which A and B are fuzzy numbers. Usually, A and B are labels drawn from a natural language. The ordered pair, (A, B), is referred to as a Z-number [19] . The first component, A, is a possibilistic restriction on X. The second component, B, is a possibilistic restriction on the certainty (probability) that X is A. A Z-interval is a fuzzy number in which the first component is a fuzzy interval.
Examples.
Probably Robert is tall ! HeightðRobertÞ iz ðtall; probableÞ Usually temperature is low ! Temperature iz ðlow; usuallyÞ Note. Usually X is A, is a Z-restriction when A is a fuzzy number.
A Z-valuation is an ordered triple of the form (X, A, B), and (A, B) is a Z-number. Equivalently, a Z-valuation (X, A, B), is a Zrestriction on X, ðX; A; BÞ ! X iz ðA; BÞ:
Examples.
ðAgeðRobertÞ; young; very likelyÞ ðTraffic; heavy; usuallyÞ:
Note. A natural language may be viewed as a system of restrictions. In the realm of natural languages, restrictions are predominantly possibilistic. For this reason, in this paper we focus our attention on possibilistic restrictions. For simplicity, possibilistic restrictions are assumed to be trapezoidal.
Example. Fig. 2 shows a possibilistic trapezoidal restriction which is associated with the fuzzy set middle-age.
Computation with restrictions
Computation with restrictions plays an essential role in RCT. In large measure, computation with restrictions involves the use of the extension principle [10, 13] . A brief exposition of the extension principle is presented in the following. The extension principle is not a single principle. The extension principle is a collection of computational rules in which the objects of computation are various types of restrictions. More concretely, assume that Y is a function of X, Y = f(X), where X may be an n-ary variable. Assume that what we have is imperfect information about X, implying that what we know is a restriction on X, R(X). The restriction on X, R(X), induces a restriction on Y, R(Y). The extension principle is a computational rule which relates to computation of R(Y) given R(X). In what follows, we consider only two basic versions of the extension principle. In RCT, for purposes of reasoning and computation what are needed-in addition to possibilistic versions of the extension principle-are versions in which restrictions are probabilistic restrictions and Z-restrictions. These versions of the extension principle are described in [21] .
Truth and meaning
It is helpful to begin with a recapitulation of some of the basic concepts which were introduced in the Introduction.
There is a close relationship between the concept of truth and the concept of meaning. To assess the truth value of a proposition, p, it is necessary to understand the meaning of p. However, understanding the meaning of p is not sufficient. What is needed, in addition, is precisiation of the meaning of p. Precisiation of the meaning of p involves representation of p in a form that is mathematically well defined and lends itself to computation. In RCT, formalization of the concept of truth is a byproduct of formalization of the concept of meaning. In the following, unless stated to the contrary, p is assumed to be a proposition drawn from a natural language. Typically, propositions drawn from a natural language are fuzzy propositions, that is, propositions which contain fuzzy predicates and/or fuzzy quantifiers and/or fuzzy probabilities.
The point of departure in RCT consists of two key ideas: The meaning postulate, MP, and the truth postulate, TP. MP relates to precisiation of the meaning of p. More concretely, a proposition is a carrier of information. Information is a restriction. Reflecting these observations, MP postulates that the precisiated meaning of p-or simply precisiated p-may be represented as a restriction. In symbols, p may be expressed as p ! X isr R; where X, R and r are implicit in p. The expression X isr R is referred to as the canonical form of p, CF(p). In general, X is an nary variable and R is a function of X. Basically, X is a variable such that p is a carrier of information about X. X is referred to as a focal variable of p. In large measure, the choice of X is subjective. It should be noted that when X is an n-ary variable, a semantic network representation of p may be viewed as a graphical representation of the canonical form of p.
Examples.
p: Robert is young ? Age(Robert) is young " " X R p: Most Swedes are tall ?
Proportion(tall Swedes/Swedes) is most " " X R p: Robert is much taller than most of his friends ? Height (Robert) is much taller than most of his friends p: Usually it takes Robert about an hour to get home from work ? Travel time from office to home iz (approximately 1 h., usually).
The truth postulate, TP, relates the truth value of p to its meaning. More concretely, consider the canonical form CFðpÞ : X isr R:
TP postulates that the truth value of p is the degree to which X satisfies R. In RCT, truth values form a hierarchy: First-order (ground level), second order, etc. First order truth values are numerical. For simplicity, numerical truth values are assumed to be points in the interval (Fig. 5) .
A generic numerical truth value is denoted as nt. Second order truth values are linguistic. Examples. Quite true, possibly true. A generic linguistic truth value is denoted as lt. In RCT, linguistic truth values are viewed as restrictions on numerical truth values. In symbols, lt = R(nt). A generic truth value is denoted as t. t can be nt or lt.
Precisiation of X, R and p
Typically, X and R are described in a natural language. To compute the degree to which X satisfies R it is necessary to precisiate X and R. In RCT, what is used for this purpose is the concept of an explanatory database, ED [16, 20] . Informally, ED is a collection of relations which represent the information which is needed to precisiate X and R or, alternatively, to compute the truth value of p. Example. Consider the proposition, p: Most Swedes are tall. In this case, the information consists of three Height is the height of Name, where Name is a variable which ranges over the names of Swedes in a sample population.
Equivalently, and more simply, ED may be taken to consist of the membership function of tall, l tall , the membership function of most, l most , and the height density function, h. h is defined as the fraction, h(u)du, of Swedes whose height is in the interval [u, u + du].
X and R are precisiated by expressing them as functions of ED. Precisiated X, R and p are denoted as X in which tr is referred to as the truth function (Fig. 6) . The precisiated X and R are expressed as
where tall is a fuzzy set with the membership function, l tall .
The precisiated canonical form reads HeightðRobertÞ is tall:
Note that in this case the unprecisiated and precisiated canonical forms are identical. The truth distribution is defined by
where h is a generic value of Height(Robert). The basic equality reads TrðpjhÞ ¼ PossðhjpÞ:
More specifically, if h = 175 cm and l tall(175cm) = 0.9, then 0.9 is the truth value of p given h = 175 cm, and the possibility that h = 175 cm given p (Fig. 7) .
Example. Robert is handsome. In this case, assume that we have a sample population of men, Name 1 , . . ., Name n with l i being the grade of membership of Name i in the fuzzy set handsome. The meaning of p is the possibility distribution associated with the fuzzy set handsome-the possibility distribution which is induced by p. The possibility that Name i is handsome is equal to the grade of membership of Name i in handsome. A less simple example. Consider the proposition, p: Most Swedes are tall. In this case, X = Proportion(tall Swedes/Swedes) and R = most. The canonical form of p is Proportionðtall Swedes=SwedesÞ is most: The precisiated X and R may be expressed as
where most is a fuzzy set with a specified membership function, l most . Equivalently, ED may be expressed as l F (Name i ), h i , and l MT (h, h i ), i = 1, . . . , n. In this ED, h = Height(Robert), h i = Height (Name i ), l F (Name i ) = grade of membership of Name i in the fuzzy set of friends of Robert, and l MT (h, h i ) = grade of membership of (h, h i ) and the fuzzy set much taller. Precisiated X and R are expressed as,
The precisiated meaning of p is expressed as,
where^denotes conjunction. Note. The concept of an instantiated ED in RCT is related to the concept of a possible world in traditional theories. Similarly, the concept of a possibility distribution of the explanatory database is related to the concept of intension.
Precisiation of meaning is the core of RCT and one of its principal contributions. A summary may be helpful.
Summary of precisiation
The point of departure is a proposition, p, drawn from a natural language. The objective is precisiation of p.
1. Choose a focal variable, X, by interpreting p as an answer to the question: What is the value of X? Identify the restricting relation, R. R is a function of X. At this point, X and R are described in a natural language. 2. Construct the canonical form, CF(p) = X isr R. 3. Construct an explanatory database, ED. To construct ED, ask the question: What information is needed to express X and R as functions of ED? Alternatively, ask the question: What information is needed to compute the truth value of p? Fig. 7 . 0.9 = Truth value of the proposition Robert is tall, given that Robert's height is 175 cm. 0.9 = possibility that Robert's height is 175 cm, given the proposition Robert is tall.
4. Precisiate X and R by expressing X and R as functions of ED. Precisiated X and R are denoted as X ⁄ and R ⁄ , respectively. 5. Construct the precisiated canonical form, CF
CF
⁄ (p) defines the possibility distribution of ED given p, Poss(EDjp).
⁄ (p) defines the truth distribution of the truth value or p given ED, Tr(pjED). 9. Poss(EDjp) = Tr(pjED). 10. Define the precisiated (computational) meaning of p as the possibility distribution of ED given p, Poss(EDjp). More informatively, the precisiated (computational) meaning of p is the possibility distribution, Poss(EDjp), together with the procedure which computes Poss(EDjp).
Truth qualification. Internal and external truth values
A truth-qualified proposition is a proposition of the form t p, where t is the truth value of p. t may be a numerical truth value, nt, or a linguistic truth value, lt. Example. It is quite true that Robert is tall. In this case, t = quite true and p = Robert is tall. A significant fraction of propositions drawn from a natural language are truth-qualified. An early discussion of truthqualification is contained in [14] . Application of truth-qualification to a resolution of Liar's paradox is contained in [15] .
In a departure from tradition, in RCT a proposition, p, is associated with two truth values-internal truth value and external truth value. When necessary, internal and external truth values are expressed as Int(truth value) and Ext(truth value), or Int(p) and Ext(p).
Informally, the internal numerical truth value is defined as the degree of agreement of p with an instantiation of ED. Informally, an external numerical truth value of p is defined as the degree of agreement of p with factual information, F. More concretely, an internal numerical truth value is defined as follows:
Definition.
Intðnt p Þ ¼ trðEDÞ:
In this equation, ED is an instantiation of the explanatory database, Int (nt p ) is the internal numerical truth value of p, and tr is the truth function which was defined earlier.
More generally, assume that we have a possibilistic restriction on instantiations of ED, Poss(ED). This restriction induces a possibilistic restriction on nt p which can be computed through the use of the extension principle. The restriction on nt p may be expressed as tr(Poss(ED)). The fuzzy set, tr(Poss(ED)), may be approximated by the membership function of a linguistic truth value. This leads to the following definition of an internal linguistic truth value of p.
Definition.
Intðlt p Þ % trðPossðEDÞÞ:
In this equation, % should be interpreted as a linguistic approximation. In words, the internal linguistic truth value, Int (lt p ), is the image-modulo linguistic approximation-of the possibility distribution of ED under the truth function, tr. It is important to note that the definition of linguistic truth value which was stated in the previous subsection is, in fact, the definition of internal linguistic truth value of p (Fig. 8) .
Note. Poss(ED), tr(Poss(ED)) and lt p are fuzzy sets. For simplicity, denote these fuzzy sets as A, B and C, respectively. Using the extension principle, computation of lt p reduces to the solution of the variational problem, 
The external truth value of p, Ext(p), relates to the degree of agreement of p with factual information, F. In RCT, factual information may be assumed to induce a possibilistic restriction on ED, Poss(EDjF). In particular, if F instantiates ED, then the external truth value is numerical. This is the basis for the following definition.
Definition. The external numerical truth value of p is defined as Extðnt p Þ ¼ trðEDjFÞ;
where ED is an instantiation of the explanatory database induced by F.
Simple example. In Fig. 7 , if the factual information is that Robert's height is 175 cm, then the external numerical truth value of p is 0.9.
More generally, if F induces a possibilistic restriction on instantiations of ED, Poss(EDjF), then the external linguistic truth value of p may be defined as follows:
Extðlt p Þ % trðPossðEDjFÞÞ:
In this equation, % should be interpreted as a linguistic approximation. In words, the external linguistic truth value of p is-modulo linguistic approximation-the image of Poss(EDjF) under tr. An important observation is in order. An internal truth value modifies the meaning of p. An external truth value does not modify the meaning of p; it places in evidence the factual information, with the understanding that factual information is a possibilistic restriction on the explanatory database.
How does an internal truth value, t, modify the meaning of p? Assume that the internal truth value is numerical. The meaning of p is the possibility distribution, Poss(EDjp). The meaning of nt p is the preimage of nt under the truth function, tr. In other words, the meaning of p, expressed as the possibility distribution, Poss(EDjp), is modified to the possibility distribution Poss(EDjnt p ). If the internal truth value is linguistic, lt p , the modified meaning is the preimage of lt p , Poss(EDjlt p ), under tr. (Fig. 9) More concretely, using the inverse version of the basic extension principle, we can write Simple example. In Fig. 7 , the preimage of 0.9 is 175 cm. The meaning of p is the possibility distribution of tall. The truth value 0.9 modifies the possibility distribution of tall to Height (Robert) = 175 cm. More generally, when the truth value is linguistic, lt p , the modified meaning of p is the preimage of lt p under tr (Fig. 10 ).
There is a special case which lends itself to a simple analysis. Assume that lt is of the form h true, where h is a hedge exemplified by quite, very, almost, etc. Assume that p is of the form X is A, where A is a fuzzy set. In this case, what can be postulated is that truth-qualification modifies the meaning of p as follows.
h trueðX is AÞ ¼ X is h A: h A may be computed through the use of techniques described in early papers on hedges [11, 4] .
Example. (usually true) Snow is white = snow is usually white.
Example. (Fig. 11) It is very true that Robert is tall = Robert is very tall. A word of caution is in order. Assume that there is no hedge. In this case, the equality becomes trueðX is AÞ ¼ X is A:
If truth is bivalent, and true is one of its values, this equality is an agreement with the school of thought which maintains that propositions p and p is true have the same meaning. In RCT, p and p is true do not have the same meaning. There is a subtle difference. More concretely, the meaning of p relates to the agreement of p with a possibilistic restriction on ED. The meaning of p is true relates to a possibilistic restriction which is induced by factual information.
When lt p is an external truth value, the meaning of p is not modified by lt p . In RCT, a simplifying assumption which is made regarding the factual information, F, is that F may be described as a possibility distribution of instantiations of ED, Poss(EDjF). The external truth value, lt p , identifies the factual information as the preimage of lt p under tr, Extðlt p Þ ¼ trðPossðEDjFÞÞ F ¼ PossðEDjExtðlt p ÞÞ:
In conclusion, truth-qualification in RCT is paralleled by probability-qualification in probability theory and by possibilityqualification in possibility theory. Truth-qualification, probability-qualification and possibility-qualification are intrinsically important issues in logic, information analysis and related fields. 
Concluding remark
The theory outlined in this paper, RCT, may be viewed as a step toward formalization of everyday reasoning and everyday discourse. Unlike traditional theories-theories which are based on bivalent logic-RCT is based on fuzzy logic. Fuzzy logic is the logic of classes with unsharp (fuzzy) boundaries. In the realm of everyday reasoning and everyday discourse, fuzziness of class boundaries is the rule rather than exception. The conceptual structure of RCT reflects this reality.
The theory which underlies RCT is not easy to understand, largely because it contains many unfamiliar concepts. However, once it is understood, what is revealed is that the conceptual structure of RCT is simple and natural.
