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1The Restless Hidden Markov Bandit
with Linear Rewards
Michal Yemini, Amir Leshem and Anelia Somekh-Baruch
Abstract—In this paper we present a model for the hidden
Markovian bandit problem with linear rewards. As opposed to
current work on Markovian bandits, we do not assume that
the state is known to the decision maker before making the
decision. Furthermore, we assume structural side information
where the decision maker knows in advance that there are two
types of hidden states; one is common to all arms, and the other
is unique to each arm. We present an algorithm and regret
analysis to this problem. Surprisingly, we can recover the hidden
states and maintain logarithmic regret in the case of a convex
polytope action set. Furthermore, we show that the structural
side information leads to expected regret that does not depend
on the number of extreme points in the action space. Therefore,
we obtain practical solutions even in high dimensional problems.
I. INTRODUCTION
A. Preliminaries
This work considers a setup in which at each time instant t,
a decision maker chooses an arm bt ∈ B ⊂ N to pull and an
action at ∈ A ⊂ RN and gets a reward that depends linearly
on a random function of an unknown system state st ∈ S ⊂ N
and the chosen arm bt ∈ B in the following way:
rt(bt,at) = 〈at,θ(bt, st)〉 , (1)
where 〈x,y〉 is the inner product between x and y. We assume
that the set A is compact and that the sets S and B are finite.
The process (st)t=1,2,... is a time-homogeneous, irreducible and
aperiodic Markov chain over a finite state space S . Additionally,
for each s ∈ S and b ∈ B, θ(b, s) is a random function with
a range Θb,s ⊂ RN . We refer to this model as the restless
hidden Markov bandit model with a linear reward. In this work
we consider a setup in which a decision maker only knows
the sets A,S and Θb,s for all (b, s) ∈ B × S but neither the
transition probabilities of the Markov process (st)t=1,2,..., the
probability distribution of the random function θ(b, s), nor
their realizations at time t. This model captures, for example,
communication networks in which a user chooses a single
frequency band for transmission, out of several possibilities
such as 2.4 GHz, 3.6 GHz or 5 GHz. Each of these frequency
bands includes several sub-bands. After choosing a frequency
band for transmission, the user chooses a frequency allocation
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over the sub-frequency bands included in the chosen band,
subject to a total spectrum and power utilization constraint
over all sub-bands. Upon making the choices, the user does not
know what the current quality of the chosen frequency bands
is, but only knows the communication rates (or delays) of
previous transmissions. The choice of the group of frequency
bands can be thought of as choosing an arm, and the frequency
allocation over the sub-bands can be considered as choosing
an action vector.
B. Discussion
The restless hidden Markov bandit model with linear rewards
described in (1) is related to several learning models, among
them are Markov bandits and Markov decision processes,
stochastic linear bandits, restless bandits models, partially
observed Markov decision processes, and bandits with structural
side information. In Markov bandit models the reward is gen-
erated by each arm independently of other arms, and changes
over time according to a Markov process that progresses over
time when an arm is played. In [1], an analysis of the expected
regret of a policy for the Markov bandit model was performed.
It compared the expected reward of the policy to that of the
arm with the best expected reward that was found based on
the stationary distribution of the Markov chain. In the Markov
decision process (MDP) literature, which considers a Markov
process that controls the state of a system, it is assumed that
this state is known to the decision maker upon choosing an
action to play [2]–[8]. An instantaneous in time minimization
regret approach which depends on the transition probabilities
of the Markov chain, and not only its stationary distribution has
be extensively investigated in many papers. Among them are
[2]–[4] which attain a logarithmic regret that depends on the
Markov chain parameters and the size action space, assuming
that the Markov chain is a unichain. Additionally, the general
case that includes weakly communicating Markov chains is
investigated in [5]–[8] and [9] in which a scheme that achieves
an O˜(
√
T ) regret that depends on the MDP parameters is
considered. It was also proven in [8] that is not possible to
achieve a logarithmic regret with a polynomial dependency on
the MDP parameters, assuming no prior knowledge regarding
the bias span is available. These results were derived under
the assumption that the decision maker know the state of the
Markov process before choosing an action, additionally, it is
assumed that the transition probabilities of the Markov chain
depend on the action played, and that no side information
regarding the reward function is known.
The restless hidden Markov bandit model with linear rewards
is also related to stochastic linear bandits, which study the
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2model in which at each time t a decision maker chooses an
action vector at from a predefined set and receives a reward that
is a linear function of the action vector, i.e., rt = 〈at,θt〉+wt,
(see for example [10]–[13]). It is assumed that θt is unknown
and that wt is a random noise. Using confidence bounds and
optimism in face of uncertainty the aforementioned works
derived expected regret bounds under several assumptions
regarding the probability distributions of the vectors θt and
the noise wt, and the action set of the decision maker.
The restless hidden Markov bandit model with linear rewards
is also related to the restless Markov bandits investigated, for
example, in [14]–[17]. In this setup, the process that governs
the arms constantly evolves regardless of which arm is pulled.
We note that our model is different from [16] since our setup
assumes that the Markov chain that governs the system states
is common to all arms, however, the arm selection affects
the reward received for the current system state. Another
relevant model is the partially observed Markov decision
process (POMDP) [18], [19]. In this model, a decision maker
aims to maximize its expected accumulative reward and has
to balance its desire to increase the immediate reward with
the benefits of improving the belief of the unknown state
of the system. Other related POMDP models include [20]–
[22]. The works [20], [21] consider a tracking problem with
independent objects and uses an approximated Gittins index
approach for finding policies. In [22] an information acquisition
and sequential belief refinement with a finite number of possible
actions is considered. Finally, our model is also related to the
Gaussian mixture models for the multi-armed contextual bandit
model considered in [23] in which the reward distributions are
approximated using nonparametric Gaussian mixture models.
A notable difference is, however, that since the structure of
the reward function is known to be linear in our model, we
estimate the probability distribution of the system instead of
estimating the reward distribution for each action.
Finally, the decision maker in the restless hidden Markov ban-
dit model with linear rewards has a structural side information,
that is, the decision maker knows in advance that the reward
function is linear and that the hidden states are composed of
two types: a state that is common to all arms, and a state that
depends on the arm played. However, the decision maker does
not know the mean reward or exact probability distribution of
each of these hidden states. We show that the decision maker
can take advantage of this side information regarding the reward
function, i.e., its linearity and the two types of states, to increase
the expected reward. Therefore, the restless hidden Markov
bandit model with linear rewards relates to learning problems
with structural side information see [24]–[32]. The papers [24]–
[30] consider multi arm bandit problems and the papers [31],
[32] consider MDPs. In particular, in regards to MDPs, the
work [31] considers MDPs with structural side information.
It presents explicit regret bounds and tractable algorithms for
two special models, the first an MDP with no structural side
information and an MDP with transition probability and mean
reward function that are Lipschitz functions of the state and
action spaces in an embedded Euclidean space. In the case
of Lipschitz structured MDPs the expected regret function
may be independent on the cardinality of the action and state
spaces, however, this is achieved by increasing the power of the
Markov chain span coefficient, introducing additional variables
that depend on the embedded Euclidean space and calculating
the optimal policy at each time instant and not in increasing
intervals of time. The paper [32] assumes side information
that upper bounds the maximal difference of the transition
probabilities beginning at two different states. These two states
are called similar if the bound is small. The learning of the
transition matrix of the MDP is then accelerated by using
samples of transitions from one state in the estimation of the
transition matrix of all its similar states. Note that our side
information model differs from the Lipschitz structured MDP
discussed in [31] to which tractable algorithm is proposed.
Additionally, our algorithm does not require the computation
of the optimal policy every time instant, this is especially
important when power consumption is considered. Furthermore,
we do not assume that the decision maker knows in advance
the upper bounds the maximal difference of the transition
probabilities beginning at two different states that are known
in [32]. Finally, we note that contrary to these works our setup
also assumes that the decision maker has to infer the previous
state from the previous actions and rewards.
Contributions: This work differs from the aforementioned
works in several aspects: First, it is neither a classical stochastic
linear bandit process since the state of the system evolves
over time according to a Markov process. Furthermore, it is
not a classical Markov bandit model nor a restless one since
the states are not directly observed or given to the decision
maker. Interestingly, we prove that the uncountability of the
action space or the cardinality of its set of extreme points does
not affect the expected regret. The scheme we propose takes
advantage of structural side information regarding the problem
and divides the estimation of the probability distribution which
controls the system evolution into two parts; the first part
estimates the transition matrix of the Markov chain common to
all arms, and the second estimates the probability distributions
of the unknown parameter θ, which depends on the system
state and the arm. Our numerical results demonstrate the merits
of our proposed scheme, namely the significant reduction of
the expected regret of the decision maker as compared to
an algorithm such as the UCRL algorithm [4] that ignores
structural side information.
II. MODEL FORMULATION
This section defines the restless hidden Markov bandit
problem with a linear reward in more detail. We consider
the setup that is stated in (1). The process (st)t=1,2,... is a
finite space S Markov chain with a transition matrix PS and
a unique stationary distribution µS . We denote the transition
probability between state s˜ and sˇ in S by PS(s˜, sˇ). Let B
be the set of arms that the decision maker can choose from
and let the action space A ⊂ RN of a decision maker be
an N -dimensional compact and convex polytope. The set A
represents the possible resource allocations to N processes.
We denote the set of extreme points (also known as vertices)
of A by V .We also assume that the set Θb,s is finite for
every (b, s) ∈ B × S and that |V |  |Θb,s|. Additionally,
3Θb,s˜ ∩ Θb,sˇ = ∅ for every s˜ 6= sˇ. Finally, we denote by
PΘb,s(θ) the probability of the random vector θ ∈ Θb,s.
At each time t the decision maker receives a reward rt =
〈at,θ(bt, st)〉. Upon receiving this reward the decision maker
chooses an arm bt+1 to pull and an action choice at+1, given
the arm choices, actions and rewards of previous times, 1, . . . , t,
and the sets B,A,S and Θb,s, (b, s) ∈ B × S.
We define the regret of the hidden restless Markov bandit
model with linear rewards with respect to the expected reward
of the restless Markov bandit model with linear rewards defined
next. This model assumes that the decision maker perfectly
knows in advance all the parameters of the model as well as
the identity of the previous state.
Definition 1 (The Restless Markov Bandit Model with Linear
Rewards). In the restless Markov bandit model with linear
rewards a decision maker knows in advance the transition
matrix PS and the probability distributions PΘb,s , (b, s) ∈
B × S as well as the sets A,S and Θb,s, (b, s) ∈ B × S.
At each time t the decision maker receives a reward rt =
〈at,θ(bt, st)〉 and observes the identity of the state st. Upon
receiving this reward the decision maker chooses an arm bt+1
to pull and an action choice at+1 given the actions, rewards
and states of previous times, 1, . . . , t, and the sets A,S and
Θb,s, (b, s) ∈ B × S as well as the transition matrix PS and
the probability distributions PΘb,s , (b, s) ∈ B × S.
Definition 2 (The Average Reward of a Policy for the Restless
Markov Bandit Model with Linear Rewards). A policy for the
restless Markov bandit model with linear rewards is defined as
a mapping pi : S → B ×A. The average reward of an action
policy pi is defined as
ρ(pi) =
∑
s˜,sˇ∈S
µS(s˜)PS(s˜, sˇ)
∑
θ∈Θbpi(s˜),sˇ
PΘbpi(s˜),sˇ(θ) 〈api(s˜),θ〉 .
(2)
Definition 3 (Regret Definition for the Restless Hidden Markov
Bandit Model with Linear Rewards). Denote by pi∗ the policy
that maximizes (2). Recall the reward definition (1) for the
restless hidden Markov bandit model with linear rewards. We
define the regret of the restless hidden Markov bandit model
with linear rewards as
R(T ) = Tρ(pi∗)−
T∑
t=1
rt(bt,at). (3)
That is, we define the regret to be relative to the optimal policy
for the scenario in which the decision maker is in possession
of the previous state, the Markov chain transition matrix and
the probability distributions of θ.
Notation: We denote by B(c, r) the n-dimensional Euclidean
ball with center c ∈ RN and radius r.
III. UPPER CONFIDENCE BOUND REINFORCEMENT
LEARNING FOR THE RESTLESS HIDDEN MARKOV BANDIT
MODEL WITH LINEAR REWARDS
This section presents Algorithm 1 and establishes its expected
regret for the restless hidden Markov bandit model with linear
rewards. Algorithm 1 uses two types of upper confidence
bounds, the first assists in estimating the transition probabilities
of the Markov chain and is not arm dependent, the other assists
in estimating the probability distributions PΘb,s which are arm
dependent. Additionally, Algorithm 1 recovers at each time t
the identity of the previous state st−1 with probability 1, this
recovery is -optimal in the sense that for each  > 0 we can
find a recovery scheme with an expected regret smaller than .
We next discuss the estimation of the probability distributions
PS(s˜, sˇ) and PΘb,s(θ). To this end, we define the following
notations: Let Nt(s) be the number of occurrences of the state
s until time t− 1. Additionally, let Nt(s˜, sˇ) be the number of
transitions from s˜ to sˇ until time t− 1. Similarly, let Nt(b, s)
be the number of times the arm b is played and immediately
the state s is observed, until time t− 1. Finally, let Nt(b, s,θ)
be the number of occurrences of θ ∈ Θb,s until time t− 1.
Algorithm 1 estimates the transition probability PS(s˜, sˇ) as
follows:
Pˆt(s˜, sˇ) =
{
Nt(s˜,sˇ)
Nt(s˜)
if Nt(s˜) > 0
|S|−1 if Nt(s˜) = 0
. (4)
Similarly, we estimate the probability PΘb,s(θ) by
PˆΘb,s(θ) =
{
Nt(b,s,θ)
Nt(b,s)
if Nt(b, s) > 0
|Θb,s|−1 if Nt(b, s) = 0
. (5)
Denote,
confS(t, s) , min
{
1,
√
log(4(t− 1)α|S|2)
2Nt(s)
}
,
confΘ(t, b, s) , min
{
1,
√
log(4(t− 1)α|Θb,s||B||S|)
2Nt(b, s)
}
,
(6)
where α is a constant such that α > 3.
To evaluate the expected regret of Algorithm 1 we introduce
the following lemma.
Lemma 1. For every t > 1, s, s˜, sˇ ∈ S, b ∈ B and θ ∈ Θb,s:
Pr
(
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| > confS(t, s˜)
)
≤ (t− 1)
−α+1
2|S|2 ,
Pr
(
|PˆΘb,s(θ)− PΘb,s(θ)| > confΘ(t, b, s)
)
≤ (t− 1)
−α
2|Θb,s||B||S| .
(7)
Appendix A proves (7) which follows from the union bound,
the Markovity of the state process and the Hoeffding inequality.
Using these inequalities we define the confidence intervals
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| ≤ confS(t, s˜),
|PˆΘb,s(θ)− PΘb,s(θ)| ≤ confΘ(t, b, s) (8)
of length confS(t, s) and confΘ(t, b, s), respectively.
Before we upper bound the expected regret for Algo-
rithm 1 we define the following notations. Denote TM =
maxs˜,sˇ∈S E(Ts˜,sˇ) where Ts˜,sˇ is the passage time of first
arriving at state sˇ when starting from state s˜, and let
TS =
(
mins˜,sˇ∈S:PS(s˜,sˇ)>0{PS(s˜, sˇ)}
)−1
. Additionally, denote
rmax = maxa,a˜∈A,θ,θ˜∈⋃(b,s)∈B×S Θb,s
{
〈a,θ〉 −
〈
a˜, θ˜
〉}
,
and let CΘmax = maxb,s |Θb,s|. Denote
4A∗(PS , {PΘb,s}(b,s)∈B×S , s˜) ,
{
(b∗,a∗) ∈ B × V :
(b∗,a∗)∈arg max
b∈B,a∈A
{∑
sˇ∈S
PS(s˜, sˇ)
∑
θ∈Θb,sˇ
PΘb,sˇ(θ) 〈a,θ〉
}}
.
(9)
Theorem 1. The expected regret of Algorithm 1 is
O
(
|B||S|TMTSrmax log (4T
αCΘmax |B||S|)
∆2
+|B|2|S|2TMTSrmax log2
(
T
|S||B| + 1
))
, (10)
where ∆ > 0 is the maximal δ such that if |PˆS(s˜, sˇ) −
PS(s˜, sˇ)| ≤ δ for all s˜, sˇ ∈ S , and |PˆΘb,s(θ)−PΘb,s(θ)| ≤ δ
for all (b, s) ∈ B × S then A∗
(
PˆS , {PˆΘb,s}(b,s)∈B×S , s˜
)
=
A∗ (PS , {PΘb,s}(b,s)∈B×S , s˜) for every s˜ ∈ S.
Theorem 1 will be proved in the next section. We note that
the term (10) does not depend on the cardinality of the set
V . Before proving Theorem 1 we discuss Algorithm 1 and
consider several adaptions. First, the estimation of the transition
probabilities is independent of the choice of arm and action
whenever we can detect correctly the system state. Therefore, it
follows from Theorem 1.2 in [33], Theorem 1.1 in [34] and the
proof of Lemma 1 that using the estimation for the transition
matrix directly instead of using its confidence interval yields the
same upper-bound (10) for the regret. Numerical results confirm
that optimizing the transition matrix over the confidence interval
indeed does not reduce and can even increase the expected
regret since estimating the transition matrix has an exponentially
decreasing error but the confidence bound shrinks slower.
Furthermore, we remark that we can remove the term TS from
(10) if we use confidence intervals for the joint probability
distribution P (s˜, b, sˇ,θ) , PS(s˜, sˇ)PΘb,sˇ(θ) instead of using
separate sets of confidence intervals for estimating the transition
matrix of the Markov chain and for the probability distributions
of θ. However, our numerical results show that this may be
suboptimal since in this case we can no longer estimate the
transition matrix of the Markov chain jointly over all arms
but only for all actions over a particular arm. Finally, we note
that we can reduce the constants in eq. (10) by adapting the
arguments presented in [6] for the UCRL2 algorithm instead
of those of the UCRL algorithm presented in [4].
A. The Motivation for Algorithm 1
Let PS be a transition matrix of a Markov chain with state
set S, let B be a finite set and let PΘb,s , (b, s) ∈ B × S be
probability distributions.
Lemma 2. For every transition matrix PS and every col-
lection of probability distributions PΘb,s , (b, s) ∈ B × S
there exists δ > 0 such that if |PˆS(s˜, sˇ) − PS(s˜, sˇ)| ≤ δ
for all s˜, sˇ ∈ S, and |PˆΘb,s(θ) − PΘb,s(θ)| ≤ δ for all
(b, s) ∈ B × S we have that A∗
(
PˆS , {PˆΘb,s}(b,s)∈B×S , s˜
)
=
A∗ (PS , {PΘb,s}(b,s)∈B×S , s˜) for every s˜ ∈ S.
Proof. Recall that V is the set of extreme points of the polytope
A. Since the set A is a bounded and convex polytope, the
optimal actions of
∑
sˇ∈S PS(s˜, sˇ)
∑
θ∈Θb,sˇ PΘb,sˇ(θ) 〈a,θ〉 lie
in the set V for every choice of arm b ∈ B and state s˜ ∈ S.
Denote PΘ = {PΘb,s}(b,s)∈B×S and let g(b,a, s˜) ,∑
sˇ∈S PS(s˜, sˇ)
∑
θ∈Θb,sˇ PΘb,sˇ(θ) 〈a,θ〉. Since the set of armsB is finite and bounded, and the set of states is finite as well,
we have that
min
s˜∈S
min
(b∗,a∗)∈A∗(PS ,PΘ,s˜),
(b,a)/∈A∗(PS ,PΘ,s˜)
[g(b∗,a∗, s˜)− g(b,a, s˜)] > 0. (12)
Thus, there exists δ > 0 that fulfills the optimality condition
of Lemma 2.
Lemma 2 motivates the development of Algorithm 1 which
utilizes upper confidence bounds to establishing an exploration-
exploitation trade-off. Interestingly, we show that we can
recover the vector θ that was generated while forfeiting a
negligible amount of reward. Moreover, instead of estimating
the reward function for every action in A (or equivalently
V ) we estimate the probabilities of generating θ. This has
a significant effect on the regret since we assumed that
|V |  |Θb,s| for all (b, s) ∈ B × S, such is the case for
example when A is an N -dimensional cube, in this case the
cardinality of V is exponential in the dimension N .
IV. PROOF OF THEOREM 1
The expected regret of Algorithm 1 comprises the following
events1:
• Regret caused by error in state recovery.
• Regret caused by suboptimal rounds in which the confi-
dence intervals are larger than ∆/2.
• Regret caused by failure of the confidence intervals.
• Regret caused by the deviation of the initial distribution
from the stationary distribution of the Markov chain PS .
Next, we show that the expected regret caused by each of these
events is no greater than (10).
A. Regret Caused by Error in State Recovery
In the restless hidden Markov bandit model the identity of
the previous state is not available to the decision maker, thus
the decision maker should balance minimizing the expected
regret of the current time and learning the current state of
the Markov chain. Suppose that the decision maker knows
st−1, it then chooses at time t the action a∗t = a
∗
t (st−1) and
arm b∗t = b
∗
t (st−1), calculated in (11), and receives a reward
rt = 〈a∗t ,θt〉. Denote Θb∗t =
⋃
s∈SΘb∗t ,s. We distinguish
between two cases: 1) θt is the unique solution of rt = 〈a∗t ,θt〉
in Θb∗t . 2) There are multiple solutions to the linear equation
rt = 〈a∗t ,θ〉 in Θb∗t . In the first case, upon receiving the
reward rt the decision maker can fully recover the vector θt
and thus also the system state st. The decision maker can then
use this information to maximize the expected reward for the
next play. In the second case, after receiving the reward the
1The proof of the union bound appears in Appendix E
5Algorithm 1:
1 Notations: t = 
(
10 · tα ·maxθ∈⋃(b,s)∈B×S Θb,s {‖θ‖1}
)−1
, ∀ t ∈ N,
2 confS(t, s) , min
{
1,
√
log(4(t−1)α|S|2)
2Nt(s)
}
, ∀ s ∈ S, t ∈ N,
3 confΘ(t, b, s) , min
{
1,
√
log(4(t−1)α|Θb,s||B||S|)
2Nt(b,s)
}
, ∀ b ∈ B, s ∈ S, t ∈ N;
Data: A, S, B, Θb,s ∀(b, s) ∈ B × S, α > 3,  > 0, α > 1;
4 Set sˆ−1 = s for some s ∈ S;
5 Set N0(s˜, sˇ) = N0(s˜) = 0 ∀s˜, sˇ ∈ S;
6 Set N0(b, s) = 0 ∀ (b, s) ∈ B × S ;
7 Set confS(0, s) = confS(1, s) = 1 ∀s ∈ S;
8 Set confΘ(0, b, s) = confΘ(1, b, s) = 1 ∀ b ∈ B, s ∈ S ;
9 Set t = 0;
10 for round k = 0, 1 . . . do
11 Initialize round k:
1) Set tk = t;
2) For every s˜, sˇ ∈ S such that Ntk(s˜) > 0 set Pˆtk(s˜, sˇ) = Ntk (s˜,sˇ)Ntk (s˜) . Otherwise, set Pˆtk(s˜, sˇ) = |S|
−1;
3) For every b ∈ B, s ∈ S and θ ∈ Θb,s such that Ntk(b, s) > 0 set Pˆtk,Θb,s(θ) = Ntk (b,s,θ)Ntk (b,s) . Otherwise, set
Pˆtk,Θb,s(θ) = |Θb,s|−1;
4) Calculate the policy (b∗tk(s˜),a
∗
tk
(s˜)) for every s˜ ∈ S, where
(b∗tk(s˜),a
∗
tk
(s˜)) = arg max
b∈B,a∈A,
P˜tk,Θb,sˇ
(θ)
∑
sˇ∈S
Pˆtk(s˜, sˇ)
∑
θ∈Θb,sˇ
P˜tk,Θb,sˇ(θ) 〈a,θ〉

s.t. : |P˜tk,Θb,sˇ(θ)− Pˆtk,Θb,sˇ(θ)| ≤ confΘ(tk, b, sˇ), ∀ b ∈ B, sˇ ∈ S
P˜tk,Θb,sˇ(θ) ≥ 0,
∑
θ∈Θb,sˇ
P˜tk,Θb,sˇ(θ) = 1, ∀ b ∈ B, sˇ ∈ S,θ ∈ Θb,sˇ. (11)
Execute round k:
while
• confS(t, s) > confS(tk, s)/2 for every s ∈ S, and
• confΘ(t, b, s) > confΘ(tk, b, s)/2 for every b ∈ B, s ∈ S
do
1) Choose bt = b∗tk(sˆt−1);
2) Choose at randomly from the set B(a∗tk(sˆt−1), t) ∩ A;
3) Play the pair (bt,at) and observe the reward rt;
4) Recover system states: set θˆt ∈
⋃
s∈SΘbt,s to be a solution of rt =
〈
at, θˆt
〉
and set sˆt ∈ S to be such that
θˆt ∈ Θbt,sˆt ;
5) Update:
• Set Nt+1(s) = Nt(s) + 1{s=sˆt−1}1{t≥1};
• Set Nt+1(s˜, sˇ) = Nt(s˜, sˇ) + 1{(s˜,sˇ)=(sˆt−1,sˆt)}1{t≥1};
• Set Nt+1(b, s) = Nt(b, s) + 1{(b,s)=(bt,sˆt)}1{t≥1};
• Set Nt+1(b, s,θ) = Nt(b, s,θ) + 1{(b,s,θ)=(bt,sˆt,θˆt)}1{t≥1};
• t = t+ 1;
end
12 end
6decision maker cannot distinguish between the different vectors
that solve the equation rt = 〈a∗t ,θ〉 in Θb∗t .
We overcome this uncertainty by choosing an action at ∈ A
instead of a∗t such that the following conditions hold:
(A1) at ∈ B(a∗t , t) ∩ A, for some choice of t > 0.
(A2)
〈
at, θ˜
〉
=
〈
at, θˇ
〉
for θ˜, θˇ ∈ Θb∗t if and only if
θ˜ = θˇ.
It is clear that the first condition can be fulfilled. We prove that
both conditions (A1) and (A2) can be fulfilled simultaneously.
Let D(b∗t ) =
⋃
θ˜,θˇ∈Θb∗t :θ˜ 6=θˇ
{a ∈ A :
〈
a, θ˜
〉
=
〈
a, θˇ
〉}.
D(b∗t ) is contained in the union of |Θb∗t |(|Θb∗t | − 1)/2
hyperplanes of dimension N−1 whereas the set B(a∗t , t)∩A
is N dimensional. Therefore the intersection of D(b∗t ) with
B(a∗t , t) ∩ A has measure 0. Thus, the random choice
of the action at from the set B(a∗t , t) ∩ A fulfills con-
dition (A2) with probability one. For each such a vector
at we have that | 〈a∗t ,θ〉 − 〈at,θ〉 | = | 〈a∗t − at,θ〉 | ≤
t · maxθ∈⋃b∈BΘb ‖θ‖1. Finally, we choose α > 1 and
set t = 
(
γ · tα ·maxθ∈⋃b∈BΘb ‖θ‖1
)−1
for all t where
γ is a constant bigger than the finite sum
∑∞
t=1 t
α . Since∑∞
t=1 t ·maxθ∈⋃b∈BΘb ‖θ‖1 < , the expected regret caused
by the state recovery process is smaller than  with probability
one. Thus, hereafter we assume that the previous state st−1 is
known to the decision maker when the choice of the arm and
action at time t are made.
B. Regret Caused by Suboptimal Rounds
Next we bound the expected regret caused by suboptimal
rounds in which the lengths of the confidence intervals are
greater than ∆. To analyze this expected regret we first present
the following propositions.
Proposition 1. Let tk be the starting time of round k. For every
s ∈ S and t > tk > 0, if confS(t, s) ≤ 12 confS(tk, s), then
Nt(s) ≥ 4Ntk(s). Additionally, for every s ∈ S, b ∈ B and
t, tk > 0, if confΘ(t, b, s) ≤ 12 confΘ(t, b, s), then Nt(s, b) ≥
4Ntk(s, b).
Proposition 2. In T time instants there are at most
|S||B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
rounds.
Proposition 3. If Nt(s) > 2 log(4(t−1)
α|S|2)
∆2 then the confi-
dence interval for s is smaller than ∆/2. Further, if Nt(b, s) >
2 log(4(t−1)α|Θb,s||B||S|)
∆2 then the confidence interval for (b, s)
is smaller than ∆/2.
Suppose that k is a suboptimal round, then at least one of
the following two error events occurs:
1) There exist s˜, sˇ ∈ S such that |Pˆtk(s˜, sˇ) − Ps(s˜, sˇ)| >
∆/2
2) Suppose that the policy for round k chooses the arm b
whenever state s˜ is observed, then there exist s ∈ S , an
arm b and θ ∈ Θb,s such that |Pˆtk,Θb,s(θ)−PΘb,s(θ)| >
∆/2.
The expected regret that is caused by the first error event is
upper-bounded by the term
4crmax|S|TM log(4T
α|S|2)
∆2
+ 2rmaxTM |S|2|B| log2
(
T
|S||B| + 1
)
+ rmax|S| (13)
where c is a constant satisfying c < 14. This is a direct result
of the analysis presented in [4] and Propositions 1-3.
The expected regret caused by the second event can be upper
bounded as follows. Denote by Sb the set of states which upon
observing, the decision maker plays the arm b. Suppose that
there is θ ∈ Θb,s such that |Pˆtk,Θb,s(θ) − PΘb,s(θ)| > ∆/2
for given b and s such that Sb is not empty. Let n(b, s) be
the number of such rounds and let τ1(b, s), . . . , τn(b,s)(b, s) be
their respective lengths. We next upper bound the expected
value of the term
∑n(b,s)
i=1 τi(b, s) by dividing each suboptimal
round i into
⌊
τi(b,s)
2TSTM
⌋
sub-intervals. By the Markov inequality
the probability of reaching a state in Sb, playing the arm b,
and then immediately reaching the state s, is at least 12 , for
each of these sub-intervals, regardless of the initial state at
the beginning of the sub-interval. Let xm be a binary random
variable that is equal to one if in the mth sub-interval arm b
was chosen and then the state s was immediately observed,
and zero otherwise. Let N(b, s,m) =
∑m
i=1Xi be the number
of such sub-intervals out of m. Then,
Pr
(
N(b, s,m) ≥ m
2
−
√
m log T
)
= 1− Pr
(
N(b, s,m)− m
2
< −
√
m log T
)
. (14)
Let Ym = N(b, s,m) − m2 , and note that (N(b, s,m) −
N(b, s,m− 1)) ∈ {0, 1}. It follows that
|Ym − Ym−1| =
∣∣∣∣N(b, s,m)−N(b, s,m− 1)− 12
∣∣∣∣ ≤ 12 .
(15)
Since E (N(b, s,m)|N(b, s,m− 1)) ≥ 12 , the sequence Ym is
a submartingale. Thus, by the Azuma-Hoeffding inequality we
have that:
Pr
(
N(b, s,m)− m
2
< −
√
m log T
)
≤ exp
(−m log T
2m/4
)
≤ 1
T
. (16)
Therefore,
Pr
(
N(b, s,m) ≥ m
2
−
√
m log T
)
≥ 1− 1
T
. (17)
Since the confidence bound is greater than ∆/2, the
next possible policy update with confidence bound smaller
than ∆/2 must have a confidence bound in the interval
[∆/4,∆/2]. By Proposition 3 we have that NT (b, s) <
8 log(4(T−1)α|Θb,s|B||S|)
∆2 , since N(b, s,m) ≤ NT (b, s) it fol-
lows that:
∑n(b,s)
i=1
⌊
τi(b,s)
2TSTM
⌋
≤ c 2 log(4Tα|Θb,s||B||S|)∆2 for some
constant c < 14 with probability 1− 1T . It follows that
n(b,s)∑
i=1
τi(b, s) ≤ 2TMTSc2 log(4T
α|Θb,s||B||S|)
∆2
+ 2TMTSn(b, s)
7≤ 2TMTSc2 log(4T
α|Θb,s||B||S|)
∆2
+ 2TMTS |S||B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
,
(18)
with probability 1− 1T , where the last inequality follows by
Proposition 2.
Finally, denote CΘmax = maxb,s |Θb,s|, then the expected
regret is:
|B||S|rmaxT 1
T
+ 4|B||S|TMTSrmaxc log(4T
αCΘmax |B||S|)
∆2
+
2|B|2|S|2TMTSrmax
[
log2
(
T
|S||B| + 1
)
+ 1
]
. (19)
C. Regret Caused by Failure of the Confidence Intervals
Next we upper bound the expected regret caused by the fail-
ure of the confidence intervals, i.e., the probability distributions
that we estimate are outside the confidence intervals.
Recall that tk is the starting time of round k; by (8), the
probability that one of the confidence intervals fails in round
k is upper bounded by the union bound by:
|S|2 (tk − 1)
−α+1
2|S|2 +
∑
(b,s)∈B×S
|Θb,s| (tk − 1)
−α
2|Θb,s||B||S|
≤ (tk − 1)−α+1.
It follows that the expected regret caused by the failure of the
confidence bounds can be upper bounded as follows:
|S||B|[log2( T|S||B|+1)+1]∑
k=1
rmax(tk − 1)−α+1(tk − tk−1)
≤ rmax
∞∑
t=0
t−α+2 <∞ (20)
where the last inequality follows since α > 3. Thus, the
expected regret caused by the failure of the confidence bounds
is bounded.
D. Regret Caused by the Deviation of the Initial Distribution
from the Stationary Distribution
Finally, the expected regret Tρ(pi∗)−∑Tt=1E[rt] depends
on the the initial distribution of the Markov chain PS . By the
analysis of the regret caused by error in state recovery, we
recover the identity of the previous state with probability one
while causing a bounded regret. Thus, we assume that the
decision maker knows the identity of the previous state upon
making a decision. The following lemma2 bounds the regret
caused by deviating from the stationary distribution µS of a
round of length T .
Lemma 3. Assuming that the optimal policy pi∗ is played
in the restless Markov bandits model with linear rewards,
then
∑T
t=1E[ρ(pi
∗)−rt(b∗t ,a∗t )] ≤ TMrmax where (b∗t ,a∗t ) =
pi∗(st−1).
2We prove this lemma in Appendix D.
Thus, by Proposition 2, the expected regret caused by
deviating initially from the stationary distribution of PS does
not exceed3 rmaxTM |S||B| log2
[(
T
|S||B| + 1
)
+ 1
]
.
V. GENERALIZATION TO OTHER REWARD FUNCTIONS
For the sake of simplicity of presentation this paper analysis
the expected loss function of a linear instantaneous reward
function. Next, we show that our analysis holds generally for
convex reward functions. Let g(x) be a convex function defined
on the polytope P with a extreme points set V . Then every
point in x ∈ P is a convex combination of the set of extreme
points, i.e., there exist nonnegative weights (wv)v∈V such that∑
v∈V wv = 1 and x =
∑
v∈V wvv. Thus, by the convexity
of g
g(x) = g
(∑
v
wvv
)
≤
∑
v
wvg(v) ≤ max
v∈V
g(v), (21)
for every x ∈ P , and the maximum of g in P is in the
vertex set V . Therefore, our analysis holds for any convex
and continuous instantaneous reward function ri(a,θ) that is
bounded on the set of the convex polytope action set A and
for every b ∈ B the dimension of the set {a ∈ A,θ1,θ2 ∈
∪s∈SΘb,s : ri(b,a,θ1) = ri(b,a,θ2)} is at most N − 1. If
the system states s and θ are known to the decision maker
prior to making a decision the last requirement can be omitted.
Specifically, in the liner case, ri(a,θ) = 〈a,θ〉. Finally, for
the sake of clarity of presentation the action set A does not
depend on the choice of arm. However, our analysis can be
easily extended to the case where every arm b has its own
action set Ab that is possible to choose from when playing
arm b, assuming that Ab is a compact convex polytope for
every b ∈ B.
VI. NUMERICAL RESULTS
Next, we present numerical results evaluating the perfor-
mance of Algorithm 1. We compare the average regret of
Algorithm 1 to that of a straightforward implementation
of the UCRL algorithm, presented in [4] using two sets
of confidence bounds, one for estimating the probability
distribution P (s˜, b,a, sˇ) , PS(s˜, sˇ) and one for estimating
the expected reward r(b,a, sˇ) =
∑
θ∈Θb,sˇ PΘb,sˇ(θ) 〈a,θ〉 for
every s˜, sˇ ∈ S,a ∈ V , b ∈ B, in addition to recovering the
previous state using our state recovering scheme. It is easy
to see that the values of the probability distributions PS(s˜, sˇ)
and PΘb,sˇ(θ) do not depend on the value of the action a;
however, the straightforward use of confidence intervals does
not take advantage of this fact and estimates the joint probability
distributions for every value of a using only the measurement of
the times when this action is played. Additionally, we compare
Algorithm 1 to its variation in which instead of using two
sets of confidence bounds, one for the transition matrix of
the states and one for the probability distributions of θ, we
3 We note that this regret can be bounded more tightly. Since the Markov
chain PS is aperiodic and irreducible, we can bound the deviation from the
stationary distribution using Theorem 4.9 in [35]. However, since the upper
bound we derive for this regret event is smaller than (19), we do not reduce it
further.
8use a single set of confidence bounds for estimating the joint
probability distribution P (s˜, b, sˇ,θ) , PS(s˜, sˇ)PΘb,sˇ(θ) for a
given quadruple (s˜, b, sˇ,θ).
To evaluate the expected regret of Algorithm 1 and the
additional schemes we considered two sets of parameters. To
demonstrate the high regret that is caused by ignoring the
structural side information when the number of extreme points
of A grows exponentially with the dimension the action vector,
the action set A in both sets of parameter is an N dimensional
cube.
Setup 1: A = {0, 1}2, B = {1, 2}, and S = {1, 2}.
|Θb,s| = 2, ∀b ∈ B, s ∈ S.
For this system dimensions, We consider two sets of
parameters.
System 1a: The vectors θ ∈ Θb,s were drawn
uniformly from the set {−7,−6, . . . , 10}2. Transition
probability: PS =
(
0.4 0.6
0.75 0.25
)
. Additionally,
PΘb=1,s=1 = (0.4, 0.6), PΘb=2,s=1 = (0.7, 0.3), PΘb=1,s=2 =
(0.7, 0.3), PΘb=2,s=2 = (0.5, 0.5).
System 1b: The vectors θ ∈ Θb,s were drawn uniformly
from the set {−10,−9, . . . , 15}2. Transition probability:
PS =
(
0.8, 0.2
0.45, 0.55
)
. Additionally, PΘb=1,s=1 =
(0.8, 0.2), PΘb=2,s=1 = (0.45, 0.55), PΘb=1,s=2 =
(0.3, 0.7), PΘb=2,s=2 = (0.4, 0.6).
Setup 2: A = {0, 1}5, B = {1, 2, 3, 4}, and S = {1, 2, 3}.
|Θb,s| = 2 for every b ∈ B, s ∈ S.
For this system dimensions, We consider two sets of
parameters.
System 2a: The vectors θ ∈ Θb,s were drawn uniformly
from the set {−7,−6, . . . , 10}5. Transition probability: PS = 0.4 0.3 0.30.25 0.5 0.25
0.3 0.25 0.45
. Additionally:
PΘb=1,s=1 = (0.4, 0.6), PΘb=2,s=1 = (0.7, 0.3),
PΘb=3,s=1 = (0.25, 0.75), PΘb=4,s=1 = (0.35, 0.65),
PΘb=1,s=2 = (0.7, 0.3), PΘb=2,s=2 = (0.5, 0.5),
PΘb=3,s=2 = (0.2, 0.8), PΘb=4,s=2 = (0.45, 0.55),
PΘb=1,s=3 = (0.75, 0.25), PΘb=2,s=3 = (0.1, 0.9),
PΘb=3,s=3 = (0.6, 0.4), PΘb=4,s=3 = (0.32, 0.68).
System 2b: The vectors θ ∈ Θb,s were drawn uniformly
from the set {−10,−9, . . . , 15}5. Transition probability: PS =0.25 0.55 0.20.35 0.25 0.4
0.2 0.1 0.7
. Additionally:
PΘb=1,s=1 = (0.8, 0.2), PΘb=2,s=1 = (0.45, 0.55),
PΘb=3,s=1 = (0.9, 0.1), PΘb=4,s=1 = (0.6, 0.4),
PΘb=1,s=2 = (0.3, 0.7), PΘb=2,s=2 = (0.14, 0.86),
PΘb=3,s=2 = (0.76, 0.24), PΘb=4,s=2 = (0.5, 0.5),
PΘb=1,s=3 = (0.4, 0.6), PΘb=2,s=3 = (0.72, 0.28),
PΘb=3,s=3 = (0.18, 0.82), PΘb=4,s=3 = (0.53, 0.47).
(a) Comparison for Setup 1a.
(b) Comparison for Setup 1b.
Fig. 1. Comparison between the average regret of three different schemes
for Setup 1a and Setup 1b, Algorithm 1, an adaptation of Algorithm 1 with
confidence intervals for P (s˜, b, sˇ,θ), and a straightforward adaptation of the
UCRL algorithm with confidence intervals for P (s˜, b,a, sˇ) and the expected
reward function r(b, a, sˇ), see [4].
We also set the following values  = 0.5, α = 3.1, α = 1.5,
γ = 1. We ran a Monte Carlo simulation with 100 realizations
of the sets Θb,s, for each such realization we generated 20
realizations of the state sequence, and their respective θ given
the choice of arm b. Finally we set T = 106.
Figures 1 and 2 depict the average regret of each of the
schemes that we mentioned at the beginning of this section, that
is, Algorithm 1, an adaptation of Algorithm 1 with confidence
intervals for P (s˜, b, sˇ,θ), and a straightforward adaptation of
the UCRL algorithm [4].
Figures 1 and 2 show that Algorithm 1 outperforms both the
aforementioned possible schemes. This leads to the conclusion
that separating the estimation of the probability distributions
into two groups, one that is common to all arms (the transition
matrix), and one that depends on the identity of the arm
played (the probability distribution of θ) decreases the regret.
9(a) Comparison for Setup 2a.
(b) Comparison for Setup 2b.
Fig. 2. Comparison between the average regret of four different schemes
for Setup 2a and Setup 2b, Algorithm 1, an adaptation of Algorithm 1 with
confidence intervals for P (s˜, b, sˇ,θ), and a straightforward adaptation of the
UCRL algorithm with confidence intervals for P (s˜, b,a, sˇ) and the expected
reward function r(b, a, sˇ), see [4]
Additionally, we note that utilizing the information regarding
the reward function significantly decreases the regret, in our
model it removes the dependency on the cardinality of the
action set that may be large. Finally, Figures 1 and 2 confirm
that our state recovery scheme is indeed correct.
VII. CONCLUSION
This work presented the restless hidden Markov bandit model
with linear rewards in which the action of a decision maker
does not affect the Markov process that governs the state of
the system. Additionally, the system state is not revealed to
the decision maker, but rather it is estimated from the previous
actions and arms played and their respective rewards. We
showed that by increasing the regret by an arbitrarily small
value (independent of T ) the decision maker can learn the state
of the system. Furthermore, we also developed an algorithm
that takes advantage of the structural side information, i.e., the
linearity of the reward function and the common transition
matrix, to yield logarithmic regret that does not depend on
the size of the action space (which can be exponential with
the number of dimensions). This is a significant improvement
to a naive implementation of existing algorithm for Markov
decision processes and restless Markovian bandits.
APPENDIX A
PROOF OF LEMMA 1
Proof: Part A. First, we prove that
Pr
(
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| > confS(t, s)
)
≤ (t−1)−α2|S|2 . By
the law of total probability
Pr
(
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| > confS(t, s)
)
=
t−1∑
k=0
Pr
(
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| > confS(t, s), Nt(s˜) = k
)
= Pr
(∣∣∣∣ 1|S| − PS(s˜, sˇ)
∣∣∣∣ > 1, Nt(s˜) = 0)
+
t−1∑
k=1
Pr
(∣∣∣∣Nt(s˜, sˇ)k − PS(s˜, sˇ)
∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
}
, Nt(s˜) = k
)
. (22)
Now, if k = 0, then confS(t, s) = 1 and
Pr
(
|PˆS(s˜, sˇ)− PS(s˜, sˇ)| > 1, Nt(s˜) = k
)
= 0. By
definition, Nt(s˜, sˇ) =
∑t−1
i=1 1{(si,si+1)=(s˜,sˇ)} and
Nt(s˜) =
∑t−1
i=1 1{si=s˜} where si is the state at time i.
Thus for k > 1, we have that
Pr
(∣∣∣∣Nt(s˜, sˇ)k − PS(s˜, sˇ)
∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
}
, Nt(s˜) = k
)
= Pr
(∣∣∣∣∣
∑t−1
i=1 1{(si,si+1)=(s˜,sˇ)}
k
− PS(s˜, sˇ)
∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
}
,
t−1∑
i=1
1{si=s˜} = k
)
.
(23)
Define by tj the (random) time of the jth occurrence of the state
s˜ in the infinite Markovian sequence s1, s2, . . . , st, st+1 . . .. We
have that,
Pr
(∣∣∣∣∣1k
t−1∑
i=1
1{(si,si+1)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
}
,
t−1∑
i=1
1{si=s˜} = k
)
= Pr
∣∣∣∣∣∣1k
k∑
j=1
1{(stj ,stj+1)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣∣ >
10
min
{
1,
√
log(4(t− 1)α|S|2)
2k
}
,
t−1∑
i=1
1{si=s˜} = k
)
≤ Pr
∣∣∣∣∣∣1k
k∑
j=1
1{(stj ,stj+1)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
})
(24)
Now, by the chain rule for the distribution function and the
Markovity of the process (si)∞i=1 we have that
Pr
(
(ti, sti = s˜, sti+1)
k
i=1
)
= Pr(t1) Pr(st1+1|st1 = s˜)
·
k∏
i=2
Pr(ti|sti−1+1) Pr(sti+1|sti = s˜)
= Pr(st1+1|st1 = s˜)
k∏
i=2
Pr(sti+1|sti = s˜)
· Pr(t1)
k∏
i=2
Pr(ti|sti−1+1). (25)
Thus by the law of total probability over t1, . . . , tk, it follows
that
Pr
∣∣∣∣∣∣1k
k∑
j=1
1{(stj ,stj+1)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
})
≤ Pr
(∣∣∣∣∣1k
k∑
`=1
1{(s˜,s`)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
})
(26)
where 1{(s˜,s`)=(s˜,sˇ)} are k i.i.d. Bernoulli random variables
with probability of being one PS(s˜, sˇ). Now, for every k we
have that
Pr
(∣∣∣∣∣1k
k∑
i=1
1{(s˜,si)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣ >
min
{
1,
√
log(4(t− 1)α|S|2)
2k
})
≤ Pr
(∣∣∣∣∣1k
k∑
i=1
1{(s˜,si)=(s˜,sˇ)} − PS(s˜, sˇ)
∣∣∣∣∣
>
√
log(4(t− 1)α|S|2)
2k
)
≤ 1
2(t− 1)α|S|2 , (27)
where the last inequality follows by the Hoeffding inequality.
Proof: Part B. Since given a choice of the arm b and the state
s˜, realizations that generated from the distribution PΘb,s(θ)
are statistically independent. Thus, the inequality
Pr
(
|PˆΘb,s(θ)− PΘb,s(θ)| > confΘ(t, b, s)
)
≤ (t− 1)
−α
2|Θb,s||B||S|
is derived by straightforward implementation of the Hoeffding
inequality and the law of total probability over Nt(b, s).
APPENDIX B
PROOFS OF PROPOSITIONS 1-3
Proof of Proposition 1. Recall that tk is the starting time of
round k and that t > tk. We separate the proof for the cases
of conf(tk, θ˜) = 1 and conf(tk, θ˜) < 1.
Suppose that conf(tk, s) < 1 and that conf(t, s) ≤
1
2 conf(tk, s). Then√
log (4(t− 1)α|S|2)
2Nt(s)
≤ 1
2
√
log (4(tk − 1)α|S|2)
2Ntk(s)
⇐⇒ log
(
4(t− 1)α|S|2)
Nt(s)
≤ 1
4
· log
(
4(tk − 1)α|S|2
)
Ntk(s)
⇐⇒ 4 · log
(
4(t− 1)α|S|2)
log (4(tk − 1)α|S|2) ≤
Nt(s)
Ntk(s)
(28)
Since
log(4(t−1)α|S|2)
log(4(tk−1)α|S|2) > 1 we have that
Nt(s)
Ntk (s)
≥ 4.
Now, if conf(tk, s) = 1, then conf(t, s) < 12 . Thus, if
Ntk(s) = 0 then Nt(s) ≥ 4Ntk(s). Else, if Ntk(s) > 0 then√
log(4(t−1)α|S|2)
2Nt(s)
< 12
√
log(4(tk−1)α|S|2)
2Ntk (s)
, and we concluded
above that in this case Nt(s)Ntk (s)
≥ 4.
The proof of the second part of the proposition is similar.
Proof of Proposition 2. First, note that Nt(s) ≥ Nt(b, s) for
every s ∈ S, b ∈ B. Thus, by Proposition 1, for each round
k the shortest possible length of this round is four times
the value of minb,s{Ntk(b, s)}. It follows that the number
of rounds can be upper-bounded by |S||B|ρmax where ρmax is
the smallest positive integer such that T ≤ |S||B|∑ρmaxi=1 4i. It
follows that ρmax is the smallest positive integer greater than
log4
(
1 + 3T|S||B|
)
. Now, since
log4
(
1 +
3T
|S||B|
)
=
1
2
log2
(
1 +
3T
|S||B|
)
≤ log2
(
1 +
T
|S||B|
)
(29)
we have that the number of rounds is upper bounded by
|S||B|
[
log2
(
1 + T|S||B|
)
+ 1
]
.
Proof of Proposition 3. This is a direct result of the def-
initions: confS(t, s) , min
{
1,
√
log(4(t−1)α|S|2)
2Nt(s)
}
and
confΘ(t, b, s) , min
{
1,
√
log(4(t−1)α|Θb,s||B||S|)
2Nt(b,s)
}
.
If Nt(s) >
2 log(4(t−1)α|S|2)
∆2 , then
confS(t, s) = min
{
1,
√
log(4(t− 1)α|S|2)
2Nt(s)
}
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≤ min
{
1,
√
log(4(t− 1)α|S|2)
2 2 log(4(t−1)
α|S|2)
∆2
}
= min{1,∆/2} ≤ ∆/2. (30)
Similarly, if Nt(b, s) >
2 log(4(t−1)α|Θb,s||B||S|)
∆2 , then
confΘ(t, b, s) = min
{
1,
√
log(4(t− 1)α|Θb,s||B||S|)
2Nt(b, s)
}
≤ min
{
1,
√
log(4(t− 1)α|Θb,s||B||S|)
2
2 log(4(t−1)α|Θb,s||B||S|)
∆2
}
= min{1,∆/2} ≤ ∆/2. (31)
APPENDIX C
PROOF OF EQUATION (13)
Next we present the lemma that proves (13).
Lemma: The expected regret caused by all suboptimal
rounds k such that there exist s˜, sˇ ∈ S such that |Pˆtk(s˜, sˇ)−
Ps(s˜, sˇ)| > ∆/2 is upper bounded by
4crmax|S|TM log(4(T − 1)
α|S|2)
∆2
+ 2rmaxTM |S|2|B|
[
log4
(
T
|S||B| + 1
)
+ 1
]
+ rmax|S|
(32)
Proof. Suppose that there exists s˜ ∈ S such that |PˆS(s˜, sˇ)−
PS(s˜, sˇ)| > ∆/2 for the state sˇ. Let n(s˜) be the number of such
rounds and let τ1(s˜), . . . , τn(s˜) be their respective lengths. Next
we upper bound the expected value of the term
∑n(s˜)
i=1 τi(s˜)
by dividing each suboptimal round i into
⌊
τi(s˜)
2TS
⌋
sub-intervals.
By the Markov inequality the probability to visit the state s˜
in a sub-interval is at least 12 , for each of these sub-intervals.
Thus, by the Azuma-Hoeffding inequality we have that:
Pr
(
N(s˜,m) ≥ m
2
−
√
m log T
)
≥ 1− 1
T
(33)
where N(s˜,m) is the number sub-intervals in which we visit
state s˜ out of m intervals.
Since the confidence bound is greater than ∆/2, the next
possible policy update with confidence bound smaller than
∆/2 must have a confidence bound in the interval [∆/4,∆/2].
By Proposition 3 we have that NT (s˜) <
8 log(4(T−1)α|S|2)
∆2 ,
since N(s˜,m) ≤ NT (s˜) it follows that:
∑n(s˜)
i=1
⌊
τi(s˜)
2TM
⌋
≤
c 2 log(4T
α|S|2)
∆2 for some constant c < 14 with probability 1− 1T .
It follows that
n(b,s)∑
i=1
τi(b, s)
≤ 2TMc2 log(4T
α|Θb,s||B||S|)
∆2
+ 2TMn(s˜)
≤ 4TMc log(4T
α|S|2)
∆2
+ 2TM |S||B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
(34)
Finally, by the union bound over s˜ we have that the expected
regret caused by suboptimal rounds in which the estimation of
the transition probability is inaccurate is upper bounded by:
4crmax|S|TM log(4(T − 1)
α|S|2)
∆2
+ 2rmaxTM |S|2|B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
+ rmax|S|.
(35)
APPENDIX D
PROOF OF LEMMA 3
Proof of Lemma 3. Recall the regret definition (3) that
R(T ) = Tρ(pi∗) −∑Tt=1E[rt(b∗t ,a∗t )]. We prove Lemma 3
by bounding the term
∑T
t=1E[rt(b
∗
t ,a
∗
t )] from below. Recall
that (bpi∗(s˜),api∗(s˜)) = pi∗(s˜). Since µS is the stationary
distribution of the Markov chain PS we have that
Tρ(pi∗)
=
T∑
t=1
∑
s¯,s˜,sˇ∈S
µS(s¯)P
t−1
S (s¯, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗ ,sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉
=
∑
s¯∈S
µS(s¯)
T∑
t=1
∑
s˜,sˇ∈S
P t−1S (s¯, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗ ,sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉 .
(36)
Thus, there exists s ∈ S such that
T∑
t=1
∑
s˜,sˇ∈S
P t−1S (s, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗ ,sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉 ≥ Tρ(pi
∗).
(37)
Thus, for every 1 ≤ τ ≤ T ,
T∑
t=τ+1
∑
s˜,sˇ∈S
P t−1S (s, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉
≥ Tρ(pi∗)−
τ∑
t=1
∑
s˜,sˇ∈S
P t−1S (s, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉 .
(38)
Now, let ts be the first occurrence of state s that fulfills (37),
then for every s¯ ∈ S we have that
E
 T∑
t=1
∑
s˜,sˇ∈S
P t−1S (s¯, s˜)PS(s˜, sˇ)
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·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉

= Ets
E
 T∑
t=1
∑
s˜,sˇ∈S
P t−1S (s¯, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉 |ts

= Ets
 ts∑
t=1
∑
s˜,sˇt∈S:sˇts=s
P t−1S (s¯, s˜)PS(s˜, sˇt)
·
∑
θ∈Θbpi∗(s˜),sˇt
PΘbpi∗ (s˜),sˇt (θ) 〈api∗(s˜),θ〉

+ Ets
 T∑
t=ts+1
∑
s˜,sˇ∈S
P t−1S (s, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉

(a)
≥ Ets
 ts∑
t=1
∑
s˜,sˇt∈S:sˇts=s
P t−1S (s¯, s˜)PS(s˜, sˇt)
·
∑
θ∈Θbpi∗(s˜),sˇt
PΘbpi∗ (s˜),sˇt (θ) 〈api∗(s˜),θ〉

+ Tρ(pi∗)− Ets
 ts∑
t=1
∑
s˜,sˇt∈S
P t−1S (s, s˜)PS(s˜, sˇ)
·
∑
θ∈Θbpi∗(s˜),sˇ
PΘbpi∗ (s˜),sˇ(θ) 〈api∗(s˜),θ〉

(b)
≥ Tρ(pi∗)− E(ts)rmax. (39)
where the inequality (a) follows from (38) and
the inequality (b) follows from the notation
rmax = maxa,a˜∈A,θ,θ˜∈⋃(b,s)∈B×S Θb,s
{
〈a,θ〉 −
〈
a˜, θ˜
〉}
that appears before Theorem 1.
We can conclude the proof by the following inequalities
Tρ(pi∗)−
T∑
t=1
E(rt(pi
∗(st−1)))
= Tρ(pi∗)−
T∑
t=1
Ets{E[rt(pi∗(st−1))|ts]}
(a)
≤ Tρ(pi∗)− [Tρ(pi∗)− E(ts)rmax]
(b)
≤ rmaxTM , (40)
where (a) follows by (39) and since we assume in Lemma
2 that (b∗t ,a
∗
t ) = pi
∗(st−1), and (b) follows by the notation
TM = maxs˜,sˇ∈S E(Ts˜,sˇ) that appears before Theorem 1.
APPENDIX E
INCORPORATING THE REGRET EVENTS TO PROVE
THEOREM 1
Next we conclude the proof of Theorem 1 by explicitly
calculating the error probability that is caused by the four
regret events we analyzed, that is:
• Regret caused by error in state recovery.
• Regret caused by suboptimal rounds in which the confi-
dence intervals are larger than ∆/2.
• Regret caused by failure of the confidence intervals.
• Regret caused by the deviation of the initial distribution
from the stationary distribution of the Markov chain PS .
Now, by equation (3), that defines the regret, we have that
the expected regret of Algorithm 1 is
E[R(T )] = E
[
Tρ(pi∗)−
T∑
t=1
rt(bt,at)
]
, (41)
where bt,at are played according to Algorithm 1 and pi∗ is
the optimal policy that maximizes (1). Now, we can rewrite
(41) as
E[R(T )] = E
[
Tρ(pi∗)−
T∑
t=1
rt(b
∗
t ,a
∗
t )
]
+ E
[
T∑
t=1
rt(b
∗
t ,a
∗
t )−
T∑
t=1
rt(bt,at)
]
, (42)
where (b∗t ,a
∗
t ) denotes playing the optimal policy assuming
that the decision maker knows the identity of the previous
state and (bt,at) is the arm and action choices when playing
according to Algorithm 1.
Now, by the analysis of the regret caused by the deviation
of the initial distribution from the stationary distribution of the
Markov chain PS , we have that
E
[
Tρ(pi∗)−
T∑
t=1
rt(b
∗
t ,a
∗
t )
]
= Tρ(pi∗)− E
[
T∑
t=1
rt(b
∗
t ,a
∗
t )
]
≤ rmaxTM |S||B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
. (43)
Now, the term E
[∑T
t=1 rt(b
∗
t ,a
∗
t )−
∑T
t=1 rt(bt,at)
]
de-
pends on the three other regret events, that is,
• Regret caused by error in state recovery.
• Regret caused by suboptimal rounds in which the confi-
dence intervals are larger than ∆/2.
• Regret caused by failure of the confidence intervals.
We prove in Section IV-A that the expected regret caused by
first event is bounded, i.e., O(1), the expected regret of the
second event is upper bounded by
4TM |S|c log(4T
α|S|2)
∆2
+ 2TM |S|2|B|
[
log2
(
T
|S||B| + 1
)
+ 1
]
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+ rmax|S|+ 4|B||S|TMTSrmaxc log(4T
αCΘmax |B||S|)
∆2
+ 2|B|2|S|2TMTSrmax
[
log2
(
T
|S||B| + 1
)
+ 1
]
+ |B||S|rmaxT 1
T
. (44)
Additionally, we prove in Section IV-C that the expected regret
caused by third event is bounded, i.e., O(1).
This proves that the expected regret of Algorithm 1 is:
O
(
|B||S|TMTSrmax log (4T
αCΘmax |B||S|)
∆2
+|B|2|S|2TMTSrmax log2
(
T
|S||B| + 1
))
.
(45)
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