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In this work, we develop a generalization of Hennessy-Milner Logic (HML) for Generalized Syn-
chronization Trees (GSTs) that we call Generalized Hennessy Milner Logic (GHML). Importantly,
this logic suggests a strong relationship between (weak) bisimulation for GSTs and ordinary bisim-
ulation for Synchronization Trees (STs). We demonstrate that this relationship can be used to define
the GST analog for image-finiteness of STs. Furthermore, we demonstrate that certain maximal
Hennessy-Milner classes of STs have counterparts in maximal Hennessy-Milner classes of GSTs
with respect to GST weak bisimulation. We also exhibit some interesting characteristics of these
maximal Hennessy-Milner classes of GSTs.
1 Introduction
In the context of discrete systems modeled as Synchronization Trees (STs), Hennessy and Milner first
noticed a relationship between bisimulation and a simple modal logic, subsequently to be known as
Hennessy-Milner logic (HML) [13]. In particular, they observed that HML characterizes bisimulation
within the class of image-finite STs in the following sense: two image-finite STs are bisimilar if and only
if they satisfy exactly the same HML formulas. Subsequent to Hennessy and Milner’s original work,
HML has likewise been shown to characterize bisimulation within other classes of STs (though not the
class of all STs [16]). Indeed, any class of STs for which modal equivalence implies bisimulation is
known as a Hennessy-Milner class (HM class), and a number of maximal ones have been exhibited [14].
Such characterizations of bisimulation have significant ramifications for the verification of system
properties: if two systems belong to the same HM class, then they can be checked for bisimulation
equivalence by checking HML formulas instead. In addition, if two such systems are not bisimilar, then
an HML formula can bear witness to this lack of bisimilarity [2]. For a simple logic such as HML, this is
a considerable advantage. Moreover, the existence of maximal HM classes is particularly important in the
study of STs and process algebra, given the inherent compositionality of those objects. In particular, it is
useful to know which operations preserve membership in a maximal HM class; this has been considered
for some cases in [14].
Recently, the authors have proposed Generalized Synchronization Trees (GSTs) [9] as a flexible mod-
eling framework for non-discrete systems such as continuous or hybrid systems. Despite their broader
applicability, GSTs have many similarities to STs: elegant composition operators between GSTs are
plentiful, and there are well defined notions of bisimulation (see [9]). Thus, GSTs are natural candidates
for the treatment of both HML-like logics and HM classes, especially with a view to studying the com-
position of continuous and hybrid systems. This paper launches such a study and makes three crucial
∗This work was supported by NSF grant CNS-1446665.
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Sys1 →X Sys2 : Sys2 simulates Sys1 (w.r.t. simulation notion X)
Sys1 ↔X Sys2 : Sys1 and Sys2 are bisimilar (w.r.t. simulation notion X)
s ↔X t : States (or worlds, nodes) s and t are bisimilar (w.r.t. simulation notion X)
Sys1 ≈Y Sys2 : Sys1 and Sys2 satisfy the same formulas of logic Y
s ≈Y t : States (or worlds, nodes) s and t satisfy the same formulas of logic Y
Table 1: Notation for simulation, bisimulation and modal equivalence.
contributions on the topic of modal logic for non-discrete systems: first, we define a novel generalization
of HML that has semantic parity with trajectories in GSTs; second, we use this logic to define a notion
of image finiteness for GSTs; and third, we exhibit a partial characterization of maximal HM classes
in the context of our generalized HML. The third contribution is particularly novel, since there seem to
be no results at all about maximal HM classes for generic hybrid system models, much less results in a
framework as flexible and compositional as GSTs. Since GSTs can exhibit infinite – and even continuous
– non-determinism, they offer a particularly rich setting in which to explore the structure of HM classes.
There are other results in the hybrid systems literature that relate bisimulation to modal logics (see
e.g. [4]), but these results typically focus on establishing that bisimulation preserves the satisfaction of
formulas from some modal logic. Almost none consider the problem of specifying when modal equiv-
alence implies bisimilarity, i.e. the identification of Hennessy-Milner classes. The few papers that do
consider the problem of identifying HM classes seem to be concerned with probabilistic systems: see
[5, 6, 7, 17, 8, 3, 1] for example. However, in most of these papers, the following quote is emblematic of
the source of these results: “... the probabilistic systems we are considering, without explicit nondeter-
minism, resemble deterministic systems quite closely, rather than nondeterministic systems” [5]. In other
words, these papers typically end up with something like an image-finite assumption, and that forms the
basis of their HM classes. On the other hand, the papers that do not have an image-finiteness assumption
([17, 8]) always consider more complicated logics than HML, and do not address questions of maximal
HM classes.
2 Background
This section describes several foundational results that will be used subsequently. The first subsection
contains background material on GSTs, including a review of the relevant notions of bisimulation for the
same. The second subsection contains background material on HML and Hennessy and Milner’s result
for image-finite processes. The third subsection describes some maximal Hennessy-Milner classes over
Kripke structures [14] and some necessary preliminaries on the canonical model [10]. Table 1 describes
some common notation that will be used throughout this section and the rest of the paper.
2.1 Generalized Synchronization Trees
This section summarizes the theory of GSTs as presented in [9]; the interested reader is referred to that
reference for more details.
GSTs extend Milner’s Synchronization Trees (STs) via a generalized notion of tree. In particular, the
essential element of a GST is the tree partial order, a well known structure in the mathematical literature
(see [15], for example).
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Definition 1 (Tree [15, 9]). A tree is a triple 〈P,, p0〉, where 〈P,〉 is a partial order, p0 ∈ P, and the
following hold.
1. p0  p for all p ∈ P (p0 is called the root of the tree)
2. For any p ∈ P the set [p0, p], {p′ ∈ P : p0  p′  p} is totally ordered by .
In this definition of a tree, there is no inherent notion of edge, or “discrete” transition, so unlike STs
external interactivity cannot be captured by labeling edges; such action labels need a different encoding.
The definition of GSTs below suggests just such a scheme.
Definition 2 (Generalized Synchronization Tree [9]). Let L be a set of labels. Then a Generalized
Synchronization Tree (GST) is a tuple 〈P,, p0,L 〉, where:
1. 〈P,, p0〉 is a tree in the sense of Definition 1; and
2. L ∈ P\{p0}→ L is the labeling function (may be partial).
Intuitively, labels in a GST are affixed to nodes in the tree. If the tree is discrete, it can be converted
into an ST by moving the node labels onto the incoming edge from the nodes parent (note that roots are
not labeled in GSTs, so this operation is well-defined).
Another consequence of a lack of discrete transitions is that bisimulation must be defined differently
than for STs. Specifically, bisimulation between GSTs is defined in trajectories, which are totally ordered
sets of nodes in a GST that play roughly the same role as transitions (or sequences of transitions) in
discrete bisimulation.
Definition 3 (Trajectory [9]). Let 〈P,, p0,L 〉 be a GST, and let p ∈ P. Then a trajectory from p is
either:
1. the set (p, p′], {p′′ ∈ P : p≺ p′′  p′} for some p′  p, or
2. a (set-theoretic) maximal linear subset P′ ⊆ P with the property that for all p′ ∈ P′, p′  p.
Trajectories of the first type are called bounded, while those of the second type are called (potentially)
unbounded.
To account for the labels on the nodes of a trajectory, we define a notion of order equivalence to
parallel the notion of identically labeled transitions in a ST:
Definition 4 (Order Equivalence [9]). Let 〈P,P, p0,LP〉 and 〈Q,Q,q0,LQ〉 be GSTs, let Tp,Tq be
trajectories from p ∈ P and q ∈ Q respectively. Then Tp and Tq are order-equivalent if there exists a
bijection λ ∈ TP→ TQ such that:
1. p1 P p2 if and only if λ (p1)Q λ (p2) for all p1, p2 ∈ TP, and
2. LP(p) =LQ(λ (p)) for all p ∈ TP
When λ has this property, we say that λ is an order equivalence from TP to TQ.
We now recall the two notions of simulation from [9]; corresponding notions of bisimulation can be
defined in the obvious way [9].
Definition 5 (Weak Simulation for GSTs1 [9]). Let G1 = 〈P,P, p0,LP〉 and G2 = 〈Q,Q,q0,LQ〉 be
GSTs. Then R ⊆ P×Q is a weak simulation from G1 to G2 if, whenever 〈p,q〉 ∈ R and p′  p, then
there is a q′  q such that:
1. 〈p′,q′〉 ∈ R, and
1“Weak” is used here only as a relative term; it does not refer to the inclusion of τ transitions.
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2. Trajectories (p, p′] and (q,q′] are order-equivalent.
We say G1→wG2 if there is a weak simulation R from G1 to G2 with 〈p0,q0〉 ∈ R.
Definition 6 (Strong Simulation for GSTs [9]). Let G1 = 〈P,P, p0,LP〉 and G2 = 〈Q,Q,q0,LQ〉 be
GSTs. Then R⊆P×Q is a strong simulation from G1 to G2 if, whenever 〈p,q〉 ∈R and Tp is a trajectory
from p, there is a trajectory Tq from q and bijection λ ∈ Tp→ Tq such that:
1. λ is an order equivalence from Tp to Tq, and
2. 〈p′,λ (p′)〉 ∈ R for all p′ ∈ Tp.
We write G1→sG2 if there is a strong simulation R from G1 to G2 with 〈p0,q0〉 ∈ R.
2.2 Hennessy-Milner Logic and a Hennessy-Milner Class
2.2.1 Hennessy-Milner Logic
Hennessy-Milner Logic is defined as follows; note the lack of atomic propositions.
Definition 7 (Hennessy-Milner Logic (HML) [13]). Given a set of labels, L, Hennessy-Milner Logic
(HML) is the set of formulas ΦHML(L) specified as follows, where ` ∈ L:
ϕ :=> | ¬ϕ | ϕ1∧ϕ2 | 〈`〉ϕ. (1)
In [13], the semantics of this logic are defined in following familiar way over STs.
Definition 8 (Semantics of HML [13]). A satisfaction relation of HML for a set of STs P is a set
|=⊆P×ΦHML(L) such that:
1. p |=> for all p ∈P;
2. p |= ¬ϕ if and only if p |= ϕ;
3. p |= ϕ1∧ϕ2 if and only if p |= ϕ1 and p |= ϕ2; and
4. p |= 〈l〉ϕ if and only if there exists a p′ such that p l→ p′ and p′ |= ϕ .
Here p l→ p′ means p′ is a subtree of p whose root is a child of the root of p, with the edge connecting
the roots labeled by l.
Remark 1. We will freely avail ourselves of usual derived operators such as ⊥, ∨,→ and [`].
2.2.2 Bisimulation and a Hennessy-Milner Class
Hennessy and Milner noticed that STs satisfying the same HML formulas need not be bisimilar; i.e.
p≈HML q ⇒ p ↔ q in general [13]. Nevertheless, they exhibited a class of STs for which HML modal
equivalence does imply bisimilarity: that is the class of image-finite STs.
Definition 9 (Image-Finite Process [13]). A ST p ∈P is said to be image-finite if for each subtree q of
p (including p itself) and each label ` ∈L , the set {q′ : q `→ q′} is finite.
Hennessy and Milner proved the following theorem.
Theorem 1 (Image-Finite Hennessy-Milner Theorem [13]). Let p and q be any two image-finite STs.
Then
p ↔ q⇐⇒ p≈HML q. (2)
Remark 2. Any theorem with a conclusion of the form (2) is called a Hennessy-Milner Theorem. Like-
wise, any class of STs (or systems, Kripke structures, etc.) for which a Hennessy-Milner Theorem can be
exhibited is called a Hennessy-Milner class.
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2.3 The Canonical Model and (Maximal) Hennessy-Milner Classes
Since Hennessy and Milner’s work [13], other Hennessy-Milner classes have been exhibited. In particu-
lar, Visser, via Hollenberg [14], has generalized the idea of a Hennessy-Milner class to Kripke structures,
and exhibited certain maximal Hennessy-Milner classes of Kripke structures. This section describes the
characterization of these classes.
As a prelude, we introduce the following familiar definitions of modal logic, Kripke structure and
bisimulation between Kripke structures.
Definition 10 (Modal Logic [10]). By a modal logic, we mean formulas constructed as in Definition 7
but with the addition of propositional variables (atomic propositions). The set of formulas with a set of
propositional variables Θ and a set of labels L is denoted by ΦΘ(L).
Definition 11 (Kripke structure [10, 14]). A Kripke structure of a set of labels L and a set of propositional
variables Θ is a tuple S = (S,{R` ⊆ S×S : ` ∈ L},V ) where
• S is the set of states (or worlds);
• for each ` ∈ L, R` ⊆ S×S is a transition relation for label `; and
• V :Θ→ 2S is a function that maps propositional variables to sets of states.
Definition 12 (Satisfaction relation for a Kripke structure). Given a Kripke structure S= (S,{R`⊆ S×S :
` ∈ L},V ), a satisfaction relation |=⊆ S×ΦΘ(L) is defined as in Definition 7 with the addition that for
any θ ∈Θ, s |= θ if and only if s ∈V (θ).
Definition 13 (Bisimulation between Kripke structures). Given two Kripke structures S and T, we say
that s ∈ S and t ∈ T are bisimilar or s ↔K t if there is a bisimulation relation ∼ such that s ∼ t, and for
all s′ ∈ S, t ′ ∈ T , and θ ∈ Θ, s′ ∼ t ′ implies s′ |= θ ⇔ t ′ |= θ . Bisimulation between Kripke structures is
defined in the obvious way.
2.3.1 The Canonical Model for a Modal Logic
The so-called canonical model – called the Henkin model in [14] – is a special Kripke structure that
is one of the most important tools in the study of (normal) modal logic(s). In the canonical model
states (or worlds) are defined in terms of the modal formulas that they satisfy. In our context it has an
important connection to the maximal Hennessy-Milner classes we will consider; see Subsection 2.3.2.
This subsection is meant to be a summary of the relevant material in [10]; the full details can be found
therein.
In order to define the canonical model, we must first establish certain consistency criteria that we
will enforce on any “reasonable” set of formulas. Any such “reasonable” set of formulas will (somewhat
confusingly) be called a logic.
Definition 14 (Logic [10]). A set of modal formulas Λ⊆ΦΘ(L) is called a logic if it satisfies:
1. Λ contains all of the tautologies: that is all of the formulas which are true irrespective of how we
assign truth values to modal sub-formulas and propositional variables; and
2. Λ is closed under modus ponens: if ϕ1 ∈ Λ and ϕ1→ ϕ2 ∈ Λ2, then ϕ2 ∈ Λ.
Definition 15 (Λ-Consistent Set of Modal Formulas [10]). Given a logic Λ ⊆ ΦΘ(L), a set of modal
formulas Γ ⊆ ΦΘ(L) is said to be Λ-consistent if there is no formula of the form ϕ0 → (ϕ1 → (· · · →
(ϕn→⊥) . . .) in Λ, where ϕ0, . . . ,ϕn ∈ Γ.
2In terms of HML, ϕ1→ ϕ2 is shorthand for ¬(ϕ1∧¬ϕ2).
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Definition 16 (Λ-maximal set of formulas [10]). Given a logic Λ, a set of formulas Γ⊆ΦΘ(L) is said to
be Λ-maximal if it satisfies the following two properties:
1. Γ is Λ-consistent; and
2. for all ϕ ∈ΦΘ(L), either ϕ ∈ Γ or ¬ϕ ∈ Γ.
Lemma 1 (Lindenbaum’s Lemma [10]). Given a logic Λ and a Λ-consistent set of formulas Γ, there
exists a Λ-maximal set of formulas Γ0 ⊆ΦΘ(L) such that Γ⊆ Γ0.
Corollary 1 (The set of maximal Λ-consistent sets of formulas is non-empty [10]). Given a logic Λ, let
SΛ denote the set of Λ-maximal sets of formulas. Then SΛ is non-empty.
For our purposes, Corollary 1 tells us that the set of maximally consistent sets of formulas is non-
empty, and hence, can be used as the set of worlds for the canonical model. The next step in the con-
struction of the canonical model is to define the transitions between these states; these must ensure that
a state – a Λ-maximal set of formulas – satisfies a modal formula if an only if that formula is an element
of the set. This desirable property – called the “Henkin property” in [14] – is the essence of the value of
the canonical model. It turns out that some additional conditions must be imposed on a logic Λ before
transitions can be defined between Λ-maximal sets of formulas in such a way that the Henkin property
holds.
Definition 17 (Normal Logic [10]). A logic Λ is normal if it satisfies:
1. for all ϕ1,ϕ2 ∈ΦΘ(L) and ` ∈ L, the formula [`](ϕ1→ ϕ2)→ ([`]ϕ1→ [`]ϕ2) is in Λ;3
2. for all ϕ ∈ Λ and ` ∈ L, [`]ϕ ∈ Λ.
With this definition in hand, we can define the canonical model.
Definition 18 (Canonical (Henkin) Model [10, 14]). Let Λ⊆ΦΘ(L) be a normal logic. Then the canon-
ical model is the Kripke structure CΛ = (SΛ,{RΛ` : ` ∈ L},VΛ) defined as follows:
• SΛ is the set of states (worlds);
• for each ` ∈ L, the transition relation RΛ` ⊆ SΛ× SΛ is defined such that sR`t if and only if ϕ ∈ t
implies that 〈`〉ϕ ∈ s.
• the valuation VΛ :Θ→ SΛ is defined such that V (p) = {s ∈ SΛ : p ∈ s}.
Theorem 2 (The Canonical Model Satisfies the Henkin Property [10, 14]). For any state s in the canon-
ical model CΛ and any formula ϕ ∈ΦΘ(L): s |= ϕ ⇐⇒ ϕ ∈ s (the aforementioned Henkin property).
2.3.2 Hennessy-Milner Classes for Kripke Structures
It is important to note that in Hennessy and Milner’s definition of image-finite STs, all subtrees must be
image-finite: in other words, the set of image-finite STs is closed under subtrees. Thus, one could think
about generalizing Theorem 1 by examining when modal equivalence implies bisimulation for a larger
class of STs that is closed under subtrees. The following definition captures that spirit in the context of
Kripke structures, but it does so without insisting on image-finiteness.
Definition 19 (Visser/Hollenberg Hennessy-Milner Property [14]). Let H be a set of Kripke structures.
H is said to satisfy the Visser/Hollenberg Hennessy-Milner Property (VHHM property) with respect to
ΦΘ(L) if for any two Kripke structures S,T ∈ H and any two states s′ ∈ S and t ′ ∈ T
s′ ↔ t ′ ⇔ s′ ≈ΦΘ(L) t ′. (3)
3Recall that [`]ϕ = ¬〈`〉¬ϕ .
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Remark 3. We use the terminology VHHM property to distinguish this property from another definition
of Hennessy-Milner Property in the literature, which considers only modal equivalence and bisimulation
between initial states (the points of pointed Kripke structures). For example, this definition is used in
[12]. However, we note that a number of other sources use what we call the VHHM property; see [11]
for example.
Definition 20 (Visser-Hollenberg Hennessy-Milner Class). We say that any set of Kripke structures that
satisfies the Visser/Hollenberg Hennessy-Milner Property is a Visser-Hollenberg Hennessy-Milner class
(VHHM class).
Definition 19 seems innocuous, but in fact the VHHM property is a nontrivial strengthening of the
HM property described in Remark 3. To the best of our knowledge, there are no results in the literature
that compare VHHM classes with this alternate definition of HM classes. We will revisit this in Section
5.2 where we exhibit a Kripke structure that fails to be a member of any VHHM class because it fails to
satisfy the conditions of Definition 19.
Importantly, though, there is an elegant characterization of maximal VHHM classes due to Visser
and reported in [14]. We first define the notion of a “Henkin-like” model [14].
Definition 21 (Henkin-like model [14]). Let CK be the canonical model associated with the smallest
normal logic K. Then a Henkin-like model is any Kripke structure HCK = (SK ,{RHK` ⊆ RK` : `∈ L},V K)
that satisfies the Henkin property (see Theorem 2 and the discussion preceding it).
Thus, a Henkin-like model is simply the canonical model with transitions removed in such a way that
a state satisfies a formula if and only that formula is an element of the state (recall that the states in CK
are sets of formulas). Henkin-like models form the basis for maximal VHHM classes in the following
sense.
Theorem 3 (Maximal VHHM Classes [14]). Let HCK be any Henkin-like model, and let S(HCK) be the
set of generated sub-models of HCK . Then
1. The set of all Kripke structures that are bisimilar to a model in S(HCK) is a maximal VHHM class;
that is it is maximal in a set-theoretic sense. We denote such a class by BS(HCK) .
2. Let H be any set of Kripke structures that satisfies the VHHM property. Then H ⊆ BS(HCK) for
at least one Henkin-like model HCK .
The basic idea behind Theorem 3 is this: a set of models BS(HCK) is necessarily a VHHM class
because modal equivalence is a bisimulation relation over a single Henkin-like model (each maximal set
of formulas is satisfied only by its own unique state in the model). Thus, Henkin-like models effectively
“canonicalize” different VHHM classes because a given Henkin-like model associates a particular transi-
tion structure with each and every (maximal) set of formulas that can be satisfied in any Kripke structure
(K is sound and complete with respect to Kripke structures).
Maximal VHHM classes are related to the VHHM class of image finite models in the following way.
Theorem 4 (Image Finite Kripke structures [14]). Each maximal VHHM class of Theorem 3 contains
every Kripke structure that is bisimilar to an image finite Kripke structure. Hence, each maximal VHHM
class contains all image finite Kripke structures, and the class of image finite Kripke structures is itself a
VHHM class.
3 Generalized Hennessy-Milner Logic
In this section, our aim is to define a logic akin to HML but with GSTs as the intended models. We
proceed by first defining the syntax and then the semantics of our logic.
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3.1 HML for GSTs: Syntax
Our generalization of HML will be mostly recognizable, but the 〈 〉 modality requires some significant
modifications. In particular, recall that in weak bisimulation for GSTs, transitions are replaced by trajec-
tories (see Definition 3) and labels by functions over trajectories. To capture this notion, we generalize
the way we label the 〈 〉 modality.
Definition 22 (Domain of modalities). A domain of modalities is a totally ordered set, (I ,I ), together
with a set of labels L.
Intuitively, a domain of modalities will be used to define the trajectory-like structures appearing in
our modalities. However, we eventually need such a domain of modalities to satisfy some additional
properties to ensure certain formulas exist. Hence, we provide the following definitions.
Definition 23 (Spanned by an interval). Given a totally ordered setI , we say a subset I ⊆I is spanned
by an interval, if there exists an interval [i0, i1] = {i ∈ I : i0 I i I i1} such that I ⊆ [i0, i1] and
{i0, i1} ⊂ I; this is equivalent to saying that I contains its least upper bound (LUB) and greatest lower
bound (GLB). We say that i0 and i1 are the left and right endpoints of I, respectively, and they will be
denoted by ↼I and ⇀I , respectively.
Definition 24 (Left-open subset). A subset I of a totally ordered set I is left open if there exists a set
I′ ⊆I spanned by an interval such that I = I′\{↼I′ }
Definition 25 (Closed under left-open concatenation). We say that a totally ordered set I is closed
under left-open concatenation if for any two left-open subsets I1, I2 ⊆ I , there exists another left-
open set I3 such that there is an order preserving bijection from I3 to the totally ordered set I1; I2 =
({1}× I1)∪ ({2}× I2) under the lexicographic ordering. A totally ordered set I that is closed under
left-open concatenation will be denoted I¯ .
Example 1. Any totally ordered set that can be embedded in an order-preserving additive group structure
is closed under left-open concatenation. N, R and R×N are examples.
Remark 4. Henceforth, we will work exclusively with total orders that are closed under left-open con-
catenation when we construct a domain of modalities.
Definition 26 (Modal execution). Let (I¯ ,L) be a domain of modalities. A modal execution is a map
from a left-open subset of I¯ to the set of labels, L. The set of modal executions over (I¯ ,L) will be
denotedM (I¯ ,L).
The notion of a modal execution is almost usable as a label for our generalized diamond modalities,
but it is too tied to the specific domain of the function in question. This will prove cumbersome in the
future, so we restrict ourselves to equivalence classes of such modalities.
Definition 27 (Order Equivalent Modal Executions). Let E1 : I1 → L and E2 : I2 → L be two modal
executions from a domain of modalities (I¯ ,L). We say that E1 is order equivalent to E2 if there exists an
order preserving bijection λ : I1→ I2 such that E1(i) = E2(λ (i)) for all i ∈ I1. If E1 is order equivalent
to E2, then we write E1
o.e∼ E2. This definition parallels Definition 4 for GST trajectories.
Theorem 5 (Order Equivalence is an equivalence relation). o.e.∼ is an equivalence relation between modal
executions. We denote by the equivalence class {E ′ ∈M (I¯ ,L) : E o.e.∼ E ′} by |E|, and the set of such
equivalence classes by |M (I¯ ,L)|.
Definition 28 (Set of Generalized HML (GHML) formulas). Given a domain of modalities (I¯ ,L), the
set of Generalized HML (GHML) formulas is the set of formulas, ΦGHML(I¯ ,L), inductively defined
according to the following rules:
ϕ := > | ¬ϕ | ϕ1∧ϕ2 | 〈〈|E|〉〉ϕ (4)
where |E| is an equivalence class of modal executions over the domain of modalities (I¯ ,L).
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The formal semantics of this logic will be presented in next subsection within Definition 31.
We have chosen to define our logic without propositional variables in order to mirror Hennessy and
Milner’s original work. However, in Section 5 we will consider a modal logic with a syntax based on
Definition 28, and so we describe here such a modal logic.
Definition 29 (GHML Modal Logic). A GHML modal logic is a modal logic with all of the connectives
from Definition 28 plus propositional variables. If Θ is the set of propositional variables, then we denote
the set of these formulas by ΦGHML-Θ(I¯ ,L).
A number of the proof theoretic results from Section 2.3.1 apply equally well to a GHML modal
logic: the definition of a logic (Definition 14), the definition of Λ-consistency and the definition of Λ-
maximality all apply directly to a GHML modal logic. On the other hand, Lindenbaum’s lemma (Lemma
1) requires a different proof because of the multiplicity of modalities. Nevertheless, it is still true, as the
following theorem asserts.
Theorem 6 (Λ-maximal sets of GHML formulas). Let Λ ⊆ ΦGHML-Θ(I¯ ,L) be a logic, and let Γ ⊆
ΦGHML-Θ(I¯ ,L) be aΛ-consistent set of formulas. Then there exists aΛ-maximal set Γ0⊆ΦGHML-Θ(I¯ ,L)
such that Γ⊆ Γ0.
Proof. Because the collection of GHML modal logic formulas is a set, this is a straightforward applica-
tion of Zorn’s lemma.
3.2 HML for GSTs: Semantics
We define the semantics of GHML for a GST model G in terms of the set of the sub-GSTs of G; because
each GST is itself defined in terms of sets, we may soundly define the following notion of a sub-GST
rooted at a node.
Definition 30 (Sub-GST rooted at a node). Let G = (P,, p0,L ) be a GST. We let G|p denote the sub-
GST of G rooted at p, i.e. G|p , ({p′ ∈ P|p′  p},, p,L ).
Now we can formally define the semantics of the generalized HML formulas defined above.
Definition 31 (Satisfaction relation over GHML formulas). Let G = (P,, p0,L ) be a GST, and let
Gsub := {G|p : p ∈ P}. A satisfaction relation, |=, is a relation |=⊆ Gsub×ΦGHML(I¯ ,L) that is defined
inductively over GHML formulas. Satisfaction of the formula 〈〈|E|〉〉ϕ is defined in the following way:
G |= 〈〈|E|〉〉ϕ if and only if there exists an interval (p0, p]; a left-open set I ⊂ I¯ ; and an order preserving
bijection λ : I→ (p0, p] such that
1. L ◦λ ∈ |E|
2. G|p |= ϕ .
The satisfaction relation is defined for other formulas in the usual way.
Intuitively, a GST satisfies the formula 〈〈|E|〉〉> when it has a trajectory emanating from its root that
is order equivalent to every E ∈ |E| (recall that all elements of |E| are order equivalent to each other).
Importantly, this logic also yields formulas that are analogous to HML formulas on discrete GSTs when
there are at least two points in I¯ . In particular, if i0  i1, then {i0, i1} is spanned by the interval [i0, i1],
and the singleton point {i1} is a left-open set. Thus,M (I¯ ,L) contains modal executions that are order-
equivalent to discrete transitions in a GST. Of course, discrete transitions are the essence of the semantics
for the labeled modalities in HML.
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4 A First Hennessy-Milner Theorem: “Image-finite” GSTs
In this section, our objective is to define something like a class of image-finite GSTs with the ultimate
intention of defining a Hennessy-Milner class of GSTs. We introduce this section with an example to
show that the most straightforward definition of image-finiteness is too exclusive to be of much interest.
Example 2. Consider the following GST defined on the unit interval [0,1] ⊂ R: G[0,1] := ([0,1],≤R
,0,(0,1]→{α}).
The point of Example 2 is that G[0,1] has uncountably many nodes that are accessible from the root,
0, with a single trajectory: that is for any x,y ∈ (0,1] there is an order preserving bijection between (0,x]
and (0,y]. Since these trajectories’ nodes are labeled by a single label, α , they are thus order equivalent
in the sense of Definition 4. Nevertheless, this GST appears to be about as simple as one could wish for
in terms of nondeterminism: there is essentially no branching behavior at all.
4.1 GSTs as Discrete Structures
The discussion following Example 2 suggests a way of looking at GSTs that will be profitable, especially
when it comes to examining GHML formulas and constructing Hennessy-Milner classes. In particular,
we use equivalence classes of modal executions to label discrete transitions on a Kripke structure; we
show that such a construction captures the relevant structure of a given class of GSTs with respect to
bisimulation and GHML satisfaction.
Definition 32 (Captured by a Domain of modalities). LetU be a set of GSTs. We say thatU is captured
by a domain of modalities (I¯ ,L) if every trajectory from every GST in U is order equivalent to some
modal execution over (I¯ ,L).
Definition 33 (Surrogate Kripke Structure). Let U be a set of GSTs that is captured by a domain of
modalities (I¯ ,L). For any GST G = (P,P, p0,L ) in U , we define a surrogate Kripke structure,
G = (P,{RG|E| ⊆ P×P : |E| ∈M (I¯ ,L)},V ), as follows:
• the set of states is P; and
• p1 |E|→ p2 – i.e. p1RG|E|p2 – if and only if p1 P p2 and (p1, p2] is order equivalent to an element of
|E|; and
• V :Θ→{P} indicates all propositional variables are true in all states in P.
Remark 5. We will not consider valuations in this section, but they will be used in the next section. Thus,
for the purposes of this section, we may regard surrogate Kripke structures as labeled transition systems.
Example 3 (Surrogate Kripke Structure for G[0,1]). If we let I¯ = (R,≤R) and L = {α}, then Figure
1 shows some of the transitions that appear in the surrogate Kripke structure for the GST G[0,1] from
Example 2.
The idea of a surrogate Kripke structure seems simple enough, but its importance is indicated by the
following two theorems: one relates GHML formulas to HML formulas, and the other relates ordinary
bisimulation to weak bisimulation for GSTs.
Theorem 7 (Relating GHML formulas on G to HML formulas on G). Let (I¯ ,L) be a domain of modal-
ities, and let U be a set of GSTs captured by (I¯ ,L). Furthermore, consider HML over the set of labels
given by |M (I¯ ,L)|. Then for every G = (P,P, p0,L ) ∈U ,
1. for all ϕ ∈ΦGHML(I¯ ,L), G |= ϕ ⇒ p0 |= ϕ〈〉 and
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Figure 1: GST and surrogate Kripke structure from Example 3; we define E : (0,1]→{α}.
2. for all φ ∈ΦHML(|M (I¯ ,L)|), p0 |= φ ⇒ G |= φ〈〈 〉〉.
The notation ϕ〈〉 indicates that the GHML formula ϕ is converted to an HML formula by replacing each
〈〈|E|〉〉 modality with the corresponding HML modality 〈|E|〉. φ〈〈 〉〉 indicates an analogous conversion
from an HML formula to a GHML formula.
Proof. This is a straightforward proof by induction on formula structure (the base case is>, which has an
identical meaning in HML and GHML). The ability to match HML modalities to GHML modalities (and
conversely) is assured by the way we have constructed the surrogate Kripke structure, and in particular,
the fact that we have labeled trajectories by equivalence classes of modal executions.
Theorem 8 (Weak bisimulation between GSTs and bisimulation between surrogates). LetU and (I¯ ,L)
be as in Theorem 7. Furthermore, let G1 = (P,P, p0,LP) and G2 = (Q,Q,q0,LQ) be two GSTs in
U . Then
G1 ↔w G2 ⇐⇒ p0 ↔ q0. (5)
where the bisimulation p0 ↔ q0 is taken in the context of the surrogate Kripke structures G1 and G2.
Proof. This theorem, like Theorem 7, is a consequence of the way that we defined the surrogate Kripke
structure: in particular, any weak bisimulation relation between G1 and G2 is a bisimulation relation
between G1 and G2 and conversely.
Theorems 7 and 8 together reinforce that weak bisimulation is very much a discrete notion. In the
context of GHML formulas and the construction of Hennessy-Milner classes, though, this will prove to
be an advantage.
4.2 “Image-Finite” GSTs
If we reconsider Example 2 in the context of Theorems 7 and 8, then a natural means of defining “image-
finite” GSTs emerges. In particular, it is evident that the surrogate Kripke structure G[0,1] (see Figure 1)
is bisimilar to the two state Kripke structure M depicted in Figure 2. Of course M is image-finite, and so
we have just exemplified a serviceable means by which we can define image-finiteness for GSTs.
Definition 34 (Image-finite GST). LetU and (I¯ ,L) be as before. Then a GST G ∈U is image finite if
its surrogate Kripke structure is ↔K to an image-finite Kripke structure.
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Figure 2: A Kripke structure M that is bisimilar to G[0,1]; again, we define E : (0,1]→{α}.
In Definition 34, we really mean bisimulation according to ↔K of Definition 13, so that the surro-
gate Kripke structure ends up being bisimilar to a Kripke structure that also has a “universal” valuation.
Hence, the surrogate Kripke structure and its image-finite pair can be regarded simply as labeled transi-
tion systems with the usual notion of bisimulation ↔. We introduce this requirement in preparation for
the treatment of maximal classes to come.
Of course because of Theorem 7 and 8, this definition of image-finiteness implies a Hennessy-Milner
class of GSTs through the use of Hennessy and Milner’s original theorem.
Theorem 9 (Image-finite GSTs form a Hennessy-Milner class). Let U and (I¯ ,L) be as before. Then
the set of image-finite GSTs in U forms a Hennessy-Milner class according to weak bisimulation. That
is any two image finite GSTs from U are weakly bisimilar if and only if they satisfy the same GHML
formulas.
5 Maximal Hennessy-Milner Classes for GSTs
The construction of surrogate Kripke structures in Definition 33 combined with Theorems 7 and 8 sug-
gests that the maximal VHHM classes of Section 2.3.2 have analogs as maximal HM classes of GSTs
with respect to weak bisimulation. In this section we demonstrate that this is indeed the case, although
the translation is not exact. We also exhibit some interesting GST-specific properties that these classes
possess.
5.1 Characterizing Maximal VHHM Classes of GSTs
The essential assumption required for the proof of Theorem 3 is the VHHM property: that is a VHHM
class of Kripke structures cannot contain two states that satisfy the same formulas yet are not bisimilar.
Since we are interested in weak bisimulation and GHML formulas, we can straightforwardly define a
VHHM property for GSTs as follows.
Definition 35 (VHHM class for GSTs). LetU be a set of GSTs, and let (I¯ ,L) be a domain of modalities
that capturesU , so that≈GHML is interpreted with respect toΦGHML−Θ(I¯ ,L). Then we say that a subset
h ⊆ U satisfies the VHHM property for GSTs if for any two sub-GSTs G1|p and G2|q from the set h
(possibly with G1 = G2),
G1|p ↔w G2|q ⇐⇒ G1|p ≈GHML G2|q. (6)
Of course this definition will help us define maximal VHHM classes of GSTs because of Theorem 7
and 8, which relate GHML formulas and weak bisimulation for GSTs to HML formulas and bisimulation
for Kripke structures. Hence, we have the following theorem.
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Theorem 10 (Maximal VHHM classes for GSTs are restrained by maximal VHHM classes for their
surrogates). Let U and (I¯ ,L) be as in Definition 35. If h ⊆U is a VHHM class of GSTs, then the set
of surrogate Kripke structures {G : G ∈ h} satisfies the VHHM property of Definition 20 with respect to
ΦHML(|M (I¯ ,L)|).
Proof. This is a direct consequence of Theorems 7 and 8. First, check that for any node p in a surrogate
Kripke structure G1 and node q in surrogate Kripke structure G2, p ≈HML q implies p↔K q. Because of
Theorem 7, we know that p ≈HML q implies G1|p ≈GHML G2|q. But h is a VHMM class of GSTs, so the
preceding implies that G1|p ↔w G2|q, and Theorem 8 then implies that p ↔K q as required. The converse
follows by using first Theorem 8 and then Theorem 7.
The essential intuition here is that any set of GSTs that satisfies the VHHM property will yield a
set of surrogate Kripke structures that satisfies the VHHM property; then by part 2 of Theorem 3, these
surrogate Kripke structures will be contained in a maximal VHHM class of Kripke structures. Thus, a
VHHM class of GSTs can only be enlarged so long as its surrogate Kripke structures do not escape a
maximal VHHM class of Kripke structures, so every maximal VHHM class of GSTs can be matched to
at least one maximal VHHM class of Kripke structures. This is expressed in the following corollary.
Corollary 2. Let U and (I¯ ,L) be as in Definition 35. If h ⊆U is a VHHM class of GSTs, then there
exists a Henkin-like model HCK such that {G : G∈ h}⊆BS(HCK). Furthermore, if there is a set h′⊆U
such that h⊆ h′ and {G : G ∈ h′} ⊆ BS(HCK), then h′ is a VHHM class of GSTs.
However, we have not yet established that every maximal VHHM class of Kripke structures corre-
sponds to a maximal VHHM class of GSTs. Indeed, the fact that Theorem 3 makes no assumptions
about valuations immediately suggests that several maximal VHHM classes of the form BS(HCK) will
correspond to the same maximal VHHM class of GSTs. As it turns out, there are other yet more pro-
found redundancies in the Henkin-like models derived from the canonical model over the smallest normal
logic, K. These differences are described in the following theorem, though it too falls short of an absolute
characterization of maximal VHHM classes for GSTs.
Theorem 11 (Maximal VHHM classes for GSTs and refined Henkin-like models). LetU and (I¯ ,L) be
as in Definition 35, and let h⊆U be a VHHM class of GSTs. Furthermore, let ∆ be the smallest normal
logic that contains all of the following:
• the propositional variables Θ;
• ∀|E1|, |E2| ∈ |M (I¯ ,L)|, the schema 〈|E1|〉〈|E2|〉ϕ → 〈|E1;2|〉ϕ ; and
• ∀|E|, |E1|, |E2| ∈ |M (I¯ ,L)| such that there is an order equivalence λ : I1; I2 → dom(E) with
E ◦λ (1, ·) ∈ |E1| and E ◦λ (2, ·) ∈ |E2|, the schema 〈|E|〉ϕ → 〈|E1|〉〈|E2|〉ϕ .
Then {G : G∈ h} ⊆BS(HC∆) for some Henkin-like model HC∆ that preserves the first-order transition-
relation properties imposed on C∆ by the schemata above. Furthermore, if there is a set h′ ⊆ U such
that h⊆ h′ and {G : G ∈ h′} ⊆ BS(HC∆), then h′ is a VHHM class of GSTs.
Proof. (Theorem 11.) All of the additions to the logic ∆ reflect structure in surrogate Kripke structures
(including in the valuations used), and Theorem 3 remains applicable when confined to such restricted
Kripke structures.
The reader will recognize in the formulas 〈|E1|〉〈|E2|〉ϕ→ 〈|E1;2|〉ϕ and 〈|E|〉ϕ→ 〈|E1|〉〈|E2|〉ϕ the
schemata for something like transitivity and weak density, respectively [10]. That the surrogate Kripke
structures satisfy these conditions is a reflection of the unique semantics we have specified for GHML:
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in particular, following one trajectory in a GST followed by another implies the existence of a third,
“longer” trajectory (transitivity), and following a non-trivial trajectory implies the existence of “smaller”
trajectories ending and beginning from some intermediary point (weak density). On the other hand,
the additional constraint on the Henkin-like model in Theorem 11 is necessary because just satisfying
the relevant schemata under one valuation is not enough to impose the first-order transition relation
properties that surrogate Kripke structures possess (see [10]).
It is also worth noting that our choice of equivalence classes of modal executions is relevant here.
Had we not chosen to label transitions in the surrogate Kripke structure with such equivalence classes,
there would be multiple order-equivalent transitions between any two nodes. This would lead to addi-
tional Henkin-like models that fail to respect the semantics of weak bisimulation: i.e. among a collection
of order-equivalent transitions, some could be present in the Henkin-like model while some could be
absent.
Finally, it is important to note that neither Corollary 2 nor Theorem 11 imply that every maximal
VHHM class of Kripke structures corresponds to a maximal VHHM class of GSTs in U . For one, the
set U may be deficient. For another, it remains as future work to show that every Henkin-like model
over the canonical model for logic ∆ reflects the surrogate Kripke structure of some GST.
5.2 Properties of Maximal VHHM Classes of GSTs
In this subsection we make two small remarks that identify some properties of interest with regard to
maximal VHHM classes of GSTs.
First, we note that maximal VHHM classes are not so small that modal equivalence within such a
class implies strongly bisimulation (Definition 6). That is to say there is a maximal VHHM class which
contains two GSTs that satisfy the same formulas yet are not strongly bisimilar. Such a situation is
illustrated in the following example.
Example 4. Consider the domain of modalities given by the set I¯ = (R,≤R) and the set L = {α,β}.
Furthermore, for a subset A of [0,1] ⊂ R, define the GST GA as GA = ([0,1]∪ ({1}×A) ,A,0,LA)
where A= ∪a∈A{(x,(1,a)) : x ≤ a} ∪ ≤R∩[0,1] and LA : x 7→ α ;(1,a) 7→ β . We claim that the GSTs
GQ∩(0,1) and G(0,1)\Q together satisfy the VHHM property: in fact their surrogate Kripke structures are
both bisimilar to the same image-finite Kripke structure. Nevertheless, they are clearly not strongly
bisimilar, since there is no order preserving way of matching Q∩ (0,1) with (0,1)\Q.
Second, we note that there are GSTs that don’t belong to any VHHM class. This is ultimately because
there are Kripke structures that don’t belong to any VHHM class of Kripke structures: the following
example describes just such a Kripke structure.
Example 5. Consider the Kripke structure depicted in Figure 3 with a valuation that assigns all propo-
sitional variables to be true in all states. We claim that the shaded states satisfy the same formulas, yet
they are clearly not bisimilar. Hence, this Kripke structure doesn’t belong to any VHHM class of Kripke
structures.
The proof of the claim in Example 5 is nontrivial, and as far as we know, there are no results even
suggesting that such Kripke structures exist. Importantly, Example 5 implies a similar example for GSTs
because it contains a Kripke structure that also satisfies the schemata in Theorem 11. The following
example makes this explicit.
Example 6. Recall the definition of GA from Example 4, and consider the GST GX for X = {1/2+
1/(n+2) : n ∈ N} ⊂ (0,1). Then GX doesn’t belong to any VHHM class of GSTs because its surrogate
Kripke structure is bisimilar to the Kripke structure in Example 5 (when it is suitably relabeled).
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Figure 3: Kripke structure for Theorem 5. L= {α,β ,α.β}; all black arrows have label α; α.β transitions
are not shown but span each concatenated α transition and β transition.
6 Conclusions and Future Work
In this paper we have proposed a generalization of Hennessy-Milner logic that is suitable for GSTs,
and we have used this logic to exhibit some results regarding Hennessy-Milner classes with respect to
weak bisimulation. Nevertheless, there is a great deal of work still to be done. One key avenue of
future research lies in deciding whether the characterization in Theorem 11 really describes all maximal
VHHM classes of GSTs (given a sufficiently large set of GSTs to begin with). Another important avenue
of future work is to investigate what implications these VHHM classes have for common hybrid system
models, such as the behavioral modeling framework of [18].
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