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Abstract: We developed a general non-perturbative framework for the BFKL spectrum
of planar N = 4 SYM, based on the Quantum Spectral Curve (QSC). It allows one to
study the spectrum in the whole generality, extending previously known methods to ar-
bitrary values of conformal spin n. We show how to apply our approach to reproduce
all known perturbative results for the Balitsky-Fadin-Kuraev-Lipatov (BFKL) Pomeron
eigenvalue and get new predictions. In particular, we re-derived the Faddeev-Korchemsky
Baxter equation for the Lipatov spin chain with non-zero conformal spin reproducing the
corresponding BFKL kernel eigenvalue. We also get new non-perturbative analytic results
for the Pomeron eigenvalue in the vicinity of jnj = 1;  = 0 point and we obtained an
explicit formula for the BFKL intercept function for arbitrary conformal spin up to the
3-loop order in the small coupling expansion and partial result at the 4-loop order. In
addition, we implemented the numerical algorithm of [1] as an auxiliary le to this arXiv
submission. From the numerical result we managed to deduce an analytic formula for the
strong coupling expansion of the intercept function for arbitrary conformal spin.
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1 Introduction
N = 4 Super-Yang-Mills theory has been playing an important role in our understanding of
Quantum Field Theories, especially in an AdS/CFT context. Due to the Kotikov-Lipatov
maximal transcendentality principle [2, 3] some of the results obtained in this theory can be
directly exported to more realistic planar QCD. In this paper we describe how to eciently
perform calculations in this theory for one of the key QCD observables | BFKL spectrum,
using integrability at any value of the `t Hooft coupling , which was discovered initially by
Lipatov in the LO BFKL spectrum [4], and developed far beyond the perturbative regime in
the N = 4 SYM in recent years. Lev Nikolaevich was one of the main driving forces behind
this progress and it is deeply saddening for us to know that he left us in September 2017.
In the beginning we are going to briey describe the meaning of the quantities studied
in the present work in the context of high energy scattering. The total cross-section (s)
for the high-energy scattering of two colorless particles A and B in the next-to-leading
logarithmic approximation can be written as [5]
(s) =
Z
d2qd2q0
(2)2q2q02
A(q)B(q
0)
a+i1Z
a i1
d!
2i

s
s0
!
G!(q; q
0) ; (1.1)
mwhere i(qi) are the impact factors, G!(q; q
0) is the t-channel partial wave for the gluon-
gluon scattering, s0 = jqjjq0j and depend on the transverse momenta and s = 2pApB, where
pA and pB are the 4-momenta of the particles A and B respectively. For the t-channel
partial wave there holds the Bethe-Salpeter equation
!G!(q; q1) = 
D 2(q   q1) +
Z
dD 2q2K(q; q2)G!(q2; q1) ; (1.2)
where K(q; q2) is called the BFKL integral kernel. It appears to be possible to classify the
eigenvalues ! of this BFKL kernel using two quantum numbers: integer n (conformal spin)
and real 
! = !(n; ) : (1.3)
The function !(n; ) is called the Pomeron eigenvalue of the BFKL kernel or just the BFKL
Pomeron eigenvalue and its values for dierent n and  constitute the BFKL spectrum.
For the phenomenological applications of the BFKL kernel eigenvalues with non-zero con-
formal spin see [6]. The object !(n; )1 in the planar N = 4 SYM will be studied in this
work by means of integrability.
1In [5] the function ! is used with the dierent argument  = 1=2 + i.
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The study of integrable structures in 4d gauge theory has long and interesting history
of development. Integrability in QCD and supersymmetric Yang-Mills theories appeared in
two contexts. First, in the gauge theory, namely QCD, the Bartels-Kwiecinski-Praszalowicz
(BKP) equation [7, 8] for multi-reggeon states was reformulated by L.N. Lipatov [4] as the
model with holomorphic and antiholomorphic hamiltonians, which has a set of mutually
commuting operators originating from the monodromy matrix satisfying the Yang-Baxter
equation. After that L.D. Faddeev and G.P. Korchemsky in [9] proved this model to be
completely integrable and equivalent to the spectral problem for SL(2;C) XXX Heisenberg
spin chain. Then, in the context of high-energy scattering there was considered a certain
class of light-cone operators in QCD and supersymmetric Yang-Mills theories and in [10{13]
the problem of nding the anomalous dimensions of light-cone operators was formulated
in terms of SL(2;R) Heisenberg spin chain.
The other achievement was that the maximally supersymmetric N = 4 Yang-Mills
theory in 4 dimensions, which is dual to AdS5S5 type IIB superstring theory was shown
to be integrable [14, 15]. The study of the integrability structure of the latter theory
allowed to explore its spectrum in the non-perturbative regime. The solution to the spectral
problem was formulated in terms of the Quantum Spectral Curve (QSC) [16, 17] (for the
recent reviews see [18] and [19]). Nevertheless, until recently it was not known how to
build the bridge between the integrability in the BFKL limit and integrability found in the
AdS/CFT framework. In [20] the 4-loop Asymptotic Bethe Ansatz (ABA) contribution
to the anomalous dimension of the twist-2 sl(2) operators was analytically continued to
the non-integer spins and compared with the corresponding prediction from the BFKL
Pomeron eigenvalues. This analytic continuation to non-integer spins was incorporated
into the QSC formalism in [21] for twist-2 operators from the sl(2) sector and then in [22]
the Faddeev-Korchemsky Baxter equation [9] for Lipatov SL(2;C) spin chain was derived
correctly reproducing the leading order (LO) BFKL Pomeron eigenvalue. In addition, QSC
allowed to calculate analytically [23] the previously unknown next-to-next-to-leading order
(NNLO) BFKL eigenvalue in the N = 4 supersymmetric Yang-Mills theory. At the same
time, a very ecient numerical algorithm was constructed in [1], which allows to study not
only the BFKL limit of the spectrum of the theory, but the whole anomalous dimension of
a given operator for arbitrary values of the charges.
In [22] the twist-2 sl(2) operators of the form
O = trZDS+Z + (permutations) ; (1.4)
were considered and from the perturbative calculations in the gauge theory for the case
of even integer S we know the dimension of these operators  as a function of S up to
several loops order. In the QSC framework the solution of the Baxter equation for the
spectrum of such operators in the case of zero conformal spin n and integer even spins
S was obtained in [16]. Then in [24, 25] there was found the solution of this Baxter
equations valid for arbitrary spin S, which leads to the anomalous dimension of the twist-2
sl(2) operators analytically continued for non-integer spin S. After making this analytic
continuation in the BFKL regime we are able to exchange the roles of  and S obtaining
S+ 1 = !(n = 0; ), where  =  i=2 and  is the dimension of the operator in question.
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S
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|n|+1-|n|-1
-|n|-2
Figure 1. Trajectory of the length-2 operator for conformal spin n = S2 as a function of the full
dimension . The dots correspond to local operators trZDS+@
n
?Z. For the local operators S + n is
restricted to be even.
In the present work we consider the generalization allowing for an arbitrary value of
the conformal spin. Namely, we consider the length-2 operators
O = trZDS1+ @S2? Z + (permutations) : (1.5)
For the operators (1.5) we follow the same strategy as for the case of zero conformal spin.
Analogously to that case we build the analytic continuation in the spins S1 and S2, which
are identied with the spin S and conformal spin n respectively. Let us illustrate this
analytic continuation with the gure 1. The physical operators, for which the sum of non-
negative integer S = S1 and n = S2 is even, are depicted with the dots. Then, ipping
the roles of the dimension  and S = S1 we can reach the BFKL regime described by the
quantity !(n = S2; ) = S1 + 1, where  =  i=2.
The way to proceed with the problem in question is to rst generalize the QSC approach
to non-integer values of S1 (as was already done in [21]) and then also to non-integer values
of S2. We describe the technical details of this procedure in the section 2. This allows to
treat !(n; ) as an analytic function of both its parameters which simplies both analytical
and numerical considerations. This gives a universal framework for studying the BFKL
spectrum in full generality for all values of the parameters on equal footing within the
extended QSC formalism.
Having formulated the problem as an extension of the initial QSC, a number of meth-
ods, initially developed for the local operators, became available for the BFKL problem.
In particular we are enabled to employ a very powerful numerical algorithm [1] after some
modications. As we take the spins S1 to be continuous variable we can consider instead
of the function (S1; S2) the function S1(; S2). Then, using the algorithm we build the
operator trajectories for dierent values of conformal spin S2 and the dependencies of the
spin S1 on the coupling constant g for dierent values of conformal spin and dimension 
(including a particular interesting intercept function corresponding to  = 0). Having the
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numerical results for the operator trajectories we were able to t the numerical values of
the BFKL kernel eigenvalues,2 which were conrmed in [27] using a dierent method.
Another method available within the QSC formalism is an ecient perturbative expan-
sion developed in [23, 28{31]. We applied this method to nd the value of the Pomeron in-
tercept for the arbitrary value of the conformal spin up to 3 loops. Our result is in full agree-
ment with [27] at the NNLO level, but we also give a prediction for the next NNNLO order.
Then, we found and studied in detail a particularly interesting point in the space of
parameters of the BFKL Pomeron eigenvalue. This is the \BPS" point  = 0 and n = 1. As
we have conrmed both numerically and analytically, the operator trajectory goes through
the point S =  1, n = 1 and  = 0 for any value of the coupling constant g. Studying
the vicinity of this point we were able to nd two non-perturbative quantities: \slope-to-
intercept function" and \curvature function". The rst function is the rst derivative of
S (; n) with respect to n at the point  = 0, n = 1 and the second function is the second
derivative of S (; n) with respect to  at the same point. We used the methods developed
in [21] to compute analytically these quantities non-perturbatively to all orders in g.
Finally, we were able to identify the intercept function in the strong coupling expansion
up to the 4th order. To obtain it we utilized the dependencies of the intercept on the
coupling constant calculated by the QSC numerical method. By conducting the numerical
t of these dependencies for dierent values of conformal spin n we predict the formula for
the intercept strong coupling expansion up to the 4th order for arbitrary conformal spin.
Let us present a brief summary of the quantities we calculated. They include the
NNLO intercept function (4.16) and the non-rational part of the NNNLO intercept func-
tion (4.18). The other quantities we computed exactly to all orders in the `t Hooft cou-
pling constant are the slope-to-intercept (5.43) and the curvature (5.131) functions with
the strong coupling expansions of these functions given by (5.49) and (5.136) respectively.
In addition, there was written the strong coupling expansion (6.2) of the intercept function
for arbitrary conformal spin n. We also implemented the numerical method for nding
the eigenvalues at arbitrary values of the parameters in Mathematica, the corresponding
les code_for_arxiv.nb and BFKLdata.mx can be found in the attachments to this arXiv
submission. See description.txt le for the description.
This work is organized as follows. In the section 2 we give the general introduction
into the QSC approach, extending it to the situation when both spins are non-integer.
The section 3 describes our numerical results. The section 4 contains the weak coupling
analysis. In the section 5 we analyze the expansion near the BPS point to nd the non-
perturbative quantities such as slope of intercept and curvature functions. In section 6 we
analyze the Pomeron intercept at strong coupling.
2 Description of the QSC based framework
In this section we are going to present the framework which we use to solve the QSC [16, 17]
and whose derivation is based on the analytic and asymptotic properties of the Q-functions.
2See M.Almov's presentation at GATIS Training Event at DESY [26].
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First, we reformulate the QSC in terms of gluing matrix. Namely, we start from the
several axioms concerning the analytic structure of the Q-system and the symmetries which
preserve the QQ-relations and derive from them the so-called gluing conditions. These
gluing conditions already appeared in [17, 23] but our approach presented below does not
utilize the notion of - and !-functions to obtain the gluing matrix. Second, using the
connection between the asymptotics of the certain subset of Q-functions and the global
charges together with their analytic properties, the system of constraints for the gluing
matrix is derived. It appears to be possible to solve these equations in some physically
interesting cases. Namely, we nd the gluing matrix for the case when both AdS spins
S1 and S2 are integers of the same parity and its form appears to be very simple and in
complete agreement with the result of [17]. Then we consider a more general case of non-
integer AdS spins S1 and S2 , which is particularly interesting for the exploration of the
BFKL regime. For this case we have not found the general solution for the gluing matrix,
however we found the certain subclass of solutions and it appears to be applicable to our
quantities of interest. We mostly follow the original paper [17], but the discussion of the
gluing matrix and the extension to the non-integer quantum numbers is new. The reader
familiar with the QSC formalism could skip to subsection 2.5.
2.1 Algebraic part of the construction
QSC consists of a set of Q-functions of the complex spectral parameter u and relations
between them. We will restrict ourselves to the most essential parts of the construction
but still keeping the discussion self-contained. For more detailed description of the QSC
see [16, 21] and for the pedagogical introduction see [17].
In total there are 256 Q-functions Qa1;:::;anji1;:::;im(u) totally antisymmetric in the two
groups of \bosonic" (a's) and \fermionic" (i's) indices with 1  n;m  4, however not all
of them are independent. The main building blocks of the QSC construction are the 4 + 4
\elementary" Q-functions: Qaj;(u), where a = 1; : : : ; 4, and Q;ji(u), where i = 1; : : : ; 4.
Setting the normalization Q;j; = 1 and starting from these 8 Q-functions, one can recover
the whole Q-system applying the QQ-relations written in [17]. In particular the QQ-relation
for the Q-function with one \bosonic" and one \fermionic" index looks as follows
Qaji

u+
i
2

 Qaji

u  i
2

= Qaj;(u)Q;ji(u) : (2.1)
and Qaji(u) is a solution of (2.1). From now on we are going to use the shorthand notation
for the shift in the variable u: f(u + ik=2) = f [k](u). In a similar way one can build all
256 Q-functions out of the basic 8 mentioned above. One should also impose the quantum
unimodularity condition
Q1234j1234 = 1: (2.2)
An important symmetry of the QSC is the Hodge-duality, which exchanges
Qa1;:::;anji1;:::;im $ Qa1;:::;anji1;:::;im 
 ( 1)(4 n)mbn+1:::b4a1:::anjm+1:::j4i1:::imQbn+1;:::;b4jjm+1;:::;j4 ; (2.3)
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where in the right-hand side of (2.3) there is no summation over the repeated indices. The
Hodge-dual Q-functions (2.3) with the upper indices also satisfy the same QQ-relations as
the Q-functions with the lower indices.
Due to (2.2) we are able to obtain the relations which allow to get fast to the Hodge-
dual Q's
QajiQajj =  ij ; QajiQbji =  ab : (2.4)
The Q-function Qaji allows to write the Q-functions with one upper index in a concise form
Qaj; = (Qaji)+Q;ji (2.5)
and
Q;ji = (Qaji)+Qaj; : (2.6)
From the condition (2.2) it can be shown that
Qaj;Qaj; = 0 ; Q;jiQ;ji = 0 : (2.7)
In addition, the Q-system has a symmetry, which is called the H-symmetry [17] and
which leaves the QQ-relations intact. It corresponds to the transformations of Q-functions
by i-periodic matrices that rotate the \bosonic" and \fermionic" indices separately. Their
form for all Q-functions can be found in [17], but in this section we need the explicit form
of them only for the Q-functions with one index. They are
Qaj; ! (HB)caQcj; ; Qaj; ! (H 1B )acQcj; ; Q;ji ! (HF )jiQ;jj ; Q;ji ! (H 1F )ijQ;jj ;
(2.8)
where HB(u) and HF (u) are i-periodic 4 4 matrices. The determinants of these matrices
have to satisfy
detHB(u) detHF (u) = 1 (2.9)
for the quantum unimodularity condition (2.2) not to change under such H-rotations. The
important particular case of this symmetry is the rescaling of the Q-functions with one
index. It acts as follows
Qaj; ! aQaj; ; Q;ji ! iQ;ji ; Qaj; !
1
a
Qaj; ; Q;ji ! 1
i
Q;ji: (2.10)
The equation (2.1) allows to obtain a 4th order Baxter equation for the functions
Q;ji(u), i =; 1 : : : ; 4. In [22] this equation was derived and looks as follows
Q
[+4]
;ji  Q
[+2]
;ji
h
D1  Q[+2]aj; Qaj;j[+4]D0
i
+Q;ji
h
D2  Qaj;Qaj;[+2]D1 +Qaj;Qaj;[+4]D0
i
 
 Q[ 2];ji
h
D1 +Q
[ 2]
aj; Q
aj;[ 4] D0
i
+Q
[ 4]
;ji = 0 ; (2.11)
where
Dk = det
1i;j4
Q;jj[4 2i+2i;k+1] ; k = 0; 1 ; (2.12)
D2 = det
1i;j4
Q;jj[4 2i+2i;1+i;2] ;
Dk = det
1i;j4
Q;jj[ 4+2i 2i;k+1] ; k = 0; 1 :
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It is also possible to show from the same equation as (2.1) for the Q-functions with upper
indices that the functions Q;ji(u), i = 1; : : : ; 4 satisfy the 4th order Baxter equation, which
looks as (2.11) but with Qaj; exchanged with Qaj;. For the sake of conciseness we do not
write this Baxter equation explicitly.
After nishing the description of the algebraic structure of the QSC essential for the
formulation of the QSC equations in the next subsection we describe the analyticity prop-
erties of the Q-functions, which constitute the crucial part of our QSC framework.
2.2 Analytic part of the construction
To describe the analytic structure of the Q-system we have to rst dene the analyticity
properties of the basic set of Q-functions: Qaj;(u), a = 1; : : : ; 4 and Q;ji(u), i = 1; : : : ; 4.
The only singularities of these functions are quadratic branch points which come in pairs
at the positions 2g+ ik, where k 2 Z. For each pair of branch points we can choose either
short cut on the interval [ 2g+ik; 2g+ik] or a long cut ( 1+ik; 2g+ik][[2g+ik; ik+1),
where k is some integer. In what follows the sheet of the Q-function with only the short
cuts is called physical and the function on this sheet is denoted by Q^(u), while on the sheet,
where all the cuts are long, is called mirror and the function is designated by Q(u) on it.
The continuation of any function f(u) under the cut on the real axis is denoted by ~f(u).
The branch points of all the functions we will consider are quadratic, i.e.
~~f(u) = f(u).
In what follows we will denote the functions Qaj;(u), Qaj;(u), Q;ji(u) and Q;ji(u),
with prescribed analytical properties, as Pa(u), P
a(u), Qi(u) and Q
i(u) respectively. To
proceed let us write the asymptotics of the Q-functions with one index. We know that all
the Q-functions including Pa, P
a, Qi and Q
i have the power-like asymptotics at large u,
which for the basic 8 Q-functions can be taken from [17]
Pa ' Aau  ~Ma ; Pa ' Aau ~Ma 1 ; Qi ' BiuM^i 1 ; Qi ' Biu M^i ; (2.13)
where ~Ma, a = 1; : : : ; 4 and M^i, i = 1; : : : ; 4 are functions of the values of the 6 Cartan
generators of the psu(2; 2j4) symmetry algebra of the N = 4 SYM: integer J1; J2; J3 ( ~Ma)
and ; S1; S2 (M^i), which are specied below
~Ma =

1
2
(J1 +J2 J3 +2) ; 1
2
(J1 J2 +J3) ; 1
2
( J1 +J2 +J3 +2) ; 1
2
( J1 J2 J3)

;
M^i =

1
2
( S1 S2 +2) ; 1
2
(+S1 +S2) ;
1
2
(  S1 +S2 +2) ; 1
2
( +S1 S2)

:
(2.14)
As we know from the classical integrability of the dual superstring -model (see, for
example, [18]), the P- and Q-functions at least have the quadratic branch points at u =
2g. From the asymptotics (2.13) and (2.14) we can expect the cuts of P-functions to
be short.3 The minimal choice for the functions Pa(u) and P
a(u), a = 1; : : : ; 4 is to have
3For some values of the Cartan charges J1, J2 and J3 of the N = 4 SYM symmetry algebra psu(2; 2j4)
there could appear a quadratic branch cut going to innity. However, the P-functions usually come in
bilinear combinations and these cuts cancel each other in these combinations.
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Pa Pa
 2g 2g  2g 2g
Qi Q
i
Figure 2. Analytic structure of the P- and Q-functions on their dening sheet.
only one short cut on the real axis. From the asymptotics of the Q-functions we can see
that they have a nontrivial monodromy around innity, thus we have to assume the cuts of
these functions to be long. So again the minimal choice for Qi(u) and Q
i(u), i = 1; : : : ; 4
would be to have only one long cut on the real axis. The analytic structure of P- and Q-
functions is illustrated on the gure 2. Notice, that because the functions Qi and Q
i have
the long cuts in the complex plane, their asymptotics prescribed from the large u limit of
the superstring -model hold in the upper half-plane and in the lower half-plane they can
be dierent, therefore the third and fourth formulas from (2.13) are valid for Im u > 0.4
It is convenient for us to introduce some short-hand notations as in [17]: UHP |
upper half-plane, LHP | lower half-plane, UHPA | upper half-plane analytic and LHPA
| lower half-plane analytic. Besides, we are going to use l.h.s. and r.h.s. for left and
right-hand side respectively.
As we have introduced the analytic structure of the basic set of Q-functions, let us
proceed with the consideration of the other ones. We dene the function Qaji as an UHPA
solution of the equation (2.1)
Q+aji  Q aji = PaQi ; Im u > 0 (2.15)
with the asymptotic
Qaji '  i
AaBi
  ~Ma + M^i
u  ~Ma+M^i : (2.16)
In what follows we will denote the UHPA Q-functions of the Q-system obtained from Pa,
Qi and Qaji by the application of the QQ-relations by curly Q (as it was done in [17] to un-
derline that these Q-functions have certain analytic properties and where the corresponding
Q-system was called fundamental). For the Hodge-dual Q-functions, which are UHPA as
well and satisfy the same QQ-relations, we will also use curly Q to depict its Q-functions.
Substitution of (2.13) and (2.16) into Qi =  Q+ajiPa and Pa =  Q+ajiQi expressed
from (2.5) and (2.6) themselves leads us to the systems of equations for AaA
a and BiB
i
respectively, which can be solved [17, 18] and give the result
Aa0A
a0 = i
4Q
j=1

~Ma0   M^j

Q
b=1
b 6=a0

~Ma0   ~Mb
 ; Bi0Bi0 =  i
4Q
a=1

M^i0   ~Ma

4Q
j=1
j 6=i0

M^i0   M^j
 ; a0; i0 = 1; : : : ; 4 ;
(2.17)
4It should be noted that in the case, when at least one of the spins S1 and S2 is non-integer, the
asymptotics of the Q-functions in the lower half-plane on the sheet with the long cuts can be not power-like
but instead become some power times an exponential factor.
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where there is no summation over the indices a0 and i0 implied. For further convenience
we introduce the shorthand notations Aa0A
a0 = Ai0 and Bi0B
i0 = Bi0 .
Each function Qaji(u) is analytic for Im u >  1=2 due to the fact that both Pa(u)
and Qi(u) are UHPA. As it was mentioned in the subsection 2.1 with the usage of the
QQ-relations we can restore the remaining Q-functions thus building the UHPA Q-system.
The Hodge-duality (2.3) does not change the analytic properties, therefore the Hodge-dual
Q-system with the upper indices has the same analytic properties, i.e. UHPA.
Now we are going to turn to the analytic structure of the functions Qi(u), i = 1; : : : ; 4.
Let us remember the formulas (2.5). One can notice that the functions Qi and Q
i with
 Q+ajiPa and Qaji+Pa respectively coincide only in the UHP, because their analytic struc-
ture in the LHP is dierent. Indeed, we can see that if we rewrite the QQ-relations for
Qaji using (2.5)
Q aji =

1 + PaP
b

Q+bji ; (2.18)
it is possible to nd the values of Qaji for Im u <  1=2. In the strip  k   1 < Im u <  k
for k = 0; 1; 2; : : : the functions Q aji are given by
Q aji =
kY
l=0

1 + PaP
b
[2l]Q[2k+1]aji : (2.19)
From (2.19) we can see that the functions Qaji have the innite number of short cuts at
the horizontal lines with Im u =  k   1=2 for k = 0; 1; 2; : : : and due to (2.4) Qaji has
the same structure of cuts in the complex plane. Therefore, the functions  Q+ajiPa and
Qaji+Pa have also the innite ladder of cuts at Im u =  k for k = 0; 1; 2; : : :, which clearly
do not coincide with the analytic structure of Qi and Q
i in the LHP, who are LHPA.
However, we can resolve this diculty by interpreting the analytic continuation of
 Q+ajiPa and Qaji+Pa under their short cut on the real axis from above as Qi and Qi
respectively. To formulate this clearly let us use the hats and checks introduced in the
beginning of the present subsection, which denote the values of the P- and Q-functions on
the dierent sheets. In these notations rst of all the equations (2.15) and (2.19) determine
Q^aji on the physical sheet with the short cuts. Then, the values of the Q^i and Q^i on their
physical sheet with the short cuts are given by
Q^i =  Q^+ajiP^a ; Q^i = Q^aji+P^a (2.20)
and coincide with the Q-functions on the mirror sheet with the long cut on the real axis
in the UHP
Q^i = Qi ; Q^
i = Qi ; Im u > 0 : (2.21)
Whereas in the LHP we interpret the analytic continuation of Q^i and Q^
i under their cut
on the real axis as Qi and Q
i in the LHP
~^
Qi = Qi ;
~^
Qi = Qi ; Im u < 0 ; (2.22)
where tilde denotes the analytic continuation under the cut on the real axis.
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Looking at the obtained picture from above, we conclude that there is no fundamental
reason to choose the generated Q-system to be UHPA. Indeed, there exists a transformation
of complex conjugation, which preserves the QQ-relations but interchanges UHPA with
LHPA. Its explicit form is written in [17]
Qa1;:::;anji1;:::;im(u)! ( 1)
(m+n)(m+n 1)
2 Qa1;:::;anji1;:::;im(u) : (2.23)
The transformation (2.23) generates the Q-system which is LHPA and satises the same
QQ-relations as the initial UHPA Q-system. It should be noted that the Hodge-dual Q-
system also admits such a transformation
Qa1;:::;anji1;:::;im(u)! ( 1) (m+n)(m+n 1)2 Qa1;:::;anji1;:::;im(u) : (2.24)
Let us now remember the analyticity properties of the function Qi from (2.21)
and (2.22). We see that the functions
~^
Qi are LHPA and therefore have the same an-
alyticity properties as the functions
^
Qi and
^
Qi. From the strong coupling limit of the
superstring -model and its classical integrability (see the pedagogical explanation of this
in [18]) we know that for the case of integer spins S1 and S2 each function
~^
Qi, i = 1; : : : ; 4
coincides with the certain function from the set
^
Qj , j = 1; : : : ; 4 in this limit. Thus, sum-
marizing all this, we impose the equality of the LHPA functions
~^
Qi and
^
Qj up to some
matrix M ij(u)
~^
Qi(u) = M ij(u)
^
Qj(u) : (2.25)
From now on we will call (2.25) the gluing condition and M ij(u) the gluing matrix, whose
properties we will analyze below. We formulated QSC in the form (2.25) because this form
is convenient to analytically continue the QSC solution for the case of non-integer spins
S1 and S2. The transformation (2.23) generates the Q-system which is LHPA and satises
the same QQ-relations as the initial UHPA Q-system. As there is no principal dierence
between UHPA and LHPA Q-systems and they describe the same spectral problem and
due to the unitarity of the N = 4 SYM theory, the UHPA and LHPA Q-systems have to be
related by the symmetries of the Q-system, namely, the combination of the Hodge duality
and H-symmetry.5 Thus, we can interpret the gluing matrix M ij as an i-periodic matrix
of the H-transformation, which, in particular, relates the Q-functions with one lower and
one upper \fermionic" index on the mirror sheet
Qi = M ij Qj ; Qi =
 
M t

ij
Qj ; (2.26)
where  t means that the inverse matrix is transposed.
Using the analyticity properties of the functions Qi and Qj we are able to estab-
lish some properties of the matrix M ij . Utilizing the i-periodicity of the matrix M ij ,
it is possible to express its elements in terms of Qi and Qj . From the i-periodicity of
5The presence of the Hodge duality can explained from the consideration of the classical limit of the
superstring -model, which says that the analytic continuation of the Q-functions with the lower indices
~^
Qi(u) are related to the Q-functions with the upper indices Q^
i, not the lower ones.
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M ij(u), (2.26) and remembering the QQ-relation for Q-function with 4 \fermionic" indices
Q;j1234 = det
1k;l4
Q
[5 2l]
;jk one can show that
M ij Q;j1234 = det
0BBBBBBB@
Q
[+3]
1
Q
[+1]
1
Q
[ 1]
1
Q
[ 3]
1
  
Qi[+3] Qi[+1] Qi[ 1] Qi[ 3]
  
Q
[+3]
4
Q
[+1]
4
Q
[ 1]
4
Q
[ 3]
4
1CCCCCCCA
 j-th row : (2.27)
First of all let us show that the matrix elements M ij do not have any branch points. To
see this let us notice that for Im u <  3=2 the Q-function on the l.h.s. and the determinant
on the r.h.s. of (2.27) are analytic and do not have branch points. Therefore in the same
region and due to the i-periodicity M ij has to be free from the branch points in the whole
complex plane.
Second, in principle, M ij can have poles. As M ij is i-periodic, the existence of a
pole, for example, in the point u0 automatically leads to the innite number of poles in
the points u0 + ik, where k 2 Z. However, at least in the region Im u <  3=2 the r.h.s.
of (2.27) is analytic, thus the poles of M ij have to be compensated by the zeroes of Q;j1234
in the same points or, in other words, there exists k0 such that
Q;j1234(u0 + ik) = 0 for
k  k0. In its turn this means that the number of zeroes of Q;j1234 is innite and these
zeroes accumulate at innity. We know that Q;j1234 has power-like asymptotic, then there
exist such a and b that
Q;j1234(u)  aub = O

ub 1

; u!1 : (2.28)
However, evaluating the l.h.s. of (2.28) at u = u0+ik for k  k0 leads to a contradiction with
the r.h.s. of (2.28). From this contradiction we conclude that M ij cannot have any poles.
Summarizing what was said we see that the gluing matrix M ij is analytic in the whole
complex plain. For the physical state, which means that the spins S1 and S2 are integer
and the asymptotics of the functions ~Qi are the power-like, analyticity and i-periodicity of
the gluing matrix M ij leads us to the conclusion that it is constant in this case.
Now let us return back to the equations (2.26). As we know that the matrix M ij is
free of any singularities, then analytically continuing both sides of the equations (2.26) to
the sheet with the short cuts we obtain
~^
Qi = M ij
^
Qj ;
~^
Qi =
 
M t

ij
^
Qj : (2.29)
Analytic properties of the Q-functions allow us to establish one important property
of the gluing matrix. Analytically continuing both sides of the rst equation from (2.29),
using the fact that due to the quadratic nature of the branch points analytic continuation
and complex conjugation commute with each other, and then applying the second equation
from (2.29) we derive
Q^i = M ij
 
M t

jk
Q^k : (2.30)
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Noticing that (2.30) is true for any point u and applying the same trick as above and using
the analyticity properties of the gluing matrix, we arrive to the conclusion that
M ij
 
M t

jk
= ik (2.31)
and the gluing matrix is hermitian
M ij(u) = M ji(u) : (2.32)
In what follows we are going mainly to deal with the Q-functions on the physical
sheet therefore from now on we omit the hats and checks above the designations of the
Q-functions implying that all the Q-functions are considered on the sheet with the short
cuts if the opposite is not mentioned specically.
Now we are ready to nd the other constraints on the gluing matrix which follow from
the conjugation and parity symmetries of the Q-system. To do this we will need the 4th or-
der Baxter equation for the functions Qi(u) to see if the certain properties of the Pa(u) and
Pa(u) can allow us to relate Qi(u), Qi(u) and Qi( u). In the two subsequent subsections
we analyze the implications of the conjugation and parity properties respectively.
2.3 Complex conjugation symmetry
Let us now concentrate on the conjugation properties of the P- and Q-functions assuming
the charges , S1 and S2 to be real. In [17] from the reality of the energy, Y- and T-
functions and the fact that the complex conjugation supplemented by the certain sign
factor is the symmetry of the Q-system it is shown that complex conjugation is equivalent
to some H-symmetry transformation already mentioned in the subsection 2.1. The matrix
hB of this transformation was proven in [17] to be constant due to analytic properties and
power-like asymptotic of the P-functions. Then there was found a transformation which
allows to make all P-functions with lower indices purely real and thus the P-functions
with upper indices pure imaginary. However, in our calculations we use the dierent
normalization and make the other H-rotation by multiplying P3 and P4 by i and thus P
1
and P2 also by i and obtain
P1;2 = P1;2 ; P3;4 =  P3;4 ; P1;2 =  P1;2 ; P3;4 = P3;4
or, in other words
Pa = C
b
aPb ;
Pa =  CabPb ; C = diagf1; 1; 1; 1g : (2.33)
Given the conjugation properties (2.33), we see that the Baxter equation (2.11), written
for the Q-functions with prescribed analytic properties
Q
[+4]
i  Q[+2]i
h
D1  P[+2]a Pa[+4]D0
i
+ Qi
h
D2  PaPa[+2]D1 + PaPa[+4]D0
i
  (2.34)
 Q[ 2]i
h
D1 + P
[ 2]
a P
a[ 4] D0
i
+ Q
[ 4]
i = 0
with Dk and Dk given by (2.12) with Q
aj; = Pa, remains the same, but for Qi(u) now.
Thus, the functions Qi satisfy the equation (2.34) too. As the functions Qi(u) constitute
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a basis in the space of solutions of the Baxter equation (2.34) this means that there has to
exist an i-periodic matrix 
ji (u) such that
Qi(u) = 

j
i (u)Qj(u): (2.35)
As in [32] from (2.33) and (2.5) this matrix can be found to be

ji =
Q ajiCabQbjj  : (2.36)
It is i-periodic 
j++i = 

j
i (see appendix A for the proof) and using this it is not hard to
show that

ji

kj = Q ajiCabQbjj Q+cjjCcd Qdjk+ = Q ajiCabQbjj Q cjjCcd Qdjk  = ki ; (2.37)
which means that 
 1 = 
 and
Qi(u) = 

j
i (u)
Qj(u) : (2.38)
The matrix 
ji also relates
Qj and Qi
Qj =  
jiQi (2.39)
and vice versa
Qj =  
ji Qi : (2.40)
To determine the consequences of the conjugation symmetry for the gluing matrix we
substitute (2.35) into the rst gluing condition from (2.29) and obtain
~Qi = M ij
kjQk : (2.41)
Let us analyze the matrix M ij
kj more closely. As it is a product of two i-periodic matrices
it has also to be i-periodic. We remember that according to its denition (2.36) the matrix

kj (u) has an innite ladder of short cuts. Using the result of [32] we get the discard of 

k
j (u)
~
kj   
kj =   ~Qj ~Qk + QjQk : (2.42)
Multiplying both sides of (2.42) by M ij and utilizing the rst gluing condition from (2.29)
we derive the equation6
M ij ~
kj  M ij
kj =  Qi ~Qk + Qk ~Qi : (2.43)
We note that the r.h.s. of (2.43) is antisymmetric in the indices i and k, thus we conclude
that the function M ij
kj + M
kj
ij has no cuts on the real axis. As this function is
i-periodic it follows that M ij
kj +M
kj
ij is analytic in the whole complex plane.
Let us introduce a new notation
!ik M ij
kj ; (2.44)
6Notice that the r.h.s. of the equation (2.43) coincides with the r.h.s. of the equation of the Q!-system
~!ij   !ij =  Qi ~Qj +Qj ~Qi.
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where !ik are the i-periodic functions on the sheet with the short cuts. Remembering (2.41)
and applying (2.44) on the sheet with the short cuts we obtain the equation
~^!ik   !^ik =

ijQ^
kQ^l   kj Q^iQ^l

!^jl : (2.45)
On the other hand, the functions !ik are i-periodic on the sheet with the short cuts, thus
on the sheet with the long cuts their analytic continuation under the cut on the real axis
is given by the simple formula
~!ik =

!ik
++
: (2.46)
Rewriting (2.45) on the sheet with the long cuts gives us
!ik
++   !ik = ij Qk Ql   kj Qi Ql !jl : (2.47)
If we return several steps back, we can derive from the QQ-relations the equation for the
function Qabjij , which looks almost exactly like (2.47)
Qabjij+   Qabjij  =

ik
Qj Ql   jk Qi Ql

Qabjkl  : (2.48)
Recalling the notion of -functions introduced in the QSC framework in [16, 17], which are
i-periodic on the sheet with the long cuts, we multiply both sides by ab, which leads us to
ab Qabjij 
++   ab Qabjij  = ik Qj Ql   jk Qi Qlab Qabjkl  : (2.49)
Therefore, the functions !ij and ab Qabjij  satisfy the same equation. As the functions
ab Qabjij  are antisymmetric in i and j due to the antisymmetry of the Q-function Qabjij ,
it is natural to impose the constraint that !ik is also antisymmetric and
!ik = M ij
kj =  Mkj
ij =  !ki : (2.50)
In the following subsections we are going to exploit (2.50) to constrain the gluing matrix
for dierent spins S1 and S2.
2.4 Parity symmetry
Now we are going to describe the parity properties of the Q-system. For a large class of
states the P-functions possess the certain parity. Such states include the states with the
charges J1 = 2, J2 = J3 = 0, which we consider in the rest of the paper and also the ground
state with the charges J1 = 3 and J2 = J3 = 0, which is relevant for the BFKL Odderon
eigenvalue (see [33, 34]). Thus, for the case J1 = 2, J2 = J3 = 0 we have
~Ma = f2;1;0; 1g ; (2.51)
M^i =

1
2
( S1 S2 +2) ; 1
2
(+S1 +S2) ;
1
2
(  S1 +S2 +2) ; 1
2
( +S1 S2)

:
As we understood the analytic structure of P- and Q-functions, taking into account
the asymptotics of these functions expressed in terms of the charges (2.51), it is natural
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to assume the existence of the certain symmetry between the Q-functions with lower and
upper indices, which also changes sign of . This symmetry takes a particularly simple
form for the following choice of the normalization of the P-
Aa = (1; 1; A3;A4) ; Aa = (A1;A2; 1; 1) ; (2.52)
and Q-functions
Bi = ( B1; 1; B3; 1) ; Bi = ( 1;B2; 1; B4) ; (2.53)
which can be set with the usage of the rescaling symmetry (2.10). We obtain7
Pa(; u) = abPb( ; u) ; Qi(; u) = ijQj( ; u) ; (2.54)
where
ab =
0BBBBB@
0 0 0  1
0 0 1 0
0  1 0 0
1 0 0 0
1CCCCCA ; ij =
0BBBBB@
0  1 0 0
1 0 0 0
0 0 0 1
0 0  1 0
1CCCCCA (2.55)
and ab is the same matrix for the left-right symmetric states as in [16, 17].
For the operators we examine (J1 = 2 and J2 = J3 = 0) in the following sections the
P-functions have the certain parity. Their parity is dictated by the asymptotics of the
P-functions (2.13)
Pa( u) = ( 1)a+1Pa(u) ; Pa( u) = ( 1)aPa(u) : (2.56)
The symmetry (2.56) is a symmetry of the Baxter equation (2.34), thus Qi( u) is also a
solution of (2.34). Utilizing the same logic as in the case of the complex conjugation, we con-
clude that there exists an i-periodic matrix ji (u) (see the proof in appendix A) such that
Qi( u) = ji (u)Qj(u) : (2.57)
It is possible also to nd the matrix with such a property. Utilizing again (2.5), we obtain
ji (u) = ( 1)a+1Q aji( u)Qajj (u) ; (2.58)
where the summation over a is implied. The matrix  has the property ji (u)
k
j ( u) = ki
and thus  1(u) = ( u). We can write
Qi(u) = 
j
i ( u)Qj( u): (2.59)
7The change of the sign  !   is a symmetry of the equation and it should map one solution to
another solution. One can check that P0a = abPb, P0a =
 
 1

ab
Pb, Q0i = ijQj , Q0i =
 
 1

ij
Qj and
M 0ij = ik
 
M t

kl
lj is also a solution to the QQ-relations and the gluing conditions but with  ipped
to  . As it can be seen explicitly in the appendix B in the weak coupling limit these two solutions coincide
therefore our solution is mapped onto itself. Given the starting point the recursive procedure described in
the section 4 is non-ambiguous we conclude that this property holds to all orders in the coupling constant.
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The matrix ji ( u) also relates Qj( u) and Qi(u)
Qj( u) = ji ( u)Qi(u) (2.60)
and vice versa
Qj(u) = ji (u)Q
i( u): (2.61)
Analogously to the consideration of parity symmetry, we can nd the discard of kj on
the cut which is situated on the real axis
~kj (u) kj (u) =   ~Qj( u) ~Qk(u) + Qj( u)Qk(u) : (2.62)
Using the matrix ji (u) from (2.58), the gluing conditions (2.41) and (2.59) we are
able to introduce another gluing matrix
~Qi(u) = Lij(u)Qj( u) ; ~Qi =
 
L t

ij
(u)Qj( u) ; (2.63)
where
Lil(u) = M ij(u)
kj (u)
l
k( u) ; (2.64)
and as the Q-functions on the both sides of the gluing conditions are LHPA, then by the
same arguments as for M ij(u) the matrix Lij(u) is also analytic in the whole complex
plane. Analogously to the case of the gluing matrix M ij(u) by going under the cut twice
we derive the property
Lji(u) = Lij( u) : (2.65)
Together with (2.32), (2.50) and (2.64) condition (2.65) constitutes the set of equations
which are used to calculate the gluing matrix for dierent values of the spins S1 and S2.
Since for the states in question the P-functions have the certain parity, this has some
consequences for the asymptotic expansion of the Q-functions. As it is explained in detail
in the section 3 with the description of the numerical algorithm the certain parity of the
P-functions leads to the form (3.6) of the asymptotic expansion of Qaji
Qaji(u) ' u  ~Ma+M^i
+1X
l=0
Baji;2l
u2l
: (2.66)
By applying analogous arguments to the QQ-relation for the Hodge dual function Qaji, we
conclude that the asymptotic expansion of Qaji is also given by
Qaji(u) ' u ~Ma M^i
+1X
l=0
Baji;2l
u2l
: (2.67)
Then we remember that Qi =  Q+ajiPa and Qi = Qaji+Pa, which after the substitution
of (3.1), (2.66) and (2.67) lead us to the asymptotic expansions at innity of the Q-functions
Qi(u) ' uM^i 1
 
Bi +
+1X
l=1
Bi;2l
u2l
!
; Qi(u) ' u M^i
 
Bi +
+1X
l=1
Bi;2l
u2l
!
: (2.68)
In what follows we will regard to the Q-functions with the asymptotic expansions (2.68) as
having the \pure" asymptotic, as these expansions contain the powers of u, which dier only
by an integer number. The asymptotic expansions (2.68) will be important in determining
the structure of the matrices 
ji (u) and 
j
i (u), which are analyzed below.
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2.5 Constraining the gluing matrix
In the present subsection we are going to derive the set of equations for the elements of the
gluing matrix originating from the conditions found in the previous subsections. To remind
briey the QSC framework we are using let us recall the constraints on the gluing matrices
known by now. The non-degenerate matrices M ij(u) and Lij(u) satisfy the following set
of constraints
M ji(u) =M ij(u) ; M ij(u)
kj (u) = Mkj(u)
ij(u) ;
 

 1
j
i
(u) = 
ji (u) ; (2.69)
Lil(u) =M ij(u)
kj (u)
l
k( u) ; Lli( u) =Lil(u) ;
 
 1
k
j
(u) = kj ( u) :
Now we are able to consider the gluing matrix for the case of dierent AdS spins S1 and
S2 solving the set of constraints (2.69).
2.5.1 Integer S1 and S2
Let us start our study from the situation when all the charges except for the dimension 
are integer. More precisely, in the present subsection we address the case when the spins
S1 and S2 have the same parity. This is motivated by the fact that for S2 = 0 the physical
states have even non-negative S1.
8 To analyze the constraints (2.69) more closely we need
to nd the properties of the matrices 
ji (u) and 
j
i (u).
In what follows we will need the asymptotics of the matrices 
ji and 
j
i (u). To analyze
them let us remember (2.35) and (2.57). As the asymptotics of the Q-functions on the
both sides of (2.35) and (2.57) are power-like and the 
-matrix consists of the i-periodic
functions, the series expansions of 
ji (u) and 
j
i (u) for jRe uj  1 are given by

ji (u) =
+1X
k=0



(k)

j
i
e2ku ; ji (u) =
+1X
k=0


(k)

j
i
e2ku : (2.70)
where the signs correspond to expansion at +1 and  1 respectively. It should be noted
that (2.70) does not have any growing terms on the r.h.s., because this would violate the
power-like asymptotic of the Q-functions.
The asymptotics of the Q-functions are pure and the asymptotic expansion is given
by (2.68). Looking at the values of M^i, i = 1; : : : ; 4 one may think that because M^1   M^2
and M^3   M^4 are integers, there could potentially appear a mixing of Q1(u) with Q2(u)
and Q3(u) with Q4(u) as this does not violate the purity of the asymptotics. However as
the spins S1 and S2 have the same parity and
M^1   M^2 = 1 mod 2 ; M^3   M^4 = 1 mod 2 ; (2.71)
the functions Q1, Q2 and Q3, Q4 cannot mix, because their asymptotic expansions (2.68)
contain only even powers of u in the round brackets. Therefore the matrices (

(0)
 )
j
i and
(
(0)
 )
j
i have to be diagonal. Let us now nd them.
8This is due to the cyclicity constraint on the states of the sl(2) Heisenberg spin chain, which is only
consistent with the symmetric distribution of roots leading to S1 even.
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First, we consider the matrix 
ji (u) and remember (2.35). If Re u tends to +1, then,
as Qi ' BiuM^i 1, the diagonal element (
(0)+ )ii is equal to Bi=Bi. But if Re u tends to  1
the situation is a little more subtle. The functions Qi(u) have an innite ladder of short
cuts going down from the real axis, while the functions Qi(u) have the same ladder of cuts
going up. Then taking the limit of Re u to  1 we have to go to  1 along the semicircle in
the UHP for Qi(u), i.e. Qi(u) ' Biei(M^i 1)( u)M^i 1 and along the semicircle in the LHP
for Qi(u), i.e. Qi(u) ' Bie i(M^i 1)( u)M^i 1, therefore we see that the diagonal element
of (

(0)
  )ii is equal to Bi=Bie
 2iM^i . To sum up, we obtain

ji (u) =
8<: 
j
i e
2iBj + (

(1)
+ )
j
ie
 2u +O  e 4u ; Re u 1 ;
ji e
2iBj 2iM^j + (
(1)  )
j
ie
2u +O  e4u ; Re u  1 ; (2.72)
where e2iBi = Bi=Bi.
Second, analyzing the matrix ji (u) from (2.57) is analogous. Thus, applying the
arguments from the previous paragraph, we see that at Re u tending to +1 we have to go
around the semicircle in the UHP and Qi( u) ' Biei(M^i 1)uM^i 1, while at Re u tending
to  1 we have Qi( u) ' Bi( u)M^i 1. Then we obtain
ji (u) =
(
 ji eiM^j + ((1)+ )jie 2u +O
 
e 4u

; Re u 1 ;
 ji e iM^j + ((1)  )jie2u +O
 
e4u

; Re u  1 :
(2.73)
As it was explained for example in [18] in the strong coupling limit the asymptotics
of the functions ~Qi(u) are some powers of u, then the only possible ansatz for the gluing
matrix M ij(u) is to assume it to be a constant matrix. Thus for the case in question we
obtain from (2.50) and (2.72) rather simple conditions
M ji =  M ije2i(Bj Bi ); (2.74)
M ji =  M ije2i(Bj Bi )+2i(M^i M^j): (2.75)
Combining the two conditions (2.74) and (2.75) we obtain the following
M ij

e2i(M^i M^j)   1

= 0: (2.76)
Let us see now which additional restrictions do we have in the case J2 = J3 = 0 and
J1 = 2. First of all from our assumptions about the asymptotics of the functions Q
i(u) we
understand that the gluing matrix Lij given by (2.64) has to be constant, i.e. Lij(u) = Lij
is a symmetric matrix. Therefore, from the (2.64), (2.72) and (2.73) we immediately nd
Lij =  M ije2iBj iM^j : (2.77)
Then, using (2.74) and the symmetry of Lij , we derive
M ij

ei(M^i M^j) + 1

= 0 : (2.78)
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It is easy to see that if (2.78) is true then (2.76) is also true. We have to calculate the
dierences between the charges M^i to determine which elements of the matrix M
ij are
non-vanishing. It appears that only M^1   M^2 and M^3   M^4 are integers
M^1   M^2 =  S1   S2 + 1 ; (2.79)
M^3   M^4 =  S1 + S2 + 1 :
Thus for the case of integer spins S1 and S2 we are left with the spins S1 and S2 with the
same parity, which is consistent with our initial setup. Therefore, only the matrix elements
M12 = M21 and M34 = M43 are non-zero. Then, in the case of integer spins S1 and S2 of
the same parity we obtain the following gluing matrix
M ij =
0BBBBB@
0 M12 0 0
M12 0 0 0
0 0 0 M34
0 0 M34 0
1CCCCCA : (2.80)
Using also (2.74) and (2.75), which are equivalent for S1 of S2 of the same parity as M^1 M^2
and M^3 M^4 equal 1 modulo 2, we are able to x the phases of the non-zero matrix elements
of (2.80)
M12 =
M12 ei(2 +B1 B2) ; M34 = M34 ei(2 +B3 B4) : (2.81)
Now let us start the consideration of the case when at least one of the spins is not
integer as this is particularly interesting for the BFKL limit.
2.5.2 Non-integer S1 and S2
First of all, from the asymptotics (2.51) we immediately see that if at least one of the charges
S1 or S2 is non-integer, then not to violate the purity of the asymptotic expansions (2.68)
the matrices (

(0)
 )
j
i and (
(0)
 )
j
i cannot mix dierent Q-functions and have to be diagonal.
Therefore, these matrices are given by (2.70). This means, that in the case of at least
one non-integer spin under the assumption that the gluing matrix is constant we obtain
the same constraint (2.78). However, as S1 or S2 or both spins are non-integer, all the
dierences M^i   M^j are non-integer in general, therefore we conclude that M ij = 0. Then
we have to modify the ansatz for M ij(u).
The matrix M ij(u) is analytic and i-periodic, so the minimal choice would be to add
the terms proportional to e2u and e 2u
M ij(u) = M ij1 +M
ij
2 e
2u +M ij3 e
 2u (2.82)
and this is consistent with what we know from the consideration of the BFKL limit for
which S1 approaches  1 and S2 = 0 (see [22]). From the previous conditions (2.32) it
follows that the matrices M ij1;2;3 are hermitian.
Substituting (2.82) into (2.50) we obtain the following conditions for the matrix M ij(u)
M ji2 =  M ij2 e
2i

Bj Bi

; (2.83)
M ji3 =  M ij3 e
2i

Bj Bi

+2i(M^i M^j) ;
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where the summation over the repeated indices is not implied. For i = j we immediately
see from (2.83) that
M ii2 = M
ii
3 = 0 : (2.84)
Let us remember that for the case in question J2 = J3 = 0 and J1 = 2. The matrix
Lij(u) is given by the formula (2.64). Taking the limits u! 1 and remembering the ex-
pansions (2.72) and (2.73) we have to assume the existence of the exponential contributions
to Lij(u)
Lij(u) = Lij1 + L
ij
2 e
2u + Lij3 e
 2u ; (2.85)
where the matrix Lij1 is symmetric and L
ji
2 = L
ij
3 due to (2.65) and the latter two of them
are given by
Lil2 = M
ij
2 (

(0)
+ )
k
j (
(0)
  )
l
k =  M il2 e2iBl iM^l ; (2.86)
Lil3 = M
ij
3 (

(0)
  )
k
j (
(0)
+ )
l
k =  M il3 e2iBl iM^l : (2.87)
Exploiting the symmetry Lji3 = L
ij
2 and the relation from (2.83) we derive
M ij3 =  M ij2 ei(M^j M^i) : (2.88)
As we observed in the case of integer spins S1 and S2 the determinant of the gluing
matrix is constant. According to (2.82) in the case of at least one non-integer spin this
determinant is not guaranteed to be integer. However, if we assume for a moment that
the determinant of (2.82) contains exponents, the form of the second gluing condition
from (2.29) will contain exponents in the denominator. But as there is no preference
to upper and lower indices, which get exchanged under  !   symmetry, we have to
assume that both gluing conditions (2.29) include the exponents e2u only in the numerator
of M ij(u), therefore we impose a new constraint
det
1i;j4
M ij(u) = const : (2.89)
Let us now show that staring from some simple ansatz for the gluing matrix M ij(u)
we are able to solve the constraints (2.88) and (2.89). We saw from the implementation
of the numerical algorithm described in the section 3 that in the case when both spins S1
and S2 are non-integer it is sucient for convergence of the numerical procedure to allow
presence of exponents in M13(u) and M14(u) only. Thus, we have the following ansatz for
the hermitian matrices M ij2;3
M ij2;3 =
0BBBBB@
0 0 M132;3 M
14
2;3
0 0 0 0
M312;3 0 0 0
M412;3 0 0 0
1CCCCCA ; (2.90)
where the non-zero matrix elements are subject to the relations (2.83) and (2.88).
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From the constraint (2.50) we nd the equation
e2iB2M221 = e
2iB2 2iM^2M221 = 0 ; (2.91)
from which we have
M221 = 0 : (2.92)
Application of the constraint (2.89), i.e. the demand of the absence of the powers of
e2u in the determinant of the gluing matrix leads us to the following equations
M231 M
14
2 = M
24
1 M
13
2 ; (2.93)
M241 M
13
2

ei(S2 S1)   1

= 0 :
As the spins S1 and S2 are non-integer and we assume their dierence to be non-integer
too and from (2.93) we obtain
M231 M
14
2 = M
24
1 M
13
2 = 0 : (2.94)
In the case in question M132 and M
14
2 are not equal to zero, therefore we are left with the
equality
M231 = M
24
1 = 0 : (2.95)
Summarizing the results (2.92) and (2.95) we obtain9
M =
0BBBBB@
M111 M
12
1 M
13
1 M
14
1
M121 0 0 0
M131 0 M
33
1 M
34
1
M141 0
M341 M
44
1
1CCCCCA+
0BBBBB@
0 0 M132 M
14
2
0 0 0 0
M132 0 0 0
M142 0 0 0
1CCCCCA e2u +
0BBBBB@
0 0 M133 M
14
3
0 0 0 0
M133 0 0 0
M143 0 0 0
1CCCCCA e 2u;
(2.96)
where the elements of the matrices M ij2;3 are subject to (2.83) and (2.88). As we have the
relation (2.88) it is sucient to write only the phases of the non-zero matrix elements of
the matrix M ij2 extracted from (2.83)
M132 =
M132  ei(2 +B1 B3) ; M142 = M142  ei(2 +B1 B4) : (2.97)
Let us point out that the construction presented above will provide an analytic continu-
ation to all values of S2 from the integer values S2  0. However, this analytic continuation
breaks down the symmetry S2 !  S2, which is naively present in the QSC, as one can see
from the asymptotic (2.14). The analytic continuation, which describes perfectly positive
integer S2 will produce poles at negative integer S2. This could look a bit puzzling, but the
resolution of this paradox is in the existence of the second solution for the mixing matrix
which is obtained by relabeling indices in accordance with S2 !  S2. In practice result
must be even in S2 and it is enough to consider S2  0 so it is sucient to use the mixing
matrix presented above.
9In the case when the spin S2 is integer, the gluing matrix simplies to (3.10) and we have M
14(u) =
M44(u) = 0 as we will see it in the section 3 describing the applied QSC numerical algorithm.
{ 21 {
J
H
E
P
0
7
(
2
0
1
8
)
1
8
1
To sum up the contents of the present section, we have to point out several things.
First, we formulated the algebraic structure of the Q-system by writing down the QQ-
relations and 4th order Baxter equation originating from them. Second, the analytic struc-
ture of the Q-system was motivated from the solution of the classically integrable dual
superstring -model and the QQ-relations. The symmetries of the Q-system allowed us to
introduce the gluing conditions for which we managed to impose several constraints. These
constraints were partially solved for dierent values of the spins S1 and S2. We examined
the case when both spins are integer and non-integer. In the next section we are going to
appreciate an importance of the derived gluing conditions and see how they appear in the
QSC numerical algorithm.
3 Numerical solution
The equations of QSC are especially well-suited for numerical analysis: simple analytical
properties of the P-functions allow to parametrize them in terms of a truncated Laurent
series and then constrain these coecients by the gluing condition. Numerical algorithms
for solving QSC equations were developed and applied in [1, 32, 35, 36]. In a non-symmetric
case, such as BFKL with S2 = n 6= 0, the procedure has to be modied in a way which
we will describe here. We attached a Mathematica notebook named code_for_arxiv.nb
implementing the algorithm, which we used to obtain the results described in this section.
Let us start by briey reminding the main steps of the numerical algorithm. A compre-
hensive description of the algorithm for the left-right symmetric case can be found in [1, 18].
Here we will point out the main features we have to take into account in the case without
left-right symmetry. As in the left-right symmetric case, for the P-functions there is a
sheet with only one cut in the complex plane where the following parametrisation is valid
Pa(u) = x
  ~Ma
 
g  ~MaAa

1 +
a;4
x2

+
+1X
k=1
ca;k
x2k
!
; (3.1)
Pa(u) = x
~Ma 1
 
g
~Ma 1Aa

1 +
a;1
x2

+
+1X
k=1
ca;k
x2k
!
;
where x(u) = u+
p
u 2gpu+2g
2g . The expansions (3.1) contain only the even powers of
Zhukovsky variable x(u) because for the state in question the P-functions possess the
certain parity determined by their asymptotics from (2.13) and (2.51). However, the coef-
cients ca;k and c
a;k are not independent and are subject to the conditions following from
PaP
a = 0 : (3.2)
In the left-right symmetric case the condition (3.2) was satised automatically.
Since Qaji is analytic in the UHP and has a power-like behaviour at u ! 1, its
asymptotic expansion for suciently large Im u in the UHP can be written as
Qaji(u) ' u  ~Ma+M^i
+1X
k=0
Baji;k
uk
; (3.3)
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where
Baji;0 =  i
AaBi
  ~Ma + M^i
: (3.4)
Plugging the ansatz (3.1) and the expansion of Qaji into the equation
Q+aji  Q aji =  PaPbQ+bji; (3.5)
we are able to x the coecients Baji;k in terms of the operator charges and the coecients
ca;k and c
a;k. The fact that the P-functions have the certain parity and they are given
by (3.1) leads to the disappearance of the odd coecients Baji;2l+1 = 0 for l = 0; 1; 2; : : :
in (3.3) and we obtain
Qaji(u) ' u  ~Ma+M^i
+1X
l=0
Baji;2l
u2l
: (3.6)
After doing this, using the same nite dierence equation in the form
Q aji =

ba + PaP
b

Q+aji (3.7)
we nd the numerical value of Qaji in the vicinity of the real axis.
One remaining ingredient of the iterative numerical procedure is the loss function |
a function which is zero for the exact solution and which should decrease as each iteration
brings us closer to the exact solution. We have the following loss function
S =
X
i;j
jF i(uj)j2 ; (3.8)
which is zero when the gluing condition is satised. Here
F i(u) = Qaji+(u) ~Pa(u) +M ij(u) Q bji(u) Pb(u) (3.9)
and fuig is a set of points on the interval [ 2g; 2g]. Every function F i(u) depends on the
charges S, , n, the coecients ca;k and c
a;k and the coecients of the gluing matrix.
As a starting point for the numerical algorithm one can use the weak coupling data from
appendix B.
In the present work we are interested in the case of non-integer spin S1 = S. As it
was already shown in the section 2 in this situation we cannot keep all the gluing condi-
tions (2.80). However, we found that only two gluing conditions F 2 and F 4 are sucient
to constrain all the coecients c and are still valid even for non-integer S1 providing thus a
natural way to analytically continue to non-integer spins. In terms of (3.8) this means that
the sum in that formula goes only over i = 2; 4. After the loss function and all the con-
straints are formulated, the algorithm searches for the parameters which minimize the loss
function subject to the constraints using a numerical optimisation procedure (Levenberg-
Marquardt algorithm). Then, using the obtained numerical values of the Q-functions, we
are able to restore the ansatz for the gluing matrix, which tells us which elements of the
gluing matrix contain the exponential terms and which of them are equal to zero. This
allows to verify the modication proposed in the section 2 for the gluing matrix (3.10)
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Figure 3. Trajectory of the length-2 operator for conformal spin n = 1 and coupling constant
g = 0:1.
(in agreement with [23]). Thus for integer S2 = n this leads to the gluing matrix for
non-integer S1 given by (2.96) with
M14(u) = M44(u) = 0 : (3.10)
In the situation when S2 = n is not integer the gluing matrix (3.10) needs further modi-
cation. To achieve this we use the fact that relaxing the conditions (3.10) is sucient to
make the numerical procedure convergent. Restoring again the gluing matrix, for general
real value of the spin S2 (or conformal spin n in high-energy scattering terminology) we
are left with the gluing matrix which coincides with (2.96).
Using the proposed numerical algorithm, we managed to calculate several numerical
quantities for the cases when n is non-zero and even non-integer. On the gure 3 one can
nd the length-2 operator trajectory for n = 1.
It is also possible to numerically calculate the dependence of the spin S on the coupling
constant g for the xed dimension . On the gure 4 you can see the dependence S(g) for
 = 0:45 and n = 1 in comparison with the same result calculated perturbatively as the
sum of LO and NLO BFKL eigenvalues.
Additionally, this numerical scheme allows us to compare the numerical values of BFKL
kernel eigenvalues with the known perturbative eigenvalues at LO and NLO orders. In the
table 1 the numerical values of the BFKL kernel eigenvalue tted from the plots of the
gure 4 are written in the rst four orders together with perturbative results in the rst
two orders calculated for n = 1 and  = 0:45. In the LO, NLO and NNLO order we
observe the agreement with 22, 20 and 16 digits precision respectively.
From now on let us concentrate on the numerical calculation of the intercept function.
On the gure 5 one can nd the dependencies of the intercept on the coupling constant g
for the dierent values of conformal spin n. The dashed lines are plotted according to the
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Figure 4. Dependence of S on the coupling constant for  = 0:45 and n = 1. Red dots depict the
numerical result and dashed line depicts the sum of analytical perturbative results at LO and NLO
orders.
Numerical t Exact perturbative
LO 0.50919539836118337091859 0.509195398361183370691860
NLO -9.9263626361061612225 -9.9363626361061612225
NNLO 151.9290181554014 151.9290181554014
NNNLO -2136.77907308 ?
Table 1. BFKL kernel eigenvalues calculated numerically up to NNNLO and perturbatively up to
NNLO for the conformal spin n = 1 and dimension  = 0:45.
intercept function from section 4 calculated in the small coupling regime. The continuous
lines correspond to the strong coupling expansion of the intercept function from section 6,
which was tted from numerical data obtained in the present section.
In the next section we are going to analyze the weak coupling expansion of the intercept
function. To achieve this we apply the iterative method rst applied in [23].
4 Weak coupling expansion
In this section we explore the function S(; n) perturbatively at weak coupling for arbitrary
integer conformal spin n. In particular, we are interested in the BFKL intercept j(n) =
S(0; n) + 1. The calculation of this quantity consists of two steps.
First, we apply the QSC iterative procedure introduced in [23] to the calculation of
the intercept function for some integer n.10 To do this we adopt this procedure to the
10The reason we have to take specic n in our analytic calculations is that for arbitrary n the leading
order solution is already quite complicated hypergeometric function. It would be really great to extend the
method of [23] to be able to deal with this class of functions iteratively. This would allow one to derive the
result for arbitrary n at once.
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Figure 5. Intercept S(0; n) as the function of the coupling constant g for conformal spins n = 0,
n = 3=2, n = 2 and n = 3 (dots), weak coupling expansion of the intercept (dashed lines) and
strong coupling expansion (continuous lines).
case without the left-right symmetry. We repeat the main points of the iterative algorithm
introduced in [23] and describe the functions which are used in it for the case n 6= 0.
In the second part we formulate an ansatz for the weak coupling expansion of the inter-
cept function for arbitrary value of conformal spin in terms of binomial harmonic sums and
x the coecients of this ansatz using the values of the intercept at several integer n, which
we calculate solving the QSC iteratively order by order. This approach appears to be suc-
cessful in the NNLO order in the coupling constant allowing us to nd the intercept function
at this order, but at NNNLO order we were not able to x the rational part of the result for
arbitrary n (see the details in the subsection 4.2). This is due to the lack of the generalized-
\reciprocity" at the NNNLO order. It would be very interesting to understand why and
how the reciprocity in n is violated, which would allow to obtain the rational part with a
greatly reduced basis of functions. We postpone this quesiton to the future investigation.
Let us also mention that the method we explain here should be also applicable for
non-zero  when  +n takes odd integer values. The case of n = 0 was considered in [23],
and it was sucient to take a few values of  in order to x the NNLO dimension. This
would be also interesting to investigate in the future.
4.1 Description of the iterative procedure
The iterative procedure increasing the number of orders is essentially the same as described
in [23], but modied to account for non left-right symmetric case. The procedure is based
on applying a version of variation of parameters method applied to the equation
Q+aji  Q aji =  PaPbQ bji ; (4.1)
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which is a simple consequence of (2.1) and (2.5). Indeed, suppose the function Q(0)aji solves
the equation (4.1) up to a discrepancy dSaji
Q(0)+aji  Q
(0) 
aji + PaP
bQ(0) bji = dSaji : (4.2)
The exact solution can be represented as the zero-order solution plus a correction. We
expand the correction in the basis over the components of the zero-order solution
Qaji = Q(0)aji + bj+i Q
(0)
ajj : (4.3)
If the discrepancy is of the order of some small parameter  to the power m, i.e. dSaji =
O(m), then we can obtain the equation for the coecients bki with the doubled precision
bk++i   bki = (dSaji + bjidSajj)Q(0)ajk+ = dSajiQ(0)ajk+ +O(2m) : (4.4)
The discrepancy thus becomes two orders smaller with each iteration step.
For the problem in question we restrict ourselves to the situation when  = 0, n is an
integer number and we perform the expansion in the parameter  = g2. To start solving
the nite dierence equation (4.4), we have to nd the zero-order in g solution Q(0)aji . The
way to nd these functions is to consider the 4-th order Baxter equation (2.34) with the
P-functions in the coecients of it in the LO given by (B.11), (B.12), (B.18) and (B.35)
with  = 0. For example, the solution of this equation with the pure asymptotics (2.68)
in the LO for n = 7 is
Q
(0)
1 =
3
175

 iu42 + i
5
u22 + u
3 +
i
2
u2   11
30
u  i
10

; Q
(0)
2 = u
2 ; Q
(0)
3 = u
4   u
2
5
;
Q
(0)
4 =  
9
1715

 iu4 + 8iu
2
49

2 +
9i
49

u4   u
2
5

4+ (4.5)
+u3 +
iu2
2
  115
294
u  17i
98
+
33
490u
+
9i
490u2

;
where s(u) are examples of the so-called -functions, whose denition is given below.
As we checked by solving the 4th order Baxter equation (2.34) for dierent values of the
conformal spin n, for odd values of n, as for the case n = 0 described in [23], the Q-functions
in the LO in g at  = 0 can be expressed as linear combinations of the -functions with
the coecients being Laurent polynomials11 in u plus a Laurent polynomial in u without
-function multiplying it as in (4.5). The -functions were introduced in [37] and then used
in [23, 28, 35] with their generalized version in [32] and for ABJM theory in [38] with an
application in [39] as
s1;:::;sk(u) =
X
n1>n2>:::>nk0
1
(u+ in1)s1 : : : (u+ ink)sk
; (4.6)
11Laurent polynomial is a polynomial with both positive and negative powers of the variable plus a
constant term.
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where si  1, i = 1; : : : ; k. Unfortunately, for non-zero even n we were not able to determine
the class of functions to which Q
(0)
i belong, therefore from this moment we restrict ourselves
to the odd values of n. Then, applying the equation
Q(0)+aji  Q
(0) 
aji = P
(0)
a Q
(0)
i ; (4.7)
where P
(0)
a are given by (B.11) with  = 0, we can nd the functions Qaji in the leading
order in the coupling constant.
To describe the solution to (4.7) we have to explain some properties of -functions.
This class of functions is particulary convenient because it is closed under all relevant for us
operations. First, a product of two -functions can be expressed as a linear combination of
-functions using the so-called \stue" relations [40]. Second, the solution of the equation
of the form
f(u+ i)  f(u) = uns1;:::;sk (4.8)
can be expressed as a linear combination of -functions with the coecients being Laurent
polynomials in u. These two properties make -functions very useful when solving the QSC
perturbatively at weak coupling [23, 28, 37]. The described properties of the -functions
lead us to the conclusion that at least Q(0)aji are also expressed as linear combinations of the
-functions with the coecients being Laurent polynomials in u plus a Laurent polynomial
in u. Then, recalling that the P-functions in the NLO in the coupling constant are Laurent
polynomials in u as well (see, for example, the formulas (B.20) and (B.34)), we see that
the discrepancy dSaji and the product in the r.h.s. of (4.4) are also of the form of a linear
combination of the -functions with the Laurent polynomial coecients plus a Laurent
polynomial.
We call the operation inverting the linear operator in the l.h.s. of (4.8) \periodization"
(for a more precise denition see 5.2.2). It is easy to see that the \periodization" operation
solves the equation (4.4) if the zero-order approximation entering the r.h.s. is expressed as
a linear combination of -functions with the coecients being Laurent polynomials in u
plus a Laurent polynomial in u. We were able to nd such representation for odd values of
n, but not for even ones. After the zero-order solution is found, we iterate it as described
above, applying the operation of periodization to the r.h.s. of (4.4) in order to nd the
coecients bki . Because of the two properties of -functions mentioned above, at each
iteration the solution is again obtained in the form of a linear combination of -functions
with Laurent polynomial coecients plus a Laurent polynomial.
After nding the corrected Qaji (4.3) at the given iteration step we still have some
unxed coecients in it including the quantity of our interest S(0; n). To nd them we
calculate the Q-functions from (2.6) and (2.5) and apply the gluing conditions for the case of
integer conformal spin n, i.e. (2.96) with (3.10) satised. As it was explained in the section 2
in these gluing conditions the Q-functions has to possess the pure asymptotics (2.68).
Therefore we nd the combinations of the Q-functions with the pure asymptotics. It
appears to be sucient to use only 2 of 4 gluing conditions, namely
~Q2 = M121
Q1 ; (4.9)
~Q4 = M341
Q3 ;
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taking the Q-functions on the cut on the real axis. This procedure allows to x the
remaining unknown coecients including the function S(0; n). The described method
allowed us to nd the values of the intercept functions for odd conformal spins in the range
from n = 1 to n = 91 up to NNNLO order in the coupling constant. These data will
be used in the next subsection, where we put forward the ansatz for the structure of the
intercept function for arbitrary value of conformal spin.
4.2 Multiloop expansion of the intercept function for arbitrary conformal spin
Using the procedure described in the previous subsection 4.1 we have calculated the expan-
sion of the BFKL eigenvalue intercept for odd n up to n = 91 in the weak coupling limit
up to the order g8 (NNNLO). These data are valuable by themselves, as they can serve
as a test for future higher-order or non-perturbative calculations. What is more impor-
tant, however, is that it allowed us to nd NNLO and partially NNNLO BFKL eigenvalue
intercept as a function of the conformal spin n.
We start by noticing that LO and NLO BFKL intercept can be represented as a linear
combination of nested harmonic sums of uniform transcendentality. Indeed, the LO and
NLO BFKL Pomeron eigenvalues themselves can be expressed (see, for example, [3] and
appendix C, where this calculation is explained in details) through the nested harmonic
sums described, for example, in [41]
Sa1;a2;:::;an(x) =
xX
y=1
sign(a1)
y
yja1j
Sa2;:::;an(y) ; S;(x) = 1 ; (4.10)
where x is a positive integer. The indices ai are non-zero integer numbers and the tran-
scendentality of the given nested harmonic sum is dened as the sum
nP
i=1
jaij. Note that
if one of the indices ai is negative, the formula (4.10) holds only for even integer x. In
the literature [42{46] there was described the analytic continuation of the harmonic sums
in question from the positive integer even x. To work with such a continuation we utilize
the Mathematica package Supppackage applied in [23]. One can take  = 0 in these
eigenvalues, which after some simple algebra gives
jLO(n) = 8S1

n  1
2

; (4.11)
jNLO(n) = 4S3

n  1
2

+ 4S 3

n  1
2

  8S 2;1

n  1
2

+
22
3
S1

n  1
2

:
Here and below the transcendentality is computed as follows: the transcendentality of a
product is assumed to be equal to the sum of transcendentalities of the factors and tran-
scendentality of a rational number is 0. Transcendentality of log 2 is 1 and transcendentality
of k is k. Since k for even k is proportional to 
2, it is easy to see that transcendentality
of  is 1.
To conduct the calculations with harmonic sums one can use the HarmonicSums pack-
age for Mathematica [46{52] or the Supppackage utilized by the authors of [23]. It should
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be noted, that in the present work we utilize the same conventions for the analytic con-
tinuation of harmonic sums as in the latter work [23]. As we see, the argument of all the
harmonic sums in (4.11) is (n   1)=2. This leads one to an idea of trying to nd NNLO
and NNNLO intercepts as analogous linear combinations of harmonic sums with transcen-
dental coecients of uniform transcendentality. The coecients of the linear combination
can be constrained using the data generated by the iterative procedure. But the number
of harmonic sums of certain transcendentality grows fast as transcendentality increases.
Fortunately, one can drastically reduce the number of harmonic sums in the ansatz by
conjecturing a certain property of the result we call reciprocity.
The property in question [53{56] is parallel to the Gribov-Lipatov reciprocity [57, 58]
and was observed in the weak coupling expansion of the scaling dimensions of the twist
operators. Let us remind the statement of the reciprocity: if one denes an auxiliary
function P [53{55] such that the anomalous dimension  of the operator with the spin M
satises in all orders in the coupling constant
(M) = P

M +
(M)
2

(4.12)
then the inverse Mellin transform of P has the property
fM 1Pg(x) =  xfM 1Pg

1
x

: (4.13)
The asymptotic expansion of the function P(M) for large M then acquires a nice property:
it consists only of the powers and possibly logarithms of M(M + 1) thus possessing the
symmetry M !  1 M .
Thus the function P(M) is much more convenient to work with than (M) itself: the
function (M) can be expressed through the nested harmonic sums, while P, on the other
hand, can be expressed through a much smaller class of functions which satisfy the prop-
erty (4.13). Such functions were identied and used in [54, 59{61] as reciprocity-respecting
harmonic sums. However, in our calculations we use another basis of the functions satis-
fying (4.13), which was applied in the works [29, 62{67]. These functions are called the
binomial harmonic sums and for integer M they are dened as (see [52])
Si1;:::;ik(M) = ( 1)M
MX
j=1
( 1)j
 
M
j
! 
M + j
j
!
Si1;:::;ik(j) : (4.14)
Note that we consider only the positive indices il, l = 1; : : : ; k in the denition (4.14). Those
are exactly the sums whose asymptotic expansion is even at innity after the argument is
shifted by 1=2.
All this is directly applicable to our case and we are able to formulate an ansatz for
the NNLO intercept function. From the LO and NLO expressions (4.11) we see that their
asymptotic expansions at large n are even in n. Since we are using the harmonic sums of
the argument M = (n  1)=2, we need to keep only the harmonic sums invariant under the
transformation M !  1 M or n!  n in our notations. Those are exactly the binomial
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sums (4.14). The expressions (4.11) for LO and NLO intercepts can be easily expressed
through them
jLO = 4S1 ; (4.15)
jNLO = 8 (S2;1 + S3) +
42
3
S1 ;
where the arguments of the sums are again (n  1)=2.
In order to nd the NNLO intercept we make an ansatz in a form of a linear combination
of binomial harmonic sums with transcendental coecients. The maximal transcendental-
ity principle, formulated by L.N. Lipatov and A.V. Kotikov [2, 3], holds for the intercept
as well: every term in the sum should be of the total transcenedentality 5. The terms of
the sum can of course be multiplied by arbitrary rational coecients which do not aect
the transcendentality. Having constructed the ansatz in this way, we can now constrain its
coecients by the iterative data: we evaluate the ansatz (a linear combination of binomial
nested harmonic sums) at several integer values of n and match the result to the data ob-
tained from the numerical procedure for the corresponding n. Equating the coecients in
front of each unique product of transcendental constants in these two expressions, we get a
linear system for the rational coecients of the ansatz. Solving it we obtain a surprisingly
simple expression
jNNLO = 32 (S1;4   S3;2   S1;2;2   S2;2;1   2S2;3)  16
2
3
S3   32
4
45
S1 : (4.16)
The result (4.16) for the intercept function for arbitrary n can be compared with the other
known quantities. First of them is the NNLO BFKL Pomeron eigenvalue for the conformal
spin n = 0 calculated in [23]. Taking in this eigenvalue  = 0 and comparing it with (4.16)
for n = 0 we see perfect agreement. Second, for non-zero conformal spins the formulas for
the Pomeron trajectories were found in [27], from which we can extract the intercept for
given n. We also checked that the result of that work coincides with our result (4.16) for
several rst non-negative conformal spins n, thus representing an independent conrmation
of the correctness of our calculation.
The same procedure can be repeated in the NNNLO. The values of the NNNLO in-
tercept for several rst odd values of the conformal spin n are given in the appendix D.
Again, as for NNLO, an ansatz in a form of a linear combination of binomial harmonic
sums with transcendental coecients of uniform transcendentality 7 can be constructed
and we attempted to t it to the iterative data. However, we found that the basis of bino-
mial harmonic sums is insucient to t the data. This signals that reciprocity understood
as parity under n to  n seems to be broken down in this case. The reasons for this are
unclear and will be the subject of further work. However, we managed to t the certain
part of the NNNLO data.
For each odd n we calculated (see appendix D for several rst conformal spins n)
the value of the NNNLO intercept is a linear combination of the transcendental constants
consisting of , 3, 5 and 7 with rational coecients and a rational number (see the le
intercept_values_Nodd.mx with the data for the odd conformal spins from n = 1 to
{ 31 {
J
H
E
P
0
7
(
2
0
1
8
)
1
8
1
n = 91 in the arXiv submission of this paper). Let us restrict ourselves to the values of
the conformal spin in our data equal to n = 4k + 1 with k = 0; 1; : : : ; 22. In these points
the values of the intercept functions are given by
jNNNLO(4k + 1) = 
2j
2
NNNLO + 
4j
4
NNNLO + 
6j
6
NNNLO + 
23j
23
NNNLO+
+ 3j
3
NNNLO + 5j
5
NNNLO + j
rat.
NNNLO ; (4.17)
where all coecients in front of the transcendental constants on the r.h.s. of (4.17) are
rational functions of k . Each coecient in the r.h.s. of (4.17) is conjectured to be a linear
combination with rational coecients of the binomial harmonic sums with the transcenden-
tality, supplementing the transcendentality of the corresponding coecient to 7. We were
able to t all the contributions except for j3NNNLO and j
rat.
NNNLO, which, as other harmonic
sums, take rational values at the points n = 4k + 1 for integer k  0. However, we found
that the term j3NNNLO cannot be tted with the ansatz consisting of the binomial harmonic
sums (4.14). This motivated us to try to t this contribution with the nested harmonic
sums (4.10). This appeared to be really the case and we managed to t this part with the
ordinary harmonic sums, which means that the reciprocity, i.e. the symmetry n !  n in
the asymptotic expansion, is violated. For the last, rational contribution jrat.NNNLO, we also
found that it is not described by the binomial harmonic sums. Unfortunately, tting this
contribution with the ordinary harmonic sums did not lead us to completely xing this
contribution due to the lack of data. Therefore combining the obtained results we write
down the non-rational part of the answer for the points n = 4k + 1, which is the sum of
the terms in the r.h.s. of (4.17) except for jrat.NNNLO
jnon-rat.NNNLO(4k+1)= (4.18)
= 32
2
3
(3S1;4 3S2;3 S3;2+S1;1;3 2S1;2;2+S2;2;1 S3;1;1)+ 16
4
15
(4S3 S2;1)+ 56
6
135
S1+
+
3223
3
S1;1+2245S1;1 1283(S 3;1+2S 2;2 5S1; 3 15S1;3 4S2; 2 12S2;2 
 15S3;1 4S 2;1;1+2S1; 2;1+8S1;1; 2+12S1;1;2+12S1;2;1+12S2;1;1+S 4+9S4) :
One can nd the full values of the NNNLO intercept function including the rational terms
for the conformal spins n = 4k+1 from 1 to 89 in the arXiv submission of this paper in the
le named intercept_values_Nodd.mx. As the part of the harmonic sum consisting of
the nested harmonic sums of the transcendentality 7, which constitutes the rational part at
the points n = 4k+ 1, was not tted we are unable to write an expression for the NNNLO
intercept working for all conformal spins leaving this task for future studies.
Let us briey summarize the results of the present section. In the rst subsection apply-
ing the QSC iterative algorithm we found the values of the intercept up to NNNLO order in
the coupling constant in the certain range of odd values of the conformal spin. In the second
subsection we saw that the LO and NLO intercept functions satisfy the reciprocity symme-
try, which allowed us to rewrite them in terms of the binomial harmonic sums and using the
ansatz in terms of these sums in the NNLO order, x the answer for the NNLO intercept for
arbitrary conformal spin. In the NNNLO order the reciprocity breaks down, nevertheless,
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for the conformal spins n = 4k + 1 we managed to describe the non-rational part of the
NNNLO intercept function in terms of binomial and ordinary nested harmonic sums.
5 Near-BPS all loop expansion
In this section we are going to analyze the QSC equations near the BPS point  = 0, S1 =
 1 and S2 = 1. It appears that it is possible to calculate two non-perturbative quatities in
this point by the methods of QSC. Another BPS-point S2 = 0; S1 = 0 was analyzed in de-
tail in [21, 68, 69]. In this section we follow closely the Near-BPS expansion method by [21].
5.1 Slope of the intercept near the BPS point
A particularly important role in BFKL computations is played by the intercept function
j(n) = S(0; n)+1, where S = S1 and n = S2. As we mentioned above, the point  = 0; n =
1 is BPS, by which we mean that it is xed for any `t Hooft coupling. The group-theoretical
argument explaining this phenomenon should be based on the shortening condition. From
the QSC perspective the BPS points are the points where AaAa = 0 simultaneously for all
a = 1; : : : ; 4. In this subsection we study small deviations from this BPS point and calculate
the slope of j(n) with respect to n in the point n = 1 in all orders in the coupling constant g.
5.1.1 LO solution
The fact that at the BPS point AaAa = 0 usually leads to more powerful condition Pa =
Pa = 0, which is known to lead to considerable simplications [21] (see also [70] for a
similar simplication in the TBA equations). Based on that we also expect that in our
situation the Q-system simplies a lot near the BPS point. Let us show that, indeed, Qaji
takes a very simple form for S2 = 1; = 0.
Recall that the functions Qaji satisfy the equation
Q+aji  Q aji = PaQi : (5.1)
Let us look at how the right and left hand sides of the equation (5.1) behave as S2 ap-
proaches 1. Scaling of Pa and Qi can be deduced from their leading coecients Aa and Bi.
For the convenience of the calculations we perform the rescaling of the P-functions. The
H-symmetry (2.8) and its particular case rescaling symmetry (2.10) explained in [17] allow
us to set some of the coecients from (3.1) to some xed values. To describe them we
introduce a scaling parameter  =
p
S2   1, which is real for S2  1. For the coecients
of the P-functions we obtain
Aa =

; ; A3

;
A4


; c3;1 = 0 ; A
a =

A1

;
A2

; ; 

; c2;1 = 0 : (5.2)
For the Q-functions in their turn
Bi =

 B1

; ; B3

; 

; Bi =

 ; B2

; ; B4


: (5.3)
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As follows from the AA-, BB-relations (2.17), (5.2) and (5.3) in the small  limit
Aa =

; ;
1 + 
2
i;
1  
2
i

+O  3 ; Bi =  1 + 
2
i; ;
1  
2
i; 

+O  3 :
(5.4)
Notice that then from (2.17), (5.2) and (5.3) we derive that Aa and Bi all scale as  and
are given by the formulas
Aa =

 1 
2
i;
1+
2
i; ;

+O  3 ; Bi = ; 1+
2
i; ; 1 
2
i

+O  3 ;
(5.5)
where
 =
@S1
@S2

=0
S2=1
=
@j
@n

n=1
(5.6)
is the slope-to-intercept function, which is the quantity of interest in the present subsection.
This means that the right-hand side in (5.50) is small and the functions Qaji are i-periodic
in the LO. Since they are also analytic in the upper half plane, they are analytic everywhere.
Recall that the asymptotics of Qaji are given by
Qajj   i
AaBj
  ~Ma + M^j
u  ~Ma+M^j ; u!1 : (5.7)
After plugging the global charges into the expressions (2.51) for ~Ma and M^i taken at the
BPS point  = 0, S1 =  1 and S2 = 0 we see that all components of Qaji are either zero
or scale like constants at innity in the LO. Constant at innity entire function is constant
everywhere, so in the LO
Qaji =
0BBBBB@
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
1CCCCCA+O() : (5.8)
When  = 0 and S2 = n is arbitrary, the left-right symmetry is restored, which
simplies the solution a lot. Despite the normalizations (5.2) and (5.3) dier from (2.52)
and (2.53) by a rescaling symmetry one can see that the left-right symmetry is restored
(which is also conrmed by the weak coupling data for arbitrary  and S2 from ap-
pendix B). At this point the symmetry (2.54) takes the form
Pa = abPb; Q
i = ijQj ; (5.9)
where ab and ij are given by (2.55) and ab is the same matrix as for the left-right
symmetric states as in [16, 17]. As we consider the case when both spins S1 and S2 are
not integer, let us recall the gluing matrix for this case (2.96) taking into account the
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hermiticity of the gluing matrix
~Q1 = M111
Q1 +M
12
1
Q2 +
 
M131 +M
13
2 e
2u +M133 e
 2u Q3
+
 
M141 +M
14
2 e
2u +M143 e
 2u Q4 ;
~Q2 = M121
Q1 ; (5.10)
~Q3 =
 
M131 + M
13
2 e
2u + M133 e
 2u Q1 +M331 Q3 +M341 Q4 ;
~Q4 =
 
M141 + M
14
2 e
2u + M143 e
 2u Q1 + M341 Q3 +M441 Q4
and keeping in mind that M111 , M
33
1 and M
44
1 are real.
As now we have the matrix  from (2.55), which relates the Q-functions with lower
and upper indices, it is possible to obtain an additional constraint on the gluing matrix.
Plugging this relation into the rst gluing condition (2.29) we derive
~Qi = ikM
kllj Q
j ; (5.11)
which after comparison with the second gluing condition from (2.29) leads us to (M t)ij =
ikM
kllj , and after multiplication of the both sides by (M
t)mj we obtain an additional
constraint for the gluing matrix
ikM
kllm(M
t)mj = ji : (5.12)
Substitution of (2.82) into (5.12) leads us to the following equations
ikM
kl
2;3lm(M
t
2;3)
mj = 0 ; (5.13)
ikM
kl
1 lm(M
t
2;3)
mj + ikM
kl
2;3lm(M
t
1)
mj = 0 ; (5.14)
ikM
kl
1 lm(M
t
1)
mj + ikM
kl
2 lm(M
t
3)
mj + ikM
kl
3 lm(M
t
2)
mj = ji : (5.15)
It should be noted that the rst equation (5.13) is satised for the gluing matrix (2.96)
(the same as in (5.10)).
To start solving the constraint (5.12) order by order in  we use the following expansion
of the gluing matrix, which is motivated by the scaling of the Q-functions (5.4) and (5.5)
M ij(u) =
+1X
k=0
M (k)ij(u)2k : (5.16)
where
M (k)ij(u) = M
(k)ij
1 +M
(k)ij
2 e
2u +M
(k)ij
3 e
 2u : (5.17)
In the LO in  the constraints (2.83), if we take into account (5.4) and S =  1+(n 
1) +O((n  1)2), lead us to
M
(0)31
2 =  M (0)132 ; M (0)412 = M (0)142 ; (5.18)
M
(0)31
3 =  M (0)133 ; M (0)413 = M (0)143 :
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Together with the hermiticity of the gluing matrix (5.18) means that M
(0)13
2;3 are pure
imaginary, while M
(0)14
2;3 are real. In addition, from (2.88) in the LO in  we obtain
M
(0)13
3 = M
(0)13
2 ; M
(0)14
3 =  M (0)142 : (5.19)
Now we have to apply the constraint (5.12) in the LO in . Substitution of (5.18)
and (5.19) into (5.14) allows us to x
M
(0)33
1 = M
(0)44
1 = 0 ; M
(0)12
1 = M
(0)34
1 = M
(0)43
1 ; (5.20)
given that M
(0)13
2 and M
(0)14
2 are non-zero. Combination of (5.15), (5.18), (5.19) and (5.20)
makes it possible for us to derive the solution
M
(0)12
1 = M
(0)34
1 =  1 ; M (0)311 =  M (0)131 ; M (0)411 = M (0)141 : (5.21)
Also there exists a solution with the opposite sign of M
(0)12
1 and M
(0)34
1 , but as we will see
below, it is not relevant for us. Summarizing (5.18), (5.19), (5.20) and (5.21), we are able
to write down the solution
M (0)ij =
0BBBBB@
M
(0)11
1  1 M (0)131 M (0)141
 1 0 0 0
 M (0)131 0 0  1
M
(0)14
1 0  1 0
1CCCCCA+
+ 2M
(0)13
2
0BBBBB@
0 0 1 0
0 0 0 0
 1 0 0 0
0 0 0 0
1CCCCCA cosh(2u) + 2M (0)142
0BBBBB@
0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
1CCCCCA sinh(2u) (5.22)
where M
(0)11
1 and M
(0)14
1;2 are real and M
(0)13
1;2 are pure imaginary.
Let us start solving these equations in the LO. We have already found Qaji and thus
Qaji =  (Qaji) t : (5.23)
As the scaling of the P- and Q-functions is determined by the scaling (5.4) and (5.5) of the
leading coecient at large u, we are left with the following expansions of these quantities
in the small  limit
Pa = 
+1X
k=0
P(k)a 
2k ; Pa = 
+1X
k=0
P(k)a2k ; Qi = 
+1X
k=0
Q
(k)
i 
2k ; Qi = 
+1X
k=0
Q(k)i2k :
(5.24)
Then, the correspondence between Q- and P-functions (2.5) and (2.6) in the LO taking
into account (5.8) looks as follows
Q
(0)
1 =  P(0)2 =  P(0)3 = Q(0)2 ; (5.25)
Q
(0)
2 =  P(0)3 = P(0)2 =  Q(0)1 ;
Q
(0)
3 =  P(0)1 = P(0)4 =  Q(0)4 ;
Q
(0)
4 =  P(0)4 =  P(0)1 = Q(0)3 :
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First of all let us substitute (5.25) into the gluing conditions (5.10) written in the LO with
the gluing matrix (5.22) and use the conjugacy properties of the P-functions (2.3)
~P
(0)
1 =  P(0)1 +

M
(0)13
1 + 2M
(0)13
2 cosh(2u)

P
(0)
3 ; (5.26)
~P
(0)
2 =

M
(0)14
1 + 2M
(0)14
2 sinh(2u)

P
(0)
1 + P
(0)
2  M (0)111 P(0)3
+

M
(0)13
1 + 2M
(0)13
2 cosh(2u)

P
(0)
4 ;
~P
(0)
3 = P
(0)
3 ;
~P
(0)
4 =  

M
(0)14
1 + 2M
(0)14
2 sinh(2u)

P
(0)
3  P(0)4 :
According to (3.1) we see that in the LO P
(0)
3 is simply a constant. Furthermore the
constant is xed by the leading coecient (5.4) in the large u asymptotics
P
(0)
3 =
i
2
(1 + ) : (5.27)
To nd the solutions of the other equations from (5.26) we have to introduce the
following notations for the expansion of the hyperbolic functions
cosh(2u) = coshu+ +I0 + cosh
u
  ; sinh(2u) = sinh
u
+ + sinh
u
  ; (5.28)
where
coshu =
+1X
k=1
I2k(4g)x
2k(u) ; sinhu =
X
k=1
I2k 1(4g)x(2k 1)(u) : (5.29)
In what follows we will usually omit the superscript with the variable u if the context does
not imply the usage of cosh and sinh with dierent arguments and the expression 4g
in the argument of the generalized Bessel function for the sake of conciseness.
Substituting P3 from (5.27) into the rst equation of (5.26), we have
~P
(0)
1 + P
(0)
1 =

M
(0)13
1 + 2M
(0)13
2 I0 + 2M
(0)13
2 (cosh+ + cosh )
 i
2
(1 + ) : (5.30)
We need to nd the solution for P
(0)
1 as power series in x with the leading asymptotic
A1=(gx)
2, where A1 is given by (5.4). Expanding the right-hand side as power series in x
it is easy to see that the unique solution is
M
(0)13
1 =  2M (0)132 I0 ; M (0)132 =  
i
(1 + )g2I2
(5.31)
and
P
(0)
1 =
cosh 
g2I2
: (5.32)
Substituting again P3 from (5.27) and P1 from (5.32) into the fourth equation of (5.26),
we have
~P
(0)
4 + P
(0)
4 =  

M
(0)14
1 +M
(0)14
2 (sinh+ + sinh )

i(1 + ) ; (5.33)
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from which and (5.4) together with the oddity of P4 it follows that M
(0)14
1 = 0 and the
solution for P
(0)
4 is
P
(0)
4 =
1  
2
ig

x  1
x

  (1 + )iM (0)142 sinh  : (5.34)
Now let us substitute (5.27), (5.32), (5.34), and (5.31) into the second equation of (5.26).
It gives the following equation
~P
(0)
2  P(0)2 =  
1 + 
2
iM
(0)11
1 +
1  
1 + 
g

x  1
x

(cosh+ + cosh ) +
+ 2M
(0)14
2 (sinh+ cosh   sinh  cosh+) : (5.35)
As the l.h.s. of (5.35) does not contain the even powers of x for the r.h.s. we have
M
(0)11
1 = 0 : (5.36)
The equation (5.35) takes the form
~P
(0)
2  P(0)2 =
1  
1 + 
1
gI2

x  1
x

(cosh+ + cosh ) +
2M
(0)14
2
g2I2
(sinh+ cosh   cosh+ sinh ) ;
(5.37)
which still depends on the unknown coecient M
(0)14
2 , which we will x in the next section,
but going to the next order.
So far, starting from the gluing conditions for non-integer conformal spin n (5.10) we
managed to solve the constraints on it in the LO getting (5.22) and then, using the connec-
tion between the Q- and P-functions in the LO formulated the system of equations (5.26)
for the P-functions in the LO. Then from this system we found all the P-functions in the
LO except for P2 for which we derived the equation (5.37), still containing one unknown
constant. In the next subsection using this equation we are going to show how to nd the
slope-to-intercept function.
5.1.2 Result for the slope-to-intercept function
From now on let us consider the equations (2.1) for the Qaji functions in the NLO. We
start with Q3j3
Q(1)+3j3  Q
(1) 
3j3 = P
(0)
3 Q
(0)
3 =
= P
(0)
3 P
(0)
4 =
1 + 
2
i

1  
2
i

u  2g
x

  (1 + )iM (0)142 sinh 

: (5.38)
As Q(0)3j3 = 0, then Q
(1)
3j3 should not contain log u in its large u asymptotic, which can only
appear from the expansion of non-integer powers Au ' A+ A log u+ : : : . Thus, in the
large u expansion of the r.h.s. of (5.38) the coecient in front of 1=u (which would produce
log u in Q(1)3j3) has to be equal to 0, which is guaranteed by
M
(0)14
2 =  
1  
1 + 
g
I1
: (5.39)
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The substitution of (5.39) into (5.37) gives
~P
(0)
2  P(0)2 =
1  
1 + 

1
gI2

x  1
x

(cosh+ + cosh )  2
gI1I2
(sinh+ cosh   cosh+ sinh )

:
(5.40)
We do not need to solve completely (5.40), because only the rst coecient of the expansion
of P2 in the powers of x is sucient to nd the slope-to-intercept function
P
(0)
2 =  
1  
1 + 
 
1 +
2
I1I2
+1X
k=1
( 1)kIkIk+1
!
1
gx
+ : : : : (5.41)
Remembering the leading coecient of the large u asymptotic of P2 from (5.4) we obtain
the equation
  1  
1 + 
 
1 +
2
I1I2
+1X
k=1
( 1)kIkIk+1
!
= 1 : (5.42)
The previous equation (5.42) xes , which is now equal to
(g) = 1 +
I1I2
+1P
k=1
( 1)kIkIk+1
; (5.43)
and constitutes our result for the slope-to-intercept function.
The weak coupling expansion of the obtained result (5.43) is given by
(g) =  2
2
3
g2 +
44
9
g4   28
6
135
g6 +
88
405
g8 +O  g10 : (5.44)
Since the slope-to-intercept function by denition is the derivative of the intercept function
with respect to the conformal spin n at n = 1 we can immediately compare the rst few
coecients in the weak coupling expansion (5.43) with the derivative of (4.11) and (4.16).
This will also show that these expressions provide the formulas compatible with our analytic
continuation in n away from the integer values. To nd the derivatives of the binomial
harmonic sums with respect to the argument we apply the SuppPackage used in [23], which
expresses the nested harmonic sums (4.10) in terms of the -functions (4.6) and allows to
nd the derivatives of these sums. The derivatives of the intercept function (4.11) and (4.16)
can be calculated and we nd that they are in full agreement with (5.44)
dj
dn

n=1
=  2
2
3
g2 +
44
9
g4   28
6
135
g6 +O  g8 ; (5.45)
conrming our result (5.43).
In the next section we compute the strong coupling expansion of our result for the
slope-to-intercept function. As we will see the calculation is less straightforward than at
weak coupling, even thought the result is still quite simple.
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5.1.3 Strong coupling expansion of the slope-to-intercept function
To obtain the strong coupling expansion of the slope-to-intercept function (5.43) rst we
calculate the following expansion at strong coupling
Ik(4g)Ik+1(4g)
I1(4g)I2(4g)
= 1  1
1=2
 
k2 + k   2+ 1
2
 
k4 + 2k3   4k2   5k + 6  (5.46)
  1
243=2
 
4k6 + 12k5   26k4   72k3 + 67k2 + 105k   90+
+
1
242
 
k8 + 4k7   10k6   44k5 + 35k4 + 148k3   71k2   153k + 90
  1
19205=2
 
16k10 + 80k9   240k8   1440k7 + 1128k6+
+8760k5   2140k4   20720k3 + 3261k2 + 15345k   4050+O 1
3

;
where
 = (4g)2 : (5.47)
If we just sum the series (5.46) multiplying it by ( 1)k, it appears to be divergent. However,
simple -regularization gives the right result, as we veried numerically with high precision.
Namely, multiplying this expression by k and understanding the result as the limit  ! 0,
we get the following answer
+1X
k=1
( 1)kIk(4g)Ik+1(4g)
I1(4g)I2(4g)
=
=  1
2
  3
4(4g)
  3
4(4g)2
  9
32(4g)3
+
9
8(4g)4
+
2331
512(4g)5
+O

1
g6

: (5.48)
Then, substituting (5.48) into the expression for the slope-to-intercept function (5.43), we
obtain the strong coupling expansion for it
 =  1 + 3
1=2
  3
2
  9
83=2
  9
42
  711
1285=2
+O

1
3

: (5.49)
This expansion (5.49) will be useful for us in the section 6 when we are able to compare
it with the derivative of our formula for the strong coupling expansion of the intercept
function for arbitrary conformal spin n taken at the point n = 1, which is based on
intensive numerical analysis.
5.2 Curvature function near the BPS point
As it was mentioned above in the subsection 5.1 we are considering the expansion in the
vicinity of the BPS point  = 0, S1 =  1 and S2 = 1. In the previous subsection we
expanded in the powers of S2   1, however, to nd the curvature we keep S2 = 1 and
expand in the powers of . The scheme of solving the QSC equations in this case is similar
but with one dierence. Since the function S(; 1) is an even function of  we have to
expand to the NLO order in  to get a non-trivial result.
As in the previous section we will utilize a simplication in the Qaji function to solve
the Q-system explicitly.
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5.2.1 LO solution
Recall that the functions Qaji satisfy the equation
Q+aji  Q aji = PaQi : (5.50)
Let us look at how the right and left hand sides of the equation behave as  approaches
0. Behaviour of Pa and Qi can be deduced from their leading coecients Aa and Bi.
Analogously to the case of the slope-to-intercept function the H-symmetry (2.8) and its
particular case rescaling symmetry (2.10) explained in [17] allow us to set some of the
coecients from (3.1) to some xed values. To describe them we introduce a scaling
parameter  =
p
, which is real for   0. For the coecients of the P-functions we obtain
Aa =

; ; A3

;
A4


; c3;1 = 0 ; A
a =

A1

;
A2

; ; 

; c2;1 = 0 : (5.51)
For the Q-functions in their turn
Bi =

 B1

; ; B3

; 

; Bi =

 ; B2

; ; B4


: (5.52)
As follows from the AA-, BB-relations (2.17), (5.51) and (5.52) in the small  limit
Aa =

;;
1+
2
i;
1 
2
i

+O  3 ; Bi =1 
2
i; ; 1+
2
i; 

+O  3 ; (5.53)
where
 =
@S1
@

=0
S2=1
: (5.54)
Note that due to the parity symmetry  !   we expect  = 0, which will be the
consistency check of our calculation. We only get a non-trivial result in the NLO order.
Then from (2.17), (5.51) and (5.52) we derive that Aa and Bi all scale as  and are
given by the formulas
Aa =

1 + 
2
i; 1  
2
i; ; 

+O  3 ; Bi =  ; 1 + 
2
i; ; 1  
2
i

+O  3 :
(5.55)
This means that the right-hand side in (5.1) is small and the functions Qaji are i-periodic
in the LO in . Since they are also analytic in the upper half plane, they are analytic
everywhere. Recall that the asymptotics of Qaji are given by
Qajj   i
AaBj
  ~Ma + M^j
u  ~Ma+M^j ; u!1 : (5.56)
After plugging the global charges into the expressions (2.51) for ~M and M^ we see that all
components of Qaji are either zero in the LO or scale like constants at innity. Constant
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at innity entire function is constant everywhere, so again in the LO
Qaji =
0BBBBB@
0 0 1 0
1 0 0 0
0 1 0 0
0 0 0 1
1CCCCCA+O() (5.57)
the result is the same as in the case of the slope-to-intercept function.
As in the case of the slope-to-intercept function we can exploit the symmetry between
the P- and Q-functions with lower and upper indices. Since  is dierent from 0 we remem-
ber the symmetry (2.54). Despite the normalizations (5.51) and (5.52) dier from (2.52)
and (2.53) by a rescaling one can see that the symmetry (2.54) takes the form (which is
also conrmed by the weak coupling data for arbitrary  and S2 from appendix B)
Pa(; u) = abc Pb( ; u) ; Qi(; u) = ijc Qj( ; u) ; (5.58)
where we set ( ) = p  = ip = i choosing the branch of the square root with the
cut going from 0 to +1 and
abc =
0BBBBB@
0 0 0  i
0 0 i 0
0 i 0 0
 i 0 0 0
1CCCCCA ; ijc =
0BBBBB@
0 i 0 0
i 0 0 0
0 0 0  i
0 0  i 0
1CCCCCA : (5.59)
Usage of (5.58) and the substitution of (5.53) and (5.55) leads us to the equality
 = 0 (5.60)
as it should be. Substituting  from (5.60) into (5.53) and (5.55) we obtain A's and B's
in the LO
Aa =

; ;
i
2
;
i
2

+O  3 ; Aa =  i
2
;  i
2
; ; 

+O  3 ; (5.61)
Bi =

i
2
; ;  i
2
; 

+O  3 ; Bi =  ;  i
2
; ;  i
2

+O  3 :
As we consider the case when the spin S1 is not integer and the spin S2 is integer, we
can use the gluing conditions (3.10) from the section 3, which were also mentioned in the
section 2, thus
~Q1 = M111
Q1 +M
12
1
Q2 +
 
M131 +M
13
2 e
2u +M133 e
 2u Q3 ; (5.62)
~Q2 = M121
Q1 ;
~Q3 =
 
M131 +
M132 e
2u + M133 e
 2u Q1 +M331 Q3 +M341 Q4 ;
~Q4 = M341
Q3 ;
keeping in mind that M111 and M
33
1 are real.
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As now we have the matrix c from (2.55), which relates the Q-functions with lower and
upper indices with  replaced by  , it is possible to obtain an additional constraint on the
gluing matrix. Plugging the relation (5.58) into the rst gluing condition (2.29) we derive
~Qi( ; u) = (c)ikMkl(; u)(c)lj Qj( ; u) ; (5.63)
which after comparison with the second gluing condition from (2.29) leads us to
(M t)ij( ; u) = (c)ikMkl(; u)(c)lj and after multiplication of the both sides by
(M t)mj( ; u) we obtain an additional constraint for the gluing matrix
(c)ikM
kl(; u)(c)lm(M
t)mj( ; u) = ji : (5.64)
Substitution of (2.82) into (5.64) leads us to the following equations
(c)ikM
kl
2;3()(c)lm(M
t
2;3)
mj( ) = 0 ; (5.65)
(c)ikM
kl
1 ()(c)lm(M
t
2;3)
mj( ) + (c)ikMkl2;3()(c)lm(M t1)mj( ) = 0 ; (5.66)
(c)ikM
kl
1 ()(c)lm(M
t
1)
mj( ) + (c)ikMkl2 ()(c)lm(M t3)mj( )+ (5.67)
+(c)ikM
kl
3 ()(c)lm(M
t
2)
mj( ) = ji :
It should be noted that the rst equation (5.65) is satised for the gluing matrix (5.62)
(the same as in (5.10)).
To start solving the constraint (5.64) order by order in  analogously to the case of
the slope-to-intercept function we use the following expansion of the gluing matrix, which
is motivated by the scaling of the Q-functions (5.53) and (5.55)
M ij(u) =
+1X
k=0
M (k)ij(u)2k ; (5.68)
where
M (k)ij(u) = M
(k)ij
1 +M
(k)ij
2 e
2u +M
(k)ij
3 e
 2u : (5.69)
In the LO in  the constraints (2.83), if we take into account (5.53) and S(; 1) =
 1 + (g)2 +O(4), where (g) is the curvature function, lead us to
M
(0)31
2 =  M (0)132 ; (5.70)
M
(0)31
3 =  M (0)133 ;
which together with the hermiticity of the gluing matrix (2.32) means that M
(0)13
2;3 are pure
imaginary. In addition, from (2.88) in the LO in  we obtain
M
(0)13
3 = M
(0)13
2 : (5.71)
Now we have to apply the constraint (5.64) in the LO in . Substitution of (5.70)
and (5.71) into (5.66) allows us to x
M
(0)12
1 =  M (0)341 ; (5.72)
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given that M
(0)13
2 is non-zero. Combination of (5.15), (5.70), (5.71) and (5.72) allows us
to x the following elements of the gluing matrix on the LOM (0)121  = 1 ; M (0)111 = M (0)331 = 0 ; M (0)311 =  M (0)131 : (5.73)
In the LO after some calculations we obtain under the assumptions that M
(0)13
2 is not
zero the solution which is
M (0)ij =
0BBBBB@
0 M
(0)12
1 M
(0)13
1 + 2M
(0)13
2 cosh(2u) 0
M
(0)12
1 0 0 0
 M (0)131   2M (0)132 cosh(2u) 0 0  M (0)121
0 0   M (0)121 0
1CCCCCA ;
(5.74)
where M
(0)13
1;2 are pure imaginary.
Let us start solving these equations in the LO. We have already found Qaji and thus
Qaji =    Qaji t : (5.75)
As the scaling of the P- and Q-functions is determined by the scaling (5.53) and (5.55)
of the leading coecient at large u, we are left with the following expansions of these
quantities in the small  limit
Pa = 
+1X
k=0
P(k)a 
2k ; Pa = 
+1X
k=0
P(k)a2k ; Qi = 
+1X
k=0
Q
(k)
i 
2k ; Qi = 
+1X
k=0
Q(k)i2k :
(5.76)
Then, the correspondence between Q- and P-functions (2.5) and (2.6) in the LO taking
into account (5.57) looks as follows
Q
(0)
1 =  P(0)2 = P(0)3 =  Q(0)2 ; (5.77)
Q
(0)
2 =  P(0)3 = P(0)2 =  Q(0)1 ;
Q
(0)
3 =  P(0)1 =  P(0)4 = Q(0)4 ;
Q
(0)
4 =  P(0)4 =  P(0)1 = Q(0)3 :
First of all we substitute (5.77) to the gluing conditions (5.62) written in the LO with the
gluing matrix (5.74) and take into account the conjugacy properties of the P-functions (2.3)
~P
(0)
1 =  M (0)121 P(0)1  

M
(0)13
1 + 2M
(0)13
2 cosh(2u)

P
(0)
3 ; (5.78)
~P
(0)
2 =  M (0)121 P(0)2  

M
(0)13
1 + 2M
(0)13
2 cosh(2u)

P
(0)
4 ;
~P
(0)
3 =
M
(0)12
1 P
(0)
3 ;
~P
(0)
4 =
M
(0)12
1 P
(0)
4 :
Let us consider the third equation from (5.78). According to (3.1) the l.h.s. contains
only the non-negative powers of Zhukovsky variable x(u), whereas the r.h.s. has only the
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non-positive powers of x(u). Therefore P
(0)
3 is given only by the constant term from its
expansion in the powers of x(u) and taking into account the scaling of the P-functions (5.61)
we see that in the LO
M
(0)12
1 = 1 (5.79)
and
P
(0)
3 =
i
2
: (5.80)
Substituting P3 from (5.80) and M
(0)12
1 from (5.79) into the rst equation of (5.78),
we have
~P
(0)
1 + P
(0)
1 =  

M
(0)13
1 + 2M
(0)13
2 I0 + 2M
(0)13
2 (cosh+ + cosh )
 i
2
: (5.81)
After inserting the x-expansion of P
(0)
1 from (3.1), we see that the l.h.s. of (5.81) contains
all even powers of x(u) except for x0, thus the same term in the x-expansion of the r.h.s.
of (5.81) has to vanish
M
(0)13
1 =  2M (0)132 I0 (5.82)
and then we obtain
~P
(0)
1 + P
(0)
1 =  M (0)132 (cosh+ + cosh ) i : (5.83)
Of course, the solution of (5.81) is dened modulo the solution of the homogeneous equation
((5.81) with zero r.h.s.), but as the solution to this equation has to contain the positive
powers of x(u) it cannot contribute to P
(0)
1 . Therefore recalling the expansion (3.1) it
follows that the solution for P
(0)
1 is
P
(0)
1 =  iM (0)132 cosh  : (5.84)
As we know the leading coecient of P
(0)
1 then, remembering (5.61), we obtain
M
(0)13
2 =
i
g2I2
(5.85)
and write down the solution
P
(0)
1 =
cosh 
g2I2
: (5.86)
Considering the fourth equation from (5.78) with the substituted (5.79)
~P
(0)
4 = P
(0)
4 (5.87)
we see that in accordance with the expansion (3.1) the r.h.s. has the odd powers of x(u)
less or equal to 1 and the l.h.s. has the odd powers of x(u) greater or equal to  1. This
means that P
(0)
4 contains only the terms with x(u) and 1=x(u) and the only combination
satisfying (5.87) is
P
(0)
4 =
i
2
g

x+
1
x

: (5.88)
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Now let us substitute (5.80), (5.86) and (5.88) into the second equation of (5.78). It
gives the following expression
~P
(0)
2 + P
(0)
2 =  

M
(0)13
1 + 2M
(0)13
2 I0 + 2M
(0)13
2 (cosh+ + cosh )
 i
2
g

x+
1
x

: (5.89)
Remembering (5.82) and (5.85) we obtain
~P
(0)
2 + P
(0)
2 =
1
gI2

x+
1
x

(cosh+ + cosh ) : (5.90)
Analogously to the equation (5.81) for P1, the solution to (5.90) for P
(0)
2 may potentially
include the solution of the homogeneous equation. However, this solution of (5.90) with
the zero r.h.s. inevitably has positive powers of x(u) in it, thus it cannot contribute to P
(0)
2 .
Then, from (5.90) we can extract the LO solution for P
(0)
2
P
(0)
2 =
1
gI2

x+
1
x

cosh  : (5.91)
To summarize this part, we started from the gluing conditions for integer conformal
spin n (5.62) and we managed to solve the constraints on it in the LO getting (5.74) and
then, using the connection between the Q- and P-functions in the LO formulated the
system of equations (5.78) for the P-functions in the LO. Then from this system we found
all the P-functions. In what follows using these functions we are going to show how to nd
the NLO solution.
5.2.2 NLO solution
Since the function S(; n) is even, we have to consider the next-to-leading order. Our
strategy is to nd the P-functions in the NLO order and extract the quantity of interest
| the curvature function | from the leading coecients of these functions. Indeed,
from (5.51) and (2.17) we derive
Aa =

; ;
i
2
+ i


2
+
3
8

3;
i
2
  i


2
  7
12

3

+O  5 ; (5.92)
Aa =

i
2
+ i


2
  7
12

3;  i
2
+ i


2
+
3
8

3; ; 

+O  3 ;
where
 =
@2S1
@2

=0
S2=1
(5.93)
is the curvature function.
We begin by nding the correction to Q(0)aji . The equation (5.50), taking into ac-
count (2.5) and the scaling (5.76) and expanding it in the NLO, takes the form
Q(1)+aji  Q
(1) 
aji =  iP(0)a Q
(0)
bji 
bd
c P
(0)
d : (5.94)
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As the functions P
(0)
a were completely xed in the previous calculations we are able to
determine all Q(1)aji up to a constant. In solving (5.94) we are going to act in a way similar
to the one presented in [21]. We have to nd an UHPA solution to the equation of the form
f++(u)  f(u) = h(u) ; (5.95)
where the r.h.s. has one cut on the real axis and it can be represented as a series in the
Zhukovsky variable x(u), whose powers are bounded from above. To build the solution of
such an equation let us rewrite the r.h.s. in the following form
h(u) = hpol(u) + h (u) ; (5.96)
where hpol(u) is a polynomial in u and h (u) is a series in the Zhukovsky variable x(u)
starting from the power not greater than x 1(u). Since h(u) is a series in x(u) bounded
from above, we can always rewrite xa(u) with a > 0 as
xa =

xa +
1
xa

  1
xa
; (5.97)
where xa+1=xa is a polynomial in u. Thus, using (5.97) we are able to replace any positive
power of x(u) in h(u) with the dierence of polynomial in u and the negative power of x(u)
which justies the form (5.96).
The UHPA solution of (5.95) is given by
f(u) =  (hpol) (u) + ( U  h ) (u  i) + c ; (5.98)
where  (hpol) (u) is the solution of
f++pol (u)  fpol(u) = hpol(u) (5.99)
subject to the condition
 (hpol)

i
2

= 0 (5.100)
and ( U  h ) (u) is the solution of
f++U (u)  fU (u) = h (u) (5.101)
and c is a constant. The operator  U is determined by
( U  h)(u) =
2gI
 2g
dv
2i
i (0)( i(u  v) + 1)h(v) ; (5.102)
where the integration contour around the cut goes clockwise. Also we determine the oper-
ator  D which we will use to obtain the LHPA solution
( D  h)(u) =
2gI
 2g
dv
2i
i (0)(i(u  v) + 1)h(v) : (5.103)
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It is not hard to check that
( U  h )(u+ i)  ( U  h )(u) = h (u+ i) ; (5.104)
( D  h )(u+ i)  ( D  h )(u) = h (u) :
Rewriting the r.h.s. of (5.94) in the form (5.96) we can nd the solution of it
Q(1)+aji =

Q(1)+aji

pol
+

Q(1)+aji

U
+ caji ; (5.105)
where (Q(1)+aji )pol and (Q
(1)+
aji )U are given in appendix E by the formulas (E.2) and (E.3)
respectively. Using the equation (3.5), it is possible to x the coecients caji in terms of
the curvature function  (5.93) and the NLO coecient c
(1)
4;1 of the x-series of the function
P4 (see the formula (E.4) in the appendix E).
In what follows we will also need the complex conjugated function Q(1)aji , for which we
have the equation
Q(1)+aji   Q
(1) 
aji =  iP(0)a Q
(0)
bji 
bd
c
P
(0)
d : (5.106)
Conjugating the solution (5.105) and noting that this operation transforms the UHPA part
of it with the kernel  U into the LHPA one with the kernel  D we get the solution of the
previous equation (5.106)
Q(1) aji =

Q(1) aji

pol
+

Q(1) aji

D
+ caji ; (5.107)
where the functions ( Q(1) aji )pol and ( Q
(1) 
aji )D are given by the formulas (E.6) and (E.7)
respectively (see appendix E).
To proceed we are to solve the equations for the gluing matrix in the NLO in . The
constraints (2.83) in the NLO in  lead us to the following equalities
M
(1)31
2 =  M (1)132 ; M (1)313 =  M (1)133   2iM (0)133 ; (5.108)
whereas the constraint (2.88) gives
M
(1)13
3 = M
(1)13
2   iM (0)132 ; (5.109)
where the elements of the LO gluing matrix M (0)ij(u) are known to us. After this it remains
to solve the constraints (5.66) and (5.67) in the NLO order. The solution can be compactly
described by the formula
M
(1)13
2 =
i

M
(1)12
1  M (1)341

2g2I2
; (5.110)
while the other matrix elements of M
(0)ij
2;3 are determined by the relations (5.108)
and (5.109) holds and M
(1)11
1 , M
(1)12
1 , M
(1)33
1 together with M
(1)34
1 are real.
To proceed let us slightly rewrite the gluing conditions expressing the Q-functions in
terms of the P-functions as
~Pa = Q+ajiM ij Q bjj Pb : (5.111)
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The same equation (5.111) written in the NLO
~P(1)a =  Q(0)+aji M (0)ij Q
(0) 
bjj i
be
c
P(1)e + (5.112)
+

Q(1)+aji M (0)ij Q
(0) 
bjj +Q
(0)+
aji M
(0)ij Q(1) bjj

ibec
P(0)e +Q(0)+aji M (1)ij Q
(0) 
bjj i
be
c
P(0)e :
Recalling the LO gluing matrix (5.74) we are able to rewrite (5.112) in the following way
~P
(1)
1;2  P(1)1;2 =
2i
g2I2
(cosh+ + cosh ) P
(1)
3;4 +R1;2 ; (5.113)
~P
(1)
3;4 + P
(1)
3;4 = R3;4 ;
where
Ra =

Q(1)+aji M (0)ij Q
(0) 
bjj +Q
(0)+
aji M
(0)ij Q(1) bjj

ibec
P(0)e +Q(0)+aji M (1)ij Q
(0) 
bjj i
be
c
P(0)e :
(5.114)
In nding the solution of (5.113) we follow the same method as in [21]. Let us briey
sketch its main points. One can notice that the equations for the P-functions in the
NLO (5.113) have one of the two forms
~F (u) + F (u) = G(u) and ~F (u)  F (u) = G(u) ; (5.115)
where F (u) is a power series in Zhukovsky variable x(u) and the function G(u) can be
represented as Laurent series in Zhukovsky variable x(u) in the vicinity of the point x(u) =
0. As it can be seen, the equations (5.115) are self-consistent only if, respectively, the
conditions
~G(u) G(u) = 0 and ~G(u) +G(u) = 0 (5.116)
are satised. As it was explained in [17], the unique solutions to the equations (5.115) on
the classes of functions non-growing and decaying at innity are respectively
F (u) = (H G) (u) 
2gI
 2g
dvH(u; v)G(v) and F (u) = (K G) (u) 
2gI
 2g
dvK(u; v)G(v) ;
(5.117)
where the integral kernels are given by
H(u; v) =   1
4i
p
u2   4g2p
v2   4g2
1
u  v ; K(u; v) =
1
4i
1
u  v : (5.118)
It should be noted that if the asymptotic of F (u) is not specied to be non-growing of
decaying respectively the solutions of (5.115) may include the zero-modes, i.e. the solutions
of the homogeneous equations (5.115) with zero r.h.s.
With the usage of the integral kernels H(u; v) dened in (5.118) rst the 3rd and 4th
equations of (5.113) are solved, then the obtained P
(1)
3 and P
(1)
4 are substituted into the
1st and 2nd equations of (5.113), which are solved by utilizing the integral kernel K(u; v)
and we derive the answer for P
(1)
1 and P
(1)
2 . But before starting to solve (5.113) we are to
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check the validity of the conditions (5.116) in the case in question. First of all, from the
form of the 3rd and 4th equations in (5.113) it follows that the equations
~R3;4  R3;4 = 0 (5.119)
are satised exactly and do not x any constants in the r.h.s. of (5.113). But from the 1st
and 2nd equations of (5.113) we obtain
~R1;2 +R1;2 +
2i
g2I2
(cosh+ + cosh )R3;4 = 0 ; (5.120)
which is solved xing M
(1)13
1 in terms of M
(1)12
1 and M
(1)34
1 together with M
(1)11
1 and
M
(1)33
1 . One can nd the details of this calculation and the values of these constants in
appendix F. Therefore we checked that the r.h.s. of (5.113) satisfy (5.116) and we can
apply (5.117).
As P
(1)
3 has the constant asymptotic at innity, the unique solution for P
(1)
3 is given by
P
(1)
3 = H R3 (5.121)
and contains the constants M
(1)12
1 , c
(1)
4;1 and the curvature function (g) dened in (5.93),
which we have to x. With the usage of (5.51) and (5.92) we can express M
(1)12
1 and c
(1)
4;1
in terms of 
M
(1)12
1 = 2  
1
2
+
iH0
 
u
 
   coshv 

(u)

g2I2
  iH0
  
   v coshv 

(u)

g2I2
; (5.122)
c
(1)
4;1 =

I4
6I2
+
1
3

ig +
i
24g
+
iH2
 
u
 
   coshv 

(u)

g3I2
  iH2
  
   v coshv 

(u)

g3I2
;
where the integral kernel   is dened as
(   h(v)) (u) = ( U  h(v)) (u) + ( D  h(v)) (u) (5.123)
and Hk is the k-th coecient in the large u expansion of the convolution of the integral
kernel H(u; v) with the function on which it acts.
The asymptotic of P
(1)
4 (u) is growing as u, then the solution (5.117) with the kernel
H(u; v) is not unique and we have to add the solution of the homogeneous equation (zero-
mode) to it. To nd this zero-mode we rst notice that according to the asymptotic of
P
(1)
4 (u) it can include only the powers x(u) and 1=x(u) and thus it is proportional to x(u) 
1=x(u). The coecient in front of this zero-mode is determined by the coecients (5.92),
then P
(1)
4 is equal to
P
(1)
4 =

7
24
  
2

ig

x  1
x

+H R4 (5.124)
and contains the constants M
(1)34
1 and , which are not xed yet.
To proceed with the solution of the 3rd and 4th equations of (5.113) we take each
equation and subtract the same equation conjugated
~P
(1)
1  P(1)1 =  
i
g2I2
(cosh+ + cosh )

R3   2P(1)3

+
R1   ~R1
2
; (5.125)
~P
(1)
2  P(1)2 =  
i
g2I2
(cosh+ + cosh )

R4   2P(1)4

+
R2   ~R2
2
:
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As both the functions P
(1)
1 (u) and P
(1)
2 (u) have the decaying at innity asymptotics, the
solutions of (5.125) are uniquely determined by the formula (5.117) with the kernel K(u; v).
Calculating R3 with the usage of (5.121) and (5.122), we nd the solution for P
(1)
1
P
(1)
1 =  
i
g2I2
K 

(cosh+ + cosh )

R3   2P(1)3

+K  R1  
~R1
2
: (5.126)
Doing the same for R4 with the usage of (5.124), we nd the solution for P
(1)
2
P
(1)
2 =  
i
g2I2
K 

(cosh+ + cosh )

R4   2P(1)4

+K  R2  
~R2
2
: (5.127)
From (5.92) we conclude that
A
(1)
1 = A
(1)
2 = 0 ; (5.128)
which leads to xing the following constants
M
(1)34
1 =
7
6
+
iH0
  
   v coshv 

(u)  u     coshv  (u)
g2I2
+
+
2iK2
 
coshu 
 
   v coshv 

(u)  u coshu 
 
   coshv 

(u)

g4I2
; (5.129)
where Kk is the k-th coecient in the large u expansion of the convolution of the kernel
K(u; v) with the function on which it acts.
To sum up, we managed to solve the constraints for the gluing matrix in the NLO,
which allowed us to write down the system of equations for the P-functions in the
NLO (5.112). In the NLO some Q-functions contain innite series of cuts, which led us to
the usage of the integral kernels (5.102), (5.103) and (5.118). After nding the P-functions
in the NLO by solving the system for them we are ready to x the curvature function by
utilizing the values of the coecients found in the previous calculations.
5.2.3 Result for the curvature function
To obtain the curvature function, we have to remember that c
(1)
4;1 from (5.122) determines
the coecient in front of 1=x in P
(1)
4 . Comparing this coecient found from (5.124) with
the usage of (5.129) and the one from (5.122) we nd the answer
(g)=
iH0
  
 vcoshv 

(u) u  coshv (u)
2g2I2
+
iH1
 
u
 
 vcoshv 

(u)   v2coshv (u)
4g2I2
+
+
iH2
  
 vcoshv 

(u) u  coshv (u)
4g2I2
+
iK2
 
coshu 
  
 vcoshv 

(u) u  coshv (u)
g4I2
:
(5.130)
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By expanding the integral kernels (5.118) at large u we can rewrite the curvature function
in a more concise form
(g) =
1
4g4I22
2gI
 2g
dv(v coshv 
 
   u coshu 

(v)  v2 coshv 
 
   coshu 

(v))+ (5.131)
+
1
16g5I2
2gI
 2g
dv
 
v3
 
   coshu 

(v)  2v2     u coshu  (v) + v     u2 coshu 
xv   1xv
!
;
where
(   h(v)) (u) =
2gI
 2g
dv
2i
@u log
  [i(u  v) + 1]
  [ i(u  v) + 1]h(v) : (5.132)
After obtaining (5.131) we can compare it with the other known results. In the rst two
orders we know the BFKL Pomeron eigenvalues for arbitrary conformal spin including
n = 1, therefore we are able to calculate the curvature from these eigenvalues in these two
rst orders. Comparing with the weak coupling expansion of the formula (5.131) for the
curvature function
(g)=23g
2+

 2
2
3
3 355

g4+

164
45
3+
222
3
5+5047

g6+

 28
6
135
3  8
4
3
5 
 5627 69309

g8+

1368
2835
3+
6686
189
5  112
4
3
7+508
29+9372011

g10 (5.133)
+

75410
42525
3  1402
8
567
5  73
6
45
7+
46184
3
9 12969211 123423313

g12+O
 
g14

we nd that the rst two terms of the expansion (5.133) coincide with the values obtained
from the BFKL Pomeron eigenvalues, which represents a check of our result. Having
computed the weak coupling expansion (5.133), in the next part we analyze the other
interesting limit, i.e. the strong coupling expansion, which is a separate computational
task in the case of the curvature function.
5.2.4 Strong coupling expansion of the curvature function
For the calculation of the strong coupling expansion of the curvature function (5.131) we
utilize the same method as the one used in [21]. Let us briey sketch the scheme of this
calculation. The curvature function can be represented in the following form
(g) =
2gI
 2g
du
2gI
 2g
dvF (xu; xv) @u log
  (i(u  v) + 1)
  ( i(u  v) + 1) : (5.134)
Integrating by parts (5.134) and changing the integration variables to xu and xv respec-
tively, we obtain
(g) =
I
dxu
I
dxvG(xu; xv) log
  (i(u  v) + 1)
  ( i(u  v) + 1) ; (5.135)
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where the integrals go over the unit circle and G(xu; xv) is a polynomial in the variables xu,
xv, 1=xu, 1=xv, cosh
u
 , cosh
v
  and sinh
u
 . Then, expanding cosh  and sinh  in a series in
the Zhukovsky variable x, we can represent (5.135) as an innite series in the coecients
of the BES dressing phase [71{74], which admits the large g expansion in the form of
asymptotic series [71].
Using the computed series we calculated the numerical value of the curvature function
for a number of points in the range 5  g  40 and obtained the rst coecients of the
strong coupling expansion of the curvature function with high precision by tting the data
with inverse powers of g. The rst several coecients appear to be simple rational numbers.
In the 6th coecient it was expected to have -function, which we managed to t utilizing
the EZFace [75] webpage. As in the case of the slope-to-slope function [21], usage of the
exact value t in the order 1=gk increases accuracy of the t in the next order 1=gk+1,
which represents a non-trivial check of the validity of the used method.
Application of the numerical method described above yields us the large g expansion
of the curvature function
 =
1
21=2
  1
4
  33
163=2
  81
162
  (5.136)
  2265
2565=2
+

14405
64
  765
64

1
3
+

2073605
2048
  22545
2048

1
7=2
+O

1
4

;
where  is given by (5.47). Together with the curvature function (5.131) and its weak
coupling expansion (5.133) the formula (5.136), containing the strong coupling expansion
of this function, concludes the list of the results of the present section.
6 Intercept function at strong coupling
The other interesting limit of the intercept function besides the small coupling limit con-
sidered in the section 4 is the strong coupling one. For n = 0 case the intercept function
in the strong coupling limit was analyzed in [41, 76{78] and then extended to the next
orders by the QSC method in [21]. As we have already the numerical data for the intercept
for the dierent values of conformal spin n, then using the numerical algorithm described
in the section 3 and assuming that the coecients are some simple rational numbers and
extrapolating the high precision numerical data by the inverse powers of 1=2 we extract
S(0; 3) =  3 + 10
1=2
  25

+
175
4
1
3=2
+O( 2) ; (6.1)
S(0; 2) =  2 + 4
1=2
  6

+
9
2
1
3=2
+O( 2) ;
S(0; 1) =  1 ;
S(0; 0) = 0  2
1=2
  1

+
1
4
1
3=2
+O( 2) ;
where  is given by (5.47) and the result for n = 0 is taken from [21]. We see that the
leading term is linear in n, sub-leading is quadratic and so on. This pattern is quite typical
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at strong coupling (see for example [31]). Assuming this polynomial pattern from the above
data (6.1) we get
S(0; n) =  n+ (n  1)(n+ 2)
1=2
 
  (n  1)(n+ 2)(2n  1)
2
+
(n  1)(n+ 2)(7n2   9n  1)
83=2
+O

1
2

; (6.2)
which we can cross-check with our slope-to-intercept function (5.49) by dierentiating it
at n = 1! Comparison with (5.49) shows us complete agreement. We also veried our
result numerically by taking n = 1:5 and tting the data with inverse powers of 1=2 we
reproduced precisely the coecnets from (6.2).
7 Conclusions and future directions
BFKL regime is traditionally one of the \hard" problems of high energy theoretical physics.
QSC method allowed to make progress in this direction when the traditional perturbative
methods become too complex to make one's way through. In our paper we extended the
area of applications of QSC even further, adding an additional parameter | conformal spin
n. Importantly, we can deal with the situation when conformal spin takes an arbitrary real
value. QSC can now handle the situation when all three global charges corresponding to
AdS5 | S1; S2 and  are non-integer. This required us to allow four components (or
two independent if we take into account the hermiticity) of the gluing matrix to have
exponential asymptotics. Gluing conditions are thus the main ingredient of the analytical
continuation of QSC presented in this paper.
The knowledge of the gluing matrix allows us to implement an ecient numerical
algorithm which solves the Pomeron eigenvalue problem numerically for any values of ; n
and at any `t Hooft coupling g, limited only by the computing time.12 Our Mathematica
implementation of this method is attached to this arXiv submission.
As an illustration of our method we have computed two all-loop quantities | slope of
BFKL intercept at  = 0 with respect to n around n = 1 and curvature of the length-2
operator trajectory in the vicinity of the point  = 0 and n = 1. We generated analytical
perturbative and numerical data using the iterative procedures described in [23], which we
had to modify to take into account exponential asymptotics for non-integer global charges.
The iterative perturbative data allowed us to x the NNLO intercept in terms of binomial
harmonic sums and partially x the NNNLO BFKL intercept in terms of binomial and
ordinary nested harmonic sums.
Several further directions of work come to mind immediately. First, the basis of nested
harmonic sums seems to describe well the perturbative expansion of BFKL eigenvalue and
in particular its intercept. Since the iterative procedure can be used to arbitrary high
12With reasonable starting points, our method converges in several iterations, each taking around 1
minute on a laptop, producing precision of 20 digits. It is also easy to get much higher precision by
changing parameters in the beginning of the notebook code_for_arxiv.nb. We also provide a few starting
points with this submission, which can be used to generate new data. More data can be provided by request.
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order in g and for arbitrary odd n, it is just a question of time and computational power
to x BFKL eigenvalues at higher orders. The rst task would be to nd a closed analytic
expression for the NNNLO BFKL Pomeron eigenvalue for arbitrary n and . Since as we
saw the reciprocity in this order is broken, it is an interesting open problem to understand
the nature of this.
The second direction one can pursue is exploring the neighbourhood of the BPS point
n = 1,  = 0. After computing the slope of intercept with respect to n, one can compute
the next order (n   1)2. The computation should be similar in spirit of the computation
of S2 correction to the twist operator anomalous dimension [21].
Furthermore, one should study in a similar way the Odderon spectrum, which is ex-
pected to correspond to the length parameter to be taken L = 3. Most of the steps de-
scribed in this paper should be applicable for arbitrary L and it would be very interesting
to reproduce previously known perturbative results and extend them to nite coupling.
Finally, there are indications [79] that the structure constants can be also governed by
the QSC Q-functions, which were evaluated in this paper in various regimes. So it would
be interesting to compare and extend to nite coupling the results on the triple Pomeron
vertex [80].
Acknowledgments
We thank I. Balitsky, B. Basso, M. Bershtein, S. Caron-Huot, V. Kazakov, G. Korchemsky,
A. Leonidov, F. Levkovich-Maslyuk and C.-I. Tan for discussions and useful comments
during our work. The research of M.A. has received funding from the People Programme
(Marie Curie Actions) of the European Union's Seventh Framework Programme FP7/2007-
2013/ under REA Grant Agreement No 317089 (GATIS) and from the European Research
Council (Programme \Ideas" ERC-2012-AdG 320769 AdS-CFT-solvable). Also M.A. is
grateful to Prof. Ilmar Gahramanov for his kind hospitality during the visit to the Mimar
Sinan Guzel Sanatlar Universitesi in Istanbul, Turkey, where part of this work was done.
N.G. wishes to thank STFC for support from Consolidated grant number ST/J002798/1.
A Details of QSC construction
To show that the matrix 
ji =
Q ajiCabQbjj  is i-periodic let us apply the conjugated equa-
tion (2.15) and the same equation for Qaji which is valid now in the whole complex plane
as we know the functions Qi and Q
i on the sheet with the short cuts. We have

j++i   
ji =  Pa QiCabQbjj  + Q ajiCabPbQj =
=   QiPbQbjj    Q aji PaQj =   QiQj + QiQj = 0 : (A.1)
To show that the matrix ji (u) = ( 1)a+1Q aji( u)Qbjj (u) is i-periodic let us apply the
equation (2.15) with u replaced by  u and the same equation for Qaji which is valid now
in the whole complex plane as we know the functions Qi( u) and Qi(u) on the sheet with
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the short cuts. We have
j++i  ji =  ( 1)a+1Pa( u)Qi( u)Qbjj (u) + ( 1)a+1Q aji( u)Pb(u)Qj(u) =
=  Qi( u)Pb(u)Qbjj (u) Q aji( u)Pa( u)Qj(u) =
=  Qi( u)Qj(u) + Qi( u)Qj(u) = 0 : (A.2)
B Weak coupling solution of the QSC for length-2 operators with
nonzero S2 = n
In this appendix we consider BFKL limit of the QSC with non-zero conformal spin. Let
us rst of all briey remind what BFKL limit is. We are going to study the regime when
at the same time the coupling constant g ! 0 and one of the spins S1 = S !  1 while
keeping the ratio g2=(S + 1) nite. LO BFKL in this limit corresponds to resumming all
the contributions of the form (g2=(S+1))k, NLO BFKL | to the contributions of the form
(S+1)(g2=(S+1))k and so on. However, in the present subsection we take the second spin
(conformal spin) S2 = n 6= 0 and there appear some dierences from the BFKL regime
with zero conformal spin.
In order to nd the BFKL kernel eigenvalue we are going to utilize the old fashioned
method of P-system. The P-system consists of the functions Pa(u), P
a(u), which we
introduced before and of an antisymmetric matrix ab(u) (see [16, 17] for the detailed
description). They satisfy the following equations
~ab   ab = Pa ~Pb  Pb ~Pa ; ~Pa = abPb ; (B.1)
~ab   ab = Pa ~Pb  Pb ~Pa ; ~Pa = abPb ;
PaP
a = 0 ; ab
bc = ca ; ~ab = 
++
ab ; ~
ab = ab++ :
Before proceeding we are going to introduce a couple of new notations. Our notation for
the BFKL scaling parameter is w = S + 1. It is also convenient to introduce the notation
 = g2=w.
To start solving the P-system in the BFKL regime we have to determine the scaling
of the P- and -functions in the limit w ! 0. In what follows we are going to use the
arguments from [22], where the left-right symmetric case with zero conformal spin was
considered. First, we assume that the scaling of the P-functions coincides with the scaling
of their leading coecients in the large u asymptotics. Thus as from (2.17) for the length-2
state in question in the BFKL limit AaA
a = O(w0) for a = 1; : : : ; 4 these functions can be
chosen to scale as w0
Pa =
+1X
k=0
P(k)a w
k ; Pa =
+1X
k=0
P(k)awk : (B.2)
Second, because the asymptotic of the function P1(u) is the same as in the left-right
symmetric case, for S2 = n 6= 0 the argument from [22] about the scaling of the -functions
is applicable and they scale as w 2
ab =
+1X
k=0

(k)
ab w
k 2 ; ab =
+1X
k=0
(k)abwk 2 : (B.3)
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Additionally, as all the P-functions for the length-2 states being considered possess the
certain parity from the P-system equations (B.1) we can conclude that the functions
+ab(u) have the certain parity, which will be specied below.
Finally, we are to determine the asymptotics of the -functions for the case of non-
integer S1 = S for non-zero S2 = n. Let us restrict ourselves from now on in this section
to the case of integer conformal spin S2 = n. The -functions with the lower indices are
given by the formula from [17] combined with (2.44) from the section 2
ab =
1
2
Q abjij!ij =
1
2
Q abjijM ik
jk : (B.4)
Substituting the matrices (3.10) and (2.72), which are applicable to the case of integer
conformal spin, into (B.4), we are able to determine the asymptotics of the !-functions.
Taking into account also the antisymmetry of !ij = M ik
kj from (2.50) we nd that they are
!ij 

const; e2juj; e 2juj; e 2juj; e 2juj; const

: (B.5)
Using (B.5) we see that the leading asymptotics of the -functions with the lower indices
at u! 1 are
ab  (u S 1; u S ; u S+1; u S+1; u S+2; u S+3)e2juj ; (B.6)
while the -functions with the upper indices have the same asymptotics but in the reverse
order.
In addition, we know that the P-functions have only one cut on one of the sheets,
therefore they can be written as a series in the Zhukovsky variable. The parametrization of
the P-functions for the case J1 = 2 and J2 = J3 = 0 is already known to us and can be taken
from the formula (3.1). Utilizing the P-functions rescaling (2.10) we can set the coecients
A1 = 1, A2 = 1, A
3 =  1 and A4 = 1. Then, we are also allowed to apply the certain
H-transformation of the P-functions, which do not alter their asymptotics and parity
Pa ! (hB)ba Pb ; Pa !
 
h tB
a
b
Pb ; (B.7)
where
(hB)
b
a =
0BBBBB@
1 0 0 0
0 1 0 0
1 0 1 0
0 2 0 1
1CCCCCA : (B.8)
As (B.8) has two parameters then, applying this transformation, we can set the coecients
c3;1 and c
2;1 to zero. Thus, we arrive to the formulas
P1 =
1
wx2
+
+1X
k=1
c1;k
x2k+2
; P1 = A1
p
w

x+
1
x

+
+1X
k=1
c1;k
x2k 1
; (B.9)
P2 =
1p
wx
+
+1X
k=2
c2;k
x2k+1
; P2 = A2 +
+1X
k=2
c2;k
x2k
;
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P3 = A3 +
+1X
k=2
c3;k
x2k
; P3 =   1p
wx
+
+1X
k=1
c3;k
x2k+1
;
P4 = A4
p
w

x+
1
x

+
+1X
k=1
c4;k
x2k 1
; P4 =
1
wx2
+
+1X
k=1
c4;k
x2k+2
:
The scaling of P-functions (B.2) suggests that the coecients should have the expansions
cm;n =
p
w
2n m 1 +1X
k=0
c(k)n;mw
k ; cm;n =
p
w
2n+m 6 +1X
k=0
cn;m(k)wk : (B.10)
In what follows for the sake of convenience we change the numeration of the -functions
to 12 = 1, 13 = 2, 14 = 3, 23 = 4, 24 = 5 and 34 = 6 and the same for 
with the upper indices. Having set the scaling and the expansions of P- and -functions
in the scaling parameter together with their asymptotics we are able to proceed with the
solution of the P-system order by order in the scaling parameter.
B.1 LO solution
In the present part we will nd the LO solution of the P-system in the BFKL regime.
Taking into account that ~P scale as 1=w2, in the LO in w we obtain for the P-functions
from (B.9) and (B.10)
P
(0)
1 =
1
u2
; P
(0)
2 =
1
u
; P
(0)
3 = A
(0)
3 ; P
(0)
4 = A
(0)
4 u+
c
(1)
4;1
u
; (B.11)
P(0)1 = A1(0)u+
c1;1(1)
u
; P(0)2 = A2(0) ; P(0)3 =  1
u
; P(0)4 =
1
u2
;
where we implied c4;1 =
1
(w)3=2

c
(1)
4;1w +O(w2)

, c1;1 = 1
(w)3=2
 
c1;1(1)w +O(w2) and
A
(0)
3 =  
i

(  n)2   1

( + n)2   9

32
; A
(0)
4 =  
i

( + n)2   1

(  n)2   25

96
:
(B.12)
Let us now examine the -functions in the vicinity of the point S =  1. In the LO,
when S =  1, -functions with the lower indices at u!1 have the asymptotics
(1; 2; 3; 4; 5; 6)  (u0; u1; u2; u2; u3; u4)e2juj : (B.13)
To nd the -functions with the lower indices in the LO analogously to the left-right
symmetric case we notice that P
(0)
1;2 and P
(0)3;4 are singular, while ~P1;2 and ~P
3;4 are regular
at u = 0. This can be guaranteed if 
(0)
ab are regular at u = 0 and have a zero of sucient
order at this point. Therefore, as in the left-right symmetric case we can assume that in
the LO the only solution which contributes in 
(0)
ab is the one with the asymptotics (B.13).
Consequently, we conjecture 
(0)
ab to possess the form of a polynomial times some i-periodic
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factor. As for the length-2 operators the functions +ab have the certain parity, we are led
to the ansatz

(0)+
1 = P(u)b1;1 ; (0)+2 = P(u)b2;1u ; (B.14)

(0)+
3 = P(u)(b3;1u2 + b3;2) ; (0)+4 = P(u)(b4;1u2 + b4;2) ;

(0)+
5 = P(u)(b5;1u3 + b5;2u) ; (0)+6 = P(u)(b6;1u4 + b6;2u2 + b6;3) :
where P(u) is an i-periodic function. Let us rst determine only the polynomial part of the
solution. Plugging the ansatz (B.14) into the equations ++ab = ab + Pabc
~Pc  Pbac ~Pc
we x all the coecients besides b1;1 and c
1;1(1) =  c(1)4;1. The latter equality automatically
leads to the validity of the requirement
P(0)a P
(0)a = 0 (B.15)
in the LO.
Now let us return to the general solution. Because in the leading order the equations
for 's are homogeneous, the solution is determined up to some i-periodic function. This
periodic function grows not faster than e2juj, then the most general ansatz for it is
B1;1e
2u +B1;2e
 2u +B1;3 : (B.16)
Also we have to remember about the requirements of analyticity, i.e. that the following
expressions have no cuts
P + ~P ;
P  ~Pp
u2   4w ; + ~ ;
  ~p
u2   4w : (B.17)
The constraints (B.17) lead us to the results
B1;2 = B1;1 ; B1;3 =  2B1;1 ; c(1)4;1 =  
i
96
 
2   12   2  2 + 1n2 + n4 : (B.18)
With these conditions (B.18) the parity requirement for + is automatically satised.
Summarizing the obtained results and setting B1;1 =  B1=4, all the requirements give
us the unique solution (up to a multiplicative constant) given by

(0)+
1 = B1 cosh
2(u) ; (B.19)

(0)+
2 =  B1
i
16
 
2   12   2  2 + 1n2 + n4u cosh2(u) ;

(0)+
3 = 
(0)+
4 =  B1
i
128
 
2   12   2  2 + 1n2 + n4  4u2 + 1 cosh2(u) ;

(0)+
5 =  B1
i
192
 
2   12   2  2 + 1n2 + n4u  4u2 + 1 cosh2(u) ;

(0)+
6 =  B1
1
49152
 
2   12   2  2 + 1n2 + n42  4u2   3  4u2 + 1 cosh2(u) :
Having obtained the LO solution given by (B.11), (B.19) and (B.12) we are able to
proceed with nding the NLO solution of the P-system together with the coecient B1,
which will be done in the next subsection.
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B.2 NLO solution
Now it remains to x the coecient B1 and nd the P-functions in the next order in w.
To do this we need to calculate ~P. First, we have to understand, which coecients it is
necessary to nd in order to calculate P in the NLO order w1 using the scaling or the
P- (B.2) and ~P-functions (w 2)
P
(1)
1 =
2
u4
; P(1)1 = A1(1)u+
c1;1(2)
u
+
c1;1(1) + c1;2(0)
u3
;
P
(1)
2 =
1
u
+

1 + c
(0)
2;2

w
u3
+O(w2) ; P(1)2 = A2(0) +A2(1)w +O(w2) ; (B.20)
P
(1)
3 = A
(1)
3 ; P
(1)3 =
  1 + c3;2(0)
u3
;
P
(1)
4 = A
(1)
4 u+
c
(2)
4;1
u
+
c
(1)
4;1 + c
(0)
4;2
u3
; P(1)4 =
2
u4
:
Notice, that we already know c
(1)
4;1 =  c1;1(1) given by (B.18) and A(1)3 , A(1)4 , A1(1), A2(1)
A
(1)
3 =  
i
4
 
2 + n+ n2   3 ; A(1)4 =   i12  2 + 3n+ n2 + 5 ; (B.21)
A1(1) =
i
12
 
2   3n+ n2 + 5 ; A2(1) =   i
4
 
2  n+ n2   3 :
Thus, we have to nd c
(0)
2;2, c
(2)
4;1, c
(0)
4;2, c
1;1(2), c1;2(0) and c3;2(0). Comparing the ~P-functions
calculated from the LO result and the ones found with the equation ~Pa = abP
b we can
x some unknown coecients. On the one hand we get
~P1 =
1
2w2
 
u2 +O  u4+O  w 1 ; (B.22)
~P2 =
1
2w2

c
(0)
2;3u
3 +O  u5+O  w 1 ;
~P3 =
1
2w2

c
(0)
3;4u
4 +O  u6+O  w 1 ;
~P4 =
1
2w2

c
(0)
4;3u
5 +O  u7+O  w 1 :
On the other hand
~P1 =  B1
w2
i
4

(  n)2   1

sinh2(u) +O  w 1 ; (B.23)
~P2 =  B1
w2
i
4

(  n)2   1

u sinh2(u) +O  w 1 ;
~P3 =  B1
w2
1
128

(  n)2   1
2 
( + n)2   1

u2 sinh2(u) +O  w 1 ;
~P4 =  B1
w2
1
384

(  n)2   1
2 
( + n)2   1

u(u2 + 1) sinh2(u) +O  w 1 :
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The result is the following
B1 =
4i
2

(  n)2   1

2
; c
(0)
2;2 = 1 ; (B.24)
c
(0)
4;1 = 0 ; c
(0)
4;2 =  
i
96
 
2   12   2  2 + 1n2 + n4 :
Thus, the nal answer for the LO -functions is

(0)+
1 =
4i
22
cosh2(u)
(  n)2   1 ; (B.25)

(0)+
2 =
1
422

( + n)2   1

u cosh2(u) ;

(0)+
3 = 
(0)+
4 =
1
3222

( + n)2   1
  
4u2 + 1

cosh2(u) ;

(0)+
5 =
1
4822

( + n)2   1

u
 
4u2 + 1

cosh2(u) ;

(0)+
6 =  
i
1228822

(  n)2   1

( + n)2   1
2  
4u2   3  4u2 + 1 cosh2(u) :
Using the equation
ab
bc = ca ; (B.26)
we are able to determine the -functions with upper indices in the LO up to a multiplication
constant. Then, inserting them into P-system equations, we x this constant obtaining
(0)1+ =
i
1228822

( + n)2   1

(  n)2   1
2  
4u2   3  4u2 + 1 cosh2(u) ;
(0)2+ =
1
4822

(  n)2   1

u
 
4u2 + 1

cosh2(u) ; (B.27)
(0)3+ = (0)4+ =   1
3222

(  n)2   1
  
4u2 + 1

cosh2(u) ;
(0)5+ =
1
422

(  n)2   1

u cosh2(u) ;
(0)6+ =   4i
22
cosh2(u)
( + n)2   1
and some other coecients in the P-functions with upper indices
c1;2(0) =
i
96
 
2   n22   2  2 + n2+ 1 ; c3;2(0) =  1 : (B.28)
We are able even to go further and calculate completely the -functions in the NLO
and partly x the expansion coecients in the P-functions in the NNLO order. Let us
now x the other coecients in the NLO order in w. To nd the unknown coecient
c
(2)
4;1, we have to build an ansatz for  in the NLO. The asymptotics of the NLO  are
fu0; u3; u2; u1; u5g log u. First we introduce a new function
	0(u) =  
(0)

1
2
+ iu

+  (0)

1
2
  iu

+ 2 : (B.29)
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This function has the innite series of poles in the points i2 + iZ. As the case of general in-
teger conformal spin n has to be consistent with the known left-right symmetric case n = 0,
it is natural to assume that the ansatz for the NLO -function is essentially the same as for
n = 0, but relaxing the requirement that 3 is equal to 4. So, we use the following ansatz

(1)+
1 = (B1	0(u) + b1) cosh
2(u) +K1 ; (B.30)

(1)+
4 = (B2u	0(u) + b21u) cosh
2(u) +K2u ;

(1)+
3 = (B3(4u
2 + 1)	0(u) + b31u
2 + b32) cosh
2(u) +K3(4u
2 + 1) ;

(1)+
4 = (B4(4u
2 + 1)	0(u) + b41u
2 + b42) cosh
2(u) +K4(4u
2 + 1) ;

(1)+
5 = (B5u(4u
2 + 1)	0(u) + b51u
3 + b52u) cosh
2(u) +K5u(4u
2 + 1) ;

(1)+
6 = (B6(4u
2   3)(4u2 + 1)	0(u) + b61u4 + b62u2 + b63) cosh2(u)+
+K5(4u
2   3)(4u2 + 1) :
Substituting this ansatz (B.14) into the P-system equations, rst, we get the unknown
coecient
c
(2)
4;1 =  
i
24
(2   1)(2(2   1)  1) (B.31)
and obtain  with the lower indices in the NLO order

(1)+
1 =
1
( n)2 1
  
 2i	(u)
22
  16i
 
2
 
( n)2 1+ 32
322
!
cosh2(u)+
8i

!
;

(1)+
2 = ((+n)
2 1)

 u	(u)
822
  u
3
+
u
222((+n)2 1)

cosh2(u)+
u
2

;

(1)+
3 = ((+n)
2 1)
  
 
 
4u2 +1

	(u)
6422
  
2
 
4u2 +1
 6
242
 
  4u
2 +1
1622((+n)2 1)

cosh2(u)+
4u2 +1
16

;

(1)+
4 = ((+n)
2 1)
  
 
 
4u2 +1

	(u)
6422
  
2
 
4u2 +1
 6
242
  4u
2 +1
1622((+n)2 1)
 
 
4u2 +1

n
222 (( n)2 1)((+n)2 1)
!
cosh2(u)+
4u2 +1
16
!
;

(1)+
5 = ((+n)
2 1)
  
 u
 
4u2 +1

	(u)
9622
  u
 
4u2 +1

36
  u
 
4u2 +1

822 (( n)2 1)
+
u
 
4u2 +1

n
622((+n)2 1)(( n)2 1)
!
cosh2(u)+
u
 
4u2 +1

24
!
;
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
(1)+
6 = ((+n)
2 1)2  ( n)2 1  i 4u2 3 4u2 +1	(u)
2457622
+
+
i
 
2
 
4u2 3+36 4u2 +1
92162
+
i
 
4u2 3 4u2 +1
614422 (( n)2 1)
!
cosh2(u) 
  i
 
4u2 3 4u2 +1
6144
!
: (B.32)
The -functions with the upper indices in the NLO are given by the formula
(1)ab(n; u) = ac
(1)
cd ( n; u)db : (B.33)
where the matrix  is given by (2.55). Usage of the equation ~Pa = abP
b allows to
partially x the P-functions in the NNLO order. They are written in the formulas below
P
(2)
1 =
22
3u4
+
52
u6
; P(2)1 =   i
 
2 + n2   3
48
u+
c1;1(3)
u
  (B.34)
  i

( + n)2   1
0@24   51 + 2

(  n)2   1

288
  n
6

( + n)2   1

1A 1
u3
+
+
5i2

( + n)2   1

(  n)2   1

96u5
;
P
(2)
2 =

22
3
  4
(  n)2   1

1
u3
+
52
u5
;
P(2)2 =
i
 
2 + n2   11
16
 
i2

( + n)2   1

(  n)2 + 1

32u4
;
P
(2)
3 =
i
 
2 + n2   11
16
 
i2

( + n)2   1

(  n)2   1

32u4
;
P(2)3 =

 
22
3
+
4
(( + n)2   1)

1
u3
  5
2
u5
;
P
(2)
4 =
i
 
2 + n2   3
48
u+
c
(3)
4;1
u
+
+ i

(  n)2   1
0@24   51 + 2

( + n)2   1

288
+
n
6

(  n)2   1

1A 1
u3
 
 
5i2

( + n)2   1

(  n)2   1

96u5
;
P(2)4 =
22
3u4
+
52
u6
:
Also, from the obtained results one can notice that the P- and -functions possess the
following symmetry
Pa(n; u) = abPb( n; u) ; ab(n; u) = accd( n; u)db : (B.35)
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where the matrix  is given by (2.55). In what follows we will assume that this symmetry
is present in all orders of the perturbative expansion.
B.3 Passing to Q!-system
To proceed we need to use the system which is dual to P-system | Q!-system. The
equations of this system look as follows [16, 17]
~!ij   !ij = Qi ~Qj  Qj ~Qi ; ~Qi = !ijQj ; (B.36)
~!ij   !ij = Qi ~Qj  Qj ~Qi ; ~Qi = !ijQj ;
QiQ
i = 0 ; !ij!
jk = ki ; !
++
ij = !ij :
We assume the scaling of the !-functions is the same as in the case n = 0 considered
in [22], which is motivated by the fact that the case of general n has to be consistent with
the known case of n = 0. Thus, the function !13 scales as w 2, !12, !14, !23 and !34 scale
as w0 and !24 scales as w2. For the lower indices we have !24 as w
 2, !12, !14, !23 and
!34 as w
0 and !13 as w
2. Let us remind the connection between - and !-functions
+ab =
1
2
Qabjij!ij+ ; ab+ =
1
2
Qabjij!+ij : (B.37)
With the obtained P- and -functions in the LO and NLO we can extract the functions
Qabj13 and Qabj24 in the LO and NLO as well. Let us proceed with further calculations
taking Qabj13 only as the actions with Qabj24 are completely the same but with the exchange
n!  n.
One of the QQ-relations says
Qaj1Qbj3  Qaj3Qbj1 = Qabj13 (B.38)
and it allows to express Q3j1 and Q4j1 in terms of Q1j1, Q2j1 and Qabj13. Using this fact
and the equation
Q+aji  Q aji =  PaPbQ+aji (B.39)
we are able to derive the following second order Baxter equation for Q1j1 in the LO
u2 +
1
4

Q(0)++1j1 +

u2 +
1
4

Q(0)  1j1 +

 2u2 + (  n)
2   3
4

Q(0)1j1 = 0 : (B.40)
Then, utilizing
Q+1j1  Q 1j1 = P1Q1 (B.41)
we obtain the second order Baxter equation
Q
(0)++
1;3 + Q
(0)  
1;3 +

 2 + (  n)
2   1
4u2

Q
(0)
1;3 = 0 ; (B.42)
where an additional index 3 appears because the Baxter equation for Q3 is the same.
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Repeating analogous calculations with Qabj24 we get the similar equation for Q2 and
Q4 in the LO
Q(0)2;4++ + Q(0)2;4   +

 2 + ( + n)
2   1
4u2

Q(0)2;4 = 0 : (B.43)
As we know the P-functions completely in the LO and NLO orders the equations (B.42)
and (B.43) are known to us up to NLO order and will be used below.
It was said in the section 2 that we should nd the solutions to the Baxter equation
with pure asymptotics. Let us consider n = 0 in (B.42) and (B.43) for simplicity (we
always can restore them by shifting !  n for the lower indices or !  +n for the
upper indices). The Baxter equation
q++ + q   +

 2 + 
2   1
4u2

q = 0 (B.44)
is known to have two independent solutions, which are UHPA
qI(; u) = 2iu 3F2

1 
2
;
1 + 
2
; 1 + iu; 1; 2; 1

; (B.45)
qII(; u) =  i coth(u)qI(; u) + qI(; u)
cos 2
:
We found two solutions q1 and q2 with the pure asymptotics u
+1
2 and u 
 1
2 respectively
q1(;u) = tan 
2
qI(;u)+qII(;u) =

 icoth(u) tan 
2

qI(;u)+
qI(; u)
cos 2
;
q2(;u) = tan

2
qI(;u)+qII(;u) =

 icoth(u)+tan 
2

qI(;u)+
qI(; u)
cos 2
:
(B.46)
Then, the solutions of (B.42) and (B.43) with the pure asumptotics can be expressed as
follows
Q
(0)
1;3(u) = q1;2(  n; u) ; (B.47)
Q(0)2;4(u) = q2;1( + n; u) :
Let us now turn back to the gluing conditions for the integer conformal spin (3.10)
and write down two of them containing only the Q-functions from (B.47) in the LO in the
scaling parameter w
~Q2 = M
(0)12
1
Q1 ; (B.48)
~Q4 = M
(0)34
1
Q3 :
To nd M
(0)12
1 and M
(0)34
1 we can use the continuity of the functions Q
2 and Q4 on the
cut ~Q2(0) = Q2(0) and ~Q4(0) = Q4(0). The result is
M
(0)12
1 = M
(0)34
1 =
cos (+n)2
cos ( n)2
(  n)2   1
( + n)2   1 : (B.49)
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In terms of the Q-functions with the pure asymptotics, we derive the following gluing
conditions in the LO
~Q(0)2;4(u) =
cos (+n)2
cos ( n)2
(  n)2   1
( + n)2   1
Q
(0)
1;3(u) : (B.50)
B.4 LO BFKL eigenvalue
Here we will obtain the LO BFKL eigenvalue in a way similar to [22]. To begin with, let
us write down the Baxter equation for Q2;4 in the NLO
Q(1)2;4++ + Q(1)2;4   +

 2 + ( + n)
2   1
4u2

Q(1)2;4 =
=   i
2(u+ i)
Q(0)2;4++ +
i
2(u  i)Q
(0)2;4   +
u2   ( + n)2   1)
2u4
Q(0)2;4 : (B.51)
From one side from the Baxter equation (B.51) it follows that
Q(1)j(u)
Q(0)j(u)
=
i
2u
+O(u0) ; j = 2; 4 : (B.52)
On the other side, we can apply the following trick to nd the singular part of Qj in the
NLO
Qj =
Qj + ~Qj
2
+
Qj   ~Qj
2
p
u2   4w
p
u2   4w : (B.53)
For Q2 we obtain
Q2   ~Q2
2
p
u2   4w =
1
2u
 
Q(0)2(u)  cos
(+n)
2
cos ( n)2
(  n)2   1
( + n)2   1
Q
(0)
1 (u)
!
+O(w) : (B.54)
Combining (B.54) and the previously obtained results (B.47), we get
Q(1)2(u) =
 
  iQ
(0)2(0)(	( + n) + 	(  n))
u
+O(u0)
!
w +O(w2) ; (B.55)
where
	()   

1
2
  
2

+  

1
2
+

2

  2 (1) : (B.56)
Thus, comparing two independent results (B.52) and (B.55), we have the relation
  2(	( + n) + 	(  n)) = 1 : (B.57)
After some calculations, we obtain for the integer n
1
4
=
1
2
(	( + n) + 	(  n)) +O(w) =
=   

1 + n 
2

   

1 + n+ 
2

+ 2 (1) +O(w) : (B.58)
Rewriting the result in terms of the usual expansion parameters, we obtain the well-known
LO BFKL kernel eigenvalue for nonzero integer conformal spin n [5]
S =  1  4g2

 

1 + n 
2

+  

1 + n+ 
2

  2 (1)

+O(g4) : (B.59)
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C NLO BFKL eigenvalue in terms of nested harmonic sums
In this appendix we show how to rewrite the NNLO BFKL Pomeron eigenvalue given
in [2, 3] in terms of nested harmonic sums. In the notations of the present work we have
S(; n) =  1 + g2LO(; n) + g4NLO(; n) +O(g6) ; (C.1)
where the LO BFKL Pomeron eigenvalue is known in terms of the harmonic sums
LO(; n) =  4

S1

1  + n
2
  1

+ S1

1  + n
2
  1

: (C.2)
Upon identication with the notations of [2, 3] of the BFKL Pomeron eigenvalues
LO;NLO(; n) = 41;2(n; (1 + )=2) we write down the original expression, which reads
as
2(n; ) =  1
4

2(n; ) + 2(n; 1  ) + 221(n; ) 
  63    00

 +
n
2

   00

1   + n
2

; (C.3)
where  = (1 + )=2 and
(n; ) =
1X
k=0
( 1)k+1
k +  + n=2

 0(k + n+ 1)   0(k + 1)+ (C.4)
+ ( 1)k+1(0(k + n+ 1) + 0(k + 1)) + 1
k +  + n=2
( (k + n+ 1)   (k + 1))

and
0(z) =
1
4

 0

z + 1
2

   0
z
2

=
+1X
k=0
( 1)k+1
(z + k)2
: (C.5)
Let us consider the following function
~(x) =
+1X
k=0
( 1)k
(k + x)2
( (k + x+ 1)   (1)) : (C.6)
We can express it in terms of harmonic sums
~(x) = S 2;1(x  1) + 5
8
(3) : (C.7)
Then we use the following identity for (0; x)13 which can be found in [41]
(0; x) + (0; 1 + x) = 2~( x) + 2~(1 + x) + 
3
2 sin(x)
: (C.8)
Taking into account the relation

sin(x)
=  S 1(x)  S 1( x  1)  2 log 2 ; (C.9)
13In our notations (0; x) coicides with (x) from [41].
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we obtain the following equation
(0; x) + (0; 1 + x) = 2S 2;1(x) + 2S 2;1( x  1)+
+
5
2
(3)  
2
2
(S 1(x) + S 1( x  1) + 2 log 2) : (C.10)
Thus, the NLO BFKL Pomeron eigenvalue
NLO(; n) =  2

n;
1 
2

  2

n;
1 + 
2

  2(2)LO(; n)+
+ 6(3) +  00

1 + n 
2

+  00

1 + n+ 
2

(C.11)
for n = 0
NLO(; 0) =  2

0;
1 
2

  2

0;
1 + 
2

  2(2)LO(; 0)+
+ 6(3) +  00

1 
2

+  00

1 + 
2

(C.12)
can be rewritten as follows
NLO(; 0) = F2

1 
2

+ F2

1 + 
2

; (C.13)
where
F2(x) =  3
2
(3)+2 log 2+
2
3
S1(x 1)+2S 1(x 1)+2S3(x 1) 4S 2;1(x 1) : (C.14)
Using these results, we are able to rewrite the NLO BFKL Pomeron eigenvalue for non-zero
conformal spin in the following way
NLO(n;) =
1
2
(NLO(0;+n)+NLO(0; n))+Rn

1 
2

+Rn

1 + 
2

: (C.15)
After some calculations, we derive
Rn() +Rn(1  ) = 2(n; ) + 2(n; 1  )  

0;  +
n
2

  (C.16)
 

0;    n
2

  

0; 1   + n
2

  

0; 1     n
2

:
To proceed we rewrite (n; ) in the following way
(n; ) =  0

 +
n
2
 nX
p=1
1
p     n2
+
nX
p=1
0(p)
p     n2
+
+1X
k=n
0(k + 1)
k +    n2
+
+1X
k=0
0(k + 1)
k +  + n2
:
(C.17)
Then, after simple calculations, we obtain the result
Rn() =  20

 +
n
2
 nX
p=1
1
p     n2
=
=  2

S 2

 +
n
2
  1

+
2
12

S1

 +
n
2
  1

  S1

   n
2
  1

: (C.18)
To sum up, substituting into (C.15) the expressions from (C.12) with (C.14) and (C.18),
we are able to write the NLO BFKL Pomeron eigenvalue with non-zero conformal spin in
terms of nested harmonic sums.
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D Values of the NNNLO intercept
Using the iterative procedure we managed to calculate the values of NNNLO intercept for
a set of values of the conformal spin n. They are written below
jN3LO(1) = 0 ; (D.1)
jN3LO(3) = 12823 +

324
3
 642

3 +

3202
3
 704

5 +22087
+
5446
189
  32
4
3
  128
2
3
;
jN3LO(5) =
 
482 8643 +10085 + 566
45
+
44
5
 122 +2832 ;
jN3LO(7) = 
70423
3
+

16976
9
  976
2
9
+
324
3

3 +

3202
3
  15536
9

5+
+22087 +
29926
567
+
84762
729
  644
4
81
  5440444
2187
;
jN3LO(9) =

25002
27
  196750
81

3 +
175005
9
+
1406
81
+
954
54
  291275
2
5832
+
76123175
17496
;
jN3LO(11) = 
438423
15
+

157729
45
  33076
2
225
+
324
3

3 +

3202
3
  573836
225

5+
+22087 +
186326
2835
+
9598920432
18225000
  145853
4
20250
  20803468134991
5467500000
:
E Solution of the NLO nite dierence equation for Qaji
Rewriting the equation (5.94) in the form (5.96) we have
Q(1)+aji  Q
(1) 
aji =
0BBBBBB@
i cosh 
2g2I2
u cosh2 
g4I22
  iu cosh 
2g2I2
  cosh
2
 
g4I22
iu cosh 
2g2I2
u2 cosh2 
g4I22
  i2  
i(u2 cosh  g2I2)
2g2I2
 u cosh
2
 
g4I22
 14 iu cosh 2g2I2 u4  
i cosh 
2g2I2
 u4 i2 +
i(u2 cosh  g2I2)
2g2I2
u2
4   iu cosh 2g2I2
1CCCCCCA : (E.1)
The parts of the solution are given by

Q(1)+aji

pol
=
0BBBBB@
0 0 0 0
0 0  u2 0
iu
4 0   iu
2
8 +
u
8 0
iu2
8   u8 u2   iu
3
12 +
u2
8 +
iu
24 0
1CCCCCA (E.2)
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and

Q(1)+aji

U
=
i
2g2I2
 U 
0BBBBB@
coshv    2ig2I2 v
 
coshv 
2  v coshv  2ig2I2  coshv 2
v coshv    2ig2I2 v2
 
coshv 
2  v2 coshv  2ig2I2 v  coshv 2
0 v coshv  0   coshv 
0 v2 coshv  0  v coshv 
1CCCCCA ; (E.3)
where we used the fact that ( U  const) = 0.
Using the large u expansion of the kernel  U , it is possible to x the coecients caji
caji =
0BBBBB@
0 0 712   i4 0
3
4 +
i
4 0   i4 0
 18 34 + i4   ig
2I4
24I2
+ ig
2
12   g2c
(1)
4;1 +
i
48 0
ig2I4
24I2
  ig212 + g2c
(1)
4;1   i48 i4 0 712   i4
1CCCCCA : (E.4)
Rewriting equation (5.106) in the form (5.96) we have
Q(1)+aji   Q
(1) 
aji =
0BBBBBB@
i cosh 
2g2I2
 u cosh
2
 
g4I22
  iu cosh 
2g2I2
cosh2 
g4I22
iu cosh 
2g2I2
 u2 cosh
2
 
g4I22
  i2  
i(u2 cosh  g2I2)
2g2I2
u cosh2 
g4I22
1
4
iu cosh 
2g2I2
 u4   i cosh 2g2I2
u
4
i
2 +
i(u2 cosh  g2I2)
2g2I2
 u24   iu cosh 2g2I2
1CCCCCCA : (E.5)
Parts of the solution are as follows

Q(1) aji

pol
=
0BBBBB@
0 0 0 0
0 0  u2 0
  iu4 0 iu
2
8 +
u
8 0
  iu28   u8 u2 iu
3
12 +
u2
8   iu24 0
1CCCCCA (E.6)
and

Q(1) aji

D
=
i
2g2I2
 D 
0BBBBB@
coshv 
2i
g2I2
v
 
coshv 
2  v coshv    2ig2I2  coshv 2
v coshv 
2i
g2I2
v2
 
coshv 
2  v2 coshv    2ig2I2 v  coshv 2
0 v coshv  0   coshv 
0 v2 coshv  0  v coshv 
1CCCCCA ; (E.7)
where we used the fact that  D (const) = 0.
F Fixing the constants M
(1)13
1 , M
(1)11
1 and M
(1)33
1 .
Let us rewrite the equation (5.120) once more introducing a new designation for the l.h.s.
of (5.114)
Z1;2  ~R1;2 +R1;2 + 2i
g2I2
(cosh+ + cosh )R3;4 = 0 ; (F.1)
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where Ra, a = 1; : : : ; 4 are given by (5.114). After the substitution of the P-functions,
Q-functions with two indices and the gluing matrix we see that the integral kernels  U and
 D in (F.1) combine into the dierence
( U  h)(u)  ( D  h)(u) =
2gI
 2g
dv
2i

1
v   u +  coth((u  v))

h(v) : (F.2)
As we are dealing in (F.1) with the functions h(v) being the series in x(v) with negative
powers, the rst integral in (F.2) with the kernel 1=(u   v) can be taken by using the
residue theorem and we obtain
( U  h)(u)  ( D  h)(u) = h(u) +
2gI
 2g
dv
2i
 coth((u  v))h(v) : (F.3)
Rewriting coth(2(u v)) = (e2u+e2v)=(e2u e2v) and changing the integration variable
from v to Zhukovsky variable x(v), we are able to derive relatively compact expressions for
Z1 and Z2
Z1 =  i
g2I2
sinh(2u)  iM (1)331 u+ iM (1)131 +
iI0
g2I2

i

M
(1)12
1  M (1)341

+

+T1 ; (F.4)
Z2 =
i
g2I2
usinh(2u) 

iM
(1)13
1 +
iI0
g2I2

i

M
(1)12
1  M (1)341

+

u+ iM
(1)11
1 +T2 ;
where
T1 =   i
g2I22
I
jxv j=1
dxv
2i
e2u + e2v
e2u   e2v

xv   1
xv

xu   1
xv

1
xv
  1
xu

 (F.5)
  I0 + coshv   sinh(2u) coshv  ;
T2 =
i
gI22
I
jxv j=1
dxv
2i
e2u + e2v
e2u   e2v

x2v  
1
x2v

xu   1
xv

1
xv
  1
xu


  I0(1  I2xux2v) + coshv  (1  I2xux2v) sinh(2u) coshv  ;
where the integration contour goes clockwise. To calculate the integrals (F.5) we utilize
the following trick. If in both integrals we make the inversion of the integration variable
xv this does not change their value. Thus, taking the half-sum of T1;2 and T1;2 with xv
replaced by 1=xv leaves the integrals intact, but gives us the integrands which are much
simpler to work with
T1 =   i
2g2I22
I
jxv j=1
dxv
2i

xv   1
xv

xu   1
xv

1
xv
  1
xu

 (F.6)
  coshv+  coshv  (sinh(2u) + sinh(2v)) ;
T2 =   i
2gI22
I
jxv j=1
dxv
2i

x2v  
1
x2v

xu   1
xv

1
xv
  1
xu


  coshv+  coshv  (sinh(2u) + sinh(2v)) :
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Calculation of the integrals (F.6) leads us to the result
T1 =
i
g2I2
sinh(2u) +
i
gI22
u
+1X
k=1
I2k(I2k+1   I2k 1) ; (F.7)
T2 =   i
g2I2
u sinh(2u)  i
gI22
+1X
k=1
I2k(I2k+3 + I2k+1   I2k 1   I2k 3) :
After the substitution of (F.7) into (F.4), we manage to x the following coecients of the
gluing matrix in the NLO
M
(1)13
1 =  
I0
g2I2

i

M
(1)12
1  M (1)341

+ 

; (F.8)
M
(1)11
1 =

g2I2
+1X
k=1
I2k(I2k+3 + I2k+1   I2k 1   I2k 3) ;
M
(1)33
1 =

g2I2
+1X
k=1
I2k(I2k+1   I2k 1) :
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