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Introduction
In the last decades, the progresses realized in the field of laser cooling of
atoms opened the possibility of studying new interesting states of matter as
the Bose-Einstein condensate (BEC), predicted by S. N. Bose and A. Ein-
stein in 1924. Since from its first realization in 1995 at JILA [1] and at
MIT [2], it was evident how this new state of matter could be a versatile
tool for exploring new fields of physics as never done before. In this peculiar
state, the particles involved are so cold to be indistinguishable, thus allowing
a description of the ensemble of particles as a whole object with quantum
characteristics, described by a single macroscopic quantum wave function.
This fact of bringing the quantum world at our fingertips explains the wide
diffusion of experiments exploiting Bose-Einstein condensation. Nowadays,
after twenty years, this phase still represents one of the fundamental tools for
the study of a lot of physical phenomena in a way not feasible in conventional
systems, since with degenerate atomic samples opportunely manipulated by
laser light one can reproduce a wide variety of ideal physical models to be
studied [3]. In particular, the possibility of optically trapping neutral atoms
with coherent light has been exploited in several ways: in 1998, the first
demonstration of optical trapping of a BEC has been published [4], then
this technique has allowed a lot of studies not feasible in magnetic traps [5].
One of the fundamental employments of coherent light trapping mechanisms
strongly exploited in the last decades has been the confinement of ultra cold
atoms in optical potentials with a periodical modulation, realized by means
of the interference pattern originating from two counter-propagating laser
beams: optical lattices. In ultracold atoms experiments, they are of primary
importance especially for the reproduction of particular physical systems and
the study of peculiar phenomena which are difficult to study in condensed
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matter lattice systems because of defects and imperfections. This is for ex-
ample the case of real crystals, where phenomena deriving from the perfect
periodicity of the band structure cannot be easily demonstrated. It is worth
to mention for example the phenomenon of momentum Bloch oscillations,
predicted in the early ’30s by Bloch [6] and Zener [7] speaking about the
electrical conductivity of crystals, and which have been clearly observed in
several experiments exploiting the confinement of ultra cold atoms in optical
lattice potentials to reproduce a perfect crystal [8, 9]. Even more generally
speaking, the physics of many-body quantum systems, which are computa-
tionally hard to be investigated, can be explored with quantum simulations:
using a well-controlled quantum system. For this purpose, ultracold atoms
are perfect candidates, and their manipulation with coherent light opens a
wide scenario of phenomena to be investigated.
The work presented here is divided in three main parties, each one ded-
icated to a different topic explored during these three years of research: the
first one is dedicated to a fully experimental development of optimized tech-
niques for the production of the BEC, then a second and a third section are
dedicated to the experiments realized in this new setup. Concerning this first
part of the thesis, the main reason at the basis of this part of the work comes
from the necessity of higher speed and stability in our experiment in order to
better explore the tasks debated in the rest of the thesis. The apparatus of
interest was born in the last ’90s, and boasts the production of the first BEC
here in Italy. During these years, lots of physics have been investigated with
this apparatus: it is worth to mention the study of the collective excitations
of BECs [10, 11], low-dimensional Bose-Einstein condensation by means of
optical lattices [12], superradiance phenomena investigation [13, 14], obser-
vation of dynamical instability [15], effects of random potentials [16] and
disorder [17, 18], exploring of new quantum phases [18, 19, 20] and probing
of the excitations via inelastic scattering of light [21, 22, 23]. All these works
have been realized within the original experimental apparatus in which the
degeneracy regime was reached in a fully magnetic conservative trap, with
all the advantages and disadvantages of this kind of mechanism. In the
first part of this Ph. D. work we decided to implement a different strat-
egy for the production of the BEC in which the typical disadvantages of the
old procedure should be overcome. This new strategy consists of a hybrid
trap configuration, realized with the combination of an optical trap with a
magnetic quadrupole potential; the first experimental implementation of this
technique is reported in [24]. In this thesis, we report on the experimental
realization and the detailed characterization of this novel procedure, which is
later exploited for the production of the degenerate sample necessary for the
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experiments shown in the remaining part of this work. With the old setup,
we were able to obtain BECs of about 2⇥ 105 atoms with fluctuations in the
number of condensed atoms at least of the order of 20%, whereas now the
fluctuations are less than 10%; moreover, we reduce the duration of the BEC
production cycle of a factor of 3.
The second part of this thesis is dedicated to the works realized using
red-detuned optical lattices for the production of systems with reduced di-
mensionality, for the exploration of two main tasks: the first demonstration
of closed-loop optimization for the loading of a BEC into an optical lattice
potential [25], then the estimation of the lower bound for the amount of spa-
tial entanglement between the lattice sites in the presence of massive bosonic
particles [26].
The concept of optimal control of a process has inspired a lot of experi-
ments, from chemistry to the field of semiconductors, up to atomic physics.
The underlying idea is the possibility of driving a system during a process, in
an opportune way such that it may reach the desired state in a shorter time
and with a better fidelity with respect to the standard procedure. This some-
times implies the involvement of delicate physical concepts as adiabaticity of
such a process, which may be a knotty question to be treated, especially when
dealing with quantum phase transitions. Moreover, the idea of optimally con-
trolling a process is of fundamental importance for many-body systems, as
they are typically very difficult to be analytically or numerically investigated.
Within this Ph. D. project, we explore the possibility of guiding the BEC
through two different processes: first, across the dimensional crossover from a
three-dimensional BEC to an array of one-dimensional gases, secondly across
the quantum phase transition from the superfluid to the Mott insulator state;
the reason for this choice lies in the fact that the two final states involved are
very important for us for present and future experiments, therefore reaching
them with the best fidelity possible is a fundamental purpose of this work.
While speaking of entanglement, we treat a quite fascinating physical con-
cept. We have to deal with something beyond classical physical laws, coming
from correlations between quantum systems. It represents a key property as
it makes the system an useful resource for quantum computation and com-
munication tasks. Moreover, entanglement naturally occurs in atomic sys-
tems at low temperature, bringing them among the candidates for exploiting
tasks impossible if using classical resources. It is fundamental to understand
how entanglement originates and evolves; this work places itself exactly on
this purpose. However, the experimental estimation of entanglement amount
present in many-body system is very difficult, thus it is often useful to esti-
mate upper and lower bounds for this quantity, and this is exactly what we
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search for in this work. Here, actually, we show a quantitative estimation of
the entanglement lower bound contained in a system constituted of an en-
semble of ultracold atoms confined in a three-dimensional optical potential,
across the quantum phase transition from a superfluid to the Mott insulator
state and considering the effects of non-zero temperature, and we do it via
easily experimentally accessible measurement, following the proposal of [27].
The third part of this thesis is dedicated to the investigation of the dy-
namical properties of an array of one-dimensional correlated Bose gases, in-
vestigated via inelastic scattering of light. For their realization, we introduce
a novel, more convenient, experimental procedure for the production of the
one-dimensional gases: a two-dimensional trapping periodical potential real-
ized with two mutually orthogonal blue-detuned optical lattices, combined
with a red-detuned confining optical trap. This choice follow from the pecu-
liarities of the physics of one-dimensional systems, where correlations play a
fundamental role and where the control of the temperature and of the shape
of the trapping potential allows to enter very different regimes of degeneracy.
In particular, the main aim of this part of the Ph.D. project is to produce
an array of one-dimensional (1D) interacting bosons gases with an extra con-
trol on the longitudinal confinement. We investigated the properties of these
systems by inelastic scattering of light (Bragg spectroscopy).
explore regimes of strong interactions between the particles, and a good
probe to do this is given by the Bragg scattering of light. Via this technique,
a lot of experiments have been performed in the last years: among them it
is worth to mention the measurement of the mean field energy of BECs and
the study of their coherence properties [28], probing superfluidity in optical
lattices [29], study of the transition between the atomic to the molecular
regime for ultracold fermionic samples [30], probing of the excitation spec-
trum of condensates [31] and exploring momentum distribution properties
of one-dimensional strongly correlated Bose gases [32]. In this Ph.D. work,
this technique is exploited for the measurement of the momentum transfer
and the energy increase produced within the system, and we debate about
the validity of these measurements as probes for the dynamic structure factor.
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1
BEC production: experimental setup
All the work presented in this thesis is carried out using a degenerate gas
of bosonic atoms, properly prepared through several stages of cooling. In
particular, the sample consists of a Bose-Einstein condensate (BEC) of 87Rb
atoms; in this chapter the last cooling stages necessary for the production of
such a sample from a pre-cooled gas are described, as they are performed in a
novel configuration realized during this thesis. We decided to change the ex-
perimental scheme in order to improve stability and speed of the cooling pro-
cess. Concerning the first cooling stages, we refer to [10] for a more detailed
description of the procedure and of the experimental apparatus employed.
Briefly, in these stages the 87Rb atoms are collected from a room-temperature
sample and pre-cooled in a double-stage three-dimensional Magneto-Optical
Trap (MOT), where an opportune combination of laser light and magnetic
fields are employed to trap and cool about 1010 87Rb atoms down to temper-
atures of about 100µK; then a compressed-MOT stage and a molasses stage
are performed to further increase the phase-space density of the sample.
At this point, the final cooling stage to produce the BEC is performed
in a conservative trap, where an evaporative-cooling stage are typically per-
formed. There are two ways to create conservative traps for ultracold atoms:
magnetically or optically. Magnetic traps have the advantage of a long range
harmonically and a high depth, but at the same time it is difficult to reach
high frequencies and thus high densities. For this reason, evaporative cool-
ing performed in magnetic traps usually requires long times. Optical traps,
on the contrary, have typically higher frequencies, but they typically have a
lower depth and they are harmonic only in a small range close to the potential
minimum. Up to now, in our experimental setup these stages were performed
in a fully magnetic Ioffe-Pritchard trap [33], which consists of a combination
of coils in a spatial configuration which produces a total magnetic field and
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CHAPTER 1. BEC PRODUCTION: EXPERIMENTAL SETUP
a resulting potential with a harmonic trend and cylindrical symmetry. This
kind of trapping has the advantage of a long-range harmonicity and of a high
potential depth, which allows for example to collect atoms at higher tem-
peratures with respect to other kind of trapping as for example optical ones.
However, due to its magnetic origin, this kind of trapping is very sensitive
to magnetic field noise, therefore providing noise in the number of atoms in
the degenerate sample produced at the end of the cooling process. Moreover,
RF-induced evaporative cooling stages typically require times of the order of
tens of seconds to be performed in an efficient way, thus extending the time
necessary to produce the BEC.
Aware of all these considerations, we decided to use a different strategy
for the production of the BEC, changing the last cooling stages procedure.
We therefore introduced a hybrid-trap configuration analogous to the one
introduced in [24], which consist of the combination of a magnetic quadrupole
potential plus an optical one. This choice allows us to easily overcome the
single weaknesses of the two different kinds of trapping: indeed, optical dipole
traps have other disadvantages, different from the magnetic trapping ones.
For example, they have a lower depth (of the order of tens of µK) and a
limited spatial extension, leading to the necessity of a pre-cooling of the atoms
before transferring into it and of a careful matching of the spatial position
of the sample and of the beam employed. The hybrid trap configuration has
the advantage of overcoming Majorana spin-flip phenomena occurring close
to the magnetic minimum: by carefully positioning the optical trap in order
to avoid the magnetic field zero, the resulting potential experienced by the
atoms has a non-zero value of the magnetic field in the minimum.
In our experiment, after the molasses phase, two distinct stages of cooling
are performed: the first one in a purely magnetic quadrupole potential, then
the second one in the hybrid trap realized superimposing the same quadrupole
potential with a single-beam red-detuned optical trap.
1.1 Quadrupole trap
Immediately after the molasses phase, the atoms are transferred in the quadru-
pole trap. This kind of trapping allows us to collect a big number of atoms,
and also to perform evaporative cooling, selectively transferring the hottest
atoms at the edge of the cloud in a state not magnetically trapped, forcing
the transition with an opportune radiofrequency (RF). One big disadvantage
lies in the possibility for the coldest atoms, which are close to the potential
minimum, i.e. to the zero of the magnetic field, to incur Majorana spin-
flip phenomena, leading to atom losses as they are no more trapped by the
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1.1. QUADRUPOLE TRAP
magnetic field potential. For this reason, the evaporative cooling is not fully
performed in this potential, but only a first stage is. Indeed, evaporative
cooling in the magnetic trap is convenient until the atoms are sufficiently hot
that the ones close to the minimum - which can incur Majorana spin-flip -
are not many.
Given the magnetic dipole moment of the 87Rb atoms µ = 12µB [34] (µB =
Bohr magneton), the resulting trapping potential for the atoms is given by
the classical interaction energy [35]:
U (~r) =  ~µ · ~B (~r) . (1.1)
which therefore depends on the modulus | ~B (~r) | of the magnetic field. Before
transferring the atoms in the fully magnetic quadrupole trap, they need to be
optically pumped in a low-field seeking state, in our case |F = 1,mF =  1i
[36], to be trapped in the magnetic potential; then the magnetic field gradi-
ent is switched on at the value of 75 G/cm - value optimized for efficiently
capturing the atoms from the MOT - and linearly ramped up to the maxi-
mum value possible of 235 G/cm in 300 ms - the field is slowly increased in
order to avoid heating of the atomic cloud -, as sketched in 1.1, where the
whole experimental time-sequence for the BEC production is schematized.
The quadrupole magnetic potential under consideration is obtained mak-
ing use of two coils realized with copper hollow tube with diameter of 3 mm.
The two coils have inner and outer diameter respectively of 3 and 6 cm, and
they are placed at the same distance of 3.2 cm from the center of the cell in
anti-Helmoltz configuration, precisely one coil over the cell and one below. In
our experimental configuration the magnetic field gradient per unit of current
is B0/I = 1G/(cm A); we refer to [33] for a more detailed description of this
section of the experimental apparatus used. Such a configuration produces
a magnetic field modulus with the following spatial dependence [24]:
B (x, y, z) ⌘
    ~B (~r)    =
s✓
B0x
2
+B0x
◆2
+
✓
B0y
2
+B0y
◆2
+ (B0z +B0z)
2.
(1.2)
Before performing the evaporation procedure, once the atoms have been
transferred in the quadrupole trap, the red-detuned dipole beam used in the
later stages for the realization of the hybrid trap is now switched on at its
maximum power. This choice comes from the fact that the attractive dipole
interaction between the atoms and the red-detuned light beam leads to an
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increase in the spatial density of the sample, therefore increasing the rate
of collisions responsible for the thermalization process. Furthermore, due to
the different natures of the two trapping mechanisms, as long as the atoms
are sufficiently hot, they effectively experience just the magnetic trapping,
and become gradually sensitive to the optical one as they are progressively
cooled. In this way, the transfer process of the atoms from the quadrupole
potential to the hybrid one, which is dominated by the optical trapping, is
practically natural.
Once the atoms have been transferred in the quadrupole trap (see fig.1.1),
the magnetic gradient is kept constant for 8 s during which the atoms are
further cooled via energy-selective RF evaporation [36, 37], following an ex-
ponential ramp from 30 MHz to 3.5 MHz. Then a second stage of evaporation
is performed with a second exponential ramp of 1 s from 3.5 MHz to 2 MHz,
while the magnetic field gradient is decreased down to 60 G/cm.
1.2 Hybrid trap
As already outlined, after the RF-evaporative cooling stages, the atoms are
cold enough (at temperatures of the order of a few µK) to be effectively trans-
ferred into a hybrid trap resulting from the superposition of the quadrupole
magnetic potential plus the single beam red-detuned optical one. The ex-
perimental configuration corresponding to the setup employed is sketched in
fig.1.2: the “dimple” beam, that is the red-detuned laser beam employed in
the hybrid trap for the optical trapping, propagates along the y direction
while the coils are placed with their axes along the vertical (z) direction.
Optical dipole traps
Optical trapping mechanisms for neutral atoms originate directly from the
electric dipole interaction with far detuned light [3].
In particular, the interaction between atoms and laser light can be di-
vided in two components: a dispersive one and an absorptive one, which can
contribute differently to the total interaction depending on the difference be-
tween the frequency of the laser light and the one of the atomic resonance
[3]. The dispersive part of the dipole interaction has a conservative char-
acter, therefore the resulting force can be derived from a potential whose
minima can be used to trap the atoms; the absorptive one leads to the ra-
diation force due to photon scattering, and its contribution is very low in
case of far-detuned light. Anyway, residual heating deriving from the latter
12
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Figure 1.1: Experimental time-sequence for the BEC production. Time-
dependence of magnetic field gradient (blue line), radiofrequency (green line)
and dimple beam power (red line). After the optical pumping phase, the
atoms are transferred in a pure magnetic quadrupole trap (I); then the first
stage of RF-forced evaporative cooling is performed (II). Then a second stage
of RF-evaporation is performed while the magnetic gradient is decreased
down to 60 G/cm (III). After additional 200 ms in which the magnetic gra-
dient is lowered down to 46 G/cm (IV), radiofrequency is switched off and
an exponential ramp of optical evaporation is done simultaneously with a
further decrease of the magnetic gradient (V).
contribution can limit the performances of optical dipole traps.
Provided that the detuning between the frequency ! of the driving field
and the atomic resonance frequency !0 is high enough to neglect atomic
hyperfine sub-structure effects, the interaction potential experienced by the
atom illuminated by laser light with a spatial intensity profile I (~r) can writ-
ten as [3]
U (~r) =  3⇡c
2
2!30
✓
 
!0   ! +
 
!0 + !
◆
I (~r) (1.3)
while the scattering rate is
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Figure 1.2: Experimental configuration of the hybrid trap. The dimple beam
(in red) propagates along the horizontal y direction, and the two quadrupole
coil are sited one over and the other below the cell, with their axes aligned
along the vertical (z) direction.
 sc (~r) =
3⇡c2
2h¯!30
✓
!
!0
◆3✓  
!0   ! +
 
!0 + !
◆2
I (~r) (1.4)
where c is the velocity of light,   is the atomic resonance linewidth and
h¯ = h/(2⇡) is the reduced Planck constant. In most experiments the laser
light frequency is relatively close to the atomic resonance, i.e   = !  !0 ⌧
!0+!, therefore one can consider the two different contributions (dispersive
and absorptive one) in the so-called “rotating-wave approximation” which
correspond to neglect the second term in brackets in the expressions 1.3 and
1.4:
U (~r) =
3⇡c2
2!30
 
 
I (~r) (1.5)
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 sc (~r) =
3⇡c2
2h¯!30
✓
 
 
◆2
I (~r) (1.6)
In the two last expressions two important characteristics of the atom-light
interaction are evident, first of all the dependence of the two contributions
on the detuning: U (~r) / 1/  while  sc (~r) / (1/ )2, so that in the ex-
periments it is convenient to use significantly far-detuned light to limit the
scattering contribution with respect to the conservative part. Secondly, the
dipole trapping potential depends on the sign of the detuning: for “blue-
detuned light” (! > !0) the potential is repulsive and the atoms experience
potential minima in the minima of intensity of the light; conversely, for “red-
detuned light” (! < !0) the potential has an attractive character and the
atoms can be trapped in the intensity maxima.
In the case of a single focused Gaussian beam with power P propagating
along the direction y the spatial intensity profile is given by
I (x, y, z) =
2P
⇡w2 (y)
e
  2(x
2+z2)
w2(y) (1.7)
and the dependence of the beam size w (y) on the longitudinal coordinate y
is
w (y) = w0
s
1 +
✓
y
zR
◆2
(1.8)
where w0 is the minimum size of the beam and zR = ⇡w20/  is the Rayleigh
length (  = light wavelength). For a more detailed description about optical
traps see [3]. From eq.1.7 is evident that this kind of interaction provides
a transverse trapping potential with a spatial extension of the order of w0 -
typically of the order of µm - whereas along the direction of propagation the
spatial variation of U (~r) occurs on distances of the order of zR - typically
of the order of cm -. Therefore, in the latter direction, the resulting force is
typically very weak.
Hybrid trap potential
The total trapping potential obtained superimposing the quadrupole mag-
netic potential with the single-beam red-detuned one is shown in fig.1.3,
where the shape of the potential experienced by the atoms is shown for the
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Figure 1.3: Hybrid trapping potential in the three spatial directions: (a),(b)
and (c) are calculated at the beginning of all the stages of evaporation (phase
I-II shown in fig.1.1), where the magnetic field gradient is B0 = 235G/cm
and the dimple power Pdimple ⇠ 3W, and (d), (e) and (f) are calculated at
the very end of the processes of evaporation, when the degeneracy regime is
reached. Here B0 = 27G/cm and Pdimple ⇠ 50mW.
three spatial directions, in two different stages of the BEC production process
followed in our experiment: before starting the RF-forced evaporation (fig.1.3
(a),(b) and (c), respectively for x,y and z-direction) and at the very end of
the cooling process, when the degeneracy regime is reached ((fig.1.3 (d),(e)
and (f))). Here, the typical depths are put in evidence from the vertical
scales, which are considerably different in the two phases. Moreover, as al-
ready said in the previous section, the typical trap depths of the two different
trapping mechanism (magnetic and optical one) are considerably different,
and also this is evident in fig.1.3. Actually, due to the atomic cloud size
and temperature, at the beginning of the procedure of BEC production the
atoms are effectively trapped in the quadrupole potential, while the optical
trapping gradually becomes the predominant contribution in the last stages
of evaporation. Concerning the experimental parameters, at the beginning of
the evaporative cooling process the magnetic field gradient is B0 = 235G/cm
and the power of the red-detuned laser beam is P ⇠ 3W; at the end of the
process, when the BEC is produced, B0 = 27G/cm and P ⇠ 50mW.
It is worth to notice that in the direction of propagation of the dimple
beam, i.e. the y-direction, the contribution which dominates the potential
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is always the magnetic one, as in this direction the spatial variation of the
beam intensity, and therefore the one of the provided potential, occurs in a
range considerably higher - of the order of centimeters - than the extension
of the atomic sample - of the order of tens of µm -. Thus, as outlined also
before, the red-detuned beam does not practically provide any confinement
along this direction.
Also, it is worth to add some considerations about how the relative po-
sition of the dimple beam and of the quadrupole minimum in the vertical
direction influences the total potential experienced in this direction by the
atoms. Actually - calling z the vertical direction - in this direction the total
potential for the atoms is given by the sum of three components:
U (z) = Uopt (z) + Uquad (z) + Ugrav (z) (1.9)
where Uopt (z) is the dimple optical potential, Uquad (z) the magnetic quadru-
pole one and Ugrav (z) = mgz is the potential due to the presence of the
gravity, being m the mass and g = 9.81m/s^2 the gravity acceleration. Here
U (z) ⌘ U (0, 0, z), provided that in x and y-directions the two potentials, i.e.
the optical and the magnetic one, are sufficiently well aligned to have prac-
tically coincident minima. Concerning the vertical direction, because of the
asymmetry of the total trapping potential due to the presence of the gravity,
its dependence on the dimple position is effectively non-trivial. As already
demonstrated in other experiments [24], because of Majorana losses occur-
ring close to the magnetic potential minimum, an efficient way to transfer
the atoms from the quadrupole trap to the hybrid one is to place the dimple
beam under the magnetic trap minimum, at a distance comparable with the
beam waist. Moreover, positioning the dimple beam above or below the min-
imum of the quadrupole potential changes the effective hybrid trap depth,
as can be seen in fig.1.4 (b,c). Here the hybrid trap depth is reported as a
function of the distance between the dimple beam potential minimum and
the magnetic potential one, as calculated for four different dimple powers:
Pdimple = 0.3, 0.5, 1, 1.5W respectively for the red, orange, green and blue
line. The negative(positive) sign of the displacement means above(below)
the quadrupole potential minimum. We must note that, when the dimple is
above, the hybrid trap becomes asymmetric and the effective depth consid-
erably decreases, because of the lowering of the trap edge on one side. If the
power is too low - as in the case represented by the light-blue line in fig.1.4
(a) - the potential well even disappears and the atoms are no more trapped.
In fig.1.4 b(c) the spatial dependence of the total hybrid potential is shown
for Pdimple = 1W to give an indication, for the cases in which the dimple is
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Figure 1.4: Hybrid trap depth for different positions and power of the dimple
beam. In fig.(a) the depth is reported in logarithmic scale as a function of the
distance between the dimple beam and the quadrupole potential minimum,
calculated for Pdimple = 0.3, 0.5, 1, 1.5W for the red, orange, green and blue
curve respectively. In fig.b(c) the hybrid potential U (z) is reported as a
function of the position along the vertical direction, for the case of the dimple
beam placed above(below) the quadrupole minimum.
placed at 100µm above(below). Here, actually, the lowering of the edge of
the trap on one side is evident.
In order to understand better this behavior and optimize the process of
BEC production, we performed some experimental tests changing the dimple
position and power. As one may expect, we found that several combinations
are possible to efficiently produce the BEC, and also that placing the dimple
beam over the quadrupole potential minimum requires more power than if
placing it above, thus it is not convenient. For this reason we decided to
realized the hybrid trap in a configuration similar to the one in [24], with
the dimple beam positioned under the quadrupole minimum, at a distance
comparable with the beam waist wd ' 60µm. More precisely, our experimen-
tal configuration is the following: during the experiments the dimple beam
is superimposed to the quadrupole potential minimum at the beginning of
the evaporation processes, in order to maximize the effect of increasing the
sample density; then the hybrid trap configuration is achieved by gradually
lifting - of about 60µm - the vertical position of the quadrupole minimum,
by applying a magnetic field bias in the vertical direction.
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Figure 1.5: Section of the experimental apparatus dedicated to the Mephisto-
Laser light at   = 1064 nm. After passing through an optical isolator, the
beam is separated by a polarized beam splitter (PBS) in two portions: one
is used for the hybrid trap (dimple beam). The dimple beam is first guided
through a half-wave plate (HWP) and a PBS, then is focused onto an acousto-
optical modulator (AOM) and the first order of the AOM output is directed
onto a high-power crystal-photonic fiber.
Dimple setup: part 1 The light used for the dimple beam is produced
by an Innolight Coherent Mephisto-Mopa laser, which generates 18 W of
laser light with wavelength   = 1064 nm. The section of the experimental
apparatus dedicated to this is sketched in fig.1.5.
The output of the Mephisto-Laser is first directed through an optical
isolator, then it is separated by a half-wave plate (HWP) and a polarized
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Figure 1.6: Section of the experimental apparatus dedicated to the dimple
beam. The light coming out from the fiber goes through a HWP and a PBS,
then is circularly polarized by a QWP. A telescope enlarges the beam size of
a factor of two and a lens of focal length f = 300mm focusses the dimple
beam at the atoms position. The dimple beam optical path is superimposed
onto the MOT one by means of a dichroic mirror.
beam splitter (PBS) in two beams: one is dedicated to the dimple beam,
while the second one is employed in the last part of this thesis. We refer to
section 3.3.2 for the description of this last topic. Within this section the
attention will be only focussed on the dimple beam.
The quantity of light used is selected once again by a HWP and a PBS,
then a couple of lenses focusses the beam onto an acousto-optical modulator
(AOM) that allows us to regulate the intensity of dimple light in time. In
particular, a PID-based feedback system connected to the AOM is imple-
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mented to stabilize the intensity in time and perform the switching-on and
the evaporation ramps schematized in fig.1.1. The first order at the output
of the AOM beam then passes through two lenses to optimize the coupling
with the input of a NKT photonic-crystal fiber that guides the light from
this part of the experimental apparatus to the section where the atoms are
manipulated.
Dimple setup: part 2 This second part of the experimental appara-
tus dedicated to the dimple beam is shown in fig.1.6. Here, a HWP and a
PBS clean the polarization of the beam at the output of the fiber, then a
quarter-wave plate (QWP) makes the dimple beam circularly polarized. At
this point a series of optics are employed in order to have the dimple beam
focussed on the position of the atoms, with a waist of wd = 60µm. In par-
ticular, the dimple beam is superimposed to the MOT beams and directed
onto the atoms by means of a dichroic mirror that reflects the dimple light at
  = 1064 nm and transmits the MOT light at   = 780 nm. After being shined
on the atomic sample, the dimple light coming out from the cell is reflected
by a second dichroic mirror onto a beam dumper exploited to safely absorb
all the power. In fig.1.1 two wedged plates are visible: they are employed
for the collecting of two little portions of light to be sent onto the input of
two distinct photodiodes, respectively a linear and a logarithmic one. The
use of a double monitoring performed with two different photodiodes comes
from the fact that we span a wide range of powers in the dimple beam (from
mW to W). Indeed, for the former photodiode, the voltage signal recorded is
linearly proportional to the incident power; for the latter, the voltage signal
exponentially grows as the power increases. This second photodiode is thus
more sensitive to the fluctuations in the low power regime, whereas it is less
sensitive than the linear one in the high power regime. In the experiment,
we typically exploit the linear photodiode for the fine daily alignment - for
example of the fiber input - performed at high power, while the optical evap-
oration ramps, which need to be very precise especially at the end of the
evaporation - at low powers - are performed by using the monitoring on the
logarithmic photodiode.
Optical evaporation
After the RF-induced evaporation process performed in the quadrupole po-
tential, the atoms are cold enough to be effectively transferred in the hybrid
trap - by gradually lowering the magnetic field gradient - and undergo an op-
tical evaporation process. In this process, the intensity of the dimple beam
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(a) P = 130mW (b) P = 115mW (c) P = 90mW (d) P = 65mW
(e) P = 130mW (f) P = 115mW (g) P = 90mW (h) P = 65mW
Figure 1.7: Transition from the thermal to the condensed phase: momentum
profiles obtained by absorption imaging after TOF. In the four images (a),
(b), (c) and (d) the cloud is imaged after the optical evaporation, stopped
respectively at P = 130mW (a), P = 115mW (b), P = 90mW (c) and
P = 65mW (d). The condensed fraction in the four cases is CF ⇠ 5% (a),
CF ⇠ 10% (b), CF ⇠ 40% (c), CF ⇠ 60% (d). In (e), (f), (g) and (h) the
one-dimensional density profile n (y) integrated along the vertical direction
of the 4 images is shown.
is slowly decreased following an exponentially-decaying ramp (see fig.1.1) in
order to eliminate the hottest atoms and at the same time let the sample
thermalize. The time-dependence of all the parameters shown in fig.1.1 have
been experimentally optimized by maximizing the measured phase-space den-
sity ⇢ = n3D 3dB step by step, n3D = 3N/(4⇡ x y z) being the mean atomic
density of the cloud and  dB = h/
p
3⇡mkBT the de Broglie wavelength [38].
To experimentally measure this two quantities, from the absorption images
we obtain the density profile, and from the fit - which is performed with a
Gaussian function until the sample is still non-degenerate - we extract the
cloud sizes  x,y,z and the total number of atoms N . The temperature, is
estimated from the sizes  x,y,z resulting from the fit of the density profile;
assuming that the sample is at thermal equilibrium, we simply exploit the
energy equipartition theorem to find T [38]. Note that, even if we do not
have access to all the three spatial directions, thanks to the trap symmetry
we can assume that  x '  z.
In fig.1.7 absorption images [36] of the sample taken after TOF at different
temperatures, i.e. halting the optical evaporation at different powers, are
shown. From the variation in the shape of the momentum distribution (see
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the integrated density profiles in fig.1.7(e), (f), (g) and (h)) one can clearly
see the transition from the thermal phase to the degenerate one [39].
The experimental procedure described allows us to obtain BECs with a
condensate fraction CF ⇠ 70  80%, with about 5⇥ 105 condensed atoms at
a temperature of about T ⇠ 50 nK, in a trap with characteristic frequencies
- at the end of the evaporation process - of about 2⇡⇥ (40, 9, 40) Hz. Such a
sample is the starting point for all the experiments described in the following
chapters.
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2
Red-detuned optical lattices: optimal
control and entanglement estimation
In the introductive part we already pointed out how Bose-Einstein Conden-
sates (BEC) are an useful tool to perform experiments of quantum simula-
tions and to study low-dimensional physics. Also, in the last decades a lot
of progresses in the experimental manipulation of BECs using coherent light
have been done [40]. In particular, realization of atomic periodical potentials
by means of laser light opened us new fields to explore. Among these, one
of the most interesting is the simulation of solid state physics [41], together
with the study of phase transitions as the Superfluid-Mott Insulator one [42];
furthermore, most of recent studies about reduced dimensionality truly owe
a lot to the use of optical lattices to realize systems that effectively behave
as one [43, 32] or two-dimensional [44] systems.
As already schematized in the introduction, the work presented in this
PhD thesis can be divided in two parts according to the fact that two differ-
ent experimental setups have been employed: the first part of the work has
carried out using a red-detuned optical lattice, both for the fast-closed loop
optimization experiment and for the lower bound estimation of the entan-
glement between the sites in a cubic lattice. The last part instead exploited
blue-detuned optical lattices for the investigation of the dynamical proper-
ties of an array of one-dimensional interacting bosonic gases. Here in this
chapter, the work performed via the red-detuned optical lattices is described.
2.1 Optical lattices: generalities
As already explained in the previous section, dipole interaction between
atoms and far-detuned light allows us to experimentally realize potentials
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with a spatial profile determined by the spatial intensity profile of the light
beam used. In particular, it is possible to use interference phenomena to ob-
tain periodic potentials; a simple way to do this is for example to retro-reflect
a single gaussian beam. What we obtain in this way is a standing-wave trap,
with a resulting potential characterized by the following spatial profile [3]:
U (x, y, z) = UOLcos2 (kx)
✓
w0
w (x)
◆2
e
  2(y
2+z2)
w2(x) (2.1)
for a beam propagating along x direction. UOL is the depth of the potential,
and k the laser light wave-vector; w0 is the beam waist and the spatial depen-
dence of the beam size w (x) is the one given by eq.1.8. This kind of optical
traps shows two fundamental differences with respect to the standard single
beam focused trap: first of all the potential depth UOL is four times larger
due to interference phenomenon. Secondly, while in the transverse direction
the spatial profile of the potential has a gaussian shape as in the single-beam
case, in the direction of propagation of the beam the potential is spatially
modulated with a periodicity of half the wavelength, because of the intensity
modulation due to interference phenomenon [3]. Given the depth UOL of the
potential well, the optical lattice height is usually measured in unity of the
recoil energy ER = h¯2k2/2m: s = UOL/ER. In this units, considering the
potential in harmonic approximation (good for very deep optical lattices),
the oscillation frequencies are given by the following expressions:
!t '
q
4sER
mw20
!OL =
2ER
h¯
p
s (2.2)
where !OL is the single-well confinement frequency in the direction in which
the potential is spatially modulated, while !t is the frequency in the other
two directions (transverse ones). Tipically !OL   !t of about 2-3 orders of
magnitude.
Superimposing standing-wave optical traps propagating in different spa-
tial directions gives us the possibility of realizing optical lattices also in two
or three dimensions. Some possible configurations feasible with more than
one optical lattices, when the latter are deep enough, are shown in fig.2.1.
When shining on the sample a single standing-wave potential of sufficiently
high intensity - if the periodic potential wells are deep enough - (fig.2.1 (a)),
the atoms are redistributed in an array of two-dimensional disks; when two
standing-wave potentials are superimposed in two orthogonal directions one
obtains a two-dimensional optical lattice (fig.2.1 (b)), with a resulting rear-
rangement of the atoms in an array of one-dimensional tubes. These are ways
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a) b) c)
Figure 2.1: Example of possible spatial configurations feasible with standing
wave traps with high enough depth. a) One-dimensional optical lattice: the
atoms are reordered in an array of pancake-like samples; b) Two-dimensional
optical lattice: the atoms rearrange themselves in an array of one-dimensional
tubes; c) Three-dimensional optical lattice: the atoms are spatially organized
as the ions in a simple cubic lattice. Figure taken from [45].
to create samples very useful to study low dimensional physics [43, 32, 44, 46].
In particular, we exploit this experimental technique for the study of the
one-dimensional bosonic gases presented in chapter 3. Superimposing three
orthogonal standing waves one obtains a three-dimensional optical lattice in
which the atoms redistribute themselves as the ions in a simple cubic lattice
(fig.2.1 (c)). This configuration is very important to obtain samples that
mimics the solid state physics, e.g. to investigate phenomena that in real
crystals are very difficult to be studied because of imperfections and defects
[41]. Moreover, with these experimental techniques the fundamental param-
eters of the systems - as for example the characteristic energy scales - can be
easily tuned and calculated. We employ a three-dimensional optical lattice
for the entanglement quantification experiment presented in section 2.4.
In addition to the simple spatial lattice configurations feasible via the or-
thogonal superposition of single standing waves, other, more complex, lattice
geometries have been employed in the experiments, as for example triangular
[47], bichromatic [18], or Kagome lattice [48]. For a more detailed description
about optical lattices in general see [3].
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2.1.1 Optical lattices: additional potential
When experimentally realizing optical lattices, typically laser gaussian beams
are used, which are characterized by the spatial intensity profile given by the
eq.1.7; also, in the direction of propagation of the beam the intensity profile
is spatially modulated with a periodicity depending on the wavelength  OL
of the beam employed, thus providing the atoms the interaction potential
reported in eq.2.1 [3]. In the ideal case, the two beams employed to create
the interference pattern have the same intensity and identical spatial profile,
therefore providing a complete modulation of the intensity of the resulting
standing-wave: the perfect interference makes the intensity maxima four
times larger than in the single beam case and the minima are exactly zeros
of intensity. However, in the real experiments, this is difficult to obtain, as
differences between the spatial intensity profiles of the two beams are often
present, leading as main consequence to the not-perfect modulation of the
intensity in the direction of propagation.
In particular, in our and in most experiments, the optical lattices are
realized retro-reflecting a single beam. The presence of optical elements
through which the retro-reflected beam passes modifies the intensity of the
beam, causing the not perfect modulation of the resulting standing wave.
Calling ⇢ the ratio between the returning and the incoming electric field
amplitudes at the position of the atoms, for 0  ⇢ < 1 the total potential
produced by a single optical lattice realized with a standing wave propagating
along x reads:
VOL (x, y, z) =
sER
4
e 2(y
2+z2)/w20
 
1 + ⇢2 ± 2⇢ cos (2kOLx)
 
(2.3)
where the wavevector of the laser light kOL = 2⇡/ OL. The beam size along
x is considered constant (w0) as the extension of the atomic sample is typ-
ically much lower than the Rayleigh length of the beam; the plus(minus)
sign in eq.2.3 is for the red(blue) detuned case. Moreover, in case of red-
detuned optical lattices the atoms are trapped in intensity maxima, i.e.
where cos (2kOLx) = 1, while for blue-detuned ones the potential minima
correspond to the intensity minima, i.e. where cos (2kOLx) =  1. Thus,
the contribution to the residual transverse harmonic potential due to the un-
balancing between the two counterpropagating beams in the lattice sites is
(r2 ⌘ y2 + z2):
1
2
m!2⇢r
2 =
1
2
sER
w20
 
1 + ⇢2 ± 2⇢  r2 (2.4)
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where once again the plus(minus) sign is for the red(blue) detuned case [49].
We must note that what derived so far is not the only contribution to the
residual transverse potential; we must indeed consider a second, more subtle,
one: the transverse variation of the ground state energy in each lattice well.
Actually, this is due to the fact that the depth of the periodical potential
wells itself is affected by the gaussian shape if the transverse intensity profile.
Considering each lattice well as an harmonic oscillator potential, the trap
frequency in a well at the center of the beam (y = z = 0) is
!2well =
2k2OL
m
|⇢sER| (2.5)
and, as the ground state energy h¯!well/2, it radially decreases due to the
gaussian spatial profile of the beam. This gives rise to an additional radial
deconfinement for both red and blue-detuned optical lattices, which corre-
sponds to a further harmonic overall potential of
Ugr.st (r) =  ER
w20
p
⇢sr2. (2.6)
Summing up the two contributions to the transverse potential provided by
the optical lattice, we obtain:
!2OL =
ER
mw20
⇥
s
 
1 + ⇢2 ± 2⇢   2p⇢s⇤ . (2.7)
Note that if 0  ⇢ < 1, the effective lattice depth for the atoms is seff = ⇢s
[49].
The different contributions to the overall harmonic potentials are shown
in fig.2.2. In fig.2.2(a)(2.2(b)) the confinement(deconfinement) frequency
resulting from the two different contributions is calculated for red(blue) de-
tuned light for three different values of the reflection coefficient ⇢: ⇢ = 1
(perfect reflection, straight line), ⇢ = 0.8 (dotted line) and ⇢ = 0.6 (dashed
line). In the insets the resulting harmonic potentials are shown. In fig.2.2(c)
the different contributions are plotted as a function of ⇢, calculated for s = 30.
This value has been chosen as an exemplifying one for the experiments car-
ried out within this PhD project (see the following section and chapter 3).
Note that, for typical experimental configurations - ⇢ ⇠ 0.8  0.9 - the con-
tribution due to the single well ground state energy variation is the leading
one.
29
CHAPTER 2. RED-DETUNED OPTICAL LATTICES: OPTIMAL
CONTROL AND ENTANGLEMENT ESTIMATION
(a) (b)
(c)
Figure 2.2: Residual transverse potential due to the presence of the optical
lattice. In fig.a(b) the confinement(deconfinement) frequency is shown for the
red(blue)-detuned optical lattice case, as a function of lattice depth s. The
three different lines represent three different example values for the reflection
coefficient ⇢: ⇢ = 1 (perfect reflection, straight line), ⇢ = 0.8 (dotted line) and
⇢ = 0.6 (dashed line). The plots in the inset show the corresponding overall
harmonic potential. Fig.c shows the different contributions to the overall
harmonic potential as a function of ⇢, calculated for s = 30: red(blue)-
detuned contributions due to the not-perfect reflection are represented by
the red(blue) lines, while the deconfining contribution due to the variation
of the single well ground state energy is given by the green line.
2.2 Experimental realization
Red-detuned optical lattice setup: part 1 The experimental apparatus
dedicated to the realization of the red-detuned optical lattices is sketched
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in fig.2.3. The laser light used is produced by a solid-state Coherent 899-21
Titanium:Sapphire ring laser whose output reaches a power of 2.5 W at the
wavelength of 830 nm. This laser is pumped by 18 W of green laser light
at the wavelength of 532 nm produced by a Coherent VERDI V18 diode-
pumped laser. During the whole experiment, frequency and mode stability
of the laser are constantly controlled via a Fabry-Perot cavity and a wave-
meter.
The Ti:Sa laser output is divided into three different beams by a combi-
nation of half-wave plates (HWP) and polarized beam splitters (PBS) (see
fig.2.3). Each one of them is dedicated to the realization of the optical lat-
tice in one of the three spatial directions. For each beam the optical path is
almost the same: the selected portion of light is first focused onto an AOM,
then its output is focused by another lens into the input of a single-mode
polarization-mantaining fiber that leads each different beam to the section of
the experimental apparatus in which the atoms are manipulated. After the
last lens, before being injected into the fibers, each beam goes first through
a quarter-wave plate and a system of HWP plus PBS is used to choose the
amount of light to be injected into the fiber, then another HWP is exploited
to optimize the input polarization in order to match the fiber axis.
Red-detuned optical lattice setup: part 2 The output of each one
of the three fibers is directed onto the atomic sample; the experimental con-
figuration used to do it is shown in detail in fig.2.4. Each optical lattice is
superimposed to one of the MOT beams by means of a dichroic mirror, then
after passing through the cell the optical lattice beam is retroreflected by
another dichroic mirror which at the same time transmits the MOT beam
light at   = 780 nm.
Intensity stabilization In the experiments with optical lattices one of
the fundamental parameter is the lattice height s, that is linearly propor-
tional to the beam intensity. Therefore it is very important to have the
most precise control possible of the optical lattices beam intensity during
the whole experiment. To do this, as for the dimple beam, a closed-loop
feedback system based on PID (Proportional-Integral-Derivative) controllers
has been implemented. In practice, before being directed to the atomic cell,
the output of each one of the fibers leading the optical lattice beams passes
through a wedged beamsplitter (see fig.2.4) that reflects out of the optical
path a small percentage of the beam (about 3-4 %) that is used to measure
in direct time the intensity of each optical lattice beam and compare it to
a reference signal. A difference signal is used to produce a feedback allow-
ing us to stabilize the intensity and perform, for example, switching on and
31
CHAPTER 2. RED-DETUNED OPTICAL LATTICES: OPTIMAL
CONTROL AND ENTANGLEMENT ESTIMATION
VERDI Coherent V18
Ti:Sa laser
Fiber
λ/2 Lambda
Meter
Fabry-Perot
pump light
Lens
f = 1000 mm
PBS
BD
λ/2 
PBS
PBS
PBS
f = 500 mm
f = 500 mm
f = 500 mm
AOM
AOM
AOM
λ/2 
λ/2 
BD
λ/2 λ/4 
f = 500 mm
PBS
BD
λ/2 
Fiber
BD
λ/2 λ/4 
f = 500 mm
PBS
BD
λ/2 
Fiber
BD
λ/2 λ/4 
f = 500 mm
PBS
BD
λ/2 
Fiber
OLx
OLy
OLz
OLx
OLy
OLz
from PID
from PID
from PID
Figure 2.3: Section of the experimental apparatus dedicated to the prepa-
ration of the red-detuned optical lattices. The light produced by the Ti:Sa
laser is divided in three portions, each one destined to one of the three spa-
tial directions. Each beam passes through an AOM, then it is focused and
injected into a fiber that guides the beam to the section of the experimental
apparatus where the atoms are manipulated.
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Figure 2.4: Scheme of the experimental configuration of the red-detuned
optical lattices. Fig.2.4(a): Optical lattices propagating in the x and y di-
rections, seen in the x-y plane. 2.4(b): Optical lattice propagating along z
direction, seen in the y-z plane. Each one of the optical lattices is directed
onto the atomic sample by superimposing it to the mot beams by means
of a dichroic mirror. After the first passage on the atomic sample, another
dichroic mirror reflects back to the atoms the optical lattice at   = 830 nm,
while it transmits the MOT beam at   = 780 nm.
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off ramps in a controlled way; the response velocity of this system is only
limited by the bandwidth of the feedback loop, which is of the order of 10 kHz.
The experimental apparatus described above has been used both in a two-
dimensional and a three-dimensional optical lattice configuration. We refer
to the following sections for the experimental details on the characteristics
of each configuration.
2.3 Fast-closed loop optimal control
The possibility of manipulating cold atoms with coherent light, in particu-
lar with optical lattices, turned out to be one of the most important tools
developed in the last decades to explore new physics. But even more gener-
ally speaking, the road towards new experiments of increasing complexity is
strictly conditional on the development of better and more precise experimen-
tal techniques to reach increased control on the system under investigation.
Even if the necessary steps to be done are mostly related to the development
of novel experimental and technological tools, recently some important the-
oretical contributions have been proposed. For example, it has been shown
that shortcuts-to-adiabaticity strategies in the preparation of the ground
state could be used when it is possible to understand analytically the system
dynamics [50].
In the last decades, a big interest grew in the field of quantum control
strategies, which, mixing the theoretical calculations and numerical simula-
tions with the experimental interrogation of the systems, opened the possi-
bility of driving the system itself - for example across a phase transition or
simply from a given state to another one - in a controlled way. Precisely, the
fundamental meaning of the control of the evolution of a system through a
complex dynamical process lies in the interaction between the system and an
opportune driving field, whose shape and characteristics can be continuously
changed throughout the process. Within this perspective, the fundamental
contributions are given by (i) the theoretical analysis and calculations neces-
sary to identify the ideal structure of driving fields and the feasibility of the
transformation under them, better known as Quantum Optimal Control The-
ory (QOCT), and (ii) closed-loop optimization tests to be performed in the
laboratory in order to directly interrogate the system, also known as Adap-
tive Feedback Control (AFC). The latter, in particular, is of fundamental
importance for very complex systems, difficult to be theoretically simulated
[51].
In this section the application of optimal control theory in order to give an
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experimental demonstration of a closed-loop optimal loading of an ultracold
atomic sample (a Bose-Einstein condensate) in optical lattices is presented.
The aim of this work is to demonstrate the possibility of guiding the system
from an initial to a final state performing a non-adiabatic transformation,
such that the final state is reached in a shorter time and with a better fidelity
with respect to a slower quasi-adiabatic procedure.
Recently, indeed, it has been shown that it is possible to exploit quan-
tum optimal control to find optimal strategies to perform transformations
involving correlated quantum many-body dynamics [52, 53]. In particular,
combining numerical simulations and new approaches has enabled optimal
control of correlated quantum many-body dynamics and opened the possi-
bility to perform for example optimal driving of phase transitions as outlined
above [52, 54].
Anyway, in all the cases it would de desirable to have optimal control
fields obtained from the most accurate description of the system dynamics
under consideration. Indeed, there are cases in which open-loop control can
be hopefully applied and QOCT analysis alone gives already an opportune
result, but there are also cases of interest where this is not feasible because for
example no efficient classical description is available [55]. These limitations
can be overcome using closed-loop optimal control strategies: the application
of optimal control strategies in a closed-loop that includes the experiment,
where the control field is updated at each step after a direct experimental
measurement of an opportune figure of merit (FOM). It is worth to notice
that the strategy of directly interrogating the experiment allows us to take
automatically into account all the uncertainty and noise sources present in
the dynamics under investigation.
2.3.1 CRAB optimization
The approach used in this work is based on Chopped RAndom Basis (CRAB)
optimization and it is relatively easy to be implemented in the experiments.
CRAB optimization is presented in details in [53]. It is based on the defini-
tion of a truncated basis of functions that convert the problem of a functional
minimization to a multivariable function minimization. It is a very useful
technique as it allows to build optimal control pulses just using the resources
available in the experiment. Moreover, optimal control algorithms based on
CRAB optimization can be easily applied in a closed-loop experiment, and
with respect to other standard optimal control techniques as pulse chirping
[56] or RF-control for nuclear spins [57], the figure of merit or for example
parameters constraints can be easily varied. Let us now focus more on the
details of the optimization problem.
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Optimization problem In order to give a general formulation of the
task, we follow the description in [53]. We have a Hamiltonian H acting
on a Hilbert space H = CN depending on a set of time-dependent driving
fields ~  (t). We want to find the optimal transformation to be performed in
a time T to drive the system from the initial state | i i to a desired final
state | f i. This means that we want the final state to have some precise
properties expressed by a cost function f (| f i) that we want to minimize.
Different kinds of scenarios can be faced when dealing with this optimization
problem, i.e. the cost function can be defined in several ways; it can be for
example the infidelity between the reached state | (T )i and the goal state
| f i:
f [| (T )i] = 1  |h (T )| fi|2 (2.8)
or, to have another example, when having as the goal state an unknown
ground state of a given Hamiltonian Hf , the cost function is defined by the
final system energy:
f [| (T )i] = h (T )|Hf | (T )i. (2.9)
Also constraints on the driving fields parameters or uncertainty on the knowl-
edge of the initital state can be taken into account directly embedding them
into the algorithm.
Focussing back on the optimization problem, everything is then recast in
the problem of solving the Schrödinger equation (h¯ = 1)
i
d
dt
| (t)i = H
h
~  (t)
i
| (t)i (2.10)
with the opportune boundary condition | (0)i = | i i and some parameters
constraints Cj
h
~  (t)
i
, while minimizing the cost function redefined as [53]
F = ↵f +
X
j
 jCj
h
~  (t)
i
(2.11)
where the coefficients ↵ and  j allow for a proper weighting of the two dif-
ferent contruibutions and f is the original cost function (e.g. eq. 2.8 or 2.9,
or other ones) chosen depending on the problem under investigation [53].
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CRAB algorithm At this point, to perform an optimization, CRAB
algorithm starts from a given initial guess for each one of the driving param-
eters  0j (t) and looks for the best correction of the form
 CRABj =  
0
j (t) gj (t) . (2.12)
The functions gj (t) are expanded in some function basis characterized by
some parameters ~⌦j so that gj =
P
k c
k
j gˆ
k
j
 
⌦kj
 
. CRAB optimization algo-
rithm has two fundamental peculiarities: first the function space is trun-
cated to a certain finite number Nc of components. Secondly the basis
functions are “randomized” to enhance the convergence of the algorithm:
gˆkj
⇥
⌦kj
⇤! gˆkj ⇥⌦kj (1 + rk)⇤, with rk a random number.
An interesting case to focus on, especially for the experiments described
below, is the one of a single control parameter   (t). Concerning the correc-
tion, a convenient basis to exploit is the Fourier one. Then, the correction
g (t) can be written as follows [52, 53]:
g (t) =
1
N
"
1 +
NcX
k=1
(Aksin (!kt) + Bkcos (!kt))
#
(2.13)
where N is a normalization constant. For what concerns the Fourier har-
monic frequencies !k, they can be both considered free variables or kept fixed.
In the first case the optimization problem is reduced to the extremization of
the function F
⇣
~A, ~B, ~!
⌘
defined in a 3⇥Nc space of parameters; in the latter
case one can perform the extremization just with respect to ~A and ~B. In this
second case, one needs to have some criterion to opportunely choose the !k.
If possible it is convenient to use frequencies related to the relevant energy
scales of the system, but when there is no information about that one can
choose the frequencies “randomly” around the principal harmonics defined
by the total evolution time T : !k = 2⇡k (1 + rk) /T , where rk 2 [0 : 1] are
random numbers with a flat distribution [52].
The algorithm has been developed and provided us from T. Calarco and
S. Montangero. When dealing with the numerical problem of solving the
minimization/extremization of the function F , they chose to use a Simplex
direct-search method. It is based on the construction of a polytope, de-
fined by a certain initial set of points in the phase-space of optimization
parameters, that “rolls down the hills” in the parameters phase-space under
pre-defined rules, stopping when reaching a, maybe local, minimum [52]. In-
deed, the choice of the starting point can be a non-negligible detail in order
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to reach the optimal driving parameters, as the choice itself can confine the
optimization in a subspace and influence the final result. We will say more
about the experimental investigation of this last point in the following.
2.3.2 Optimal control: experiment
A big part of the works described in this PhD project are performed manipu-
lating a degenerate atomic sample with optical lattices; this is the reason why
one of the most important processes for us to be optimized is exactly the load-
ing of the Bose-Einstein condensate in the optical lattice potential. Therefore
the optimal control experiment presented in this thesis will concentrate on
the optimization of the control field s (t), i.e. the temporal dependence of
the lattice depth (in units of the recoil energy ER) during the loading pro-
cess. However, being the idea of coherent control of a system undergoing
a dynamical evolution widely explored in several fields - as for example se-
lective molecular reactions [58], semiconductors nonlinearities enhancement
[59] or decoherence suppression [60] -, the demonstration of the possibility of
controlling the system evolution in a feedback-optimized way is even of more
general interest.
Up to now, in the previous works realized with this experimental appara-
tus [20, 32, 23, 61], the loading of the optical lattices was done according to
the “quasi-adiabatic” procedure, i.e. following an exponential ramp for the
lattice height s (t) of duration  t, from zero to the maximum value smax,
with a time-dependence given by
s (t) = smax
1  et/⌧
1  e t/⌧ (2.14)
where  t = 140ms and the time constant ⌧ = 30ms. This kind of ramp is
representative of typical lattice loading ramps used in the experiments [62].
It is worth to notice that the concept of adiabaticity of a process should be
carefully treated: for example, for a quantum phase transition - as the one
from the superfluid to the Mott insulator, which is explored hereafter - the
adiabaticity of the transition requires infinite time. Thus, from now on, we
refer to the 140ms ramp as a “quasi-adiabatic” ramp.
The scheme of the closed-loop experiment discussed here is shown in
fig.2.5. In the optimization tests an initial guess si (t) for the loading ramp is
chosen, then the experiment runs and at each experimental cycle a time-of-
flight (TOF) image is recorded in order to estimate the heating of the atomic
sample caused by the lattice loading procedure. Actually, the aim of the work
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Figure 2.5: Scheme of the closed-loop experiment. The control field s (t) to be
optimized is the time-dependence of the lattice depth during the switching-on
ramp. The initial guess si (t) is chosen at the beginning of the optimization
procedure, then at each experimental run a TOF image is recorded to es-
timate from the thermal fraction (our FOM to be minimized) the heating
induced by the optical lattice loading procedure. The CRAB algorithm ana-
lyze the measured FOM and produces the new control field s (t) to be tested
in a new experimental run, and so forth until the algorithm stops and pro-
vides us the optimal driving field sf (t).
shown in this section is the same as described in [52]: the minimization of
the number of defects in the production of a Mott insulator, i.e. the perfect
loading of a BEC in a three-dimensional optical lattice, with a desired number
of particles per site. However, the experimental measurement of the number
of defects in a Mott insulator state is not possible if not using high resolution
- single-site - imaging techniques, and in our experimental apparatus we
do not have access to any direct informations on the temperature or on
the excitations when the atoms are confined in the lattice potential. For
this reason, the estimation of the defects produced by the loading procedure
within the insulating state is performed from the loading-induced heating of
the sample at the end of the whole switching-on and off process. Furthermore,
since the ramping down process is always performed according to the quasi-
adiabatic procedure, we assume that the heating measured after this ramp
is related to the one induced by the loading procedure.
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The estimation of the lattice loading-induced heating is done as follows:
once the lattice depth has reached the maximum value smax, it is maintained
at this value for 5 ms and then switched off slowly following a time-reversed
quasi-adiabatic exponential ramp. Then, after a thermalization time, all the
confining potentials are switched off and the atomic sample freely expands.
After a TOF of 28 ms an absorption image is taken and the excess of energy
is measured from the thermal fraction, that after this TOF is clearly distin-
guishable from the condensed one. The thermal fraction TF = Nth/Ntot is
estimated from a bimodal fit done with a function sum of a Thomas-Fermi
profile (for the condensed component) and a gaussian one (for the thermal
component) from which the number Nth(Nbec) of thermal (condensed) atoms
is calculated (Ntot = Nth+Nbec). The thermal fraction measured after switch-
ing on and off the lattices TFf is then compared with the initial one TFi
(measured before the ramps): their ratio F = TFf/TFi is taken as the FOM
to be minimized.
Given the general optimization problem described before in this chap-
ter, in the case debated here the system is described by a time-dependent
Hamiltonian H (t) = H (s (t)) function of the driving field s (t); we want
to extremize the given FOM after the evolution driven by the control field
s (t) during the lattice ramping up. Given the original ramp s0 (t), in the
optimization precedure we look for the opportune correction g (t) to obtain
functions of the form s (t) = s0 (t) g (t).
2.3.3 3D-1D crossover optimization
As a warm up for the effective closed-loop optimization done via CRAB,
we test the procedure optimizing the loading of two orthogonal optical lat-
tices, i.e. guiding the system across the dimensional crossover from a three-
dimensional Bose-Einstein condensate to an array of one-dimensional gases,
over a resctricted class of functions: the exponential ramps given by the
eq.2.14 with the duration  t and time constant ⌧ as free parameters to be
optimized. Actually, this first optimization is of big interest for us also for
the future production and investigation of an ensemble on one-dimensional
bosonic gases (see chapter 3). For this reason, in this part of the work the
lattice depth at the end of the loading ramp is smax = 32, high enough to ef-
fectively have the production one-dimensional systems, where the degrees of
freedom in two spatial directions are frozen in the characteristic time scales
of the experiment [63]. The thermalization time after the whole switching
off and on procedure is 1 s.
Before performing the closed-loop optimization, we experimentally ex-
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Figure 2.6: Two-dimensional mapping (blue-colored mapping) of the FOM
as a function of the parameters  t and ⌧ . Circles and triangles (gray-colored
palette) show the progress of the FOM respectively during the first and sec-
ond run of the optimization. Each point is obtained averaging on three
experimental runs.
plored the two-dimensional phase-space of the parameters ⌧, t and made
a mapping of the thermal fraction, that is the FOM to be minimized. The
mapping is realized directly testing on the experiment loading ramps with
different ⌧ and  t. The result obtained is shown by the colored density plot
in fig.2.6: as outlined in the legend on the right side, the lighter is the blue,
the lower is the measured FOM. The main thing that is evident from this
mapping is that fast and steep exponential ramps are expected to produce
a high heating in the sample, while for higher values of  t and ⌧ the ratio
between final and initial thermal fraction is lower.
At this point, we performed two experimental optimization cycles for the
case of the 3D - 1D crossover: in fig.2.6 the path covered by the two distinct
optimizations are shown by the gray triangles and circles. As for the colored
mapping, lighter filling means lower FOM. The initial guesses selected for
the two free parameters are  ti = 15ms and ⌧i = 3ms; remember that in
the quasi-adiabatic procedure, that is our reference ramp,  t = 140ms and
⌧ = 30ms. The two experimental runs are both performed starting from
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Figure 2.7: Measured FOM during the two optimization runs, plotted here as
a function of the iteration number. The first and second run are represented
respectively by the blue circles and the red triangles. The optimal values
are circled in evidence. On the right side of the graph a temperature scale
is reported, precisely the corresponding ratio between the final temperature
Tf , measured after having switched on and off the two-dimensional lattice,
and the initial one Ti, measured before the loading.
the same initial guess. The possibility for the routine of finding different
optimal results is due first to the fact that in the high  t and ⌧ region the
FOM is almost flat, and secondly to the fact that the experiments runs on
a finite number of iterations, and little deviations in the measurements may
occur from run to run because of experimental errors. By the way, in both
cases the algorithm finds very quickly the optimal value, as it can be seen
in fig.2.7, where the FOM, measured during the two distinct runs, is shown
as a function of the iteration number. Furthermore, from the fig.2.7 it is
also evident that the algorithm finds the optimal value after a few number
of steps, then it sweeps around to find other possible solutions in case the
one already found was a local minimum. As it does not find any other better
results, it stops. In the second run (red triangles in fig.2.7) it succeeds in
finding an improved results, whereas in the first run (blue circles in fig.2.7)
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it seems to miss the global minima of the FOM in the phase-space of the
parameters, spending almost the whole optimization in the flat region and
ending on a local minimum. The results of the two optimization runs are
reported in the following table:
 t [ms] ⌧ [ms] F = TFf/TFi
quasi-adiab. 140 30 1.66± 0.02
si 15 3 2.30± 0.03
sopt run 1 154 35 1.73± 0.02
sopt run 2 45 9 1.40± 0.06
We then conclude from this first optimization that a possible optimal
choice for the two parameters  t and ⌧ is  topt = 45ms and ⌧opt = 9ms.
2.3.4 Superfluid-Mott insulator transition optimization
Once the closed-loop optimization routine has been tested on the dimen-
sional crossover from a three-dimensional system to one-dimensional ones,
we performed a full CRAB optimization of the quantum phase transition
between the superfluid and the Mott insulator, occurring when loading the
Bose-Einstein condensate in three orthogonal optical lattices, provided that
they are deep enough to be in the insulating phase [42]. To drive the system
in this process, we look for the opportune correction g (t) for a pure exponen-
tial ramp of time duration  t = 40ms and time constant ⌧ = 8ms, values
close to what suggested from the previous optimization performed with only
two optical lattices. Following expression 2.13, in this case the correction is
written as the sum of two Fourier components whose amplitudes are the free
parameters to be optimized:
g (t) =
1 +
X
j=1,2
(ajsin (2⇡⌫jt) + bjcos (2⇡⌫jt))
1 +
X
j=1,2
(ajsin (2⇡⌫j t) + bjcos (2⇡⌫j t))
(2.15)
where the two chosen frequencies are the two first harmonics defined by the
total evolution time  t: ⌫1 = 1/ t and ⌫2 = 2/ t. This kind of correction
effectively results as a modulation of the optical lattice depth s (t) during
the exponential ramping up. The final value reached at the end of the ramp
is smax = 25, deeply in the Mott insulating phase, and the thermalization
time in the optical lattices is 200 ms. As beforehand, the chosen FOM
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Figure 2.8: Three-dimensional optical lattice depth s (t) ramps to guide the
superfluid - Mott insulator transition. The dashed black line represent the
uncorrected pure exponential ramp s0 (t). Solid lines represent: a) first-run
initial guess (red), b) first run optimized ramp (blue), c) second run initial
guess (red) and d) second run optimized ramp (blue).
to be minimized is the ratio between the thermal fraction TFf measured
after having swiched on and off the lattices and the one (TFi) measured
before. Also in this second optimization test we performed two runs, this
time characterized by two different initial guesses. The optimization results
and the corresponding FOM are reported in the following table:
⌧  t (a1, b1, a2, b2) FOM
[ms] [ms]
quasi-adiab. 140 30 (0, 0, 0, 0) 2.16± 0.03
si 40 8 (0, 0, 0, 0) 2.19± 0.03
sopt run 1 40 8 (0.2, 0.2, 0.1, 0.1) 1.89± 0.03
sopt run 2 40 8 ( 0.09, 0.22, 0.70, 0.13) 1.97± 0.02
The two sets of initial guesses of the two optimization runs are chosen
among some random sets so that the two initial ramps result to be very
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different the one from the other: the first one, shown in fig.2.8 (a), is selected
to be sufficiently similar to the exponential ramp, whereas the second one,
shown in fig.2.8 (c), has been picked up to be very different from that. In
both figures, the exponential uncorrected ramp is reported as a reference
(black dotted line). In fig.2.8 (b) and (d) the ramps obtained as a result of
the two distinct optimization cycles are reported, respectively for the initial
guess given by the (red line) ramp in fig.2.8 (a) and for the one in fig.2.8
(c). Also in this case the exponential uncorrected ramp is reported to have
a direct comparison (black dotted line). Note that despite the very different
initial guesses, the two optimization loops end in two very similar optimized
ramps, characterized by a slow variation in the initial part and a fast increase
in the last one. Besides, this result is also in agreement with the predictions
shown in [52], where the optimized ramp is obtained performing numerical
simulations on a system with similar parameters.
The trend of the FOM during the second optimization run is shown in
fig.2.9 as a function of the iteration number. Here, the black squares repre-
sent the FOM averaged over three distinct experimental measurements. The
red stripe represents the FOM obtained following the quasi-adiabatic load-
ing procedure. From this graph, it is evident that during the optimization
the algorithm explores several points of the four-dimensional phase-space of
parameters, and after some oscillations it finally manages to find a value of
the FOM which is better - i.e. lower - than the quasi-adiabatic case. The
choice of the value given as a result of the optimization is done within a cer-
tain chosen tolerance: the algorithm stops on a certain point when, moving
around that point, the results - within the specified tolerance - is no more
changing.
Although the number of parameters involved in the optimization is very
small (four amplitudes for two Fouries components), the algorithm finds the
optimal values within a few tens of iterations, and the result is effectively
an improving with respect to the quasi-adiabatic procedure. However, we
did some experimental tests about the possibility of increasing the number
of harmonics involved in the CRAB optimization, but - due to the strong
increase of the time needed for the procedure when increasing the number
of varying parameters - we found out that temporal drifts occurring in our
experimental parameters frustrate the validity of the optimization if it takes
more that one-two hours, that in our case is more or less the time needed for
an optimization performed with two harmonics.
Of course a lot of improvements would be needed, as for example an ex-
ploration of the frequencies phase-space, and so forth, but this is anyway the
first experimental demonstration of closed-loop optimization. We effectively
showed that it is possible to adopt strategies different from adiabatic ones
45
CHAPTER 2. RED-DETUNED OPTICAL LATTICES: OPTIMAL
CONTROL AND ENTANGLEMENT ESTIMATION
1.40
1.38
1.36
1.34
1.32
1.30
1.28
1.26
1.24
Figure 2.9: Optimization of superfluid - Mott insulator transition: the trend
of the FOM is reported as a function on the iteration number. The green
region shows the FOM = 2.16 ± 0.03 in the case of the adiabatic loading
procedure. Each data is averaged over three measurements, the error bars
are standard deviations.
and reach even a better result compared to those. We proved that it is pos-
sible to optimally drive not only a dimensional crossover but also a quantum
phase transition as the superfluid-Mott insulator one.
Last but not least, this is a completely general approach: it can be applied
to any transformation involving for example a time-dependent Hamiltonian
H (t) by means of some control field   (t).
2.4 Spatial Entanglement quantification
Entanglement is a physical resource associated with nonclassical correlations
between separated quantum systems. It is a resource as two (or more) en-
tangled quantum systems can be used as a quantum information channel to
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perform, e.g., computational or cryptographic tasks impossible using classi-
cal systems [64]. In classical mechanics the state of the system is described
by a set of parameters, as for example position and momentum, from which,
following classical dynamics laws, one can exactly determine how the system
properties evolve. Conversely, in quantum mechanics the state properties
are described by a set of quantities that cannot be measured simultaneously
with arbitrary error. The observer’s knowledge of the system is limited to
the probability of each one of these physical quantity to assume a certain
value; while measuring one of them, the observer loses every possibility of
knowing the other physical quantities without uncertainty. Already Erwin
Schrödinger, in 1935, explained the issue speaking about a student that is
able to give the right answer to the first question he is asked, whatever it was,
implying his knowledge of both the answers; however, once he had given the
answer, he does no more know anything about the other answers he could
have been asked [64, 65]. About quantum systems/particles, Schrödinger
himself, in the same work, coined the term entanglement: when two (or
more) particles prepared in a specific state, described each one by its own
representative, start to interact for a certain time, after separating them
again it is no more possible to describe them as previously, i.e. the system
state is no more separable [65]. Because of the interactions the two particles
states have become entangled.
What is of fundamental interest for science and technology development
is the fact that if one creates entangled systems and separate them, an ob-
server’s measurement on only one of them “forces” the other to collapse on a
specific state, deterministically known without observing it even if the sys-
tems are spatially separated. This idea of “non-local” steering of a quantum
system, e.g, is at the basis of quantum teleportation processes or quantum
cryptography.
Anyway, only in the 1980s physicists, computer scientists and cryptogra-
phers started to look at the non-local correlations occurring between quantum
interacting particles as a possible new non-classical resource to be exploited.
To this purpose, it is fundamental to understand how does entanglement oc-
cur and behave and how much amount of it is present in the various physical
manifestations of non-local correlations, for example on varying the funda-
mental parameters characterizing the system. In particular, entanglement
naturally occurs in interacting many-body systems at low temperatures, as
ultra-cold atoms in optical lattices are. Not only they are a very useful tool
to study phenomena that are typical of quantum mechanics, but, also, the
degree of control on the fundamental parameters (as e.g. the interaction
strength) feasible in this kind of experiments allow us to understand deeply
the behavior of entanglement across for example quantum phase transitions
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such as the superfluid-Mott insulator one. Moreover, the study of the entan-
glement behavior in such systems is of fundamental importance as they are
possible candidate for future exploiting of quantum computing tasks.
The quantification of the entanglement present in a quantum many-body
system is a crucial task, together with the understanding of its usefulness for
the purpose of performing quantum cryptography and/or communication,
and this is even more difficult to be achieved when dealing with multi-partite
entanglement instead of the one shared between only two particles. From
the computational point of view it is even a more daunting task than from
the experimental one, hence a way to move around is to concentrate to the
determination of lower and upper bounds for the quantity of entanglement
present in the system under consideration.
In this section, the quantification of spatial entanglement for bosons in
optical lattices achieved via easily feasible and readable measurements based
on TOF images analysis is presented. For this work, we follow the theoretical
proposal of M. Cramer and M. B. Plenio, who developed the theory at the
basis of the experimental spatial entanglement quantification in a system of
ultra-cold atoms in optical lattices [27]. The work presented in this section
of the thesis has been published in 2013 in [26].
This part is structured as follows: first I will present the description of
the theoretical model, secondly I will present the experimental sequence and
analysis performed, then I will display the results. Two different analysis have
been performed on this system: the lower bound for the spatial entanglement
present in a system of bosons in optical lattices is quantified first on varying
the lattice depth, then the same is estimated as the temperature changes,
once fixed the lattice depth at a value close to the crossover between the
superfluid and the Mott insulating phases.
2.4.1 Entanglement quantification
The three fundamental question to be answered about entanglement concern
the characterization of which states are entangled, the quantification of how
much of entanglement is present in the system and its manipulation [66]. As
said above, in particular the second one is of fundamental importance and
it is the central topic of this part of the work. Measuring entanglement in
condensed matter systems is a very interesting issue but still a difficult task,
since the number of subsystems is high and local measurements are usually
not available: one often has to rely on global measurements. Moreover, ex-
perimentally obtaining knowledge about the Hamiltonian is unfortunately
even harder than obtaining the mapping of the state itself, hence a technique
to understand whether entanglement is present or not in the system and how
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much is it must not rely on any knowledge about the Hamiltonian or other
system characteristics, but only on measured data.
In our case the entanglement under investigation is given by the non-local
spatial correlations between massive bosonic particles located at different lat-
tice sites; such correlations are strictly intertwined with the superselection
rules that prohibit the existence of coherent superposition with different par-
ticle numbers. To understand more deeply the nature of the entanglement
that we are going to measure, we must say that physical constraints, both
fundamental and practical ones, impose limitations on accessible physical
operations [67]. To give an example, suppose we have two quantum parti-
cles A and B placed in two distant laboratories: the locality constraint that
prohibits to exchange the two particles prevent us to execute quantum gates
between A and B. Directly from these constraints follows the existence of
resources, i.e. the entangled states, that if used allow us to perform physical
operations otherwise impossible under the given physical constraints.
In the field of massive bosonic particles, an even more fundamental con-
straint concerns superselection rules for massive indistinguishable particles:
physical operations cannot create coherent superpositions of different parti-
cles numbers, i.e. all physically allowed local operations must commute with
the local particle number operator [27].
Let us examinate for simplicity the case of entanglement shared between
only two quantum particles; the same description can be easily extended to
the case of multi-partite systems. In a bipartite system, in which two parts A
and B want to exchange quantum information, but are restricted (i) to only
act locally on their respective quantum system and communicate classically
(LOCC) and (ii) to perform only operations preserving the local particle
number operator (sup), they can only prepare global states ⇢ˆ of the form
⇢ˆ =
X
n
pn⇢ˆ
(n)
A ⌦ ⇢ˆ(n)B (2.16)
with ⇢ˆ(n)A
⇣
⇢ˆ(n)B
⌘
the density operators of the two subsystems A and B, and
{pn} a probability distribution. As mentioned above, the local states must
commute with the local particle operators:
h
⇢ˆ(n)A , NˆA
i
=
h
⇢ˆ(n)B , NˆB
i
= 0. For
simplicity in the description, from now on, we will collect all these separa-
ble states in a set S; all the other states become a resource to be used to
overcome the constraints imposed by locality and/or superselection rules [27].
To understand more deeply the resource character of these states, let us
take a simple example: the one of a single qubit which information is encoded
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in the relative phase between the two states |±i:
|±i = 1p
2
(|0iA |1iB ± |1iA |0iB) (2.17)
If A and B are constrained by LOCC operations and local particle conserva-
tion, they are unable to distinguish between the two states of the qubit. They
may, however, know the qubit value if they, for example, share entanglement
in the form:
| i = 1p
N + 1
NX
n=0
|niA |N   niB (2.18)
being N the total particle number and with trA(B) [| ih |] commuting with
the corrispondent local particle number operator NˆA(B). Here, the success
probability of learning the qubit state increases with the total particle number
hNˆi, approaching unity when hNˆi ! 1 [27, 68].
Focussing back on the specific case of interest, let us examinate the case of
bosons in optical lattices, that actually corresponds to a multi-partite system.
It is very well described by the Bose-Hubbard model, that is exactly solvable
in two extreme cases: (i) when on-site interaction energy U is much higher
that the typical tunneling energy J and (ii) in the opposite limit (U ⌧ J).
In the first case, the ground state of the system is simply a product of Fock
states, i.e. without any entanglement between the lattice sites. If U ⌧ J ,
instead, the system can be described as a ensemble of coupled oscillators,
which ground state (for fixed total particle number N =
P
i ni) is:⇣P
i bˆ
†
i
⌘N
p
LNN !
|vaci =
NX
n1,...,nL=0
cn1,...,nL |n1...nL i (2.19)
(labelling sites i = 1, ..., L and bˆi
⇣
bˆ†i
⌘
the annihilation(creation) operator of
a particle on the i-th site). This can also serve as a resource to uncover the
hidden bit of the case reported in eq.2.17. Indeed, as in [68], in the bipartite
case (L = 2) it can be shown that the success probability p of knowing the
qubit is
p =
1
4
NX
n=1
|cn,N n + cn 1,N n+1|2 (2.20)
which, as for the previous example, increases and tends to unity as N in-
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creases. This reasoning holds for multi-partite entangled systems too.
Entanglement monotone under supLOCC
What we need at this point is a mathematical/physical quantifier for entan-
glement present in the system of interest. The fundamental request for the
quantifier, as explained in [27], is that it must be a supLOCC monotone:
its value should not increase on average under LOCC operations and must
respect local superselection rules for number of particle conservation.
To define it one needs before to define a partition of the system in a
set of local susbystems: we define a p-partite partition of the lattice sites
L = L1
S
...Lp. The set S in this case collects all the separable states (with
respect to the defined partition) of the form
⇢ˆ =
X
n
pn⇢ˆ
(n)
L1 ⌦ ...⌦ ⇢ˆ(n)Lp (2.21)
where, as before, ⇢ˆ(n)Li is the density operator corresponding to the i-th sub-
system and {pn} a probability distribution; again, for each part i, the local
operations must commute with the local particle number operator:h
⇢ˆ(n)Li ,
P
j2Li nˆj
i
= 0. Even if his general definition holds for every possible
partition of the system, the specific case of interest of our analysis is the one
in which every lattice site constitutes a part. To obtain a useful quantifier,
we define the entanglement witnesses Wˆ (that from now on will be all col-
lected in the set W) as the operators satisfying (i) tr
h
Wˆ ⇢ˆ
i
  0 and (ii) the
operator inequality Wˆ + Nˆ   0. Then, an entanglement monotone for any
state ⇢ˆ is [27, 69]:
E (⇢ˆ) = max
n
0, infWˆ2Wtr
h
Wˆ ⇢ˆ
io
. (2.22)
To understand better its monotone nature, let us see more in detail its char-
acteristics. Let the Hilbert space H be divided in G parties: H = ⌦Gs=1Hs.
LOCC operations that conserve the local particles number are defined, with
respect to this partition, as the ones who take the density matrix operator ⇢ˆ
to
P
k pk⇢ˆk, where ⇢ˆk = Aˆk⇢ˆAˆ
†
k, pk = tr
h
Aˆk⇢ˆAˆ
†
k
i
and the Aˆk are of the form
Aˆk = ⌦Gs=1Aˆ(s)k and fulfil
P
k Aˆ
†
kAˆk  and
h
Aˆ(s)k , nˆs
i
= 0. To show that
E (⇢ˆ) is an entanglement monotone under supLOCC, we must demonstrate
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that X
k
pkE (⇢ˆk)  E (⇢ˆ) . (2.23)
For all the witnesses Wˆ 2W :
tr
h
Wˆ ⇢ˆk
i
   tr
h
Nˆ ⇢ˆk
i
>  1 (2.24)
hence the minimum exists. Let us call it Ek. Be   > 0. Ek +   is no more an
infimum, thus there is an Wˆk,  2W such that tr
h
Wˆk, ⇢ˆk
i
< Ek +  , that is:
(2.25)
X
k
pkE (⇢k) =  
X
k,Ek<0
pkEk
<
X
k,Ek<0
pk
⇣
    tr
h
Wˆk, ⇢ˆk
i⌘
     tr
" X
k,Ek<0
Aˆ†kWˆk, Aˆk
!
⇢ˆ
#
which is also upper bounded:X
k
pkE (⇢k)      infWˆ2Wtr
h
Wˆ ⇢ˆ
i
. (2.26)
Since the operator in brackets in eq.2.25 2W : 8k, 8  we have that Wˆk, +Nˆ  
0, i.e.,
0 
X
k,Ek<0
Aˆ†k
⇣
Wˆk,  + Nˆ
⌘
Aˆk 
X
k,Ek<0
Aˆ†kWˆk, Aˆk + Nˆ (2.27)
as
h
Aˆk, Nˆ
i
= 0 8k. If we now take one of the separable states  ˆ collected in
S:
tr
" X
k,Ek<0
Aˆ†kWˆk, Aˆk
!
 ˆ
#
=
X
k,Ek<0
tr
h
Wˆk, Aˆk ˆAˆ
†
k
i
  0 (2.28)
as Wˆk,  2W , and because (up to normalization) Aˆk ˆAˆ†k 2 S. From that we
can easily see that, 8 :X
k,Ek<0
pkE (⇢ˆk) <  infWˆ2Wtr
h
Wˆ ⇢ˆ
i
   + E (⇢ˆ) (2.29)
that is exactly what wee needed to show to demonstrate that E (⇢) is an
entanglement monotone under supLOCC [26].
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2.4.2 How to measure Entanglement in systems of ultra-
cold atoms in optical lattices
The recipe used here to obtain a quantification of entanglement in condensed
many body systems as ultracold atoms in optical lattices is presented in [27].
In ultra-cold atoms experiments a standard technique exploited to obtain
information on the system relies on TOF imaging. Tipycally, once any kind
of manipulation has been done on the sample, all the confining potentials are
switched off and the atomic cloud is let freely expand for a certain time, then
an absorption image of the sample is recorded. If the time-of-flight is long
enough to neglect the in-trap density distribution, from the TOF density
distribution one can obtain informations about the momentum distribution
of the atomic sample before the expansion.
In our specific case, the system under consideration is an atomic sample
of bosons with mass m loaded in an optical lattice with lattice constant a.
We need to connect the TOF images with the observables in the lattice, thus
we need to write an expression of the atomic density after the free evolution
of the TOF phase, i.e. under the Hamiltonian
Hˆ =
Z
d~r  ˆ† (~r)

  h¯
2r2
2m
 
 ˆ (~r) . (2.30)
We then expand the field operator in the basis of the Wannier functions of
the lattice:
 ˆ (~r) =
X
i
bˆi wi (~r) (2.31)
where the multi-index i contains both the lattice and the band indexes. The
density operator evolves under Hˆ for a time t, then, due to orthonormality
and the lattice geometry, the atomic column density operator nˆ (x, y; t) =R
dz nˆ (~r, t) reads:
nˆ (x, y; t) =
X
i,j;iz=jz
w⇤ix (x)wjx (x)w
⇤
iy (y)wjy (y) bˆi (t) bˆj (t) . (2.32)
The quantity nˆ (x, y; t) is precisely what we measure in the experiment via
absorption imaging, after a free expansion of the sample for a time t.
At this point, the three-dimensional atomic density n (~r, t) inside the
integral can be written as [27, 70, 71]:
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n (~r) =
X
i,j
fi,j
✓
~k =
~rm
h¯t
◆
hbˆ†i bˆji. (2.33)
Here, again, bˆi(bˆ†i ) annihilates(creates) a boson in the site i, where i, j are
three-dimensional lattice site indexes, and
fi,j
⇣
~k
⌘
=
⇣m
h¯t
⌘3    w(~k)   2 ei[~k(~ri ~rj)+(m/(2h¯t))(~r2j ~r2i )] (2.34)
w(~k) being the Fourier transform of the Wannier function of the lowest band
centered at zero; then the integrated atomic density in 2.32 is obtained from
(fi,j(~k)) depends on t as sketched in eq.2.33):
n (x, y, t) =
X
i,j
fi,j (x, y, t) hbˆ†i bˆji (2.35)
where
fi,j (x, y) =
Z
dz fi,j
✓
m~r
h¯t
◆
. (2.36)
At this point one can show - we refer to [27] for the details - that for the
system partition where every lattice site constitutes a part the observable
Wˆ
⇣
~k
⌘
=
nˆ
⇣
~k
⌘
f
⇣
~k
⌘   Nˆ 2 W (2.37)
is a witness as required in eq.2.22. Then, for any state ⇢ˆ we have a lower
bound for the entanglement content of the system in terms of hNˆi = tr
h
⇢ˆNˆ
i
and hnˆ(~k)i = tr
h
⇢ˆnˆ(~k)
i
:
E (⇢ˆ)   max
(
0, hNˆi   hnˆ(
~k)i
f(~k)
)
⌘ E
⇣
~k
⌘
. (2.38)
This holds for all ~k, and it is free from any assumptions about the system
Hamiltonian, its temperature, and so on and so forth. The entanglement
amount of any state of the system is bounded from below by eq.2.38 [27].
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Figure 2.10: Experimental time sequence for the estimation of an entangle-
ment lower bound via tof images analysis realized on an ensemble of ultra-
cold bosons in three-dimensional optical lattice. The exponential switching
on ramp has a total duration of  t = 140ms and time constant ⌧ = 30ms.
The holding time in the lattices is thold = 5ms. The time of flight after the
switching off of the trapping potentials is ttof = 21ms.
2.4.3 Entanglement quantification: experimental pro-
cedure
At this point, we have all the instruments to move on in the experimental es-
timation of the lower bound of the entanglement amount present in a sample
of ultra cold bosons loaded in a three-dimensional optical lattice.
The experimental procedure described below is the one used to create
and quantify the entanglement in a many-body quantum system of ultra-
cold bosonic atoms via the technique derived in the previous section. The
degenerate sample is obtained as for the optimal control experiment, i.e. a
Bose-Einstein condensate of ⇠ 3.5⇥105 87Rb atoms obtained by evaporating
a pre-cooled sample in the |F = 1,mF =  1i state in a hybrid trap (for the
description of the BEC production see chapter 1). The temperature of the
sample is< 50 nK, which corresponds to a condensate fraction of⇠ 80%. The
experimental time-sequence is sketched in fig.2.10: once the BEC has been
obtained with the procedure described in chapter 1, the three-dimensional
optical lattice is loaded following an exponential intensity ramp with total
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time duration  t = 140ms and time constant ⌧ = 30ms. As asserted in
the previous chapter, this kind of ramps are typically used in similar exper-
iments for the “adiabatic” loading of the optical lattices [62]. The lattice
depths reached at the end of the loading ramp have been varied from s = 0
to s = 27. At the end we obtain a many-body state of bosons in a three-
dimensional cubic lattice. For deep enough lattices (about s > 15), the ratio
between the interaction energy U and the tunneling energy J is sufficient
to enter into the Mott insulating phase. Due to the inhomogeneity of the
trapping potential realized using the hybrid trap (cylindrically symmetric
with typical frequencies of (40Hz⇥ 9Hz⇥ 40Hz)), for deep lattices an in-
homogeneous Mott insulator is obtained with regions with different filling.
Typically, in our experiment, for s = 27 we estimate to have an inner region
of the sample (⇠ 30% of the atoms) with a Mott insulator with two atoms
per site, while the outer region (⇠ 70% of the atoms) is in a Mott shell with
one atom per lattice site.
After the loading ramp, we wait in the lattices for a holding time of
thold = 5ms, then all the confining potentials, i.e. both the hybrid trap and
the lattices, are abruptly switched off and the atomic sample freely expands
for a time of flight of ttof = 21ms. After the free expansion we perform
absorption imaging on a CCD camera, thus obtaining the integrated atomic
density of the cloud n (x, y) = ↵ (µ (x, y)  µ0), where ↵ is a pre-factor due
to the calibration of the imaging system and the pixel finite size and µ0
represents the background. The latter is mainly due to fluctuations of the
intensity of the imaging laser beam.
In fig.2.11 three exemplifying images, recorded after tof = 24ms follow-
ing the experimental procedure sketched in fig.2.10, are shown. They are
recorded for three different values of the lattice depth: for s = 4 (image (a),
superfluid phase), for s = 12 (image (b), crossover between the superfluid
and the insulating phases) and for s = 20 (image (c), Mott insulating phase).
The corresponding one-dimensional density profiles, obtained from each one
of the three images integrating along the vertical direction, are shown in
fig.2.11 (d), (e) and (f) for s = 4, 12 and 20 respectively. Here, the change
in the shape of the density profile is clearly visible: the interferogram visi-
ble when the gas is still superfluid (fig.2.11 (a,b)) disappears entering in the
Mott insulating phase (fig.2.11 (c)).
In the experiment, each value of the entanglement lower bound has been
extracted averaging on a set of 40 images of the atomic column density pro-
files. We must remark that since E(~k) as obtained from eq.2.38 is a lower
bound for the entanglement amount, also averages over an area A
R
A d~kE(~k)
are. This allows us to take into account the pixel finite size as an error source
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(a) (b) (c)
(d) (e) (f)
Figure 2.11: Time-of-flight images of the atomic sample after free expansion
from the three-dimensional optical lattice, respectively at s = 4 ((a), su-
perfluid phase), s = 12 ((b) crossover between superfluid-insulating phases)
and s = 20 ((c), Mott insulating phase). The fig.(d), (e) and (f) report
the corresponding one-dimensional density, obtained from the three images
integrating along the vertical direction.
and also to incorporate symmetries. The estimation of statistical/systematic
error on the entanglement bound value is discussed in the following.
Experimental measurement and error estimation
In order to obtain the entanglement lower bound E(x, y) (we call z the di-
rection of propagation of the imaging beam, i.e. we do not have any in-
formation about this direction as the density profile is integrated) from the
two-dimensional density profile recorded via time-of-flight imaging we need
to perform some operations. Moreover, in order to estimate in the most pre-
cise way the uncertainty on E(x, y) we need to take into account all the error
sources due to these operations, together with the implicit ones which come
directly from the experimental measurement of the density.
Recalling some definitions, we need to analyze more deeply from the ex-
perimental point of view the measurement of the quantity
E (x, y) = hNˆi   hnˆ (x, y)i
f (x, y)
(2.39)
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with (x, y) the real space coordinates. Here, hNi is the mean total number
of atoms, and we remind that the quantity hnˆ (x, y)i is
hnˆ (x, y)i =
Z
dzhnˆ (x, y, z)i (2.40)
and gives the mean two-dimensional time-of-flight density profile, which - for
each value of the lattice depth of interest - is obtained averaging over a set of
about 40 images. Here hnˆ (x, y, z)i is the mean value of the three-dimensional
density distribution of the atomic cloud at ~r = (x, y, z) after time of flight.
Remember: as derived above, the function f (x, y) is
f (x, y) =
✓
ma2
h¯t
◆2    w ⇣ am
2⇡h¯t
x
⌘   2    w ⇣ am
2⇡h¯t
y
⌘   2 (2.41)
where
w
⇣ a
2⇡
k
⌘
=
1p
2⇡
Z +1
 1
dr w0 (ar) e ikar (2.42)
and w0 is the Wannier function of the lowest band centered at zero.
Concerning the uncertainty estimation, the first error source we have to
take into account is the discretization of the CCD sensor of the imaging
camera: starting from E (x, y) we define a discrete function
E
0
i,j =
1
 2
Z
 i
dx
Z
 j
dy E (x, y) = hNˆi  1
 2
Z
 i
dx
Z
 j
dy
hnˆ (x, y)i
f (x, i)
. (2.43)
Ei,j so defined corresponds to the value of the entanglement averaged over
the pixel area  2, and the indexes i, j denote each pixel, centered on (xi, yj).
The integration interval is  i(j) =
⇥
xi(yj)  i(j)/2, xi(yj) + i(j)/2
⇤
. The
pixel size is   = 2.78µm, and it takes into account both the physical pixel
size and the magnification of the imaging system.
As already said, for each image, we incorporate the symmetries of the
observable nˆ(~k)/f(~k) by averaging over pixels corresponding to (kx, ky) and
(kx ± 2⇡/a, ky ± 2⇡/a), and the symmetry of the experimental setup by
averaging also over the four points (±kx,±ky). For the determination of the
data shown in the fig.2.15 and 2.17 we have to add the further averaging
performed over the box of 5⇥5 pixels around the pixels corresponding to the
border of the first Brillouin zone. If we average E 0i,j over a set of pixels A,
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E
0
A =
1
|A|
X
(i,j)2A
E
0
i,j (2.44)
is still a lower bound for the entanglement amount in the system.
Moreover, we do not have direct access to the quantity n(x, y)/f(x, y) to
be integrated in eq.2.43, but we can assume in good approximation to calcu-
late the function f only in the center of the pixel: f (x, y) ⇡ f (xi, yi) 8x(y) 2
 i(j). We can thus introduce the simplified quantities EA and Ei,j, with which
we can substitute respectively E 0A and E
0
i,j:
E
0
A ⇡ EA =
1
|A|
X
(i,j)2A
✓
hNˆi   1
 2
hnˆi,ji
f (xi, yj)
◆
⌘ 1|A|
X
(i,j)2A
Ei,j. (2.45)
hnˆi,ji is the expected number of atoms recorded by the pixel (i, j). Let us
now estimate the systematic error coming from the approximation f (x, y) ⇡
f (xi, yi) ⌘ fi,j. We find that
   E 0i,j   Ei,j     Z
 i
dx
Z
 j
dy
hnˆ (x, y)i
 2
     1f (x, y)   1fi,j
     . (2.46)
Using the mean value theorem one can easily find that
     1f (x, y)   1fi,j
       p2 maxa2 i,b2 j
     r
✓
1
f (x, y)
◆
x=a,y=b
      ⌘  p2✏i,j (2.47)
thus the eq.2.46 becomes   E 0i,j   Ei,j     1p
2 
✏i,jhnˆi,ji. (2.48)
Assuming a flat error distribution, the resulting systematic error due to the
approximation of the f (x, y) with the one calculated at the center of the
pixel is:
 i,j =
1p
6 
✏i,jhnˆi,ji. (2.49)
Another source of systematic error is the calculation of fi,j itself, coming
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them from the Wannier functions and thus depending on the lattice depth s.
Let us from now on call 1/fi,j ⌘ gi,j. Being the lattice uncertainty  s = 0.1s,
the systematic error in the calculation of gi,j reads:
 2gi =  
2
s (@sgi,j)
2 . (2.50)
We have now to discuss another source of systematic error: the one on the
density ni,j measured on each pixel. As already said, the acquisition of the
TOF images is performed via on-resonance absorption imaging. More in
detail, in the experiment we record on a CCD camera the intensity profile of
a probe beam (resonant with an atomic transition) after he has interacted
with the atomic sample. We call z the line of sight, i.e. the direction of
propagation of the probe beam, and (x, y) the coordinates in the imaging
plane. The intensity If incident on the camera (after the interaction with
the atoms) is related to the initial one (Ii) via the Beer-Lambert law:
If (x, y) = Ii
⇣
e  
R
dznˆ(~r)
⌘
(2.51)
where   is the resonant absorption cross section. For circularly polarized
light, for 87Rb, we have that   = 2.907⇥ 10 13m2 [34]. One then has for the
number of atoms in each pixel (i, j):
ni,j =   1
 
ln
 
I i,jf   I i,jBG
I i,ji   I i,jBG
!
(2.52)
where IBG is the background light recorded by the CCD sensor without the
imaging beam. Polarization effects and the atomic manifold level-structure of
the optical transition exploited in the imaging process can make the absorp-
tion cross-section be smaller than the theoretical value given above, leading
as a consequence to an underestimation of the number of atoms. Thus one
needs to perform a very accurate calibration of the imaging system as de-
scribed in [72]. Thus, once found the calibration prefactor ↵ = 0.112± 0.009
[36] , one has that the atomic density is given by (n denotes the image index):
n(n)i,j = ↵
⇣
µ(n)i,j   µ(n)0
⌘
(2.53)
where µ(n)i,j is the number of counts in the pixel (i, j) of the nth image and µ
(n)
0
is an offset which can vary from image to image. The estimation of the offset
has been done as follows: for each image, we chose different square frames
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of pixels far away from the center of the image, where we do not expect
to have any atoms. The frames have different sizes but they all have the
same thickness of one single pixel. We then calculate an offset on each frame
averaging the number of the counts of each pixel; we take among these values
the minimum and we use it as the offset µ(n)0 of the nth image. Denoting as
F the set of pixels on which the average has been calculated, we have for the
systematic error on the image offset determination:
 2µ(n) =
1
|F |
X
(i,j)2F
⇣
µ(n)i,j   µ(n)0
⌘2
. (2.54)
In addition to all the systematic contributions to the error, we must add
also statistic ones. Each value of the entanglement lower bound presented
is determined averaging the data over about 40 images of the atomic den-
sity profile. Calling M the set of images on which the average is done, the
empirical averaged entanglement E¯A is
E¯A =
1
M
MX
n=1
E(n)A (2.55)
and the associated statistical uncertainty can be estimated as
 
 statE¯A
 2
=
1
M (M   1)
MX
n=1
⇣
E(n)A   E¯A
⌘2
. (2.56)
Summing up all the contributions, the best estimation of the entanglement
lower bound over a set of M images is
E¯A =
↵
M
MX
n=1
X
i,j
⇣
µ(n)i,j   µ(n)0
⌘✓
1  gi,j
 2 |A| (i,j)2A
◆
. (2.57)
with the systematic uncertainty
(2.58)
⇣
 syst
E¯A
⌘2
=  2↵
 
@↵E¯A
 2
+
MX
n=1
 2
µ
(n)
0
⇣
@
µ
(n)
0
E¯A
⌘2
+
X
(i,j)2A
 2gi,j
 
@gi,j E¯A
 2
=
✓
 ↵E¯A
↵
◆
+
↵2
M2
0@ X
(i,j)2A
gi,j
|A| 2  
X
(i,j)2A
1
1A2 MX
n=1
 2
µ
(n)
0
+
1
 4 |A|2
X
(i,j)2A
 2gi,j n¯
2
i,j.
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The total uncertainty is obtained adding in quadrature systematic con-
tributions and statistic ones:
 2
E
0
A
=
⇣
 syst
E¯A
⌘2
+
 
 statE¯A
 2
+
1
|A|2
X
(i,j)2A
 2i,j (2.59)
where  i,j is the error on each pixel (i, j). The vertical error bars shown in
the plots in fig.2.15 and 2.17 correspond to the values estimated taking into
account all these contributions just illustrated.
Entanglement lower bound estimation across superfluid - Mott in-
sulator transition
First we experimentally determine the entanglement lower bound E(~k) for
different values of the lattice depth: s = 3, 6, 9, 12, 15, 18, 21, 24, 27. The aim
is to understand the behaviour across the superfluid - Mott insulator quan-
tum phase transition. What we expect to see is described by M. Cramer
et al. in [27], who performed the Quantum MonteCarlo (QMC) simulations
shown below in fig.2.12. These simulations have been realized for a thermal
state in a lattice of 10⇥10⇥10 sites with unitary filling. In the figure on the
left (colored one) the entanglement lower bound in different positions within
the first Brillouin zone is shown: E(kx, ky) assumes its maximum value at
the edge of the Brillouin zone, while it is almost negligible when kx ⇠ ky ⇠ 0.
On the right-hand side of fig.2.12 two different trends are shown: the black
curves represent the behaviour of E(kx, ky) as a function of the temperature,
each curve for a different point in the Brillouin zone starting from the edge
(kx = ky = ⇡, top curve) down to kx = ky = 33⇡/64 (bottom curve); in all
these points E(kx, ky) decreases as the temperature increases. Conversely,
the gray lines show E(kx, ky) as a function of the ratio between the tunneling
and the interaction energies J/U , again calculated for different points in the
first Brillouin zone (the same of the black lines): lowering the lattice depth
(i.e. increasing J/U) the entanglement is expected to increase, while for very
deep lattices the entanglement content is expected to be very low and going
to zero, that is reasonable for a product of pure Fock states as the Mott
insulator one represent [27].
Aware of the results obtained in [27] with the QMC simulations, follow-
ing the theoretical proposal of M. Cramer and M. B. Plenio, we estimate the
lower bound of entanglement contained in our system of ultra-cold atoms in
the three-dimensional optical lattice across the transition from the superfluid
to the Mott insulating phase. Note that, looking at eq.2.38, E(~k) is upper
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Figure 2.12: Lower bound for the entanglement of a bosonic thermal state in
a three-dimensional optical lattice. These data are obtained by M. Cramer et
al. via QMC simulation according to the Hubbard model, imposing constant
unitary filling and lattice constant a = 1. Left hand side: the plot shows the
trend of E(kx, ky) in the first Brillouin zone obtained for J/(kBT ) = 0.2 and
J/U = 0.01. Right-hand side: the plot shows the trend of the entanglement
lower bound as a function of J/U (gray lines) and T (black lines). In both
cases the different curves are obtained for different points in the first Brillouin
zone, starting from the edge of the zone (kx = ky = ⇡, top curve) down to
kx = ky = 33⇡/64 (bottom curve) [27].
bounded by the total number of atoms hNˆi. As mentioned before, each data
point is determined averaging on 40 absorption images of the integrated
atomic density after time of flight; the images have been post-selected to
have a shot-to-shot fluctuation of the total atom number below 10%. Direc-
tional symmetries due to the lattice geometry have been employed to further
increase the signal-to-noise ratio of the described measurement: E(~k) has
been experimentally determined averaging over the four quarters obtained
dividing each two-dimensional image tracing two ideal straight lines as in
fig.2.13.
The results obtained from the analysis are shown in fig.2.14, where E(~k)
is reported for different values of the lattice depth, spanning from s = 9,
where the gas is still superfluid, to s = 21, where the Mott insulating regime
is entered. The data are shown in the first Brillouin zone. We must specify
that, in order to connect the time-of-flight density profile recorded in the
experiment with the momentum distribution, i.e. to bring the images from
the real space to the Fourier one, we simply have to consider that
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Figure 2.13: Example of TOF absorption image of the density of an atomic
cloud expanded from a low lattice depth, i.e. still in superfluid phase. The
dashed line represent the edge of the first Brillouin zone, where the entan-
glement amount is expected to be higher. Thanks to the lattice simmetries,
the straight lines divide the image in four quarters on which we can average
the data.
Figure 2.14: Entanglement lower bound determined from TOF images anal-
ysis. The data are shown for s = 9, 12, 15, 18, 21. In each plot E(~k) is shown
in the first Brillouin zone. As predicted by the simulations in [27], the en-
tanglement amount assumes its maximum value at the edge of the Brillouin
zone and decreases as the lattice depth increases, i.e. entering in the Mott
insulating phase.
~r =
h¯ttof
m
~k (2.60)
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Figure 2.15: Entanglement lower bound at ~k = (⇡/a, ⇡/a), reported as a
function of the lattice depth, spanning from s = 3 (superfluid phase) up to
s = 27 (deep Mott insulating phase). The black empty dots represent the
entanglement amount, the gray ones the total number of atoms, which upper
bounds E(~k) for all s and for all k.
- ttof being the time-of-flight - and invert the equation to obtain the ~k-resolved
density distribution.
As predicted by the simulations in [27], the entanglement lower bound as-
sumes its maximum value at the edge of the Brillouin zone, while it decreases
rapidly when kx, ky approach zero. Moreover, the entanglement content de-
creases entering the Mott insulating regime, as expected from the simulations
and from the fact that this state can be approximated always more with a
product of pure Fock states as the lattice depth increases.
This behavior can be seen more clearly in fig.2.15, where the trend of the
entanglement lower bound is shown as a function of s for a specific point in
the Brillouin zone: the border (kx = ky = ⇡/a). These data are obtained
averaging over a box of 5 ⇥ 5 pixels centered around ~k = (⇡/a, ⇡/a). For
a comparison, in the figure also the total number of atoms is reported. As
expected, it upper bounds E(~k) for each value of the lattice depth.
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Figure 2.16: Temporal sequence for the production of samples at different
temperatures on which we determine the entanglement lower bound. The
optical evaporation ends at different powers P (j)ev of the laser beam constitut-
ing the optical trap, then for all temperatures the power is increased up to a
value Pf equal for all the five cases. Then the optical lattices are ramped up
following the same exponential ramp used for the estimation of entanglement
as a function of s.
Entanglement lower bound estimation for different temperatures
Now we determine the lower bound of the entanglement amount in the system
for different temperatures. This task is not straightforward to be investigated
in optical lattice experiments, as we do not have any direct information about
the temperature of the sample in the lattice potential. On the contrary, its
measurement is straightforward in a harmonic potential, only requiring the
knowledge of the confinement frequencies. For this reason, for the entangle-
ment estimation shown in the following we refer to the temperature of the
sample before the loading of the optical lattices. The temperatures given are
thus estimated simply from a bimodal fit of the density profile of the atomic
sample imaged before the lattice loading, after having measured the trapping
frequencies inducing dipole oscillations. We spanned a range from 40 nK to
100 nK.
Concerning the production of samples at different temperatures, we choose
to stop the evaporative cooling process at different points. While for RF-
force evaporation processes this is enough to have the desired sample without
changing the trapping potential, in the case of a hybrid trap configuration we
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Figure 2.17: Entanglement lower bound E(~k) as a function of the temper-
ature. The plot shows the data obtained for s = 6 (black empty squares),
s = 12 (black empty circles) and s = 18 (black empty triangles). The gray
points represent the total number of atoms hNˆi. The data are calculated as
for the plot shown in fig.2.15.
have to deal with the fact that the final part of the evaporation is an optical
one. In this case, indeed, stopping the evaporation at different points means
different final intensities of the dipole trap, and in case of optical trapping
the confinement frequencies strongly depend on the power. For this reason,
in order to avoid different final trapping configurations, we used a different
strategy for the production of sample at different temperatures:
once the atoms are trapped in the hybrid trap, after some RF-forced evap-
oration stages (for the detailed description of the experimental process for
the BEC production we refer to chapter 1) an optical evaporation step is per-
formed, contemporary with a lowering of the quadrupole magnetic field. As
already outlined, final power Pev reached at the end of the evaporation deter-
mines both the temperature of the sample and the characteristic frequencies
of the trapping potential in the directions transverse to the direction of prop-
agation of the dimple beam. Thus, to easily have the samples with different
temperatures in the same final trapping configuration, we added a further
ramp to bring back the dimple power at a value that is the same for all the
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cases. In this way we could produce samples at different temperatures but
always confined in the same potential. The experimental time sequence is
shown in detail in fig.2.16.
The estimation of the entanglement lower bound as a function of the tem-
perature has been performed for three different values of the optical lattices:
s = 6, when the gas is still superfluid, s = 12, i.e. almost at the transition
between the two phases, and s = 18, when the sample is insulating. The
results are shown in fig.2.17, compared to the total number of atoms. As
expected from the simulations in [27] (see fig.2.12), for each value of s E(~k)
decreases as the temperature increases, and for each series hNˆi is an upper
bound for E(~k).
3
Blue-detuned optical lattices: dynamical
properties investigation of an array of 1D
gases
The degree of control on the characteristic parameters of BEC in optical
lattices allows us to investigation low-dimensional physics, where correlations
and interactions play a very crucial role; this leads to the appearance of new
peculiar phases like for example the strongly-interacting Tonks-Girardeau
gas [73], where the strong repulsion between bosonic particles mimics Pauli
exclusion principle for free fermions. Indeed, for an one-dimensional gas
confined in a harmonic trap, different regimes of degeneracy can occur when
varying the density and the temperature of the sample [73, 74]; as described in
the following section. Moreover, due to the reduced dimensionality, peculiar
physical phenomena occur in one-dimensional systems: for example, in a kind
of counter-intuitive way, interactions count more and more when decreasing
the spatial density of the particles; also, the excitations must be analyzed in
a collective-like picture.
As it will be debated in a more detailed way later, the different regimes oc-
curring in one-dimensional ultra-cold gases can be explored essentially chang-
ing the fundamental energy scales of such systems: the interaction strength
and the temperature. Concerning the interaction energy, it can be tuned in
several ways, as for example via Feshbach resonances [75], changing the effec-
tive mass - for example with the addition of an optical lattice along the gas
- [76], or decreasing the spatial density of particles - for example by means
of opportune combinations of light trapping methods - [77].
Regarding 87Rb, which is the atomic species exploited for the experiments
described in this thesis, changing the interactions via Feshbach resonances
is not very well suitable, as the resonances are situated at considerably high
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values of magnetic fields - of the order of 103 G - and are very narrow -
typically ⇠ 1mG wide - [75].
The strategy we chose, instead, consists of changing the one-dimensional
density of an array of 1D gases produced by loading a BEC in an appropriate
combinations of optical potentials, in a setup similar to the one exploited in
[77] for the production and the observation of the Tonks-Girardeau gas: a
two-dimensional blue-detuned optical lattice plus a red-detuned confinement
beam. Indeed, as sketched in chapter 2, where the description of optical
lattice potentials is presented, the use of two mutually orthogonal very deep
optical lattices is very convenient for the experimental realization of ensem-
bles of one-dimensional ultra-cold gases, also if we must take into account the
additional potential provided by each lattice beam in the direction transverse
to its direction of propagation. For the detailed description of this task we
refer to chapter 2, anyway we remind that for blue-detuned optical lattices
the atoms experience a deconfining potential in the direction of the tubes,
whereas the red-detuned one provides a further confinement.
Furthermore, implementing an additional red-detuned beam we acquire
an independent control on the confinement frequency along the gases, as it is
directly depending on the lattice depth. Moreover, we must remind that, for
having an array of gases which are effectively not coupled - in the timescales
of the experiment -, the optical lattice depth needed can be considerably high
- s ⇠ 25  30 - , therefore the deconfinement effect due to the blue-detuned
lattice might become a problem: in case of too low longitudinal confinement,
atom losses might occur. Thus, opportunely adding the red-detuned beam,
we can overcome this problem and, primarily, have a completely independent
control on the longitudinal frequency confinement simply changing the inten-
sity of such beam, without affecting at all the other parameters related to the
lattice. In this way we can explore different density regimes - i.e. different
regimes of interactions -; not only, we can also exploit such beam for example
to study squeezing effects on the system or to induce oscillations in the size
of the atomic cloud, which can be an useful probe as they are sensitive to
the regime of interaction [78].
This chapter is structured as follows: in the first part a brief description
of the regimes of degeneracy of one-dimensional systems is given, then the
experimental apparatus developed for the blue-detuned optical lattices and
the compensation red-detuned beam is shown in detail, together with all the
experimental characterizations and unexpected peculiarities of such a setup.
In the very end of this chapter, a detailed investigation of the dynamical
properties of the array of one-dimensional ultracold bose gases is shown.
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3.1 1D systems: regimes of quantum degener-
acy
Let us now focus more on the degeneracy regimes occurring in one-dimensional
systems in the presence of non-zero temperature and interactions.
To identify the behavior of the system one needs to define opportune
length and energy scales that are characteristic of the system itself. In par-
ticular, for a one-dimensional gas of bosons, a good approximation for the
actual experiments is again to consider the gas trapped in a harmonic po-
tential; thus, in this case, the characteristic energy scales are given by the
frequency !y of the longitudinal trapping, the temperature T and the inter-
action strength g1D [79]. Called y the direction in which the gas extends,
for N bosons interacting via a delta-function potential in one dimension the
Hamiltonian reads:
Hˆ =
h¯2
2m
Z
dy @y ˆ†@y ˆ+
g1D
2
Z
dy  ˆ† ˆ† ˆ ˆ+
Z
dy V (y)  ˆ† ˆ (3.1)
where  ˆ is the bosonic field operator, m the atomic mass and g1D > 0 the
coupling constant between the bosons, and the harmonic trapping potential
is given by V (y) = 12m!
2
yy
2. There are different experimental realizations
of one-dimensional bosonic gases, typically realizing highly non-symmetrical
trapping potentials. For a gas of ultracold bosonic atoms, it is often a matter
of highly elongated cylindrical traps with transverse frequency !?, for which
the relation !?   !y is strongly valid. In these cases, the interaction strength
g1D within each one-dimensional gas can be expressed through the three-
dimensional scattering length a and the transverse harmonic oscillator length
a? =
p
h¯/(m!?):
g1D =
2h¯2a⇣
1  Cp
2
a
a2?
⌘
ma2?
(3.2)
with the constant C = 1.4603 [79]. The ratio between the interaction and
the kinetic energies defines the dimensionless parameter  :
  =
Eint
Ekin
=
mg1D
h¯2n1D
(3.3)
where n1D represents the one-dimensional density on the gas. For harmoni-
cally trapped gases n1D = n1D (y); in this case also   parameter depends on
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the position along the longitudinal direction y. Anyway, first the description
is shown in case of an uniform gas, then it will be extended to the case of
the presence of a harmonic trapping potential [73, 74].
On the other hand, the temperature is taken into account defining the
dimensionless parameter [74]
t =
T
Tdeg
1
 2
(3.4)
being Tdeg = h¯2n21D/(2mkB) the temperature of quantum degeneracy for an
uniform gas, with kB the Boltzmann constant.
3.1.1 One-dimensional uniform systems
Strong coupling regime When     1, the bosons experience a strong
repulsive interaction. In this limit, for different temperatures the gas can be
in two different regimes: for t⌧   2, i.e. temperature much lower than the
degeneracy limit Td, the gas is degenerate and enters the so called Tonks-
Girardeau regime, where the strong repulsion prevents the atomic wavefunc-
tions to overlap, mimicking the exclusion Pauli principle for fermionic parti-
cles. When, instead, the temperature is significantly higher that the degen-
eracy point (t     2), the gas enters in a high-temperature fermionization
regime, where the gas is non degenerate but the bosons are still strongly
interacting. Regarding two-particles correlations, in this regime the corre-
lation length is still much lower than the thermal de Broglie wavelength
 T =
q
2⇡h¯2/(mT ), i.e. the two-particles correlations are still strongly sup-
pressed [80].
Gross-Pitaevskii regime When   ⌧ 1, the bosons are weakly inter-
acting, and they are degenerate if t <   2, i.e. T < Tdeg. In this case we
must identify two different regimes, as we must define another significant
temperature limit: Tph =
p
  Tdeg (t =   3/2), responsible for the presence of
phase coherence. For t <   2 the gas is always degenerate, but it is in the
Gross-Pitaevskii regime only if t <   3/2, when not only density fluctuations
but also phase fluctuations are suppressed.
Decoherent regime In the intermediate regime when Tph < T < Tdeg,
the gas is still degenerate but phase fluctuations are not suppressed within
the condensate: we have a decoherent quantum regime, or quasicondensate
[73, 74]. When t     2 (T   Tdeg), the gas is in a decoherent classical
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regime; differently from the high-temperature fermionic regime, in this one
the atoms experience a much weaker interaction.
3.1.2 One-dimensional trapped systems
In the presence of a longitudinal trapping, the temperature responsible for
the degeneration of the sample as a whole is Tq = Nh¯!y [80]. The regimes
of quantum degeneracy identified for the one-dimensional gas are the same
as for the uniform case, but the temperature scales must be rescaled with
respect to Tq, via the dimensionless parameter ✓ = T/Tq.
Physical quantities like the density profile and the pair correlations func-
tion can in this case be calculated within the so-called Local Density Ap-
proximation (LDA): for a sufficiently large system, when the density profile
varies in a smooth way, the system can be considered in good approxima-
tion to behave locally as an uniform gas, with a space-dependent chemical
potential equal to the local effective chemical potential:
µ (y) = µ0   V (y) = µ0   1
2
m!2yy
2 (3.5)
µ0 being the global equilibrium chemical potential. For the LDA to be valid
in order to calculate density profiles or for example local correlation func-
tions, the short-range correlation length lc (y) must be much smaller than the
characteristic range linh (y) in which the density profile changes. This kind
of inhomogeneity length can be defined as
linh (y) =
n1D (y)
|dn1D (y) /dy| (3.6)
and for sufficiently low temperature (T ⌧ Tq), the correlation length can be
expressed via the local chemical potential itself:
lc (y) =
h¯p
mµ (y)
. (3.7)
In the Gross-Pitaevskii regime of weak interactions the chemical potential is
simply µ (y) = n1D (y) g1D. In this regime the density profile is given by the
sum of two contribution: a degenerate one plus a thermal one. The former
is given by a Thomas-Fermi inverted parabola
nGP1D (y) = n
GP
0
✓
1  y
2
R2GP
◆
, (3.8)
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being RGP the Thomas-Fermi radius beyond which n1D = 0, and nGP0 the
density at the center of the sample. The thermal component is simply a
classical ideal gas described by Boltzmann statistics, which spatial density
profile is given by a gaussian thermal distribution for NTh particles at tem-
perature T trapped in a one-dimensional harmonic potential with frequency
!y:
nTh1D (y) =
NThp
⇡RTh
e y
2/R2Th (3.9)
where RTh is the temperature-dependent width of the gaussian. In the Tonks-
Girardeau regime (    1) the density profile of the degenerate component
is given by the square root of an inverted parabola:
nTG1D (y) = n
TG
0
s
1  y
2
R2TG
(3.10)
where the RTG is sample extension and the nTG0 central density.
At this point one can derive a complete phase diagram for finite-tempera-
ture one-dimensional system as in [73], according to [74]. Concerning our
experimental configuration, it is worth to add some considerations. Actually,
the initial aim of this work carried out exploiting blue-detuned optical lattices
plus a confining beam was to investigate, for example via Bragg spectroscopy
techniques, regimes of very low density and very strong interactions, but it
has not been possible. Actually, the experimental issues which prevent us to
reach very low longitudinal densities are due to the problems we run across
when dealing about the characterization of the longitudinal frequency. This
task is discussed in detail in section 3.3.
In fig.3.1 the N   T phase diagram derived for the typical parameters of
our system is shown; here the differently-colored regions show the different
regimes described above. For harmonically trap systems, we define another
dimensionless parameter, which provides a relation between the interaction
strength g1D and the longitudinal frequency !y [73]:
↵ =
mg1Day
h¯2
(3.11)
where ay =
p
h¯/(m!y) is the amplitude of the axial zero-point oscillations.
From this, a new parameter is derived: N⇤ ⌘ ↵2, which gives the high-
limit for the number of particles to have a Tonks gas. For our experimental
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Figure 3.1: N   T phase diagram for one-dimensional tubed, derived for a
single one-dimensional gas consistently with our experimental parameters,
according to [73, 74]. The gases produces in our experiment cover the re-
gion of the phase-space delimited by the dark green stripe, which gradient
filling is representative for the different contributions within the array. The
red(blue) straight lines represent Tdeg(Tph), whereas the black lines delimits
the strongly-interacting regions. When in the yellow region, the gas is in the
true Tonks regime, and when in the gray one we have the non-degenerate
fermionic gas. Concerning the weak-interacting zones, the blue one repre-
sents the true Gross-Pitaevskii regime while the pink one the decoherent
quantum gas. The ideal classical gas fills the light green region.
configuration N⇤ ' 34. The phase-space explored with our array of one-
dimensional systems is covered by a dark green stripe, and its gradient filling
is representative of the different contributions of the single one-dimensional
gases to the total sample. The blue line separates the two different degener-
ate weakly-interacting phases in which the phase fluctuations are suppressed
(light blue filling) or not (pink filling). The true Tonks gas occurs in the yel-
low region whereas in the gray zone the gas is still strongly interacting but
no more degenerate. When in the light green zone, the gas is just a classical
thermal one described by Boltzmann statistics.
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3.2 Experimental apparatus
In this section the experimental apparatus used to produce the array of one-
dimensional gases will be described. It will be divided in two fundamental
parts: first the description of the experimental apparatus necessary to realize
the two-dimensional blue-detuned lattice is presented, then a second part
will be dedicated to the description of the red-detuned beam exploited to
compensate the residual deconfinement along the longitudinal direction of
the gases due to the presence of the lattice. In the very end of the section a
paragraph will be dedicated to the detailed description of the experimental
issues we bumped into during the characterization.
3.2.1 2D blue-detuned optical lattice: setup
The two perpendicular blue-detuned optical lattices employed to produce the
one-dimensional gases are realized adapting part of the experimental setup
used for the red-detuned optical lattices, described in chapter 2. The setup
in this second configuration is shown in fig.3.2. The laser source used to
produce the blue-detuned lattice is the same one as in the red-detuned case,
a solid-state Coherent 899-21 Titanium:Sapphire ring laser whose internal
optics have been adapted to generate coherent light at the wavelength of
  = 765 nm. The output power in this case is P ' 2.3W, and the laser
mode stability is once again monitored by a proper setup composed by a
Fabry-Perot and a wavemeter. The total laser output power is divided in
two distinct beams to be dedicated to each one of the optical lattices; for
each beam an AOM is employed for a fine tuning of the light frequency
and to control the intensity during the different phases of the experiment.
More specifically, the two optical lattices beams are set to have frequencies
slightly different (with a reciprocal detuning of   ⇠ 150MHz) and orthogonal
polarizations in order to avoid interference between the two perpendicular
directions. As for the red-detuned case, the intensity is stabilized by aPID-
based feedback connected to AOMs, and the direct-time monitoring of the
intensities necessary for the feedback is done by making use of photodiodes.
As in the red-detuned lattices setup, each beam is transported by a fiber
into the section where the manipulation of the atomic sample takes place.
This second part of the experimental setup is shown in fig.3.3 and 3.4. In
this section of the experiment, the setup employed for the preparation of
the blue-detuned lattice beams is almost the same as used in chapter 2.
Only, we had to change some optics due to the different beams wavelength.
Also, in this case we exploit polarized beam-splitters - instead of dichroic
mirrors - for superimposing the lattice beams to the MOT ones. This is
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Figure 3.2: Experimental setup dedicated to the production of the two-
dimensional blue-detuned optical lattice. The laser light produced by the
Ti:Sapphire laser is divided into two beams destined to the two perpendic-
ular optical lattices. Each beam is sent through an AOM, then size and
polarization are properly chosen for the coupling with the input of the fiber.
The laser mode and frequency are monitored by a Fabry-Perot and a Lambda-
Meter. Here the optical lattice light is represented by the red-colored beam,
whereas the purple one stands for the compensation beam, superimposed
into the fiber of the x-direction lattice via a dichroic mirror.
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Figure 3.3: Experimental apparatus concerning blue-detuned optical lattice
propagating in x-direction. Both compensation beam and optical lattice are
superimposed to the MOT beam via a PBS, they shine the atomic sample
and then a dichroic mirror trasmits the light al   = 1064 nm and reflects
the one at   = 765 nm. A small percentage of the two beams is collected by
photodiodes for the intensity monitoring.
of fundamental importance for the x-direction, where the use of a dichroic
mirror is not possible due to the simultaneous presence of the beams at
  = 765 nm and   = 1064 nm. In fig.3.3 the setup concerning the blue-
detuned optical lattice propagating along x-direction is schematized. For
the intensity stabilization, two photodiodes are employed; in x-direction, the
small portion of light collected is opportunely filtered in order to distinctly
perform the stabilization for the lattice and the compensation. The standing
wave necessary for the periodic potential is realized retro-reflecting the light
at   = 765 nm via a dichroic mirror, which conversely transmits almost
entirely both the infrared compensation beam and the MOT beams.
Regarding the compensation beam, the detailed description of the exper-
imental apparatus is given in section 3.2.2. However, as evident in fig.3.2,
we chose to superimpose the two beams into the same fiber in order to can-
cel, after the fiber, almost all alignment tasks which one usually has to deal
with when needing to have a perfect superposition of two beams propagating
along the same direction. More details about this are given in section 3.2.3.
Concerning the optical lattice propagating along the z-direction, the setup
is shown in fig.3.4. For both lattices, we estimate that each passage of the
beam through a single glass wall of the atomic cell attenuates the beam in-
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Figure 3.4: Experimental apparatus concerning blue-detuned optical lattice
propagating along z-direction. The light at the output of the fiber is super-
imposed onto the MOT beam via a PBS, it shines the atoms and then it is
reflected back by a dichroic mirror. A small percentage of the lattice light is
collected by a photodiode for the intensity monitoring.
tensity of a factor ⇠ 0.85; this attenuation has to be added together with
the not-perfect reflection of the dichroic mirrors when dealing with the un-
balancing between incoming and returning beams. We must say that the
attenuation due to the cell walls is the leading one. For both lattices, the
size of the beam on the atoms position is about wOL ' 170µm.
Lattice calibration via parametric heating
Although numerical calculations can give us an a priori estimation of the lat-
tice depth starting from the physical parameters of the lattice beams, to take
into account all experimental contributions which can modify the effective
lattice depth experienced by the atoms, we performed an accurate calibration
of each optical lattice. In our experiment [36], up to now such a calibration
has been performed by shining the optical lattice on the atomic sample for a
time short enough - of the order of a few µs - to be in the Raman-Nath regime
[81], and exploiting the direct relation between the lattice depth and the root
mean square width of the momentum distribution of the diffracted sample,
as in [82]. However, in this new experimental configuration, realized with
the blue-detuned lattices plus the compensation beam, we have to deal with
some complications on the total trapping potential, as it will be described
in detail in the section 3.2.3. Actually, concerning the calibration, we sim-
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ply cannot assume that the lattice depth measured via the diffraction from
a fast lattice pulse is the same effectively experienced by the atoms when
loaded in the lattice with usual procedure - performed following ⇠ 250ms-
long ramps -. Indeed, in the configuration exploiting blue-detuned lattices,
exactly superimposing the beams is more difficult that for the red-detuned
case, therefore the final potential might not exactly have the minimum in the
same position. Thus, we must perform the calibration being sure that the
atoms have reached the equilibrium position. For this reason, we must ex-
ploit a different calibration technique, which allows to perform a calibration
of the effective lattice depth experienced by the atoms in the configuration in
which the measurements are carried out. In particular, we used parametric
heating to measure the frequency of the transition from lowest energy band
to the second excited one - which depends on the lattice depth s - , induced
by modulating the lattice depth after a slow loading of the atoms in the
lattice potential.
As shown in other works present in literature [83, 84], and as described in
[85], different kinds of resonances can be excited by parametrically heating
the sample; in our case, as sketched above, transitions between different en-
ergy bands of the atoms in the optical lattice can be induced by modulating
the lattice depth (i.e. modulating the light intensity) at the frequency reso-
nant with the transition. In the figure 3.5, energy band structures are shown
for different values of the lattice depth. When the modulation frequency is
on resonance with the transition between the lowest energy band and one of
the higher energy bands, part of the atoms can be transferred to these bands;
in particular, for this kind of excitations the atoms from the lowest energy
band must be transferred to bands with even principal number, because an
amplitude modulation of the lattice correspond to an even-parity transition
[86]. If these bands have energies higher than the actual lattice depth, we
lose the atoms from the sample. Thus, measuring the atom losses as a func-
tion of the frequency we find the transition frequency as the one where the
losses are maximized, and extract from that value the corresponding value
of the lattice depth s. In particular, to do the calibration we focussed on
the transition between the lowest energy band to the second excited one -
the most probable even-parity transition -, as sketched by the curved black
arrows in fig.3.5.
The experimental time-sequence for the lattice calibration and a typical
spectrum are reported in fig.3.6. Once the atoms have been loaded in a single
lattice following an exponential loading ramp (total duration  t = 500ms to
let the atoms reach the equilibrium position, time constant ⌧ =  t/3), the
lattice depth is modulated at a frequency ⌫mod for a fixed number of oscil-
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(a) (b)
(c) (d)
Figure 3.5: Exemplifying scheme of the energy structure of the bands aris-
ing when loading the ultracold atomic sample in an optical lattice. Figures
(a),(b),(c),(d) show respectively the band structures at the lattice depths of
s = 0, 5, 15, 30. Different colors are for different band indexes. The black
arrows represent the transition from the fundamental energy band to the
second excited one.
lations (Ncycles = 100). The modulation frequency is then varied in a range
of tens of kHz, while the total holding time in the lattice is kept constant at
tH = 10ms for all frequencies (fig.3.6(a)). Afterwards, the lattice depth is
decreased following a reversed exponential loading ramp, symmetrical to the
loading one. At this point all the remaining trapping potentials are switched
off and after ttof = 22ms an absorption image of the atomic cloud is recorded.
From the density profile the total number of atoms is extracted and plotted as
a function of the modulation frequency, obtaining in this way the spectrum.
We repeat this operation for different values of the power of the lattice beams.
In fig.3.6(b) one of the spectra obtained is reported. Here, three losses peaks
are clearly visible; the data are then fitted with the sum of three different
gaussian functions. The values of the resonances, starting from the left, are:
⌫02/2 = 36.9 ± 0.3 kHz, ⌫02 = 74.3 ± 0.5 kHz and ⌫04 = 118 ± 2 kHz. This
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(a) (b)
Figure 3.6: Lattice calibration via parametric heating. In fig.(a) the exper-
imental time sequence for the calibration is shown. The lattice is switched
on following an exponential ramp of total duration  t = 500ms and time
constant ⌧ =  t/3, then it is kept on for tH = 10ms. While it is at its
maximum value, the lattice depth is modulated at a variable frequency ⌫mod
for 100 cycles. The lattice is switched off following a reversed exponential
ramp symmetrical to the loading one. In fig.(b) the spectrum obtaining
plotting number of atoms as a function of ⌫mod is shown. The number of
atoms estimation is done from the density profile of the cloud, obtained from
absorption images recorded after TOF. Here, the measured resonances are:
⌫02/2 = 36.9 ± 0.3 kHz, ⌫02 = 74.3 ± 0.5 kHz and ⌫04 = 118 ± 2 kHz, all
consistently giving a resulting lattice depth of s = 32± 1.
resonances have been identified as follows: ⌫02 corresponds to the transition
from the lowest energy band to the second-excited one, whereas ⌫04 is the one
for the transition to the fourth-excited one. Concerning the one labelled as
⌫02/2, it reasonably corresponds once again to the transition from the lowest
energy band to the second-excited one, but in this case the atoms performing
the transitions absorb twice energy coming the lattice modulation. All these
resonance frequencies are consistent with a lattice depth of s = 32± 1. The
same measurement is performed for different beam intensities, and in this
way we obtain a full experimental calibration of the lattice depth provided in
each direction; with this strategy we estimate an accuracy in the calibration
of about 10%.
3.2.2 Red-detuned compensation beam
The choice of the strategy employed for the production of an ensemble of
one-dimensional gases came from the purpose of having a complete control
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on the confinement frequency along the gases, mainly in order to explore
different regimes of densities and therefore of interactions. The use of blue-
detuned optical lattice is very convenient for the fact that the transverse
gaussian intensity profile provides an additional longitudinal deconfinement,
which besides can result considerably high for lattice depth necessary for the
production of gases which are effectively uncoupled. Adding an extra red-
detuned longitudinal confinement provided by the red-detuned beam allows
us to have an independent control on the longitudinal confinement.
The red-detuned beam employed, from now on called as “compensation
beam”, has a wavelength of   = 1064 nm and has been obtained from a
portion of the output light of the same Innolight Coherent Mephisto-Mopa
laser used to produce the dimple beam. The experimental apparatus used
to prepare the compensation beam is sketched in fig.3.7; there for semplicity
only the optics employed for the compensation beam are reported. The se-
lected portion of light is directly sent into the input of a high-power photonic
crystal NKT fiber, once its size and polarization have been properly set by
a series of waveplates and lenses. The output of this fiber is situated on
the part of the experimental setup where the lattice beams are prepared, as
it can be seen in fig.3.2. There the compensation beam passes through an
AOM employed for the intensity control of the beam and the first diffracted
order is superimposed to the blue-detuned x-direction lattice beam via a
dichroic mirror and then both beams are sent into the input of the fiber
which transports the two beam in the section of the apparatus sketched in
fig.3.4. Here, some optics are employed for properly choosing their size and
polarization of the two beams at the atoms position; then, while the optical
lattice beam is retro-reflected by a dichroic mirror, the compensation beam
is almost completely transmitted. We must note that, residual reflections of
the dichroic mirror can produce a spurious optical lattice due to interference
effects of the compensation beam. To minimize it, we employed a dichroic
waveplate placed before the dichroic mirror in order to rotate only the po-
larization of the compensation beam, optimized to behave as a lambda-zero
one for the beam at   = 765 nm and as a quarter-waveplate for the beam at
  = 1064 nm. This task will be explored later in this section.
Confinement potential
Concerning the further trapping potential provided along the one-dimensional
systems by the compensation beam, it can be considered in harmonic approx-
imation, with a resulting frequency depending on the beam intensity in the
center of the beam I0 = 2P/(⇡w2c ), being P the power and wc ' 140µm the
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Figure 3.7: Section of the experimental setup dedicated to the preparation of
the compensation beam. The output of the Mephisto laser passes through a
PBS installed to select the amount of light destined to the dimple beam and
the one for the compensation beam. After a series of optics employed for the
proper selection of polarization and size of the beam, the compensation beam
is directed into a fiber which leads the light to the part of the experiment
where the optical lattice beams are manipulated (see fig.3.2).
beam size. In this approximation the frequency reads:
!c =
s
 U0I0
mw2c
(3.12)
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measures the strength of the dipolar interaction between the 87Rb atoms and
the light at the frequency !c. Here !D1,2 are the resonance frequencies for
the D1 and D2 atomic transitions,  D1,2 the linewidths of the two transitions
and c the velocity of light [3]. In our case, we expect to have a confinement
potential of
⌫c(Hz) ⇠ 1.34
p
P (mW) (3.13)
and to have an experimental check we measured the frequency along the
longitudinal direction of the tubes for different beam intensities, as reported
in fig.3.8 as a function of the power (orange dots), together with an analytical
estimation (green dashed line). The frequencies are measured using the in-
trap oscillations of the center of mass of the atomic cloud after an induced
displacement from the in-trap equilibrium position. In fig.3.8, the fit (blue
dashed line), performed with a function - for the frequency - proportional to
the square root of the power, gives the following result:
⌫c(Hz) = (1.21± 0.01)⇥
p
P (mW). (3.14)
The small deviation from the value in eq.3.13 obtained from the calculations
can be explained by the presence in the setup of optics that attenuate the
intensity of the compensation beam effectively illuminating the atoms. Com-
paring the measured value of the confinement frequency in eq.3.14 with the
a priori estimation in eq.3.13 we find that the effective intensity reaching the
atomic sample is Peff ⇠ 0.8P .
Optical lattice at   = 1064nm: minimization via diffraction by a
fast lattice pulse and via dynamical instability
In the section dedicated to the description of the experimental apparatus
employed for the compensation beam we already outlined the presence of
a dichroic wave-plate situated just before the dichroic mirror which retro-
reflects the x-direction lattice beam. This wave-plate behaves as a quarter-
waveplate for the light at the wavelength of 1064 nm and as a zero-waveplate
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Figure 3.8: Trapping potential provided transversely by the red-detuned
compensation beam: harmonic approximation. The resulting frequency is
reported as a function of the power of the beam. The green dashed line
represent the numerical estimation considering a beam size of wc ⇠ 140µm,
the orange dots report the confinement frequencies experimentally measured
inducing in-trap dipole oscillations and the blue dashed line gives the fit
performed with a function ⌫c = Ac
p
P , giving as a result for the coefficient
Ac = 1.21± 0.01Hz⇥mW 1/2.
for the one at 765 nm. It has been implemented in order to avoid lattice
effects at   = 1064 nm which might occur due to the spurious reflection of
the compensation beam by the dichroic mirror, and its angle has been op-
timized by minimizing the optical lattice depth produced by the beam at
  = 1064 nm. We did this in two steps: (i) looking at the diffraction induced
by a fast optical lattice pulse, then (ii) by making use of the dynamical insta-
bility phenomenon. In fig.3.9 the interferograms resulting from the diffraction
induced by the x-direction optical lattice beam in the hybrid potential plus
the compensation are shown. Note that in this case we had to use a secondary
imaging beam, propagating along the y-direction; the images shown in fig.3.9
are thus realized in the x-z plane. Little out of focus problems appear evi-
dent in the images; since this secondary imaging setup is employed only for
same testing, we decided to not change it. The image shown in fig.3.9 (a)
has been recorded before doing any optimization of the dichroic wave-plate
position. Here undesired interference effects effect are evident: in addition to
the diffraction peaks due to the presence of the lattice at   = 765 nm, other
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Figure 3.9: Time-of-flight images after expansion from the hybrid trap plus
x-direction optical lattice and the compensation potential, recorded after
a lattice pulse of a few µs of duration. Fig.(a) has been acquired before
the optimization of the dichroic waveplate, fig.(b) after. In both cases the
atoms diffracted by the optical lattice at   = 765 nm are visible. In fig.(a)
also undesired other density peaks are visible: the ones due to the residual
lattice at   = 1064 nm - with momentum ±2h¯k1064 - and the ones due to the
dichromatic lattice - with momentum ±2h¯(k765   k1064) -.
density peaks are visible. As sketched in the figure, they can be related to the
residual standing wave provided by the compensation beam - the one with
momentum ±2h¯k1064, being the wave-vector k1064 = 2⇡/ 1064 = 5.9µm 1 -
and to the bichromatic lattice - the one at ±2h¯(k765   k1064) - originating in
the presence of the two lattices with different periodicities (the main lattice
wave-vector is k765 = 2⇡/ 765 = 8.2µm 1).
For the first rough minimization, we simply rotate the dichroic waveplate
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in order to minimize the visibility of this peaks, then, when the latter are no
more visible, we exploit the dynamical instability phenomenon to probe very
shallow lattice depths and eliminate almost completely these undesired inter-
ference effects by making the polarization of the two compensation beams -
the main one and the residual retro-reflection - exactly orthogonal. Dynami-
cal instability, experimentally demonstrated a few years ago [15], occurs for a
kicked BEC in a periodic potential, when the momentum kick is sufficiently
high to exceed a critical value which depends on the lattice depth. In this
case, even small deviations from the stationary state grow exponentially in
time, destroying the condensate [87]. This phenomenon occur even in the
presence of a very shallow periodical potential, therefore it is a very sensi-
tive probe for the presence of an optical lattice. In this second, fine, step
of minimization, we induce dipole oscillation along the x-direction for the
BEC loaded in the hybrid potential plus the compensation beam, character-
ized by a strong enough momentum kick to cause the dynamical instability.
Once saw this phenomenon, we finely optimize the waveplate angle in order
to minimize this effect. In fig.3.9 (b) the image shown is recorded after the
whole optimization procedure; the spurious peaks completely vanished.
Before moving on, we must add a comment on the timescales of the ex-
periments: due to the different natures of the deconfinement/confinement
provided by the optical lattices and the compensation beam, we must pay
attention to the different dependence of the resulting frequency on the beam
intensities. Just to have ad idea, in fig.3.10 the temporal dependence - during
the standard exponential loading ramps - of the deconfinement frequency in-
duced by a single blue-detuned optical lattice (blue line) and the confinement
frequency provided by the compensation beam is reported (orange line), for
the case of gaussian beams, with ⇢ = 0.8. Here the power of the red-detuned
beam at the end of the ramp - P fcomp = 1.75W - is chosen to exactly compen-
sate the deconfinement. The solution would be simple if we had to deal with
the ideal case shown in the figure: adapting the temporal dependence of the
ramps in order to exactly compensate the deconfinement for any time t dur-
ing the loading. In the inset of fig.3.10 the green line represents the loading
ramp to be followed for the compensation beam intensity in order to do that,
for the ideal case shown in the main figure. Here, the standard exponential
loading ramp (black dashed line) is reported as a reference. However, in the
experiment we discovered some issues relative to the z-direction optical lat-
tice - described in detail in the following section - which prevent us to have a
precise control on the trapping frequencies, as the spatial beam profile of this
lattice turned out to be very different from a gaussian one. Thus, we simply
decided to switch on not simultaneously the optical lattices and the compen-
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Figure 3.10: Temporal dependence of the deconfinement frequency of a single
optical lattice (blue line) and of the confinement frequency of the compensa-
tion beam, calculated for final value of sf = 30 and P fcomp = 1.75W. In the
inset the compensation loading ramp adapted in order to exactly compensate
the deconfinement (green straight line) is shown, together with the standard
exponential one (black dashed line).
sation beam. The former is switched on following the standard exponential
ramp only when the latter has reached its maximum power.
3.2.3 Experimental issues
As sketched in the introduction, the initial main aim for the choice of using
the combination of blue-detuned optical lattices and a red-detuned beam was
to have a complete control on the longitudinal frequency of the gases, in order
to explore different density regimes, that is different interaction regimes. But,
throughout the development of the experimental apparatus, we run across
some experimental issues due to the spatial profile of the beams and the
combination of the effective potentials produced by them.
First, the main issue we bumped into was the difficulty of having a fully
gaussian profile of the z-direction optical lattice beam: probably due to im-
perfection on the optics that we were could not fix, even after a lot of exper-
imental attempts - as they are probably coming from some optics situated in
a not accessible section of the setup -, we found out that the spatial intensity
profile was ragged, therefore showing more than one intensity maximum and
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thus complicating the effective potential experienced by the atoms. For this
reason, in order to understand better the issue, we performed a detailed char-
acterization of the longitudinal potential, in particular of the one provided
by the z-direction optical lattice: in a quantitative way, via the measurement
of the induced deconfinement effect, and also in a more qualitative way, from
the observation of the in-trap density profile of the sample loaded in the total
potential, in order to have a “cartoon”-like picture of the situation occurring
for the atoms.
Deconfinement effect measurement
For the experimental measurement of the deconfinement effect induced by the
presence of blue-detuned optical lattices, we induce in-trap oscillations of the
center of mass position and measure the frequency; such a measurement is
repeated for different lattice depths s, for a fixed power in the red-detuned
compensation beam. In fig.3.11 (a) the frequencies obtained performed in-
ducing in-trap dipole oscillations in the presence of the compensation beam
plus the z-direction able detuned optical lattice are reported as a function
of s (blue dots). Here, the red dashed line represent a simulation realized
for parameters consistent with our experimental configuration. Concerning
the frequency measurement, we must specify that in the presence of the lat-
tices the oscillations show a strong damping, which, besides, increases as s
increases, often making the measurement very difficult and time-consuming
as it needs a lot of statistic - for s ⇠ 20   30 the error in the estimation
can be even of the order of 30   40% -. This phenomenon might be re-
lated to the shape of the trap in which the sample oscillates: the oscillation
might be rapidly softened by the potential inharmonicities [88]. In fig.3.12
two exemplifying measurements of the frequency carried out inducing dipole
oscillations are shown: for s = 10 (pink circles for the data, pink line for the
fit) and s = 15 (blue circles for the data, blue line for the fit). Here the center
of mass position along the y direction is reported as a function of time. The
fit is performed with a sinusoidal function multiplied for a damping term; as
evident, for s = 10 a clear damping in the oscillation is already evident - from
the fit ⌧s=10 = (36± 6) ms -, and for s = 15 the damping effect - from the fit
⌧s=15 = (6.6± 0.8) ms - even prevents a good measurement of the frequency,
as the oscillation is almost completely attenuated already before the end of
the first period. Without the presence of the lattice, no damping is present.
The main issue we run across, as might be seen in fig.3.11 (a), was the
fact that, when increasing the lattice depth, beyond a certain value of s the
frequency stops decreasing and starts to increase again; moreover, this phe-
nomenon turns out to be highly depending on the relative position between
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Figure 3.11: Deconfinement effect induced by the presence of the optical
lattices. In fig.(a) the frequencies measured inducing dipole oscillations are
reported as a function of s (blue line), together with the calculation (green
dashed line). In fig.(b) the measured frequencies are shown as a function of
the displacement between the lattice beam and the hybrid trap minimum.
In fig.(c) a calculation of the total frequency is shown as a function of s, in
case of a perfect alignment (red line) and for a displacement of 15µm (blue
line).
the optical lattice beams and the compensation beam, especially in the direc-
tion in which the 1D gases take place. Indeed, investigating more deeply this
specific issue, we found out that even a small displacement of a few microns
is effectively affecting the longitudinal frequency, as can be seen in fig.3.11
(b). Here, the reported frequencies are measured for different position of
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Figure 3.12: Dipole oscillation of the longitudinal center of mass: the position
(circles) is reported as a function of time. Here, two measurement are shown:
for s = 10 (pink) and for s = 15 (blue). For both cases the fit (pink and
blue lines respectively for s = 10 and s = 15) is performed with a sinusoidal
function multiplied for a damping term.
the z-direction optical lattice with respect to the potential minimum of the
hybrid trap: even a displacement of a few microns is enough to considerably
affect the resulting frequency. This fact makes the experimental precision
necessary for the alignment of the beams very high. Concerning this task,
from the observation of the experimental stability during the day, we discov-
ered that there are drifts in the position which already make the apparatus
beyond the precision needed. Still on the question of the effect of misalign-
ments on the potential, in fig.3.11 (c) the total frequency is calculated as a
function of s, for two different position: for an ideal perfect alignment (i.e.
no displacement, red line) and for a displacement of 15µm. The simulations
shown confirm the experimental suggestions about the effect of a, even little,
misalignment, showing that for s > 10  15 the the issue is already evident.
Aware of all these considerations, we developed a specific alignment strategy,
which will be debated in the following.
Concerning the x-direction optical lattice, an analogous characterization
of the provided deconfinement has been carried out: and in this case no
peculiar behavior occurs, and the effect is in agreement with the calculations.
Aware of the informations obtained with the complete characterization of
the potential, and of the difficulties about the perfect superposition of the
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beams, for the measurements shown in section 3.3 the reported frequencies
are measured in the presence of all the potentials.
In-trap density profile with z-direction optical lattice
In order to have further informations about the effect of the presence of the
lattices - especially the vertical one which seems to have a strange spatial
profile - we looked at the in-trap density profile of the atomic sample, which is
shown in fig.3.13 (b). Here, the atoms are trapped in a overall potential given
by the sum of the hybrid trap plus the compensation potential and the re-
pulsive lattices potentials. In fig.3.13 (a) the corresponding one-dimensional
density profile - integrated along the vertical direction - is reported. In both
cases the density results very ragged, reasonably because of the shape of the
intensity profile of the z-lattice beam. In fig.3.13 (c) we report a cartoon
representing the structure of the potential suggested by the density profile;
here the inset shows the case without the z-lattice potential, confirming that
the latter has a complicate spatial intensity profile. Even if from the images
we only have qualitative informations, we may also reasonably suppose that
also that the ragged profile of the potential in the presence of the z-lattice
considerably affects the frequencies effectively experienced by the atoms in
the trap. Furthermore, looking at the beam profile on a CCD camera, we
found confirmations about the ragged shape of the beam profile.
Optical lattice alignment strategies
In the section dedicated to the description of the experimental apparatus we
already illustrated the choice of superimposing the x-direction optical lattice
and the red-detuned compensation beam into the same fiber, to be trans-
ported to the section of the apparatus where the atoms are manipulated.
We chose this strategy in order to minimize possible problems in the recip-
rocal alignment of the two beams at the position of the atoms. Even if we
implemented an achromatic collimator at the output of the fiber and pay
attentions in order to minimize any dichroic effect, we were not able to avoid
mismatch in the position of the two color beams. We experimentally inves-
tigated in a more detailed way the issue, shining the two beams on the same
CCD camera employed for the absorption imaging of the sample, obtaining
in this way the transverse spatial profile of the beams in correspondence of
the atoms position. Doing this, we discovered that not only we do not have
a real control on the reciprocal position between the two beams, but also
the reciprocal distance is not constant. We suppose that it might be due
to different points/directions of incidence in the optics for slightly different
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Figure 3.13: In-trap density profile of the atomic sample in the potential
given by the sum of the hybrid trap, plus the blue-detuned z-direction lattice
and the compensation beam. In fig.(b) the bi-dimensional profile recorded
in the y-z plane via absorption imaging is reported. In fig.(a) the same
profile, integrated along the vertical direction, is shown. In fig.(c) a cartoon
representation of the total potential and of how the atoms distribute is given.
Here, the inset shows the density distribution (and the potential) for the case
without the z-lattice.
alignments.
Aware of this issues, we developed some strategies for an accurate align-
ment, in order to minimize the problems occurring from the superposition
of the potentials. The typical procedure followed in the experiment is the
following:
1. Red-detuned compensation beam alignment - without the presence of
the x-direction optical lattice - realized directly maximizing the effect
- of increasing the density - on the atomic sample, paying attention to
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produce the minimum of the potential with and without the compensa-
tion beam in the same position, especially along the y-direction, where
the one-dimensional gases will take place.
2. Check of incident x-direction optical lattice beam effect, without the
retro-reflected one. To do this, we completely misalign the retro-
reflection rotating a lot the dichroic mirror. Because of lack of re-
producibility in the displacement between the two lattice beams, we
actually need to check the deconfinement effect of the lattice one after
the alignment. We check the in-trap density profile in the presence f
the x-direction incoming lattice beam plus the compensation one, in
a configuration which produces two potential wells. Here, we finely
adjust the alignment balancing the number of atoms in the two clouds.
3. Alignment of the retro-reflected x-direction optical lattice beam. The
first rough alignment is performed sending the beam back to the in-
put of the fiber; this step is often enough to reach a good alignment.
Then, a finest alignment is done via the diffraction of the atoms from
a fast - of a few µs - lattice pulse, maximizing the root mean square of
the momentum distribution after some expansion (see the calibration
paragraph for more details). This technique is not very reliable in our
case for an accurate calibration of the lattice depth, but it is anyway a
probe good enough for the daily check of the alignment.
4. Alignment of the incident z-direction lattice beam, without the retro-
reflected beam - which effect is eliminated as for the x-direction lattice
case -, performed maximizing the effect on the atoms trapped in the
hybrid potential plus the compensation beam one. This step turned out
to be the most delicate one, as the procedure of maximizing the effect
is not always straightforward. More precisely, due to the complicate
density profile of the lattice beam, we must pay attention to the density
profile resulting in this potential.
5. Alignment of the retro-reflected z-direction lattice beam. As for the x-
direction lattice case, the first alignment is done using the fiber. Then,
the fine adjustment is performed via the fast-pulse diffraction tech-
nique.
6. Check of atomic density profiles after abrupt expansion from the total
potential: this final step allows us to do a further check of the goodness
of the alignment obtained. Indeed, if the spatial density profile does
not show particular heating or any strange peculiarity (as for example
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lateral density peaks), we consider the alignment procedure completed
and successful.
In order to have a more dilute initial sample, which results - when loading
the sample into the two-dimensional lattice - in a higher number of tubes,
therefore with a lower longitudinal density, we add a further step in the
experimental procedure: a hybrid trap decompression. Practically, at the
end of the BEC production process, we lower - following a linear ramp - the
intensity of the dimple beam, down to values of about ⌫dimple? ⇠ 50Hz.
Before moving on to the investigation of the dynamical properties of the
array, it is worth to add some consideration about the parameters of the
system under consideration. The initial aim of this Ph.D. project was to
reach an experimental configuration with the full control over the longitudinal
density of the gases, in order to explore different regimes of interactions,
and in particular very low density regimes. For example, the ideal set of
parameters we aimed to obtain would have been the following: an array of
about 3000 1D gases with a longitudinal frequency of ⌫y ' 10   15Hx,  ¯ '
2.5 3 -averaged over the whole array- and a reduced interaction temperature
of t ' 1.7. Unfortunately, the experimental issues discovered, which mainly
come from the z-direction lattice, prevent us to enter a similar regime in a
reproducible way. In the final experimental configuration obtained we have
about 6500 1D gases with a longitudinal frequency of ⌫y ' 65Hx,  ¯ ' 1.5
and t ' 1.7. However, even if we did not succeeded in entering a very low
density regime, the sample obtained explores a critical intermediate regime
(see fig.3.1) in which the interactions still play a fundamental role and affect
the dynamical behavior of the 1D gases. Moreover, in this kind of regime,
we perform a completely novel comparison between two different physical
observables which are the momentum and energy transfer induced by inelastic
light scattering.
3.2.4 Distribution of the atoms in the array
When producing one-dimensional systems with Bose-Einstein condensates in
optical lattices, we effectively realize an array of gases with different charac-
teristic parameters, due to the fact that each gas contains a different number
of atoms. Moreover, probing the system as a whole, as in our case, we must
take into account the sample inhomogeneity in a proper way.
As in [36], we take into account this fact averaging the single parameters
over the distribution of the number of atoms within the array: the latter is
strongly depending on the overall trapping potential. Given the total number
in the sample N3D, the average is done over the probability distribution [93]:
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Figure 3.14: Distribution of the number of atoms among the tubes after the
loading of a three-dimensional BEC into a two-dimensional optical lattice.
The number of atoms in each tube is reported as a function of the indexes
of the tube. This distribution is consistent with our configuration. In the
central tube (i = j = 1) N1,1 = Nmax ' 130.
P (N) =
2
3
1
N2/3maxN1/3
(3.15)
which is representative of the situations typically realized in the experiments
of ultra-cold atoms in optical lattices. Assuming a negligible contribution of
the tunneling between the tubes, the distribution of the atoms within the
array is obtained directly as a snapshot from the original three-dimensional
density profile of the sample:
Ni,j = Nmax

1  2⇡Nmax
5N3D
 
i2 + j2
  3/2
(3.16)
for Ni,j  Nmax, and it follows directly from the minimization of the total
energy of the array with respect tot the number of atoms in each tube [76].
In eq.3.15 and 3.16 Nmax is the maximum number of atoms in the tubes, i.e.
in the central one; it depends on the shape of the overall original trapping
potential where the three-dimensional BEC is produced. In fig.3.14 an exam-
ple of how the atoms distribute in the one-dimensional gases when the BEC
is loaded into a two-dimensional optical lattice is shown. This distribution is
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obtained for experimental parameters consistent with our setup, i.e. overall
confinement frequencies of (!x,!y,!z) ' 2⇡ ⇥ (50Hz, 65Hz, 50Hz) (y refers
to the longitudinal direction of the tubes) and a total number of atoms in the
three-dimensional degenerate sample at the beginning of N3D ' 3.5 ⇥ 105;
the resulting number of atoms in the central tubes Nmax ' 130. From such
a distribution, we can obtain the fundamental parameters, as for example  ,
weighting the parameters of each tube with the number of atoms that the
tube contains.
3.3 Dynamical properties investigation: mea-
suring momentum and energy transfer
In the following we will show our investigation of the dynamical response
of an array of one-dimensional interacting bosons, performed via inelastic
scattering of light. First I will present the description of the fundamental
quantities to be studied to explore the dynamical properties, then the dis-
cussion will continue from the experimental point of view, connecting the
physical quantities to the observable measured in the experiment. In the last
part the experimental measurements and results are shown and discussed.
The ground state properties of an interacting Bose gas have been ana-
lytically derived in the far ’60s by E. H. Lieb and W. Liniger [89]. When
dealing with dynamical properties, they showed that for all values of the in-
teraction strength it is convenient to sketch the energy spectrum as a double
spectrum of elementary boson excitations; the type I excitations or “particle
states”, which correspond to the one obtained from Bogoliubov’s perturba-
tion theory for weak interactions, and the type II excitation or “hole states”
which are completely unaccounted for by this theory [90]. In the limit of
strong interactions, they recover Girardeau’s results about fermionization of
hard-core bosons [91]. Since dynamical properties are not accessible via the
thermodynamic Bethe ansatz solution of the Lieb-Linger model suitable for
studying the equilibrium properties [89, 90], recently the dynamical response
of one-dimensional bosons gases has been studied for arbitrary interactions
[92, 93] mixing integrability properties and numerics.
3.3.1 Dynamical structure factor S(q,!)
In particular, one of the most interesting quantities to be investigated for a
one-dimensional system of N bosons of length L is the dynamical structure
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factor
S (q,!) =
Z L
0
dy
Z
dte i(qy !t)h⇢ (y, t) ⇢ (0, 0)i (3.17)
where ⇢ (y) =
PN
j=1   (y   yj), that is Fourier transform of the zero-temperatu-
re density-density correlation function [92, 93]. For a homogeneous gas of
bosons with delta-contact interaction g1D  (yi   yj), the Lieb I and II excita-
tion modes are identified by the dispersion relations ✏± (q), which exist both
only in the strongly interacting (    1, Tonks Girardeau) case, while in the
weak interacting regime (  ⌧ 1, Bogoliubov) the Lieb II mode correspond to
the gray soliton-type excitation [94]. Remind that the interaction parameter
is   = mg1D/(h¯n1D), where in the homogeneous case the one-dimensional
particle density is simple n1D = N/L. The dynamical structure factor has a
power-law divergence at the correspondence of the Lieb I mode and vanishes
at the threshold given by the spectrum of the Lieb II mode [93].
In the asymptotic limit of strong interactions (    1) the dynamic struc-
ture factor is delimited by the two Lieb modes, whose dispersion relations in
this regime are:
✏± (q) =
    ⇡h¯2n1Dqm ± h¯2q22m
     . (3.18)
Here the dynamic structure factor is almost constant in the region between
the two Lieb excitation modes:
S (q,!) / 1
q
✓ (h¯!   ✏  (q)) ✓ (✏+ (q)  h¯!) (3.19)
where ✓ (x) represents Heaviside theta function. On the other hand, when
in the weakly interacting case, the dispersion of Lieb I mode approaches the
Bogoliubov spectrum:
✏+ (q) =
s
(vsh¯q)
2 +
✓
h¯2q2
2m
◆2
(3.20)
with the collective sound velocity given by vs =
p
g1Dn1D/m. In this limit
the dynamical structure factor approaches a delta-function:
S (q,!) / q
2
✏+ (q)
  (h¯!   ✏+ (q)) . (3.21)
where   (x) represent the Dirac delta function.
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All these results holds for a homogeneous Bose gas with periodic boundary
conditions. When adding a, even smooth, longitudinal harmonical potential,
one must consider the dependence of the density n1D = n1D (y) on the spatial
coordinate, which affects directly the dynamic response. Provided that the
frequency !long and the excitation momentum q are such that the charac-
teristic length llong =
p
h¯/(m!long) of the longitudinal confinement is much
lower that the inverse of the momentum (llong ⌧ q 1), one can then consider
a dynamic structure factor S¯ (q,!) averaged over the density n1D (x) of the
one-dimensional gas:
S¯ (q,!) / 1
q2
hp
(✏+ (q)  h¯!) (✏  (q) + h¯!)
 ✓ (✏  (q)  h¯!)
p
(✏+ (q) + h¯!) (✏  (q)  h¯!)
i
⇥ ✓ (✏+ (q)  h¯!)
for the strongly interacting regime, while for   ⌧ 1:
S¯ (q,!) / 1
q
(h¯!)2    h¯2q2/(2m) 2p
✏+2 (q)  (h¯!)2 ✓ (✏+ (q)  h¯!) ✓
 
h¯!   h¯2q2/(2m)  .
(3.22)
We must remark that these results are valid for a single gas, but in the
experiments one-dimensional systems are typically not singularly produced,
but within an array. Thus, as sketched before, when dealing with measure-
ments performed on the ensemble as a whole as the ones presented in this
thesis, we must also consider the effect of the averaging on an array on differ-
ent one-dimensional gases, characterized by different densities and regimes
of degeneracy; this can affect the signal in a way that strongly depend on
the distribution of the atoms among the different tubes [93].
Temperature effects
All results derived so far do not take into account finite temperature ef-
fects. Instead, in real experiments deviations from the T = 0 result might be
observed. Considering finite temperature effects corresponds to taking into
account not only absorption processes (! > 0) but also temperature-induced
spontaneous emission ones (! < 0). Assuming to be at thermal equilibrium,
it is sufficient to consider only absorption processes by making use of the re-
lation between the probabilities of energy emission S (q, !) and absorption
S (q,!), which is given by the the detailed balance equation:
S (q, !) = e h¯!/(kBT )S (q,!) (3.23)
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being kB the Boltzmann constant. Anyway, making use of the Bragg spec-
troscopy technique, where we do not measure directly the scattered probe
but the effect on the sample, we do not actually measure S (q,!), but the
difference S (q,!)   S ( q, !), where as a matter of fact the temperature
contributions almost cancel out. For more details about this task, we refer
to [93].
3.3.2 Bragg spectroscopy: momentum and energy trans-
fer
At this point, once discussed the physical meaning and the characteristics of
the dynamical structure factor in one-dimensional systems, one must discuss
about the possibilities of experimentally measuring this quantity. It must
be noticed that the description derived above is valid in the two limit cases
of     1 and   ⌧ 1, whereas in our measurement we are exploring an in-
termediate regime, where   ⇠ 1. For this reason, we cannot consider that
treatment quantitatively, but just as an indication.
Since the late ’90s, in order to learn informations about the density-
density correlations functions of trapped Bose-Einstein condensates, a very
useful technique implemented is the two-photon Bragg spectroscopy, which
has been employed for this aim in several remarkable experiments [95, 96].
This technique exploits two laser beams to impart non-zero momentum and
energy to the sample, provided that energy and momentum conservation laws
are fulfilled. The technique is explained in detail in the following; anyway, it
is a good way to extract information about the characteristic energy spectra
and about the dynamical response of the system.
Bragg spectroscopy: experimental technique
Practically speaking, when shining on an atomic sample two off-resonant
laser beams with slightly different frequencies, two-photon transitions can be
excited: when the frequency difference between the two beams corresponds
to the energy necessary to the atom to perform the transition, the atom may
absorb a photon from a beam and emit one in the other one. As a conse-
quence, the total momentum change of the atoms is given by the difference
between the momentum of the absorbed photon and the one of the emitted
one, therefore strongly depending on the angle between the two beams.
For two laser beams at the wavelength  B spatially propagating with a
reciprocal angle ↵, the momentum h¯~qB imparted to the system is given by
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Figure 3.15: Sketch of the basics of Bragg spectroscopy. Two beams (rep-
resented by the purple arrows) are sent onto the atomic sample (the green
sphere) with a reciprocal angle ↵ and a relative detuning  ! = !0   ! (let
us call !0 the higher one). When  E = h¯ ! is resonant with whichever
transition for the atoms, they can absorb a photon from the beam at !0 and
emit one within the one at !. The momentum h¯qB imparted to the system
depends on the angle ↵.
h¯~qB =
4⇡h
 B
sin
⇣↵
2
⌘
(eˆ1   eˆ2) (3.24)
where eˆ1,2 are the two unitary vectors individuating the directions of propa-
gation of the two Bragg beams, ~e1 the one of the beam from which the system
absorb a photon and eˆ2 the one in which the photon is emitted. Changing the
angle between the beams, one can tune the transferred momentum h¯qB from
0 to 2h¯⇥2⇡/ B. Calling !0(!) the frequency of the beam with higher(lower)
frequency, the energy absorbed by the atom is
 E = h¯ (!0   !) (3.25)
that is the difference between the frequency of the absorbed photon and the
one of the emitted one.
A sketch of the general experimental setup needed to implement Bragg
spectroscopy technique is reported in fig.3.15. The general setup consist of
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two phase-locked laser beams shined on the sample for a certain time - see
later for this topic - with frequencies and angle tunable in order to choose
properly energy and momentum amount to be transferred to the system.
Bragg spectroscopy: useful observables
This kind of experimental technique, as said before and as heavily discussed
in literature [97, 98, 99], is very useful to investigate the dynamical properties
of systems as ultra-cold atomic samples are. In particular, the energy and
the momentum transferred to the system can quite easily extracted and give
consistent informations in opportune regimes of experimental parameters.
When shining the Bragg beams on an ultra-cold atomic sample, the inter-
action between the atoms and the laser field is described by the Hamiltonian
HBragg =
VB
2
⇣
 ⇢†~q e
 i!t +  ⇢~q ei!t
⌘
(3.26)
where the intensity of the perturbation is measured by the quantity VB, re-
lated to the intensity of the laser beams, and  ⇢~q = ⇢~q h⇢~qi is the fluctuation
of the density operator ⇢~q =
PN
j=1 e
 i~q·~rj [97]. Solving the problem appropri-
ately for the regime of interactions considered - for more details we refer to
[97] - one can find the response of key quantities to the Bragg perturbation,
as for example the total momentum Py (t) of the system experiencing the
Bragg interaction after an interaction time t, which is directly obtained by
spatial integration of the current density associated to the order parameter
  characteristic of the system:
Py (t) =
 ih¯
2
Z
d~r ⇤ (~r, t)ry  (~r, t) + c.c. (3.27)
In the linear response regime, this quantity should depend quadratically on
the perturbation strength VB; such linearity of the regime can be achieved
for short enough pulses or for Bragg intensities sufficiently low [97]. If this
regime is valid, considering the confinement potential along y in harmonic
approximation, from the Heisenberg equation of motion one can obtain the
following exact equation for Py (t):
dPy (t)
dt
=  m!2yy  
iqVB
2
⇣
h ⇢†~qie i!t + h ⇢~qiei!t
⌘
(3.28)
where the temporal evolution of the total momentum imparted to the system
depends both on the Bragg perturbation and on the harmonic confinement.
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We must pay attention to this peculiarity, as this contribution becomes im-
portant when the Bragg pulse duration is not negligible with respect to the
oscillation period within the trap. This is characteristic of the quantity Py (t),
and might complicate the experimental analysis for certain regimes of param-
eters. See section 3.4.3 to understand how this question has been explored
within this work.
The solution of the problem is presented in detail in [97], where an equa-
tion for the total imparted momentum is extracted: if the duration of the
Bragg pulse is short compared to the characteristic oscillator times (!yt⌧ 1),
but large compared to the inverse of the frequency of the applied light field
(!t   1), the equation for the momentum rate approaches the golden rule
result
dPy (t)
dt
= q
✓
VB
2
◆2 2⇡
h¯
[S (~q,!)  S ( ~q, !)] (3.29)
Although the fundamental importance of Py (t), this quantity is not con-
served for trapped ultra-cold atomic gases. Actually, an alternative analysis
can be carried out by measuring the energy transferred to the system. Anal-
ogously to what derived for the momentum transfer, the golden rule result
is recovered: in the limit of large interaction time the rate of energy transfer
is [97]
dE (t)
dt
= !
✓
VB
2
◆2 2⇡
h¯
[S (~q,!)  S ( ~q, !)] (3.30)
Notice how in this case the presence of the confining potential does not
influence at all the temporal evolution of the energy of the system due to the
Bragg perturbation, since energy is a constant of motion when the system is
confined in a harmonic potential.
From the experimental point of view, the measurement of the total energy
of a condensate is not straightforward, as it requires a high precision in the
estimation of the release energy; anyway, it is possible to evaluate the energy
transferred to the system via calorimetry-type measurement, i.e. measuring
the heating of the system induced by a Bragg perturbation. We refer to the
following section for a more detailed description of this kind of technique,
where the experimental details of the measurement of the energy transfer are
presented.
Remembering the influence of non-zero temperature on the dynamical
structure factor discussed in the previous paragraph, it is worth to note that,
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differently from other kind of experiments as e.g. neutron scattering [100]
or X-ray scattering ones [101], where the scattered probe is directly revealed
after the interaction with the sample, in the case of measurement of E (t) or
Py (t) not S (~q,!) is measured but the difference S (~q,!)  S ( ~q, !). This
difference comes from the expression of the imaginary part if the density-
density response function
Im [ ~q (!)] =  ⇡
h¯
[S (~q,!)  S ( ~q, !)] (3.31)
which is the quantity inferred with the Bragg spectroscopy technique, and
it follows from the fact that the atoms can scatter by absorbing a photon
from either of the laser beams [97]. Anyway, this is significant only when
the temperature is such that kBT is of the order of magnitude of h¯! or
higher, otherwise the contribution of S ( q, !) is negligible. In case of
Bragg scattering, actually the difference in 3.31 significantly suppresses the
thermal effects exhibited by the dynamic structure factor: since we measure
 ~q (!), we have access to the zero-temperature value of S (~q,!). Thus, even
if the experiments are carried out at temperatures such that the condition
kBT ⌧ h¯! is not fully satisfied, provided that T is not so high to have
effects of thermal depletion of the condensed sample, one can safely restrict
the analysis to the T = 0 case [93, 97].
Experimental measurement of momentum and energy transfer
The sample under investigation is the ensemble of interacting one-dimensional
gases produced loading the Bose-Einstein condensate in a two-dimensional
lattice described in section 3.3.1, and the excitations are induced via the
inelastic light scattering technique just described. We measure both the
increase of energy and the imparted momentum, and compare the results
obtained from these two quantities, discussing the regime of parameters of
the case.
The experimental apparatus used to perform Bragg spectroscopy is the
same used for previous works realized within our experiment [36, 45, 32],
implemented in our apparatus some years ago. It consists of two phase-
locked laser beams at the wavelength of   = 780 nm, which intensities and
frequencies are finely tuned via two AOMs; phase locking, frequency and
mode stability of the two beams are continuously monitored during the ex-
periment. The beams are sent onto the atomic sample with a reciprocal angle
of ↵ ⇠ 54 . The value of the transferred momentum qB characteristic of the
excitation has been experimentally measured from a spectrum - realized by
measuring the amount of excitations produced as a function of the frequency
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difference ! between the two beams - obtained inducing the Bragg pertur-
bation on a system which can be treated in a free-particles picture; in this
case the relation between momentum and energy of the excitation is exactly
known:
✏free (qB) =
h¯2q2B
2m
. (3.32)
To obtain such a system, we produce the BEC and let it freely expand for
5 ms, then the Bragg beams are shined on the atoms and after a further
time-of-flight of ttof ' 22ms we record an absorption image of the atomic
density profile. In this way, the Bragg perturbation is induced on a system
in which, due to the expansion, the effect of interactions can be neglected.
From the measured resonance frequency of ⌫free (qB) = (3.1± 0.2) kHz
we can infer the transferred momentum of the Bragg perturbation from
eq.3.32. In our configuration we have qB = (7.3± 0.2)µm 1; also, we found
that ~qB is quite exactly directed along the y-direction, precisely with a small
deviation of 6  towards the z-direction.
For the measurement shown in the following, performed on the array of
one-dimensional gases, we set for each Bragg beam a power of P ⇠ 500µW
and a total duration of ⌧B = 3ms, which determines a spectral resolution
of  ⌫ ⇠ 150Hz. Reminding that the relation between Py (t) and S (qB,!)
provided by the equation 3.29 is valid only for Bragg pulses short enough
to have !y⌧B ⌧ 1, actually in our case we have that !y⌧B ' 1, thus the
relation could not be strictly valid. On the other hand, a shorter Bragg
pulse would make the spectral resolution lower. Thus, considering that in
our regime of parameters the relations derived in [97] might not be strictly
valid, measuring both energy and momentum transfer we check the validity
of such observables as a probe of the dynamical structure factor in these
regime of parameters. Concerning the condition on the excitation frequency,
i.e. !⌧B   1, for our measurement we span frequencies from around 1 kHz
to 15 kHz, thus in the central region of the spectra - where we extract the
most part of the information - !⌧B ' 75.
Measurement of the momentum transfer The first task considered
is the measurement of the total momentum imparted to the array of one-
dimensional gases as a whole. To obtain this information, we first produce the
array of tubes loading a Bose-Einstein condensate of N3D ⇠ 3.5⇥ 105 atoms
in the two-dimensional blue detuned optical lattice realized as described in
section 3.3.1 following an exponential ramp of total duration  t = 250ms
and time constant ⌧ =  t/3. The lattices are kept for tH = 10ms at their
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Figure 3.16: Experimental time-sequence for the measurement of the total
momentum imparted to the system along the direction of the longitudinal
tubes. The two-dimensional optical lattices (blue line) are loaded following an
exponential ramp of total duration t = 250ms and time constant ⌧ =  t/3,
then they are kept on at the maximum value s = 30 for tH = 10ms. In the
last 3ms in which the lattices are on, a Bragg pulse (orange line) is shined.
The power of each Bragg beam is PB ' 500µW. For these numbers, the
correspondent Rabi frequency is ⌦R ⇠ 2⇡⇥ 900Hz. At the end of the Bragg
pulse both the lattices and the trapping potentials (purple line) are switched
off and the sample freely expands for tof = 24ms; then an imaging pulse is
shined on the sample (green line) and the momentum distribution is obtained
from the density profile of the cloud after time-of-flight.
maximum value s = 30, where the tubes are almost completely independent
on the typical scales of the experiment (when s = 30 the typical tunneling
time is ttunnel ⇠ 0.5 s), and in the final 3ms a Bragg pulse is shined on
the atoms. Then, both the lattices and the overall trapping potential are
switched off, and the sample is let expand in free space for a time-of-flight
of ttof ' 24ms: then an absorption image of the atomic cloud is recorded.
In this way, since the time-of-flight is long enough to cancel any effect of
the in-trap density distribution on the profile recorded via the imaging, we
can extract informations about the momentum distribution of the atomic
sample within the lattices. The experimental time sequence just described is
schematized in fig.3.16.
By varying the frequency difference between the two Bragg beams we vary
the energy h¯! of the Bragg perturbation, while the momentum imparted by
CHAPTER 3. BLUE-DETUNED OPTICAL LATTICES: DYNAMICAL
PROPERTIES INVESTIGATION OF AN ARRAY OF 1D GASES
each Bragg scattering process is fixed at qB and kept constant once fixed the
angle between the beams; for each value of ! of interest we record an image
of the cloud and estimate the total momentum of the cloud from the center
of mass of the density distribution. More precisely, an absorption image
provides us the density profile integrated along the absorption beam axis (in
our scheme labelled as x-direction)
n2D (y, z) =
Z
n (x, y, z) dx (3.33)
from which the y-component of the total momentum Py (qB,!) of the atomic
cloud is easily obtained:
Py (qB,!) =
m
ttof
Z
y n2D (y, z) dy dz (3.34)
Remind that in our scheme the one-dimensional gases originate along the
y-direction and the momentum qB transferred by the Bragg beam is along
this direction too. Note that changing the sign of ! changes the sign of
the transferred momentum too, as it means inverting the beam from which
the photon is absorbed and the one within the photon is re-emitted. From
Py (qB,!) we calculate the transferred momentum normalized with the total
number of atoms Ntot and the momentum h¯qB transferred in each scattering
process:
p (qB,!) =
Py (qB,!)
Ntoth¯qB
. (3.35)
This quantity gives an estimation of the mean number of excitations imparted
to each particle.
In fig.3.17 two exemplifying images of the atomic cloud recorded after
Bragg perturbation are shown: in fig.3.17(a) the frequency ! of the ap-
plied Bragg field is far from the resonance, whereas in fig.3.17(b) the Bragg
perturbation has strongly excited the ensemble. In the latter a portion of
atoms diffracted clearly appears on the left side of the unperturbed cloud.
Analogously, in fig.3.17(c) and 3.17(d) the same density profiles integrated
along the vertical direction are shown.
The spectra are obtained plotting the quantity p (qB,!) as a function
of the frequency ! of the excitation (green circles), as shown in fig.3.18.
The fit (red line) is performed with the sum of two gaussian functions; the
measured resonance frequency is !res/(2⇡) = (4.6± 0.2) kHz and the width
108
3.3. DYNAMICAL PROPERTIES INVESTIGATION: MEASURING
MOMENTUM AND ENERGY TRANSFER
(a) (b)
(c) (d)
Figure 3.17: Density profiles of the atomic cloud recorded after a free expan-
sion for tof = 24ms. Both are recorded after a Bragg perturbation imparted
on the sample according to the experimental procedure described above, but
for two different frequencies ! of the Bragg field. In particular, the figures
show the resulting momentum distribution of the array of one-dimensional
gases after the Bragg pulse with frequency (a) far from the resonance and
(b) on the resonance. Fig. (c) and (d) show the density profiles integrated
along the vertical direction, for the case of Bragg pulse out of resonance (c)
and on resonance (d).
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Figure 3.18: Spectrum of an array of one-dimensional tubes obtained by
measuring the momentum transfer induced via Bragg spectroscopy. In this
graph the pulse normalized momentum of the cloud (green circles) is reported
as a function of the frequency of the Bragg excitation. Changing the sign of
the frequency changes the sign of the transferred momentum too. The fit of
the spectrum, done with two gaussian functions, is represented by the red
line. The resonance frequency extracted is !res/(2⇡) = (4.6± 0.2) kHz and
the width  !HWHM/(2⇡) = (3.0± 0.4) kHz.
 !HWHM/(2⇡) = (3.0± 0.4) kHz.
Measurement of the energy transfer The second task explored in this
section of the thesis is the measurement of the energy transfer induced by
the Bragg pulse to the array. As sketched before, the energy amount within
the system is a conserved quantity in the harmonic potential, thus we chose
to perform an additional measurement to extract the energy increase caused
by the Bragg perturbation and make a comparison with the informations
obtained measuring the transferred momentum.
As in other previous works realized within the same experimental appa-
ratus [36, 45, 32], the increase of energy is extracted from the increase of
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Figure 3.19: Scheme of the experimental temporal sequence for the mea-
surement of the energy increase produced within the array by the Bragg
pulse. The experimental procedure is the same as for the measurement of
the momentum transfer, except for the final stages: immediately after the
Bragg perturbation the lattice depth from s = 30 is linearly ramped down in
tlin = 15ms to s = 5 and kept at this value for t
0
H = 5ms to let the sample
thermalize. After tof = 24ms an absorption image of the atomic density is
recorded.
the width of the cloud measured after some expansion following an oppor-
tune thermalization time. The experimental timescale for such measurement
is schematized in fig.3.19. The method for the loading of the condensate
into the two-dimensional optical lattices is the same as for the measurement
of the momentum transfer, and also the procedure followed to induce the
excitation. But, after the Bragg pulse, a different procedure is followed in
order to extract the energy increase. Actually, once the Bragg beams have
been shined on the array, to measure the energy increase we let the sample
thermalize. To do this, after the Bragg pulse the lattice depth is lowered
with a linear ramp of total duration tlin = 15ms at s = 5, where tunneling
phenomena between the tubes are no more negligible (at s = 5 tunneling
timescales are typically ttunnel ⇠ 3ms). Then, after a thermalization time of
t
0
H = 5ms in this superfluid regime, all the potentials are switched off and
after a free expansion of tof = 24ms an absorption image is recorded. In this
way we do not infer the momentum distribution in the regime in which the
tubes were effectively one-dimensional, but the one in the low lattice regime,
where the gas is actually three-dimensional. Here the atoms are delocal-
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ized among different sites, and in the absorption images diffraction peaks
are rather visible (see fig.3.20 (a)). In fig.3.20 two examples of the density
profiles obtained in according to this procedure are shown, respectively for
a case in which the Bragg perturbation frequency ! is not resonant (a) and
when it is resonant (b), together with the corresponding vertically integrated
density profiles (fig.3.20(c) and (d)).
From the density profiles, the energy increase is extracted from the in-
crease of the width of the atomic distribution as in [36], where the direct
proportionality between these two quantities has been experimentally mea-
sured. Indeed:
 E /   2x +  2y +  2z (3.36)
where   2x,y,z =  2x,y,z    2x,y,z(0), being  x,y,z the sizes of the cloud imaged
after the Bragg perturbation process and  x,y,z(0) the ones measured without
shining the Bragg pulse. Note that, due to the fact that the measurement
is performed via absorption imaging of the sample, only two-dimensional
information about the width of the cloud can be obtained by the observer.
Nevertheless, considering that in our system x and z directions are symmetric,
we can assume that  x '  z. Therefore, the quantity   2 deemed in our
case as an experimental estimator of the increase of energy due to the Bragg
scattering is
  2 ⌘   2y + 2  2z (3.37)
that in fig.3.21 is reported as a function of the frequency ! of the Bragg
perturbation (green circles). In this case, following the predictions of [97], as
in the expression 3.30, the fit is performed with a function given by the prod-
uct of a gaussian function multiplied by a frequency; the obtained resonance
frequency and spectrum width are respectively !res/(2⇡) = (4.3± 0.3) kHz
and  !HWHM/(2⇡) = (3.3± 0.2) kHz).
While speaking of the quantity   2 as a good estimator of the increase of
energy due to the Bragg perturbation, we make use of the fact that following
the described experimental procedure the sample has effectively thermalized.
To have a further confirm of this we look at the behavior of each one of the
sizes  y,z as a function of the Bragg frequency !. The data reported in the
plot in fig.3.22 confirm the effective thermalization of the system in the low-
lattice phase, i.e. the goodness of the measurement of the energy increase,
as the width increase is equally observed for the two sizes, even though the
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(a) (b)
(c) (d)
Figure 3.20: Density profiles of the atomic cloud recorded after a free ex-
pansion for tof = 24ms. Both are recorded after a thermalization time of
t
0
H = 5ms in the lattices at s = 5, subsequent to a Bragg perturbation
imparted on the sample according to the experimental procedure described
above, but for two different frequencies ! of the Bragg field. The images
give the momentum distribution in the lattices at s = 5, and the increase
of energy is estimated from the width increase of the density profiles. The
two images refer to a non-resonant perturbation (a) and a resonant one (b).
In fig.(c) and (d) the corresponding vertically integrated density profiles are
reported.
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Figure 3.21: Spectrum obtained measuring the energy transferred to the
array by the Bragg perturbation. The measured width increase of the atomic
density profiles   2 =   2y + 2  2z , measured after free expansion after
thermalization of the sample is reported as a function of the Bragg frequency
!/(2⇡) (green circles). The fit is done with a gaussian function multiplied by
the frequency (red line): the measured resonance frequency is !res/(2⇡) =
(4.3± 0.3) kHz and the width  !HWHM/2⇡ = (3.3± 0.2) kHz.
Bragg perturbation imparts momentum along y direction.
Measurement of momentum and energy transfer: comparison
and comments It is now worth to add some comments about the physical
quantities taken into account in the analysis shown. Actually, as asserted in
some theoretical works present in literature [97, 99, 102], the two expressions
in eq.3.29 and eq.3.30 should be considered strictly valid only in the linear
response regime, i.e. when the number of excitations produced within the
sample by the Bragg perturbation is extremely low and for !⌧B   1 and
!y⌧B ⌧ 1. Furthermore, P. B. Blakie et al. [102] assert that for a trapped
condensate the measured transferred momentum,
is not determining directly the dynamic structure factor for any single
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Figure 3.22: Behavior of the single sizes of the could measured after the Bragg
perturbation, here they are reported as a function of the Bragg frequency !
as a check of the effective thermalization of the system.
time ⌧B of interaction of the particles with the Bragg light, unless the trapping
potential frequency !y = 0. Indeed, S (~q,!) can exactly be recovered from
the spectral response function
R (~q,!) =
2
⇡⌧BV 2BNtot
P (~q,!)
h¯q
. (3.38)
only from the following relations:
S (~q,!)  S ( ~q, !) = lim
⌧B!1
R (~q,!, ⌧B) for !y = 0 (3.39)
= !2y
Z 1
0
R (~q,!, ⌧B) ⌧Bd⌧B for !y 6= 0.
However, C. Tozzo et al. [98] assert that for trapped systems, even if the exact
procedure to obtain S (qB,!) from the spectral response function would imply
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Figure 3.23: Comparison between momentum and energy transfer. In blue
are reported data and fit for E/!, in red the one for the momentum transfer.
Precisely, the two quantity plotted here as a function of the Bragg frequency
! are the pulse normalized transferred momentum p (qB,!) and the energy
increase divided by the Bragg frequency !.
an integration on the duration of the Bragg pulse, there exists a wide range
of pulse length durations where the relation between Py (t) and the dynamic
structure factor is good approximation the same as for a not-trapped system,
i.e. the one in eq.3.29.
Keeping in mind these considerations, we compared the results obtained
by measuring the momentum and the energy transferred to the system, in
order to check whether in our regime of parameters the two quantities are
in sufficient agreement. In fig.3.23 the comparison of the two measurement
is shown. Note that transferred momentum is not directly compared to the
energy increase  E, but with  E/!, that according to the eq.3.30 should
provided us results analogous to the ones obtained from the spectrum real-
ized measuring the momentum transfer. In fig.3.23 also the corresponding
fits are shown. Note that the process of dividing the energy increase by
the frequency produces a significant additional error, especially in the low-
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frequencies region, in addition to the error due to the offset subtraction. The
results of the fit already reported are summarized in table 3.1; they are con-
sistent within the estimated error.
measured quantity !c/(2⇡) HWHM/(2⇡)
[kHz] [kHz]
transferred momentum 4.6± 0.2 3.0± 0.4
energy increase 4.3± 0.3 3.3± 0.2
Table 3.1: Results from analysis of momentum transfer and energy increase
induced on the array via Bragg spectroscopy.
3.3.3 In-trap dynamics after Bragg perturbation
This section we investigate the effect of the trapping potential on the time-
evolution of the momentum during the Bragg pulse. Indeed, the momentum
is not a constant of motion, i.e. is not conserved in a harmonic potential.
This is evident for example in eq.3.28, where the momentum rate during the
Bragg pulse shows a clear dependence on the trapping potential term. In
the measurement discussed in the previous section, where the spectrum is
acquired just after the Bragg pulse, we shown that for this pulse duration
the energy increase and the momentum transfer provide consistent results.
Remind that the duration of the Bragg pulse employed for this series of
measurement is ⌧B = 3ms and, being !y ' 2⇡ ⇥ 65Hz the frequency of
the confining potential along the tubes, the in-trap oscillation period is T ⇠
15ms. This means that the Bragg pulse duration is not really negligible if
compared with the typical oscillator times in the trap, thus the effect of the
dynamics during the Bragg perturbation can considerably affect the evolution
after the pulse.
To explore this task we performed a further analysis of the temporal evo-
lution of the momentum after the Bragg pulse. In practice, in this series of
measurements the experimental procedure is the same as for the measure-
ment of the momentum transfer shown beforehand, except for the final part.
At the end of the Bragg pulse the trapping potentials are not immediately
switched off, but different times t are waited before switching off all the con-
fining potentials and letting the sample freely expand. In fig.3.24 the Bragg
spectra acquired after different holding times for the atoms in the lattice af-
ter the Bragg pulse are shown. Here, again, the pulse normalized transferred
momentum is plotted as a function of the Bragg frequency !.
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Figure 3.24: Momentum transfer induced via Bragg spectroscopy on an array
of one-dimensional bosons gases acquired after t = 0, 1, 2, 4, 10ms after the
Bragg pulse. The blue dots represent the data, the blue line the fit, the black
dashed line tie fit of the spectrum acquired at t = 0.
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Precisely, in fig.3.24 Bragg spectra acquired for t = 1, 2, 4, 10ms after the
Bragg pulse are shown. During the first 2ms (fig.3.24 (a,b,c)) after the Bragg
pulse the signal undergoes a decrease in the amplitude, to become negative
at t = 10ms (fig.3.24 (e)), where the total momentum has effectively changed
sign. On the other hand, in the spectrum recorder after t = 4ms (see fig.3.24
(d)) a slight change in the symmetry of the shape is visible. This phenomenon
is explainable within a simple non-interacting particles model in the harmonic
trap during the Bragg pulse. Since the potential is separable, we can restrict
the discussion to the 1D problem in y-direction. The temporal evolution of
the average momentum is given by
hpi (t) =  m!yhyˆi0 sin (!yt) +mh ˙ˆyi0 cos (!yt) (3.40)
where hyˆi0 and h ˙ˆyi0 are the average of the initial density and velocity distribu-
tion, and !y the characteristic frequency of the harmonic oscillator. Suppose
that t = 0 indicates the end of the Bragg perturbation, and that the latter
is described by the form h (t)VB cos (qBy   !t). In the simplest case we can
describe the Bragg pulse as a delta-function: h(t) =  (t); if the momentum
transfer largely exceeds the the rms width of the initial momentum distri-
bution of the gas - h¯qB   prms -, the momentum distribution is practically
unperturbed (h ˙ˆyi0 = 0). The Bragg perturbation only affects the initial veloc-
ity distribution n(h ˙ˆyi0) so that its mean value is h ˙ˆyi0 = (NB (!) /N)h¯qB/m.
NB/N is the ratio between the diffracted atoms and the total number of
atoms in the cloud, and depends on the excitation frequency !. From eq.3.40
follows that, in this case, hpi(t) exactly vanishes for t = T/4, T being the
in-trap oscillation period. For finite duration of the Bragg pulse, instead,
especially if ⌧B is not negligible compared to the trap period T , the spa-
tial distribution of the atomic ensemble may undergo modifications during
the Bragg pulse, making the initial mean value of the velocity distribution
frequency-dependent, therefore affecting the following dynamics and chang-
ing the shape of the spectrum. This is evident in fig.3.24 (d), where the
spectrum acquired 4 ms after the Bragg pulse is shown Here, for all the spec-
tra reported, the fit of the data acquired at t = 0ms (black dashed line) is
reported for a comparison.
3.3.4 3D BEC and 1D gases dynamical response: Bragg
spectra comparison
Throughout the investigation of the dynamical response of the array, as a fur-
ther validation of the fact that we are in the linear response regime, i.e. for a
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confirmation of the goodness of the measurement carried out via Bragg spec-
troscopy as a probe for having informations about the dynamical structure
factor, we compared the spectra obtained for the array of one-dimensional
gases with the one measured for a three-dimensional BEC. The latter has not
been realized imparting the Bragg perturbation within the trap - as before-
hand -, but after 5 ms of time-of-flight: in this way we can neglect the effect
of interactions on the spectrum of excitations and assume in good approxi-
mation to be in a free-particle regime. This is a good reference system as its
response is very well described by a non-interacting single particle model. In
fig.3.25 (a) and (b) the two spectra are compared, respectively for the case of
the array of one-dimensional gases and of the three-dimensional BEC. In both
spectra, the pulse normalized transferred momentum p (qB,!) is reported as
a function of the excitation frequency !. In fig.3.25 (a), the data reported are
represented by the blue circles, and the blue line gives the fit obtained with
two symmetrical gaussian function. In fig.3.25 (b) the blue circles again rep-
resent the experimental data, whereas the red line is obtained via numerical
solution of the Schrödinger equation for non-interacting particles experienc-
ing the Bragg potential, without any fitting parameters [103]. We must say
that, differently from the spectra reported in fig.3.25 (a) and the ones shown
in the previous paragraphs, which we remind are realized with a power of
PB = 500µW on each Bragg beam and a 3 ms-long pulse, the spectrum
obtained for the BEC is realized with PB = 300µW and a 500µs-long pulse.
Thus, in order to compare the response of the two systems, the spectrum
shown in fig.3.25 (a) is renormalized on the pulse strength V 2BtB - VB and tB
being respectively the amplitude of the Bragg interaction potential and the
pulse duration -.
It is worth to notice that the vertical scales are considerably different:
the amplitude of p (qB,!) measured on resonance for the case of the one-
dimensional gases is almost 20 times lower than the one of the BEC case;
also, in the case of the one-dimensional gases the spectrum is broadened,
reasonably due to the presence of the interactions [104]. In fig.3.25 (b) also
the fit of the spectrum of the array is reported, to appreciate better the big
difference in the response of the two systems to the Bragg perturbation. In
agreement with what shown beforehand from the comparison of the results
obtained from the measurement of  E (qB,!) and p (qB,!), also from the
comparison with the BEC case we conclude that for the array we are in the
linear response regime, confirmed by the very low number of excitations pro-
duced.
To conclude this part of the work, in this section the dynamical proper-
ties of the array have been investigated by measuring the momentum and the
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(a)
(b)
Figure 3.25: Bragg spectrum of an array of one-dimensional bosonic gases
(a) and of a BEC (b). p (qB,!) is reported as a function of ! for both spectra
(blue circles). in fig.(a) together with the data the fit performed with two
symmetric gaussian functions is reported (blue line). In fig.(b) instead of the
fit the numerical solution of the Schrödinger equation is reported (red line),
with no fitting parameters; here the spectrum of the array (dashed line) is
reported for a direct comparison. The spectrum in fig.(a) is renormalized to
the same Bragg perturbation strength V 2BtB of the one in fig.(b).
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energy transfer induced via Bragg spectroscopy technique. From the compar-
ison of the two different measurements, for the regime of parameters explored
we found consistent results, suggesting that, even if the time duration of the
Bragg pulse is not negligible with respect to the longitudinal in-trap oscil-
lation period, the two quantities reasonably give us informations about the
dynamic structure factor of the system. Actually, this seems valid even if,
from the study of the evolution of the total momentum of the cloud after the
Bragg perturbation, we find experimental evidences that the dynamic during
the Bragg pulse is not negligible. Moreover, the linearity of the regime of
excitations explored is reasonably confirmed also by the comparison between
the amplitudes of the spectrum of the array compared to the one acquired
on a three-dimensional sample.
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Conclusions
The work presented in this Ph. D. thesis concerns the use of employment
of ultracold atomic samples, produced and manipulated via optical poten-
tials, for the study of three main different tasks: the optimal ground state
production of an array of one-dimensional gases and of a Mott insulator,
the estimation of the lower bound for the spatial entanglement content in a
system of massive bosons in optical lattices, and the investigation of the dy-
namical properties of an array of one-dimensional gases via Bragg scattering.
The starting sample is a BEC of about 5 ⇥ 105 87Rb atoms, which is
produced in a novel experimental hybrid trap configuration. The implemen-
tation of this new procedure for reaching the degeneracy regime consists
of the combination of a red-detuned single beam optical potential with a
quadrupole magnetic potential. This new strategy allows us to obtain the
BEC in a shorter time and with a better stability shot to shot, and this per-
mitted us to perform experiments which require a quite high stability during
the whole cycle of measurements, as the fast closed-loop optimization of a
dimensional crossover and of a quantum phase transition. Here, we present a
full description of the experimental apparatus employed for the hybrid trap,
and a full characterization of the shape of the resulting potential, included
its dependence on the relative position between the magnetic and the optical
potentials: it turned out that the efficiency of the capturing of the atoms
from the quadrupole potential and of the evaporative cooling are critically
depending on that, due to the asymmetry of the gravitational potential. We
chose the more convenient configuration, i.e. the one in which the optical
trap is vertically shifted with respect to the magnetic trap minimum. We
then presented the double stage of evaporative cooling performed within this
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setup: the first, RF-forced, in the quadrupole trap, and the second, the opti-
cal one, performed in the hybrid trap by lowering the optical potential depth.
At the end of these stages, we obtain the BEC necessary for the experiments
later presented within this work, in a final harmonic trap with confinement
frequencies of (40,9,40) Hz.
With this sample, we performed different kinds of experiments loading the
BEC in optical lattices. We present our work in two chapters: in chapter 2
we discuss experiments performed using a red- detuned optical lattice, while
in chapter 3 we present experiments carried out using a blue-detuned optical
lattice which installation has been a part of this thesis.
In red-detuned optical lattices, we realized the first closed-loop optimiza-
tion of the loading procedure of the BEC, both in a 2D optical lattice where
an array on 1D system cans can be produced through a crossing fro a 3D
to a 1D potential, and in a 3D optical potential where a Mott insulating
state is realized. The aim is to produce a final state as close as possible to
the ground state with higher fidelity and in a shorter time compared to the
quasi-adiabatic procedure. In both cases, since we do not have any access
to the temperature, or to defects produced in the resulting insulator by the
loading, when the atoms are in the lattice, the goodness of the loading proce-
dure is estimated from the induced heating, after a quasi-adiabatic switching
off of the periodic potential. The key parameter minimized in the procedure
is then the thermal fraction, simply estimated by a bimodal fit of the den-
sity profile imaged after time-of-flight. First we optimize the dimensional
crossover occurring when loading the sample into a two-dimensional optical
lattice; in this case, for a deep enough lattice, the final configuration consists
of an array of one-dimensional gases. In this case, the loading procedure is
performed following an exponential ramp of intensity for the lattice beams,
and we decided to optimized the duration and the time constant. We per-
formed two different optimization, in order to test different starting points;
in one case the algorithm spent most part of the time around a, maybe lo-
cal, minimum, whereas in the other one it quickly finds the optimal value,
which results in a ramp shorter than the one usually used. At this point,
we performed a full CRAB optimization of the loading procedure of a three-
dimensional optical lattice potential, which means optimizing the quantum
phase transition from a superfluid to a Mott insulator. Using CRAB means
modifying the shape of the ramp by correcting it with a factor given by a
truncated Fourier series; it effectively results in a modulation of the original
ramp. In our experiment we write the correction as a sum of two harmon-
ics, whose frequencies are multiples of the main harmonic deriving from the
total duration time of the ramp, and whose four amplitudes are left free to
be optimized by the algorithm. From this optimization, we obtained a new
124
3.3. DYNAMICAL PROPERTIES INVESTIGATION: MEASURING
MOMENTUM AND ENERGY TRANSFER
ramp, with a total duration of about one third of the quasi-adiabatic one,
and modified by the correction term. The optimized ramp is characterized by
a slower increase in the initial part and a faster rise in the final with respect
to the exponential starting ramp. The results have been published in [25]
and in the next future we plan to perform further optimizations exploring
different values for the frequencies of the harmonic involved. Indeed, more
appropriate values could be represented by the energies characteristic for the
system under consideration; for this aim, we wait for possible indication from
numerical simulations of the process under optimization.
Then we report here an experiment where we obtained the estimation
of the lower bound of the amount of spatial entanglement originating when
loading the BEC in three-dimensional optical lattice. The value of the lower
bound is extracted via opportune analysis of time-of-flight images; we ex-
amine how this entanglement evolves for different lattice depths, therefore
spanning from the superfluid to the Mott insulator regime. As expected
from the theoretical simulations performed numerically, we found that the
entanglement assumes its maximum value at the edge of the Brillouin zone,
and it decreases as the lattice depth increases, as reasonably expected for
a product of Fock states as the Mott insulator is. In addition to the latter
analysis, we investigated also the behavior of the entanglement amount at
different temperatures, for three significant values of the lattice depth: in
the superfluid phase, in the Mott insulator one and at the crossover between
the two phases. For each case, we explored different temperatures in the
range between 40 and 100 nK: the measurements show that the entangle-
ment decreases as the temperature increases, in agreement with the results
of the theoretical simulations as presented in [27]. Concerning future works
about this topic, we plan to investigate more the entanglement behavior, per-
haps after some parameter quench in order to understand better the typical
timescales associated to this quantity.
In the last part of this thesis, we report measurements on the dynamical
properties of an array of one-dimensional gases. They are performed in an
experimental configuration realized during this thesis: the one-dimensional
gases are produced by means of two mutually orthogonal blue-detuned op-
tical lattices, plus a red-detuned confining beam. In this way we have a
completely independent control on the longitudinal frequency of the gases
produced, therefore allowing to explore different regimes of densities and of
interactions for the gases. However, we run across some experimental issues
which prevented us to reach the desired regime of strong interactions, lim-
iting us to an intermediate regime where, anyway, interactions still play a
crucial role. Before treating the measurements performed, the new setup is
here described, together with a full characterization. Then we move on to the
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description of the measurement performed via Bragg spectroscopy technique
on the array produced, measuring two distinct quantities: the momentum
transfer and the energy increase induced by the Bragg perturbation on the
sample. We show that, even if the duration of the Bragg perturbation is not
negligible with respect to the typical times of the in-trap oscillations, the
two measurements are in agreement. In order to explore more the question,
we also looked at the temporal evolution of the momentum of the atomic
cloud after the Bragg pulse: we found indications of the fact that the in-
trap dynamics are effectively not negligible. This analysis can be useful for
interpreting results of scattering experiments also in other more complex
settings of ultracold gases in optical lattices or disordered potentials. For fu-
ture works, we actually plan to perform further experiments for investigating
more the dynamical properties of one-dimensional gases, in different regimes
of interactions and excitations.
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