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The Hilbert-Samuel function measures the length of powers of a zero-dimensional
ideal in a local ring. Samuel showed that over a local ring these lengths agree with
a polynomial, called the Hilbert-Samuel polynomial, for sufficiently large powers of
the ideal. We examine the coefficients of this polynomial in the case the ideal is
generated by a system of parameters, focusing much of our attention on the second
Hilbert coefficient. We also consider the Hilbert-Kunz function, which measures the
length of Frobenius powers of an ideal in a ring of positive characteristic. In particu-
lar, we examine a conjecture of Watanabe and Yoshida comparing the Hilbert-Kunz
multiplicity and the length of the ideal and provide a proof in the graded case.
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1Chapter 1
Introduction
The study of Hilbert-Samuel functions began in 1890 with the paper U¨ber die Theorie
der algebraishen Formen [Hil90] by David Hilbert. In this paper, Hilbert proved
that over the polynomial ring C[x1, . . . , xd] with homogeneous ideal I, the function
H(n) = dimC In agrees with a polynomial for n sufficiently large. Pierre Samuel then
extended Hilbert’s ideas to m-primary ideals I in a local ring (R,m) in his article
[Sam51]. In particular, Samuel’s work introduced modern multiplicity theory.
Let (R,m) be a local ring of dimension d, I ⊆ R an m-primary ideal, and M a
finitely generated R-module. The Hilbert-Samuel function for I with respect to M is
the function HI,M : Z → Z given by HI,M(n) = λR(M/InM). Samuel showed that
these functions agree with a polynomial PI,M(n) (called the Hilbert-Samuel polyno-
mial) of degree t = dimM for n sufficiently large. We can always write PI,M(n) in
the form
PI,M(n) =
t∑
i=0
(−1)iei(I,M)
(
n+ t− i− 1
t− i
)
.
When M = R we often suppress the M in the notation above. The numbers ei(I,M)
are known as the Hilbert coefficients for I. In particular, the number e(I,M) :=
2e0(I,M) is known as the multiplicity of I with respect to M and has been well-
studied. One can compute the multiplicity as the limit
e(I,M) = lim
n→∞
t!λR(M/I
nM)
nt
(1.1)
where t := dimM . The first Hilbert coefficient, e1(I,M), is also sometimes called the
Chern number for I with respect to M (see e.g., [Vas08], [MV10]).
One can study the coefficients of the Hilbert-Samuel polynomial to determine what
information these coefficients can tell us about the ring or the ideal. For example,
Nagata [Nag62] proved the following well-known result concerning the multiplicity of
the maximal ideal.
Theorem 1.1 (Nagata). Suppose (R,m) is a local unmixed Noetherian ring (i.e.,
dim R̂/p = dim R̂ for all p ∈ Ass(R̂)). Then e(m) = 1 if and only if R is regular.
The other Hilbert coefficients carry important information as well. When the ring
R is Cohen-Macaulay, Northcott [Nor60] and Narita [Nar63] have provided charac-
terizations of e1(I) and e2(I), respectively, with the following theorems.
Theorem 1.2 (Northcott). Suppose (R,m) is Cohen-Macaulay and I is an m-primary
ideal. Then
1. e1(I) ≥ 0 with equality if and only if I is a parameter ideal.
2. λR(R/I) ≥ e0(I)− e1(I).
Theorem 1.3 (Narita). Suppose (R,m) is Cohen-Macaulay and I is an m-primary
ideal. Then e2(I) ≥ 0. If dimR = 2, then e2(I) = 0 if and only if In has reduction
number one for some integer n.
3If R is Cohen-Macaulay and I is a parameter ideal, i.e, I = (x1, . . . , xd) with
d = dimR and
√
I = m, it is a straightforward exercise to show that e(I) = λR(R/I)
and ei(I) = 0 for i = 1, . . . , d. However, if R is not Cohen-Macaulay, this is not always
the case. In this thesis we will examine the Hilbert coefficients for a parameter ideal
in a non-Cohen-Macaulay ring.
Our first main result was inspired by the following theorem of Ghezzi, et al
[GGH+10b] which characterizes the Cohen-Macaulayness of an unmixed ring in terms
of the first Hilbert coefficient of a parameter ideal. In Section 2.4 we will discuss the
case the ring R is unmixed in more detail.
Theorem 1.4 (Ghezzi, et al). Suppose (R,m) is an unmixed local ring and q a
parameter ideal. Then e1(q) ≤ 0 with equality if and only if R is Cohen-Macaulay.
Our main results in Chapter 2 are the following. We will define the postulation
number, n(q), in Section 2.1.
Theorem A. Let (R,m) be a Noetherian local ring of dimension d ≥ 2. Suppose that
depthR ≥ d− 1. If q is a parameter ideal of R, then the following hold:
1. e2(q) ≤ 0.
2. e2(q) = 0 if and only if n(q) < 2− d and grade grq(R)+ ≥ d− 1.
3. e2(q) = 0 implies e3(q) = e4(q) = · · · = ed(q) = 0.
Theorem B. Let (R,m) be a local Noetherian ring of dimension d and suppose q is
a parameter ideal for R satisfying depth grq(R) ≥ d− 1. Then for 0 ≤ i ≤ d+ 1 and
n ∈ Z,
(−1)i∆d+1−i(Pq(n)−Hq(n)) ≥ 0.
Moreover, ei(q) ≤ 0 for i = 1, . . . , d.
4In Chapter 3 we restrict our focus to rings of positive characteristic and consider
a characteristic p > 0 analogue of the Hilbert-Samuel multiplicity (1.1), known as
the Hilbert-Kunz multiplicity of an ideal. Given a local ring (R,m) of dimension d
with maximal ideal m of characteristic p > 0, an ideal I of R and q = pe (for some
e), we define the e-th Frobenius power of the ideal I, denoted I [q], to be the ideal of
R generated by the set {iq : i ∈ I}. If I is m-primary, we define the Hilbert-Kunz
multiplicity of I by
eHK(I, R) := lim
q→∞
λR(R/I
[q])
qd
. (1.2)
As with the Hilbert-Samuel multiplicity, when the ring R is understood, we often
suppress the symbol R in the notation above. The idea of studying this limit began
with Kunz in [Kun69] where he proved the following:
Theorem 1.5 (Kunz). Let (R,m) be a local ring of characteristic p > 0 and dimen-
sion d. Then the following are equivalent:
1. R is a regular local ring.
2. R is reduced and flat over Rp = {rp | r ∈ R}.
3. λR(R/m
[q]) = qd for all q = pe, e ≥ 1.
In the same paper, Kunz also showed that for any local ring (R,m) of characteristic
p > 0,
λR(R/m
[q]) ≥ qd for all q = pe, e ≥ 1.
In particular, this shows that for any local ring (R,m), we have eHK(m) ≥ 1. Monsky
[Mon83] then proved that the limit (1.2) exists and is positive for all m-primary ideals,
giving us the Hilbert-Kunz multiplicity.
5The Hilbert-Kunz multiplicity can be difficult to compute, and unlike the Hilbert-
Samuel multiplicity, eHK(I) is not necessarily an integer. In fact, modulo a conjecture,
Monsky ([Mon08a], [Mon08b]) has given examples of non-rational algebraic Hilbert-
Kunz multiplicities and even transcendental multiplicities.
In Chapter 3, we consider the following conjecture of Watanabe and Yoshida
[WY00].
Conjecture 1.6 (Watanabe-Yoshida). Let (R,m) be a Cohen-Macaulay local ring of
characteristic p > 0. Then
1. For any m-primary ideal I, one has eHK(I, R) ≥ λR(R/I).
2. For any m-primary ideal I with pdR (R/I) <∞, one has eHK (I, R) = λR (R/I).
An example of Miller and Singh [MS00] shows neither part of this conjecture holds
in general. We will examine the conjecture in the case that the ring R is graded. Our
main result in Chapter 3 gives a positive answer to part (1) of the conjecture in this
case.
Theorem C. Let R be a graded ring of characteristic p > 0 and dimension d and I
a homogeneous ideal with λR(R/I) <∞ and pdR(R/I) <∞. Then for every q = pe,
one has λR(R/I
[q]) = qdλR(R/I). In particular, eHK(I, R) = λR(R/I).
Also, in Chapter 3 we consider part (1) of Conjecture 1.6 in the context of numerical
semigroup rings.
Finally, in Chapter 4 we discuss the following theorem of Hochster and Huneke
considering tight closure and the Hilbert-Kunz multiplicity. This is an expository
chapter on the theorem and the background needed to prove the theorem.
Theorem 1.7. (cf. [HH90, Theorem 8.17]) Let (R,m) be a local ring and J ⊆ I
m-primary ideals of R.
61. If I ⊆ J∗ then eHK (I) = eHK (J).
2. The converse to (1) holds if R is equidimensional and either complete or essen-
tially of finite type over a field.
7Chapter 2
The Second Hilbert Coefficient of a
Parameter Ideal
2.1 Definitions and Notation
Given a local ring (R,m), it is a well-known fact that an ideal I ⊆ R is m-primary if
and only if
√
I = m. If M is an R-module, we write λR(M) (or simply λ(M)) for the
length of M as an R-module. For an m-primary ideal I, the Hilbert-Samuel function
of I with respect to M is defined by HI,M(n) = λR(M/I
nM) for all integers n.
Throughout this thesis we use the convention In = R for n ≤ 0, so that HI,M(n) = 0
for n ≤ 0. Samuel [Sam51] showed that the functionHI,M(n) agrees with a polynomial
PI,M(n), known as the Hilbert-Samuel polynomial for I, of degree t = dimM for n
sufficiently large. Moreover, one can always write PI,M(n) in the form
PI,M(n) =
t∑
i=0
ei(I,M)
(
n+ t− i− 1
t− i
)
8where the ei(I,M)’s are known as the Hilbert coefficients for I with respect to M .
We define the postulation number for I with respect to M , denoted n(I,M), to be
the largest integer for which HI,M(n) and PI,M(n) disagree. That is,
n(I,M) = min{j | HI,M(n) = PI,M(n) ∀n > j}.
Let AssR denote the set of associated primes of the ring R and AsshR the set of
associated primes of maximal dimension in R, i.e.,
AsshR = {p ∈ AssR | dim(R/p) = dimR}.
We define the associated graded ring of an ideal I ⊆ R by grI(R) = ⊕n≥0In/In+1.
When R is local, we have that ∩n≥0In = 0 so that for any element x ∈ R, there
is a unique integer n so that x ∈ In\In+1. We let x∗ denote the image of x in
In/In+1 ⊆ grI(R). For a graded ring G = ⊕n≥0Gn, we let G+ denote the ideal
⊕n≥1Gn.
We say that an element y ∈ I is superficial with respect to a module M if there
exists c ∈ N such that for all n ≥ c, (In+1M :M y) ∩ IcM = InM . In particular, if y
is also a non-zero-divisor on M , we have (InM :M y) = I
n−1M for all n sufficiently
large ([SH06, Lemma 8.5.3]). A sequence y1, . . . , ys ∈ I is said to be a superficial
sequence for I with respect to M if the image of yi in I/(y1, . . . , yi−1) is a superficial
element of I/(y1, . . . , yi−1) with respect to M/(y1, . . . , yi−1)M for all i = 1, . . . , s.
We provide some preliminary results in the next section and prove the main the-
orems of this chapter in the following section.
92.2 Some Preliminary Results
When looking at Hilbert-Samuel functions, a common technique is to reduce by a
superficial sequence to obtain a ring of smaller dimension. The following Proposition
guarantees that when we reduce in this way, the Hilbert coefficients behave nicely.
Proposition 2.2.1. (cf. [Nag62, 22.6] ) Let (R,m) be a Noetherian local ring, I
an m-primary ideal and M a nonzero finitely generated R-module of dimension d.
Suppose y ∈ I is superficial with respect to M . Then λR(0 :M y) is finite and
PI¯,M¯(n) = PI,M(n)− PI,M(n− 1) + λR(0 :M y).
In particular, we have
ei(I¯ , M¯) =

ei(I,M) for i = 0, . . . , d− 2
ed−1(I,M) + (−1)d−1λR(0 :M y) for i = d− 1.
Proof. We follow the proof of Nagata in [Nag62]. Let c be such that (InM :M y) ∩
IcM = In−1M for all n ≥ c. For n ∈ Z, consider the exact sequence
0→ I
nM :M y
In−1M
→ M
In−1M
y−→ M
InM
→ M
InM + yM
→ 0.
It follows that
λR
(
M
InM + yM
)
= λR
(
M
InM
)
− λR
(
M
In−1M
)
+ λR
(
InM :M y
In−1M
)
.
For n sufficiently large this gives
PI¯,M¯(n) = PI,M(n)− PI,M(n− 1) + λR((InM :M y)/In−1M).
10
So it is enough to show that λR((I
nM :M y)/I
n−1M) = λR(0 :M y) for n sufficiently
large. First note that for n ≥ c
λR
(
InM :M y
In−1M
)
= λR
(
InM :M y
(InM :M y) ∩ IcM
)
= λR
(
(InM :M y) + I
cM
IcM
)
.
Note that M/IcM is a finite length module, and hence artinian. Thus, the descending
chain
(InM :M y) + I
cM
IcM
⊇ (I
n+1M :M y) + I
cM
IcM
⊇ (I
n+2M :M y) + I
cM
IcM
⊇ · · ·
must stabilize, and we have λR
(
(InM :My)+I
cM
IcM
)
is a constant, say C, for n sufficiently
large.
We claim that (InM :M y) ⊆ (0 :M y) + IcM for n sufficiently large. To see this,
note that, using the Artin-Rees lemma, we have
y(InM :M y) = I
nM ∩ yM = In−k(IkM ∩ yM) ⊆ yIn−kM
for some integer k. So if x ∈ (InM :M y), for n  0, there exists an element
a ∈ In−kM ⊆ IcM such that yx = ya. Then x− a ∈ (0 :M y). This proves the claim.
Now, we have (0 :M y) + I
cM ⊆ (InM :M y) + IcM ⊆ (0 :M y) + IcM for n
sufficiently large. Hence,
C = λR
(
(InM :M y) + I
cM
IcM
)
= λR
(
(0 :M y) + I
cM
IcM
)
= λR
(
0 :M y
(0 :M y) ∩ IcM
)
.
Finally, since this C is independent of c (when c is large), we must have the intersection
(0 :M y) ∩ IcM = 0. This proves the first statement. The second statement follows
directly from the first.
11
Note that in the proof above, we show that if x ∈ (InM :M y) and c ∈ Z is
such that (InM :M y) ∩ IcM = In−1M for all n ≥ c, then for n  0, there exists
an element a ∈ IcM such that yx = ya. If y is a non-zero-divisor, this gives that
(InM :M y) ⊆ IcM . In particular, this says that for a non-zero-divisor y ∈ I that is
superficial with respect to M , (InM :M y) = (I
nM :M y)∩ IcM = In−1M for n 0.
For an element x ∈ In\In+1, recall that x∗ denotes the image of x in grI(R). If
x∗ is a non-zero-divisor, the postulation number also behaves nicely when we pass to
I/(x). As the proof is short, we include it for completeness.
Lemma 2.2.2. Let x ∈ I\I2 be a non-zero-divisor and assume that x∗ is a regular
element of grI(R). Set I¯ = I/(x). Then n(I¯) = n(I) + 1.
Proof. Note that from the exact sequence
0 =
qk : x
qk−1
→ R/qk−1 y−→ R/qk → R/(qk, x)→ 0
we obtain
HI¯(k) = HI(k)−HI(k − 1) and PI¯(k) = PI(k)− PI(k − 1).
From this it is clear that n(I¯) ≤ n(I) + 1. Suppose n(I¯) < n(I) + 1. Then we have
HI(n(I)+1)−HI(n(I)) = HI¯(n(I)+1) = PI¯(n(I)+1) = PI(n(I)+1)−PI(n(I)). But,
since HI(n(I) + 1) = PI(n(I) + 1), we obtain HI(n(I)) = PI(n(I)), a contradiction.
Thus, n(I¯) = n(I) + 1.
We define grade grI(R)+ to be the maximal length of a regular sequence for grI(R)
contained in grI(R)+. Then grade grI(R)+ = depth grI(R). The grade of the associ-
ated graded ring also behaves nicely with respect to superficial sequences as evidenced
by the following lemmas.
12
Lemma 2.2.3. [HM97, Lemma 2.1] Let x1, . . . , xk be a superficial sequence for I. If
grade grI(R)+ ≥ k, then x∗1, . . . , x∗k is a regular sequence.
Lemma 2.2.4. [HM97, Lemma 2.2] Suppose y1, . . . yk is a superficial sequence for
an ideal I. Let R¯ and I¯ denote R/(y1, . . . , yk) and I/(y1, . . . , yk), respectively. If
grade grI¯(R¯)+ ≥ 1, then grade grI(R)+ ≥ k + 1.
We now derive a formula for the dth Hilbert coefficient of a parameter ideal with
the following lemma.
Lemma 2.2.5. Suppose (R,m) has dimension d. Let I be an m-primary ideal and
y ∈ I a superficial element. Let I¯ = I/(y), HI¯(k) = λR(R/(Ik, y)) and PI¯(k) denote
the Hilbert polynomial for I¯. Then for l 0,
(−1)ded(I) =
l∑
k=1
(HI¯(k)− PI¯(k))−
l∑
k=1
λR((I
k : y)/Ik−1) + lλR(0 : y).
Furthermore, if y is also a non-zero-divisor on R, we have
(−1)ded(I) =
∞∑
k=1
(HI¯(k)− PI¯(k))−
∞∑
k=1
λR((I
k : y)/Ik−1).
Proof. For k ∈ Z, consider the exact sequence:
0→ I
k : y
Ik−1
→ R/Ik−1 y−→ R/Ik → R/(Ik, y)→ 0.
From this we see that λR(R/(y, I
k)) = λR(R/I
k)−λR(R/Ik−1) +λR( Ik:yIk−1 ). Subtract-
ing PI¯(k) and summing both sides and we get, for l 0,
l∑
k=1
(
λ(R/(y, Ik)− PI¯(k)
)
=
l∑
k=1
(
λ(R/Ik)− λ(R/Ik−1) + λ
(
Ik : y
Ik−1
)
− PI¯(k)
)
13
Thus,
l∑
k=1
(HI¯(k)− PI¯(k)) = λ(R/I l)−
l∑
k=1
d−1∑
i=0
(−1)i
(
k + d− 2− i
d− 1− i
)
ei(I¯) +
l∑
k=1
λ
(
Ik : y
Ik−1
)
=
d∑
i=0
(−1)i
(
l + d− 1− i
d− i
)
ei(I)−
d−1∑
i=0
(−1)i
(
l + d− 1− i
d− i
)
ei(I¯)
+
l∑
k=1
λ
(
Ik : y
Ik−1
)
where λ(−) = λR(−).
By Proposition 2.2.1, we have ei(I) = ei(I¯) for i = 0, . . . , d − 2 and ed−1(I) =
ed−1(I¯)− (−1)d−1λR(0 : y). Hence,
l∑
k=1
(HI¯(k)− PI¯(k)) = −lλR(0 : y) + (−1)ded(I) +
l∑
k=1
λR((I
k : y)/Ik−1).
Rearranging, we get
(−1)ded(I) =
l∑
k=1
(HI¯(k)− PI¯(k))−
l∑
k=1
λR((I
k : y)/Ik−1) + lλR(0 : y)
and if y is also a non-zero-divisor on R, we have
(−1)ded(I) =
∞∑
k=1
(HI¯(k)− PI¯(k))−
∞∑
k=1
λR((I
k : y)/Ik−1)
since for k  0, HI¯(k)− PI¯(k) = 0 and λR((Ik : y)/Ik−1) = 0.
2.3 The first difference function, ∆(Pq(n)−Hq(n))
In this section, we examine the difference function ∆(Pq(n)−Hq(n)) for a parameter
ideal q. The techniques we use closely follow those of Marley in [Mar89]. In this
14
section we also prove Theorems A and B.
Definition 2.3.1. Let f : Z → Z. The first difference function, ∆(f), is defined
by ∆(f(n)) = f(n + 1) − f(n). We define the ith difference function inductively by
∆i(f) = ∆(∆i−1(f)).
We begin with a proposition describing the Hilbert coefficients for a parameter
ideal in a ring of dimension one. The second part of this result is also proved in
[GN03, Lemma 2.4(1)]. As the proof is short, we include it here.
Proposition 2.3.2. [GN03] Suppose (R,m) is a one-dimensional local Noetherian
ring and q = (x) ⊆ R is a parameter ideal for R. Then
1. e0(q) = λR(R/(H
0
m(R), x)), and
2. e1(q) = −λR(H0m(R)).
Proof. Consider the short exact sequence
0→ H
0
m(R)
qn ∩H0m(R)
→ R
qn
→ R
(H0m(R), q
n)
→ 0.
Using the additivity of length, we have λR(R/q
n) = λR
(
H0m(R)
qn∩H0m(R)
)
+λR
(
R
(H0m(R),qn)
)
.
Note that for n  0, qn ∩ H0m(R) = 0 by the Artin-Rees Lemma, so we have
λR(R/q
n) = λR(H
0
m(R)) + λR(R/(H
0
m(R), q
n)) for n  0. Now, R/H0m(R) is a
Cohen-Macaulay ring and the image of x in R/H0m(R) is a parameter, so we also
have λR(R/(H
0
m(R), q
n)) = nλR(R/(H
0
m(R), x)). Putting this together, we have
λR(R/q
n) = nλR(R/(H
0
m(R), x)) + λR(H
0
m(R)) for n 0.
It follows that e0(q) = λR(R/(H
0
m(R), x)) and e1(q) = −λR(H0m(R)).
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We now provide another description of the Hilbert coefficients of a parameter ideal
in a one-dimensional ring.
Proposition 2.3.3. Suppose (R,m) is a one-dimensional local Noetherian ring and
q = (x) ⊆ R is a parameter ideal. Then
1. a) e0(q) = λR(R/x˜) where x˜ = ((x
i+1) : xi) for all i 0, and
b) e1(q) =
∑l−1
i=0 (λR(R/x˜)− λR(R/((xi+1) : xi))) for a fixed integer l.
2. a) Pq(n)−Hq(n) =
∑∞
i=n (λR(R/((x
i+1) : xi))− λ(R/x˜)) where
x˜ = ((xl+1) : xl) for all l 0, and
b) Pq(n) ≥ Hq(n) for all n ≥ 0.
Proof. Write q = (x). Note that λR((x
i)/(xi+1)) = λR(R/((x
i+1) : xi)) for all i as
((xi+1) : xi) is the kernel of the surjective map R → (xi)/(xi+1) defined by 1 7→ x¯i.
Then λ(R/qn) =
∑n−1
i=0 λR((x
i)/(xi+1)) =
∑n−1
i=0 λR(R/((x
i+1) : xi)). Note
((x) : x0) ⊆ ((x2) : x) ⊆ ((x3) : x2) ⊆ · · ·
is an ascending chain, so there must be a point at which it stabilizes. Let
l = min{i | ((xn+1) : xn) = ((xi+1) : xi) for all n ≥ i}
and set x˜ = ((xl+1) : xl).
For n ≥ l, we have λR(R/(xn)) =
∑l−1
i=0 λR(R/((x
i+1) : xi)) + (n − l)λR(R/x˜).
This gives that
Pq(n) =
l−1∑
i=0
λR(R/((x
i+1) : xi)) + (n− l)λR(R/x˜).
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From this, we see that e0(q) = λR(R/x˜) and e1(q) =
∑l−1
i=0 [λR(R/x˜)− λR(R/((xi+1 : xi))].
This proves (1).
Now if n ≤ l − 1, then Hq(n) =
∑n−1
i=0 λR(R/((x
i+1) : xi), and
Pq(n)−Hq(n) =
l−1∑
i=n
λR(R/((x
i+1) : xi) + (n− l)λR(R/x˜)
=
l−1∑
i=n
(
λR(R/((x
i+1) : xi)− λR(R/x˜)
)
=
∞∑
i=n
(
λR(R/((x
i+1) : xi)− λR(R/x˜)
)
,
where the last equality holds since ((xi+1) : xi) = x˜ for all i ≥ l. This gives 2(a).
Note that for all i, we have ((xi+1) : xi) ⊂ x˜, so λR(R/((xi+1) : xi)) ≥ λR(R/x˜)
and we have Pq(n) −Hq(n) ≥ 0. In fact, if n ≥ l, we have Pq(n) −Hq(n) = 0. This
gives part 2(b) of the proposition.
This proposition gives us a formula for the postulation number of a parameter
ideal in a one-dimensional ring.
Corollary 2.3.4. Let (R,m) be a one-dimensional local Noetherian ring and q = (x)
a parameter ideal. Then
n(q) = min{i | ((xi+1) : xi) = ((xj+1) : xj) for all j ≥ i} − 1.
Proof. Let l = min{i | ((xi+i) : xi) = ((xj+1) : xj) for all j ≥ i} and x˜ = ((xl+1) : xl).
Then, using part 2(a) of Proposition 2.3.3, clearly n(q) ≤ l− 1. If n(q) < l− 1, then
we have Pq(l) = Hq(l) and using 2(a) again, this gives λR(R/((x
l) : xl−1) = λR(R/x˜).
But since x˜ = ((xl+1) : xl), this says that ((xl) : xl−1) = ((xl+1) : xl) = ((xi+1) : xi)
for all i ≥ l, contradicting the minimality of l. Thus, we must have n(q) = l − 1.
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Corollary 2.3.5. Let (R,m) be a one-dimensional local Noetherian ring and q = (x)
a parameter ideal. Then
1. For k ∈ Z, if Pq(k) − Hq(k) = 0, then Pq(n) − Hq(n) = 0 for all n ≥ k, i.e.,
k > n(q).
2. ∆2(Pq(n)−Hq(n)) = λR(((xn+2) : xn+1)/((xn+1) : xn)) for all n.
3. ∆2(Pq(n)−Hq(n)) ≥ 0 for all n.
Proof. For the first statement, suppose Pq(k) − Hq(k) = 0. Let x˜ be defined as in
Proposition 2.3.3. Then Pq(k) −Hq(k) =
∑∞
i=k (λR(R/((x
i+1) : xi)− λR(R/x˜)) = 0.
As λR(R/((x
i+1) : xi)) − λR(R/x˜) ≥ 0 for all i ≥ 0, we must have equality for each
i ≥ k. It follows that Pq(n)−Hq(n) = 0 for all n ≥ k, i.e., k > n(q).
For (2), note by Proposition 2.3.3
∆(Pq(n)−Hq(n)) = λR(R/x˜)− λR(R/((xn+1) : xn))
So,
∆2(Pq(n)−Hq(n)) = ∆(∆(Pq(n)−Hq(n)))
= ∆(λR(R/x˜)− λR(R/((xn+1) : xn)))
= −λR(R/((xn+2) : xn+1)) + λR(R/((xn+1) : xn))
= λR(((x
n+2) : xn+1)/((xn+1) : xn)).
In particular, this says ∆(Pq(n) − Hq(n)) ≤ 0 and ∆2(Pq(n) − Hq(n)) ≥ 0 for all
n.
In our next result, we give an explicit formula for e1(q) over a two-dimensional
ring.
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Proposition 2.3.6. Let (R,m) be a local Noetherian ring of dimension two with
parameter ideal q. Suppose y ∈ q\mq is a superficial element for q. Then
e1(q) = −λR(0 :H1m(R) y)).
Proof. By Propositions 2.2.1 and 2.3.2 , we have
e1(q) = λR(0 :R y)− λR(H0m(R/(y))). (2.1)
We will first find formulas for λR(0 :R y) and λR(H
0
m(R/(y))). Consider the short
exact sequence
0→ (0 :R y)→ R→ R/(0 :R y)→ 0.
Applying local cohomology, we have
0→ H0m(0 :R y)→ H0m(R)→ H0m(R/(0 :R y))→ H1m(0 :R y)→ · · · .
Note that since λR(0 :R y) <∞ ( by Proposition 2.2.1) , we haveH0m(0 :R y) = (0 :R y)
and H1m(0 :R y) = 0. So, from the exact sequence
0→ (0 :R y)→ H0m(R)→ H0m(R/(0 :R y))→ 0
we have
λR(0 :R y) = λR(H
0
m(R))− λR(H0m(R/(0 :R y))). (2.2)
Similarly, we can apply local cohomology to the short exact sequence
0→ R/(0 :R y) α−→ R→ R/(y)→ 0
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where α(r¯) = yr to obtain the long exact sequence
0→ H0m(R/(0 :R y))→ H0m(R)→ H0m(R/(y)) g−→ H1m(R/(0 :R y)) f−→ H1m(R)→ · · · .
Letting C := ker(f) ∼= im(g), we have
λR(H
0
m(R/(y)) = λR(C) + λR(H
0
m(R))− λR(H0m(R/(0 :R y)). (2.3)
Now combining (2.2) and (2.3) with (2.1), we have e1(q) = −λR(C).
We claim that C ∼= (0 :H1m(R) y). First note that as y is superficial for q, y acts as a
non-zero-divisor on R/H0m(R). Indeed, suppose x ∈ R such that x¯y¯ = 0¯ in R/H0m(R).
We need to show that x ∈ H0m(R). There exists n1 ∈ Z such that xymn1 = (0) ⊆ qi
for all i ≥ 0 and hence xmn ⊆ (qi : y) for n 0 and for all i ≥ 0. As y is superficial
for q, there exists c ∈ Z such that (qn+1 : y)∩ qc = qn for n ≥ c. Since q is m-primary,
there exists n2 such that m
n2 ⊆ q. Then note that mn2c ⊆ qc implies that xmn ⊆ qc for
n 0. Thus, for n 0, we have yxmn = 0 and hence xmn ⊆ (qi+1 : y) ∩ qc = qi for
all i ≥ c. In particular, by Krull’s Intersection Theorem, we have xmn ∈ ∩i≥cqi = 0.
So, x ∈ (0 : mn) ⊆ H0m(R).
Recall that we have the exact sequence
0→ C → H1m(R/(0 :R y))→ H1m(R).
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Consider the following commutative diagram with exact rows and columns:
0

0

0

0 // H0m(R)/(0 :R y)
γ //

H0m(R)
//

K //
β

0
0 // R/(0 :R y)
α //

R //

R/(y) //

0
0 // R/H0m(R)
y //

R/H0m(R)
//

R/(H0m(R), y)
//

0
0 0 0
where K = ker(β) = Coker(γ). We can apply local cohomology to obtain the follow-
ing commutative diagram
0 // C // H1m(R/(0 :R y))
//
θ

H1m(R)
τ

0 // T // H1m(R/H
0
m(R))
y // H1m(R/H
0
m(R))
where T = ker(H1m(R/H
0
m(R))
y−→ H1m(R/H0m(R)). Note θ and τ are isomorphisms
because H0m(R)/(0 :R y) and H
0
m(R) are both finite-length modules and hence
H i(H0m(R)/(0 :R y)) = 0 and H
i
m(H
0
m(R)) = 0 for i ≥ 1.
Hence, by the Five Lemma, we have that C ∼= T .
We now show that T = (0 :H1m(R) y). Note that by applying local cohomol-
ogy to the exact sequence 0 → H0m(R) → R → R/H0m(R) → 0 one can see that
H1m(R/H
0
m(R))
∼= H1m(R). Furthermore, the kernel of the map H1m(R) y−→ H1m(R) is
(0 :H1m(R) y), so T
∼= (0 :H1m(R) y). Applying this to the diagram above, we can see
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that C ∼= (0 :H1m(R) y), and hence e1(q) = −λR(0 :H1m(R) y).
Corollary 2.3.7. Let (R,m) be a local Noetherian ring of dimension d ≥ 1 and q ⊆ R
a parameter ideal. Then e1(q) ≤ 0.
Proof. Without loss of generality, we may assume that R has infinite residue field by
passing to R[x]mR[x] if necessary. We will proceed by induction on d. The cases d = 1
and d = 2 follow from Propositions 2.3.2 and 2.3.6, respectively. Suppose d > 2. Then
we may choose y ∈ q\mq superficial for q such that e1(q) = e1(q/(y)). The result
now follows by induction as q/(y) is a parameter ideal in the (d− 1)-dimensional ring
R/(y).
Corollary 2.3.8. Let (R,m) be a local Noetherian ring of dimension 2 and q ⊆ R a
parameter ideal. Then the following are equivalent:
1. e1(q) = 0.
2. H1m(R) = 0.
3. R/H0m(R) is Cohen-Macaulay.
In particular, if R has positive depth, e1(q) = 0 if and only if R is Cohen-Macaulay.
Proof. Note that without loss of generality, we may assume that R has infinite residue
field. We will start with proving (1) if and only if (2). Note that H1m(R) is annihilated
by a power of m, and hence, by a power of y. So, by Proposition 2.3.6, e1(q) = 0 if
and only if (0 :H1m(R) y) = 0 if and only if H
1
m(R) = 0.
For (2) if and only if (3), apply local cohomology to the short exact sequence
0→ H0m(R)→ R→ R/H0m(R)→ 0
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to obtain the long exact sequence
· · · → H1m(H0m(R))→ H1m(R)→ H1m(R/H0m(R))→ H2m(H0m(R))→ · · · .
Note that since H0m(R) is a finite-length module, H
i
m(H
0
m(R)) = 0 for all i ≥ 1. So
H1m(R) = 0 if and only if H
1
m(R/H
0
m(R)) = 0 if and only if R/H
0
m(R) is Cohen-
Macaulay. The last statement of the Corollary follows immediately.
We now prove Theorem A, characterizing the second Hilbert coefficient of a pa-
rameter ideal in a ring of depth at least d− 1.
Theorem A. Suppose (R,m) is a Noetherian local ring of dimension d ≥ 2 and
depthR ≥ d− 1. Let q ⊆ R be a parameter ideal. Then
1. e2(q) ≤ 0.
2. e2(q) = 0 if and only if n(q) < 2− d and depth grq(R) ≥ d− 1.
3. e2(q) = 0 implies e3(q) = · · · = ed(q) = 0.
Proof. We may assume that R has infinite residue field by passing to R[x]mR[x] if
necessary. We will proceed by induction on d = dimR. First suppose d = 2. Let
q = (y, x) where y ∈ q\mq is a superficial non-zero-divisor for R. Let (·) denote
working modulo (y). Now, q¯ is a parameter ideal in the one-dimensional ring R¯, so
by Proposition 2.3.3, Hq¯(k) − Pq¯(k) ≤ 0 for all k ≥ 0. In particular, Lemma 2.2.5
gives
e2(q) =
∞∑
k=1
(Hq¯(k)− Pq¯(k))−
∞∑
k=1
λR((q
k : y)/qk−1)
≤ 0.
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Note that if the left-hand side of the equation above is zero, we must have that
λR((q
k : y)/qk−1) = 0 and Pq¯(k) = Hq¯(k) for all k ≥ 1. In particular, the condition
λR((q
k : y)/qk−1) = 0 for all k ≥ 1 implies that y∗ is a non-zero-divisor in grq(R),
so depth grq(R) ≥ 1. Now, since y∗ is a non-zero-divisor, Lemma 2.2.2 gives that
n(q¯) = n(q) + 1; i.e., n(q) < 0. This proves the Corollary when d = 2.
Now if dimR > 2, then let y1, . . . , yd−2 ∈ q\mQ be a superficial sequence of
non-zero-divisors for R. Then q¯ = q/(y1, . . . , yd−2) is a parameter ideal in the two-
dimensional ring R¯ = R/(y1, . . . , yd−2) which has depthR ≥ 1. Hence, by induction,
we have e2(q) = e2(q¯) ≤ 0.
For (2), first suppose e2(q) = 0. Then by induction grade grq¯(R¯)+ ≥ 1. By Lemma
2.2.4, this implies grade grq(R)+ ≥ d− 2 + 1 = d− 1. Finally, this gives y∗1, . . . , y∗d−2
is a regular sequence by Lemma 2.2.3. Hence, n(q¯) < 0 if and only if n(q) < 2 − d.
This gives the forward implications for (2).
For the backward implication of (2), suppose n(q) < 2 − d (i.e., Hq(n) = Pq(n)
for all n ≥ 2− d) and grade grq(R)+ ≥ d− 1. Then Pq(n) = 0 for all 2− d ≤ n ≤ 0.
Plugging the values 0,−1,−2, . . . , 2− d successively into Pq(n), one can see that we
get ed(q) = ed−1(q) = · · · = e2(q) = 0.
Finally, (3) follows from the proof of (2).
Corollary 2.3.9. Suppose (R,m) is a local Noetherian ring of dimension d ≥ 2 and
depthR ≥ d− 1. Then for any parameter ideal q ⊆ R, we have
λR(R/q) ≤ e0(q)− e1(q).
Proof. As before, we may assume that R/m is infinite. From Proposition 2.3.3, we
have that Hq¯(n) ≤ Pq¯(n) for all n ≥ 1, where q¯ = q/(y1, . . . , yd−1) for y1, . . . , yd−1 ∈ q
a superficial sequence which is part of a minimal generating set for q. Note that
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we may also choose y1, . . . , yd−1 to be a regular sequence as depthR ≥ d − 1. Now,
letting n = 1 and using the fact that ei(q) = ei(q¯) for i = 0, 1 since y1, . . . , yd−1 is a
superficial and regular sequence, the result follows.
In light of the above corollary, one could ask the following question.
Question 2.3.10. Suppose (R,m) is a local Noetherian ring of dimension d and
depthR ≥ d− 1. Let q ⊆ R be a parameter ideal. Then does e2(q) = 0 if and only if
λR(R/q) = e0(q)− e1(q)?
If e2(q) = 0 above, then by Theorem A one can see that λR(R/q) = e0(q)− e1(q).
We believe that the other direction of this question may be related to the questions
of Section 2.5. In particular, if we assume additionally that depth grq(R) ≥ d − 1,
then the question has an affirmative answer. To see this, let y := y1, . . . , yd−1 ∈ q be
a superficial sequence for q which is also a regular sequence and part of a minimal
generating set for q fand let · denote working modulo y. Then
λR(R/q) = λR(R/(q, y)) = λR(R/q) = e0(q)− e1(q) = e0(q¯)− e1(q¯) = Pq¯(1).
Thus, by Corollary 2.3.5, since R¯ is one-dimensional, we have Hq¯(n) = Pq¯(n) for
all n ≥ 1. Moreover, y a superficial sequence and depth grq(R) ≥ d − 1 imply that
y∗1, . . . , y
∗
d−1 is a regular sequence in grq(R) (Lemma 2.2.3). Finally, by Lemma 2.2.2
we have n(q¯) = n(q)+d−1, so n(q) ≤ 1−d. Successively plugging n = 0,−1, . . . 1−d
into Pq(n) = Hq(n), we obtain ei(q) = 0 for i ≥ 2.
The assumption that depthR ≥ d− 1 is necessary in Theorem A, as evidenced by
the following example.
Example 2.3.11. Let R = k[x, y, z, u, v, w]/I where I is the intersection of ideals
I = (x+ y, z − u,w) ∩ (z, u− v, y) ∩ (x, u, w) and q = (u− y, z + w, x− v). Then R
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is an unmixed ring of dimension three and depth one and q is a parameter ideal with
Pq(n) = 3
(
n+ 2
3
)
+ 2
(
n+ 1
2
)
+ n.
In particular, e2(q) = 1 > 0.
Note that in the example above, one could mod out the ring R by a superficial
non-zero-divisor in q\mq to obtain an example of a two-dimensional ring R¯ of depth
zero with parameter ideal q¯ satisfying e2(q¯) = 1 > 0.
The upper bound for e2(q) in Theorem A can be achieved even if R is not Cohen-
Macaulay. We also provide an example below with negative second Hilbert coefficient.
In both examples, we use the software system Macaulay2 [GS] to compute the Hilbert-
Samuel functions.
Example 2.3.12. Let R = k[[x5, xy4, x4y, y5]] ∼= k[[t1, t2, t3, t4]]/J where J is the
ideal J = (t2t3 − t1t4, t42 − t3t34, t1t32 − t23t24, t21t22 − t33t4, t31t2 − t43, t53 − t41t4). Then R
is a two-dimensional domain with depth one. The parameter ideal q = (x5, y5) has
Hilbert-Samuel polynomial
Pq(n) = 5
(
n+ 1
2
)
+ 2n,
so e2(q) = 0.
Example 2.3.13. Let R = k[x, y, z, t]/((x2, z4) ∩ (x − y, z + t)). Then R is a two-
dimensional unmixed ring with depth one. The ideal q = (x + t + y, z − y) is a
parameter ideal with Hilbert-Samuel polynomial
PQ(n) = 9
(
n+ 1
2
)
+ 2
(
n
1
)
− 1.
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Hence, e2(q) = −1 < 0. In this example, we have that n(q) = 0; that is, Pq(0) 6= Hq(0)
and Pq(n) = Hq(n) for all n ≥ 1. However, we do have that depth grq(R) ≥ 1.
We now prove the other main result of this section.
Theorem B. Let (R,m) be a local Noetherian ring of dimension d and suppose q is
a parameter ideal for R satisfying depth grq(R) ≥ d− 1. Then for 0 ≤ i ≤ d+ 1 and
n ∈ Z,
(−1)i∆d+1−i(Pq(n)−Hq(n)) ≥ 0.
Proof. We first note that it is enough to prove the result when i = 0. Indeed,
suppose g : Z → Z satisfies g(n) = 0 for all n sufficiently large and ∆(g(n)) ≥ 0 for
all n ≥ 1− d. Then we claim g(n) ≤ 0 for all n. Let N be such that g(n) = 0 for all
n ≥ N . Then ∆(g(N −1)) = g(N)− g(N −1) ≥ 0 implies g(N −1) ≤ 0. Inductively,
one can show that g(j) ≤ 0 for all j. In particular, if we set g(n) = Pq(n) −Hq(n),
and assume (−1)i∆d+1−i(g(n)) ≥ 0 for all n ≥ 1 − d, then (−1)i∆d+1−i−1(g(n)) ≤ 0
gives the theorem for i+ 1. Hence, it is enough to prove
∆d+1(Pq(n)−Hq(n)) ≥ 0 for all n.
We will use induction on the dimension d. Note the case d = 1 is proved in
Corollary 2.3.5. Suppose d > 1. Let a ∈ q\mq such that a∗ is a grq(R)-regular
element. Let q¯ = q/(a) and R¯ = R/(a). Then note that depthq¯(R¯) ≥ d− 2 and q¯ is
a parameter ideal for the (d− 1)-dimensional ring R¯. So, by induction,
∆d(Pq¯(n)−Hq¯(n)) ≥ 0 for all n.
Now, as a∗ is a non-zero-divisor in grq(R), we have Hq¯(n) = Hq(n) − Hq(n − 1) for
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all n. Similarly, Pq¯(n) = Pq(n)− Pq(n− 1). Hence,
∆d+1(Pq(n)−Hq(n)) = ∆d(∆(Pq(n)−Hq(n))
= ∆d(Pq¯(n+ 1)−Hq¯(n+ 1))
≥ 0 for all n.
Thus,
∆d+1(Pq(n)−Hq(n)) ≥ 0 for all n.
Corollary 2.3.14. Let (R,m) be a local Noetherian ring of dimension d and suppose q
is a parameter ideal for R satisfying depth grq(R) ≥ d−1. Suppose Pq(k)−Hq(k) = 0
for some k. Then Pq(n)−Hq(n) = 0 for all n ≥ k, i.e., k > n(q).
Proof. Letting i = d in Theorem B, we have (−1)d∆(Pq(n) − Hq(n)) ≥ 0 for all
n. This gives (−1)d(Pq(n + 1) − Hq(n + 1)) ≥ (−1)d(Pq(n) − Hq(n)) for all n. In
particular, we have
0 ≥ (−1)d(Pq(n)−Hq(n)) ≥ (−1)d(Pq(k)−Hq(k)) = 0 ∀ n ≥ k
where the first inequality holds because Pq(N) − Hq(N) = 0 for N  0. Thus,
Pq(n) = Hq(n) for all n ≥ k.
Remark 2.3.15. Let (R,m) be a local Noetherian ring of dimension d and suppose
q is a parameter ideal for R. For 0 ≤ i ≤ d− 1, we have the following:
1. If n(q) < i− d, then ej(q) = 0 for j ≥ i.
2. If depth grq(R) ≥ d− 1, the converse to (1) holds.
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Proof. Note (1) follows by using that Pq(j) = 0 for i − d < j < 0. For (2), suppose
depth grq(R) ≥ d− 1 and ei(q) = 0 for j ≥ i. Then Pq(i− d) = 0 = Hq(i− d) and by
Corollary 2.3.14, n(q) < i− d.
Question 2.3.16. Does the converse to part (1) of the remark above hold in general?
Corollary 2.3.17. Let (R,m) be a local Noetherian ring of dimension d and suppose
q is a parameter ideal for R satisfying depth grq(R) ≥ d− 1. Then for 1 ≤ i ≤ d
1. ei(q) ≤ 0.
2. (−1)j+1(e0(q)− e1(q) + · · ·+ (−1)jej(q)− λR(R/q)) ≥ 0 for j = 1, . . . , d.
Proof. Note that it is enough to prove (1) in the case i = d, as we can then use
our usual argument via reduction by a superficial sequence to obtain ei(q) ≤ 0 for
i = 1, . . . , d− 1. Letting i = d+ 1 in Theorem B, we have
(−1)d+1(Pq(n)−Hq(n)) ≥ 0 for all n. (2.4)
If n = 0, (−1)d+1((−1)d(ed(q)−Hq(0)) ≥ 0 implies −ed(q) ≥ 0; that is, ed(q) ≤ 0.
For (2), we will first prove the case j = dimR = d. Indeed, letting n = 1 in
equation (2.4), we see
(−1)d+1(e0(q)− e1(q) + · · ·+ (−1)ded − λR(R/q)) ≥ 0.
Now, let a1, . . . ad−j ∈ q\q2 be part of a minimal generating set for q such that
a∗1, . . . , a
∗
d−j is a grq(R)-regular sequence. Then, setting R¯ = R/(a1, . . . ad−j) and
q¯ = q/(a1, . . . ad−j) we have q¯ is a parameter ideal in the j-dimensional ring R¯, and
depth grq¯(R¯) ≥ j − 1. Finally, λR(R/q) = λR¯(R¯/q¯) and since a1, . . . ad−j defines a
superficial regular sequence in R, we have ei(q¯) = ei(q) for all i = 0, . . . , j. It follows
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that
(−1)j+1(e0(q)− e1(q) + · · ·+ (−1)jej(q)− λR(R/q)) ≥ 0.
Corollary 2.3.18. Let (R,m) be a local Noetherian ring of dimension d and suppose
q is a parameter ideal for R satisfying depth grq(R) ≥ d − 1. Suppose ei(q) = 0 for
some 1 ≤ i ≤ d− 1. Then ej(q) = 0 for i ≤ j ≤ d.
Proof. Note that it is enough to prove that ei+1(q) = 0. Reducing by a superficial
sequence if necessary, we may assume that i = d− 1. Since e0(q) > 0, we must have
that d > 1, so by assumption, depth grq(R) > 0. Let a ∈ q be such that a∗ ∈ grq(R)
is a non-zero-divisor. Then ed−1(q¯) = ed−1(q) = 0 implies that Pq¯(0) = 0 = Hq¯(0).
Now, by Corollary 2.3.14, n(q¯) ≤ −1. As n(q¯) = n(q) + 1, this gives n(q) ≤ −2, and
in particular, (−1)ded(q) = Pq(0) = Hq(0) = 0.
Question 2.3.19. Is there an example of a parameter ideal with ei = 0 and ei+1 6= 0?
2.4 The Unmixed Case
In this section we provide an alternative proof of Theorem A in the case R is unmixed.
We restate the theorem below:
Theorem Aˆ. Let (R,m) be an unmixed Noetherian local ring of dimension d ≥ 2.
Suppose that depthR ≥ d− 1. If q is a parameter ideal of R, then the following hold:
1. e2(q) ≤ 0
2. e2(q) = 0 if and only if n(q) < 2− d and grade grq(R)+ ≥ d− 1
3. e2(q) = 0 implies e3(q) = e4(q) = · · · = ed(q) = 0.
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Although this theorem is less general than Theorem A, the methods used to prove
Theorem Aˆ are quite different than the methods used in the previous section. We
include the proof here in the hopes that the proof techniques will be useful in proving
more results concerning other Hilbert coefficients of parameter ideals in unmixed
rings.
To prove Theorem Aˆ, we want to show that if R = S/I with S a Gorenstein ring
of the same dimension as R and q ⊆ R is a parameter ideal of R, then there is a
parameter ideal Q ∈ S so that QR = q. The following lemma will allow us to find
such a Q. We use the same proof technique here as Lemma 3.1 in [GHV09], where
they prove the lemma in the case S is Cohen-Macaulay and I is prime.
Lemma 2.4.1. Let (S, n) be a local Noetherian ring of dimension d with infinite
residue field and let R = S/I with dimR = dimS. Suppose x1, . . . , xd ∈ S such that
dim(S/(I, x1, . . . , xi)) = d − i for i = 1, . . . , d. Then there exist a1, . . . , ad ∈ S such
that dim(S/(a1, . . . , ai)) = d− i and xi − ai ∈ I for i = 1, . . . , d.
Proof. Let I = (c1, . . . , cn) and let p1, . . . , pl be the dimension d (ie. dimS/p = d)
primes of S not containing I. We will show that there exists α ∈ S\n such that
x1 + c1α + c2α
2 + · · · + cnαn /∈ pi for i = 1, . . . , l. Suppose not. Then since S/n
is infinite, there exist α1, . . . , αn+1 ∈ S\n and a fixed k between 1 and l such that
αi + n 6= αj + n whenever i 6= j and x1 + c1αi + · · · cnαni ∈ pk for i = 1, . . . , n+ 1. Let
A be the Vandermonde matrix determined by the αi. We have
A

x1
c1
...
cn

=

1 α1 α
2
1 · · · αn1
1 α2 α
2
2 · · · αn2
...
...
...
. . .
...
1 αn+1 α
2
n+1 · · · αnn+1


x1
c1
...
cn

=

g1
g2
...
gn+1

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where g1, . . . , gn+1 ∈ pk. Note A is invertible as detA =
∏
i<j(αj − αi) /∈ n so detA
is a unit in S. Thus we have c1, . . . , cn ∈ pk so that I ⊆ pk, a contradiction. Now
let a1 = x1 + c1α + c2α
2 + · · · + cnαn. Then a1 /∈ p for any dimension d prime in
S not containing I. In fact, we have a1 /∈ p for any dimension d prime of S. To
see this, suppose p ⊇ I is prime with dimS/p = d. Then note that as x1 − a1 ∈ I,
by assumption we have dimS/(I, a1) = d − 1. If a1 ∈ p, then dim(S/p) ≤ d − 1,
contradicting our assumption that dimS/p = d. Thus, we must have that a1 /∈ p for
any prime p ⊆ S with dimS/p = d, and hence dimS/(a1) = d− 1.
Now let q1, . . . , qs be the dimension d− 1 primes of (a1) not containing I. Using
a similar argument to that above, we can find β ∈ S\n such that the element a2 =
x2 + c1β + · · ·+ cnβn is not in pi for i = 1, . . . , s. Note again that if p is a dimension
d− 1 prime over (a1) such that p ⊇ I, then we have S/(I, a1, a2) = S/(I, x1, x2) so by
assumption dim(S/(I, a1, a2)) = d− 2. If p contains a2, we have dim(S/p) ≤ d− 2, a
contradiction. Thus a2 is not contained in any dimension d− 1 prime over (a1). We
can continue in this way to obtain a1, . . . , ad such that dim(S/(a1, . . . , ai)) = d− i for
1 ≤ i ≤ d.
When we consider the Hilbert coefficients of an ideal in an unmixed ring, the
following results will allow us to assume that the ring has infinite residue field.
Lemma 2.4.2. Suppose (R,m) → (S, n) is a faithfully flat local ring extension and
I ⊆ R is an ideal with √I = m. Then depthS/IS = depthS/mS.
Proof. Note S/IS and S/mS are S/IS-modules, so depthS/IS S/IS = depthS S/IS
and depthS/IS S/mS = depthS S/mS. Now, R → S flat implies R/I → S/IS is
flat. Hence, tensoring with R/I, it’s enough to show depthS = depthS/mS when
dimR = 0 and R → S is flat. We claim that depthS/mnS = depthS/mS for all
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n ≥ 1. Then, since dimR = 0, mn = 0 for n sufficiently large and so we’ll have
depthS = depthS/mS.
To prove the claim, we proceed by induction. The result clearly holds for n = 1,
so assume n > 1 and depthS/mnS = depthS/mS. Consider the exact sequence
0→ mn/mn+1 → R/mn+1 → R/mn → 0.
Note that mn/mn+1 ∼= (R/m)t for some t. Now, since S is flat over R, we have
0→ (S/mS)t → S/mn+1 → S/mn → 0
is exact. By induction, we have depth(S/mS)t = depthS/mn. It follows from the
exact sequence above that depthS/mn+1 = depthS/m.
Theorem 2.4.3. Let R be a local ring which is the homomorphic image of a Cohen-
Macaulay ring such that AssR = AsshR. Then Ass R̂ = Assh R̂.
Proof. Write R = S/I. Then R̂ = Ŝ/IŜ. Let Q ∈ Ass Ŝ/IŜ and consider Q ∩ S = p.
Now, Q ∈ Ass Ŝ/IŜ means that p consists of zero-divisors on S/I, so p ⊆ q ∈ AssS/I
for some q. However, dimR/q = dimR by assumption, so we must have q = p is
minimal over I.
Now, Sp → ŜQ is a flat local ring extension. So, depth ŜQ = depthSp+depth ŜQ/pŜQ
by [BH93, 1.2.16]. Note that as p ∈ Min(S/I), √Ip = pSp, so applying Lemma
2.4.2 to the extension Sp → ŜQ, we have depth ŜQ/pŜQ = depth ŜQ/IŜQ = 0 as
Q ∈ Ass(Ŝ/IŜ). Thus, depth ŜQ = depthSp. Now, as S is Cohen-Macaulay, ŜQ
and Sp are Cohen-Macaulay, so this gives dim ŜQ = dimSp. Finally, as S and Ŝ are
Cohen-Macaulay, we have dimSp + dimS/p = dimS = dim Ŝ = dim ŜQ + dim Ŝ/Q.
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This implies
dimS/I = dimS/p = dim Ŝ/Q,
i.e., dim R̂ = dim R̂/q for any q ∈ Ass R̂.
Note that given an unmixed ring (R,m) and an m-primary ideal I, we may pass
to the m-adic completion R̂ so that ei(I) = ei(IR̂) for each i. Now R̂ satisfies
Ass R̂ = Assh R̂. Passing to T := R̂[x]bm bR[x], we obtain a ring with infinite residue
field such that AssT = AsshT and we still have ei(I) = ei(IT ) for i = 0, . . . , d. Note
that since R̂ is the homomorphic image of a Cohen-Macaulay ring (by the Cohen
Structure Theorem), T is also. Thus, we may apply Theorem 2.4.3, to obtain that T
is a local unmixed ring with infinite residue field.
We now prove the main theorem in the case dimR = 2.
Proposition 2.4.4. Suppose (R,m) is an unmixed ring of dimension two. Then
e2(q) ≤ 0 for all parameter ideals q of R. Moreover, equality holds if and only if
grade grq(R)+ ≥ 1 and Pq(n) = Hq(n) ∀n ≥ 0.
Proof. As above, we may assume that R has infinite residue field. By passing to the
m-adic completion R̂, we may also assume R is complete and is the homomorphic
image of a two-dimensional Gorenstein local ring (S, n). Furthermore, note that as
R is unmixed, depthR > 0. Let q be a parameter ideal for R. Then there exists a
parameter ideal Q ⊆ S such that QR = q by Lemma 2.4.1. Since grQ(R) ∼= grq(R),
we have ei(Q,R) = ei(q) for i = 0, 1, 2. As R is unmixed and S is Gorenstein, we
may assume R is a first syzygy of S [EG85, Theorem 3.5]. So we have
0→ R→ Sn → C → 0.
Let y ∈ Q be a superficial element with respect to R such that y is part of a minimal
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generating set for Q and y /∈ p for all p ∈ AssS(C)\{n} and all p ∈ AssS(R). Tensor
the sequence above with S/(y) to obtain
0→ T = TorS1 (S/yS,C)→ R/yR ϕ−→ Sn/ySn → C/yC → 0.
Let R′ denote R/yR and S ′ denote the image of ϕ. We consider the short exact
sequence
0→ T → R′ → S ′ → 0.
Note λ(T ) <∞ as Tp = 0 for all p 6= n by the choice of y.
Let Q = (y, z). Then we can apply the Snake Lemma to
0 // T ∩ znR′ //

znR′ //

znS ′ //

0
0 // T // R′ // S ′ // 0
to obtain
λ(R′/znR′) = λ(T/(T ∩ znR′)) + λ(S ′/znS ′)
for all n. Now, for n  0, we have T ∩ znR′ = (0) since by the Artin-Rees Lemma,
there exists a k such that T∩znR′ ⊆ zn−k(zkR′∩T ) ⊆ zn−kT and zn−kT = 0 for n 0
as λR(T ) < ∞. Furthermore, λ(S ′/znS ′) = nλ(S ′/zS ′) for all n since z is regular
on S/(y) and hence on S ′ ⊆ Sn/ySn. From this we get that e0(Q¯) = λ(S ′/zS ′)
and e1(Q¯) = −λ(T ). Since y is a superficial non-zero-divisor for R, we have that
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e0(Q¯) = e0(Q) and e1(Q¯) = e1(Q). Now by Lemma 2.2.5,
e2(q) =
∞∑
k=1
(
HQ¯(k)− PQ¯(k)
)− ∞∑
k=1
λR((Q
k : y)/Qk−1)
=
∞∑
k=1
(
λ(T/(T ∩ zkR′)) + λ(S ′/zkS ′)− (kλ(S ′/zS ′) + λ(T )))
−
∞∑
k=1
λR((Q
k : y)/Qk−1)
=
∞∑
k=1
−λ(T ∩ zkR′)−
∞∑
k=1
λR((Q
k : y)/Qk−1)
≤ 0.
This proves the first part of the proposition.
For the second statement, suppose e2(q) = 0. Note that in the above equation we
have shown that HQ¯(k) − PQ¯(k) = −λ(T ∩ zkR′) ≤ 0 for all k ≥ 1. If the left hand
side of the above equation is 0, we must have Qk : y = Qk−1 for all k ≥ 1, i.e., y∗
is a non-zero-divisor for grQ(R) ∼= grq(R). Furthermore, since HQ¯(n) − PQ¯(n) ≤ 0
for all n ≥ 1, we must have HQ¯(n) = PQ¯(n) for all n ≥ 1. Finally, note that
since y∗ is a non-zero-divisor in grQ(R), HQ¯(n) = PQ¯(n) for all n ≥ 1 if and only
if HQ(n) = PQ(n) for all n ≥ 0 by Lemma 2.2.2. For the other direction, note that
e2(Q) = PQ(0) = HQ(0) = 0.
To prove the main theorem of this section we want to be able to choose a super-
ficial sequence y1, . . . , yi ∈ q which is part of a minimal generating set for q so that
R/(y1, . . . , yi) remains unmixed. The following theorems and propositions will allow
us to make such a choice.
Theorem 2.4.5. [BH93, Theorem 2.1.15] Let R be a Cohen-Macaulay local ring, and
p a prime ideal. Then dim R̂/q = dimR/p for all q ∈ Ass(R̂/pR̂). In particular, pR̂
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is an unmixed ideal.
Proof. This follows from Theorem 2.4.3, since AssR/p = AsshR/p.
The following propositions can be found in [GN01]. The proofs here are those of
[GN01], but we include more detail.
Proposition 2.4.6. [GN01, Lemma 3.2] Suppose R is a homomorphic image of a
Cohen-Macaulay local ring satisfying AssR ⊆ AsshR ∪ {m}. Then
F := {p ∈ SpecR | height(p) > 1 = depthRp, p 6= m}
is a finite set.
Proof. [GN01] Let F̂ := {P ∈ Spec R̂ | height bR P > 1 = depth R̂P , P 6= mR̂}. Let
p ∈ F and P ∈ Min(R̂/pR̂). Then note that height bR P > 1, depth R̂P = 1, and
p = P ∩ R. To see this, first note that R/p is a domain, so P contracts to the zero
ideal in R/p as P consists of zero-divisors in R̂/pR̂; that is, P ∩ R = p. Now, as in
the proof of Theorem 2.4.3, we have depth R̂P = depthRp + depth R̂P/pR̂P = 1 + 0
as p ∈ F and P ∈ Ass(R̂/pR̂). Finally, [Mat89, Theorem 15.1] gives heightP =
height p+ dim R̂P/pR̂P > 1. Hence, P ∈ F̂, so F ⊆ {P ∩ R | P ∈ F̂} and it’s enough
to prove that F̂ is a finite set.
We first claim that Ass R̂ ⊆ Assh R̂ ∪ {mR̂}. To see this, suppose that P ∈
Ass R̂\{mR̂}. Then there exists p ∈ AssR with p 6= m such that P ∈ Ass bR R̂/pR̂.
Indeed, let p = P ∩R. Then the extension Rp → R̂P is a faithfully flat extension and
so depth R̂P = depthRp + depth R̂P/pR̂P . As P ∈ Ass R̂, the left-hand side of the
equation is zero. Thus, depth R̂P/pR̂P = 0 = depthRp. This gives that p ∈ AssR
and P ∈ Ass bR R̂/pR̂.
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By assumption, we have p ∈ AsshR, so dim(R̂/pR̂) = dim(R/p) = d. Now, by
Theorem 2.4.5, we have dim R̂/P = dimR/p = d, so P ∈ Assh R̂. This gives the
claim. We may now assume that R is a complete local ring.
Let KR be the canonical module for R. (Recall that for a complete local ring R
we can define KR := HomR(H
d
m(R), ER(k)). See [BH93, Remark 3.5.10] for more.)
Let ϕ : R → S = HomR(KR, KR) be the canonical map given by ϕ(r)(x) = rx for
r ∈ R and x ∈ KR. Then setting U = Kerϕ and C = Cokerϕ, we have an exact
sequence 0 → U → R → S → C → 0. First note that Up = 0 for p ∈ AsshR. To
see this note that (KR)p = KRp and Sp = HomRp(KRp , KRp)
∼= Rp since p ∈ AsshR.
Localize at p ∈ F to obtain the short exact sequence 0 → Rp → Sp → Cp → 0. By
the choice of p, we have depthRp = 1 and depthRp Sp ≥ 2 by [HH90, Remark 2.2(f)].
By the Depth Lemma, this implies depthCp = 0 and hence p ∈ AssR(C). Thus,
F ⊆ AssR(C), a finite set.
Proposition 2.4.7. [GN01, Lemma 3.3] Suppose R is a homomorphic image of a
Cohen-Macaulay local ring satisfying AssR ⊆ AsshR ∪ {m}. Let q be a parameter
ideal. Set d = dimR. Then there exists a system a1, a2, . . . , ad of generators of q such
that Ass(R/qi) ⊆ Assh(R/qi) ∪ {m} for all 0 ≤ i ≤ d where qi = (a1, a2, . . . , ai).
Proof. [GN01] Note if d = 0, the result holds. So assume d > 0. It is enough to prove
the proposition in the case i = 1. Let F be as in Proposition 2.4.6. Choose a1 ∈ q so
that
a1 ∈ q\
(
mq
⋃( ⋃
p∈AsshR
p
)⋃(⋃
p∈F
p
))
.
Let p ∈ Ass(R/(a1)) with p 6= m. We want to show that dimR/p = dimR/(a1).
Note that since p is an associated prime for R/(a1), depth(Rp/a1Rp) = 0. However,
since p /∈ Ass(R) (by the choice of a1), we have depthRp > 0. Thus, we must have
depthRp = 1. This gives height p = 1 as p /∈ F. Note by assumption, R is catenary
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and equidimensional. So we have dimR/p = dimR− height p = d− 1 = dimR/(a1).
Thus, p ∈ Assh(R/(a1)).
Note that we can choose the element a1 above to be a superficial element of q. To
see this, we consider the following from [SH06].
Proposition 2.4.8. (cf. [SH06, Proposition 8.5.7] ) Let R be a Noetherian ring with
infinite residue field and I an ideal. Then there exists an integer c such that for all
n ≥ c, (In :R x) ∩ Ic = In−1. Furthermore, there exists a non-empty Zariski-open set
U of I/mI such that whenever r ∈ I with image in I/mI in U , then r is superficial
for I.
Corollary 2.4.9. [SH06, Corollary 8.5.9] Let (R,m) be a Noetherian local ring with
infinite residue field. Let I be an ideal of R and P1, . . . , Pr ideals in R not containing
I. Then for any finitely generated R-module M there exists a superficial element for
I with respect to M that is not contained in any Pi.
If q is a parameter ideal of R and depthR ≥ 1, then note that q 6⊆ p for any
p ∈ F ∪ AssR. Hence, by Corollary 2.4.9, we may choose a1 in Proposition 2.4.7 to
be a superficial non-zero-divisor.
We are now ready to prove Theorem Aˆ.
Theorem Aˆ. Let (R,m) be an unmixed Noetherian ring of dimension d ≥ 2. Suppose
that depthR ≥ d− 1. If q is a parameter ideal of R, then the following hold:
1. e2(q) ≤ 0.
2. e2(q) = 0 if and only if n(q) < 2− d and grade grq(R)+ ≥ d− 1.
3. e2(q) = 0 implies e3(q) = e4(q) = · · · = ed(q) = 0.
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Proof. We will proceed by induction on d := dimR. As in Proposition 2.4.4, we may
assume that R is complete and has infinite residue field. Note that the case d = 2
is given by Proposition 2.4.4. So suppose d = dimR > 2. By Proposition 2.4.7 we
may choose a superficial non-zero-divisor a ∈ q which is a minimal generator for q
such that Ass(R/aR) ⊆ Assh(R/aR) ∪ {m}. Since depthR ≥ d − 1 > 1, we have
depth(R/aR) ≥ 1, so m /∈ Ass(R/aR). Thus, R/aR is unmixed. Let q¯ be the image
of q in R/aR. Then, by induction, we have e2(q) = e2(q¯) ≤ 0. Then e2(q¯) = 0. This
gives us (1). The proof of (2) and (3) is identical to the proof in Theorem A.
2.5 When does the associated graded ring have
positive depth?
Our work in the previous sections led us to the following question:
Question 2.5.1. Let q ⊆ R be a parameter ideal in a local Noetherian ring R. Is
depth grq(R) = depthR?
In this section we examine this question, and present some situations in which the
question has an affirmative answer.
Definition 2.5.2. Let (R,m) be a d-dimensional ring and I ⊆ R an ideal. Let
I = I(p1) ∩ · · · ∩ I(pn) be a primary decomposition for I, where I(pi) is pi-primary.
We define the unmixed part of I to be
U(I) :=
⋂
p∈AsshR
I(p).
Lemma 2.5.3. Suppose (R,m) is a one-dimensional local Noetherian ring. Then
H0m(R) = U((0)).
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Proof. Let (0) = p1 ∩ p2 ∩ · · · ∩ pl ∩ p′ be a primary decomposition of (0) where p′ is
the m-primary component. Then for n 0, we have
H0m(R) = (0 : m
n) = (p1 : m
n) ∩ · · · ∩ (pl : mn) ∩ (p′ : mn) = p1 ∩ · · · ∩ pl = U((0)).
Lemma 2.5.4. Suppose (R,m) is a two-dimensional Noetherian ring and q = (x, y)
is a parameter ideal satisfying yH0m(R/(x)) = 0 (or xH
0
m(R/(y)) = 0). Then
U((x)) ∩ qn = xqn−1
(or U((y)) ∩ qn = yqn−1) for all integers n > 0.
Proof. Let u ∈ U((x)) ∩ qn. Then u ∈ qn = xqn−1 + yqn−1. So we may write
u = xα + yβ where α, β ∈ qn−1 and hence yβ = u − xα ∈ U((x)). Note y is
R/U((x))-regular since (x, y) is a system of parameters. This gives β ∈ U((x)).
Suppose n = 1. Then the assumption that yH0m(R/(x)) = 0 implies that yU((x)) ⊆
(x) as H0m(R/(x)) = U((x))/(x). Hence, β ∈ U((x)) implies yβ ∈ (x) and we have
u = xα + yβ ∈ (x). This gives U((x)) ∩ q = (x)R.
Now suppose n > 1 and assume U((x)) ∩ qn−1 = (x)qn−2. Now, note that
β ∈ U((x)) ∩ qn−1 = (x)qn−2 gives yβ ∈ (x)qn−1. Hence, u = xα + yβ ∈ (x)qn−1 and
we have U((x)) ∩ qn = (x)qn−1.
Corollary 2.5.5. Suppose (R,m) is a two-dimensional Noetherian ring and q = (x, y)
is a parameter ideal with x a non-zero-divisor satisfying yH0m(R/(x)) = 0. Then
depth grq(R) > 0.
Proof. By the lemma above, x(qn : x) = (x) ∩ qn ⊆ U((x)) ∩ qn = xqn−1 for all
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n ≥ 1. As x is a non-zero-divisor, we have (qn : x) = qn−1 for all n ≥ 1, i.e., x∗ is a
non-zero-divisor in grq(R).
Definition 2.5.6. Let M be a finitely generated R module. Then we say a system of
parameters x:= x1, . . . , xd is a standard system of parameters if
(x)H im(M/(x1, . . . , xj)M) = 0
holds for all non-negative integers i, j with i+ j < d.
We say M is Buchsbaum if every system of parameters x for M forms a weak
M-sequence, that is,
(x1, . . . , xi−1)M : xi = (x1, . . . , xi−1)M : m
holds for all 1 ≤ i ≤ d.
M is quasi-Buchsbaum if at least one (and hence every) system of parameters x
for M contained in m2 forms a weak M-sequence.
We remark that M is quasi-Buchsbaum if and only if mH im(M) = 0 for all 0 ≤
i < d.
Suppose (R,m) is a two-dimensional ring of positive depth and q = (x, y) is a
parameter ideal. Then by the above corollary we have depth grq(R) > 0 if q is
also a standard parameter ideal. Goto [Got83] has also shown that if the ring R is
Buchsbaum, depth grq(R) > 0.
Lemma 2.5.7. [Suz87, Theorem 3.6] Let R be a quasi-Buchsbaum ring and a ∈ m2
part of a system of parameters. Then R/(a) is quasi-Buchsbaum.
This gives us the following:
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Corollary 2.5.8. Suppose R is a quasi-Buchsbaum ring of depth at least d − 1 and
q ⊆ m2 is a parameter ideal. Then the following hold:
1. grade grq(R)+ ≥ d− 1.
2. ei(q) ≤ 0 for 1 ≤ i ≤ d.
3. For 2 ≤ i ≤ d, we have
a) ei(q) = 0 if and only if Hq(n) = Pq(n) ∀n ≥ i− d, and
b) ei(q) = 0 implies ei+1(q) = ei+2(q) = · · · = ed(q) = 0.
Proof. Let q = x1, . . . , xd where x1, . . . , xd−2 is a superficial sequence and x1, . . . , xd−1
is a regular sequence. Then, by Lemma 2.5.7, we have R¯ = R/(x1, . . . xd−2) is a two-
dimensional quasi-Buchsbaum ring. Moreover, depth R¯ ≥ 1. Note, again by Lemma
2.5.7, R/(x1, . . . , xd−1) is quasi-Buchsbaum and hence (xd)H0m(R/(x1, . . . , xd−1)) = 0.
By Corollary 2.5.5, we have grade grq¯(R¯)+ > 0. This implies grade grq(R)+ ≥ 1 +
d − 2 = d − 1 by Lemma 2.2.4, proving (1). Now, (2) follows from Corollary 2.3.17.
Combining the results of Remark 2.3.15 and Corollary 2.3.18, we obtain (3).
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Chapter 3
A Conjecture of Watanabe and
Yoshida
3.1 Definitions and Notation
In this chapter, we examine a conjecture of Watanabe and Yoshida and provide a proof
of this conjecture in the case we have a graded ring R. We begin with some notation.
Throughout this chapter all rings are assumed to be commutative Noetherian of prime
characteristic p > 0 unless otherwise noted. All graded rings R = ⊕i≥0Ri are finitely
generated over the Artinian local ring R0. Let (R,m) be a local ring of dimension d
with maximal ideal m. For an ideal I of R and q = pe (for some e), we let I [q] denote
the ideal of R generated by the set {iq : i ∈ I}. Given an m-primary ideal I of R, let
λR(R/I) denote the length of R/I as an R-module. One then defines the Hilbert -
Kunz multiplicity of I by
eHK(I, R) := lim
q→∞
λR(R/I
[q])
qd
. (3.1)
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One can also define the Hilbert-Kunz multiplicity using the Frobenius functor.
We define RF to be the R-bimodule with additive group R and multiplication given
by a · r ◦ b = arbp for a, b ∈ R and r ∈ RF . The Frobenius functor F is then
given by F (M) = RF ⊗R M . It can be shown that F (R/I) = R/I [p], and hence
eHK(I) = lim
e→∞
λR(F
e(R/I))
ped
.
Many theorems that hold for the Hilbert-Samuel multiplicity of an ideal have an
analogous statement for the Hilbert-Kunz multiplicity. For example, Watanabe and
Yoshida [WY00], and later Huneke-Yao [HY02], proved that an unmixed Noetherian
local ring of characteristic p is regular if and only if eHK(m) = 1. This provided
a Hilbert-Kunz analogue to the famous theorem of Nagata (Theorem 1.1) that an
unmixed Noetherian local ring is regular if and only if the Hilbert-Samuel multiplicity
e(m) = 1. Another example is given by a theorem of Rees [Ree61] which states that
in a formally equidimensional Noetherian ring with m-primary ideals I ⊆ J , J ⊆ I¯
if and only if e(I) = e(J), where I¯ denotes the integral closure of the ideal I. In the
appendix, we treat the Hilbert-Kunz analogue to this theorem, due to Hochster and
Huneke [HH90].
In [WY00], Watanabe and Yoshida made the following conjecture:
Conjecture 3.1.1. Let (R,m) be a Cohen-Macaulay local ring of characteristic p > 0.
Then
1. For any m-primary ideal I, one has eHK(I, R) ≥ λR(R/I).
2. For any m-primary ideal I with pdR (R/I) <∞, one has eHK (I, R) = λR (R/I).
Note that the Hilbert-Samuel analogue of part (1) of the conjecture can be shown
to hold using a reduction of the ideal I. Dutta [Dut83] has shown Conjecture 3.1.1
holds when R is a complete intersection ring (but not necessarily graded). Note part
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(2) of Conjecture 3.1.1 is also easily shown to hold over a regular local ring due to
the flatness of the Frobenius. However, neither part of the conjecture holds for all
Cohen-Macaulay rings. In particular, Miller and Singh [MS00] have constructed a
module M of finite projective dimension over a Gorenstein ring R of dimension 5
with
220 = lim
n→∞
λR(F
n
R(M))
p5n
< λR(M) = 222.
From the proof of Theorem 6.4 in [Kur04], there exist m-primary ideals J, I1, . . . , It
of finite projective dimension such that I1, . . . , It are parameter ideals and
1. λR(M) = λR(R/J)−
t∑
i=1
λR(R/Ii), and
2. lim
n→∞
λR(F
n(M))
p5n
= eHK(J,R)−
t∑
i=1
λR(R/Ii).
Thus, for the ideal J ⊂ R, we have eHK(J,R) < λR(R/J), contradicting both parts
of the conjecture above.
What we are able to prove, using basic properties of Poincare´ series and a result
of Avramov and Buchweitz [AB93], is the following:
Theorem 3.1.2. Let R be a graded ring of characteristic p > 0 and dimension d,
and I a homogeneous ideal with λ(R/I) < ∞ and pd(R/I) < ∞. Then for every
q = pe, one has λ(R/I [q]) = qdλ(R/I). In particular, eHK(I, R) = λ(R/I).
Theorem 3.1.2 also follows from a conjecture of Szpiro [Szp82, Conjecture C2].
Szpiro sketches a proof of this conjecture in the graded case, using different methods
than what we employ here.
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3.2 Proof of Theorem 3.1.2
Let R be a graded ring and M a nonzero finitely generated graded R-module. Let
PM (t) =
∑
i∈Z λR0 (Mi) t
i denote the Hilbert series for M . Note that if λR (M) <∞,
we have λR (M) = PM (1) . Further note PM(−k) (t) = tkPM (t) for any k ∈ Z, where if
M = ⊕i∈ZMi, M(−k) denotes the graded R-module with M(−k)i = Mi−k. We recall
the following proposition concerning the Hilbert series for M .
Proposition 3.2.1. (cf. [Smo72, Theorem 5.5] ) Let R be a graded Noetherian ring
and M a nonzero finitely generated graded R-module of dimension l. Then there exist
positive integers s1, . . . , sl and a polynomial p (t) ∈ Z [t, t−1] with p (1) 6= 0 such that
PM (t) =
p (t)∏l
i=1 (1− tsi)
.
Proof. We use the proof from [Mar]. We will proceed by induction on l. If l = 0,
then Mn = 0 for all but finitely many n and thus p(t) = PM(t) ∈ Z[t, t−1]. Note
p(1) = λR(M) 6= 0. Now suppose l > 0. Let x ∈ R+ be a superficial element for M
and let sl = deg x. Consider the exact sequence
0→ (0 :M x)n →Mn x−→Mn+sl → (M/xM)n+sl → 0.
As length is additive on exact sequences, we get
λR(Mn+sl)− λR(Mn) = λR((M/xM)n+sl) + λR((0 :M x)n) (3.2)
and so multiplying by tn+sl we have
λR(Mn+sl)t
n+sl − λR(Mn)tn+sl = λR((M/xM)n+sl)tn+sl + λR((0 :M x)n)tn+sl .
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Summing over all n, we get
PM(t)− tslPM(t) = PM/xM(t)− tslP(0:Mx)(t).
Now, since x was superficial, dimM/xM = l − 1 and since (0 :M x) has finite
length, dim(0 :M x) = 0 or (0 :M x) = 0. Therefore, by induction, there exist
p1(t), p2(t) ∈ Z[t, t−1] with p1(t) 6= 0 and positive integers s1, . . . , sl−1 such that
(1− tsl)PM(t) = p1(t)∏l−1
i=1(1− tsi)
− tslp2(t).
Thus,
PM(t) =
p1(t)− tsl
∏l−1
i=1(1− tsi)p2(t)∏l
i=1(1− tsi)
.
Let p(t) = p1(t)− tsl
∏l−1
i=1(1− tsi)p2(t) ∈ Z[t, t−1]. It remains to show that p(1) 6= 0.
If l > 1, then p(1) = p1(1) 6= 0. If d = 1, then
p(1) = p1(1)− p2(1) = λR(M/xM)− λR((0 :M x)).
Suppose that λR(M/xM) = λR((0 :M x)). Then by equation (3.2), we have,
λR(Mn) + · · ·λR(Mn+sl) =
n∑
i=−∞
λR(Mi+sl)− λR(Mi)
=
n∑
i=−∞
λR((M/xM)i+sl)−
n∑
i=−∞
(λR((0 :m x)i)
= λR(M/xM)− λR((0 :M x))
= 0
Hence, λR(Mn) = 0 for n sufficiently large, and thus dimM = 0, a contradiction.
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The following result is a special case of a result in [AB93]. Since the proof is not
difficult, we include it here for completeness.
Proposition 3.2.2. [AB93, Lemma 7] Let M be a finitely generated graded R-module
with finite length and finite projective dimension. Let m be the maximal ideal of R0
and let K = R/(m + R+) = R0/m. Set χ
R
M (t) :=
∑
i (−1)i PTorRi (M,K) (t) . Then one
has PM (t) = χ
R
M (t)PR (t).
Proof. [AB93] Let F· : 0 → Fs → · · · → F1 → F0 → 0 be a minimal free resolution
for M where Fi ∼= ⊕rij=0R (−j)bij with bij ∈ N. Then evaluating the Hilbert series for
M using the resolution, one gets
PM (t) =
∑
i,j∈Z
(−1)i bijPR (t) tj. (3.3)
Note this sum is well-defined as there are only finitely many nonzero bij. More-
over, χRM (t) is also well-defined as Tor
R
i (M,K) is finitely generated graded and
TorRi (M,K) = 0 for i > pdRM . Now, tensoring F· with K, we obtain the com-
plex
· · · → ⊕K (−j)bsj → · · · → ⊕K (−j)b0j → 0
where each map is the zero map. Note that for n ∈ Z, TorRi (M,K)n = Hi (F· ⊗K)n ,
so
dimK Tor
R
i (M,K)n = dimK
((
⊕j∈ZK (−j)bij
)
n
)
=
∑
j∈Z
bij dimK Kn−j = bin <∞
(as Ki = 0 for i 6= 0). Thus, PTorRi (M,K)(t) =
∑
j∈Z bijt
j.
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Now, by the invariance of Euler-Poincare characteristics, we have
χRM (t) =
∑
i∈Z
(−1)i PTorRi (M,K) (t)
=
∑
i,j∈Z
(−1)i bijtj
=
PM (t)
PR (t)
. (by equation (3.3))
This gives PR (t)χ
R
M (t) = PM(t). Note also that we have χ
R
M(t) ∈ Z[t, t−1].
Note if we can show λR(F
e(R/I)) = pedλR(R/I) for all e sufficiently large, then
eHK(I, R) = λR(R/I) since eHK(I) is obtained by taking a limit of increasing powers
of the Frobenius applied to R/I. We now prove the main theorem of this chapter.
Theorem C. Let R be a graded ring of characteristic p and let M be a finitely
generated graded R-module with λR(M) <∞ and pdR(M) <∞. Then λR (F e(M)) =
qdλR (M) for all q = p
e. In particular, one has eHK(I, R) = λR (R/I) for all zero-
dimensional homogeneous ideals I of finite projective dimension.
Proof. Let G· be a minimal graded free resolution for M, with Gi =
ri⊕
j=0
R (−j)bij and
bij ∈ N. Let F e (−) denote the Frobenius functor and q = pe. Note that L· = F e (G·)
is a minimal graded free resolution for F e(M) by [PS73, Theorem 1.7] where each
twist by j in G· is multiplied by a factor of q and the bij remain the same. That is,
Li =
ri⊕
j=1
R (−jq)bij . Now, by the lemma above, we have PM (t) = χRM (t)PR (t) and
PF e(M) (t) = χ
R
F e(M) (t)PR (t) .
By Proposition 3.2.1, we can write PR (t) =
p (t)∏d
i=1 (1− tsi)
where d = dimR
and the si ∈ N are nonzero. Each term in the denominator can be factored as
1− tsi = (1− t)gi (t) with gi(t) ∈ Z [t] and gi(1) 6= 0. Letting g(t) =
∏
i gi(t), we can
rewrite PR (t) =
p (t)
(1− t)d g (t) where p(1)/g(1) is a nonzero rational number.
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Since λR (M) <∞, PM (t) ∈ Z [t, t−1]. So, we have
PM (t) = χ
R
M (t)PR (t) = χ
R
M (t)
p (t)
(1− t)d g (t) ∈ Z[t, t
−1].
Since p (1) 6= 0, we must have (1− t)d divides χRM (t) in Z[t, t−1]; say χRM (t) =
χ˜RM (t) · (1− t)d, for some χ˜RM(t) ∈ Z[t, t−1]. So,
PM (t) = χ˜
R
M (t)
p (t)
g(t)
. (3.4)
In the proof of Proposition 3.2.2, we see that χRM (t) =
∑
i,j∈Z (−1)i bijtj. Applying
this to the resolution L· of F e(M), we also have
χRF e(M) (t) =
∑
i,j∈Z
(−1)i bijtqj = χRM (tq) = χ˜RM (tq) · (1− tq)d .
Thus,
PF e(M) (t) = χ
R
F e(M) (t)
p (t)
(1− t)d g (t)
= χ˜RM (t
q) (1− tq)d p (t)
(1− t)d g (t)
= χ˜RM (t
q)
(
1 + t+ · · ·+ tq−1)d p (t)
g (t)
.
Letting t = 1, we get
λR(F
e(M)) = PF e(M) (1) = χ˜
R
M (1
q)
(
1 + 1 + · · ·+ 1q−1)d p (1)
g (1)
= χ˜RM (1) (q)
d p(1)
g (1)
= qdPM (1) (by (3.4))
= qdλR (M) .
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Finally, if I is a zero-dimensional homogeneous ideal and q = pe, we have
eHK(I, R) = lim
q→∞
λR (F
e(R/I)) /qd = λR (R/I) .
3.3 Numerical Semigroup Rings
We would like to determine whether the first part of the conjecture of Watanabe and
Yoshida holds in a graded ring of positive characteristic. In the hopes of making
progress in this direction, we will consider the first part of Watanabe and Yoshida’s
conjecture in the case that the ring R is a numerical semigroup ring of characteristic
p > 0. Recall the conjecture:
Conjecture 3.3.1. [WY00] Let (R,m) be a Cohen-Macaulay local ring of character-
istic p > 0. Then for any m-primary ideal I, one has eHK(I, R) ≥ λR(R/I).
In considering this conjecture, one could ask the stronger question:
Question 3.3.2. Under what conditions is λR(R/I
[pe]) = peλR(R/I) for all e ≥ 1?
In this section, we consider the above question for numerical semigroup rings.
Let S ⊆ N. We say S =< a1, . . . , an > is a numerical semigroup if N\S is a finite
set or equivalently, if gcd (a1, . . . , an) = 1. The Frobenius number of a numerical
semigroup S is the largest natural number not in S, denoted f (S). For n ∈ S we
define the Ape´ry set of n in S to be Ap (S, n) = {s ∈ S| s − n /∈ S}. In particular,
Ap(S, n) = {0 = w(0), w(1), . . . , w(n − 1)} where w(i) is the least element of S
congruent to i modulo n for all 0 ≤ i ≤ n − 1. Let k be a field. Then if S is a
numerical semigroup, the ring R = k[ts : s ∈ S] is a numerical semigroup ring. We
will show that if R is a numerical semigroup ring and I a homogeneous ideal of R
then λR(F
e(R/I)) ≥ peλR(R/I) for all e 0.
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We begin with a claim.
Claim 3.3.3. Let R = k[ta1 , . . . , tan ] be a numerical semigroup ring and I = (ts) an
ideal of R. Then λR(R/I) = s. In particular, λR(F
e(R/I)) = pes = peλR(R/I).
Proof. Let S =< a1, . . . , an > and Ap(S, s) = {α0, . . . , αs−1} where αj ∈ S and
αj ≡ j (mod s) for 0 ≤ j ≤ s − 1. Let tα denote the image of tα in R/I for any
tα ∈ R. We claim that {ta : a ∈ Ap(S, s)} is a k-basis for R/I. First note that if
g ∈ S\Ap(S, s), then g ≡ αj (mod s) for some j. So g−αj = ns for some n ∈ N\{0}
and tg = ts · t(n−1)s · tαj ∈ (ts) = I. From the definition of Ap(S, s), we see that the
elements tαj 6≡ tαl (mod I) for j 6= l. So {ta : a ∈ Ap(S, s)} is a k-basis for R/I. Since
Ap(S, s) has s elements, we have s = dimk(R/I) = λR(R/I). The final statement of
the claim is clear since (ts)[p
e] = (tsp
e
).
Theorem 3.3.4. Let R = k[ta1 , . . . , tan ] be a numerical semigroup ring and I =
(ts1 , . . . , tsm) a homogeneous ideal with s1 = min{si : 1 ≤ i ≤ m}. Let S =<
a1, . . . , an >. Then for p
e > f(S), λR(F
e(R/I)) ≥ peλR(R/I). In fact, eHK(I) = s1.
Proof. Let g = f(S) and note that tg+i ∈ R for all i ≥ 1. We will show that for pe > g,
I [p
e] = (ts1)[p
e]. The containment (ts1)[p
e] ⊆ I [pe] is clear. For the other containment,
let e be such that pe > g. Then for 1 ≤ i ≤ m, we have tsipe = t(si−s1)pe ·ts1pe ∈ (ts1)[pe].
(Note t(si−s1)p
e ∈ R as (si − s1)pe > g.) Thus, I [pe] ⊆ (ts1)[pe] and it follows that
I [p
e] = (ts1)[p
e] for all pe > g. In this case,
λR (F
e(R/I)) = λR
(
R/I [p
e]
)
= λR
(
R/(ts1)[p
e]
)
= peλR (R/(t
s1)) (by Claim 3.3.3)
≥ peλR (R/I)
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Finally, note that
eHK(I) = lim
e→∞
λR(R/I
[pe]))/pe
= lim
e→∞
λR
(
R/(ts1)[p
e]
)
/pe
= λR(R/(t
s1)) = s1.
Remark 3.3.5. Note that in the statement of Theorem 3.3.4 above, the hypothesis
pe > f(S) could be replaced by min{si − s1 : i 6= 1} > f(S)/pe. Then for such an
e, we’ll have λR(F
e(R/I)) = s1p
e ≥ peλR(R/I). In particular, if f(S)/p < 1 (i.e.,
f(S) < p), then we have λR(F
e(R/I)) = s1p
e ≥ peλR(R/I) for all e ≥ 1.
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Chapter 4
A Theorem of Hochster and
Huneke
This final chapter is an expository chapter on a theorem of Hochster and Huneke
([HH90, Theorem 8.17]) which characterizes the Hilbert-Kunz multiplicity of two
ideals by their tight closures. We follow closely the treatment given in [HH90], but
expand on some of the details. In preparing this we found one implication in line 12
of page 81 of the proof in [HH90] which we were unable to justify. However, we were
able to use an argument suggested by Neil Epstein to work around this implication.
This argument can be found toward the end of the proof of Theorem 4.2.4.
4.1 Background
We begin with some notation. Throughout this section all rings are assumed to be of
prime characteristic p and (except in obvious exceptional cases) Noetherian as well.
For a ring R we let R◦ denote the elements of R which are not in any minimal prime
of R. For an ideal I of R and q = pe (for some e), we let I [q] denote the ideal of R
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generated by the set {iq : i ∈ I}. The tight closure of I, denoted by I∗, is defined to
be the set of all elements x ∈ R such that there exists c ∈ R◦ with cxq ∈ I [q] for all
q = pe sufficiently large.
Let (R,m) be a local ring of dimension d. Given an m-primary ideal I of R, we
let λ (R/I) denote the length of R/I as an R-module. We define the Hilbert-Kunz
multiplicity, eHK (I,M), of I with respect to an R-module M as in Chapter 3. If
M = R, we will suppress the M .
In [HH90], Hochster and Huneke give a proof of the following result:
Theorem 4.1.1. (cf. [HH90, Theorem 8.17]) Let (R,m) be a local ring and J ⊆ I
m-primary ideals of R.
1. If I ⊆ J∗ then eHK (I) = eHK (J).
2. The converse to (1) holds if R is equidimensional and either complete or essen-
tially of finite type over a field.
We note that this theorem provides an analogue to the following result of Rees
[Ree61] concerning Samuel multiplicity and integral closure. For an ideal of a ring R,
let I denote the integral closure of I. If R is local of dimension d and I is m-primary,
then the Samuel multiplicity of I is defined by
e(I) := d! lim
n→∞
λ(R/In)
nd
.
Theorem 4.1.2. (cf. [Ree61, Theorem 3.2] Let (R,m) be a local ring (not necessarily
of positive characteristic) and J ⊆ I m-primary ideals of R.
1. If I ⊆ J then e(I) = e(J).
2. If R is formally equidimensional then the converse to (1) holds.
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Note that the converses of part (1) of both Theorem 4.1.1 and 4.1.2 hold under
essentially the same conditions.
We begin with a discussion of qth roots. Assume R is reduced and let AssRR =
MinRR = {p1, . . . , pn}. For each i let ki = Rpi = Q(R/pi). By the Chinese Remainder
Theorem, the total quotient ring Q = Q(R) is isomorphic to k1 × · · · × kn. For each
i let ki denote a fixed algebraic closure of ki and let Q denote k1 × · · · × kn. Clearly,
R embeds in Q in a natural way. For q = pe let R1/q = {u ∈ Q | uq ∈ R}. Then
R1/q is an integral extension of R but in general is not finite. For each r ∈ R there
exists a unique u ∈ R1/q, denoted r1/q, such that uq = r. For, if uq = r = wq for
u,w ∈ Q, then 0 = uq − wq = (u− w)q; since R1/q ⊆ Q is reduced, we have u = w.
Note that the map ϕ : R−→R1/q given by ϕ(r) = r1/q is a ring isomorphism, so R1/q
is a Noetherian ring. If R is local with maximal ideal m then the maximal ideal of
R1/q is m1/q = {x1/q | x ∈ m}.
Note that the inclusion map R ↪→ R1/q, where q = pe, is essentially the same as
the the eth iteration of the Frobenius map f e : R → R defined by f e (r) = rpe . To
be precise, let S be the ring R, but viewed as an R-module via f e. Then the map
ρ : S−→R1/q given by ρ(s) = s1/q is easily seen to be an isomorphism of R-algebras
(i.e., a ring isomorphism which is R-linear). Hence, for example, by a result of Kunz
[Kun69] R is regular if and only if R1/q is a flat R-module for some (equivalently,
every) q.
Lemma 4.1.3. Let A ⊆ R be rings, with A a Noetherian domain and A ⊆ R a finite
integral extension. Then R is torsion-free as an A-module if and only if dimR/p =
dimR for all p ∈ AssRR. In the case R is torsion-free over A, we have Q(A) ⊆
RW = Q(R), where W = A\{0} and Q(−) denotes the total quotient ring.
Proof. For the reverse implication, suppose a · r = 0,with a ∈ A\{0}, r ∈ R\ {0} .
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Then a ∈ P for some P ∈ AssRR as a ∈ A ⊆ R is a zero-divisor. Now A/(P ∩ A) ⊆
R/P is a finite integral extension, and dimR = dimR/P = dimA/(P ∩A) = dimA.
But A is a domain, so we must have P ∩A = 0. We have a ∈ P ∩A, so we must have
a = 0, giving a contradiction. Thus, R must be a torsion-free A-module.
Conversely, let P ∈ AssRR. Since R is torsion-free, P ∩ A = (0) . This implies
dimR/P = dimA = dimR.
In the case R is torsion-free over A, letW ′ = {s ∈ R | s a non-zero-divisor}. As R
is torsion-free over A, W ⊆ W ′, so Q(A) ⊆ RW ⊆ RW ′ and Q(R) = RW ′ = (RW )W ′ =
Q(RW ). But as Q(A) ⊆ RW is integral, dimRW = 0. Hence, Q(RW ) = RW .
Lemma 4.1.4. Let A ⊆ R be rings. Consider the ring homomorphism ϕ : R ⊗A
A1/q → R [A1/q] given by ϕ (r ⊗ a1/q) = ra1/q. Then ϕ is onto and kerϕ is nilpotent.
Proof. Clearly ϕ is onto. Note, if Σri ⊗ a1/qi ∈ kerϕ, then we have Σria1/qi = 0.
Taking qth powers, we get Σrqi ai = 0, and so, Σr
q
i ai⊗ 1 = 0. We can move the ai’s to
the other side of the tensor product to obtain 0 = Σrqi ⊗ ai =
(
Σri ⊗ a1/qi
)q
. Hence,
Σri ⊗ a1/qi is nilpotent.
Example 4.1.5. Note that R⊗AA1/p need not be reduced, even if R and A are fields.
For example, let k be an imperfect field (i.e., k = Fp(t), where t is an indeterminate)
and A = k and R = k1/p. Choose a ∈ k\kp. Then β = a1/p ⊗ 1− 1⊗ a1/p is nonzero
as {a1/p⊗1, 1⊗a1/p} is part of a k-basis for k1/p⊗k k1/p since a1/p is part of a k-basis
for k1/p. However, βp = 0.
We want to determine when the map ϕ of Lemma 4.1.4 is an isomorphism, or
equivalently, assuming R and A are reduced, under what conditions R ⊗A A1/q is
reduced. We begin this exploration with some remarks concerning separability.
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Definition 4.1.6. Let A ⊆ S be a finite ring extension where A is a Noetherian
domain and S is reduced and torsion-free over A. Then Q(A) ⊆ Q(S) ∼= k1×· · ·×kn
where each ki is a finite field extension of Q(A). An element s ∈ S is separable over
A if each component of its image in k1 × · · · × kn is separable over Q(A). We say
S is separable over A if each s ∈ S is separable over A, or equivalently, each ki is
separable over Q(A).
Remark 4.1.7. ([Mat89], page 199) If E/F is a finite separable field extension, then
for every field extension L of F , E ⊗F L is reduced.
Lemma 4.1.8. Let A ⊆ S be a finite separable ring extension with A a Noetherian
domain and S reduced and torsion-free over A. Let B be a reduced A-algebra. Then
1. If B is flat, then S ⊗A B is reduced.
2. If S is flat and B is torsion-free, then S ⊗A B is reduced.
Proof. We first prove part (1). Note that as S,B are reduced, S and B both inject
into a product of fields, say, S ↪→ k1× · · · × kn and B ↪→ l1× · · · × lm. By hypothesis
Q (A) ⊆ ki is separable for all i. We want to show that S⊗AB injects into a reduced
ring.
Claim: S ⊗A B ↪→ (k1 × · · · × kn)⊗Q(A) (l1 × · · · lm) ∼=
∏
i,j
(
ki ⊗Q(A) lj
)
.
Proof of claim: Note 0 → S → k1 × · · · × kn is exact. Applying − ⊗A B, we
obtain
0 → S ⊗A B → (k1 × · · · × kn)⊗A B ∼= (k1 ⊗A B)× · · · × (kn ⊗A B) is exact,
with the injection coming from the fact that B is flat. It suffices to show that if a field
k is separable over Q (A) and B ↪→ l1× · · ·× lm, then k⊗AB ↪→ k⊗A (l1 × · · · × lm).
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Now, we have 0 → B → l1 × · · · × lm is exact. Applying Q (A) ⊗A − and then
k ⊗Q(A) −, we obtain
0 → Q(A)⊗A B → Q (A)⊗A (l1 × · · · × lm) ∼= l1 × · · · × lm is exact and
0 → k ⊗Q(A) (Q (A)⊗A B)→ k ⊗Q(A) (l1 × · · · × lm) is exact,
where the isomorphism in the first line comes from the fact that li ⊇ Q (A) for all i.
But, k ⊗Q(A) (Q (A)⊗A B) ∼= k ⊗A B and k ⊗Q(A) (l1 × · · · × lm) =
∏
i
(
k ⊗Q(A) li
)
is
reduced by separability. Thus, we have k ⊗A B ↪→
∏
i
(
k ⊗Q(A) li
)
, and thus, k ⊗A B
is reduced, implying that S ⊗A B is reduced.
Now, to prove part (2), suppose S is flat and B is torsion-free. Using the notation
above, since S is flat over A, we have
0→ S ⊗A B → (S ⊗A l1)× · · · × (S ⊗A lm)
is exact. Therefore, it suffices to show that S ⊗A li is reduced for all i. Since B is
torsion-free over A, Q(A) ⊆ li for all i, and so Q(A)⊗A li ∼= li for all i.
Hence, kj ⊗A li ∼= kj ⊗Q(A) li is reduced for any j, since kj is separable over Q(A).
Since li is flat over A,
0→ S ⊗A li → (k1 × · · · × kn)⊗A li ∼= (k1 ⊗A li)× · · · × (kn ⊗A li)
is exact. Therefore, S ⊗A li is reduced.
Remark 4.1.9. Suppose we have A ⊆ R, a finite extension with A a Noetherian
domain and R reduced and torsion-free over A. Then A1/q ⊆ R [A1/q] is a finite
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extension and R
[
A1/q
]
is reduced and torsion-free over A1/q. Furthermore, the ex-
tension A1/q ⊆ R [A1/q] is separable for q  0.
Proof. Using the notation from the beginning of this section, we have R ⊆ Q(R) ∼=
k1×· · ·×kn where ki is a field for all i. As R is torsion-free over A, Q(A) ⊆ Q(R) by
Lemma 4.1.3. Let ki denote the algebraic closure of ki. Since R/pi is a finite extension
of A, we have each ki is an algebraic extension of Q(A). Note R
[
A1/q
] ⊆ k1×· · ·×kn,
a product of fields, so R
[
A1/q
]
is reduced for any q. Now, suppose a1/q
(
Σria
1/q
i
)
= 0.
Then, taking qth powers, we have a (Σrqi ai) = 0. If a 6= 0, then Σrqi ai = 0 since R
is torsion-free over A. Taking qth roots, we have Σria
1/q
i = 0. Thus, R
[
A1/q
]
is
torsion-free over A1/q.
To see that A1/q ⊆ R [A1/q] is a finite extension, note that if R = Aα1 + · · ·+Aαn,
with αi ∈ R, then R[A1/q] = A1/q[R] = A1/qα1 + · · · + A1/qαn. Thus, R[A1/q] is a
finitely generated A1/q-module.
Finally, to see that the extension A1/q ⊆ R [A1/q] is separable for q  0, write
R = Aα1 + · · ·+Aαn. Recall that for a field F of characteristic p > 0 and an element
α in the algebraic closure of F , αp
n
is separable over F for all n 0. So, for each i,
there exists a qi = p
ei such that αqii is separable over A, and therefore αi is separable
over A1/qi . Now, let q = maxi{qi}. Then we have R, and hence R[A1/q], is separable
over A1/q.
Proposition 4.1.10. Let A ⊆ R be a finite ring extension where A is a regular local
ring and R is reduced and torsion-free over A. Then there exists a power q′ of p
such that for all q ≥ q′, S = R[A1/q] is reduced, torsion-free, and separable over A1/q.
Furthermore, for all Q ≥ q ≥ q′, S ⊗A1/q A1/Q ∼= S[A1/Q].
Proof. Note by Remark 4.1.9, there is a q′ such that A1/q ⊆ S = R[A1/q] is a finite
separable extension and S is reduced and torsion-free over A1/q for all q ≥ q′. As
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A is regular, for Q ≥ q ≥ q′, we have A1/Q is flat over A1/q. So by Lemma 4.1.8,
S⊗A1/qA1/Q is reduced and thus, by Lemma 4.1.4, we have S⊗A1/qA1/Q ∼= S[A1/Q].
Definition 4.1.11. Let R be a ring and S an R-algebra. We say that S is smooth
over R, sometimes denoted as S/R smooth, if given an R-algebra T , an ideal N of T
satisfying N2 = 0, and an R-algebra homomorphism u : S → T/N , then there exists
an R-algebra homomorphism v : S → T lifting u; i.e., u = piv where pi : T → T/N is
the natural surjection.
We refer the reader to [Mat89] and [Mat70] for a detailed treatment of smooth-
ness. We summarize some of the important properties of smoothness in the following
remark:
Remark 4.1.12. We list below several properties of smoothness:
1. ([Mat89], 28.2) If A is an R algebra, then S/R smooth implies S⊗RA is smooth
over A. In particular, localization and taking quotients preserve smoothness.
2. ([Mat89], 28.1) T/S and S/R smooth imply T/R is smooth.
3. ([Mat70], 28.E) If W is a multiplicatively closed subset of R, then RW/R is
smooth.
4. ([Mat89], 28.9; [Gro64], 19.7.1) If S/R is smooth and S,R are Noetherian, then
S/R is flat.
5. ([Mat70], 28.I, 28.L) Let R be a field and S a finite extension field of R. Then
S/R is smooth if and only if S/R is separable.
6. ([Mat70], 29.E; [Mat89] corollary to theorem 30.5) If S is a finitely generated
R-algebra then {p ∈ SpecR | Sp/Rp is smooth} is an open set. In particular, if
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Sp/Rp is smooth for some p ∈ SpecR then there exists an f ∈ R\p such that
Sf/Rf is smooth.
7. ([Mat70], 28.K) If k is a field and A is a local ring which is smooth over k, then
A is a regular local ring.
8. ([Mat70], section 28, example 1) Let A be a ring. Then A[x] is smooth over A.
Proposition 4.1.13. Suppose S is smooth over R, where R and S are Noetherian
rings. If R is reduced, so is S.
Proof. Let P ∈ AssS S. Note that it suffices to show that SP is a field. Let Q = P ∩R
be the contraction of P to R. Since P consists of zero-divisors on S, so does Q. On
the other hand, since S is flat over R, any non-zero-divisor on R is a non-zero-divisor
on S (i.e., S is torsion-free over R). Hence, Q must consist of zero-divisors on R,
so there exists Q′ ∈ AssRR such that Q ⊆ Q′. But, as R is reduced, the associated
primes are minimal, and so Q must be a minimal prime of R. Furthermore, as R is
reduced, RQ is a field. Now, we have SQ is smooth over RQ, and PSQ ∈ AssSQ SQ.
Thus, we have reduced to the case that R is a field.
Now, SP is smooth over S, and so by transitivity, SP is smooth over R. By (7) in
the remarks above, SP is a regular local ring of depth zero, i.e., SP is a field.
Proposition 4.1.14. Suppose R ⊆ S is a finite extension where R is a Noetherian
domain and S is reduced, torsion-free, and separable over R. Then there exists d ∈
R\{0} such that Sd is smooth over Rd.
Proof. We have Q(R) ⊆ Q(S) ∼= k1 × · · · × kn, where ki is a finite separable field
extension of Q(R) for each i. By part (5) of Remark 4.1.12, each ki is smooth over
Q(R). Thus, Q(S) is smooth over Q(R). Since Q(S) ∼= SW where W = R\{0} (see
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Lemma 4.1.3), we have SW is smooth over RW . The result now follows by part (6)
of Remark 4.1.12.
Theorem 4.1.15. Suppose S/R is smooth, finite, and R is a Noetherian domain of
characteristic p. Then for any q = pe, S1/q = S
[
R1/q
]
.
Proof. Note that since S/R is smooth and R is a domain we have S is reduced
(Proposition 4.1.13) and torsion-free over A (Remark 4.1.12, part (4)). Also, since
S ∼= S1/q as rings, and this isomorphism restricts to R ∼= R1/q, we get that S1/q/R1/q
is smooth and finite. Thus, it is enough to prove the theorem for e = 1, since
S1/p = S
[
R1/p
]
implies S1/p
2
= S1/p
[
R1/p
]
= S
[
R1/p
2
]
.
Case 1: R is a field. Then we have R ↪→ S ∼= k1 × · · · × kn with each ki/R
a finite algebraic separable field extension. Note S1/p = k
1/p
1 × · · · × k1/pn . It is
enough to show that k
1/p
i = ki
[
R1/p
]
, because then S1/p = k
1/p
1 × · · · × k1/pn =
k1
[
R1/p
]× · · · × kn [R1/p] = (k1 × · · · × kn) [R1/p] = S [R1/p] .
Claim: If L/K is a finite separable algebraic field extension of characteristic p,
then L1/p = L
[
K1/p
]
.
Proof of claim: Note L/K separable implies L1/p/K1/p is separable. Now,
K1/p ⊆ L (K1/p) ⊆ L1/p and L1/p/K1/p separable imply L1/p/L (K1/p) is separable.
Let α ∈ L1/p. Then αp ∈ L ⊆ L (K1/p). Let Min(α,L (K1/p)) denote the minimal
polynomial of α over the field L
(
K1/p
)
. Then we have Min
(
α,L
(
K1/p
)) | (xp − αp)
implies Min
(
α,L
(
K1/p
))
= x− α by the separability of L1/p/L (K1/p) . Thus, α ∈
L
(
K1/p
)
. This gives that L1/p ⊆ L (K1/p) . The other containment is clear, giving
L1/p = L
(
K1/p
)
= L
[
K1/p
]
. claim
General Case: We want to show that S1/p = S
[
R1/p
]
. Since S/R is smooth,
Q(S) = S(0) is smooth over R(0); i.e., S is separable over R, by Remark 4.1.12, part
(5). Since S is flat over R and R1/p is torsion-free over R, S ⊗R R1/p is reduced by
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part (2) of Lemma 4.1.8. Hence, by Lemma 4.1.4, S ⊗R R1/p ∼= S[R1/p].
Define ϕ : S ⊗R R1/p → S1/p by ϕ
(
s⊗ r1/p) = sr1/p. We claim that ϕ is an
isomorphism. Note that it is enough to show that ϕ is an isomorphism locally at
any maximal ideal of R. Thus, we may assume that (R,m) is local. Now, S/R
is finite and flat, which implies S ⊗R R1/p/R1/p is finite and flat. Recall that if T
is a finitely generated flat module over a Noetherian ring then T is free. Therefore,
we have S ⊗R R1/p is a free R1/p-module. Similarly, S1/p is a finitely generated free
R1/p-module.
Over a local ring, a map of finitely generated free modules is an isomorphism if
and only if it is an isomorphism after tensoring with the residue field. Now, we have
S⊗RR1/p ϕ→ S1/p is a map of free R1/p-modules. Tensoring with R/mR
(∼= R1/p/m1/p)
gives the map S/mS⊗R/m (R/m)1/p ϕ¯→ (S/mS)1/p. Since S/mS is smooth over R/m,
this is an isomorphism by the first case. Thus, ϕ is an isomorphism.
Now, suppose we have R ⊆ S with R a domain and S finite, torsion-free, and
separable over R. By Proposition 4.1.14, there exists a d ∈ R/ {0} such that Sd/Rd
is smooth. The previous theorem then implies that
(
S1/q/S
[
R1/q
])
d
= 0 for any
q = pe, so that, given q, there is a power l of d such that dlS1/q ⊆ S [R1/q] . Using
the following lemma, one can find a single power of d that will work for all q.
Proposition 4.1.16. (see 6.4 in [HH90]) Let A ⊆ R be a finite ring extension where
A is a regular local ring and R is reduced, torsion-free, and separable over A. Then
there exists c ∈ A\{0} such that cR1/q ⊆ R[A1/q] for all q.
Proof. By Proposition 4.1.14, there exists d ∈ A\{0} such that Rd is smooth over Ad.
In the discussion above, we showed that there exists a power b = dl of d such that
bR1/p ⊆ R [A1/p]. Let h = 1 + 1/p+ · · ·+ 1/pe.
Claim: bhR1/pq ⊆ R [A1/pq] for all q = pe.
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Proof : We proceed by induction on e. If e = 0, then h = 1 and b1R1/p ⊆ R [A1/p].
If e > 0, take qth roots to obtain b1/qR1/pq ⊆ R1/q [A1/pq]. Now, with h′ = h − 1/q,
we have
bhR1/pq = bh
′
b1/qR1/pq ⊆ bh′R1/q [A1/pq] ⊆ [R [A1/q]] [A1/pq] = R[A1/pq]
where the last containment comes from the induction hypothesis. claim
Now, since bh divides b2 (in A1/q) for all h, setting c = b2, we have that cR1/q ⊆
R
[
A1/q
]
for all q, as required.
4.2 The Proof
Before we begin the proof of the main result of this chapter, we recall some definitions
and a lemma.
Definition 4.2.1. Let R be a Noetherian ring of characteristic p > 0 and I an ideal
of R. We say x ∈ I∗, the tight closure of I, if there exists a c ∈ R◦ such that cxq ∈ I [q]
for all q  0. We say c ∈ R◦ is a q′-weak test element if there exists q′ such that for
all I ⊆ R and all x ∈ I∗, we have cxq ∈ I [q] for all q ≥ q′. The element c is a locally
stable q′-weak test element if its image in every local ring of R is also a q′-weak test
element. Finally, c is a completely stable q′-weak test element if it is locally stable
and its image in the completion of each local ring of R is a q′-weak test element.
Remark 4.2.2. (see [HH90], 6.18 and 6.19) Let R be a reduced, equidimensional
local ring of characteristic p > 0 and suppose that either R is complete or essentially
of finite type over a field. Then R has a completely stable q′-weak test element.
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Lemma 4.2.3. (see [HH90], 8.16) Let J be an ideal in a reduced Noetherian ring R
which has a q′-weak test element c ∈ R◦. Suppose that x ∈ R such that x /∈ J∗. Then
for any d ∈ R◦, dxq /∈ J [q]∗ for all q  0. In particular, for any d ∈ R◦, dxq /∈ J [q]R1/q
for all q  0.
Proof. We will use the contrapositive to prove the lemma. Suppose that there exists
d ∈ R◦ such that dxq ∈ J [q]∗ for all q  0. We will show that x ∈ J∗ by showing
cq
′+1dq
′
xqq
′ ∈ J [qq′] for all q  0. Note if dxq ∈ J [q]∗, then we have cdQq′xqQq′ ∈ J [qQq′]
for all Q, as c is a weak q′-test element. So, (cdxq)Qq
′ ∈ (J [q])[Qq′]. Hence, for all
Q, we have 1 · (cdxq)Qq′ ∈ (J [q])[Qq′], which shows that cdxq ∈ J [q]∗ for all q  0.
But since c is a q′-weak test element, we have c (cdxq)q
′ ∈ J [q][q′] for all q  0, i.e.,
cq
′+1dq
′
xqq
′ ∈ J [qq′] for all q  0, which shows that x ∈ J∗.
To prove the last statement of the lemma, note that if v ∈ J [q]R1/Q, then vQ ∈
J [q][Q] and as above, 1 · vQq′′ ∈ J [qQq′′] for all q′′. Hence, v ∈ J [q]∗. In particular,
dxq /∈ J [q]∗ for q  0 implies dxq /∈ J [q]R1/q for all q  0.
We are now prepared to prove the main result. The proof here follows closely that
of Theorem 8.17 in [HH90], with some details expanded.
Theorem 4.2.4. [HH90] Suppose (R,m) is a local ring and let J ⊆ I be m-primary
ideals of R.
1. If I ⊆ J∗ then eHK (I) = eHK (J).
2. The converse to (1) holds if R is analytically unramified, formally equidimen-
sional, and has a completely stable q1-weak test element c.
Proof. (1) Let I = (x1, . . . , xn). Then since I ⊆ J∗, for each xi there exists ai ∈ R◦
such that aix
q
i ∈ J [q] for all q  0. Let a = a1 · · · an ∈ R◦. Then since axqi ∈ J [q]
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for all q  0, we have aI [q] ⊆ J [q]. As J is m-primary, there exists an n such that
mnI ⊂ J . Set K = mn. Let b be a bound on the number of generators for I. Then
I [q]/J [q] has at most b generators and is annihilated by K [q] + aR, so that I [q]/J [q] is
a homomorphic image of
(
R/(K [q] + aR)
)b
. Thus, λ(I [q]/J [q]) ≤ bλ (R/(K [q] + aR)).
Let S = R/aR. Since a ∈ R◦, dimS ≤ d−1. So we have λ (I [q]/J [q]) ≤ bλ (S/K [q]S).
By a result of Monsky, we have λ(S/K [q]S) ≤ eHK(KS)qd−1+Cqd−2 for some constant
C. Therefore,
0 ≤ eHK(J)− eHK(I) = lim
q→∞
[
λ
(
R/J [q]
)
/qd − λ (R/I [q]) /qd]
= lim
q→∞
1
qd
λ
(
I [q]/J [q]
)
≤ lim
q→∞
1
qd
[
eHK(KS)q
d−1 + Cqd−2
]
= 0.
(2) Suppose eHK(I) = eHK(J) and I * J∗, i.e., there exists x ∈ I\J∗, with x 6= 0.
Then, as above, we have that limq→∞ 1qdλ(I
[q]/J [q]) = 0. Our goal is to show that
there exists a constant γ > 0 such that λ
(
I [q]/J [q]
) ≥ γqd for q  0 to obtain a
contradiction.
Choose q ≥ q1 such that cxq /∈ J [q]. Since J [q]R̂∩R = J [q], we have cxq /∈ J [q]R̂. As
(JR̂)[q] = J [q]R̂ and c is a completely stable q1-weak test element, we have x /∈ (JR̂)∗.
So we may assume (R,m) is complete, local, reduced and equidimensional. By the
Cohen Structure theorem, R is module finite over a complete regular local domain
A = k [[x1, . . . , xd]] and as R is equidimensional, by Lemma 4.1.3, we have R is also
torsion-free over A.
By Proposition 4.1.10, we can choose q′′ such that S = R
[
A1/q
′′]
is separable over
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A1/q
′′
and by Lemma 4.1.16 we can choose d ∈ A◦ such that dS1/q ⊆ S [A1/qq′′] for any
q. Since x ∈ I is not in J∗, by Lemma 4.2.3 we can choose q′ such that dxq /∈ J [q]R1/q
for any q ≥ q′.
Let KQ ⊆ A be the ideal of elements a ∈ A such that axQ ∈ J [Q]. Note the map
A/KQ → I [Q]/J [Q] given by a¯ 7→ axQ is an injection. Since A and R have the same
residue class field, λ
(
I [Q]/J [Q]
) ≥ λ (A/KQ), and so it is enough to show there exists
γ > 0 such that λ (A/KQ) ≥ γQd for Q 0.
Now assume Q ≥ q′q′′ and write Q = qq′q′′. Then a ∈ KQ implies that axQ ∈ J [Q].
Taking (1/q)th powers, we have a1/qxq
′q′′ ∈ J [q′q′′]R1/q ⊆ J [q′q′′]S1/q. This implies
da1/qxq
′q′′ ∈ J [q′q′′] (dS1/q) ⊆ J [q′q′′]S [A1/qq′′].
Note that as A is regular, A1/qq
′′
is A1/q
′′
- flat and so we have S ⊗A1/q′′ A1/qq
′′ ∼=
S
[
A1/qq
′′]
is S-flat, with the isomorphism coming from Proposition 4.1.10. Therefore,
a1/q ∈
(
J [q
′q′′]S[A1/qq
′′
] :S[A1/qq′′ ] dx
q′q′′
) ∼= (J [q′q′′]S :S dxq′q′′)S [A1/qq′′] .
Now,
(
J [q
′q′′]S :S dx
q′q′′
) ⊆ (J [q′q′′]R1/q′′ :R1/q′′ dxq′q′′) as S = R [A1/q′′] ⊆ R1/q′′ . By
choice of q′, dxq˜ /∈ J [q˜]R1/q˜ for any q˜ ≥ q′. Therefore, (J [q′q′′]R1/q′′ :R1/q′′ dxq′q′′) 6=
R1/q
′′
. Thus, (J [q
′q′′]S :S dx
q′q′′) ⊆ m1/q′′ , and so a1/q ∈ m1/q′′S[A1/qq′′ ] ⊆ m1/q′′R1/qq′′ .
Taking qq′′ powers, we get aq
′′ ∈ m[q]R. So if Q ≥ q′q′′ and a ∈ KQ, then aq′′ ∈
m[Q/q
′q′′]R ∩ A.
Let mA denote the maximal ideal of A. Note we can find D = p
n such that mD ⊆
mAR and then a
q′′ ∈ m[Q/q′q′′]R ∩ A ⊆ mQ/q′q′′R ∩ A ⊆ mQ/q′q′′DA R ∩ A ⊆ m(Q/q
′q′′D)−t
A
for some constant t and Q  0 (the last inclusion coming from the Artin - Rees
Lemma). Now for large Q we’ll have
m
(Q/q′q′′D)−t
A ⊆ mQ/BA where B = q′q′′Dp.
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Thus, for Q  0, aq′′ ∈ mQ/BA . Let d = dimA. Then note that mdqA ⊆ m[q]A for any
q = pn. Let pe ≥ d. Then we have for large Q, aq′′ ∈ mQpe/BpeA ⊆ mQd/Bp
e
A ⊆ m[Q/Bp
e]
A .
Now let H = m
[Q/Bpeq′′]
A . For large Q, A =
(
H [q
′′] :A a
q′′
)
= (H :A a)
[q′′] (the last
equality coming from the fact that A is regular and so the Frobenius is flat). So, we
have A = (H :A a) and hence a ∈ H = m[Q/Bp
eq′′]
A for large Q. As a was an arbitrary
element of KQ, we have for large Q, KQ ⊆ m[Q/B
′]
A ⊆ mQ/B
′
A where B
′ = Bpeq′′, and
so λ (A/KQ) ≥ λ(A/mQ/B
′
A ). Let 0 < γ <
1
d!(B′)d . Then as A is regular we have
λ(A/KQ) ≥ λ(A/mQ/B
′
A ) =
(
Q/B′ + d− 1
d
)
=
Qd
d!(B′)d
+ lower terms
≥ γQd for Q 0.
The argument in the last paragraph of the proof above allowing us to conclude
that KQ ⊆ mQ/B
′
A was suggested to us by Neil Epstein and allowed us to avoid the
implication on page 81, line 12 of the original proof in [HH90].
Corollary 4.2.5. Let (R,m) be a local ring and J ⊆ I m-primary ideals of R.
1. If I ⊆ J∗ then eHK (I) = eHK (J).
2. The converse to (1) holds if R is equidimensional and either complete or essen-
tially of finite type over a field.
Proof. Note that part (1) follows from the previous theorem. To prove part (2),
suppose that eHK(I) = eHK(J) and R is equidimensional and either complete or
essentially of finite type over a field. We first note that that we may reduce to the
70
case R is a domain by going modulo a minimal prime. To see this, recall the asso-
ciativity formula for Hilbert-Kunz multiplicity says that for any ideal I, eHK(I) =∑
P∈Assh(R) eHK(I, R/P )λRP (RP ) where Assh(R) = {P ∈ Ass(R) | dimR/P =
dimR}. Let Min(R) = {P1, . . . , Pn} and Ii and Ji denote the images of I and J
respectively in R/Pi. As R is equidimensional, Assh(R) = Min(R) and so we have
eHK(I) =
∑n
i=1 eHK(Ii)λ(RPi) =
∑n
i=1 eHK(Ji)λ(RPi) = eHK(J). Since J ⊆ I, we
have eHK(Ii) ≤ eHK(Ji) for all i. The equality of the Hilbert-Kunz multiplicities of
I and J forces eHK(Ii) = eHK(Ji) for all i. Furthermore, an element x ∈ R is in the
tight closure of J if and only if its image is in J∗i for all i. (See [BH93], Proposition
10.1.2.) Thus, we may reduce to the case R is a domain.
By Remark 4.2.2, R has a completely stable test element. If R is a complete
domain, we are done by Theorem 4.2.4. If R is a domain which is essentially of finite
type over a field, then the completion of R is analytically unramified (see [Mat70],
page 251, Lemma 2) and formally equidimensional (see [Mat89], Theorem 31.6 (iii)).
The result once again follows from Theorem 4.2.4.
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