ABSTRACT Extracting discriminative fine-grained features is essential for fine-grained image recognition tasks. Many researchers utilize expensive human annotations to learn discriminative part models, which may be impossible for real-world applications. Recently, bilinear pooling has been frequently adopted and has shown its effectiveness owing to its learning discriminative regions automatically. However, most bilinear pooling models still utilize the all convolutional part/region features for recognition, including those noisy or even harmful feature elements. In this paper, we devise a novel fine-grained image classification approach by the Hierarchical Bilinear Pooling with Aggregated Slack Mask (HBPASM) model. The proposed model generates a RoI-aware image feature representation for better performance. We conduct experiments on three frequently used fine-grained image classification datasets. The experimental results demonstrate that HBPASM achieves competitive performance or even match the state-of-the-art methods on CUB-200-2011, Stanford Cars, and FGVC-Aircraft, respectively.
I. INTRODUCTION
Owing to the development of deep learning, many efforts have been made in many computer vision tasks. Though with much progress, there are still many challenges in fine-grained classification tasks. Unlike traditional image classification tasks, fine-grained classification aims at identifying subcategories with subtle visual differences. These visual differences can be easily confused by complex image background in images. Therefore, it is necessary to reduce the impact of background information and extract discriminative RoI features for fine-grained classification tasks.
Fine-grained image classification aims at distinguishing different subordinate classes with subtle visual differences [1] - [3] . It serves as a core problem in many multimedia applications [4] , e.g., image understanding, The associate editor coordinating the review of this article and approving it for publication was Ying Li.
cross-modal retrieval, etc. Though many efforts have been made to improve the performance [5] , high visual similarities among different categories still challenge this task [6] , especially when images have cluttered background. To deal with the subtle visual differences, researchers focus on localizing distinctive regions or extracting discriminative features for improved performance.
Many efforts have been made to design part-based models to localize object parts as the distinctive regions [7] - [12] . These models are obtained by analyzing the convolutional activations from neural network in an unsupervised manner or discriminatively training part detectors with supervised bounding-box/part annotations. Among these models, bilinear convolutional neural network (CNN) model, i.e., BCNN, [13] and its variants [14] , [15] have achieved satisfactory results on many fine-grained image datasets. They helps learn distinctive regions without utilizing expensive part annotations, and the distinctive regions are discovered by aggregating pairwise feature interactions through two independent CNNs on the last convolutional layer. In addition, Yu et al. [16] proposed a hierarchical bilinear pooling (HBP) framework to conduct inter layer feature interactions within additional intermediate convolutional layers, which helps enhance the performance of BCNN.
Though efficient, HBP models feature interaction on activations of all image regions, including some noisy background. However, the harmful background activations may damage the feature interaction. Discovering distinctive object regions in images are very important for fine-grained classification tasks. Therefore, we propose to conduct multi-layer feature interactions on selective features within RoIs. Compared with the interaction on the entire image representations, the proposed RoI-feature-based interaction helps restrain the impact of harmful image background. In order to extract robust image RoIs, some researchers used manual annotations, e.g., bounding-box/part annotations, to crop images [8] , [17] - [20] . However, these approaches require expensive manual annotations, which may be unavailable in practice. Others utilized unsupervised learning schemes to locate informative regions without additional annotations [4] , [11] , [21] - [27] . They are concentrated on learning attention models to detect objects or local regions, and then adopting the features extracted within the RoIs for improved classification. Note that in most existing mask models, regions with feature value beyond a pre-defined threshold are discarded. These models are too heuristic and have the risk of discarding some important foreground regions. To address this issue, we propose a novel aggregated slack mask model to extract robust RoI-aware features for interaction. Firstly, a slack mask map is generated on each convolutional layer, by introducing a slack variable as the mask values for regions classified as background. This ''safe'' slack variable helps reduce the risk of removing some mis-classified regions, i.e., RoIs with low activation values. Afterwards, an aggregated mask map is constructed by integrating multi-layer masks to enhance the RoI generation. This aggregated mask is utilized to generate the final RoI features.
We conduct extensive comparisons and validations on three challenging datasets, namely Caltech-UCSD Birds (CUB-200-2011) [28] , Stanford Cars [29] , and FGVCAircraft [30] . The experimental results demonstrate the advantages of our method. The contributions of this work are summarized as follows:
• We develop a hierarchical bilinear pooling with aggregated slack mask model for fine-grained image recognition. The mask and deep model are learned in a mutually-reinforced way. Our framework generates robust image feature for improved performance.
• We propose a slack mask model to learn a robust RoI-aware image representation. The slack mask model helps enhance the activation within RoI and restrain background activations.
• We design a multi-level mask aggregation approach to enhance the independent mask map learned on each activation map. The aggregated mask generates more reliable image mask by taking full advantage of multiple masks learned on different layers.
II. RELATED WORK
Research on fine-grained image classification can be summarized as follows:
A. EXTRACTING DISCRIMINATIVE FEATURES
In terms of input data type, research on image classification can be categorized into two groups as follows: 1) Visual based Methods. It is challenging for visual based fine-grained classification due to the subtle visual differences among subcategories. Many efforts have been made to construct discriminative features for this task [13] - [15] , [31] , [32] ; 2) Models based on Multi-modal Features. Some researchers utilized other data type to extract multi-modal feature to enhance the performance of visual feature [1] , [2] , [33] - [38] . For example, He and Peng [33] proposed to combine language information and visual feature for improved recognition, and Chen et al. [2] proposed a knowledge-embedded method to automatically capture the knowledge information to enhance the performance. Besides, some researchers adopted attributes [1] to represent semantics. Others employed user click data to bridge semantic gaps during image classification [35] - [38] . Though efficient, these approaches rely on expensive human annotations, which may be unavailable in practice.
B. LOCALIZING OBJECT REGIONS
The related research on automatically localizing object regions and removing noisy background can be roughly categorized as follows.
1) SUPERVISED APPROACHES
Some researchers trained object part detectors with annotated bounding-box/part annotations [8] , [10] , [20] , [39] , [40] , and improved classification performance by utilizing the selective part features. However, these approaches rely on expensive manual annotations, which may be unavailable in practice.
2) UNSUPERVISED METHODS
Instead of localizing object parts explicitly, other researchers proposed learning a set of part detectors by analyzing the filter responses and building complex representations based on the selected filters/descriptors in an unsupervised way [11] , [21] , [24] . Recently, more and more researchers are concentrated on learning attention models to detect objects or local regions, and then adopting the features extracted within the RoIs for improved classification. For example, Xiao et al. [25] proposed a two-level attention model which utilized two different feature levels to discover RoIs; Zhao et al. [4] proposed a diversified visual attention network to pursue attention diversity; Zheng et al. [23] developed a novel multi-attention convolutional neural network to enhance the performance; Fu et al. [26] trained a multi-scale attention proposal network to obtain coarse-tofine image RoIs.
III. REVIEW OF HIERARCHICAL BILINEAR POOLING
Our model is built on the hierarchical bilinear pooling (HBP) model proposed in [16] . For better understanding, in this section, we first briefly review the HBP as follow.
A. PRELIMINARY
We firstly introduce the notations used in this paper. The term ''feature map'' indicates the convolution results of one channel. The term ''activation'' indicates feature maps of all channels in a convolutional layer. The term ''mask map'' denotes a 2-D matrix with element indicting the probability of each spatial location being RoI. ''RoI feature'' indicates features extracted on activations within RoI. An activation tensor X ∈ R h×w×c includes a set of 2-D feature maps of all channels. We call X :,:,k ∈ R h×w as the k-th feature map of the corresponding k-th channel, and
∈ R c as the descriptor at a particular cell with (i ∈ {1, . . . , h}, j ∈ {1, . . . , w}). P ∈ R d×d encodes the classification matrix for d-dimensional features, d represents the number of image categories. o ∈ R d denotes the outputvector, and • is the Hadamard product operator presented in [16] .
B. HBP MODEL
The HBP [16] model is constructed based on the factorized bilinear pooling (FBP) [41] . Suppose an image is filtered by a CNN, and the output-feature map of the last convolutional layer is X ∈ R h×w×c with height h, width w and channel c. The FBP model is defined by the following low-rank outer product operation at each spatial location:
where x = X i,j,: is the c-dimensional descriptor at a specific location (i, j), U ∈ R c×d and V ∈ R c×d are projection matrices for obtaining the d-dimensional pooled feature vector. To capture better feature correlations, Yu et al. [16] improved FBP by conducting inter layer feature interactions within additional intermediate convolutional layers. For each spatial location, the output of HBP model is defined as follows:
where x, y, z are multi-layer convolution feature maps. U, V, and S are projection matrices sized of c × d. By exploiting part correlations with complementary information from the intermediate convolutional layers, HBP generates improved image representations. However, in this model, feature interaction is conducted on the whole convolutional activation, which may contain considerable noisy background. Therefore, employ the entire convolutional activation for feature interaction is unsafe, instead, we should learn a robust RoI-feature for better interaction.
IV. HIERARCHICAL BILINEAR POOLING WITH AGGREGATED SLACK MASK MODEL
We develop a novel Hierarchical Bilinear Pooling with Aggregated Slack Mask (HBPASM) model for fine-grained classification to generate better RoI-aware image representation. The RoI feature is generated by extracting selective features on activation within RoI. It helps generate a robust RoI-aware image representation by restraining features on the harmful image background. Fig. 1 illustrates the pipeline of the proposed image classification framework. The mask model and deep visual network are trained at the same time.
A. FORMULATION
Suppose X ∈ R h x ×w x ×c x , Y ∈ R h y ×w y ×c y , and Z ∈ R h z ×w z ×c z are the multi-layer activations obtained from last convolutional layers of a CNN, respectively. For a spatial location (i, j), the output of the HBP model with aggregated slack mask (ASM) model is defined as follows:
where B is the hierarchical bilinear pooling operator on each feature pair. x, y, and z are the multi-layer descriptors with their dimension being c x , c y and c z , respectively. X , Y , Z denotes the multi-layer RoI features. The construction of RoI features X , Y , Z is described below. Fig.2(b) ). The mask model is used to extract RoI features on convolutional activations, which can restrain the impact of harmful background. The hierarchical bilinear pooling is developed to conduct sufficient interactions on the multi-layer RoI features.
B. ROI FEATURE GENERATION
Our mask generation approach is inspired by [24] , wherein a binary mask is generated using the convolutional activations extracted from a pre-trained network. However, this mask model has at least two limitations: 1) it learns image mask and feature models dependently, but the two models are mutually correlated and should be learned in a reinforced manner; Intuitively, better image mask helps learn a better feature model, and more powerful features can generate more reliable masks; 2) in [24] , regions with activation value under a threshold were considered as noisy background and directly filtered out. This manner brings in a risk of removing some mis-classified RoIs.
To overcome these limitations, we propose to simultaneously learn image mask and feature model in a unified framework. An aggregated slack mask model is learned to extract robust RoIs and generate multi-layer RoI features. We present the aggregated slack mask model and RoI feature generation below.
1) AGGREGATED SLACK MASK MODEL
We generate a slack mask map to extract RoI on each single-layer convolutional activation, which can deal with those mis-classified RoIs. Afterwards, we conduct a mask aggregation procedure to enhance the RoI extraction by integrating the multi-layer masks. The proposed aggregated slack mask model is shown in Fig. 2(b) .
a: SLACK MASK MODEL
For activation X , we obtain its corresponding ''aggregation map'' A x by sum pooling over channel direction, i.e., A x = k X ·,·,k . Afterwards, a binary image mask M x is generated on A x with an activation-dependent threshold α. For each activation X , the slack mask model is defined as follows:
where θ is a hyper-parameter controlling α, and ξ ∈ (0, 1) is a slack variable. Accordingly, we generate mask map M y and M z for Y and Z , respectively. We call (4) as a slack mask model, since a small positive slack variable is assigned as the mask value on regions with low-valued activations; whereas in [24] , exact zero-mask is assigned on those regions, namely basic mask. Compared to the basic mask, the slack mask model is much safer and can deal with the misclassified background area owing to the slack variable ξ . In our experiments, we set ξ to 0.1 using cross validation.
b: MASK AGGREGATION
By integrating the multi-layer mask maps, we generate an aggregated mask to enhance the RoI extraction. For generation, we present the following formulation to address the multi-layer features with varied scales. More specifically, we employ the max pooling operator to resize the multi-layer features to equal dimension, and element-wise product is then performed on the normalized mask maps to generate an aggregated mask map as follows:
where MaxPool(Q, Q ) denotes the max pooling operation on Q to resize its dimension to be that of Q. MaxPool will not be employed if the multi-layer features of the same dimension are selected for interaction. Note that, for each location, the aggregated mask value equals to 1 only if all the corresponding multi-layer mask values are exactly 1. Compared with the original independent mask generation scheme shown in Fig. 2(a) , the proposed aggregated mask is more robust by taking full advantages of complementary information from multi-layer activations. Compared with [24] , the proposed mask model is: 1) adaptive because of its mutual learning with feature model; 2) safer owing to the slack image mask for classified ''background'' regions; and 3) more robust due to integrating of multi-layer masks.
2) ROI FEATURE GENERATION
We generate the multi-layer RoI features by multiplying image mask maps with the corresponding activations. These RoI features help to restrain the background activation regions. A bilinear interpolation is employed to resize the aggregated mask map to fix each corresponding activation. For the k-th channel, the multi-layer RoI feature is defined as follows:
where X , Y , Z denotes the RoI feature extracted on of X , Y , Z , respectively, and BI(Q, Q ) denotes the bilinear interpolation operation on Q to resize its dimension to that of Q. Note that, with the bilinear interpolation, we obtain the weighted mask M y / M z . This mask can better handle the intersection of foreground and background regions, and helps generate smoother RoI features, especially when the multi-layer features vary greatly in feature dimension. Compared with other feature interactions, the proposed HBPASM captures better feature correlation since only the reliable RoI activation is employed. Also, we obtain more robust part responses, ensuring much more reliable feature interactions.
V. EXPERIMENTS
In this section, we conduct extensive comparisons and validations to demonstrate the competitiveness of the HBPASM 1 . Firstly, we introduce the experimental settings. Secondly, we evaluate three main components in HBPASM. Thirdly, we compare HBPASM with the state-of-the-art methods.
A. EXPERIMENTAL SETTINGS
We introduce the datasets and parameter settings as follows.
1) DATASETS
Similar to [16] , we evaluate the proposed approach on three frequently used fine-grained image classification datasets, i.e., CUB-200-2011 [28] , Stanford Cars [29] and FGVC-Aircraft [30] . We normalize each image sample in CUB-200-2011, Stanford Cars, and FGVC-Aircraft to a fixed size of 600×600, 500×500, and 500×480, respectively.
The detailed statistics for each dataset are summarized in Table 2 . 
2) PARAMETER SETTINGS
We employ the ResNet-34 network [42] pre-trained on ImageNet dataset [43] to construct HBP. We remove the fully-connected layers from original ResNet-34, and then add several layers for the proposed RoI extraction, residual downsampling, and feature interaction. We first train the newly added layers with other layers fixed, then we fine-tune the whole network to update parameters in all layers.
We crop images to a fixed size of 448×448. Note that random sampling is utilized only in the training procedure; while during evaluation, center cropping is employed. These cropped images are used as the inputs of our network. We follow the standard stochastic gradient descent 2 . The weight decay and momentum are set to be 1 × 10 −5 and 0.9, respectively. The learning rate is initially set to be 1.0 (0.01) when training the added layers (whole network), and then decreases by a factor of 10 every 40 epochs. No dropout scheme is used.
Note that the results reported in our paper are different with those in [16] , since different network structures are utilized. In [16] , different pooling models are constructed on VGGNet [44] , whereas we employ a lightweight model ResNet-34 to construct these models. Compared with ''Non'' denotes HBP without mask. ''Ind'' denotes traditional independent mask model (refer to Fig. 2(a) ). ''Agg-B'' and ''Agg-S'' denote aggregated versions with basic and slack mask model, respectively (refer to Fig. 2(b) ).
VGGNet, the ResNet-34 is not only with higher computational efficiency, but also with better inter layer correlation owing to the residual structure.
B. COMPONENTS IN HBPASM
In this sub-section, we evaluate the proposed aggregated slack mask model for RoI feature generation, wherein both the slack mask model and mask aggregation scheme are tested on HBP model. Fig. 3 visualizes image masks generated on some samples in CUB-200-2011. We visualize slack-mask by overlaying the corresponding mask map onto the original images. As mask maps computed on the convolutional activations are much smaller than the original images, we employ 32× bilinear up-sampling without additional smoothing operation for enlarging mask maps to fit original images. Note that the resized mask map is only used for visualization, while the final pooling is conducted on RoI features extracted by original mask maps. The saw edge in Fig. 2 and Fig. 3 is caused by this interpolation operation. For each sample, three independent mask maps generated on different feature and the aggregated one are demonstrated. 3 We can see that: 1) in the independent mask maps, there are still considerable noisy background regions; 2) the aggregated mask generates better RoIs with fewer background regions owing to the combination of the multiple mask maps. Fig. 4 illustrates the aggregated masks learned on more samples on three datasets. These results demonstrate that our approach automatically discover background regions and assign a small mask value on these regions. With this approach, the ''background'' features are restrained rather than directly removed, which handles mis-classified regions in a ''safer'' way. Note that, for all datasets, same θ 4 and ξ 5 in (4) are adopted. A larger θ brings in more regions classified as background, whereas smaller θ introduces excessive foreground. We limit θ to [0.5, 1] for less mis-discarded foreground, and choose the optimal value for each dataset via cross-validation. In the future, we will learn a optimal θ by some weakly supervised approaches [36] , [45] , [46] . Table 3 shows the classification accuracies with different mask models. It can be concluded that: 1) ''Agg-B''/''Agg-S'' performs better than ''Ind''. It implies that compared with the independent mask, the aggregated mask by integrating multi-layer masks can reduce the impact of background more effectively and generate better RoI features. As shown in Fig. 3 , the aggregated mask removes the background more accurately, so ''Agg-B''/''Agg-S'' performs better than ''Ind''; 2) ''Agg-S'' outperforms ''Agg-B'', implying that the slack mask model can reduce the risk of discarding some RoIs owing to the safer slack variable; 3) ''Agg-S'' always performs better than ''Non'', showing the importance of restraining background regions during feature interaction.
As visualized in Fig. 4 , RoI obtained by threshold-based slack-mask is reasonable. Improvement of RoI-based mask in Table 3 also shows its effectiveness.
C. COMPARISON WITH THE STATE-OF-THE-ART
We compare our algorithm with other recent state-of-the-art fine-grained image classification approaches. In HBPASM, we do not utilize any extra bounding box/part annotations. Although [51] has better result on CUB-200-2011, but its model optimization requires several alternating stages, whereas ours is a simple end-to-end strategy, we do not compare the HBPASM with [51] .
The compared approaches are: 1) three state-of-the-art multi-modal based approaches, i.e., CVL [33] , A 3 M [1] , and KERL [2] ; 2) attention-based models, including FCAN [47] , RA-CNN [26] , MA-CNN [23] , DT-RAM [48] ; and 3) pooling-based schemes, i.e., BCNN [49] , CBP [14] , LRBP [15] , and HBP [16] ) 6 , kernel pooling (KP) [31] , and high-order pooling (HIHCA) [31] .
The comparing results are shown in Table 4 . We can see that: 1) HBPASM outperforms many multi-modal approaches which adopt additional annotations of image attributes or captions, showing that our model can achieve excellent results without using additional information, since our model extracts enough powerful visual features; 2) HBPASM outperforms most attention-based approaches. This implies that the meaningful RoIs can be generated by our aggregated slack mask model without those complex attention modules; 3) the improvement of HBPASM over other pooling-based approaches demonstrate that background information has been effectively suppressed, and the valuable information captured by the improved RoI-feature interactions; and 4) HBPASM outperforms many state-of-the-art models on all the three datasets, which shows the advantages of our powerful image descriptors.
VI. CONCLUSION
In this paper, we propose a Hierarchical Bilinear Pooling with Aggregated Slack Mask model, namely HBPASM, for fine-grained image classification. The proposed model can generate a robust RoI-aware fine-grained feature with coarse-to-fine semantics. We test HBPASM on three public fine-grained classification datasets. The effectiveness of each component in the proposed approach is also demonstrated. Owing to the robustness of our extracted features, HBPASM achieves 86.8%, 93.8%, and 91.3% top-1 accuracy on CUB-200-2011, Stanford Cars, and FGVC-Aircraft, respectively, which outperforms other state-of-the-art fine-grained approaches.
In the future, we will concentrate on several open problems. First, integrating some weakly supervised schemes [35] , [45] to select better scales/layers for feature interaction in an active manner. Second, extending our model to multi-modal feature interaction for improved classification performance. Ultimately, we will compress the model parameters to get the computational efficiency, in order to expand our model to be applied in other fields [52] - [62] .
