Objectives: This study is the first in a series designed to develop and norm new theoretically motivated sentence tests for children. The purpose was to examine the independent contributions of word frequency (i.e., how often words occur in language) and lexical density (the number of similar sounding words or "neighbors" to a target word) to the perception of key words in the new sentence set.
INTRODUCTION
Spoken-word recognition tests have been used clinically in the diagnosis and management of individuals with hearing loss for the last 60 years. They are used to assess the effects of hearing loss on communication abilities (Hudgins et al. 1947) , to classify the degree and type of hearing loss, to determine candidacy for cochlear implantation (Kirk 2000; ASHA 2004) , to measure objectively the benefit provided by a cochlear implant (CI) or hearing aid, and to provide information that will inform aural (re)habilitation programs (Mackersie 2002) . The goal of such testing is to: ". . . provide a measure of how well listeners understand speech in a controlled environment as a reflection of how they may do in everyday listening situations." (Mendel & Danhauer 1997, p. 3).
In research settings, listeners with hearing loss may be administered spoken-word recognition tests to evaluate the effectiveness of signal-processing strategies, to understand better perceptual processes that support spoken-word recognition, or to identify factors that contribute to individual variability. Obviously, no one test can achieve all of these aims.
Traditional clinical tests of spoken-word recognition, such as the Phonetically Balanced Kindergarten Word List (PBK), yield descriptive information concerning speech perception performance (i.e., the percent of words or phonemes correctly recognized). Such tests may not be suitable for many children with sensory aids because of the severe to profound nature of the children's hearing loss, their young age, or their limited vocabulary. Furthermore, these tests reveal little about the underlying perceptual processes that may contribute to widely varying sensory-aid outcomes.
Here, we report the first in a series of studies designed to develop a new set of test materials that will help us estimate real-world listening ability and predict benefit from a sensory aid in children with hearing loss. Test development builds on basic research concerning spoken-language processing by listeners with normal or impaired hearing. Milestones in this translational project include selecting or creating new sentence sets, producing equivalent multitalker test lists, and collecting normative data from children with normal hearing or varying degrees of hearing loss. The long-term goal is to provide valid, reliable benchmarks that assist clinicians in making evidence-based decisions about sensory-aid use and patient care.
Lexical Effects on Spoken-Word Recognition
It is well documented that subject characteristics such as age at onset or degree of hearing loss influence performance on tests of spoken-word recognition by children with sensory aids (Seewald et al. 1985; Tillberg et al. 1996) . However, the lexical characteristics of the stimulus items also impact performance on such measures. For example, word frequency (i.e., the frequency of occurrence of words in the language) and lexical density (i.e., the number of phonemically similar words to the target) have been shown to affect the accuracy and speed of spoken-word recognition performance (Treisman 1978a,b; Elliott et al. 1983; Luce et al. 1990) . One measure of lexical similarity is the number of "lexical neighbors" or words that differ by one phoneme from a target word (Greenburg & Jenkins 1964; Landauer & Streeter 1973) . For example, the words bat, cap, cut, scat, and at are all lexical neighbors of the target word cat. Words with many lexical neighbors come from "dense" lexical neighborhoods, whereas those with few lexical neighbors come from "sparse" neighborhoods.
The Neighborhood Activation Model (NAM) of Luce and Pisoni (1998; Luce 1986 ) offers a two-stage account of how the sound pattern of words in memory contributes to the perception of spoken words. According to NAM, a stimulus input activates a set of similar acoustic-phonetic patterns in memory in a multidimensional acoustic-phonetic space, with activation levels proportional to the degree of similarity to the target word. This initial activation stage is followed by "lexical selection" among a large number of potential candidates who are consistent with the acoustic-phonetic input. Word frequency is assumed to act as a biasing factor in this model by multiplicatively adjusting the activation levels of the acousticphonetic patterns. In lexical selection, the activation levels are then summed, and the probability of choosing each pattern is computed based on the overall activation level. Word recognition occurs when a given acoustic-phonetic representation is chosen based on the computed probabilities. Figure 1 illustrates two hypothetical lexical neighborhoods. Luce et al. (1990; Cluff & Luce 1990) showed that word frequency, neighborhood density (i.e., the number of lexical neighbors for the target word), and the neighborhood frequency (i.e., the average word frequency of the words in the lexical neighborhood) all influenced auditory-only spoken-word recognition. High-frequency words from sparse neighborhoods were recognized with greater accuracy and speed than lowfrequency words from dense neighborhoods. These results demonstrate that the structure and organization of sound patterns in memory affect spoken-word recognition by listeners with normal hearing. Similar findings have been demonstrated for adults with hearing loss (Sommers 1996; Kirk et al. 1997) as well as for children with normal hearing (Charles- Logan 1992; Garlock et al. 2001) or hearing loss (Kirk et al. 1995 (Kirk et al. , 1997 Eisenberg et al. 2002) . Kirk et al. (1995) developed new measures that are based on the assumptions of NAM to assess spoken-word recognition in children with CIs. Stimuli on these tests were selected to be familiar to young children with relatively limited vocabularies. To accomplish this, stimuli were drawn from the Child Language Data Exchange System (CHILDES; MacWhinney & Snow 1985) that contains transcripts of young children's verbal exchanges with a caregiver or another child. All tokens were drawn from productions by typically developing children between the ages of 3 and 5 yr and thus represent early acquired vocabulary. Based on computational analyses of words in the CHILDES data base conducted by Logan (1992) , word lists were constructed to allow systematic examination of the effects of word frequency (i.e., number of occurrences of a word within Logan's corpus), lexical density (i.e., the number of words that could be found in the corpus by adding, substituting, or deleting one phoneme from the target word), and word length (i.e., monosyllabic versus multisyllabic words). The following procedures were used to create the word lists. First, all proper nouns, possessives, contractions, plurals, and inflected forms of words were eliminated from Logan's corpus. This left a total of 994 words in the subset of words produced by 3-to 5-yr-old children. Next, median word frequency and lexical density values were computed separately for the remaining monosyllabic and multisyllabic words. Table 1 presents the range and median values of word frequency and lexical density for the subset of words so analyzed. The median values generally served as the cutoff for classifying words as high or low on a given lexical characteristic. In the case of multisyllabic words, the median density value was 0. In that case, words with 0 neighbors were classified as sparse, and words with 1 or more neighbors were classified as dense. Tokens for the tests were then selected so that half of the items were high-frequency sparse words and half were low-frequency dense words. The resulting Lexical Neighborhood test (LNT; Kirk et al. 1995) consists of two lists of 50 monosyllabic words, whereas the Multisyllabic Lexical Neighborhood test (MLNT) consists of two lists of 24 two-to three-syllable words. Kirk et al. (1995) used these new measures to examine the effect of lexical characteristics on spoken-word recognition performance by children with CIs and to compare their performance on the LNT and MLNT with their performance on the PBK. Recognition accuracy was significantly greater for highfrequency sparse words than for low-frequency dense words. Furthermore, performance was consistently higher on the lexically controlled word lists than on the PBK. These early results demonstrated that pediatric CI users are sensitive to the acoustic-phonetic similarity among words, that they organize words into similarity neighborhoods in long-term memory, and that they use this structural information in recognizing isolated words in an open-set response format. The results also suggested that the PBK underestimated the participants' spokenword recognition abilities, perhaps because of the vocabulary constraints inherent in creating phonetically balanced word lists. Kirk et al. (2000) compared pediatric CI recipients' familiarity with words on the PBK, LNT, and MLNT using parent ratings on a 7-point scale. On this scale, 1 represents extreme unfamiliarity with a word and 7 represents extreme familiarity. Results showed a significant difference in familiarity between words on the three lists. Table 2 presents the mean familiarity scores for the high-frequency sparse and low-frequency dense words on the LNT and MLNT as well as on the PBK. Words on the LNT were rated as most familiar followed by the MLNT and the PBK, respectively. Poor performance on the PBK may result, in part, because children with profound deafness are less familiar with the test item vocabulary. There were no significant differences in familiarity between the high-frequency sparse and low-frequency dense words on the LNT and MLNT. Additionally, word familiarity was significantly related to chronological age for the MLNT and PBK, but not the LNT. These results provide further support for the appropriateness of the LNT as a spokenword recognition test for children of widely varying ages.
Development of the Lexical Neighborhood Tests for Children
Eisenberg et al. (2002) created lexically controlled sentences using monosyllabic or bisyllabic words drawn from the same subset of the CHILDES data base used to develop the LNT and MLNT. However, they allowed the use of proper names. The lexical statistics for the combined group of monosyllabic and bisyllabic words are presented in Table 1 . As classified by Eisenberg et al., high-frequency words had frequency values Ͼ2 in Logan's corpus, whereas values Յ2 were low frequency. Sparse words had density values Ͼ2 in Logan's corpus, whereas dense words had density values Ն2. Three key words were used in constructing each of the 5-to 7-word sentences. These sentences were combined into two lists, each with 5 practice and 20 test sentences that were syntactically correct but semantically neutral. One list contained sentences with high-frequency sparse key words and the other list contained low-frequency dense key words.
The lexically controlled sentences were audio recorded by the same female talker and used in three experiments. In experiment 1, 48 normal-hearing children between the ages of 5 and 12 yr repeated the isolated words and sentences at one of six different levels to generate performance-intensity functions. In experiment 2, 12 normal-hearing children aged 5 to 14 yr repeated the words and sentences under spectrally degraded conditions intended to simulate CI speech processing. In experiment 3, 12 children with CIs aged 5 to 14 yr repeated the unprocessed stimuli. Children also completed a test of vocabulary recognition. In all the three experiments, sentences containing high-frequency sparse key words were recognized better than sentences containing low-frequency dense key words. Sentence scores were significantly higher than word scores for the children with normal hearing and nine high-performing children with CIs. Three low-performing children with CIs showed the opposite pattern for isolated word and sentence stimuli. A statistically significant relationship was observed between chronological age and sentence scores for children with normal hearing who heard degraded speech. For children with CIs, the relationship between language abilities and spoken-word recognition was strong and significant. This result demonstrates the influence of linguistic knowledge on phonological processing of words.
Independent Effects of Word Frequency and Lexical Density
In the theoretically motivated word lists for children described earlier, the factors of word frequency and lexical density were confounded. In contrast, other authors have used the assumptions of NAM to create adult word lists (Dirks et al. 2001) or sentence lists (Bell & Wilson 2001) in which the two factors were orthogonally combined. For example, Bell and Wilson created 320 sentences, each with three key words drawn from one of the four lexical categories: high-frequency sparse, high-frequency dense, low-frequency sparse, and lowfrequency dense. They administered these sentences in quiet and in noise to adults with normal hearing. Bell and Wilson found significant independent effects of word frequency and lexical density as well as an interaction between the two factors.
As part of our test development, we followed the model of Bell and Wilson by creating a pediatric sentence set in which word frequency and lexical density were orthogonally combined. The purpose of this study was to examine the independent contributions of word frequency and lexical density to the perception of key words in this new sentence set.
PARTICIPANTS AND METHODS

Participants
Thirty-four children between the ages of 5 and 12 yr participated in this study. This age range was chosen because it matches the age range used by Eisenberg et al. (2002) . Ten of the children participated in a pilot study, and 24 participated in the main study (Table 3) . Participants did not overlap between the two studies. The median age was 7 yr 5 mo for children in the pilot group and 9 yr 1 mo for those in the main study. All children had normal hearing in both ears (screened at 20 dB HL at octave frequencies from 0.25 to 8 kHz), had no known history of speech and language difficulties, and were native speakers of American English.
The Peabody Picture Vocabulary test-III Form B (Dunn & Dunn 1997 ) was administered to ensure that all children had normal, age-appropriate receptive vocabulary. If any articulation errors were noted during interactions with the child, the Goldman Fristoe test of Articulation-2 (Goldman & Fristoe 2000) was administered to ensure that articulation skills were age appropriate. Age-appropriate articulation errors were noted for interpretation of verbal responses. Informed consent was obtained from the parents of the participants, and informed assent was obtained from children aged 7 yr or older per the protocol approved by the Institutional Review Board at Purdue University. All participants were recruited from the West Lafayette/Lafayette (Indiana) area and the Purdue University community and were paid for their participation.
Stimulus Generation
In this study, we used the 50 high-frequency sparse and low-frequency dense sentences (25 each) created by Eisenberg et al. (2002) . We created 50 additional lexically controlled sentences (25 low-frequency sparse and 25 high-frequency dense) from the remaining words in the Logan's (1992) corpus used by Kirk et al. (1995) . All of the words are chosen from the same (original) data set of words derived from the CHILDES data base, based on words produced by normal-hearing children aged 3 to 5 yr. We used word frequency and lexical density values similar to those used by Eisenberg et al. (2002) to classify words as high versus low frequency or sparse versus dense. Table 4 presents the mean lexical values for the words we used; these values are taken from the Logan's corpus. The resulting 100 sentences were syntactically correct but semantically neutral (and hence expectedly low in word predictability). Within a sentence, all key words belonged to the same lexical category. A list of the 300 key words used to create the sentences can be found in the Appendix.
To ensure that the sentences were low in predictability, we obtained measures of predictability from staff members in the Department of Speech, Language, and Hearing Sciences at Purdue University. The individuals were divided into three groups. Each group was given a list of sentences with one of the key words missing in each sentence and asked to fill in the blank with an appropriate word. For example, the first group was presented with a list of sentences with the first key word missing, the second group was presented with a list of sentences with the second key word missing, and so on. If two or more individuals in a group correctly guessed the missing key word in a sentence, the sentence was revised, and the process was repeated.
A speech feature analysis was carried out on the 300 key words (from 100 sentences). Figure 2 illustrates that the distribution of speech features is similar across the four lexical categories.
Recording of Stimuli
The lexically controlled sentences and isolated key words were digitally recorded by a female native speaker of American English in a double-walled International Acoustic Chamber sound-attenuating booth (ANSI S3.1-1991 ). The recordings were made using a Crown headworn microphone (CM-312A/E) at a sampling rate of 44.1 kHz, with a 16-bit monorecording. The microphone was placed approximately 8 in. away from the speaker's mouth. The speaker repeated each word and sentence several times. Recordings with undesirable sound quality (e.g., clicks, vocal fry) were rejected, and the best example of each recorded word and sentence was selected for use in the study. Stimuli were resampled to yield 16-bit, 22-kHz monorecordings using Adobe Audition. The root mean square amplitude of each word and sentence was equalized to 65 dB SPL using the Level16 program (version 2.0.3) developed by Tice and Carrell (1998) .
Pilot Study
Determining signal-to-noise ratio for participant testing • The purpose of the pilot study was to select four signal-to-noise ratios (SNRs) such that they would optimally span the performance intensity functions for all children in the age range of interest. Because Eisenberg et al. found a significant correlation between chronological age and sentence scores, children in the pilot study were separated into two groups: group 1 (5 to 7 yr olds) and group 2 (8 to 12 yr olds).
Stimuli and instrumentation • Testing was performed in
noise to eliminate the possibility of ceiling effects when testing children with normal hearing in quiet. For efficient masking, a spectrally matched noise masker was created by matching the spectrum of the noise to the long-term average spectrum of the stimuli. The procedure for creating the noise was as follows:
(1) all sentence stimulus files were concatenated; (2) the average spectrum level for the concatenated sentences was analyzed using a fast Fourier transform (FFT) (1024 points with Blackmann Harris window); (3) frequency and amplitude values obtained from the spectrum analysis were used to create an FFT filter mimicking the shape of the average spectrum for the sentences; and (4) white noise was processed through the FFT filter. The spectrally matched noise for the word stimuli was created separately using the same procedure. The duration of the noise was based on the duration of the longest stimulus; this was calculated separately for words and sentences. The noise started 100 msec before the onset of individual speech stimuli and ended 100 msec after the offset of the longest speech stimulus.
Procedure
• The Behavioral Auditory Research tests software (2006; Boystown National Research Hospital, Omaha, NE) was used to implement an adaptive testing procedure (Levitt 1971) . Individual stimulus files were mixed digitally with noise and then routed though the 24-bit sound card (Audiophile 2496, M-Audio) to an amplifier (NAD Stereo Amplifier 3020A). Stimuli were presented binaurally through SONY MDR-D777 headphones. During testing, speech was held constant at 65-dB SPL, and the noise was adaptively varied to converge on the 30% and 70% words correct performance level. These levels were chosen to span the performanceintensity function for the new test materials. Each participant completed the procedure four times to calculate SNR separately as a function of stimulus context (isolated words versus key words in sentences) within each convergence level (30% and 70%). Different sentence and words lists were used for each run. The lexical categories were counterbalanced throughout each list to try to ensure that the participants heard a similar number of tokens from each category. Participants were seated in front of a monitor inside a double-walled International Acoustic Chamber sound-attenuating booth. An examiner sat in the booth with the child to provide encouragement, if necessary. Participants were instructed to listen to speech through headphones and repeat the words or sentences into a microphone. They were encouraged to guess if they were unsure of the response. They were alerted to each stimulus via the computer monitor, which flashed the word "ready" before stimulus presentation. An examiner seated outside the booth scored the verbal responses online. For sentence stimuli, only the key words within the sentence were scored. Responses were used as inputs to the adaptive program in Behavioral Auditory Research tests. Because the signal level was fixed, an SNR corresponding to the desired performance was calculated from the threshold for noise. Table 5 presents the average SNR corresponding to the 30% and 70% performance criteria as a function of age group and stimulus context. A higher SNR yielded better word recognition performance for both words and sentences regardless of age group. When presented with sentences, children in the younger age group required a slightly greater SNR, or better audibility of the signal, to achieve the same criterion as children in the older age group. As shown in Table 5 , this difference was the greatest for sentences at the 70% convergence level. However, when they were presented with words, the SNR needed to achieve similar performance was comparable across age groups. Based on this information, SNRs of Ϫ2, 0, 2, and 4 dB were chosen to make sure that performance for either age group would not be affected by floor or ceiling effects.
Results •
Main Study Stimuli and instrumentation • Stimuli and instrumentation
in the main experiment were similar to that in the pilot study, with the exception that, for an individual subject, the SNR was fixed at one of the four SNRs determined by the pilot study. In addition, a Shure PG185 lavalier microphone was used to record spoken responses to a digital audio recorder (Marantz PMD-671). The recording was used subsequently to verify the scoring accuracy and to assess inter-rater agreement.
Procedure
• Participants were divided into four groups (N ϭ 6 per group), corresponding to one of the four SNRs (Ϫ2, 0, 2, and 4 dB), with age balanced across groups (Table 3 ). In the main study, each participant heard all 100 sentences and the 300 key words. Presentation of sentence and word lists was counterbalanced across participants within each group. Each participant listened to the isolated words and sentences at the same SNR. The protocol was similar to the pilot study with the exception that two examiners (one inside and one outside the booth) independently transcribed the participant's response to calculate inter-rater agreement.
Scoring and agreement • Initial point-by-point agreement
ratings and verification of scoring by listening to the recordings revealed that the examiner inside the booth was invariably correct, when discrepancies occurred. Hence, the scoring by the examiner seated inside the booth was taken to be final in subsequent cases. To assess inter-rater agreement, an analysis was conducted. A naïve research assistant with no prior involvement in the data collection listened to recordings from five randomly selected participants (ϳ20% the sample) and scored them. These scores were then compared with the original scores from the examiner seated inside the booth. Agreement was calculated for each participant as follows:
Inter-rater Agreement ϭ Number of agreements/
Total number of items
The analysis revealed that inter-rater agreement remained Ͼ98% in all the samples that were checked.
Data analyses • Multivariate analyses of variance (MANOVA)
were performed to examine the effects of SNR, word frequency, and lexical density on spoken-word recognition performance. SNR (four levels) was included as a between-subject factor, and word frequency (high versus low) and lexical density (sparse versus dense) were included as within-subject factors. MANOVAs were conducted separately for word and sentence scores. Effect sizes ( 2 ) are reported to assist with interpretation of the statistical test results. Effect sizes ϳ0.01 represent small effects, 0.06 represent medium effects, and 0.14 represent large effects (Cohen 1988) . Additionally, correlational analyses were carried out to examine the relationship between spoken-word recognition performance and computational values for key word frequency and lexical density.
RESULTS
Standard data screening and assumption checking were conducted before the analysis for the word and sentence data. Levene's test for homogeneity of variance was not significant for any of the dependent variables (p Ͼ 0.01). The assumption of homogeneity of covariance matrices, tested via Box's M, were not significantly different (p Ͼ 0.01) for both words and sentences. We concluded that the multivariate normality could be assumed with (1) the normalized estimate for multivariate kurtosis values being Ϫ1.06 and 0.63 for words and sentences, respectively, and (2) the proportion of Mahalanobis Distances not deviating sufficiently from the 50th percentile of the 2 distribution for words (0.54) and sentences (0.39). Meeting these assumptions, we proceeded with the analyses.
Noise Effects
SNR was found to have a significant effect on the recognition of both isolated words (F[1,20] (Figs. 3, 4) . To evaluate whether this improvement was similar for all stepwise increases in SNR, a post hoc analysis was performed. Tukey's Honestly Significant Difference procedure was used to follow-up significant overall differences. This is a conservative procedure for controlling type I error rate (Field 2005) and is SNR, signal-to-noise ratio. Fig. 3 . Effect of signal-to-noise ratio (SNR) on isolated word recognition as a function of lexical category.
probably the most often used procedure when making multiple pairwise comparisons. A Tukey test revealed significant differences (Ͻ0.05) between all SNRs except 2 and 4 dB for sentences and words. Significant mean differences ranged from 7.67% for 0-to 2-dB SNR to 22.63% for Ϫ2-to 4-dB SNR for words. Significant mean differences ranged from 10.79% for 0-to 2-dB SNR to 27.29% for Ϫ2-to 4-dB SNR for sentences. Performance improved up to 2-dB SNR after which further increase in SNR did not change performance significantly.
Word Frequency Effects
There was also a significant main effect of word frequency on the recognition of key words in isolation (F[1,20] 2 ϭ 0.304). When words were presented in isolation, performance for high-frequency words was significantly better than that for low-frequency words at all SNRs, as shown in Table 6 . However, in a sentence context, although a significant effect of word frequency was noted on children's performance (Table 7) , the result was a bit more complicated because of an interaction between word frequency and lexical density as discussed below.
Lexical Density Effects
Finally, there was a main effect of lexical density; that is, words from sparse neighborhoods were recognized with significantly greater accuracy than words from dense neighborhoods. The mean scores for the sparse conditions were higher than those for the dense conditions, both for isolated words (Table 6 ) and sentences ( 
Lexical Density ؋ Noise
A significant interaction was found between lexical density and SNR for words presented in isolation (F[3,20] ϭ 3.911, p Ͻ 0.05, partial 2 ϭ 0.370). Increasing the SNR by 2 dB yielded greater improvements in word recognition at less favorable than at the more favorable SNRs (see Fig. 3 ). Following the recommendations of Field (2005) , the interaction was dissected with simple effects analyses that controlled for type I error. Results revealed that the sparse word scores differed significantly (p Ͻ 0.01) between SNRs of Ϫ2 and 2 dB, Ϫ2 and 4 dB, and 0 and 4 dB. Dense word scores were significantly different (p Ͻ 0.01) for the comparisons of SNRs Ϫ2 with 2 dB, Ϫ2 with 4 dB, 0 with 2 dB, and 0 with 4 dB. In all cases, the high-SNR condition resulted in higher word scores. No corresponding interaction was evident for sentences.
Word Frequency ؋ Lexical Density
The MANOVA revealed a significant interaction between word frequency and lexical density for both words presented in isolation (F[1,20] 2 ϭ 0.803). However, effect size and power were larger for sentences, when compared with those of words. Dissecting the interaction with simple effect analyses (Field 2005) revealed that recognition accuracy differed significantly (p Ͻ 0.01) for all combinations of interactions between word frequency and lexical density (high-frequency sparse, high-frequency dense, low-frequency sparse, and low-frequency dense) for both words and sentences. In addition, sparse words yielded greater accuracy than dense words, irrespective of word frequency, both in isolation and in a sentence context (Tables 6 and 7) .
Correlational Analyses
Correlational analyses were conducted to examine the relationship between word recognition and the lexical characteristics of the key words. As shown in Table 8 , performance scores were not significantly correlated with word frequency values. There was a modest but significant negative correlation between lexical density and the recognition of words in isolation and in sentences; that is, as the number of lexical neighbors to a target increased, recognition accuracy decreased. 
DISCUSSION
This study examined whether the lexical factors of word frequency and density independently influenced spoken-word recognition performance on a new, theoretically motivated sentence recognition test for children. We also investigated the influence of context (sentence versus words) on the recognition of lexically controlled key words. Children were tested in spectrally shaped noise at SNRs chosen to span the performance-intensity function for these test materials.
Our findings offer further evidence that supports the NAM (Luce & Pisoni 1998) . Specifically, both word frequency and lexical density significantly influenced the auditory-only recognition of key words in this group of children with normal hearing. Word frequency effects differed for isolated words and sentences. When presented with the key words in isolation, high-frequency words were recognized with greater accuracy than low-frequency words, all other things being equal. The same was not true in the sentence context. A more complex pattern was evident in the interaction effects, as discussed below.
In contrast, the effect of lexical density was consistent regardless of context; that is, key word recognition was significantly better for words that came from sparse neighborhoods compared with those from dense neighborhoods both in isolated words and in sentences. Also, this result is consistent with the predictions of NAM; that is, the probability of correct target word identification decreases when the neighborhood is dense. Listeners need to make use of fine acoustic-phonetic cues to be able to identify the target word from similarsounding neighbors. Initially, children may be able to recognize words on the basis of relatively gross spectral cues because of their limited vocabulary. However, as words are added to the lexicon, the recognition task becomes more difficult, especially for target words from dense neighborhoods. The larger the neighborhood, the finer the acousticphonetic distinctions that are required to select the target word correctly.
The word frequency and lexical density effects demonstrated in this study are in agreement with those reported previously for children (Kirk et al. 1995; Eisenberg et al. 2002) . However, word frequency and lexical density were confounded in these earlier investigations; that is, all words were either high-frequency sparse or low-frequency dense. In this study, we followed the model of Bell and Wilson (2001) who orthogonally combined the two factors when creating sentence lists for adults. This allowed us to examine more carefully the relative contribution of the two factors to the children's perception of spoken words. Our results will be discussed in relation to those of Bell and Wilson. As in this study, Bell and Wilson found that both main effects were significant; performance was significantly better for high-frequency than low-frequency words and for sparse rather than dense words. Similarly, both studies revealed an interaction between word frequency and lexical density effects. However, the pattern of results across all four categories differs between the two investigations. Bell and Wilson's data revealed that word recognition performance was best for the high-frequency sparse category, followed by the categories of high-frequency dense, low-frequency sparse, and low-frequency dense. Thus, their results suggested that recognition performance in adults was influenced more by word frequency than lexical density.
In this study, we see a somewhat different ranking when children were asked to identify the key words in isolation. The best performance was for the high-frequency sparse category, followed by the categories of low-frequency sparse, highfrequency dense, and low-frequency dense. In other words, recognition for single key words from sparse neighborhoods was better than that from dense neighborhoods, regardless of word frequency. The ranking of the lexical categories differed when we looked at key word recognition in a sentence context. In that context, key word recognition was best in the highfrequency sparse category, followed by the categories of low-frequency sparse, low-frequency dense, and high-fre- quency dense. In other words, when key words in the sentences came from sparse neighborhoods, the children's performance was significantly better for high-frequency than low-frequency words. However, when the key words in sentences came from dense neighborhoods, they recognized low-frequency words with greater accuracy than high-frequency words. For both words and sentences, these results suggest that recognition performance in children is weighted more by lexical density than word frequency. Why do our results differ as a function of context? And why do our sentence data differ from those of Bell and Wilson? There are several possible reasons. It is possible that in creating syntactically correct and semantically neutral sentences, we may have created some sentences that were more or less predictable than others. To determine whether this was the case, we examined the performance for individual sentences at different SNRs. We found that some sentences were often recognized correctly (mean key word correct Ն2.75), whereas others were not (mean key word correct was Ͻ1) across all SNRs. It is possible that scoring these sentences could have skewed the results. However, removal of such sentences from the analysis did not change the results in any significant manner. Furthermore, care was taken in sentence development to revise any sentence that was highly predictable.
The difference in category rankings between the two studies may be caused, in part, by the different sources of material used to create the sentence lists. In the study of Bell and Wilson, words were drawn from a data base created in the Speech Research Laboratory at Indiana University, Bloomington (Nusbaum et al. 1984) . This data base contains all 20,000 words in a computer-readable version of Webster's Pocket Dictionary (Pisoni et al. 1985) , and density data are based on an analysis of this corpus. Word frequency values in this data base refer to the frequency of occurrence per one million words of text (Kucera & Francis 1967) . In contrast, words for the pediatric sentence test were drawn from productions of young children. Density and word frequency values were computed from a much smaller set of stimuli, and the corresponding range of word frequency and density values is greatly reduced compared with the adult corpus. It is possible that in creating our sentences, we did not use a frequency range broad enough to reveal the effects of word frequency in children with normal hearing. This may be why density effects were more heavily weighted in this investigation. Furthermore, the restricted frequency range may also explain the lack of a significant correlation between word frequency and spoken-word recognition scores.
It is also possible that combining the key words in a sentence context had a multiplicative effect on the way in which lexical factors influenced word recognition. In a sentence format, the combined effect of word frequency and lexical density attributed to the three key words may not be a simple additive effect. As a result, the level of difficulty of the spoken-word recognition task may increase. Further, the neighborhood frequency could also have played a role. Logan (1992) reported that high-frequency words typically have a greater number of neighbors (dense neighborhood) than low-frequency words. Further, the neighbors of high-frequency words also tend to be high frequency. Assessments of the effects of neighborhood frequency may be informative in future studies.
As pointed out by one of our reviewers, it is possible that word frequency estimates computed from the productions of very young children are not valid for the age range of the children in this investigation (5 to 12 yr). There is some evidence that children differ from adults in the manner in which they organize and access lexical information and that lexical effects vary by age (Charles- Garlock et al. 2001) . Charles- Luce and Luce (1990) suggested that younger children with limited vocabularies may use broad phonetic categories (based on manner and place of articulation) to recognize words; older children who have larger vocabularies must be able to make fine acoustic-phonetic details in the speech signal to discriminate target words from their competitors. It is likely that frequency and density values for the key words in our sentences would be different if a corpus of words produced by children aged 5 to 12 yr had been analyzed. Alternatively, we could have chosen participants whose age more closely matched the ages of the children who produced the words in the first place. Because we incorporated the sentences created by Eisenberg et al. (2002) into our larger sentence test, we wanted to test participants of the same age as in their earlier study. Future investigations are needed to examine lexical effects on sentence recognition in children younger than 5 yr. The performance of older children with hearing loss should also be examined. Because children with hearing loss often have delayed language skills, their results should be compared with age-matched and language-matched peers.
Not surprisingly, our results showed that performance improved as the SNR improved. Lexical effects on spokenword recognition were largest at poorer SNRs, suggesting that lexical effects may be most pronounced under degraded listening conditions, such as in the presence of background noise, or when children with hearing loss listen to speech through a sensory aid. Lexical effects may be more evident at poorer SNRs because the degraded auditory signal limits access to the fine spectral details of speech. However, as pointed out by a reviewer, lexical effects may come into play relatively late during processing of spoken words. Thus, degraded listening conditions may result in slowed perceptual processing, giving time for lexical effects to emerge. The inclusion of reaction time data in future studies should provide further information concerning lexical effects on sentence recognition. Reaction time data may reveal differences among lexical categories with similar degrees of recognition accuracy.
Results from our pilot data show that to achieve criterion performance (30% or 70%), a slightly greater SNR was required for sentences than for isolated words in three of the four comparisons (Table 5) . These results would seem to be contrary to those of Miller et al. (1951) , who reported that recognition accuracy at a given SNR was greater for words in sentences than for isolated words. However, given the nature of the adaptive task we used, the effects of context cannot be determined. The adaptive program terminated when children achieved a pre-set criterion performance (30% or 70%). As a result, for the same criterion performance, a child may have heard a different number of stimuli for sentences and words. Further, because the lists were randomized, the keys words in the sentence and word lists were likely to be different, so the effect of context cannot be examined. Second, Miller et al. explained that the advantage of context is mainly due to the "degree of restriction" or the predictability of key words in sentences. In this study, care was taken to maintain their unpredictability, for example a sample sentence was "A monster was cleaning the refrigerator."
The present results also have clinical implications. Current tests of speech perception similar to the LNT and MLNT use controlled lexical properties to tap the perceptual processes that underlie spoken-word recognition. However, these tests use stimuli in which word frequency and lexical density covary. It is therefore difficult to parse the effect that each of these factors separately has on spoken-word recognition. The use of orthogonal, lexically controlled sentences allows us to assess the effect of each of these factors on receptive communication. Furthermore, sentence test material may better represent everyday speech than isolated words.
Currently, we are developing sentence test materials that will assess the perceptual processes governing speech recognition in children in greater detail. We have recorded 10 talkers producing the current 100-sentence list in an audiovisual format, along with Bell and Wilson's larger sentence set for adults. Studies are under way to determine the intelligibility of each talker in each presentation format (auditory only, visual only, and auditory visual). These data will be used to create equivalent multitalker lists within each presentation modality. As part of test development, we also plan to collect normative data from adults and children as a function of hearing status (normal versus varying degrees of hearing loss) and type of sensory aid (hearing aid or CI) for listeners with hearing loss. These new norm-referenced, multimodal sentence tests should provide important insights into differences in spoken-word recognition and the enormous variability noted among individuals with hearing loss. In addition, they should lead to better diagnosis, evaluation, and assessment paradigms for listeners with hearing loss. Information obtained from these new measures should prove useful in selecting sensory aids and in developing intervention programs that are targeted to an individual's specific needs. Finally, these tests should better reflect real-world listening abilities than traditional speech discrimination tests using highly constrained auditory stimulus materials. 
APPENDIX 1. High-frequency sparse words
