Abstract. An algorithm for a Pick-Nevanlinna problem where the interpolation points coalesce into a finite set of points on the real line is introduced, its connection with certain multipoint Padé approximation problems is discussed, and the results are used to obtain the solutions of an extended Hamburger moment problem.
Introduction
The Pick-Nevanlinna problem is the following: Let {za : a £ A} be a set of distinct points in the open upper half-plane H+ = {z : Imz > 0}, and let {wa : a £ A} be a set of points in C. Find a function F(z) which is analytic in //° such that ImF(z) > 0 for z e //J and F(z) = wa for all a £ A.
For modern applications of the Schur algorithm and variants, see the collection [5] . For an operator theoretic approach, see, e.g., [29, 30] .
A modification of the Pick-Nevanlinna problem with coinciding points zn = a, n £ N, arises when the point a is moved to the boundary of the region of definition of F(z), i.e., to the real axis. The Taylor series expansion then has to be replaced by the asymptotic series expansions Ejtto y^z ~ a)k at a > valid in arbitrary angular regions Ra s -{z : S < Arg(z -a) < n -ô} , ô > 0. If moreover the point a is moved to the point at infinity, then we obtain the following modified Pick-Nevanlinna problem: Given a sequence of numbers {yn : n £ N} , find a Nevanlinna function F(z) with the asymptotic expansion Fiz)K EfcLo "fkz~ at °° ' vanc* in every angular region R& = {z : S < Argz < Ti-S} , ô > 0. This problem is equivalent to the classical Hamburger moment problem (see, e.g., [1, 6, 32] ).
If the points zn, n £ N, coalesce into the two points 0 and oo according to the rule z2m = 0, m -1,2, ... , z2m+x =oo, m = 0,l,2,..., then the corresponding modification of the Pick-Nevanlinna problem can be formulated as follows: Let {yn: n -0, ±1, ±2, ...} be a bi-infinite sequence of numbers. Find a Nevanlinna function F(z) with the asymptotic expansions F(z) « E^o^z_ at °°> F(zî a 2ZT=i y~kz at °> in every angular region Rs = {z : ô < Argz < n -ô) . This problem is equivalent to the strong Hamburger moment problem. For definition and general treatment of this problem, see, e.g., [10, 11, 25] . The connection between the strong moment problem and the asymptotic expansions problem was treated in [10] for the case that the moment problem is nonsingular, and in [20] [21] [22] [23] for the general case.
Again consider the sequence {zn : n £ N}, and now let zn , n -I, 2, ... , coalesce into p points ax, ... , ap on the real axis as follows: zpq+x = ax, zpq+2 = a,, ... , z""." -an, q = 0, 1,2, ... . A corresponding Pick-Nevanlinna L Ph'P P problem can be formulated as follows: Let {y : j -0,1,2,...}, i = 1, ... , p , be p sequences of given numbers. Find a Nevanlinna function F(z) which has the asymptotic expansions F(z) « E%o y^i2-61^ at a¡ in tne an" guiar regions R¡ s = {z : ö < Arg(z -a¡) < n -3} , ô > 0, i = I, ... , p . This problem will later be shown to be related to the extended Hamburger moment problem.
The use of the Schur algorithm and its variants has two steps. The first step is to successively construct rational functions fn(z) solving the truncated (finite) interpolation problem. (In the classical Hamburger moment case, e.g., this consists of finding for each n a rational function with power series expansion
In oo /.<*>«£%*-*+ E ^z~k-k=0 k=2n+\
This is the Padé approximation problem for the series E^lo Vkz~ > or ^or tne solutions of the original problem, if they exist.) The second step is to obtain from the sequence {fn(z)} one or more of the original functions F(z) which solve the nontruncated problem, if they exist.
In this paper we treat the above-mentioned version of the Pick-Nevanlinna problem related to the extended Hamburger moment problem. We describe an algorithm which generalizes the above-mentioned adaptions of the Schur algorithm. The algorithm produces certain (weak) multipoint Padé approximants fn(z) = An(z)/Bn(z) to the given power series. For reasons that will become clear later, we include a condition F(z) = y^xz~x + o(z~x) at oo, z £ Rs -{z : ô < Argz < 7t -<5} , <5 > 0. (For convenience we shall also call an expansion of this form on asymptotic expansion.) We shall in this paper call this problem the modified Pick-Nevanlinna problem, and the algorithm the modified Schur algorithm (associated with the series y_xz~x, E%i yi-!)(z ~ a¿)J, i = 1, ... , p).
(For treatments of multipoint Padé approximants to the series y_^ z~x, E°!, yf{2 -a,)', see also [7, 8, 19, 24, 34] .)
The rational functions An(z)jBn(z) are Nevanlinna functions. We show that {An(z)/Bn(z)} , together with a related sequence {Cn(z)/Dn(z)}, give rise to solutions of the modified Pick-Nevanlinna problem (when solutions exist).
For each z e 7/° there exists a sequence {An(z)} of nested disks such that fn(z, t) £ dAn(z) for every x g R, where
Let A(z) denote the intersection f]^=xAn(z) (which may be a closed disk or a single point). Then every Nevanlinna function F(z) which satisfies F(z) = y^z~x + o(z~x) and F(z) £ A(z) for all z, is a solution of the problem, and every solution has this property. Every function fn(z, x), x £ R, is a Nevanlinna function, and there exist sequences {fn (z, xn )} converging to Nevanlinna functions F(z) which satisfy F(z) = y_x'z~x +o(z~x) and F(z) £ A(z) for all z. Thus there exist Nevanlinna functions with the required property. These results answer in the affirmative the question of solvability of the interpolation problem (under the required conditions on the given series), and give a characterization of all the solutions. The solution is unique in the situation that A(z) reduces to a single point for all z (the limit point case).
The extended Hamburger moment problem associated with the points ax, ... , a and sequences of real numbers c0, {cj1 : j = 1,2,...}, i = I, ... , p , is the following. Find distribution functions y/(t) (i.e.: bounded, nondecreasing functions) such that r dip(t)=cQ, rjiML^=cf, ;=i,2.i=i.p.
This problem was introduced and treated in [17, 18] in the context of the theory of positive linear functionals and of orthogonal rational functions. (In [17, 18] we considered the case where the distribution functions y/(t) are required to have infinitely many points of increase.) In this paper we discuss the problem on the basis of our results on the modified Pick-Nevanlinna problem. We point out that a sufficient condition for the existence of a solution y/(t) is that in the power series -c0z~ , E%o cj+i(z ~ai)} > those conditions are satisfied that lead to solutions of the modified Pick-Nevanlinna problem. The solutions are exactly those distribution functions ip(t) whose Stieltjes transform \j/(z) = f^dy/^Kt -z) (which are Nevanlinna functions) satisfies ip(z) = -c0z~x + o(z~x) and ip(z) £ A(z) for all z.
The modified Schur algorithm
Let F(z) be a Nevanlinna function. We recall that this means that F(z) is analytic for Imz > 0, and that Im7(z) > 0 for Imz > 0. For brevity we shall write JV-function for Nevanlinna function.
Let ax, ... , a be given distinct points on the real axis, p > 3. For convenience we assume that they are ordered by size: ax < a2 < ■■■ < a . We assume that F(z) has the asymptotic expansions (with real coefficients)
(By asymptotic expansions we shall always mean expansions in the angular regions Rs , R¿ s, i = I, ... , p, defined in the introduction. For the basic definitions and results on asymptotic expansions, see, e.g., [9] .) We note that every integer «eN can be written in a unique way in the form
where qn , rn £ N, 1 < rn < p . When there is no danger of confusion, we write q for qn and r for rn.
By ar_x we mean a when r -1, by ar+x we mean ax when r = p, and so on. Statements relating to ar_x when r = 1 ¡ to ar+x when r = p, etc. will be understood from the context.
We shall make repeated use of the following important result.
Lemma 2.1. Let H(z) be an N-function. Then the following statements are true:
The limit d^ -limz_too Rez=0(-l/z//(z)) exists and is nonnegative, and lm(-l/H(z)~d00z) >0 wÀé>«Imz>0. We shall describe an algorithm which successively determines rational functions fn(z) with Taylor series expansions that progressively coincide for more and more terms with the given expansions (2.1) of the TV-function F(z). We shall assume that F(z) itself is not a rational function.
Since F(z) -y^ is an A^-function, it follows from (2.1a) that yf > 0 for i = I, ... , p . This is because yx (z -a¡) is the dominating term in the asymptotic expansion. Similarly it follows from (2.1b) that y{™] < 0.
We define linear fractional transformations sx(z, w), Sx(z, w) by We define a new function 7j(z) by
By (2.1), (2.4), and (2.5) we obtain expansions of the following forms:
Here y^00'l' ,y_ [, etc . are new real constants. In the same way new constants will be introduced later.
From (2.1b) and (2.4b) it follows that (Note that -l/(a[" +F(z)) is an N-function.) Thus Fx(z) is an /V-function. Therefore, as in the argument preceding the introduction of the transformations sx(z, w) and Sx(z, w), we conclude that y_7 < 0, y\x'x)>0,and y(i[x) <0 or y{!¡x) = 0, y[i,l)>0 for i#l. Now let n £ N, n > 2. We assume that N-functions Fx(z), ... , Fn_x(z) and linear fractional transformations sx(z, w), ... , sn_x(z, w), Sx(z, w), ■ ■ • . Sn_x (z, w) have been defined such that (2.10)
for t = 1, ... , n -1 . As before, we write r for rn and q for qn. (For r = 1, 2 the following argument must be modified slightly.) We further assume that expansions for Fn_x(z) of the following forms are valid:
for i ^ r -1, r -2,
We note that all the assumptions are satisfied for n = 2. Since Fn_x(z) is assumed to be an /V-function, it follows that y oo ,n-1) >0
or yj00'"-1» = 0, yi7"-1)
é"-"<0 or y{!{"-x)
< 0, and y|r-2'"-" We define a new function Fn(z) by (2.14)
By using (2.11), (2.13), and (2.14), we obtain expansions of the following forms:
From (2.1 Id) and (2.13b) it follows that [y\ ' > 0 or y\ =0, y{_x ' < 0.
We observe that if (P0), ... , (P"_i) are satisfied, then sn(z, w), Sn(z, w) can be defined.
It follows from the expressions (2.4b), (2.13b) that for a positive collection <f>, the following inequalities hold:
We shall call the index n singular if ôn -1 and regular if ¿n = 0. Thus by (2.4a), 1 is singular iff y{0X) = 0, and by (2.13a), n is singular iff y^'"-1' = y^-'^O for « = 2,3,... .
We have shown above that if the collection <f>(z) consists of asymptotic expansions for a Nevanlinna function F(z), then (P0), ... , (Fn), ... are automatically satisfied.
We shall in this paper call the algorithm described here the modified Schur algorithm. We call the functions /.(*)-<$,(*, 0)«jjjjj the approximants for the algorithm. We shall also make use of the functions
From the relation Sn(z, w) = Sn_x(z, sn(z, w)), (2.12), and (3.1) we obtain for « = 2,3,...
4, + mÇ.
Bn + wDn
Thus An , Bn , Cn , Dn satisfy the following recurrence relations for n = 2, 3,...:
When « is a regular index, these relations can be written as (3-»a) A" = (a" -JZ^A A^ -C»-" We note that when all « are regular, the algorithm is a continued fraction algorithm. It can be shown that the continued fractions obtained in this way are equivalent to MP-fractions, treated in [7, 8, 24] . (For basic concepts of continued fractions, including the concept of equivalence, see [13] .)
For further use we introduce polynomials Nn(z) defined as follows:
The function An,Bn,Cn, Dn can be written as
where Un, Vn, Xn, Yn are polynomials, deg Un < « -1, deg Vn<n, deg Xn < n-2, and degYn<n-\ (except degXx = 0). Proof. It follows by (3.4) that the result holds for « = 1, resp. « = 2, and by use of (3.6)-(3.7) the result is obtained for general « by induction. D For further use it will also be natural to introduce the functions Pn , Qn by on)
We note for further reference that the recurrence relations (3.7) can be written in terms of U", V", X", F" as follows (for « = 2,3,...): A similar argument shows that if deg Vn < n , deg Yn < n -1, then we must have F, = 0, which contradicts (3.4). D
We present some basic formulas that will be needed later.
Proposition 3.3. The following formulas hold: Proof. It follows from (3.13c) and the assumption Vm(ar ) ^ 0 that for at least one m £ {n -p + I, ... , n}, 6m = 0. Let m = pq + i. For this m, the right side of equation (3.19 ) is different from zero for z = a¡. Consequently by (3.19) , not both Vn(a¡) and Vn(a¡) can be zero.
The result on the degree can be proved analogously. D
We shall see in §4 that the condition Vn(ar ) ^ 0 for all n is always satisfied when the transformations sn(z, w), Sn(z, w) and thereby An, Bn, Cn, Dn are obtained from a positive collection of power series.
Multipoint Padé approximants
In this section we show that the functions fn(z) = Sn(z, 0) = An(z)/Bn(z), or their Taylor series expansions, have certain interpolation properties with respect to the series expansions (2.19) (in particular, to (2.1), when the series originate as expansions of a Nevanlinna function). More precisely, we show that fn(z) is a multipoint Padé approximant for the given series. (For a detailed discussion of multipoint Padé approximants in this setting, we refer the reader to [19] .)
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We first give an interpolation result for fn(z) at ar by a direct argument from the construction of the algorithm in §2. (As before, we write r for rn and q for qn .) By repeating these arguments until we reach 7/0(z) = fn(z), noting that y^j = 0, we obtain the expansion We now state the interpolation theorem for the approximants fn(z) with respect to F(z), or to the series expansions (2.19). reduces to a single point for every z £ H+. Proof. The argument we give builds on a lemma of Perron [26] , and is similar to the one given in [10] for APT-fractions. It follows from [26] that when bn is given recursively by V, where q = qn . We see that when {££), h2m_xQm_x(z)2}~x is expanded in power series in terms of (z -ar), the leading term will be of the form k(z -ar)2q (recall that Vn(ar) ^ 0). Thus there exists a constant cr such that for z £ Rr s and z -ar sufficiently small, we have (6.1) pn+x(z) < cr\z -ar\2q~X. Theorem 6.3. Let a positive collection of power series (2.19) be given. Let z0 be an arbitrary point in H+, and let a>0 be an arbitrary point on dA(z0). Then for each « there exists a xn £ R such that a subsequence of {fn(z, xn)} converges on H+ (uniformly on compact subsets) to a function F(z) which has the asymptotic expansions (2.19) and which satisfies F(zQ) = co0.
Proof. Let ô > 0, r\ > 0 be given, and set Ss = {z £ Rs : Im z > n}. For z £ Rs we have \z -z\ = |2Imz| > 2|z| sinr5 . Let m be the smallest regular index. In view of (5.2) we have pm(z) -l/h x\z -z\, hence there exists a constant A such that |/>,(z)| < A/\z\ for z e Rs we have om(z) = l/«m_,|z -z\, hence also |rj,(z) fn(z, x) £ dAn(z), we then have (6.8) \zfn(z,x)\<2A
for every generalized approximant fn(z, x), z £ Rs .
Similarly, in view of (5.2) < A/\z\ for z £ Rs . Since
For each « we can choose a xn £ R such that fn(zQ, xn) = Sn(z0, xn) = con, where con -* coQ as « -> oo . It is easily seen that every compact subset of //°i s contained in a set Rs . It follows by using standard results on compactness of families of analytic functions (see, e.g., [9, 13] ) that {f"(z, xn)} contains a subsequence {fn (z, rn )} such that degFn = nk or degFB = nk -1, which converges on H+ to a function F(z) which is analytic in H+ , and such that {zfn (z, xn )} converges uniformly to zF(z) in every S¿ , ô, r\ > 0. Also, {fn (z> xn )} converges uniformly to F(z) on compact subsets of H+ . Since Proof. It follows from Theorem 6.3 that the problem always has solutions. In the limit point situation there is exactly one analytic function F(z) satisfying F(z) £ A(z) for all z £ H+, hence by Theorem 6.1 there is exactly one analytic function with the expansions (2.19). For the limit circle situation there is for an arbitrary z0 an infinity of analytic functions having the asymptotic expansions (2.19 ). D Remark 6.5. We observe the following. Let F0(z) be a given Nevanlinna function with the asymptotic expansions (2.19) . Then the collection of asymptotic series is positive. It follows that the convergent subsequences of generalized approximants used in the proof of Theorem 6.3 converge to N-functions F(z) with the same asymptotic expansions as F0(z). (However, no such subsequence need convergence to F0(z).)
The extended Hamburger moment problem
The extended Hamburger moment problem (associated with the set {ax,... , a }) is the following: Let {c'1' : j = 1,2, ...} , i = 1, ... , p , be sequences of real numbers and c0 a real number. Find distribution functions \p(t) (i.e., bounded, nondecreasing functions) which have the property (7.1) n dW(t)=c0, r^aML cf, i=i,...,P, j=i,2,....
J-oc
J-oo (t -at)] } (For convenience we do not require here that y/(t) has infinitely many points of increase.) This problem was treated in [17, 18] within the framework of a theory of positive linear functional and orthogonal rational functions. In this paper we show (without making use of the material in [17, 18] ) how the moment problem fits into the framework of the theory of asymptotic expansions of Nevanlinna functions. We associate with the given sequences the series oo (7.2a) E$i(* "«,)'. i=U...,P, 7=0 (7.2b) -c0z-X.
That is; we set We note that (x(t -x) -y2)/((t -x) + y ) is bounded for z £ Rs, and tends to -1 as z tends to oo in Rs. Consequently, /oo dip(t) = -c0.
-oo
This means that (7.8)
which is (7.5b).
Next fix an i £ {i, ... , p]. By expanding l/(t -z) in a finite geometric series in terms of powers of (z -a¡)l(t -a¡) we get It follows by induction that all the moments of y/(t) exist, and that y/'t) is a solution of the moment problem. G Theorem 7.3. Let a positive collection of power series (2.19) be given. Then the Stieltjes transforms of the solutions of the moment problem (7.1) are exactly those analytic functions F(z) in H+ for which (7.5b) is satisfied and for which F(z) £ A(z) for all z £ H+. Equivalently the Stieltjes transforms are those analytic functions F(z) in H+ which have the asymptotic expansions (7.5). Such functions exist. The moment problem has a unique solution iff the limit point situation obtains. Proof. Let F(z) be a Nevanlinna function with the series (7.2) as asymptotic expansions. From the expansion F(z) = -c0z~ + o(z~ ) it follows in particular that for y real, (7.27) sup|/>7(f»| < oo.
