Introduction {#Sec1}
============

Functional magnetic resonance imaging (fMRI) is one of the publicly used neuroimaging techniques to capture brain neural activity in small volumetric units (called voxels) in the brain by measuring the change of blood-oxygen-level dependent (BOLD) signals over time. Broadly speaking, it has advanced the understanding of brain functional activity by fMRI in various cognitive and behavioral neuroscience applications, such as Alzheimer's disease \[[@CR1]\], aging \[[@CR2]\], autism \[[@CR3]\], depression \[[@CR4]\], schizophrenia \[[@CR5]\], and attention-deficit hyperactivity disorder \[[@CR6]\]. The overarching goal of these research studies with fMRI is to examine and understand the brain states among different regions of interest (ROI) associated with specific brain functions or disorders, so that treatments and interventions can be made precisely according to stimulus or diagnostic conditions \[[@CR7]\].

Conventionally, univariate analysis of fMRI data was widely used to identify the ROIs of brain functions (i.e., localization) by statistical tests on individual voxels in most research studies \[[@CR8], [@CR9]\]. In more recent years, multi-voxel pattern analysis (MVPA) of fMRI data has been increasingly applied to identify response patterns of voxels as a whole \[[@CR3], [@CR10], [@CR11]\]. The MVPA can be modeled as a high-dimensional pattern classification problem to train a classification (or prediction) model based on the fMRI BOLD signals, in which voxels (as features) are identified in response to stimulus or diagnostic conditions (as class labels). In most neuroscience experimental studies, the number of stimulus samples is relatively much less than the number of voxels in the brain. This leads to a computational challenge of high feature-to-sample ratio from the machine learning viewpoint \[[@CR12]\]. Therefore, various advanced feature selection and sparse optimization techniques were proposed to enhance the computational results in terms of classification efficacy and informativeness of selected voxels \[[@CR13]--[@CR17]\]. It leads to two-fold objectives: (1) it aims to select a minimum number of voxels included in classification models and (2) the classification accuracy needs to be maximized.

Technically, a number of computational approaches have been proposed and employed to solve this multi-objective high-dimensional problem \[[@CR18]--[@CR21]\]. Computational intelligence-based approaches, such as genetic algorithms (GA), simulated annealing (SA), ant colony optimization (ACO), and particle swarm optimization (PSO), are at the forefront of this research \[[@CR22]--[@CR26]\]. They are implemented in conjunction with a classifier to find a set of highly representative features for classification tasks. Heuristic feature selection approaches stand out in terms of theoretical simplicity, strong global search ability, and less expensive computational cost. Instead of exhaustively exploring the solution space, these algorithms adopt effective learning schemes to optimize the feature selection \[[@CR27]\]. In addition, heuristic approaches pay more attention to find the best combination of features rather than evaluating the goodness of features individually. These benefits of computational intelligence approaches indicate a great potential in analyzing brain response patterns of high-dimensional fMRI data \[[@CR28]\].

However, when solving high-dimensional optimization problems where multiple local optima exist, most classical heuristic optimization algorithms fail to find (near) global optimal results. Limited by simple searching behaviors and communication abilities, classical heuristic optimization algorithms are easily stuck to local minima and therefore stop searching for better solutions in the problem space \[[@CR29]\]. This phenomenon is referred to as premature convergence, which either leads to poor classification performance or results in the discovery of poor quality feature subsets \[[@CR30]\]. Hierarchical heterogeneous particle swarm optimization (HHPSO), as a recently developed variation of PSO, maintains a high level of population diversity during the search and alleviates premature convergence problems by performing diverse searching behaviors \[[@CR31]\]. As the success of HHPSO has demonstrated its strength in addressing high-dimensional and complex optimization problems, in this paper, we combine HHPSO with a linear support vector machine (HHPSO-SVM) to perform feature subset selection and classification tasks.

In this paper, extracting discriminating voxel-based brain response patterns that distinguish different cognitive states is a major goal. In MVPA of fMRI data, functional connectivity between individual voxels plays a pivotal role in distinguishing different cognitive states because they capture temporal dependency or causality between different brain regions \[[@CR15], [@CR17]\]. However, in existing fMRI analysis, functional connectivity patterns are not intensively analyzed as a whole due to an exponential increase in size of the search space. For this purpose, we develop a new feature interaction detection framework (FIDF) that focuses on identifying informative voxels and voxel-based functional connectivity in two sequential stages. The proposed HHPSO--SVM feature selection approach is implemented in this framework, which is first used to select informative voxels and then used to select a connectivity pattern. The well-known Haxby's dataset \[[@CR32]\] is used to evaluate the effectiveness of the proposed approach.

The rest of this paper is structured as follows. In Sect. [2](#Sec2){ref-type="sec"}, the MVPA concept of fMRI data is presented with an explanation of the Haxby's dataset. In Sect. [3](#Sec4){ref-type="sec"}, PSO and HHPSO with their applications are introduced. In Sect. [4](#Sec7){ref-type="sec"}, the FIDF using a HHPSO--SVM feature selection algorithm is proposed. Experimental results are presented in Sect. [5](#Sec11){ref-type="sec"}. In Sect. [6](#Sec14){ref-type="sec"}, this work is concluded with discussions and future work.

Multi-voxel pattern analysis of fMRI data {#Sec2}
=========================================

Most of previous studies on fMRI data analysis are focused on univariate statistics considering the activity of individual brain locations. Recently, some studies have revealed that the cognitive states of the brain arise in a distributed way over the activity patterns of different regions \[[@CR32]--[@CR34]\]. MVPA can be defined as the general name of the variety of machine learning and pattern recognition techniques to understand neural correlates of cognition by using fMRI data. MVPA has been widely used for decoding the human cognition besides some other applications such as lie detection \[[@CR35]\] and memory search \[[@CR36]\]. Application of MVPA on resting state fMRI has successfully extracted enough information to detect individual's brain maturity across development \[[@CR2]\]. Also whole-brain resting state functional connectivity patterns of depressed patients are investigated using MVPA to identify the pathological mechanism of major depression \[[@CR37]\].

MVPA studies for cognitive state decoding by using fMRI are implemented in three steps: feature extraction, feature selection, and classification \[[@CR13]\]. fMRI data for task-based analysis is a plethora of noisy time series measurements. It is usually important to filter out the noise and extract the useful information from this bulky data. In the feature extraction step, voxel responses for each stimulus conditions are mapped onto predefined standard hemodynamic response functions (HRF) and estimated the similarity indexes. This is achieved usually with two ways which are taking the average of the response across time to each stimulus condition and fitting a general linear model (GLM) to a standard hemodynamic response function (HRF) \[[@CR38]\]. GLM provides a more representative value about the response of a voxel to the stimulus condition \[[@CR39]\].

Feature (voxel) selection plays a vital role in MVPA. In this step, we aim to select a subset of informative voxels features in order to enhance the classification accuracy and/or provide to neuroscientists more refined characteristics of brain functional responses. This task can be done according the predefined region of interest (ROI) identification based on the anatomical structure information in the brain \[[@CR32]\]. Or it aims to choose voxels that are significantly active to stimuli by using univariate statistical tools such as ANOVA or *t*-test \[[@CR40]\]. In addition, to score voxels according to their individual accuracy level in the experimental settings \[[@CR40]\], mutual information \[[@CR41]\] and partial least square regression \[[@CR13]\] were also used for feature ranking and selection in the literature. Other than these univariate measures, recursive feature elimination is also applied as a multivariate technique to select voxels \[[@CR10]\], but the interactions among voxels are not clear yet. Searchlight accuracy based on the neighboring voxels' contribution to classification for selecting the voxels is also a multivariate technique that considers spatial closeness of the voxels \[[@CR40]\]. To the best of our knowledge, the interactions among the voxel activities have not been fully investigated yet in MVPA.

Haxby's experiment of visual function {#Sec3}
-------------------------------------

In this study, we use a benchmark dataset (of six subjects) experimented by Haxby's research group for experimental tests \[[@CR32]\]. In Haxby's block-design experiment, each subject contains 12 fMRI runs; in each run, eight stimulus blocks, each displaying image exemplars from a different conceptual category were displayed to the subject in a random order, as described in Fig. [1](#Fig1){ref-type="fig"} (upper left). The fMRI data were collected from a GE 3T scanner. One image of brain activity in the dataset (consisting of 64 $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\times$$\end{document}$ 64 $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\times$$\end{document}$ 40 voxels) was acquired every repetition time (TR) of 2.5 seconds. Thus, there are a total of 9 TRs (=22.5/2.5) in each block, yielding 720 data instances for the dataset (12 runs $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\times$$\end{document}$ 8 blocks $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\times$$\end{document}$ 9 TRs). In our study, we only focused on the predetermined region (region of interest, ROI) of thresholded voxels with task-related variance in the ventral temporal cortex, as opposed to the whole-brain space (around 20,000--40,000 voxels).Fig. 1An illustration of the proposed approach to response pattern identification from which a block-design experiment is carried out to examine visual function of fMRI data. Representative features are extracted by applying GLM to BOLD time series across all voxels in ventral temporal cortex in response to eight different stimuli. The feature interaction detection framework is applied to identify discriminating connectivity patterns of selected informative voxels
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Hierarchical heterogeneous particle swarm optimization {#Sec4}
======================================================

PSO {#Sec5}
---

Particle swarm optimization (PSO) is a population-based meta-heuristic, originally introduced by Kennedy and Eberhart \[[@CR44]\]. Inspired by collective behaviors of bird flocks and fish schools, a PSO algorithm is made of a population of particles. Particles fly through a high-dimensional continuous solution space to find a best solution \[[@CR45]\]. During the search, particles iteratively develop their velocities and positions based on their previous best experiences and the global best position in the swarm using Eqs. (1) and (2) as follows:$$\documentclass[12pt]{minimal}
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HHPSO {#Sec6}
-----

Even though the algorithm design of PSO is simple and computationally efficient, standard PSO is easily trapped into local minima, especially when the optimization problem is complex. In recent years, many variations of PSO have been proposed to overcome this premature convergence problem.

We have recently proposed HHPSO \[[@CR31]\]. Compared to standard PSO, the swarm is equipped with multiple equally sized layers. During the search, particles dynamically arrange themselves in a hierarchical structure based on their current fitness values. The better the fitness is, the higher the position in the hierarchical structure is. In HHPSO, particles are not only attracted toward their personal best and global best positions, but they are also attracted toward attractors. For particles in the top layer, their attractors are particles in the same layers with better fitness. For the rest of particles (not in the top layer), their attractors are particles in their immediate superior layer. Herein, a particle's new velocity is a cumulative effect of (a) its previous velocity, (b) its personal best position, (c) the global best position, and (d) positions of its attractor, as shown in Eq. ([3](#Equ3){ref-type=""}).$$\documentclass[12pt]{minimal}
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For the searching behavior, in HHPSO algorithm, particles are allowed to perform different searching behaviors based on their ranks in the hierarchy and their current performances. For example, if a signal of premature convergence (i.e., early stagnation or overcrowding) is detected, the relevant particle will change its previously adopted searching behavior and randomly select a new searching behavior from the predefined behavior pool to avoid premature convergence \[[@CR31]\]. Compared to standard PSO, HHPSO is more resistant to local minima and superior to sustain the population diversity as the dimension of the search space grows.

Recently, PSO as well as its variations has been implemented as efficient global optimization techniques, which received considerable attention in machine learning (ML), data mining, and pattern recognition \[[@CR46]--[@CR48]\]. These algorithms have shown to perform very well on algorithm development and parameter optimization tasks \[[@CR49]--[@CR52]\].

HHPSO--SVM for voxel selection in MVPA {#Sec7}
======================================

Problem definition {#Sec8}
------------------

HHPSO--SVM feature selection algorithm (HHPSO--SVM) aims to maximize classification accuracy (Max-Accuracy) and to minimize the size of selected features (Min-Size) simultaneously. The objective function in Eq. ([5](#Equ5){ref-type=""}), which is utilized to quantify searched solutions, is defined by dividing the classification error by the number of eliminated features. The penalization term (i.e., Min-Size) is used for the purpose of constructing a compact set of features and controlling overfitting. The approach iterates until a best solution (a subset of features) is found.$$\documentclass[12pt]{minimal}
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Algorithm design {#Sec9}
----------------

In the HHPSO--SVM feature selection algorithm, HHPSO provides multiple candidate solutions to feature selection and SVM is employed to evaluate the classification performance using these candidate solutions. Particles cooperate to locate a best solution in an *N* dimensional problem space, where *N* is the cardinality of the original feature set. Positions of particles are represented as numeric strings of length *N*. Each value in the string is within zero and one, which can be seen as the contribution of the corresponding feature to the classification task. The higher the value, the more important it is. Each particle selects a set of important features based on its position string.

Each iteration involves two steps (see Algorithm 1). In the first step, we identify the selected features and evaluate the fitness value for each particle (lines 1--10). Taking particle *i* for an example, a predefined threshold $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\theta$$\end{document}$ is applied to its current position $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$x_{i}$$\end{document}$. The *j*-th feature will be selected, if the *j*-th value in the position string is greater than $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\theta$$\end{document}$. With the selected features, classification error as well as the number of eliminated features is calculated by SVM to evaluate the fitness value for particle *i* (see Eq. [5](#Equ5){ref-type=""}). After all particles finish updating their fitness values and their personal best solutions, the global best solution is defined by the best of the personal best solutions in the swarm.

In the second step, particles are ranked by their fitness values in an ascending order and directed to the right layer in the hierarchical structure (lines 11--15). Based on the rank, particles occupy layers from top to bottom. Particles in the higher layers always have better fitness values than particles in the lower layers.

In the third step, particles update their velocities and positions based on their searching performances as well as their positions in the hierarchical structure (lines 16--25). This step ensures that the swarm continuously explores the problem space and optimizes solutions iteration by iteration.

The algorithm terminates when it converges to a stationary solution, which is defined by a condition that the global best position stops to evolve for more than 50 iterations. As the algorithm converges, the final solution to feature selection is obtained by applying the threshold ($\documentclass[12pt]{minimal}
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In HHPSO--SVM (Algorithm 1), *P* represents the swarm population, and $\documentclass[12pt]{minimal}
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Feature interaction detection framework {#Sec10}
---------------------------------------

In order to extract discriminating multi-voxel patterns from fMRI data, scalable, robust, and efficient dimension reduction tools are desired to identify influential voxels and voxel-based connectivity. In this paper, FIDF is developed as a MVPA approach that undergoes a two-stage procedure. Voxel selection (feature selection) and voxel connectivity selection (feature interaction selection) are performed in Stage I and Stage II, separately. The proposed HHPSO--SVM is adopted as the feature selection method under this framework.

In the first stage, the feature selection algorithm is implemented to select the best subset of voxels. This procedure is repeated 15 times to obtain the average number of selected voxels ($\documentclass[12pt]{minimal}
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                \begin{document}$$N_{avg}$$\end{document}$) and frequencies of voxels being selected. Voxels are ranked according to their selection frequencies in a descending order. The top $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{1}\, =\, 1.05 N_{avg}$$\end{document}$) voxels are selected in Stage I. In the second stage, we first establish all connectivity that connects voxels selected in Stage I, which is equivalent to constructing a fully connected network. In this stage, we aim at extracting discriminating connectivity patterns from a fully connected structure. The rationale is as follows: HHPSO--SVM selects a best combination of voxels in the first stage, which means the selected voxels are interactive and informative as a combination. Identifying consistent connectivity patterns from the pre-selected voxel combination may achieve similar or even better classification performances than only considering individual voxels.

For fMRI data, the connectivity between two voxels is generated via finding products of all pairs of voxels. This type of connectivity definition is similar to using correlation coefficients, mutual information, or consistency measures to quantify the connectivity between two voxels. By doing this, the dimension of feature space becomes $\documentclass[12pt]{minimal}
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                \begin{document}$$N_{1} (N_{1}-1)/2$$\end{document}$. HHPSO--SVM is implemented again to select the best subset of connectivity that distinguishes multiple classes. Similarly, this algorithm is repeated 15 times to identify robust connectivity patterns.

In the present study, we utilize a 12-fold cross-validation to assess the performance of different feature selection algorithms. We first divide the whole data into 12 portions of equal size. The optimization procedure is performed on the 11 portions of data, and the remaining 1 fold is held out to evaluate the algorithm's performance. During optimization, the training set is further randomly split, in which 6 portions are used to train the model and the other 5 portions are used to test the results. The random splitting is repeated 20 times, and the average classification error rate and the average number of selected feature subsets are used to estimate the fitness function.

The final decision of feature selection is determined by the global best solution obtained at the end of optimization. The same threshold ($\documentclass[12pt]{minimal}
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                \begin{document}$$\theta$$\end{document}$) and mechanism are applied to select a robust set of connectivity features. The classification performance is examined on the holdout dataset. Means and standard deviations are computed using this 12-fold cross-validation approach.

Experimental analysis {#Sec11}
=====================

Experimental setting {#Sec12}
--------------------

Comparative experiments were carried out for the Haxby's dataset \[[@CR32]\]. For a comparison purpose, the same data preprocessing techniques, including using z-score to standardize the data and randomly shuffling the original data matrix, were applied to attenuate noise and improve spatial alignment of time series data \[[@CR53]\].

The performance of the proposed HHPSO--SVM selection algorithm was evaluated by comparing it with (a) without feature selection (WFS), (b) sequential forward feature selection (SFS), (c) sequential backward feature selection (SBS), and (d) standard PSO feature selection algorithm (PSO--SVM). SFS and SBS are deterministic greedy algorithms and can only produce a single solution for each dataset. PSO--SVM combines standard PSO and linear SVM, and it adopts the same objective function to explore the best solution to feature selection. The mechanism of PSO--SVM is similar to HHPSO--SVM. All five algorithms were applied to FIDF to select voxels in the first stage and select voxel-based connectivity in the second stage.

In this study, both HHPSO--SVM and PSO--SVM employed a swarm containing 50 particles. The acceleration coefficients, $\documentclass[12pt]{minimal}
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                \begin{document}$$c_{2}$$\end{document}$ linearly increased from 0.5 to 2.5 using the formula shown in Eqs. ([6](#Equ6){ref-type=""}) and ([7](#Equ7){ref-type=""}), where $\documentclass[12pt]{minimal}
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                \begin{document}$$n_{t}$$\end{document}$ is the overall iteration time, and *t* is the current iteration, as follows:$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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                \begin{document}$${c_{2}(t)}= {(c_{2, \mathrm {max}}} - {c_{2, \mathrm {min}})} \frac{t}{n_{t}} + c_{2, \mathrm {min}}.$$\end{document}$$We implemented the linear support vector machine (SVM) from the scikit-learn in Python, with the parameter *c* set to 1 in all experiments \[[@CR54]\]. For both PSO and HHPSO, the value of threshold ($\documentclass[12pt]{minimal}
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                \begin{document}$$\theta$$\end{document}$) is 0.95. For HHPSO, the hierarchical population structure consisted of five layers as shown in Fig. [2](#Fig2){ref-type="fig"}.

Experimental results {#Sec13}
--------------------

The comparative classification results of the five different algorithms are summarized in Tables [1](#Tab1){ref-type="table"} (Stage I) and [3](#Tab3){ref-type="table"} (Stage II). The statistics of the number of selected features are presented in Tables [2](#Tab2){ref-type="table"} and [4](#Tab4){ref-type="table"} for Stage I and Stage II, respectively. For PSO--SVM and HHPSO--SVM, the distributions of their obtained solutions from Stage I and Stage II are visualized in Figs. [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"}. Finally, we compared our results using FIDF and HHPSO--SVM with the results published in \[[@CR53]\], the comparison results are shown in Table [5](#Tab5){ref-type="table"}.Fig. 2A conceptual flowchart of the proposed feature interaction detection framework. FS Algorithm stands for feature selection algorithmFig. 3Cross-validated solutions of PSO--SVM (*in blue*) and HHPSO--SVM (*in red*) from Stage I, where *x*-axis represents the number of selected voxels and *y*-axis represents the classification error. Lighter color means that the solution is obtained in earlier optimization iterations, while darker color denotes the solution is obtained in later optimization iterations. (Color figure online)Fig. 4Cross-validated solutions of PSO--SVM (*in blue*) and HHPSO--SVM (*in red*) from Stage II, where *x*-axis represents the number of selected voxels and *y*-axis represents the classification error. Lighter colormeans that the solution is obtained in earlier optimization iterations, while darker colordenotes the solution is obtained in later optimization iterations. (Color figure online)

In Stage I, HHPSO--SVM feature selection algorithm exhibited the highest classification accuracy for subjects 1, 3, and 4. WFS achieved the best classification accuracy for subjects 2, 5, and 6. Compared to the results obtained by WFS, HHPSO--SVM and PSO--SVM yielded comparably good classification results for subjects 2 and 6. However, for subject 5, the classification results produced by HHPSO--SVM and PSO--SVM were not as good as the results produced by WFS or SBS.Table 1Classification results of Stage I of FIDFStage IWFSSFSSBSPSO--SVMHHPSO--SVMMeanSDMeanSDMeanSDMeanSDMeanSDSbj 10.8750.1910.6930.1530.8750.1900.8190.1300.8850.099Sbj 20.7080.1060.5170.1400.7080.1060.6230.1410.6960.143Sbj 30.8640.1480.6860.1610.8650.1480.7920.1400.8740.118Sbj 40.6770.1480.5600.1500.6770.1480.6760.1550.7080.186Sbj 50.7050.3120.5680.2020.6850.3230.5620.2700.6140.270Sbj 60.8750.1250.6840.1800.8750.1250.8050.1220.8520.104The classification accuracy and standard deviations of *WFS* without feature selection, *SFS* sequential forward feature selection, *SBS* sequential backward feature selection, *PSO--SVM* and *HHPSO--SVM* were calculated for subject 1 to subject 6

The average number of features selected by each algorithm has been presented in Table [2](#Tab2){ref-type="table"}. HHPSO--SVM selected 20--30 % of features, while PSO--SVM selected 10--20 % percent of features in Stage I. Both of them reduced the dimension of feature space considerably. However, SFS and SBF failed to add/eliminate features after few iterations, which means that SFS only included few features, and SBF almost included all features as shown in Tables [3](#Tab3){ref-type="table"}, [4](#Tab4){ref-type="table"} and [5](#Tab5){ref-type="table"}.Table 2The number of selected voxels in Stage I of FIDFStage ISFSSBSPSO--SVMHHPSO--SVMMeanSDMeanSDMeanSDMeanSD13955770842411622230546406015841533253061551788164315675068211002053054200381354136344348155168214Average number and standard deviation of selected voxels are calculated for *WFS* without feature selection, *SFS* sequential forward feature selection, *SBS* sequential backward feature selection, *PSO--SVM* and *HHPSO--SVM*Table 3Classification results of Stage II of FIDFStage IIWFSSFSSBSPSO--SVMHHPSO--SVMMeanSDMeanSDMeanSDMeanSDMeanSD10.7920.1910.3890.1490.8020.1940.9220.1070.9480.08120.6250.1350.2740.1250.6150.1260.6940.1320.7960.12630.8130.2070.3330.1710.8230.1190.8460.1430.8740.11940.6040.1000.3630.1340.5520.1010.8030.1160.8470.10150.6470.2700.2970.1700.5450.2840.6000.2530.7140.28460.7600.1390.4510.1710.7300.1220.8190.1330.8400.122The classification accuracy and standard deviations of *WFS* without feature selection, *SFS* sequential forward feature selection, *SBS* sequential backward feature selection, *PSO--SVM* and *HHPSO--SVM* were calculated for subject 1 to subject 6Table 4The number of selected features in Stage II of FIDFStage IISFSSBSPSO--SVMHHPSO--SVMMeanSDMeanSDMeanSDMeanSD1265166176079025117044382164107416040211588721832034666503299581519642642274750467158884250543887990015353560164629460378023269546139Average numbers and standard deviations of selected features are calculated for *WFS* without feature selection, *SFS* sequential forward feature selection, *SBS* sequential backward feature selection, *PSO--SVM* and *HHPSO--SVM* are presentedTable 5A classification performance comparison between FIDF and a feature selection framework using mutual information (MI) and partial least square regression (PLS) published in \[27\]StudySubject 1Subject 2Subject 3Subject 4Subject 5Subject 6Previous study0.9400.7800.8600.8000.7200.880Our study0.9480.7960.8740.8470.7140.840

In Stage I, HHPSO--SVM and PSO--SVM successfully reduced the number of selected features, therefore the computational complexity of Stage II was significantly reduced. Implementing WFS and SBF in Stage II was computationally expensive. Compared to results of Stage I, PSO--SVM and HHPSO--SVM improved their classification accuracy remarkably in Stage II. For subjects 1, 2, 4, and 5, the average classification accuracy increased around 10 %. However, SFS and SBS performed the classification task with significant degradation in accuracy. One possible reason is that greedy iterative optimization algorithms consider features one-by-one for addition/removal, so that the algorithms may easily get stuck into local minima when the dimension of data is high.

In Stage II, HHPSO--SVM outperformed all other algorithms for all subjects in terms of classification accuracy. Regarding the number of selected connectivity, HHPSO--SVM selected less than 20 % of connectivity. Even though PSO--SVM selected less connectivity than that of HHPSO, the algorithm yielded significantly lower classification accuracy. Both SFS and SBS failed to find discriminating connectivity among their pre-selected informative voxels.

We visualized historical solutions obtained by PSO--SVM and HHPSO--SVM in Stage I (Fig. [3](#Fig3){ref-type="fig"}) and Stage II (Fig. [4](#Fig4){ref-type="fig"}) over time. The results provided an estimate of how well the two algorithms balance the trade-offs between accuracy and feature simplicity during the optimization process. In these figures, color is used to represent how many iterations an algorithm takes to obtain that solution. Darker color means longer iterations. The distribution of historical solution illustrates HHPSO--SVM offered significantly better trade-offs between accuracy and feature simplicity. Compared to PSO--SVM, HHPSO--SVM obtained higher classification accuracy using a smaller subset of features.

Finally, we compared our final classification results to results published in \[[@CR53]\], which combines mutual information (MI) and partial least square regression (PLS) to select features. The comparison results showed that our approach produced better classification results for subjects 1, 2, 3, and 4. However, for subjects 5 and 6, our results were slightly worse than their best results.

Conclusions and discussion {#Sec14}
==========================

In this paper, we addressed and solved the challenging, high-dimensional voxel selection problem in MVPA in neuroscience by combining HHPSO and SVM. Compared to the classification results obtained by four other algorithms, including WFS, SFF, SBF, and PSO--SVM, our proposed HHPSO--SMV led to two advantages: (1) it quickly removed the irrelevant and redundant features, and (2) HHPSO--SVM feature selection algorithm outperformed other algorithms in terms of classification accuracy. Compared to PSO--SVM, feature selection results obtained by HHPSO--SVM achieved better trade-offs between accuracy and feature simplicity, which indicated the importance of maintaining a high level of population diversity and performing appropriate searching behaviors to heuristic optimization. Processing these properties, HHPSO--SVM feature selection algorithm is robust in tackling high-dimensional feature selection tasks.

The proposed FIDF successfully extracted discriminating voxel-based connectivity patterns from high-dimensional fMRI datasets. This framework, which focused on finding a subset of interacted features (or voxels) in the first stage and further eliminated interaction (or connectivity) redundancy in the second stage, yielded improved classification results. Identifying the functional connectivity patterns from a set of pre-selected voxels provided valuable insights for brain response pattern identification. Implementing this framework, the classification performances were further improved for most subjects. Its simplicity and ease of implementation have been demonstrated.

However, the proposed approach is still  faceed with some challenging issues. For example, the proposed HHPSO--SVM feature selection algorithm requires properly tuning parameters, e.g., the number of layers and the value of threshold $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta$$\end{document}$. A hierarchical structure with five layers is designed for a swarm that contains fifty particles, and the selected threshold ($\documentclass[12pt]{minimal}
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                \begin{document}$$\theta$$\end{document}$ = 0.95) is determined based on the previous experiments. There is no proof that the selected values are the best choices. A systematic study regarding the sensitivity and effectiveness of different parameter settings needs to be undertaken. Future work will emphasize on analysis and interpretation of identified brain response patterns. In addition, a thorough comparison of the proposed algorithm with other brain response pattern identification tools will be conducted.
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