Abstract: The task of compressed sensing is to recover a sparse vector from a small number of linear and non-adaptive measurements, and the problem of finding a suitable measurement matrix is very important in this field. While most recent works focused on random matrices with entries drawn independently from certain probability distributions, in this paper we show that a partial random symmetric Bernoulli matrix whose entries are not independent , can be used to recover signal from observations successfully with high probability. The experimental results also show that the proposed matrix is a suitable measurement matrix.
Introduction
The problem of sparse recovery can be traced back to earlier papers from 90s such as [7, 9, 8] . In 2006 the area of compressed sensing made great progress by two ground breaking papers, namely [4] Considering the difficulties of this combinatorial optimization problem, actually we solve the convex problem instead:
min x 1 subject to y = Φx, (1.2) where the p -norm is defined x p = ( such that
(1.3) shown that the solution x * of (1.2) recovers x exactly provided that: (1) x is sufficiently sparse and (2) the measurement matrix Φ holds RIP.
The problem that how to choose a suitable measurement matrix Φ must be investigated in this field. Most of them are random matrices such as Gaussian or
Bernoulli random matrices as well as partial Fourier matrices; see [5, 16, 20] . It is known that random Gaussian or Bernoulli matrices, i.e. n × N matrices with independent and normal distributed or Bernoulli distributed entries satisfy RIP with probability at least
, where C 1 and C 2 are constants depending only on δ k [3, 6] .
Although random matrices are optimal for sparse recovery, they have limited using in practice because many measurement technologies impose structure on the matrix.
Recently the restricted isometry constants of a random Toeplitz type or circulant matrix was estimated, where the entries of the vector be used to generate the Toeplitz or circulant matrices are chosen at random according to a suitable probability distribution, see [2, 14, 17, 19, 21] . Compared to Bernoulli or Gaussian matrices, random Toeplitz and circulant matrices have the advantages that they require a reduced number of random entries to be generated. More importantly, recovery algorithms tend to be more efficient when the matrix admits a fast matrix-vector multiply. Furthermore, they arise naturally in certain applications such as identifying a linear time-invariant system. As we know, the typical symmetric sensing matrices are Fourier matrices [20] . In [12] , authors discuss sym- Bernoulli matrices, the most advantage of the matrix is that it has fewer dependent entries in each column because of symmetry, namely it requires less random entries to be generated and there are fast matrix multiplication routines that can be exploited in recovery algorithms.
Our contribution
The main idea of this paper is motivated by [1] , as well as some techniques. The results in [1] is based on Lemma 2.1 below, and one important assumption in this Lemma is that all entries of matrix are independent. Actually, we show this assumption is not necessary and the Lemma is also valid even the entries in partial random symmetric matrix are not independent. Hence, based on the conclusions in [1] , this matrix satisfy RIP and can be used as a measurement matrix.
Let A be an N × m matrix each column corresponding an N -dimensional vector. Let R be an n × N partial random symmetric matrix. Considering the projection f :
That is, the ith column of A is mapped to the ith col-umn of E; and m N-dimensional vectors are projected as m n-dimensional vectors. Furthermore, we want to the projection preserves the distance almost invariant,
i.e.
As f is linear, we may normalize α such that α is unit.
For convenience in calculation, take
This lemma guarantees that the partial random matrix R has a similar property as of Bernoulli matrix discussed in [1] , and it obviously leads to the below conclusions. With the entirely same analysis in [3] , we prove the theorem below. If the measurements are corrupted with noise, that is
THEOREM 2.2
where z is an unknown noise term. We consider the following problem:
where is an upper bound on the size of the noisy contribution.
LEMMA 2.6 [6] Assume that δ 2k < √ 2 − 1 and
for some constants C 0 , C 1 .
So, if we recover a k-sparse vector x, in Theorem 2.4 taking δ such that 0 < δ < √ 2 − 1, and n ≥ c −1 1 2k log(N/(2k)), using the matrix n −1/2 R as Φ, then Φ obeys RIP with order 2k and δ < √ 2 − 1. By Lemma 2.5, with high probability, we could recover x exactly.
Proofs
Proof of Lemma 2.1. We first prove that if taking B = {r 12 = a 2 , r 13 = a 3 , . . . , r 1n = a n } in The result holds by induction. Thus for any > 0,
E(exp(
Similarly, but this time considering exp(−hS) for arbitrary h > 0, we get that for any > 0,
Substituting (3.1) in (3.3) we get (3.5). To optimize the bound we set the derivative in (3.5) with respect to h to 0. This gives h = N 2 1+ < N 2 . Substituting this value of h and series expansion yields (3.6).
Similarly, substituting (3.2) in (3.4) and taking h = N 2 1+ , we get
Proof of Corollary 2.3.
For any colum-
Let (Ω, ρ) be a probability measure space and let r be a random variable on Ω. Given n and N , we can generate random matrix Φ by choosing the entries r ij (i = 1, . . . , n; j = 1, . . . , N) as (not necessarily independent) realizations of r. This yields the random matrix Φ(ω).
If the probability distribution generating the matrix Φ(ω) holds the following concentrated inequality:
where the probability is taken over all n × N matrices Φ(ω), c 0 ( ) only depends on and c 0 ( ) > 0 for all , then RIP holds for Φ(ω) with high probability. see the following result. 
