Abstract-Haptic rendering denotes the process of computing and displaying forces from a virtual environment to a human operator via a haptic device. From the control point of view, the complete haptic system comprising virtual environment, haptic device, and human operator is a hybrid control system that contains both discrete-and continuous-time elements. This letter investigates the influence of time delay on the theoretical optimal performance during haptic rendering with regard to minimal settling time, which belongs to the most frequently used design criteria in control engineering. It is shown that both continuous-time stiffness and damping of human operator or haptic device improve the optimal performance of the device. For the worst case, i.e., without such physical elements, the influence of delay on the optimal settling time becomes almost linear. This observation leads to an easy-to-remember rule of thumb for the optimal settling time that a haptic device should theoretically be able to reach. It states that each sampling period of additional time delay causes the optimal settling time (for a 2% position threshold) to increase by approximately five sampling periods. In this linear relation, the effect of discrete-time sampling appears to correspond to a delay of one whole sampling period. The theoretical investigations are accompanied by a series of experiments on a DLR/KUKA light-weight robot, which shows that the newly introduced rule of thumb also applies for single joints of complex robotic systems.
I. INTRODUCTION
C OMPUTER-CONTROLLED mechanical systems involve both discrete-and continuous-time elements. Also haptic force feedback devices with digital controllers belong to this group of hybrid control systems. In haptic rendering, for instance, forces are computed from a virtual environment and displayed to a human operator via a haptic device [1] . The virtual environment and the controller of the haptic device are discrete-time elements. Discrete-time sampling, however, negatively affects the stability of a haptic system. For more than two decades, this effect is a topic of research in control engineering with the aims of (i) understanding the influence of time-discretization on stability and on parameter limitations of a haptic system, and (ii) finding suitable controllers that result stability under any condition. A cornerstone in the control of haptic systems was established by Minsky et al. [2] . These authors performed two analyses: an analytical continuous-time analysis that approximates the discrete-time effects by a delay, and a numerical simulation of a hybrid haptic system that contains discrete-and continuoustime elements. This pioneering work motivated further extensive research from other researchers to investigate stability [3] - [7] or passivity as a tool for obtaining stability [8] - [12] .
While the effect of discrete-time sampling on the stability of a haptic system was extensively investigated in the past and is well understood by now, there is still a clear gap of knowledge on how to optimally control a haptic device in order to achieve good performance. This is all the more remarkable since optimal control is a crucial topic for haptic devices. An ill-tuned haptic system may be stable but at the same time unsuited for any application, e.g., if slowly declining oscillations distort haptic sensation.
For the human user, an ideal haptic system would generate haptic feedback that creates the perfect illusion of an interaction with the real world. It would be able to recreate arbitrary force patterns, from contactless movements of the user's hand, over sliding along textured surfaces, to contacts with extremely rigid materials. In this context, Colgate and Brown [13] suggested to consider as a performance measure of haptic systems the size of the stable region, the so-called Z-width. However, although the Z-width is valuable to qualify the possible dynamic range of impedances of a haptic system, it cannot assess the actual dynamic performance of the system for given impedances. To this end, Salcudean and Vlaar [4] investigated the location of the system poles to determine optimal control parameters which settle quickly. Hulin et al. [14] enhanced this approach and considered the pole damping in addition to the settling behavior. Later, the same research group introduced performance measures to investigate the actual transient performance of a haptic device [15] . They also analyzed the influence of a human operator on the optimal performance of a haptic system. Paine and Sentis [16] recently investigated, in a completely different approach, the optimal performance of their system with regard to a phase margin criterion.
The present letter suggests using one of the most fundamental and best known design criteria in order to assess the performance of haptic devices: the settling time. This design criterion appears to be of particular relevance for haptic rendering, because even if the numerical value of contact stiffness is high, the appearance [20] . The red round arrow indicates the direction of the movements in the experiments.
(b) Linear model of a human arm interacting with a single degree of freedom haptic device, which renders a discretetime spring-damper system [17] .
of long lasting oscillations may degrade the realistic impression of such stiff contacts with a virtual environment. The approach advances previous work [14] , [15] , [17] , in which stability and optimal control design for haptic devices were investigated in the parameter space. Section II describes the examined control system. Section III gives a brief summary of previous results on stability analysis of a haptic device. Section IV uses the optimal control approach introduced in [15] to investigate the theoretical control design based on the settling time. Section V analyses the influence of delay on these cost maps and finds a linear relation between delay and minimum settling time, which is formulated as an easy-to-remember rule of thumb. Section VI shows that this linear behavior can also be observed on a real complex device i.e. on a DLR/KUKA light-weight robot (see Fig. 1(a) ). Section VII summarizes the results of this letter and discusses their implications.
II. SYSTEM DESCRIPTION
This section briefly describes the considered system that is also shown in Fig. 1(b) . The reader is referred to [17] for details on all assumptions made and for a comprehensive discussion on the validity of the models.
The system consists of a human operator holding an impedance type haptic device, which interacts with a delayed virtual environment. The haptic device is a single degree of freedom (DoF) mass m D , which is damped by a viscous damper b D . It collides against a virtual wall that is represented by a discretetime spring-damper system (discrete-time PD-controller), with stiffness K, damping B, and constant sampling rate 1/T .
The total delay t d is considered as the sum of all delays involved in the closed-loop of the haptic device and the virtual world. This combined delay has a discrete-time transfer function of z −d , where d is the delay factor defined by d = t d /T . In order to account for non-integer delay factor that may be evoked by asynchronous read and write operations or delays in the motor controller, the calculations in this letter admit rational numbers for the delay factor d ∈ Q ≥0 . This is made possible through a substitution of the discrete-time variable z, which results in an approximation of the transfer function that considers a discretetime system with multiple of the original sampling rate.
The human arm is modeled as a single degree of freedom mass-spring-damper system with mass m H , stiffness k H and 
where m, b and k are the effective physical mass, damping and stiffness, respectively. The parameters of real haptic devices and human arms usually fulfill the two relations [17] :
where s means seconds, and should not be mixed up with the Laplace variable s.
III. STABILITY ANALYSIS IN A NUTSHELL
The optimal control design presented in this letter is based on a previous stability analysis [17] , which investigates stability in the discrete-time domain. Hence, in order to fully understand the optimal control approach described in the present letter, it is necessary to briefly recap parts of previous work. In particular, this section introduces normalized system parameters and their realistic ranges and it discusses the effect of delay on the stable regions. The stability analysis in [17] is based on the location of the closed-loop system poles and consists of three main steps: 1) Calculate the discrete-time zero-order hold (ZOH) equivalent transfer function of the continuous-time part of the system. 2) Introduce dimensionless substitution parameters. 3) Determine the stability boundaries in the plane of the normalized parameters. The first step is necessary to analytically analyze the hybrid system, which consists of discrete-and continuous-time elements. It will not be discussed further here. However, it is important to note that this step is not an approximation but the resulting discrete-time system has the same behavior at the sampling instants as the original hybrid system. The second step is important to understand the optimal control approach of the present letter, and hence it is described in detail in the following lines. Of the third step, only the resulting stability boundaries will be shown.
In the second step, the stiffness and damping parameters are substituted by their dimensionless counterparts as defined in Table I . These normalization rules result naturally by considering the characteristic equation of the system. The benefit of such substitution is threefold. Firstly, by applying these rules, the two parameters m and T drop out of the characteristic equation of the transfer function. Therefore, the original system, which contains seven parameters, is transformed into a system with only five explicit parameters. This simplified system only implicitly depends on m and T . Fig. 2 shows the control loop, in which χ(t) is a scaled position and has the same unit of measurement as the input force F . Secondly, as the substitution parameters are dimensionless, the results hold for both translational and rotational movements. And, thirdly, the stability boundaries may be drawn in a normalized parameter plane, such that they hold independent of the mass m and sampling period T . Fig. 3 exemplarily shows the stability boundaries for the case k = b = 0 (resp. γ = δ = 0) and illustrates the effect of additional time delay. The greater the delay factor d, the smaller becomes the stable region that is surrounded by the stability boundaries (red solid curves). The maximum stable stiffness α max is given by the rightmost point on the stability boundary. The dashed curve shows the course of this point in dependency of delay.
The effect of the two physical parameters of damping and stiffness is the following. An increase of physical damping b (resp. δ) leads to greater stable regions, whereas higher physical stiffness k (resp. γ) mainly causes the stable region to move towards smaller virtual stiffness K (resp. α), i.e. leftwards in Fig. 3 . However, for realistic values that are inside the parameters ranges given in (2), these parameters only have minor effect on the boundaries. In terms of the normalized parameters, these realistic parameter ranges can be determined by combining the limits of (2) with the widely accepted lower limit for the sampling rate of 1 kHz [18] , such that . It becomes obvious that for large delays of several sampling periods, the stability boundaries become small such that the relative effect of these two parameters becomes considerable. This figure also clearly shows how drastically the maximum stiffness α max decreases for an increasing delay.
IV. THEORETICAL ANALYSIS OF THE SETTLING TIME
This section investigates the performance of the haptic device by means of the settling time. The settling time of a control system describes the duration of a unit system response until its output signal enters and stays inside a certain percentage threshold (also called the settling accuracy [19] ) of its initial deflection. A common practice is to use 2% as percentage threshold value, and without loss of generality, the following discussion considers this threshold value. Later, the influence of the threshold value will be discussed by the example of two other common threshold values of 1% and 5%.
The approach is similar to previous work [14] and [15] , in which optimization criteria were investigated that consider the location of the system poles, the energy during the step response, or the overshoot. In accordance to that work, a dimensionless cost function for the settling time T settle is defined as
It represents the number of sampling periods that the system takes to settle, which obviously is the same whether position x or scaled position χ = x · m/T 2 (see Fig. 2 ) is considered. 
A. Cost Map
In order to determine the costs inside the stable region, the stable region is gridded 1 and for each grid point the costs C are determined using the unit step response of the system. This procedure results in a three-dimensional cost map that is visualized for practical purpose by contour lines of constant cost in the upper plot of Fig. 5 exemplarily for physical stiffness γ = 0, physical damping δ = 0, and delay factor d = 0. Between two contour lines, the costs C differ by 5. The cost distribution map has an absolute minimum value of C opt = 5.139. The corresponding optimum point is marked by a blue plus. It is notable that for a continuous-time system of second order without time delay, no such optimal point exists, but the settling time decreases with higher gains of stiffness and damping.
For each virtual stiffness α inside the stable region, there is a corresponding optimal damping value β, resulting in the black solid curve in Fig. 5 . And, vice versa, for each virtual damping value β, there is an optimal virtual stiffness α, resulting in the dashed curve. Note, the two optimal curves are identical for a certain range starting at the point of origin until they separate into two different curves. The lower subfigure shows the front view on the cost map and hence illustrates how the cost C change when moving along the optimal curve for given α values (the solid curve).
The settling time of the considered haptic system in Fig. 1 (b) is determined by the continuous-time position during a step response. However, in real haptic systems, the position is updated only at the sampling instants. This means that the costs that can be observed are discrete-time costs C * := T * settle /T that can only take whole non-negative numbers IN 0 . Although the 1 All grids of the theoretical analysis in this letter have a resolution of 251 equally distributed grid points for each of the two axes, α and β, inside the bounding box of the stable region. The last column gives the scaling factors C (0) of the cost approximation function (6) defined in Section V.
discrete-time settling time T * settle obviously differs from its accurate continuous-time counterpart T settle , the resulting cost map looks quite similar to the one of the continuous-time cost C. An instance of a discrete-time cost map is shown in the experiments in Fig. 9 .
B. The Optimal Step Response
In the optimal point, the settling cost with respect to the 2% settling time criterion becomes minimal. The continuoustime step response in this point is shown in Fig. 6 . This figure also shows the discrete-time position χ * as dashed line for the sake of completeness. After T settle, opt = 5.139 T , the continuous-time position χ stays inside the 2% threshold band (green shaded area). The plot in the front shows a close-up view around the final steady-state position
, with F 0 = 1 N because of the unit step. This plot reveals that the optimal step response touches the boundary of the 2% threshold band twice after entering it at T settle, opt . First, it touches the upper boundary at its global maximum and then, at a local minimum, the lower one. In other words, in order to achieve the fastest settling time, the step response has to make use of the whole admissible threshold band. Therefore, if a threshold value other than 2% is taken into account, the optimal point would be located significantly beside the above optimum. Table II shows the values of the optimal points for the three most common threshold values. These resulting values are given in normalized parameters and can be transformed into their non-normalized counterparts by the rules specified in Table I , i.e., for the virtual stiffness and damping of an optimal point, it holds that
Due to this parameter normalization, the results hold for arbitrary mass m and sampling time T . For d = 0, the effect of physical stiffness γ and damping δ on the optimal cost (i.e. the cost in the optimal point) is small inside their realistic bounds. Additional physical damping δ slightly reduces the cost by less than 2%, whereas the effect of physical stiffness γ is even smaller (cost reduction of less than 0.5%). As both physical parameters lead to a reduction of the optimal cost, the case without physical damping and stiffness, i.e. γ = δ = 0, may be considered as worst case in terms of optimal cost. The influence of delay is discussed in the following section.
V. INFLUENCE OF DELAY
The optimal points are highly affected by delay. As they are always located inside the stable region, they move with increasing delay towards the point of origin in a similar way to the stable regions. Even more revealing than the location of the optimal point is, however, how time delay affects the optimal cost of the haptic system. To clearly illustrate this effect, Fig. 7(a) shows the optimal cost for integer delay factors up to d = 8. For each delay factor, the cost of the 1%, 2%, and 5% thresholds are plotted as blue (circles), green (stars), and red (pluses) lines, respectively. For γ = 0 and δ = 0, the cost for each threshold value seems to increase linearly with delay, yet with a different slope.
To investigate how accurately the costs follow such linear behavior, they are compared to a linear cost approximation function,
where C(0) are the scaling factors or the slopes of the linear approximation. Their numerical values are listed in the rightmost column of Table II . To obtain more accurate values, they were determined for a delay factor of d = 32 instead of d = 8, although it can be checked that between these two delay factors, the relative difference is less than 0.07%, i.e., the values only change in the last fractional digit shown. Fig. 7(b) shows the relative error ρ between the actual optimal costs and their linear approximation for γ = 0 and δ = 0, with
The value of the relative error ρ increases with decreasing delay, until it reaches its maximum at d = 0. Or, in other words, the optimal performance of a haptic system with γ = δ = 0 approaches linear approximation (6) with increasing delay factor d. For d = 1, the error is limited by ρ ≤ 1.5%, while for the undelayed case d = 0 it reaches 5.7% (for a 1% threshold).
On the other hand, in the previous section, it was observed that both physical stiffness γ and damping δ have a positive effect on the optimal performance of a haptic system. This positive effect also appears for greater delay factors, even to a higher extent than for d = 0. Fig. 7(a) shows how the optimal cost reduce if these physical parameters are increased up to their realistic limits: the small markers below the respective curves represent the cost for γ = 0.001 and δ = 0.02. If the two physical parameters γ and δ are present, the influence of delay on the optimal performance becomes non-linear, but weaker than without these physical properties. Hence, linear approximation (6) may be considered as worst-case estimate for the optimal settling time. Or, to formulate it more clearly, if the virtual wall parameters K (resp. α) and B (resp. β) are properly chosen, then real haptic devices should reach the performance specified by linear approximation (6) . If some physical stiffness or damping is present, e.g. due to the human operator or the haptic device, then the device should even be able to outperform this performance value. Note, the relative error ρ shown in Fig. 7(b) slightly degrades the validity of this statement especially for small delay factors.
Due to its fundamental importance, it is suggested to formulate linear approximation (6) as rules of thumb. For instance, for the 2% threshold, such a rule reads:
Each sampling period of additional time delay causes the optimal settling time to increase by approximately five sampling periods.
Another interesting property that can be learned from (6) is the effect of discrete-time sampling, which corresponds to a delay of one whole sampling period T in terms of optimal cost. Its effect also becomes obvious in Fig. 7(a) , where linear approximation (6) crosses the horizontal axis at d = −1. This means that the cost would become zero at a theoretical delay of t d = −T . Hence, in order to enable a desired performance, the total time period of the sum of all delays plus one whole sampling period is the decisive limiting factor, i.e.
For example, for the settling time criterion with a 2% tolerance band, this total time period must be less than approximately 20% of the targeted optimal settling time. In comparison, with respect to stability, the effect of discrete-time sampling corresponds to only half a sampling period delay (see e.g. linear stability condition in [17] ).
VI. EXPERIMENTS WITH THE LIGHT-WEIGHT ROBOT
This section presents experiments to support the validity of the theoretical approach but also to reveal limitations with respect to a real system. The bimanual haptic interaction device HUG [20] , shown in Fig. 1(a) , was used as experimental platform. Deliberately, this device was chosen to show that some of the theoretical findings even hold for single joints of complex robotic systems, which differ from the considered model.
A. Experimental Setup and Procedure
HUG is equipped with two DLR/KUKA Light-Weight Robots (LWR) of the same type with similar dynamic behavior. These robot arms have a serial kinematics with seven joints that can be operated in torque and position control mode at an update rate of 1 kHz [21] . They are controlled via sercos interface by a real-time computer, which means that jitter and package loss are negligible. The LWRs have a large workspace that is similar to that of a human arm.
An important difference to traditional haptic devices is that the LWRs are only poorly mechanically back-drivable. Instead, the LWR joints are equipped with torque sensors that allow for torque controlled operation mode with a controlled backdrivability. The respective controllers run on the joints' control electronics at a sampling rate of 3 kHz.
The experiments were conducted on the fifth joint of the left robot in Fig. 1(a) as indicated by the red round arrow. Choosing this joint is a tradeoff, as the joints with higher inertia (the ones that are closer to the base) excite stronger vibrations in the robot pedestal, whereas the joints with lower inertia are more susceptible to unconsidered effects such as static friction. All the other joints were turned off during the experiments, i.e., their internal brakes were activated.
For the investigated robot joint, the stability boundary and the cost map for the 2% settling time were determined. To this end, a discrete-time spring-damper system with modifiable parameters K rot and B rot was implemented in the rotational direction of joint five with a sampling rate of 1 kHz. To obtain the stability boundary, the maximum stable stiffness gains were determined for a predefined set of damping factors B rot ∈ {0, 1, 2, ..., 40} Nms/rad (in a previous short experiment, it was found that stable behavior could only be achieved for damping factors smaller than B rot < 40 Nms/rad). For each damping value B rot , the stiffness K rot was increased by a specified step size of 200 Nm/rad until the device became unstable. In order to refine the critical stiffness gain and to obtain more precise stability boundaries, the step size of K rot was decreased to 20% of the original value in a second iteration.
For each tested parameter pair of virtual stiffness K rot and damping B rot , the active joint was excited by an input torque step of τ 0 = 15 Nm as indicated by the red round arrow in Fig. 1(a) and the step response was recorded. From these responses, the cost maps were computed offline after the experiments were finished and then compared to the theoretical results. The steadystate position of the joint was chosen to be always at the same position in the center of the joint's motion range, i.e., at a joint angle of Θ ∞ = 0. With these values, the experiment comprised 1025 step responses and took around six minutes. In order to reveal the influence of delay, the experiment was repeated six times with additional delays of up to 6 ms. For these experiments, fewer step responses were recorded as smaller stable regions resulted.
B. System Parameter Estimation
In order to plot the theoretical curves and compare them to the experimental results, the three parameters of inherent time delay t d , angular mass I, and physical damping b rot were estimated first. The physical stiffness was assumed zero k rot = 0 as there was no human operator involved. The intrinsic closed-loop delay without artificial delay was found to be constant at t d = 2 ms. 2 The physical damping b rot was less than 0.1 Nms/rad (the damping was cancelled by the joint controller) and hence is neglected in the following evaluation. The estimated inertia value I was determined to be I = 0.19 kg m 2 using a method that is based on the conservation of momentum As all three parameters were estimated directly from the step responses, these values are the ones that are visible from the controller side and thus determinant for the stability and performance of the controlled system. They may vary from their real physical values, as it is the case for physical damping that is compensated by internal controllers. Recall that errors in the estimated values have no effect on the experimental results, but only on the theoretical ones. The angular mass I scales the theoretical stable regions, whereas the other physical parameters affect both the theoretical boundaries and their costs. curves. The experimental curves are substantially smaller than the theoretical ones. This holds especially true for the height of the experimental regions, which is between one third and one half of the theoretical regions' height.
C. Stability Boundaries
By changing the estimated parameters, it would be possible to reach a better fit of the theoretical curves with the experimental ones (i.e., if a smaller inertia of I = 0.15 kg m 2 is assumed). However, because the ratio of height to width is much lower for the experimental regions, which can not be compensated by varying the parameter estimates, a mismatch would remain. Hence, it can be concluded that parameter uncertainties are not the only reason for the observed discrepancy, but differences of the considered model to the real robot are also responsible for it. This is, however, not surprising taking into account that a robot that has some differences to the model was deliberately chosen as experimental platform. In particular, internal joint controllers, mechanical flexibility, and the non-linear effects of quantization, saturation and static friction are not considered in the conducted theoretical analysis and are potentially affecting stability. Fig. 9 shows the theoretical and experimental cost maps for the experiment without additional delay for the 2% settling time. Note, the costs are discrete-time costs C * that are based on the discrete-time position signal. The shown theoretical plot assumes the parameter values estimated above (d = 2, I = 0.19 kg m 2 , k rot = 0 Nm/rad, and b rot = 0 Nms/rad). Similar to the form of presentation used in previous sections, these figures illustrate the cost distribution by contour lines. The distance between two lines corresponds to a change in the settling time of ten sampling periods. The optimal points of the cost maps are marked by blue plus signs.
D. Cost Maps
Although the size of the stable regions is quite different between theory and experiments, there is some accordance in terms of cost. The contour lines indicate a similar evolution of cost inside the stable regions. More remarkable, however, is that the experimental optimal cost matches the theoretical findings: the optimal settling time is 15 sampling periods for both theory and experiment.
E. Influence of Delay on the Optimal Costs
In order to reveal the influence of delay on the optimal costs, the cost maps for the 2% settling time were determined for each considered delay factor d ∈ {2, 3, 4, 5, 6, 7, 8}. Fig. 10 compares the resulting optimal costs with the theoretical curves. The blue plus signs are the actual optimal costs that occurred during the experiments. The green solid lines represent the theoretical course of the optimal costs, i.e. the same curve as in Fig. 7(a) for a 2% threshold and for γ = δ = 0. The green dashed line shows the optimal costs for a physical damping of δ = 0.02 (resp. b rot = 3.8 Nms/rad), which is the upper limit of the realistic parameter range in (3). The green stars represent the theoretical discrete-time optimal costs C * opt . It can be clearly seen that the optimal settling time is prone to noise. In particular, for a delay factor of d = 7, the experimentally determined optimal cost of C * opt = 41 is even slightly greater than its theoretical limit of 40 for γ = δ = 0. The reason for this discrepancy is, that the resolution of the experiment was not sufficient to find the actual optimal point for d = 7 (in total only 81 stable step responses were recorded for this delay factor).
VII. CONCLUSION
Stability is a prerequisite for haptic rendering in which computed forces are displayed to a human operator. However, to generate effective and convincing haptic feedback, it is not sufficient to only consider stability. Rather, the haptic system has to achieve a certain performance. In this letter, it is suggested to use the settling time as a design criterion for haptic devices. Due to its practical usefulness and its simplicity, this criterion belongs to the most frequently used design criteria in control engineering.
For this criterion, three-dimensional cost maps were determined, which reveal the parameter pairs that result optimal settling time. Since both continuous-time stiffness and damping improve this optimal performance, the worst-case situation is the one without these two physical parameters. For this situation, the influence of delay on the optimal cost becomes approximately linear. This linear relation represents a lower limit for the optimal performance of a haptic device, which means that any real haptic device with a minimal amount of physical damping should theoretically be able to outperform this limit. Due to this practical relevance, the linear relation was formulated as a rule of thumb. Interestingly, in terms of optimal cost, the effect of discrete-time sampling appears to correspond to a delay of one whole sampling period.
The optimal performance of a haptic system does not depend on its mass. The mass only proportionally scales the location of the optimal point, i.e. the optimal values of virtual stiffness and damping. In other words, two haptic devices with different masses but same sampling frequency and delay can theoretically achieve the same optimum settling time, given that both devices have the same normalized physical stiffness and damping gains. Experiments on a robot arm show that the rule of thumb even applies for systems that have some differences to the investigated control model. While the stability boundaries appeared to be sensitive to such modelling differences, the optimal performance could still be predicted well by the rule of thumb.
To conclude, the most important implication is that the approach allows for predicting the influence of the different system parameters on the optimal performance. This is of particular importance when designing new haptic devices or endeavoring to improve existing systems. However, the introduced approach may also serve as a tool to objectively assess novel controllers and to determine how much they outperform the traditional spring-damper implementation of a virtual environment.
Note that the investigated approach is valid only if the influence of other effects does not compromise the optimal performance of a haptic device. In certain cases, especially if the total time delay is small and the theoretical regions become large, the stability and the performance of the haptic system may be limited due to other factors including the non-linear effect of sensor quantization [5] , [12] or the mechanical flexibility of a haptic device [7] . Future research will tackle such interferences and will investigate other performance criteria as well as the human perception in the optimal points.
