Abstract. By using the penalization method and the Ljusternik-Schnirelmann theory, we investigate the multiplicity of positive solutions of the following fractional Schrödinger equation
Introduction
In this paper we deal with the following nonlinear fractional Schrödinger equation
where ε > 0 is a parameter, s ∈ (0, 1) and N > 2s. Here, the potential V : R N → R is continuous and verifies the following hypotheses: (V 1 ) inf x∈R N V (x) = V 0 > 0; (V 2 ) there exists a bounded set Λ ⊂ R N such that
Concerning the nonlinearity f : R → R, we assume that f (t) = 0 for t < 0, and that it is a continuous function satisfying the following conditions:
(f 2 ) there exists q ∈ (2, 2 * s ), where 2 * s =
2N
N −2s , such that lim t→∞ f (t) t q−1 = 0; (f 3 ) there exists θ > 2 such that 0 < θF (t) = θ t 0 f (τ ) dτ ≤ f (t) t for all t > 0; (f 4 ) The map t → f (t) t is increasing for every t > 0.
The nonlocal operator (−∆) s appearing in (1.1), is the so-called fractional Laplacian, that, up to a positive constant, is defined by (−∆) s u(x) := P.V.
time-dependent fractional Schrödinger equation
which plays a fundamental role in the fractional quantum mechanic [22, 23] .
From the point of view of nonlinear analysis, we mention the works [4, 5, 6, 7, 10, 14, 16, 17, 20, 25, 28] where several existence and multiplicity results for fractional Schrödinger equations have been obtained via different variational methods. More in general, the study of nonlinear elliptic equations involving nonlocal and fractional operators has gained tremendous popularity during the last decade, because of intriguing structure of these operators and their application in many areas of research such as optimization, finance, phase transition phenomena, minimals surfaces, game theory, population dynamics. For more details and applications on this topic we refer the interested reader to [13, 24] . Recently, the analysis of concentration phenomenon of solutions for the nonlinear fractional Schrödinger equation (1.1) has attracted the attention from many mathematicians. Davila et al. [11] proved via Liapunov-Schmidt reduction method, that (1.1) has multi-peak solutions, under the assumptions that f (u) = u p with p ∈ (1, 2 * s − 1), and the potential V verifies the following conditions [19] proved a multiplicity result for (1.1), with f ∈ C 1 and satisfying the hypotheses (f 1 )-(f 4 ). Alves and Miyagaki [2] dealt with the existence of a positive solution to (1.1) by combining the penalization method developed in [12] and the Caffarelli-Silvestre extension technique [8] . He and Zou [21] investigated the existence and the concentration of positive solutions for a class of fractional Schrödinger equations involving the critical Sobolev exponent. Motivated by the above papers, the aim of this work is to study the multiplicity and the concentration of positive solutions of (1.1), involving a continuous nonlinearity satisfying the assumptions (f 1 )-(f 4 ). In particular, we are interested in relating the number of positive solutions of (1.1) with the topology of the set M = {x ∈ Λ : V (x) = V 0 }. We recall that if Y is a given closed set of a topological space X, we denote by cat X (Y ) the Ljusternik-Schnirelmann category of Y in X, that is the least number of closed and contractible sets in X which cover Y . The first main result of this paper is the following:
there exists ε δ > 0 such that, for any ε ∈ (0, ε δ ), the problem (1.1) has at least cat M δ (M ) solutions. Moreover, if u ε denotes one of these positive solutions and x ε ∈ R N its global maximum, then
The proof of Theorem 1.1 is obtained by using critical point theory and following some ideas used in [1, 12] . Since we don't have any information about the behavior of potential V at infinity, we use the penalization method introduced by del Pino and Felmer in [12] . Firstly, by using the change of variable u(x) → u(εx) we can see that the problem (1.1) is equivalent to the following one (−∆)
k , and we introduce the functions
where χ Λ is the characteristic function on Λ, and we write G(x, t) = t 0 g(x, τ ) dτ . Let us note that from the assumptions (f 1 )-(f 3 ), g satisfies the following properties:
for any x ∈ R N and t > 0; (g 3 ) 0 < θG(x, t) ≤ g(x, t)t for any x ∈ Λ and t > 0;
K t 2 for any x ∈ R N \ Λ and t > 0. Thus, we consider the following auxiliary problem
and we note that if u is a solution of (1.3) such that
where Λ ε := {x ∈ R N : εx ∈ Λ}, then u solves (1.2), in view of the definition of g. It is clear that, weak solutions to (1.3) are critical points of the Euler-Lagrange functional
Hence, as in [1] , it seems natural to work on the Nehari manifold N ε associated to J ε . Anyway, f is only continuous, so N ε is not differentiable, and we cannot adapt in our framework the techniques developed in [1] , to deduce a multiplicity result for (1.3). To circumvent this difficulty, we will exploit some abstract category results obtained in [30] . After that, we will make use of the fact that solutions u ε of (1.3) have a polynomial decay at infinity uniformly in ε [2] , to show that for all ε > 0 small enough, these functions u ε verify (1.4). We would like to observe that our result complement the result in [2] , in the sense that now we consider the question related to the multiplicity. Moreover, Theorem 1.1 can be seen as the fractional analogue of the multiplicity result obtained in [1] (see Theorem 1.1 in [1] ), but assuming that the nonlinearity f is only continuous, and not C 1 .
In the second part of the paper, we consider a supercritical version of problem (1.1). More precisely, we deal with the following parametric problem
where ε > 0, λ > 0, and 2 < q < 2 * s ≤ r. We recall that when r = 2 * s and λ = 1, the multiplicity for problem (1.5) has been studied in [21] .
Our second main result can be stated as follows:
. Then there exists λ 0 > 0 with the following property: for any λ ∈ (0, λ 0 ) and δ > 0 given, there exists ε λ,δ > 0 such that, for any ε ∈ (0, ε λ,δ ), the problem (1.5) has at least cat M δ (M ) solutions. Moreover, if u ε denotes one of these positive solutions and x ε ∈ R N its global maximum, then
The proof of the above result is based on some arguments developed in [9, 18, 27] . We first truncate in a suitable way the nonlinearity on the left hand side of (1.5), in order to deal with a new subcritical problem. Taking into account Theorem 1.1, we know that a multiplicity result for this truncated problem holds. Then, we deduce a priori bounds for these solutions, and by using a Moser iteration technique [26] , we are able to show that, for λ > 0 sufficiently small, the solutions of the truncated problem also satisfy the original problem (1.5).
As far as we know, in the current literature do not appear multiplicity results for supercritical fractional problems via Ljusternik-Schnirelmann theory, so all results presented here are new. The body of the paper is the following. In Section 2 we collect some notations and we give some technical lemmas. The Section 3 is devoted to prove the existence of multiple solutions to (1.1). In Section 4 we give the proof of Theorem 1.2.
Preliminaries
In this section we fix the notations and we prove some useful lemmas. For any s ∈ (0, 1) we define D s,2 (R N ) as the completion of C ∞ 0 (R N ) with respect to
Let us introduce the fractional Sobolev space
endowed with the natural norm
.
For the convenience of the reader, we recall the following enbeddings:
Theorem 2.1.
[13] Let s ∈ (0, 1) and N > 2s. Then there exists a sharp constant
. We also recall the following Lions-compactness lemma.
. For any ε > 0, we denote by H s ε the completion of C ∞ 0 (R N ) with respect to the norm
It is clear that H s ε is a Hilbert space with respect to the inner product
To study (1.2), we seek critical points of the following C 1 -functional
We also define the following autonomous functional
Arguing as in [2] , it is easy to show that J ε satisfies the assumptions of the mountain pass theorem [3] . More precisely, we have Lemma 2.2. J ε has a mountain pass geometry, that is
Lemma 2.3. Let c ∈ R. Then, J ε satisfies the Palais-Smale condition at the level c.
Taking into account Lemma 2.2 and Lemma 2.3, we can define the mountain pass level
where
: γ(0) = 0 and γ(1) = e}, and to deduce that there exists u ε ∈ H s ε \ {0} such that J ε (u ε ) = c ε and J ′ ε (u ε ) = 0. As in [19] , one can prove that also J 0 has a mountain pass geometry, so we denote by c V 0 the mountain pass level associated to J 0 . Now, let us introduce the Nehari manifold associated to (1.3) , that is
It is easy to check that there exists r > 0 such that u H s ε ≥ r for all u ∈ N ε and ε > 0. Let us denote H
and S + ε = S ε ∩ H + ε , where S ε is the unitary sphere in H s ε . We note that S + ε is a not complete
. Now, we prove the following lemma which will be fundamental to deduce our main result.
Then, the following facts hold true:
(a) For any u ∈ H + ε , let h u : R + → R be defined by h u (t) := J ε (tu). Then, there is a unique
Proof. By using (g 1 )-(g 2 ), and Theorem 2.1, we can see that for any u ∈ H + ε and t > 0
On the other hand, by using (g 3 ), we get for any u ∈ H + ε and t > 0
Then, by the continuity of h u , it is easy to see that there exists t u > 0 such that max t≥0 h u (t) = h u (t u ), t u u ∈ N ε and h ′ u (t u ) = 0. The uniqueness of a such t u , follows by the assumption (f 4 ) and by the definition of g. Therefore, condition (a) is verified. Concerning (b), we note that for any
, and Theorem 2.1, we get
so there exists τ > 0 independent of u, such that t u ≥ τ . Now, by using (g 3 ) and (g 4 ), we can observe that
Hence, if there exists (u n ) ⊂ W such that t un → ∞, by the compactness of W, it follows that u n → w in H s ε , and J ε (t n u n ) → −∞. Taking v n = t n u n ∈ N ε in (2.2), we can see that lim n→∞ J ε (t n u n ) > 0, which gives a contradiction. Regarding (c), we first note thatm ε , m ε and m −1 ε are well defined. In fact, in view of (a), for any u ∈ H s + there exists a uniquem ε (u) ∈ N ε . Moreover, if u ∈ N ε \ H + ε , then from (g 4 ), we deduce that
which gives a contradiction because K > 2 and u = 0. Therefore
we can see that m ε is bijective and and m −1 ε is continuous. In order to show thatm ε : H + ε → N ε is continuous, let (u n ) ⊂ H + ε and u ∈ H + ε such that u n → u in H s ε . By using (b), there exists t 0 > 0 such that t un → t 0 . Since t un u n ∈ N ε , we can see that
which implies that t 0 u ∈ N 0 and t u = t 0 . This ends the proof of the continuity ofm ε . Finally, we prove (d). We proceed as in Lemma 26 in [30] .
3) Taking into account (g 2 ), (g 3 ), (g 4 ), Theorem 2.1, and (2.3), we can deduce that
for any t > 0. This and the definition of m ε , yield for any t > 0
Let us define the mapsψ ε : H + ε → R byψ(u) := J ε (m ε (u)), and ψ :=ψ| S + ε
. The next result is a consequence of Lemma 2.4. For more details, see [30] .
(a)ψ ε ∈ C 1 (H + ε , R) and Finally, we prove the following result:
Lemma 2.5. The functional ψ ε satisfies the (P S) c on S + ε for any c ∈ R.
Proof. Let (u n ) ⊂ S + ε be a (P S) c sequence for ψ ε . Then, by using Proposition 2.1-(c), we can infer that (m ε (u n )) is a (P S) c sequence for J ε . In view of Lemma 2.3, we can see that, up to a subsequence, m ε (u n ) converges strongly in H s ε . The end of lemma follows by Lemma 2.4-(c).
Remark 2.1. As in [30] , we have the following characterization of J ε on N ε :
Remark 2.2. With suitable modifications, the proofs of Lemma 2.4 and Proposition 2.1 hold when we take ε = 0, that is when we replace J ε and N ε by J 0 and N 0 . Therefore, we can deduce that
, and S 0 is the unit sphere in H s 0 .
Proof of Theorem 1.1
In order to study the multiplicity of solutions to (1.1), we need introduce some useful tools. Fix δ > 0 such that M δ ⊂ Λ, where
Let w be a ground state solution for J 0 (see for instance [7, 10] ), and, for any z ∈ M we define
and η(t) = 0 if t ≥ δ. Then, let t ε > 0 the unique positive number such that
Finally, we consider Φ ε (z) = t ε Ψ ε,z .
Lemma 3.1. The functional Φ ε satisfies the following limit
Proof. Assume by contradiction that there there exists δ 0 > 0, (z n ) ⊂ M and ε n → 0 such that
We first show that lim n→∞ t εn < ∞. Let us observe that by using the change of variable y = εnx−zn εn , if y ∈ B δ εn (0), it follows that ε n y ∈ B δ (0) and ε n y + z n ∈ B δ (z n ) ⊂ M δ ⊂ Λ. Since G = F on Λ, we can see that
Now, let assume that t εn → ∞. From the definition of t εn , we get
(0) for n big enough, and by using (f 4 ), we obtain
where w(x) = min B δ 2 (0) w(x). Taking the limit as n → ∞ in (3.4), and by using (f 3 
Then, taking the limit as n → ∞ in (3.3), we obtain
By using the fact that w ∈ N 0 , we deduce that t 0 = 1. Moreover,
which contradicts (3.1).
For any δ > 0, let ρ = ρ(δ) > 0 be such that M δ ⊂ B δ (0). We define Υ : R N → R N by setting Υ(x) = x for |x| ≤ ρ and Υ(x) = ρx |x| for |x| ≥ ρ. Then we define the barycenter map β ε : N ε → R N given by
We recall the following property for the barycenter map holds. This result is well-known in literature (see for instance [19] ), however, for the sake of readers, we show it here.
Lemma 3.2. The function β ε verifies the following limit
Proof. Suppose by contradiction that there exists δ 0 > 0, (z n ) ⊂ M and ε n → 0 such that
By using the definitions of Φ εn (z n ), β εn and η, we can see that
Taking into account (z n ) ⊂ M ⊂ B ρ and the Dominated Convergence Theorem, we can infer that
which contradicts (3.5). Now, we state the following useful result whose proof can be found in [19] .
Then, up to subsequences, the following alternatives holds: (i) (u n ) strongly converges in H s (R N ), (ii) there exists a sequence (z n ) ⊂ R N such that, up to a subsequence, v n (x) = u n (x+z n ) converges strongly in H s (R N ). In particular, there exists a minimizer w ∈ H s (R N ) for J 0 with J 0 (w) = c V 0 .
At this point, we prove the following compactness result which will be crucial in the sequel.
Lemma 3.4. Let ε n → 0 and (u n ) ⊂ N εn be such that J εn (u n ) → c V 0 . Then there exists (z n ) ⊂ R N such that v n (x) = u n (x +z n ) has a convergent subsequence in H s (R N ). Moreover, up to a subsequence, z n = ε nzn → z 0 ∈ M .
Proof. Since J ′ εn (u n ), u n = 0 and J εn (u n ) → c V 0 , it is easy to prove that (u n ) is bounded in H s εn . Indeed, by using (g3), (g4) and θ > 2, we get
Then, there exists C > 0 (independent of n) such that u n H s εn ≤ C for all n ∈ N. Now, we show that there exist a sequence (z n ) ⊂ R N , and constants R > 0 and γ > 0 such that lim inf
Suppose that condition (3.6) does not hold. Then, for all R > 0, we have
Since we know that (u n ) is bounded in H s 0 (R N ), we can use Lemma 2.1 to deduce that u n → 0 in L q (R N ) for any q ∈ (2, 2 * s ). Moreover, by using |g(ε n x, t)| ≤ ε n |t| + C εn |t| q−1 in R N × R and ε n → 0, we also obtain
Taking into account J ′ εn (u n ), u n = 0 and (3.7), we can infer that u n H s εn → 0 as n → ∞. This fact and (3.7) imply that J εn (u n ) → 0 as n → ∞, which is a contradiction because of J εn (u n ) → c V 0 > 0. Now, we set v n (x) = u n (x +z n ). Then, (v n ) is bounded in H s 0 , and we may assume that v n ⇀ v ≡ 0 in H s 0 as n → ∞. Fix t n > 0 such thatṽ n = t n v n ∈ N 0 . Since u n ∈ N εn , we can see that
which gives J 0 (ṽ n ) → c V 0 . In particular, we getṽ n ⇀ṽ in H s 0 and t n → t * > 0. Then, from the uniqueness of the weak limit, we haveṽ = t * v ≡ 0. Now, we aim to show thatṽ 
Let us introduce the following map L :
, is a complete metric space;
• L is bounded below, by Proposition 2.1-(d) with ε = 0. Hence, by using the Ekeland's variational principle [15] , we can find (w n ) ⊂ S + 0 such that (w n ) is a (P S) c V 0 sequence for ψ 0 on S + 0 and w n − w n H s 0 = o n (1). From Proposition 2.1-(c) with ε = 0, we can deduce that m 0 (w n ) is a (P S) c V 0 sequence of J 0 . By applying Lemma 3.3, it follows that there existsw ∈ S + 0 such that m 0 (w n ) → m 0 (w) in H s 0 . This fact, together with Lemma 2.4-(c) with ε = 0, and w n − w n H s 0 = o n (1), allow us to conclude thatṽ n →ṽ in H s 0 , that is (3.8) holds. As a consequence, v n → v in H s 0 as n → ∞. In order to complete the proof of the lemma, we consider z n = ε nzn . Our claim is to show that (z n ) admits a subsequence, still denoted by z n , such that z n → z 0 , for some z 0 ∈ M . Firstly, we prove that (z n ) is bounded. We argue by contradiction, and we assume that, up to a subsequence, |z n | → ∞ as n → ∞. Fixed R > 0 such that Λ ⊂ B R (0), we can see that
Then, by using the fact that v n → v in H s 0 as n → ∞ and thatf (t) ≤ V 0 K t, we can see that (3.9) implies that
, which is a contradiction. Therefore, (z n ) is bounded, and we may assume that z n → z 0 ∈ R N . Clearly, if z 0 / ∈ Λ, then we can argue as before and we deduce that v n → 0 in H s 0 , which is impossible. Hence z 0 ∈ Λ. Now, we note that if V (z 0 ) = V 0 , then we can infer that z 0 / ∈ ∂Λ in view of (V 2 ), and then z 0 ∈ M . Therefore, in the next step, we show that V (z 0 ) = V 0 . Suppose by contradiction that V (z 0 ) > V 0 . Then, by using (3.8) and Fatou's Lemma, we get
which gives a contradiction. Now, we introduce a subsetÑ ε of N ε by taking a function h : R + → R + such that h(ε) → 0 as ε → 0, and settingÑ
Moreover, we have the following lemma.
Proof. Let ε n → 0 as n → ∞. For any n ∈ N, there exists u n ∈Ñ εn such that
Therefore, it is suffices to prove that there exists (z n ) ⊂ M δ such that
We note that (u n ) ⊂Ñ εn ⊂ N εn , from which we deuce that
This yields J εn (u n ) → c V 0 . By using Lemma 3.4, there exists (z n ) ⊂ R N such that z n = ε nzn ∈ M δ for n sufficiently large. By setting v n = u n (· +z n ), we can see that
Since ε n x + z n → z 0 ∈ M , we deduce that β εn (u n ) = z n + o n (1), that is (3.10) holds.
At this point, we give the following multiplicity result by using the abstract theory in [30] . We note that, because of f is not C 1 , we cannot use the methods in [19] .
Then, for any δ > 0 there existsε δ > 0 such that, for any ε ∈ (0,ε δ ), problem (1.3) has at least cat M δ (M ) positive solutions.
Proof. For any ε > 0, we define α ε : M → S + ε by setting α ε (z) = m −1 ε (Φ ε (z)). By using Lemma 3.1 and Proposition 2.1-(d), we can see that
Then, there existsε > 0 such that {w ∈ S + ε : ψ ε (w) ≤ c V 0 + h(ε)} = ∅ for all ε ∈ (0,ε). Taking into account Lemma 3.1, Lemma 2.4-(c), Lemma 3.2 and Lemma 3.5, we can findε =ε δ > 0 such that the following diagram
is well defined for any ε ∈ (0,ε). By using Lemma 3.2, there exists a function θ(ε, z) with |θ(ε, z)| < δ 2 uniformly in z ∈ M for all ε ∈ (0,ε) such that β ε (Φ ε (z)) = z + θ(ε, z) for all z ∈ M . Then, we can see that H(t, z) = z + (1 − t)θ(ε, z) with (t, z) ∈ [0, 1] × M is a homotopy between β ε • Φ ε and the inclusion map id : M → M δ , which implies that cat αε(M ) α ε (M ) ≥ cat M δ (M ). Hence, by using Lemma 2.5 and Corollary 28 in [30] , with c = c ε ≤ c V 0 + h(ε) = d and K = α ε (M ), we can see that Ψ ε has at least cat αε(M ) α ε (M ) critical points on {w ∈ S + ε : ψ ε (w) ≤ c V 0 + h(ε)}. In view of Proposition 2.1 and cat αε(M ) α ε (M ) ≥ cat M δ (M ), we can infer that J ε admits at least cat M δ (M ) critical points inÑ ε . Now, we are able to give the proof of our main result.
Proof. Take δ > 0 such that M δ ⊂ Λ. We begin proving that there existsε δ > 0 such that for any ε ∈ (0,ε δ ) and any solution u ε ∈Ñ ε of (1.3), it results
Assume by contradiction that there exists ε n → 0, u εn ∈Ñ εn such that J ′ εn (u εn ) = 0 and u εn L ∞ (R N \Λε n ) ≥ a. Since J εn (u εn ) ≤ c V 0 + h(ε n ) and h(ε n ) → 0, we can argue as in the first part of the proof of Lemma 3.4, to deduce that J εn (u εn ) → c V 0 . Then, by using Lemma 3.4, we can find (z n ) ⊂ R N such that ε nzn → z 0 ∈ M . Now, if we choose r > 0 such that B 2r (z 0 ) ⊂ Λ, we can see B r εn ( z 0 εn ) ⊂ Λ εn . In particular, for any z ∈ B r εn (z n ) there holds
(z n ) for any n big enough. By using Lemma 2.6 in [2] , there exists R > 0 such that w n (x) < a for |x| ≥ R and n ∈ N, where w n (x) = u εn (x +z n ). Hence u εn (x) < a for any x ∈ R N \ B R (z n ) and n ∈ N. As a consequence, there exists ν ∈ N such that for any n ≥ ν and
, which gives u εn (x) < a for any x ∈ R N \ Λ εn , and this gives a contradiction. Now, letε δ given in Theorem 3.1 and take ε δ = min{ε δ ,ε δ }. Fix ε ∈ (0, ε δ ). By Theorem 3.1, we know that problem (1.3) admits cat M δ (M ) nontrivial solutions u ε . Since u ε ∈Ñ ε satisfies (3.11) , from the definition of g it follows that u ε is a solution of (1.2). Taking v ε (x) = u ε (x/ε), we can infer that v ε is a solution to (1.1). Finally, we prove that if x ε is a global maximum point of v ε (x), then V (x ε ) → V 0 as ε → 0. Firstly, we note that there exists τ 0 > 0 such that v ε (x ε ) ≥ τ 0 for all ε ∈ (0, ε δ ). Then, if y ε = xε−εzε ε , we can see that y ε is a global maximum point of w ε = u ε (· +z ε ) and it results that w ε (y ε ) ≥ τ 0 for all ε ∈ (0, ε δ ). Now, we argue by contradiction, and we assume that there exists a sequence ε n → 0 and γ > 0 such that
(3.12)
By using Lemma 2.6 in [2], we know that w εn → 0 as |x| → ∞, and uniformly in n ∈ N. Thus (y εn ) is a bounded sequence. Moreover, up to a subsequence, we know that there exists z 0 ∈ M such that V (z 0 ) = V 0 and ε nzεn → z 0 . Hence, x εn = ε nzεn + ε n y εn → z 0 and, by the continuity of V , we deduce that V (x εn ) → V 0 as n → ∞, which contradicts (3.12) . This concludes the proof of Theorem 1.1.
Multiple solutions for the supercritical problem (1.5)
In this section we deal with the existence of multiple solutions for (1.5). To study this problem we follow the approaches developed in [9, 18, 27] . Firstly we truncate the nonlinearity f (u) = |u| q−2 u + λ|u| r−2 u as follows.
Let K > 0 be a real number, whose value will be fixed later, and we set
Then, it is clear that f λ satisfies the assumptions (f 1 )-(f 4 ) ((f 3 ) holds with θ = q > 2).
Moreover f λ (t) ≤ (1 + λK r−q )t q−1 for all t ≥ 0. (4.1) Therefore, we can consider the following truncated problem
It is easy to see that weak solutions of (4.2) are critical points of the functional I ε,λ : H s ε → R defined by
We also consider the autonomous functional
By using Theorem 1.1, we know that for any λ ≥ 0 and δ > 0 there existsε(δ, λ) > 0 such that, for any ε ∈ (0,ε(δ, λ)), problem (4.2) admits at least cat M δ (M ) positive solutions u ε,λ . Now, we prove that it is possible to estimate the H s ε -norm of these solutions, uniformly in λ and ε sufficiently small. Proof. From the proof of Theorem 1.1, we know that any solution u ε,λ of (4.2), satisfies the following inequality
where c V 0 ,λ is the mountain pass level related to the functional I ε,λ , and h λ (ε) → 0 as ε → 0. Then, decreasingε(δ, λ) if necessary, we can suppose that
for any ε ∈ (0,ε(δ, λ)). By using the fact that c V 0 ,λ ≤ c V 0 ,0 for any λ ≥ 0, we can deduce that
for any ε ∈ (0,ε(δ, λ)).
We can also note that
where in the last inequality we have used the assumption (f 3 ). Putting together (4.4) and (4.5), we can infer that
for any ε ∈ (0,ε(δ, λ)). Now, our claim is to prove that u ε,λ is a solution of the original problem (1.5). To do this, we will show that we can find K 0 > 0 such that for any K ≥ K 0 , there exists λ 0 = λ 0 (K) > 0 such that
In order to achieve our purpose, we adapt the Moser iteration technique [26] (see also [9, 18, 27] ) to the solutions v ε,λ (x, y) of the extended problem [8] div(y 1−2s ∇v ε,λ ) = 0 in R N +1 + ∂v ε,λ related to (4.2). We recall that v ε,λ is a weak solution to (4.7), if v ε,λ satisfies the following identity Taking into account (4.10) and (4.11), and by using Hölder inequality, we deduce that . Now, we observe that if v β ∈ L α * (R N ), from the definition of w L , v L ≤ v, and (4.13), we obtain
(4.14)
By passing to the limit in (4.14) as L → +∞, the Fatou's Lemma yields
whenever v βα * ∈ L 1 (R N ). Now, we set β :=
