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Abstract
This paper deals with the subharmonic solutions of Hamiltonian systems
x˙ = J∇H(t, x), t ∈ R1, x ∈ R2n. (H)
Where H(t, x) = 12 〈Bˆ(t)x, x〉 + Hˆ (t, x) is T -periodic in t , Bˆ(t) is a T -periodic semipositive symmetric
matrix. We prove that for each positive integer k, (H) has a nonconstant kT -periodic solution xk such that
xj and xpj are geometrically distinct if p satisfies the certain conditions.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper considers the subharmonic solutions of the Hamiltonian systems
x˙ = J∇H(t, x). (1.1)
Where J = ( 0 −In
In 0
)
is the standard symplectic matrix, H(t, x) ∈ C2(R1×R2n,R1) is T -periodic
in t , ∇H(t, x) is the gradient of H(t, x) with respect to x. Recall that a solution x(t) of (1.1) is
called subharmonic if x(t) is kT -periodic for some positive integer k.
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Hamiltonian function H is given by
H(t, x) = 1
2
〈
Bˆ(t)x, x
〉+ Hˆ (t, x),
where Bˆ(t) is a T -periodic symmetric continuous matrix and Hˆ has superquadratic behavior.
The first result for existence of subharmonic solutions of such a class of Hamiltonian systems
was obtained by Rabinowitz in [16] for the case that Bˆ is a constant matrix. Since then, many
new contributions have appeared. See for example [4,8,9,14] and the references therein. In [4],
Ekeland and Hofer proved the existence of a series of geometrically distinct subharmonic solu-
tions of (1.1) under the assumption that H is strictly convex. C. Liu [9] generalized the result
of [4] to the nonconvex case conditionally. This paper further gives a substantial improvement of
the result of [9]. We suppose Bˆ and Hˆ satisfy the following conditions:
(H1) Hˆ (t, x) 0,
(H2) Hˆ (t, x) = ◦(|x|2) as |x| → 0,
(H3) there exist μ > 2 and R > 0 such that for all t ∈ R1 and |x|R,
0 < μHˆ(t, x)
〈∇Hˆ (t, x), x〉, (1.2)
(H4) there are constants α > 0, R1 > 0 such that for all t ∈ R1 and |x|R1,∣∣∇Hˆ (t, x)∣∣ α〈∇Hˆ (t, x), x〉, (1.3)
(H5) Bˆ(t) is a T -periodic symmetric continuous matrix, |Bˆ|C0  ω for some ω 0, and Bˆ(t) is
semipositive for all t ∈ [0, T ].
The main result of [9] is as follows:
Theorem 1.1. [9] Suppose (H1)–(H5) hold, then for each integer k ∈ [1, 2πωT ), (1.1) has a non-
constant kT -periodic solution xk such that xj and xpj are geometrically distinct for p > 2n+ 1.
If all xk are nondegenerate, then xj and xpj are geometrically distinct for p > 1.
In the case of Bˆ(t) ≡ 0, T. Wang and G. Fei obtained a sharper result:
Theorem 1.2. [14, p. 287] Suppose Bˆ(t) ≡ 0 and (H1)–(H4) hold, then for each positive inte-
ger k, (1.1) has a nonconstant kT -periodic solution xk such that xj and xpj are geometrically
distinct for p > 2n+ 1.
The main objective of this paper is to drop the restriction k ∈ [1, 2π
ωT
) and weaken the condition
p > 2n+1 in Theorem 1.1. To state our result, we need the concept of Maslov-type index theory.
Let B(t) be a 2n × 2n T -periodic symmetric continuous matrix, the fundamental solution
matrix γ (t) of x˙(t) = JB(t)x(t) is a symplectic path. The Maslov-type index pair of γ on [0, T ]
is an integer pair(
iT (γ ), νT (γ )
) ∈ Z × {0,1, . . . ,2n}.
Here and after, Z and N are the sets of integers and positive integers respectively. For any integer
k ∈ N, denote by (ikT (B), νkT (B)) the Maslov-type index pair of γ (t) on [0, kT ]. The Maslov-
type index theory was defined by Conley, Zehnder and Long in [2,11,15], and further developed
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graph [14] or papers [2,3,11–13,18]. We will give the definition of Maslov-type index pair in the
appendix of this paper for reader’s convenience.
We state the main result of this paper:
Theorem 1.3. Suppose (H1)–(H5) hold, then for each positive integer k, (1.1) has a non-
constant kT -periodic solution xk such that xj and xpj are geometrically distinct for p >
(iT (Bˆ)+ νT (Bˆ)+n+ 1)/(iT (Bˆ)+ νT (Bˆ)−n+ 1). If all xk are nondegenerate, then xj and xpj
are geometrically distinct for p > 1.
Remark. (i) Theorem 1.3 drops the restriction k ∈ [1, 2π
ωT
) in Theorem 1.1. Furthermore, by
Lemma 2.7 of the next section, iT (Bˆ) + νT (Bˆ) n. Hence,(
iT (Bˆ)+ νT (Bˆ)+ n+ 1
)
/
(
iT (Bˆ)+ νT (Bˆ) − n+ 1
)
 2n+ 1.
It is easy to give an example of Bˆ(t) such that the inequality is strict. Therefore Theorem 1.3
improves Theorem 1.1 substantially.
(ii) If Bˆ(t) ≡ 0, then iT (Bˆ)+ νT (Bˆ) = n. Hence Theorem 1.2 is a corollary of Theorem 1.3.
We will use the critical point theory to prove Theorem 1.3. Since the growth condition for Hˆ
is not assumed, we need to consider a truncate function HˆK . Let K > 0 be a constant, choose
constant R(K) and function χ ∈ C∞(R1,R1) as follows
R(K) = sup
K|x|K+1, t∈[0,T ]
Hˆ (t, x)
|x|4 , χ(s) =
⎧⎨
⎩
1 if s K ,
χ ′(s) < 0 if K < s < K + 1,
0 if s K + 1.
Define
HˆK(t, x) = χ
(|x|)Hˆ (t, x) + (1 − χ(|x|))R(K)|x|4. (1.4)
By [16], it is known that HˆK still satisfies (H1)–(H4) with μ and α being replaced by ν =
min{μ,4} and β = α+2 respectively. Moreover, there exist positive constants a1, a2 independent
of K such that for ∀t ∈ R1, ∀x ∈ R2n,
HˆK(t, x) a1|x|ν − a2. (1.5)
2. Proof of Theorem 1.3
Let ST = R1/(T Z). Denote E = W1/2,2(ST ,R2n) the Sobolev space consists of all x(t) in
L2(ST ,R2n) whose Fourier series
x(t) =
+∞∑
k=−∞
exp
(
2kπtJ
T
)
ak, ak ∈ R2n
satisfies
‖x‖2E ≡ T |a0|2 + T
∞∑
|k| · |ak|2 < +∞.
k=−∞
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〈x1, x2〉E = T
〈
a10, a
2
0
〉+ T +∞∑
k=−∞
|k|〈a1k , a2k 〉. (2.1)
Where xi =∑+∞k=−∞ exp( 2kπtJT )aik , i = 1,2.
Define the linear operators A and Bˆ on E by extending the bilinear form
〈Ax,y〉E =
T∫
0
(−J x˙, y) dt, 〈Bˆx, y〉E =
T∫
0
(
Bˆ(t)x, y
)
dt. (2.2)
Then A is a bounded self-adjoint linear operator and Bˆ is a compact self-adjoint linear operator
(see [14]). Denote the eigenvalues of self-adjoint operator A− Bˆ by
· · · λ′2  λ′1 < 0 < λ1  λ2  · · · .
Let {e′j } and {ej } be the eigenvectors of A − Bˆ corresponding to λ′j and λj respectively. For
m > 0, set
E+m = span{e1, . . . , em}, E−m = span
{
e′1, . . . , e′m
}
,
E0 = ker(A− Bˆ), Em = E0 ⊕ E+m ⊕ E−m
and let Pm : E → Em be the orthogonal projection. Then Γ = {Pm, m = 0,1, . . .} is a Galerkin
approximation frame with respect to A (see [5,6,14]).
Lemma 2.1. [5,6,14] For any continuous T -periodic symmetric matrix function B(t) with the
Maslov-type index pair (iT (B), νT (B)), there exists an m0 > 0 such that for m > m0,
dimM+d
(
Pm(A−B)Pm
)= m+ iT (Bˆ)− iT (B) + νT (Bˆ)− νT (B),
dimM−d
(
Pm(A−B)Pm
)= m− iT (Bˆ)+ iT (B),
dimM0d
(
Pm(A−B)Pm
)= νT (B).
Where B is the operator defined by (2.2) corresponding to B(t), d = 14‖(A − Bˆ)‖−1, M+d (·),
M−d (·) and M0d (·) denote the eigenspaces corresponding to the eigenvalues λ belonging to[d,+∞), (−∞, d] and (−d, d) respectively.
We also need the following two iteration inequalities:
Lemma 2.2. [9,10,14] For any k ∈ N, there hold
k
(
iT (B)+ νT (B) − n
)+ n− νT (B)
 ikT (B) k
(
iT (B) + n
)− n− νkT (B) + νT (B), (2.3)
k
(
iT (B)+ νT (B) − n
)− n ikT (B) k(iT (B) + n)+ n− νkT (B). (2.4)
Note that (2.4) is a corollary of (2.3) because νT (B) 2n.
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index pair. Let HK(t, x) = 12 〈Bˆ(t)x, x〉 + HˆK(t, x), consider the problem{
x˙(t) = J∇HK
(
t, x(t)
)
,
x(0) = x(T ). (2.5)
The problem (2.5) corresponds to the functional f ∈ C2(E,R) defined by
f (x) = 1
2
T∫
0
(−J x˙, x) dt −
T∫
0
HK
(
t, x(t)
)
dt, ∀x ∈ E.
Let fm = f |Em be the restriction of f on Em. The following two lemmas can be found in [9].
Lemma 2.3. For every m > 1, fm satisfies (PS)c condition for every c ∈ R1, i.e., if {xm} ⊂ Em
satisfies f ′m(xm) → 0 and fm(xm) → c, then {xm} has a convergent subsequence.
Lemma 2.4. f satisfies (PS)∗c condition for c ∈ R, i.e., each sequence {xm} such that xm ∈ Em,
f ′m(xm) → 0 and fm(xm) → c possesses a convergent subsequence in E.
Let E be a C2-Riemannian manifold, D be a closed subset of E. A family of subset of E
φ(α) is said to be a homological family of dimension q with boundary D if for some nontrivial
class α ∈ Hq(E,D), φ(α) is defined by
φ(α) = {G ⊂ E: α is the image of i∗ :Hq(G,D) → Hq(E,D)}, (2.6)
where i∗ is the homomorphism induced by the immersion i :G → E (cf. [7]).
Theorem 2.5. [7] For above E, D and α, let φ(α) be a homological family of dimension q with
boundary D, suppose that f ∈ C2(E,R) satisfies (PS) condition. Define
c = inf
G∈φ(α) supx∈G
f (x).
Suppose supx∈D f (x) < c and f ′ is Fredholm on
Kc(f ) ≡
{
x ∈ E: f ′(x) = 0, f (x) = c}.
Then there exists an x ∈Kc(f ) such that the Morse indices m−(x) and m0(x) of the functional f
at x satisfy
m−(x) q m−(x)+m0(x).
If x is a T -periodic solution of (1.1), denote B(t) = H ′′(t, x(t)). The Maslov-type index pair
of x is defined by (iT (x), νT (x)) = (iT (B), νT (B)).
Theorem 2.6. Suppose (H1)–(H5) hold, then (1.1) has a nonconstant T -periodic solution x
whose Maslov-type index pair satisfies
iT (x) iT (Bˆ)+ νT (Bˆ)+ 1 iT (x) + νT (x). (2.7)
Proof. We prove this result in 3 steps.
Step 1. The critical points of fm.
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By (H2) and the definition of HˆK , for any  > 0, there exists an M > 0 such that
HˆK(t, x) |x|2 + M|x|4, ∀t ∈ R1, x ∈ R2n.
Note that for x ∈ Ym, 〈(A− Bˆ)x, x〉E  λ1‖x‖2E. By inequality ‖x‖Ls  αs‖x‖E (see [17, Propo-
sition 6.6]), for x ∈ Ym,
fm(x) = 12
〈
(A− Bˆ)x, x〉E −
T∫
0
HˆK(t, x) dt
 λ1
2
‖x‖2E −
(
‖x‖2L2 + M‖x‖4L4
)
 λ1
2
‖x‖2E −
(
α2 + Mα4‖x‖2E
)‖x‖2E.
Choose  = λ14α2 , ρ2 = λ18Mα4 and δ = λ18 ρ2, which are independent of m, then
fm(x) δ, ∀x ∈ ∂Bρ(0)∩ Ym. (2.8)
Where Bρ(0) = {x ∈ E | ‖x‖E  ρ}.
Choose e ∈ ∂B1(0) ∩ Ym, set Qm = {re | 0 r  r1} ⊕ {Br2(0) ∩ Xm}, where r1 and r2 > 0
will be determined later. Let x = x− + x0 ∈ E−m ⊕ E0 = Xm. Note that A− Bˆ is a bounded linear
operator, denote M0 = ‖A− Bˆ‖. Then for r ∈ [0, r1],
fm(x + re) = 12
〈
(A− Bˆ)x−, x−
〉
E +
1
2
r2
〈
(A− Bˆ)e, e〉E −
T∫
0
HˆK(t, x + re) dt

λ′1
2
‖x−‖2 + M02 r
2 −
T∫
0
HˆK(t, x + re) dt. (2.9)
By (1.5),
T∫
0
HˆK(t, x + re) dt  a1
T∫
0
|x + re|ν dt − a2T
 a3
(‖x0‖νE + rν)− a2T
for some a3 > 0. Then
fm(x + re) λ
′
1
2
‖x−‖2 + M02 r
2 − a3
(‖x0‖νE + rν)+ a2T .
Since λ′1 < 0, ν > 2, we can choose large enough r1, r2 > ρ independent of m and K such that
fm(x) 0, ∀x ∈ ∂Qm. (2.10)
Let i :Qm → Em the inclusion map, α = [Qm] ∈ Hq(Qm,∂Qm) be a generator. Where q =
dimXm +1 = m+νT (Bˆ)+1, ∂Qm is the boundary of Qm in Xm ⊕{R1e}. Then i∗α is nontrivial
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boundary D = ∂Qm. Define
cm = inf
G∈φ(i∗α)
sup
x∈G
fm(x).
By [1, Theorem II.1.2], ∂Qm and Bρ(0) ∩ Ym are homologically link. So (2.8) and (2.10) imply
sup
x∈∂Qm
fm(x) 0 < δ  cm.
Since Em is finite-dimensional, f ′m is Fredholm. Lemma 2.3 ensures that f satisfies (PS) condi-
tion. Then by Theorem 2.5, fm has critical point xm with critical value cm, and the Morse indices
m−(xm) and m0(xm) of xm satisfy
m−(xm)m+ νT (Bˆ)+ 1m−(xm) +m0(xm). (2.11)
Since Qm ∈ φ(i∗α), by (2.8) and (2.9), cm satisfies
0 < δ  cm  sup
x∈Qm
fm(x)
M0
2
r21 . (2.12)
Step 2. The solution of (2.5).
Since {cm} is bounded, passing to a subsequence, suppose cm → c ∈ [δ, M02 r21 ]. By (PS)∗c
condition, passing to a subsequence, there exists an x ∈ E such that
xm → x, f (x) = c, f ′(x) = 0.
Then x is a solution of (2.5). Since c > 0, by (H1) and (H5), x is nonconstant.
Let B(t) = H ′′K(t, x(t)) and B be the operator defined by (2.2) corresponding to B(t). Let
d = 14‖(A−B)‖E . Since∥∥f ′′(z) − (A− B)∥∥→ 0 as ‖z − x‖E → 0,
there exists an r3 > 0 such that∥∥f ′′(z) − (A− B)∥∥< 1
4
d, ∀z ∈ Vr3(x) =
{
z ∈ E ∣∣ ‖z − x‖E  r3}.
Then for m large enough, one has∥∥f ′′m(z) − Pm(A−B)Pm∥∥< 12d, ∀z ∈ Vr3(x)∩ Em.
It is easy to prove that (see [9] for more details)
dimM±f ′′m(z) dimM±d
(
Pm(A− B)Pm
)
, ∀z ∈ Vr3 ∩ Em. (2.13)
By (2.11), (2.13) and Lemma 2.1,
m+ νT (Bˆ)+ 1m−(xm) dimM−d
(
Pm(A−B)Pm
)= m− iT (Bˆ)+ iT (B),
m+ νT (Bˆ)+ 1m−(xm)+m0(xm)
 dim
(
M−d
(
Pm(A−B)Pm
)⊕M0d (Pm(A− B)Pm))
= m− iT (Bˆ)+ iT (B)+ νT (B).
This implies that
iT (x) iT (Bˆ)+ νT (Bˆ)+ 1 iT (x) + νT (x).
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By (2.12), critical value c has an upper bound M02 r21 independently of K . Then
M0
2
r21  c = f (x) = f (x)−
1
2
f ′(x)(x)
= 1
2
T∫
0
〈∇HˆK(t, x), x〉dt −
T∫
0
HˆK(t, x) dt

(
1
2
− 1
ν
) T∫
0
〈∇HˆK(t, x), x〉dt − M1
for some M1 > 0. Hence, there exists an M2 > 0 such that
T∫
0
〈∇HˆK(t, x), x〉dt M2,
T∫
0
HˆK(t, x) dt M2. (2.14)
By (1.5), (H5) and (1.3) for HK , for some constants M3 > 0, M4 > 0,
‖x‖Lν M3, (2.15)
‖x˙‖L1 =
∥∥J Bˆ(t)x + J∇HˆK(t, x)∥∥L1  ω‖x‖L1 + ∥∥∇HˆK(t, x)∥∥L1 M4. (2.16)
Denote x¯ = 1
T
∫ T
0 x(s) ds, x˜ = x − x¯. (2.15) and (2.16) provide K independent L∞ bounds for
x¯ and x˜ respectively. Therefore x(t) has a K independent L∞ bound. Suppose ‖x‖L∞  K0,
then for K > K0, ∇HK(t, x) = ∇H(t, x). Consequently, x is a nonconstant T -periodic solution
of (1.1). 
Lemma 2.7. Suppose Bˆ(t) is a T -periodic semipositive symmetric continuous matrix, then
iT (Bˆ)+ νT (Bˆ) n.
Proof. Under an additional assumption that
∫ T
0 Bˆ(t) dt is positive definite, Proposition 13.2.3
of [14] (see also [3, Corollary 9.4]) obtained a sharp estimate iT (Bˆ)  n. Repeat the proof of
this proposition given in [14] (or the proof of Corollary 9.4 of [3]) completely, it is easy to prove
that iT (Bˆ) + νT (Bˆ) n for semipositive Bˆ(t) without the positivity of
∫ T
0 Bˆ(t) dt . We omit the
details. 
It is the time to give the proof of Theorem 1.3.
Proof of Theorem 1.3. For every positive integer k, H(t, x) is a kT -periodic in t . By Theo-
rem 2.6, (1.1) has a kT -periodic solution xk whose Maslov-type index pair satisfies
ikT (xk) iT (Bˆ)+ νT (Bˆ)+ 1 ikT (x) + νkT (xk). (2.17)
If xj and xpj are the same geometrically, there exist integer l and m such that
l ∗ xj = m ∗ xpj .
Where (l ∗ xj )(t) = xj (t + lT ). By Lemma 4.1 of [9],
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ipjT (m ∗ xpj ) = ipjT (xpj ), νpjT (m ∗ xpj ) = νpjT (xpj ). (2.19)
Take k = j,pj in (2.17) respectively, one has
ipjT (xpj ) iT (Bˆ)+ νT (Bˆ)+ 1 ijT (xj )+ νjT (xj ). (2.20)
Thus by (2.18)–(2.20) and (2.4),
iT (Bˆ)+ νT (Bˆ)+ 1 ipjT (xpj ) = ipjT (m ∗ xpj )
 p
(
ijT (l ∗ xj )+ νjT (l ∗ xj )− n
)− n
= p(ijT (xj )+ νjT (xj )− n)− n
 p
(
iT (Bˆ)+ νT (Bˆ)+ 1 − n
)− n.
Since Bˆ(t) is semipositive for all t ∈ [0, T ], by Lemma 2.7,
iT (Bˆ)+ νT (Bˆ)+ 1 − n > 0.
Hence p  (iT (Bˆ)+ νT (Bˆ)+ n + 1)/(iT (Bˆ)+ νT (Bˆ) − n+ 1).
In the case of all xk are nondegenerate, if xj and xpj are the same geometrically, by (2.20)
and (2.3),
iT (Bˆ)+ νT (Bˆ)+ 1 ipjT (xpj )
 p
(
ijT (xj )+ νjT (xj ) − n
)+ n− νjT (xj )
 p
(
iT (Bˆ)+ νT (Bˆ)+ 1 − n
)+ n.
Then p  1. 
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Appendix A. The definition of Maslov-type index pair
In this appendix we briefly give the definition of Maslov-type index pair of continuous paths
starting from identity matrix I2n in symplectic group Sp(2n). Recall that Sp(2n) is the group
consists of all 2n×2n real matrices M satisfying MT JM = J , where MT is the transpose of M
and J is the standard symplectic matrix defined in the beginning of this paper. The Maslov-type
index theory for nondegenerate paths was established by Conley and Zehnder in [2] for n  2
and by Long and Zehnder in [15] for n = 1. For degenerate paths, it was established by Long in
[11–13]. There are many ways to define this index theory. Of course, all of them are equivalent.
In the following we use the definition presented by Long in [13].
Denote by
Sp(2n)± = {M ∈ Sp(2n) ∣∣±(−1)n−1 det(M − I2n) < 0},
Sp(2n)∗ = Sp(2n)+ ∪ Sp(2n)−, Sp(2n)0 = Sp(2n) \ Sp(2n)∗.
For a positive number T > 0, define
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{
γ ∈ C([0, T ],Sp(2n)) ∣∣ γ (0) = I2n},
P∗T (2n) =
{
γ ∈PT (2n)
∣∣ γ (T ) ∈ Sp(2n)∗}, P0T (2n) =PT (2n) \P∗T (2n).
Sp(2n) has the topology induced from R4n2 , PT (2n) is equipped with the C0-topology induced
from the topology of Sp(2n).
Every symplectic matrix M ∈ Sp(2n) has unique polar decomposition M = AU , where A =
(MMT )1/2 and U is orthogonal and symplectic. U must be of the form U = ( u1 −u2u2 u1 ) such
that u = u1 + iu2 is a unitary matrix. Then every γ ∈ PT (2n) induces a path u(t) in unitary
group on n-dimensional complex space Cn. If (t) is any continuous real function satisfying
detu(t) = exp(i(t)), the difference (T ) − (0) depends only on γ but not on the choice of
the function (t). Denote by T (γ ) = (T )− (0).
Suppose M1 =
(
A1 B1
C1 D1
)
and M2 =
(
A2 B2
C2 D2
)
are two even order matrices of square block form,
define the -product of M1 and M2 by
M1 M2 =
⎛
⎜⎝
A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2
⎞
⎟⎠ .
Denote by Mk the k-fold -product of M . We appoint that M1  Mk2 = M1 if k = 0.
Let D(a) = ( a 00 a−1 ) for a ∈ R1 \ {0}. Then D(2)n and D(−2)  D(2)(n−1) belong to the
connected components Sp(2n)+ and Sp(2n)− of Sp(2n)∗ respectively. For any γ ∈ P∗T (2n), we
can connect γ (T ) to D(2)n or D(−2)  D(2)(n−1) by a path β ∈ C([0, T ],Sp(2n)∗) with
β(0) = γ (T ). Define a path β ∗ γ ∈P∗T (2n) as follows
β ∗ γ (t) =
{
γ (2t) if t ∈ [0, T /2],
β(2t − T ) if t ∈ (T /2, T ].
Then T (β ∗ γ )/π ∈ Z and is independent of the choice of the path β .
Definition A.1. For every γ ∈PT (2n), define
iT (γ ) =
{
T (β ∗ γ )/π if γ ∈ P∗T (2n),
inf{iT (α) | α ∈ P∗T (2n) is sufficiently close to γ } if γ ∈ P0T (2n),
νT (γ ) = dim ker
(
γ (T )− I2n
)
.
We call (iT (γ ), νT (γ )) the Maslov-type index pair of γ .
Definition A.2. Let B(t) be a 2n× 2n T -periodic symmetric continuous matrix, γ (t) the funda-
mental solution matrix of x˙(t) = JB(t)x(t). Then for every k ∈ N, γ |[0,kT ] ∈PkT (2n). Define(
ikT (B), νkT (B)
)= (ikT (γ |[0,kT ]), νkT (γ |[0,kT ])).
In particular, we call (iT (B), νT (B)) the Maslov-type index pair of B(t).
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