This paper considers the estimation of the volatility of the instantaneous short interest rate from a new perspective. Rather than using discretely compounded market rates as a proxy for the instantaneous short rate of interest, we derive a relationship between observed LIBOR rates and certain unobserved instantaneous forward rates. We determine the stochastic dynamics for these rates under the risk-neutral measure and propose a filtering estimation algorithm for a time-discretised version of the resulting interest rate dynamics based on dynamic Bayesian updating in order to estimate the volatility function. Our time discretisation can be justified by the fact that data are observed discretely in time. The method is applied to US Treasury rates of various maturities to compute a (posterior) distribution for the parameters of the volatility specification.
Introduction
The literature on the estimation of spot interest rate models in particular and term structure dynamics in general continues to burgeon. Perhaps the most influential early work has been that of Chan et al. (1992) (henceforth CKLS) . Their estimation of the constant elasticity of the diffusion term with respect to the instantaneous spot rate has been repeated for many different markets, time periods and estimation procedures. CKLS used the generalised method of moments whilst Nowman (1997 Nowman ( , 1998 Nowman ( , 2001 Nowman ( , 2003 applied Gaussian estimation techniques and Babbs and Nowman (1999) used Kalman filtering methods. Using Gaussian estimation techniques, Episcopos (2000) estimated the parameters of the CKLS type specification for a number of markets. He obtained estimates of the spot rate elasticity of the diffusion term much lower than that obtained by CKLS. Sun (2003) considered a nonlinear diffusion term and also allowed for GARCH effects, but also found lower values for the elasticity in several markets. All of these estimation methodologies yield point estimates and a feature of these various empirical studies is the wide range of point estimates obtained.
Another issue related to the estimation of the spot interest rate process is what data should be used to proxy the unobserved instantaneous spot rate. Typically most studies have used US one-month Treasury bill rates (CKLS and Nowman (1997) ), US three-month Treasury bill rates (Sun 2003) , one month Euro-currency rates (Nowman 1998 ) and one-month interbank rates (Sun (2003) and Episcopos (2000)). The results of Chapman et al. (1999) suggest that the choice of proxy variable (in particular whether it be a one-month or three-month rate) should not lead to a great deal of error in the estimation procedure. However, given that it is not difficult to obtain the dynamics for, say, discrete tenor three-month rates implied by a particular instantaneous spot rate process, it seems strange that the literature has not developed in the direction of estimating directly the parameters of the processes for observed market rates. This will be one of the contributions of the current paper.
In this paper we use the framework of Heath, Jarrow and Morton (1992) (henceforth HJM) to model the dynamics of the interest rate market. The starting point of HJM is a specification of the dynamics of the forward rate to any general maturity. We specify a forward rate volatility function that yields the same volatility function for the instantaneous spot rate of interest considered in the earlier cited literature. An important difference is that the dynamics of the interest rate processes occur under the risk-neutral measure. Under this measure the HJM procedures enable us to obtain the dynamics of pure discount bond prices. These can in turn be related to the discretely compounded LIBOR rates. This link then enables us to determine the dynamics for LIBOR rates. It turns out that the dynamics of the LIBOR rate, the instantaneous spot rate of interest and another instantaneous forward rate evolve simultaneously under the risk-neutral measure.
The link between pure discount bond prices and LIBOR rates mean that these rates can be regarded as observable under the risk-neutral measure, whilst the other two instantaneous rates referred to in the previous paragraph are not observable. We are thus dealing with a partially observed stochastic dynamic system whose estimation may be undertaken by the use of nonlinear filtering methods. Here we develop a dynamic Bayesian updating algorithm analogous to the one proposed in Chiarella, Pasquali and Ruggaldier (2001) . The basic approach proposed here has been applied to a much simpler (and approximate) representation of discrete tenor interest rate dynamics in Bhar, Chiarella and Runggaldier (2002) . The potential of Bayesian methods in the estimation of financial models is starting to be appreciated, see e.g. Polson and Tew (2000) . A range of implementations are possible, the one presented here has been chosen because we are able to rigorously demonstrate its convergence properties.
The paper makes three main contributions. First, the specification of the interest rate dynamics allows us to use as observations interest rates of any maturity. In particular we use interest rates of much longer maturity (6 and 12 months) than those usually used in the literature on estimation of interest rate models. Second, we demonstrate the feasibility of the Bayesian updating filtering algorithm as a tool for estimating interest rate models within the HJM framework. Third, we compute a posterior distribution for the parameter values, rather than just the point estimates of the traditional literature. This gives a better understanding for the range of point estimates obtained in the literature.
The plan of the paper is as follows: in section 2 we derive the stochastic dynamic system followed by the instantaneous spot rate and discretely compounded LIBOR rates. Since the data are observed in discrete time, in section 3 we outline the way in which the continuous time stochastic differential equation system is discretised. In section 4 we outline the way in which the dynamic Bayesian updating algorithm is applied to the estimation problem. In section 5 we discuss implementation issues and apply the algorithm to some U.S. data. Section 6 concludes and makes suggestions for future research. Detailed technical derivations are relegated to the appendices.
is a vector of discrete tenor forward rates chosen in the belief that these particular maturities most affect the evolution of the forward curve e.g. perhaps they correspond to the most liquid maturities. In our subsequent application we shall specialise (10) to the case where are parameters to be estimated and u is a given, arbitrarily small constant.
This representation is consistent with the earlier cited empirical literature that concentrates merely on dependence on the instantaneous short rate. We use
to the prevent the volatility from becoming either zero or infinite.
Thus equation (10) specialises to Subsequent applications could allow for dependence on a number of discrete tenor forward rates. Chiarella and Kwon (2003) show that with the specification (12) the bond price may be expressed as a deterministic combination of two discrete tenor forward rates¨© Y ,¨© whose tenors may be chosen arbitrarily. The relevant details are summarized in Appendix 2 from equation (73) of which we have , in which case an additional two stochastic differential equations for their dynamics would have to be appended to the system (14). The particular choices made in this regard are implementation issues.
Turning to our particular implementation with the volatility function (12), this fits into the general structure of equation (10) by setting As we have stated, the choice of is arbitrary, for an initial implementation we choose to be the same as the tenor of the observed LIBOR rates. Here we should stress that the driving dynamics (14) are under the risk neutral measure . However the LIBOR rates are observed under the real world measure . To convert the dynamic (14) to the dynamics under we would have to introduce the market price of interest rate risk. However the diffusion of the underlying process will be the same under and . Of course the drifts will differ under the two measures, but we are not concerned in this paper with estimating the drift term rather we focus just on estimating the volatility function. If we were interested in estimating the drift as well then we would have to make some assumption about the market price of risk; for instance, either it depends on the state variables in some way or it follows some stochastic process. Then we would need to consider the dynamics and estimation procedure under the historical measure. The Bayesian updating algorithm (appropriately modified) to be described below could still be applied to the resulting stochastic dynamical system. (24) Equation (23) can be synthesized as
State Space Form of the Model
with as the observations equation in our system. Using
, the observation equation (26) becomes
where
We have assumed in (27) the existence of an observation noise term z {
, where
is serially uncorrelated and independent of the With this notation the observation equation (27) may be written
The Dynamic Bayesian Updating Algorithm
From (25) we obtain for the conditional distribution of
where we use the notation
to denote a Gaussian random variable with mean and covariance matrix . More specifically, we have
which is immediately seen to be singular (the conditional correlation among the two components is equal to 1 and their joint distribution degenerates). The two components of the state vector are in fact linearly dependent and one can writë 
and that admits a density with respect to the Lebesgue measure on
, being degenerate, does not admit a density with respect to the Lebesgue measure on ). On the other hand, from (32) we obtain the conditional distribution of
Using the representation (36) of the dynamics (25) we may also consider the distribution of
We are interested in the conditional joint distribution 
with initial condition that we choose of the form
and q ) and where denotes "proportional to". In the Bayesian estimation procedure the parameter vector q is assumed to take only a finite number of values in a hypercube whose upper and lower bounds would be specified by economic considerations of the range of likely parameter values. So in our context this vector is considered as a discrete random variable.
Since . In each of the squares k pick a representative element, e.g. its middle point, namely are given by (on the right of each set there appears a possible choice for its representative element)
where¨©` is the cumulative standard Gaussian distribution function. The recursive Bayes' formula that corresponds to (40) for the discretized chain l becomes then
with initial condition
and the normalizing factor is the inverse of
Formula (44) can be written in matrix form as
From the joint conditional distribution
one can obtain the marginal conditional distributions
of l and q respectively. Combining (48) with (44) and (45) we obtain the explicit expression
and, analogously, for
. We next show that the discretization introduced above to make the recursion (40) 
is as in (44) .
Remark:
Since power functions are not uniformly continuous nor bounded, Proposition 4.1 and Corollary 4.1 would not allow us to obtain convergence of the conditional moments. We can, however, obtain their convergence by truncating them with an arbitrarily large truncation factor.
Empirical Analysis
In this section we present numerical results for the Bayesian updating estimation procedure applied to real financial data. Figure 3 displays the monthly US LIBOR rates 4 for one month to twelve months quoted in the period from the 1st of December 1997 to the 13th of November 1998 with time (in days) on one axis and maturity (as fraction of a year) on the other axis. We chose this period as it seemed to be typical of periods not characterised by large interest rate volatility that might require more sophisticated treatment of the noise term, such as stochastic volatility or jump processes.
We observe from Figure 3 that the short maturity LIBOR rates (say less than 3-months) seem to undergo very little diffusion type movement. This is probably due to the fact that the short maturities of the yield curve are strongly influenced by the interest rate policy of the Federal Reserve. So it is unlikely that their motion is fully captured by the stochastic differential equation systems discussed in Section 2. To properly capture the dynamics of the short rate one would really need to also incorporate the interest rate policy function of the Federal Reserve and this is beyond the scope of the current paper. For this reason we perform our estimation procedure using only the 1 ° a nd Q time series for the LIBOR rates that we display in Figure 4 (a) and for which we have 250 observations. We have in fact, found that the results obtained for the 1 ° t ime series are not consistent with those obtained for the other values of . The observed initial forward curve, Figure 4b , is formed using the 1 to 12 months LIBOR rates and the 1 to 15 year swap rates at the beginning of the period. This curve is approximated by¨© where
are obtained by least squares optimisation. is by successive application of the Bayesian algorithm over a successively decreasing range and finer grid, until the support is found. This approach avoids the need to search over large regions of the parameter space where the support is zero. Table 1 shows the final lower and upper bounds found by this procedure for each parameter and the number of divisions used to achieve the results reported. . The mean and standard deviations of each distribution are shown in Table 2 . These values may presumably be regarded as the "best" estimates for the parameters. The estimates for in Figure 5 , whilst showing the same general shape clearly have different means. This is probably due to the fact that this parameter is the one that is most sensitive to the different evolutions of the six-month and 1-year LIBOR rates evident in Figure 4a .
The main comment to make in relation to the distributions for E © is that the great bulk of probability mass and the means are in the region. This indicates that over the short maturity (up to one year) of the data set, volatility is increasing with maturity. This seems to contradict the comment in footnote 2, though we did add the qualification that volatility may increase with maturity over very short maturities. In fact, using an HJM model for the dynamics of futures prices and estimating it by a maximum likelihood method using futures price data, Bhar, Chiarella and Tô (2002) have found that there is a hump in the volatility function at about one year. This is consistent with our negative estimates of in the present study. The increasing volatility of the LIBOR rates with maturity can also be seen by casual inspection of Figure 3 where the time series of
seems to have more variation than that at 1 ° . Looking at the three marginal distributions as a whole, one starts to appreciate why point parameter estimates vary quite a deal amongst the various empirical studies cited in the introduction. First the estimate of is clearly affected by the maturity of the data series used. Table 2 : Mean and standard deviation from the distributions of the parameters. has its mean at a much higher value ( ) than the point estimates
) reported in much empirical literature. We believe the higher values of may be a feature of LIBOR rates. Using a similar model structure for LIBOR rate dynamics to the one of this paper, but a quite different estimation approach and a longer LIBOR rate series, Chiarella, Hung and Tô (2005) obtained a point estimate of around 2, which is quite consistent with the mean values reported in Table 2 .
Conclusion
We have derived the risk-neutral dynamics for unobserved factors upon which pure discount bond prices depend within the Heath-Jarrow-Morton framework using a certain forward rate volatility specification. We have then used the link between LIBOR rates, forward rates and pure discount bond prices to obtain the corresponding dynamics for LIBOR rates. The overall stochastic dynamic system can then be treated as a partially observed system with changes in the LIBOR rates being the observations. Since data are observed discretely, we have considered a discretised version of the model and developed a dynamic Bayesian updating algorithm to compute the posterior distribution for the model parameters conditional on the observed market LIBOR rates. The algorithm has been applied to some U.S. data and gives a model fit that seems consistent with some of the traditional econometric studies. The estimated marginal distributions of the parameters help to explain the wide range of point estimates for some parameters obtained using traditional econometric estimation procedures. Our results also suggest 5 We conjecture the probability density¸3 ¹ º 7 approaches a uniform distribution as the discretisation in ¹ º becomes finer. that the dynamics for LIBOR rates may be characterised by a higher interest rate elasticity (the parameter ) than for the one-month Treasury rates used in much of the empirical literature. Future research could go in a number of directions. First, there is a need to relax some of our restrictive assumptions, in particular allowing for more Wiener processes to drive the forward rate dynamics, since a number of empirical studies suggest that at least two and maybe three factors need to be considered. In this regard see Chiarella, Hung and Tô (2005) . Second, one could exploit the fact that in addition to avoiding the use of proxy variables for the instantaneous spot rate of interest, the methodology proposed here has the advantage that a number of available discretely compounded rates may be used as the observed quantities. Thus it would be of interest to consider a data set with a range of maturities, particularly those corresponding to the most actively traded points on the yield curve. In this way one could obtain the volatility for the instantaneous spot rate most consistent with a set of discretely compounded LIBOR rates whose maturities are of most relevance to the application at hand. Third, more work also needs to be done on statistical diagnostics to assess the goodness-of-fit of the estimated models. Finally, more efficient numerical schemes for the implementation of the dynamic Bayesian updating need to be developed. Here we have relied on the Euler-Marayama discretisation of the stochastic dynamics and the attendant convenience of working with normal distributions. Further developments could involve using higher order discretisation schemes or using an entirely different philosophy for the dynamic Bayesian updating, such as particle filters, see for example Bølviken and Storvik (2001) and Chib et al. (2002) . 
