Abstract-This paper is motivated by the concept of nonnegative signed domination that was introduced by Huang, Li, and Feng in 2013 [15] . We study the non-negative signed domination problem from the theoretical point of view. For networks modeled by strongly chordal graphs and distance-hereditary graphs, we show that the non-negative signed domination problem can be solved in polynomial time. For networks modeled by bipartite planar graphs and doubly chordal graphs, however, we show that the decision problem corresponding to the non-negative signed domination problem is NP-complete. Furthermore, we show that even when restricted to bipartite planar graphs or doubly chordal graphs, the non-negative signed domination problem is not fixed parameter tractable.
I. INTRODUCTION
Let G = (V, E) be a finite, undirected, simple graph. For any vertex v ∈ V , the open neighborhood of v in G is N G (v) = {u ∈ V |(u, v) ∈ E} and the closed neighborhood of v in G is N G [v] = N G (v) ∪ {v}. The degree of a vertex v in G is deg G (v) = |N G (v)|. We use δ(G) to denote the minimum degree of a vertex in G. We use V (G) and E(G) to denote vertex set and edge set of G, respectively. If nothing else is stated, it is understood that a graph has n vertices and m edges. A dominating set of a graph G = (V, E) is a subset D of V such that |N G [v] ∩ D| ≥ 1 for every vertex v ∈ V . The domination number of G, denoted by γ(G), is the minimum cardinality of a dominating set of G. The domination problem is to find a dominating set of G of minimum cardinality.
Graphs and graph algorithms are pervasive and fundamental. There are many interesting computational and practical problems defined in terms of graphs. The domination problem is one of the most important graph optimization problems. It arises naturally from the social network analysis, operations research, logistics, economics, and computer science. There are several ways to define a dominating set in a graph, each of which demonstrates a different aspect of domination. Many variations of the domination problem have been extensively studied in the literature and surveyed in [7] , [13] , [14] . Among them, several variations of the domination problem are studied from the functional point of view.
Let Y be a subset of real numbers. Let f : V → Y be a function which assigns to each v ∈ V a value in Y . The set Y is called the weight set of f . We let f (S) = u∈S f (u) for any subset S of V and let f (V ) be the weight of f . The function f of G is called a Y -dominating function if f (N G [v] ) ≥ 1 for every vertex v ∈ V . The Ydomination problem is to find a Y -dominating function of minimum weight for a graph. The Y -domination problem was introduced by Bange et al. as a generalization of domination [1] . We can view a dominating set as a Ydominating function f with Y = {0, 1}. In this case, the function f is called a dominating function and γ(G) = min{f (V )|f is a dominating function of G}.
If the weight set Y of a Y -dominating function f is {−1, 1}, then the function f is called a signed dominating function. The signed domination problem is to find a signed dominating function of minimum weight for a graph. There is a variety of applications for the signed domination problem (see [10] , [12] , [13] , [14] , [16] ). For example, we can model a network of positive and negative electrical charges, a network of positive and negative spins of electrons, or a network of people or organizations in which global decisions must be made as a graph, and assign the values −1 and +1 to its vertices. In such a context, the signed domination number represents the minimum number of people whose positive votes can assure that all local groups (expressed as closed neighborhoods of a graph) of voters have more positive voters than negative ones.
, is the minimum weight of a non-negative signed dominating function of G. The non-negative signed domination problem is to find a non-negative signed dominating function of G of minimum weight.
In 2013, Huang, Li, and Feng [15] introduced a variation of signed domination called non-negative signed domination. They gave formulas to compute the nonnegative signed domination numbers for paths, stars, wheels, spiders, complete graphs, and complete equally bipartite graphs, and presented some lower bounds for non-negative signed domination number in terms of the order and the maximum and minimum degrees of a graph. They also showed that the decision version of the problem is NP-complete.
We study the non-negative signed domination problem for several well-known types of networks from the theoretical point of view. In this paper, we show that the non-negative signed domination problem is polynomialtime solvable for strongly chordal graphs and distancehereditary graphs. We also show that the decision problem corresponding to the non-negative signed domination problem is NP-complete for bipartite planar graphs and doubly chordal graphs. Furthermore, we show that the non-negative signed domination problem parameterized by weight k is not fixed parameter tractable (FPT) for bipartite planar graphs and doubly chordal graphs.
II. NP-COMPLETE RESULTS
In this section, we present NP-complete results for bipartite planar graphs and doubly chordal graphs. Before presenting the NP-complete results, we restate the domination problem and the non-negative signed domination problem as decision problems.
(1) The domination problem:
Instance: A graph G = (V, E) and a non-negative integer k. Question: Is γ(G) ≤ k? (2) The non-negative signed domination problem:
Instance: A graph G = (V, E) and a non-negative integer k.
A. Bipartite planar graphs
A graph is a bipartite planar graph if it is both planar and bipartite. In this section, we prove the NPcompleteness of the non-negative signed domination problem for bipartite planar graphs.
Theorem 1: The non-negative signed domination problem is NP-complete for bipartite planar graphs.
Proof: In the area of computational complexity, NP is the class of decision problems whose acceptable instances can be decided in non-deterministic polynomial time, and the class of NP-complete problems is a subclass of NP.
To show that a problem A is NP-complete, we have to show that the problem A is in NP and then develop a polynomial-time reduction from an NP-complete problem to the problem A.
To show that the non-negative signed domination problem on bipartite planar graphs is in NP, we have to develop an algorithm for any given bipartite planar graph G = (V, E) such that checking whether a function f : V → {−1, 1} is a non-negative signed dominating function of G can be accomplished in polynomial time. The algorithm can be easily obtained by checking whether
It is known that the domination problem is NPcomplete for bipartite planar graphs [22] . In the following, we show the NP-completeness of the non-negative signed domination problem on bipartite planar graphs by a polynomial-time reduction from the domination problem on bipartite planar graphs. Given a bipartite planar graph G = (V, E), we construct the graph H by adding to each vertex v of G a set of deg G (v) paths of length three, say, Figure 1 illustrates an example of the construction. Clearly, H is a bipartite planar graph and the construction of H can be done in polynomial-time. Let |V | = n and |E| = m.
the function h assigns the value 1 to at least one vertex in N G [v] . Thus, h assigns the value 1 to at least deg
Hence h is a non-negative signed dominating function of H. We have
Conversely, let g be a non-negative signed dominating function of H of minimum weight. Then g(V (H)) = γ N N s (H). For each v ∈ V , we now consider a correspond-
Suppose that g assigns the value −1 to at least two vertices of v i1 , v i2 , and v i3 . Then g(N H [v i2 ]) < 0, which contradicts that g is a non-negative signed dominating function of H. Therefore, g assigns the value −1 to at most one vertex of v i1 , v i2 , and v i3 . Suppose that g(v i1 ) = g(v i2 ) = g(v i3 ) = 1. Then, we can obtain another non-negative signed dominating function f by setting f (v i3 ) = −1 and f (u) = g(u) for all remaining vertices u in V (H). The weight of f is smaller than that of g. It contradicts the assumption that g is a non-negative signed dominating function of H of minimum weight. Hence, g assigns the value −1 to exactly one vertex of v i1 , v i2 , and v i3 . Suppose that g(v i3 ) = −1. We can obtain another minimum non-negative signed dominating function h of
The function h assigns the value 1 to at least one vertex of 
B. Doubly chordal graphs
Given a graph
A graph G is dually chordal [3] if and only if G has a maximum neighborhood ordering. A graph G is doubly chordal if and only if G is chordal and dually chordal [17] . In this section, we prove the NPcompleteness of the non-negative signed domination problem for doubly chordal graphs.
Definition 2:
is the minimum weight of a negative signed dominating function of G. The negative signed domination problem is to find a negative signed dominating function of G of minimum weight.
We restate the negative signed domination problem as a decision problem.
The negative signed domination problem:
The negative signed domination problem is NP-complete for chordal graphs.
Proof: Following the arguments similar to those of Theorem 1 for proving that the non-negative signed domination problem on bipartite planar graphs is in NP, we can prove that the negative signed domination problem on chordal graphs is also in NP. It is known that the domination problem is NP-complete on chordal graphs [2] . In the following, we show the NP-completeness of the negative signed domination problem on chordal graphs by a polynomial-time reduction from the domination problem on chordal graphs.
Given a chordal graph G = (V, E), we construct the graph H by adding to each vertex v of G a set of Figure 2 illustrates an example of the construction. Clearly, H is a chordal graph and the construction of H can be done in polynomial-time. Let |V | = n and |E| = m.
Claim 2: γ −1
, the function h assigns the value 1 to at least one vertex in N G [v] . Therefore, h assigns the value 1 to at least
Hence, h is a negative signed dominating function of H. We have
Conversely, let g be a minimum negative signed dominating function of H. For each v ∈ V , we now consider a corresponding path
Suppose that g assigns the value −1 to both vertices of v i1 and v i2 . Then g(N H [v i2 ]) < −1, which contradicts that g is a negative signed dominating function of H. Therefore, g assigns the value −1 to at most one vertex of v i1 and v i2 . Suppose that g(v i1 ) = g(v i2 ) = 1. Then, we can obtain another negative signed dominating function f by setting f (v i2 ) = −1 and f (u) = g(u) for all remaining vertices u in V (H). The weight of f is smaller than that of g. It contradicts the assumption that g is a negative signed dominating function of H of minimum weight. Hence, g assigns the value −1 to exactly one vertex of v i1 and v i2 . Suppose that g(v i2 ) = −1. We can obtain another minimum negative signed dominating function h of H such that h(v i1 ) = 1, h(v i2 ) = −1, and h(u) = g(u) for all remaining vertices u in V (H). Hence, there is a minimum negative signed dominating function
We know that the function h assigns the value 1 to at least one vertex of Proof: Following the arguments similar to those of Theorem 1 for proving that the non-negative signed domination problem on bipartite planar graphs is in NP, we can prove that the non-negative signed domination problem on doubly chordal graphs is also in NP. In the following we show the NP-completeness of the nonnegative signed domination problem on doubly chordal graphs by a polynomial-time reduction from the negative signed domination problem on chordal graphs. Let G = (V, E) be a chordal graph with |V | = n. We construct the graph H by adding a new vertex u adjacent to all vertices of G and adding to u a set of n− 1 paths of length two, say,
Clearly, the function h is a non-negative signed dominating function of H. We have γ
It can be easily verified by contradiction that there exists a minimum non-negative signed dominating function h of H such that h(u) = h(u i1 ) = 1 and h(u i2 ) = −1 for
The function g is a negative signed dominating function of G. We have γ 
III. POLYNOMIAL-TIME SOLVABLE RESULTS
In this section, we show that the non-negative signed domination problem is polynomial-time solvable for strongly chordal graphs and distance-hereditary graphs.
A. Strongly chordal graphs
Let G = (V, E) be a graph. A clique is a subset of pairwise adjacent vertices of V . A vertex v is simplicial if all vertices of N G [v] form a clique. The ordering (v 1 , v 2 , . . . , v n ) of the vertices of V is a perfect elimination ordering of G if for all i ∈ {1, . . . , n}, v i is a simplicial vertex of the subgraph G i of G induced by {v i , v i+1 , . . . , v n }. Let N i [v] denote the closed neighborhood of v in G i . Rose [19] showed the characterization that a graph is chordal if and only if it has a perfect elimination ordering. A perfect elimination ordering is called a strong elimination ordering if it has the following property:
Farber [11] showed that a graph is strongly chordal if and only if it admits a strong elimination ordering. So far, the fastest algorithm to recognize a strongly chordal graph and give a strong elimination ordering takes O(m log n) [18] or O(n 2 ) time [20] . Strongly chordal graphs form a subclass of doubly chordal graphs [3] and a superclass of trees, block graphs, interval graphs, and directed path graphs.
In the paper [16] , Lee and Chang introduced the concept of labeled domination to develop a unified approach to the {k}-domination, k-tuple domination, signed domination and minus domination problems on strongly chordal graphs. The definition of labeled domination is as follows.
Let ℓ, d, I 1 be fixed integers and ℓ, d > 0. Let Y be the set {I 1 , Lee and Chang obtained the following result.
Theorem 4 ([16]):
For a strongly chordal graph G, the labeled domination problem can be solved in O(n + m) time if a strong elimination ordering of G is given.
Theorem 5: For a strongly chordal graph G, the nonnegative signed domination problem can be solved in O(n + m) time if a strong elimination ordering of G is given.
Proof: By the definition of an L-dominating function of a graph G = (V, E), the following statement is straightforward. If Y = {−1, 1} and every vertex v ∈ V is associated with a label L(v) = (F, 0), then an Ldominating function f : V → Y of G of minimum weight is equivalent to a non-negative signed dominating function of G of minimum weight.
Following Theorem 4, we know that the non-negative signed domination problem can be solved in linear time for strongly chordal graphs.
It is well known that trees are both chordal and strongly chordal [4] . Let G be a tree with a perfect elimination ordering (v 1 , v 2 , . . . , v n ) of V (G) can be obtained in O(n + m) time [21] . Since G is a tree, v i has at most one neighbor in G i for any i ∈ {1, 2, . . . , n}. Otherwise, N i [v i ] forms a clique and it contradicts the assumption that G is a tree. Hence, it is easy to see that the ordering (v 1 , v 2 , . . . , v n ) is also a strong elimination ordering. Following Theorem 5, we have the following corollary.
Corollary 1: The non-negative signed domination problem is linear-time solvable for trees.
B. Distance-hereditary graphs
A graph is distance-hereditary if any two distinct vertices have the same distance in every connected induced subgraph containing them. Two well-known classes of graphs, trees and cographs, both belong to distancehereditary graphs. In 1997, Chang et al. [6] showed that distance-hereditary graphs can be defined recursively.
Theorem 6 ([6] ): Distance-hereditary graphs can be defined recursively as follows: 1) A graph consisting of only one vertex is distancehereditary, and the twin set is the vertex itself. 2) If G 1 and G 2 are disjoint distance-hereditary graphs with the twin sets T S(G 1 ) and T S(G 2 ), respectively, then the graph G = G 1 ∪ G 2 is a distancehereditary graph and the twin set of G is T S(G 1 )∪ T S(G 2 ). G is said to be obtained from G 1 and G 2 by a false twin operation. 3) If G 1 and G 2 are disjoint distance-hereditary graphs with the twin sets T S(G 1 ) and T S(G 2 ), respectively, then the graph G obtained by connecting every vertex of T S(G 1 ) to all vertices of T S(G 2 ) is a distance-hereditary graph, and the twin set of
. G is said to be obtained from G 1 and G 2 by a true twin operation. 4) If G 1 and G 2 are disjoint distance-hereditary graphs with the twin sets T S(G 1 ) and T S(G 2 ), respectively, then the graph G obtained by connecting every vertex of T S(G 1 ) to all vertices of T S(G 2 ) is a distance-hereditary graph, and the twin set of G is T S(G 1 ). G is said to be obtained from G 1 and G 2 by a pendant vertex operation. By Theorem 6, a distance-hereditary graph G has its own twin set T S(G). The twin set T S(G) is a subset of vertices of G and it is defined recursively. The construction of G from disjoint distance-hereditary graphs G 1 and G 2 as described in Theorem 6 involves only the twin sets of G 1 and G 2 .
Following Theorem 6, a binary ordered decomposition tree can be obtained in linear time [6] . In this decomposition tree, each leaf is a single vertex graph, and each internal node represents one of the three operations: pendant vertex operation (labeled by P), true twin operation (labeled by T), and false twin operation (labeled by F). This ordered decomposition tree is called a PTF-tree. It has 2n − 1 tree nodes. Figure 5 illustrates an example of a PTF-tree. Hence, a PTF-tree of a distance-hereditary graph can be obtained in linear time [6] . Let G = (V, E) be a distance-hereditary graph. We assume that a PTF-tree for G is part of the input.
Definition 3: Suppose that G = (V, E) is a distancehereditary graph and T S(G) is the twin set of G. Let a, b, and c be integers such that 0 ≤ a, b ≤ n and −n ≤ c ≤ n. An (a, b, c)-function f : V → {1, −1} of G is a function satisfying the following three conditions.
(
The function f assigns the value 1 to a vertices in T S(G) and assigns the value −1 to b vertices in T S(G).
We give the following lemmas to compute γ s (G, a, b, c) for a distance-hereditary graph G. Then, γ s (G, a, b, c) = min{γ s (G 1 , a 1 , b 1 , c) 
Proof: This follows from the definition.
Proof: In this case, the graph G is formed from G 1 and G 2 by connecting every vertex in T S(G 1 ) to all vertices in T S(G 2 ), and T S(G) = T S(G 1 ) ∪ T S(G 2 ).
Assume that f 1 is an (a 1 , b 1 , c + a 2 − b 2 )-function of G 1 of minimum weight and f 2 is an (a 2 , b 2 , c + a 1 − b 1 ) function of G 2 of minimum weight. We define a function f of G as follows:
We now consider a vertex v ∈ T S(G 1 ). By Defi-
Conversely, we let f be an (a, b, c)-function of G of minimum weight. Let f 1 be the function of G 1 defined by f 1 (v) = f (v) for every vertex v ∈ V 1 and let f 2 be the function of G 2 defined by f 2 (v) = f (v) for every vertex v ∈ V 2 . Note that T S(G) = T S(G 1 ) ∪ T S(G 2 ). Let a 1 +a 2 = a and b 1 +b 2 = b such that |T S(G 1 )| = a 1 +b 1 and |T S(G 2 )| = a 2 + b 2 . Assume that f assigns the value 1 to a 1 (respectively, a 2 ) vertices in T S(G 1 ) (respectively, T S(G 2 )) and assigns the value −1 to b 1 (respectively, b 2 ) vertices in T S(G 1 ) (respectively, T S(G 2 )).
Clearly,
We now consider a vertex v ∈ T S(G 1 ).
Following the discussion above, we have
Proof: In this case, the graph G is formed from G 1 and G 2 by connecting every vertex in T S(G 1 ) to all vertices in T S(G 2 ), but T S(G) = T S(G 1 ).
Let f be an (a, b, c)-function of G of minimum weight. Let f 1 be the function of G 1 defined by f 1 (v) = f (v) for every vertex v ∈ V 1 and let f 2 be the function of
Let a 2 + b 2 = |T S(G 2 )| such that f assigns the value 1 (respectively, −1) to a 2 (respectively, b 2 ) vertices in
Conversely, let f 1 be an (a, b, c + a 2 − b 2 )-function of G 1 of minimum weight and let f 2 be an (a 2 , b 2 , a − b)-function of G 2 of minimum weight. We define a function f of G as follows:
Then, |T S(G)| = a and there are a (respectively, b) vertices in T S(G) with the value 1 (respectively, −1).
Consider a vertex v ∈ T S(G 1 ). By Definition 3,
Following the discussion above, we have γ s (G, a, b, c) 
Based upon Lemmas 1-4, we can design a dynamic programming algorithm to solve the non-negative domination problem for distance-hereditary graphs with the aid of the PTF-trees. Hence, we have the following theorem.
Theorem 7: The non-negative signed domination problem can be solved in polynomial time for distancehereditary graphs.
Proof: Following Lemmas 1 to 4 and the recursive definition of distance-hereditary graphs in Theorem 6, we can compute the non-negative signed domination number of a distance-hereditary graph G in polynomial time. Moreover, it is not difficult to see that the non-negative signed dominating function of minimum weight can be obtained in polynomial time.
IV. NON-NEGATIVE SIGNED DOMINATION IS NOT FPT
The decision version of the non-negative signed domination problem is as follows.
We have shown that the decision version of the nonnegative signed domination problem is NP-complete, even when restricted to bipartite planar graphs or doubly chordal graphs. One of the ways to deal with NP-complete problems is to consider the parameterized complexity of the problems [8] . Many NP-complete problems (e.g., the domination problem and the non-negative signed domination problem) have the following general form: given an object x and a non-negative integer k, does x have some property that depends on k. In parameterized complexity theory, k is called the parameter. If the parameter of an instance is small, we might have some hope in finding a polynomial-time solution to that instance. This idea has been investigated in the 1990's by Downey and Fellows in their work on fixed parameter tractability ([5] , [8] , [9] ).
Definition 4: A problem is fixed parameter tractable (FPT) with respect to parameter k if there exists a solution running in O(f (k)n c ) time, where c is a constant and f is a function of k which is independent of n.
However, not all NP-complete problems are FPT (see [8] ). In this section, we show that the non-negative signed domination problem, which is parameterized by weight k, is not FPT. Consider the following problem.
Problem: Zero non-negative signed domination Instance: A graph G = (V, E). Question: Does G have a non-negative signed dominating function of weight at most 0?
The zero non-negative signed domination problem is to determine whether a graph G has a non-negative signed dominating function of weight at most 0.
Theorem 8: The zero non-negative signed domination problem is NP-complete, even when restricted to bipartite planar graphs and doubly chordal graphs.
Proof: Note that the non-negative signed domination problem is NP-complete for bipartite planar graphs and doubly chordal graphs. By using the arguments similar to those for proving the NP-completeness of the zero nonnegative signed domination problem on bipartite graphs and chordal graphs in [15] , we can prove the NPcompleteness of the zero non-negative signed domination problem on bipartite planar graphs (respectively, doubly chordal graphs) by a polynomial-time reduction from the non-negative signed domination problem on bipartite planar graphs (respectively, doubly chordal graphs).
Theorem 9: The non-negative signed domination problem parameterized by weight k is not fixed parameter tractable for bipartite planar graphs or doubly chordal graphs, unless P = NP.
Proof: Assume that there exists an algorithm which runs in O(f (k)n c time and that determines if a graph G has a non-negative signed dominating function of weight at most k. Then the zero non-negative signed domination problem would be solvable in polynomial time. Following Theorem 8, we know that the non-negative signed domination problem parameterized by weight k is not fixed parameter tractable, unless P = NP.
V. CONCLUSION In this paper, we have shown that the non-negative signed domination problem is polynomial-time solvable for strongly chordal graphs and distance-hereditary graphs, and have shown that the decision problem corresponding to the non-negative signed domination problem is NP-complete for bipartite planar graphs and doubly chordal graphs. Furthermore, we have shown that even when restricted to bipartite planar graphs or doubly chordal graphs, the non-negative signed domination problem, parameterized by weight k, is not fixed parameter tractable (FPT). By the methods similar to those for solving the non-negative signed domination problem on distance-hereditary graphs, we can obtain a polynomial-time algorithm for signed domination on distance-hereditary graphs.
