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Abstract—In this paper we present the analytical calculations
to derive the magnetic field of a solenoid by solving exactly a
fractional integral with the use of a novel method. Starting from
the Biot-Savart law, we consider a coil of negligible thickness
with a stationary electric current. We derive the expressions
of the on and off-axes magnetic field components. The results
have been compared to some simplified and known analytical
formulae as well as to a commercial numerical code showing a
good agreement.
I. INTRODUCTION
THE evaluation of the magnetic field in a solenoid isimportant in many fields of applied physics. For example,
it is used in particle accelerators to counteract the effect
of beam blow-up, due to space charge, in high brilliance
photoinjectors [1], [2] as well as for high gradient accelerating
structures [3], [4], [5]. Moreover the use of magnetic correctors
and steering devices are largely used in linear accelerators to
align the trajectory of the charged beam [6].
The basic laws of current-carrying coils, representing a
solenoid, have been established experimentally by Biot and
Savart and then developed by Ampere [7], [8]. The Biot-Savart
law is a consequence of Maxwell’s equations. The procedure
to determine the magnetic field is as follows:
Magnetic fields generated by steady current can be obtained
from the curl of the vector potential,
B = ∇×A (1)
Assuming the Maxwell’s equations, choosing the Coulomb
gauge, ∇ ·A=0 and implying the steady state condition, gives
∇2A = µ0J (2)
This is Poisson’s equation and the solution is
A(p) =
µ0
4pi
∫
J(p′)
|p− p′|d
3p′ (3)
where p is the observation point and p′ is the integration
variable. From Eq. (1) we finally obtain the Biot-Savart law
for a wire of finite thickness
B(p) =
µ0
4pi
∫
J(p′)× (p− p′)
|p− p′|3 d
3p′ (4)
where d3p′ is the infinitesimal volume element. For a thin wire
with an infinitesimal element, dp′, this reduces to
B(p) =
µ0
4pi
∫
I× (p− p′)
|p− p′|3 dp
′. (5)
In the past some methods have been investigated in order to
solve the above integrals to have analytic expressions of the
magnetic fields produced by a thin wire, a 2D surface element
or, in a general form, by a current density. The authors of [9]
proposed an analytical solution starting from the numerical
approach developed by Caspi [10], [11], [12] and Leleux [13],
and they described the magnetic potential near the axis of a
multipole with the inclusion of the magnetic dipole. However,
the problem for the magnetic field components far from the
axis needed the evaluation of a large number of terms for
the expansion coefficients. The authors of [14] have derived
an analytical expression for the magnetic field of a cylinder
of finite length with a uniform, transverse magnetization by
using the assumptions that there are no free currents and
that the magnetic field could be expressed as the gradient
of a magnetostatic scalar potential. The final solution of the
magnetic field components has been written in terms of the
complete elliptic integrals of the first, second and third kind.
The problem that all authors were facing [9], [12], [14],
was that the final integral in cylindrical coordinates of the
magnetic field components or the vector potential become a
fractional integral of the order 3/2 and 1/2, respectively. In
both cases we have to face a branch line. In this paper we
propose a solution of the problem by cutting the branch line
in order to have an analytic function inside the integral instead
of multi-valued operation (obtained in the case of branch line).
This approach can also be used for calculating the radial force
and its derivatives caused by the centrifugal space charge. The
author of [15] has derived an equation for the derivatives of
the radial force which is related to the centrifugal space charge
using the elliptical integral.
In the next section we will obtain an equation for the
magnetic field generated by a single coil of radius R and we
will calculate analytically the field amplitude on and off axis
in a point at an arbitrary distance r from the axis of the coil.
II. DERIVATION OF MAGNETIC INDUCTION GENERATED BY
A WIRE CARRYING CURRENT (CIRCULAR CURRENT LOOP)
Let p′ and p be the positions of an infinitesimal element of
a coil of radius R in the position z0 and of a point located at
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2Fig. 1. Off-Axis Field Due to a Current Loop
B is the magnetic field at any point in space out of the current loop.
Bz: magnetic field component in the direction of the coil axis.
Br: radial magnetic field component.
I is the current in the wire.
R is the radius of the current loop.
z is the distance, on axis, from the center of the current loop to the
field measurement point.
r is the radial distance from the axis of the current loop to the field
measurement point
α denotes for the angle of the current element
γ stands for the angle of the observer where the magnetic field
components are to be calculated
a distance z from the coil and r from the z-axis, respectively.
Their positions in cylindrical coordinates are Fig. 1:
p′ = (R cosα,R sinα, z0) (6)
p = (r cos γ, r sin γ, z) (7)
In the special case of a constant current I , by calling dσ
an infinitesimal element of coil pointing in the direction of
current flow, Eq. (5) can be written as
B(p) =
µI
4pi
∫
dσ × (p− p′)
|p− p′|3 (8)
with,
dσ = R dα τ (9)
where τ is the unit vector tangent to the circumference of
radius R and dα denotes the infinitesimal variation of the angle
as shown in the figure. We can write τ as:
τ = −iˆ sinα+ jˆ cosα (10)
with iˆ and iˆ the unit vectors along x and y. By replacing the
above equation inside of the Eq. (9) we obtain:
dσ = R dα (−iˆ sinα+ jˆ cosα) (11)
Subtracting the two vectors of the Eqs. (6) and (7) we have,
p−p′ = iˆ(r cos γ−R cosα)+ jˆ(r sin γ−R sinα)+ kˆ(z−z0)
(12)
and, replacing Eq. (11) into the Eq. (8) we obtain:
B(p) =
µ0IR
4pi
∫
τ × (p− p′)
|p− p′|3 dα (13)
where cross product of τ and (p− p′) is:
τ×(p−p′) =
∣∣∣∣∣∣
iˆ jˆ kˆ
− sinα cosα 0
r cos γ −R cosα r sin γ −R sinα z − z0
∣∣∣∣∣∣
= iˆ (z−z0) cosα+ jˆ (z−z0) sinα+kˆ (R−r cos(γ−α))
(14)
To solve the integral of Eq. (13) we can calculate |p−p′|2
as follows:
|p− p′|2 = r2 +R2 + (z − z0)2 − 2rR cos(γ − α) (15)
Substituting Eqs. (14) and (15) into the Eq. (13) we obtain:
B(p) =
µ0IR
4pi∫
(ˆi cosα+ jˆ sinα)(z − z0) + ~k (R− r cos(γ − α))
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα
(16)
Writing the components of the magnetic field along the x,
y and z coordinates gives:
Bx =
µ0IR(z − z0)
4pi∫ 2pi
0
cosα
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (17)
By =
µ0IR(z − z0)
4pi∫ 2pi
0
sinα
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (18)
Bz =
µ0IR
4pi∫ 2pi
0
(R− r cos(γ − α))
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (19)
Let D be the boundary of C3, that is,
D = {p = {x, y, z} ∈ C3|
√
x2 + y2 < R} (20)
We apply the above boundary because we are working on
a cylindrical shape type of solenoid and the magnetic field
outside of the solenoid is not considered.
3The basic differential laws of magnetostatics are given by:
∇×B(p) = 4pi
c
j, p ∈ D (21)
∇ ·B(p) = 0, p ∈ D (22)
To verify Eq. (22) we rewrite the magnetic field vector in
cylindrical coordinates:
Br = B · r = Bx cos γ +By sin γ (23)
Bγ = B · τ = −Bx sin γ +By cos γ (24)
where,
τ = (− sin γ, cos γ, 0) (25)
r = (cos γ, sin γ, 0) (26)
By substituting Eqs. (17), (18) into the Eqs. (23), (24),
we obtain the components of magnetic field in cylindrical
coordinates as follows,
Br =
µ0IR(z − z0)
4pi∫ 2pi
0
cos(γ − α)
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (27)
Bγ =
µ0IR(z − z0)
4pi∫ 2pi
0
sin(α− γ)
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (28)
Bz =
µ0IR
4pi∫ 2pi
0
(R− r cos(γ − α))
[r2 +R2 + (z − z0)2 − 2rR cos(γ − α)]3/2 dα (29)
It is possible to verify that Eq. (22) is satisfied and the
Eq. (28), due to symmetry considerations, is always zero. We
rewrite Eqs. (27) and (29) with the definition of a parameter
ξ as:
ξ(r,R, z) =
2rR
r2 +R2 + (z − z0)2 (30)
Considering dimensionless parameters η = rR , Mz =
z
R
and putting z0 = 0, the above equation becomes:
ξ(R, z, η) =
2η
1 + η2 +M2z
(31)
After some manipulations and replacing the above equation
we obtain that the radial and longitudinal components of the
magnetic field are:
Br =
µ0IMz
4
√
2piR
(
ξ
η
)3/2 I2(ξ) (32)
Bz =
µ0I
4
√
2piR
(
ξ
η
)3/2 (I1(ξ)− η I2(ξ)) (33)
where,
I1(ξ) =
∫ pi
0
dψ
[1− ξ cos(ψ)]3/2 (34)
I2(ξ) =
∫ pi
0
cos(ψ)
[1− ξ cos(ψ)]3/2 dψ (35)
and ψ = γ − α (we put the reference at γ = 0). In the next
section, we first investigate the statement of the problem, then
we introduce a method to solve the above integrals.
III. STATEMENT OF THE PROBLEM
As we have mentioned in the previous section, we will first
report here the current theorems used in literature for solving
the fractional integrals.
Riemann-Liouville fractional integral:
Definition: Let Re ν > 0 and f be piecewise continuous and
integrable on (0, ∞). Then for z > 0 we define
D−αz−z0f(z) =
1
Γ(α)
∫ z
z0
f(z)
(z − z0)−α+1 dz (36)
when z = z0, this is called Riemann-Liouville fractional
integral of the function f of order α.
The Weyl fractional derivatives is used when z0 takes on a
singular value from −∞ to ∞, and it can be expressed as,
D−αz−∞f(z) =
(−1)−α
Γ(−α)
∫ ∞
z0
f(z)n
(z − z0)−α−1 dz (37)
and
D−αz+∞f(z) =
1
Γ(−α)
∫ z0
−∞
f(z)n
(z − z0)−α−1 dz. (38)
The Caputo fractional derivative [16] is used in order to
solve the differential equations without defining the fractional
order initial conditions. Caputo’s definition is as follows.
D−αz−z0f(z) =
1
Γ(n− α)
∫ z
z0
f(z)n
(z − z0)α+1+n dz, n− 1 < α < n.
(39)
Notice that all above theorems have a limitation for α, and
we need a theorem which is defined for all values of α. The
authors of [17] and [18] have studied this kind of integral. The
procedure is as follows.
First we recall the Cauchy’s integral formula:
Dnf(z) =
Γ(α+ 1)
2pii
∮
C
f(z)
(z − z0)n+1 dz (40)
Let the contour of integration be γ(z0, z+) in which the
branch line for (z − z0)−α−1 starts from the position z and
end at the fixed point z0. The above equation is equivalent to
the Riemann-Liouville fractional integral when Re (α) < 0.
4We divide the contour γ(z0, z+) into three contours (see Fig.
2),
γ(z0, z
+) = γ1(z0 → z) U γ2(O) U γ3(z → z0) (41)
where,
γ1(z → z0) : line segment from z to z0 ;
γ2(O) : small circle centered at z0;
γ3(z0 → z) : line segment from z0 to z.
Fig. 2. contour of integration
Then the Cauchy’s integral formula becomes:
Dnf(z) =
Γ(α+ 1)
2pii
∫
γ(z0,z)
f(z)
(z − z0)n+1 dz = Iγ1+Iγ2+Iγ3
(42)
Iγ1 , Iγ2 , Iγ3 denote the integrals over the mentioned con-
tours γ1, γ2, γ3. Then, the line in which the branch occurs can
be written,
1
(z − z0)α+1 = e
(−α−1)(ln|z−z0|+i(θ−pi)) on γ1 (43)
1
(z − z0)α+1 = 0 on γ2 (44)
1
(z − z0)α+1 = e
(−α−1)(ln|z−z0|+i(θ+pi)) on γ3 (45)
It should be noted that the integral tends to zero on γ2 as the
contour’s radius goes to zero. Substituting the above equations
inside of Eq. (11) we obtain
γ(z,z+)Dnz−z0f(z) =
(eipiα + e−ipiα) Γ(α+ 1)
2pii
∫ z
z0
f(z)
(z − z0)n+1 dz
(46)
or
γ(z,z+)Dnz−z0f(z) =
sin(piα) Γ(α+ 1)
pi
∫ z
z0
f(z)
(z − z0)n+1 dz
(47)
Notice that above equation is valid for all values of α and
we can use it for our case as we see in the next section.
IV. FRACTIONAL INTEGRAL’S SOLUTION AND THE FINAL
SOLUTION
To solve the integrals 34 and 35 we transform the equations
into the complex plane with z = e−iψ and use the modified
Cauchy’s integral formula. It should be noted that to use the
Cauchy’s integral formula, one should deal with the analytic
function of the integral. However, in our case, we have multi-
valued operation.
It should be noted that when z goes to z0, it creates a branch
line along to the branch point z0. To eliminate the branch line
and turn the multi-valued function into an analytic function
we divide the contour into three contours in order to use the
Cauchy’s integral formula [see Appendix]. Such a problem
requires an entirely new solution, but the same principle can
work also in our case. Finally we obtain
I1(ξ) =
∫ pi
0
dψ
[1− ξ cos(ψ)]3/2
=
pi
(1 + ξ)3/2
2F1(
1
2
,
3
2
; 1;
2ξ
1 + ξ
) (48)
I2(ξ) =
∫ pi
0
cos(ψ)
[1− ξ cos(ψ)]3/2 dψ
=
−pi
(1 + ξ)3/2
[ 2F1(
1
2
,
3
2
; 1;
2ξ
1 + ξ
)− 2F1(3
2
,
3
2
; 2;
2ξ
1 + ξ
) ]
(49)
Where 2F1( 12 ,
3
2 ; 1;
2ξ
1+ξ ) and 2F1(
1
2 ,
3
2 ; 1;
2ξ
1+ξ ) are the
ordinary hypergeometric functions having a general form of
the kind
pFq(a1, .., ap; b1, .., bq; z) = Σ
∞
n=0
(a1)n...(bp)
(b1)n...(bp)n
zn
n!
(50)
where (ap)n, (bq)n are the rising factorial or Pochhammer
symbol with
(a)0 = 1 (51)
and
(a)n = a(a+ 1)(a+ 2)...(a+ n− 1), n = 1, 2, .. (52)
Finally axial and radial magnetic field components are:
Br =
µ0I Mz
2R
(
ξ
2η(1 + ξ)
)3/2
[ 2F1(
3
2
,
3
2
; 2;
2ξ
1 + ξ
) − 2F1(1
2
,
3
2
; 1;
2ξ
1 + ξ
)] (53)
Bz =
µ0I
2R
(
ξ
2η(1 + ξ)
)3/2
[η 2F1(
1
2
,
3
2
; 1;
2ξ
1 + ξ
) + (1− η) 2F1(3
2
,
3
2
; 2;
2ξ
1 + ξ
) ]
(54)
5A simple derivation of the axial magnetic field component
can be obtained to evaluate the field on the axis of the coil:
Bz =
µ0IR
2
2(R2 + z2)3/2
(55)
This is a classic equation which can be found in many
physics textbooks and papers [8], [9], [19]. For the radial on-
axis field component (η=0), both hypergeometric functions of
the radial magnetic field components become 1 and cancel
each other giving:
Br = 0 (56)
The authors of [9] described the magnetic potential near
the axis of a multipole and they have obtained the following
equations for the magnetic field components:
Br(r, z) = 2Σ
∞
p=0p G02p(z)r
2p−1 (57)
Bz(r, z) = Σ
∞
p=0 G02p+1(z)r
2p (58)
where,
G02p(z) =
µ0Ic
R2p
Σ∞k=0F0,2p,2k+1 f2k+1(z) (59)
G02p+1(z) =
µ0Ic
R2p
Σ∞k=0F0,2p,2k+1 g2k+1(z) (60)
in the above equations we have the following definitions,
fh(t) = (
z√
R2 + z2
)h, (h = 0, 1, ...∞) (61)
g2k+1(t) =
df2k+1
dt
=
(2k + 1)R2
(R2 + z2)3/2
f2k(t). (62)
F0,2p,2k+1 =
(−1)p
4p(p!)2
(MpF00)2k+1 (63)
where M stands for the second derivative of functions f2k+1
and F00 is reported in [9]. Taking the first two terms of the
magnetic field components we obtain:
Br(r, z) =
µ0I
4
[
3R2z
(R2 + z2)5/2
]r (64)
Bz(r, z) =
µ0I
2
[
R2
(R2 + z2)3/2
− 3R
2 r2
2(R2 + z2)5/2
] (65)
which coincide with Eqs. 53 and 54 when we consider the
first two terms in the expansion of the hypergeometric series
2F1(
1
2 ,
3
2 ; 1;
2ξ
1+ξ ) and 2F1(
1
2 ,
3
2 ; 1;
2ξ
1+ξ ).
By assuming (r2 + z2)1/2  R and neglecting the higher
order terms of R in the denominator of the Eqs. 53 and 54
and finally taking only few terms in the expansion of the
hypergeometric functions, the axial and radial magnetic field
components can be written as
Br(r, z) =
µ0m
4pi
3rz
(r2 + z2)5/2
(66)
Bz(r, z) =
µ0m
4pi
(
3z2
(r2 + z2)5/2
− 1
(r2 + z2)3/2
) (67)
where m stands for the magnetic moment of the coil, m = IS,
with S its cross section. These are well known expressions of
the magnetic field of a small coil (magnetic dipole) at distance
much greater than the radius of the loop [20] .
V. COMPARISON BETWEEN CST PARTICLE STUDIO
SIMULATION AND ANALYTICAL RESULTS
We remember that, since our starting point was the current
density on a 2D surface as given by Eq. (8), the field
components expressed by Eqs. (53) and (54) are strictly valid
for a coil with negligible thickness. In order to check the
validity of our results also for a solenoid of finite thickness,
in this section we compare the analytical results with those
obtained with a 3D electromagnetic code, CST Particle Studio
[21].
Fig. 3. Comparison between analytical methods and numerical results of
off-axis (η = r/R = 0.04, r = 1 mm) axial and radial magnetic field
components of a solenoid with R = 25 mm and with a cylindrical cross
section of t= 3 mm. The numerical results have performed by CST Particle
Studio.
We have performed comparisons for different thickness of
the solenoid as a function of Mz = z/R. In Fig. 3 we have
compared analytical method and numerical results for off-axis
(η = r/R = 0.04, r = 1 mm) axial and radial magnetic
field components of a solenoid with R = 25 mm and with a
cylindrical cross section with a thickness of t = 3 mm. The
maximum error between analytical and numerical results is
6about 4% for the axial magnetic field component and 8% for
the radial magnetic field component.
In Fig. 4 we have performed the comparisons for an higher
off-axis case with η = r/R = 0.5 and r = 12.5 mm. The
normalized axial and radial magnetic fields are shown for two
solenoids with the thicknesses of t=1 mm and 3 mm. The
solenoid’s radius for both cases was R = 25 mm.
Fig. 4. Comparison between analytical methods and numerical results of off-
axis (η = r/R = 0.5, r = 12.5 mm) normalized axial and radial magnetic
field components for two solenoids with the thicknesses of t=1 mm and 3
mm. The solenoid’s radius for both cases was R = 25 mm. The numerical
results have performed by CST Particle Studio.
In Figure 5 we show the comparison of the normalized axial
magnetic field component of the solenoid for the off axis case
of η = r/R = 0.5 and r = 12.5 mm with three different
thicknesses of the solenoid: t = 1 mm, 3mm and 10mm. As
we expect, by decreasing the solenoid’s thickness, the error
decreases compared with analytical result. However, for all
the shown cases, the error is of the order of few percent.
VI. CONCLUSION
In this paper, we reported the derivation of the on and
off-axes magnetic field components of a solenoid with neg-
ligible thickness by means of the hypergeometric functions
2F1(a, b; c; z). The results have been compared with some
known analytical expressions in some simple cases and with
the numerical code CST Particle Studio. We obtained a very
good agreement. The method described in this paper can be
used to obtain the magnetic field of correctors in a LINAC or
for the magnetic focusing system of a klystron.
Fig. 5. Comparison between analytical methods and numerical results of off-
axis (η = r/R = 0.5, r = 12.5 mm) normalized axial magnetic field (Bz)
for different solenoids with R = 25 mm and with a cylindrical cross section
of (ω)t = 1 mm, 3mm and 10mm. The numerical results have performed by
CST Particle Studio.
APPENDIX
SOLUTION OF THE FRACTIONAL INTEGRAL
We begin with Cauchy’s integral formula:
Dnf(z) =
Γ(α+ 1)
2pii
∮
C
f(z)
(z − z0)n+1 dz (68)
Let the contour of integration be γ(z0, z+). The branch line
for (z−z0)−α−1 starts from the position z and ends at the fixed
point z0. The above equation is equivalent to the Riemann-
Liouville fractional integral when Re (α) < 0. We divide the
contour γ(z0, z+) into three contours (see Fig. 6),
γ(z0, z
+) = γ1(z0 → z) U γ2(O) U γ3(z → z0) (69)
where,
γ1(z → z0) : line segment from z to z0;
γ2(O) : small circle centered at z0;
γ3(z0 → z) : line segment from z0 to z.
Fig. 6. contour of integration
Then the Cauchy’s integral formula becomes:
Dnf(z) =
Γ(α+ 1)
2pii
∫
γ(z0,z)
f(z)
(z − z0)n+1 dz = Iγ1+Iγ2+Iγ3
(70)
7Iγ1 , Iγ2 , Iγ3 denote the integrals over the mentioned contours
γ1, γ2, γ3. Then, the line in which the branch occurs can be
written as
1
(z − z0)α+1 = e
(−α−1)(ln|z−z0|+i(θ−pi)) on γ1 (71)
1
(z − z0)α+1 = 0 on γ2 (72)
1
(z − z0)α+1 = e
(−α−1)(ln|z−z0|+i(θ+pi)) on γ3 (73)
It should be noted that the integral tends to zero on γ2 as the
contour’s radius goes to zero. Substituting the above equations
inside of Eq. (11) we obtain
γ(z,z+)Dnz−z0f(z)) =
(eipiα + e−ipiα)Γ(α+ 1)
2pii
∫ z
z0
f(z)
(z − z0)n+1 dz
(74)
or
γ(z,z+)Dnz−z0f(z) =
sin(piα) Γ(α+ 1)
pi
∫ z
z0
f(z)
(z − z0)n+1 dz.
(75)
Notice that above equation is valid for all values of α. Now
we have an equation to be used for calculating our integral.
Returning to our fractional integral∫ 2pi
0
1
[1− ξ cos(ψ)]3/2 dψ (76)
by writing the variable cos(ψ) in the complex plan as cosψ =
z+z−1
2 , and replacing into the above equation, after some
manipulations we obtain
∫ 2pi
0
1
[1− ξ cos(ψ)]3/2 dψ =
23/2pi
Γ(3/2)
limz→z0D
1/2
z (z − z0)−3/2f(z)
(77)
where z01 =
1+
√
1−ξ2
ξ and z02 =
1−
√
1−ξ2
ξ are the
branch points of the integral in which the residues should be
computed.
∫ 2pi
0
1
[1− ξ cos(ψ)]3/2 dψ = 2pii Σ
n
k=1Resf (zk)
= 2pi ΣRes
f(z)
z
= 2pi ΣRes
1
(1− ξ z+z−12 )3/2
1
z
= 25/2pi ΣRes
z1/2
ξ3/2(−z2 + 2(z/ξ)− 1)3/2 (78)
As there is a symmetry in the integral, it does not need to
branch cut both the branch lines. For this reason we will take
the interval [0,pi] where one of the branch line is located,
∫ pi
0
1
[1− ξ cos(θ)]3/2 dψ = 2pii Σ
n
k=1Resf (zk)
= 25/2
pi
Γ(3/2)
[lim
z→ 1−
√
1−ξ2
ξ
D1/2z (z − z1)3/2f(z)]
= 25/2
pi
Γ(3/2)
[D
1/2
z−z1
z1/2
(z − ( 1−
√
1−ξ2
ξ ))
3/2
] (79)
where D1/2z is the fractional derivative of the order 1/2.
Applying D1/2z to the function we obtain,
D1/2z (
z1/2
(z − z0)3/2 )
=
Γ(3/2)
(z − z0)3/2 +
z Γ(5/2)
2(z − z0)5/2 −
z2 Γ(7/2)
16(z − z0)7/2 + ... (80)
Finally substituting the Eq. (80) inside the (79) we obtain:
∫ pi
0
1
[1− ξ cos(θ)]3/2 dθ = 2
5/2 pi
Γ(3/2)
[
Γ(3/2)
(z − z0)3/2 +
z Γ(5/2)
2(z − z0)5/2 −
z2 Γ(7/2)
16(z − z0)7/2 + ...] (81)
=
pi
Γ(3/2)
[
Γ(3/2)
(1− ξ2)3/4 +
(1−
√
1− ξ2) Γ(5/2)
4(1− ξ2)5/4
− (1−
√
1− ξ2)2 Γ(7/2)
64(1− ξ2)7/4 + ...] (82)
Where the integral’s solution is a hypergeometric function
and it can be written in a compact form as
∫ pi
0
dψ
[1− ξ cos(ψ)]3/2 =
pi
(1 + ξ)3/2
2F1(
1
2
,
3
2
; 1;
2ξ
1 + ξ
)
(83)
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