To improve the quality of decision making in the process operations, it is essential to implement integrated planning and scheduling optimization. Major challenge for the integration lies in that the corresponding optimization problem is generally hard to solve because of the intractable model size. In this paper, augmented Lagrangian method is applied to solve the full-space integration problem which takes a block angular structure. To resolve the non-separability issue in the augmented Lagrangian relaxation, we study the traditional method which approximates the cross-product term through linearization and also propose a new decomposition strategy based on two-level optimization. The results from case study show that the augmented Lagrangian method is effective in solving the large integration problem and generating a feasible solution. Furthermore, the proposed decomposition strategy based on two-level optimization can get better feasible solution than the traditional linearization method.
Introduction
Production planning and scheduling belong to different decision making levels in process operations, they are also closely related since the result of planning problem is the production target of scheduling problem. In process industry, the commonly used planning and scheduling decision making strategy generally follows a hierarchical approach, in which the planning problem is solved first to define the production targets and the scheduling problem is solved next to meet these targets. However, there exists a big disadvantage in this traditional strategy since there is no interaction between the two decision levels, i.e., the planning decisions generated might cause infeasible scheduling subproblems. At the planning level, the effects of changeovers and daily inventories are neglected, which tends to produce optimistic estimates that cannot be realized at the scheduling level, i.e., a solution determined at the planning level does not necessarily lead to feasible schedules. Moreover, the optimality of the planning solution cannot be ensured because the planning level problem might not provide an accurate estimation of the production cost, which should be calculated from detailed tasks determined by the scheduling problem.
Therefore, it is important and necessary to develop methodologies that can effectively integrate production planning and scheduling. However, since production planning and scheduling are dealing with different time scales, the major challenge for the integration lies in the large problem size of the resulted optimization model. A direct way for addressing the integrated planning and scheduling problems is to formulate a single simultaneous planning and scheduling model that spans the entire planning horizon of interest. However, when typical planning horizons are considered, the size of this detailed model becomes intractable, because of the potential exponential increase in the computation time. To overcome the above difficulty, most of the work appeared in the literature aim at decreasing the problem scale through different types of problem reduction methodologies and developing efficient solution strategies as summarized by Grossmann, Van Den Heever, and Harjunkoski (2002) and Maravelias and Sung (2008) . Generally, the existing work in the area of planning and scheduling integration can be summarized as follows.
The first type of methods is based on decomposition in a hierarchical way through iterative solution procedure. Through a hierarchical decomposition of the integration problem, detailed scheduling constraints are not incorporated into the upper level aggregate planning model, on the other hand, information is passed from the aggregate planning problem to a set of detailed scheduling problems and these scheduling problems are separated based on the temporal decomposition. Thus, the problems that need to be solved include a relative simple planning problem and a series of scheduling subproblems. To ensure the feasibility and optimality of the solution, it is further necessary to develop effective algorithms to improve the solution using additional cuts in the planning level within an iterative solution framework (Bassett, Pekny, & Reklaitis, 1996; Erdirik-Dogan & Grossmann, 2006 , v max i,j minimum amount, maximum capacity of unit j when processing task i Tf i,j,n continuous, time at which task i finishes in unit j while it starts at event point n Ts i,j,n continuous, time at which task i starts in unit j at event point n i,j ,ˇi ,j constant, variable term of processing time of task i in unit j, respectively H scheduling time horizon Gudi, 2005; Papageorgiou & Pantelides, 1996) . The second type of method, which is also called rolling horizon approach, considers a relative rough model for the far future planning periods in the integrated planning and scheduling model, i.e., detailed scheduling models are only used for a few early periods and aggregate models are used for later periods. The production targets for the early periods are directly implemented, while the production targets for the later periods are updated along with the rolling horizon. Applications of this kind of strategy can be found in Dimitriadis, Shah, and Pantelides (1997), Sand, Engell, Märkert, Schultz, and Schultz (2000) , Wu and Ierapetritou (2007) , and Verderame and Floudas (2008) . Thirdly, for the cases where there is no plant and market variability, campaign mode can be applied to generate an easy to implement and profitable process operations plan. In a periodic scheduling framework, the planning and scheduling integration problem is replaced by establishing an operation schedule and executing it repeatedly (Castro, Barbosa-Povoa, & Matos, 2003; Wu & Ierapetritou, 2004; Zhu & Majozi, 2001) . Other than using the detailed scheduling model in the integrated planning, surrogate methods aim at deriving the scheduling feasibility and production cost function first and then incorporating them into the integrated problem. This avoids the disadvantage of large scale and complex model which directly incorporate the detailed scheduling model into aggregating planning model as shown in (Sung & Maravelias, 2007) . Except the different methods for the integrated planning and scheduling summarized above, another approach is based on the study of the special structure of the mathematical programming model for the integration problem and aims at developing efficient decomposition techniques to solve the optimization problem directly. Lagrangian relaxation is an approach that is often applied to models with a block angular structure. In such models, distinct blocks of variables and constraints can be identified and they are linked through a few "linking" constraints and variables. To our knowledge, Lagrangian relaxation has been widely applied onto planning and scheduling problems for different applications including unit commitment in power industry (Padhy, 2004) , midterm production planning (Gupta & Maranas, 1999) , and combined transportation and scheduling (Equi, Gallo, Marziale, & Weintraub, 1997) , etc. However, the major drawback of Lagrangian relaxation method is that there is duality gap between the solution of the Lagrangian dual problem and the solution of original problem, and often the feasibility of the solution needs to be recovered through heuristic steps. So it is often only used as the bounding step in the branch and bound framework. The disadvantage of Lagrangian relaxation can be avoided by augmented Lagrangian relaxation (ALR) method, which has been used in several applications in areas such as power generation scheduling (Carpentier, Cohen, Culioli, & Renaud, 1996) , multidisciplinary design (Tosserams, Etman, & Rooda, 2008) , etc. One drawback of ALR method is the non-separability of the relaxed problem, which has also received wide attention in the literature. In this paper, we propose to apply the ALR method on the planning and scheduling integration problem which takes a block angular model structure, and also propose a new decomposition strategy to address the nonseparability issue in the ALR solution procedure, which can be used to decompose the relaxed problem exactly without any approximation technique as presented in the literature.
The content of this paper is organized as follows. The problem formulation of the integrated planning and scheduling problem is first presented in Section 2. The general augmented Lagrangian solution method is presented in Section 3. Detail reformulation and decomposition strategies for the planning and scheduling integration problem are presented in Section 4. The proposed method is studied in Section 5 through a case study and the paper concludes in Section 6.
Problem formulation
Production planning model is used to predict production targets and material flow over several months (up to one year), it is generally takes a simplified representation of the production and formulated as linear problem. Scheduling models on the other hand are more detailed assuming that key decisions (production targets) have been made. To integrate these two different decision-making problems, the simplest way is to formulate a full space optimization model, where in every period of the planning horizon, the scheduling constraints are incorporated into the model, while keeping the inventory connecting constraints between the planning decision and scheduling decisions. In this work, we formulate the production planning and scheduling integration problem as follows. 
In the above model, the objective function (1a) is the total cost composed by three parts: inventory cost, backorder cost and production cost, where the inventory cost and backorder cost are calculated based on the inventory and backorder amount and the given unit cost parameter (h s , u s ); the production cost of different planning periods is composed by a fixed part which represents the basic cost of a task, and a dynamic part which is proportional to the amount of material processed (batch size). The constraints of the above integration model can be divided into planning level and scheduling level. Eqs. (1b) and (1c) represent the planning level constraints, among them, Eq. (1b) represents the inventory balance and Eq. (1c) represents the backorder balance.
Among the constraints of the scheduling level, Eq. (1d) expresses the requirement that the planning solutions P t s generated from upper planning level is the production targets for different planning periods. Eq. (1e) represents the connection constraints for the initial product inventory for different planning periods. Eq. (1f) represents the allocation constraints which state that only one of the tasks can be performed in each unit at an event point (n); the capacity limitations of production units are expressed by constraints (1 g); constraints (1 h) represent the duration constraints and constraints (1i)-(1o) represent time limitations due to task sequence requirements in the same or different production units; Eqs. (1p) and (1q) represent the material balances for each state (s) expressing that at each event point (n) the amount st s,n is equal to that at event point (n − 1), adjusted by any amounts produced and consumed between event points (n − 1) and (n). Constraints (1r) represent the storage capacity constraints. For more detail about the above scheduling constraints, we refer the reader to the paper by Ierapetritou and Floudas (1998 , Ts t i,j,n , st t s,n , stin t s ) for planning period t using the vector y t , then the structure of the above integrated planning and scheduling model can be illustrated as shown in Fig. 1 .
In the above constraint matrix, the part on the top of the matrix corresponds to the planning constraints, and the lower part is composed by scheduling constraints for different planning periods. It can be observed that the integration model takes a block angular structure and the blocks are linked through planning decision variables. As stated in Section 1, Lagrangian relaxation is a typical approach that is often applied to this type of models with a block angular structure. However, to avoid the drawback of classical Lagrangian relaxation, augmented Lagrangian method is applied in this work.
Augmented Lagrangian method
Lagrangian relaxation has been widely studied for the constrained optimization problem (Guignard, 1995) . Generally, for the following constrained minimization problem:
here h(x) and g(x) are the "upper level" constraints to be relaxed, and˝= {x|H(x) = 0, G(x) ≤ 0} are the "lower level" constraints, the Lagrangian relaxation function with respect to the "upper level" constraints is as follows: (x, , ). Based on strong duality theorem, we know that if all the constraints are convex and all the variables are continuous, the optimum of primal problem will equal the optimum of the dual problem, i.e., z P = z LR D . However, a duality gap might exist in the presence of integer variables or other non-convexities, which means that the optimal solution to the dual problem will be strictly less than the true optimum of primal problem, i.e., there is a duality gap between the two optimal values.
One way to overcome the duality gap in classical Lagrangian relaxation is to consider the augmented Lagrangian relaxation function as follows: 
we have z ALR D = z P even if primal problem is non-convex provided is big enough. To solve the augmented Lagrangian dual Problem, the method of multipliers can be used. This method has been widely studied and analyzed since it is first proposed in the 1960s by Hestenes (1969) and Powell (1969) independently. The theoretical characteristics of this approach include its natural link to penalty and Lagrangian methods as it inherits advantages of both, and also, as pointed out by Rockafellar (1973) , its interpretation in connection with the proximal point algorithm as a regularized dual technique for convex programming. Convergence to KKT points of the original non-decomposed problem has been proven for the method of multipliers algorithm under mild assumptions: local solutions must satisfy second order sufficiency conditions, and sufficiently large (Bertsekas, 1982) . Under the more strict assumption of convexity, the method of multipliers can be shown to converge to the globally optimal solution of the original problem for any positive penalty weight, as long as the sequence of weights is non-decreasing.
For more general problems, Andreani, Birgin, Martínez, and Schuverdt (2008) proposed a new version of the augmented Lagrangian algorithm (Appendix A) which admits general constraints in the set˝. The algorithm consists of a sequence of approximate minimizations of the relaxation L( , , , ) subject to the lower level constraints x ∈˝followed by updating , and . One of the most important conclusions of their work is that even if the augmented Lagrangian relaxation problem is not solved to optimality at every iteration, Constant Positive Linear Dependence (CPLD) based convergence property are ensured under suitable conditions: f, g, h admit continuous first derivatives and = { |H( ) =0, G( ) ≤ 0}is a closed set. The work of Andreani et al. (2008) provides important theoretic support for practical application of augmented Lagrangian method. First, they proved that at least a limit point x* of the sequence {x k } generated by the above algorithm exists under the sufficient condition that there exists ε > 0 such that the set { ||H( )|| < ε, G( ) < ε} is bounded. In practical optimization, this condition is often naturally satisfied. Secondly, regarding the feasibility of the solution, it is proved that: (a) if the sequence of penalty parameters { k } is bounded (i.e., from some iteration on, the penalty parameters are not updated, or there exists k 0 such that k = k0 for all k ≥ k 0 ), the limit point x* is a feasible solution of original problem; (b) if the limit point satisfies the Constant Positive Linear Dependence (CPLD) constraint qualification condition (Appendix B) with respect to the lower-level constraints, it is a KKT point of the following problem, which minimizes the sum of upper-level infeasibilities subject to lower level feasibilities: min .5(||h|| 2 + ||g + || 2 ). Finally, regarding the optimality of the solution, it is proved that if the limit point x* is feasible and also satisfies the CPLD constraint qualification condition with respect to lower level constraints {x ∈˝}, then x* is a KKT (stationary) point of the original problem.
Although the convergence properties of the ALR algorithm proved by Andreani et al. (2008) are based on the assumption of the continuous first derivative of the objective function f(x) and upper level constraints h(x), g(x), it is worth to point out that these properties are remained for the mixed integer linear programming problem studied in this paper. The reason is that the mixed integer problem is always able to be transformed into its equivalent continuous counterpart because binary variable wv t i,j,n ∈ {0, 1} can be replaced by continuous relaxation 0 ≤ wv t i,j,n ≤ 1 and adding complementarity constraints wv t i,j,n (1 − wv t i,j,n ) = 0, so when the above algorithm is applied onto the mixed integer programming problem (2), similar convergence properties can still be ensured.
Solution methodology

Decomposable structure with reformulation
Observing the special constraint structure of the integrated planning and scheduling problem as shown in Fig. 1 
In the above model, (2d) and (2e) are the coupling constraints which link the different scheduling and planning constraints block. In the problem reformulation (2) we have made a compact representation of the scheduling constraints (1f)-(1r) as (2 h) for the sake of simplicity. Thus the constraint matrix structure of the above problem is shown in Fig. 2 . With the above reformulation, the resulted model (2) is decomposed into a planning subproblem and a number of scheduling subproblems once the coupling constraints (2d) and (2e) are relaxed. In this work, the augmented Lagrangian algorithm is applied to solve the integration planning and scheduling problem. Specifically, equality constraints (2d) and (2e) are relaxed and the following augmented Lagrangian relaxation problem is obtained: 
Thus the solution of the original planning and scheduling integration problem (1) is transformed into the solution of the following augmented Lagrangian dual problem max , , f ( , , ). In particular, we propose the following algorithm for the planning and scheduling integration problem:
Step 1. Initialization. Set bounds for multipliers: [ min , min ], [ min , min ]. Choose initial multiplier and penalty parameter value t s = 0, t s = 0, = 1, set k = 1, ε > 0 (e.g., 0.1),˛> 1 (e.g., 2.2),ˇ∈ (0, 1) (e.g., 0.4);
Step 2. Compute an approximate solution of the augmented Lagrangian relaxation problem through decomposition technique as described in detail in the next section, get solution Inv, II, P, PP and objective value f( , , ). Define consistency function value vector g = [Inv − II P − PP] T , if ||g|| < ε, then stop, ( , , ) is a solution; otherwise, go to step 3.
Step 3. Update multipliers:
, set =˛ ; otherwise keep unchanged. Set k = k + 1, go to step 2.
Note that in the above solution algorithm, it is necessary to solve a series of augmented Lagrangian relaxation problems (3). However, the objective function of the relaxation problem (3) contains cross-product terms P t s PP t s and Inv t s I t s which are non-separable, thus it is still hard to solve the relaxation problem unless it is decomposed because it is almost as hard as the original problem (1). So, in next subsection several decomposition strategies are presented to decompose the relaxation problem and reduce the computational complexity.
Decomposition strategy
As presented above, in the augmented Lagrangian solution framework, there is an upper level which aims at finding the optimal Lagrangian multipliers and penalty parameters to solve the augmented Lagrangian dual problem. In every iteration of the method of multipliers, an augmented Lagrangian relaxation problem (3) needs to be solved with fixed Lagrangian multipliers , and penalty parameter . The relaxation problem is solved in a lower level using different decomposition strategies. There are several techniques in the literature that resolve the issue of separability in the augmented Lagrangian solution method: the Diagonal Quadratic Approximation (DQA) method (Ruszczynski, 1995) ; the Block Coordinate Decent (BCD) method which is also known as the "nonlinear Gauss-Seidel" method (Bertsekas, 2003) ; the Alternating Direction method (Bertsekas & Tsitsiklis, 1989) , which is an extreme case of the BCD method by taking only a single BCD iteration; the separable augmented Lagrangian algorithm (Hamdi, Mahey, & Dussault, 1997) , etc. All of those methods generate an approximate decomposable version of the original relaxation problem then solve it through decomposition. In this subsection, we present the Diagonal Quadratic Approximation method for comparison and also propose a new method based on two-level optimization of the relaxation problem.
Diagonal Quadratic Approximation
Diagonal Quadratic Approximation method addresses the nonseparable issue through linearizing the cross-product quadratic term (P 
Thus with above substitution for the non-separable term, the original relaxed problem (3) can be rewritten as the following decomposable form
where f P represents optimal objective of the following planning subproblem (4) 
In the DQA solution method, subproblems (4) and (5) are solved alternately with updated value of the tentative solution until a given iteration limit is reached or the relative change in the objective function value of the relaxation problem for two consecutive inner loop iterations is smaller than some user-defined termination tolerance. Sometimes, considering the fact that high accuracy of the subproblem solutions is not necessary in the early iterations when the Lagrangian multipliers are far from its optimal value and the computational effort is wasted, it is more desirable to quickly update the Lagrangian multiplier to move toward its optimal value. This can be achieved by limiting the total number of inner loop iterations in DQA by treating it as user-specified parameter to reduce the computational cost for solving the inner loop (Li, Lu, & Michalek, 2008) . Among the above subproblems, the planning subproblem is a quadratic programming problem, whereas the scheduling subproblems are mixed integer quadratic programming problems, all of them can be solved through standard QP/MIQP solvers such as CPLEX 10. Also notice that the feasibility of the subproblems can be ensured since the auxiliary variables are not constrained in the subproblem. Furthermore, an important fact regarding those subproblems is that they can be solved in parallel, thus the solution efficiency can be greatly improved.
Two-level optimization
Different from those methods that use an approximation to make the objective separable, we propose a new method to address the non-separability issue in the augmented Lagrangian method. First, the augmented relaxation problem (3) can be rewritten to the following equivalent form: where q t (P, Inv) is further defined by the following optimization subproblems:
With the above reformulation strategy, the solution of the relaxation problem (3) can be transformed into the solution of nonlinear problem (7) which takes an implicit objective function and the evaluation of the objective function needs the solution of a series of subproblems (8).
The difference between the DQA strategy and the proposed two-level strategy lies on the fact that the DQA strategy actually solves an approximation version of the relaxation problem (3). However the later strategy solves the exact problem (3) using a two-level optimization. In particular, the two-level optimization strategy solves the augmented Lagrangian relaxation problem by further reformulating it into two levels: in the first level, the relaxation problem is solved only with respect to the planning decision variables through an iterative algorithm, whereas in every iteration, a set of scheduling subproblems needs to be solved with fixed planning decision variables in the second level as shown in Fig. 3 . Notice that in the two-level strategy, the relaxation problem and the scheduling subproblems are in different levels, and in the DQA strategy, the planning subproblem and scheduling subproblem are solved in the same level but alternately.
Finally, it should be mentioned that in the DQA method, the solution generated by solving subproblems (4) and (5) alternately is actually an approximate solution of the original relaxation problem (3). As explained previously, the theory provided by Andreani et al. (2008) provides support for this kind of approximation method. Similarly, we can use this idea in the two-level optimization strategy as follows. It is known that q t (P, Inv)is generally a non-smooth function of P, Inv because of the integrality restrictions. Theoretically, non-smooth optimization method should be used to ensure the optimality of the solution. However, considering the difficulty of solving the non-smooth problem (7) and due to the fact that an optimal solution is not necessary to ensure the convergence of the algorithm, we propose to use a continuous solver to solve problem (7) to get a solution which is feasible but not optimal. In the next section, we make a comparative study on the two different decomposition strategies in the ALR solution framework.
Computational study
The augmented Lagrangian algorithm and different decomposition strategies are studied in this section through an example production problem. All the computations in this example are performed on a dual-core system with 2.8 GHz CPU and 1 Gb RAM. In this example, two products P1 and P2 are produced through three processing stages utilizing three materials (Kondili, Pantelides, & Sargent, 1993 ). The state-task-network (STN) representation of this example is shown in Fig. 4 and the problem data can be found from Table 1 .
Considering the production planning and scheduling integration problem for the above production process, we divide the planning horizon into a number of planning periods with equal time length. In every planning period, an 8-h scheduling problem is considered and 6 event points are used in the continuous time scheduling model as shown in model (1). Note that this number of event points is determined ahead of time with an objective of maximizing the production in the scheduling horizon of fixed 8-h. Within such a time horizon and event point scheme, the resulted scheduling model can be efficiently and quickly solved through standard MILP solver such as CPLEX 10.
In the following, to study the augmented Lagrangian algorithm, we test six different cases of the planning and scheduling integration problem. Those six cases take different number of planning periods from 5 to 90 and the detail demand data can be referred from Fig. 5 (e.g., for the 5-period case, the demand data are the first five data in the figure). Cost data for this problem can be found from Table 2 . Before the application of the augmented Lagrangian algorithm on the problem, we study the direct solution of the full space problem (1) using standard MILP solver CPLEX 10. The statistical data for the full space integrated planning and scheduling model with six different cases of planning periods and the results of direct solution method are shown in Table 3 . It is observed that the problem is generally very difficult to be solved to optimality as the number of period increases and it becomes intractable when the number of periods is large (90 in this example).
The augmented Lagrangian method is then applied on this example and different decomposition strategies presented in Section 4 are compared.
First, for the DQA based decomposition strategy, we studied two different versions of the method and the results are shown in Table 4 . The first version uses only one iteration for the solution of the relaxation problem and the other version uses increasing iteration limit (equal to the index of the outer iteration, noted as 'k-iteration' in the following) for the solution of the relaxation problem. In the solution procedure, CPLEX 10 is used in GAMS platform to solve both the planning subproblem (QP problem) and the scheduling subproblems (MIQP problems). Then, the proposed two-level optimization strategy is applied for the solution of the augmented Lagrangian problem. To address the implicit objective function (7a), we use the nonlinear programming solver KNITRO (Waltz & Plantenga, 2006) in MATLAB platform to solve the inner optimization problem (6) with the maximum iteration limit set as 50. Scheduling subproblems (MIQP) are solved using CPLEX 10 in GAMS. Note that although problem (7) is generally non-smooth and KNITRO is a solver for smooth optimization problem, it is used here to obtain a feasible solution to the corresponding problem. We test the same group of problems as with the DQA approach and the computation results are shown in Table 5 .
In all the computation results shown in Tables 4 and 5 , column 'T' represents the number of planning periods, column 'k' represents the number of outer iterations in the augmented Lagrangian method, column 'time' represents the time used in seconds for the computation, column 'f' represents the final value of the augmented Lagrangian function, column ' g + ||g|| 2 ' represents the value of the augmented and penalty term in the augmented Lagrangian function, '||g||' represents the norm of the consistency constraint function value vector. Fig. 6 presents the solution procedure of the augmented Lagrangian method for the 90 periods problem.
From the above results, it can be observed that the augmented Lagrangian algorithm converges to a feasible solution of the original problem since the norm value of the coupling constraints always converges to zero. Note that this property is independent of the decomposition strategy used. To illustrate the feasibility of the solution, we also plot the solution of the production data along with the scheduling feasibility boundary which is generated through parametric programming technique (Li & Ierapetritou, 2007) for the 90 periods case in Fig. 7 . It is observed that the solution data points are all inside the feasibility boundary. Although both decomposition strategies ensure the convergence of the solution, it is worth noticing that the efficiency and quality of the solution as analyzed in the following. First, for the DQA strategy, it is observed from the two different versions in Table 4 that if more iterations are used for the solution of the relaxation problem, generally less outer iterations will be required. However the increased computational complexity does not reflect obvious quality improvement of the final solution.
Second, for the two-level decomposition method, it can be observed that it takes relative small number of outer iterations and can get feasible solutions which are better than the results of DQA method. On the other hand, the computation time needed for the two-level optimization method is more than the time needed for the DQA approach with fixed one iteration, but comparable to the DQA with increasing iteration limits. However, the quality of the solution for two-level method is better than all the DQA cases, i.e., although more or comparable computation time is required, better solution is achieved by using the two-level optimization strategy.
The results for this problem are shown in Figs. 8-10. In particular Fig. 8 illustrates the production of products P1 and P2. As shown in this figure the production in the solution produced by DQA method is more compared with the solution from the two-level approach. Fig. 9 illustrates the inventory of products P1 and P2. As shown by the figure the inventory amount in the solution of the DQA method is more than that of the two-level optimization method, leading to higher inventory cost. Finally as shown in Fig. 10 that illustrates the backorder amount, the backorder amount in the solution of twolevel case is almost zero for all periods, but the solution of DQA takes a relative large backorder in the 7th period. Thus it can be observed from these results that the quality of the DQA solution is inferior compared to the solution of the two-level strategy.
Conclusions
To address the problem of integrated production planning and scheduling, a decomposition algorithm based on augmented Lagrangian is proposed in this paper. Based on the special structure of the optimization model, auxiliary variables and coupling constraints for the linking variables are first introduced, the coupling constraints are then relaxed and the resulted augmented Lagrangian relaxation problem is solved through decomposition technique. We also propose a new decomposition strategy based on two-level optimization of the relaxation problem and compare its performance with traditional approximation based decomposition strategy. The results from a case study show that the augmented Lagrangian method can effectively generate feasible solution for the original problem, and the new decomposition strategy can generate better feasible solution than the traditional approximation based method with the trade-off of using more or comparable computation efforts. Furthermore, it is also worth noticing that the computation time in the method is mostly spent on the solution of scheduling subproblems. By realizing that the subproblems can be further solved in parallel, we can reduce further the computation time through parallel computing.
The main advantages of the augmented Lagrangian method are: (a) the convergence of the algorithm is ensured without the need to solve the relaxation problem to optimality; (b) it can be easily parallelized; and (c) it is able to avoid the duality gap. Furthermore, it can be also used within a bounding procedure since a feasible solution is always ensured. In summary, the augmented Lagrangian method is appropriate for the solution of the planning and scheduling integration problem. Future work will include improving the solution of the relaxation problem to find the global optimal solution of the original problem.
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