Abstract. We consider the 3D spatially homogeneous Boltzmann equation for (true) hard and moderately soft potentials. We assume that the initial condition is a probability measure with finite energy and is not a Dirac mass. For hard potentials, we prove that any reasonable weak solution immediately belongs to some Besov space. For moderately soft potentials, we assume additionally that the initial condition has a moment of sufficiently high order (8 is enough) and prove the existence of a solution that immediately belongs to some Besov space. The considered solutions thus instantaneously become functions with a finite entropy. We also prove that in any case, any weak solution is immediately supported by R 3 .
Introduction and results

The Boltzmann equation.
We consider a spatially homogeneous gas modeled by the Boltzmann equation: the density f t (v) of particles with velocity v ∈ R 3 at time t ≥ 0 solves The cross section B(|v − v * |, cos θ) ≥ 0 depends on the type of interaction between particles. We refer to the book of Cercignani [7] for a physical reference on the Boltzmann equation and to the review papers of Villani [36] and Alexandre [2] for many details on what is known from the mathematical point of view. Conservation of mass, momentum and kinetic energy hold for reasonable solutions and we classically may assume without loss of generality that R 3 f 0 (v)dv = 1.
1.2.
Assumptions. We will assume that for some γ ∈ (−1, 1), some ν ∈ (0, As noted in the introduction of [3] , this last assumption (b = 0 on (π/2, π]) is not a restriction since we can always reduce to this case by a symmetry argument. When particles collide by pairs due to a repulsive force proportional to 1/r s for some s > 2, then (A γ,ν ) holds with γ = (s − 5)/(s − 1) and ν = 2/(s − 1). Thus our study includes the case of hard potentials (s > 5), Maxwell molecules (s = 5) and moderately soft potentials (s ∈ (3, 5)).
Functional spaces.
Let us introduce all the functional spaces we will use in this paper.
• M(R d ) is the set of non-negative finite measures on R d .
• P(R d ) is the set of probability measures on R d . |g(x) − g(y)| |x − y| α < ∞.
• L p (R d ) is the usual Lebesgue space with ||f ||
• For s ∈ (0, 1), the Besov space B |f (x + h) − f (x)|dx < ∞.
In the whole paper, when a measure f ∈ M(R d ) has a density, we also denote by f this density.
1.4. Weak solutions. We will consider weak solutions in the following sense.
Definition 1.1. Assume (A γ,ν ) for some ν ∈ (0, 1) and γ ∈ (−1, 1).
(i) A family (f t ) t≥0 ⊂ P 2 (R 3 ) is a weak solution to (1.1) if for all t ≥ 0, The right hand side of (1.4) is well-defined due to (1.3) and (A γ,ν ). Indeed, there holds |v ′ − v| = |v − v * | (1 − cos θ)/2 ≤ |v − v * ||θ|, so that |L B φ(v, v * )| ≤ C φ S 2 B(|v − v * |, cos θ)|v − v * ||θ|dσ ≤
Moderately soft potentials. Assume (A γ,ν ) for some ν ∈ (0, 1), some γ ∈ (−1, 0) with γ + ν > 0. Assume also that f 0 has a density with a finite entropy, i.e. R 3 f 0 (v)| log f 0 (v)|dv < ∞. Then there exists a weak solution to (1.1) starting from f 0 due to Villani [37] . This solution is unique [22] if f 0 ∈ P q (R 3 ) for some q > γ 2 /(γ + ν).
Very soft potentials. Assume (A γ,ν ) for some ν ∈ (0, 2), some γ ∈ (−3, 0). If f 0 has a density with a finite entropy, there exists a weak solution to (1.1) starting from f 0 due to Villani [37] . Uniqueness holds locally in time [20] provided f 0 ∈ L p (R 3 ) for some p > 3/(3 + γ).
1.5. Main result. Let us mention that during the proof, we will check the following property.
Theorem 1.2. Assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1). Let also f 0 ∈ P 2 (R 3 ) not be a Dirac mass. For any weak solution (f t ) t≥0 to (1.1) starting from f 0 , Supp f t = R 3 for all t > 0.
The main result of the paper is the following. Theorem 1.3. Assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1) with γ + ν > 0. Let f 0 ∈ P 2 (R 3 ) not be a Dirac mass.
(i) If γ ∈ (0, 1), then any weak solution (f t ) t≥0 to (1.1) starting from f 0 and such that
satisfies that f t ∈ B (ii) If γ ∈ (−1, 0], assume also that f 0 ∈ P 4+γ+4|γ|/ν (R 3 ). There exists a weak solution (f t ) t≥0 to (1.1) starting from f 0 such that f t ∈ B (iii) In any case, f t has a density satisfying R 3 f t (v)| log f t (v)|dv < ∞ as soon as t > 0.
No regularization may hold if f 0 is a Dirac mass, since Dirac masses are stationary solutions to (1.1). In the case of moderately soft potentials (γ ∈ (−1, 0] and γ +ν > 0), we need a few moments; observe that we always have 4 ≤ 4 + γ + 4|γ|/ν ≤ 8. Of course, (1.8) can of be made explicit, but the the resulting formula is awful. While we show that any solution is regularized for hard potentials, we can only prove that there exists at least one solution enjoying some regularization properties for moderately soft potentials. This is due to our probabilistic interpretation: when γ ∈ (0, 1), we can associate a Boltzmann stochastic process to any weak solution, while when γ ∈ (−1, 0], we are only able to prove that there exists a Boltzmann stochastic process and that its law is a weak solution.
In [36, Theorem 9-(iii) p 95], Villani announces a result very similar to Theorem 1.3. However, he obtains only some gain of integrability, while we obtain some (extremely weak) regularity. We know from a private communication that this work has never been written down. 
, with γ ∈ (0, 1) and
The main interest of Theorem 1.3 is the following: almost all the papers on the Boltzmann equation (concerning e.g. regularization or large-time behavior) assume that the initial condition has a finite entropy, see the long review paper of Villani [36] . Our result shows that such results automatically extend to any measure initial data with a finite mass and energy which are not Dirac masses. For example, the finiteness of the entropy of the initial condition is assumed in Alexandre-Desvillettes-Villani-Wennberg [3] , Chen-He [8] , Desvillettes-Wennberg [14] and Huo-Morimoto-Ukai-Yang [26] . Using the results of the present paper, we deduce that for any (non-Dirac) measure initial condition with finite mass and energy,
• under the assumptions of Theorem 1.
for all t > 0 by [8] ;
• for regularized hard potentials, f t ∈ C ∞ (R 3 ) for all t > 0 due to [14, 26] .
1.7.
Known regularization results. In many papers, Grad's cutoff is assumed: the cross section B, which physically satisfies
is replaced by an integrable cross section. No regularization may arise under Grad's cutoff, see e.g. Mouhot-Villani [30] . The first results about regularization for the homogeneous Boltzmann equation without cutoff are due to Desvillettes [11, 12] . There are now roughly four types of available results.
• General results applying to all true physical potentials, relying on the entropy dissipation, providing weak regularity. Under (A γ,ν ) for some ν ∈ (0, 2) and some γ ∈ (−3, 1), when f 0 is a function with finite mass, entropy and energy, it has been shown (among many other things) by
loc (R 3 ) for all t > 0. This has been recently precised, in the case of hard and moderately soft potentials by Chen-He [8, Theorem 1.3]:
• High regularization for true physical potentials assuming that f is already known to be slightly regular. It is proved by Chen-He [8, Theorem 1.5] that for hard and moderately soft potentials, if f 0 ∈ H 3 (R 3 ) and R 3 (1 + |v| q )|∇f 0 (v)|dv < ∞ for some q ≥ 2 large enough, then the solution immediately lies in H N (R 3 ) for some N depending on q.
• Full regularization for regularized hard potentials, when f 0 is a function with finite mass, entropy and energy. See Desvillettes-Wennberg [14] , Alexandre-El Safadi [4] and Huo-MorimotoUkai-Yang [26] .
• Very restrictive results when f 0 is a (non-Dirac) probability measure in the 2D case: full regularization for Maxwell molecules (see and [16] ) and weak regularization [5] for a class of hard potentials (applying to interaction forces in 1/r s with s > 13.75). All these works use some Malliavin calculus and seem very difficult to extend to the 3D case.
Here we deal with true physical potentials, for which there are several complications: |w| γ is not bounded below (and vanishes when γ > 0), which makes ellipticity estimates non-trivial, explodes either at 0 or at infinity and is in any case not smooth at 0. To our knowledge, the only regularization results that concern the homogeneous Boltzmann equation for true physical potentials are those of [3] , [8] and [5] . The present result consequently improves on [5] (we treat the 3D case, all interaction forces in 1/r s with s > 3 and we remove some technical assumptions) and is not in competition with [3] or [8] (the finiteness of the entropy is assumed in [3] and [8] ).
1.8. Known positivity results. The proof of Theorem 1.2 is very easy, but it seems to be new. The first lowerbound of solutions to the Boltzmann equation is due to Carleman [6] in the case of hard spheres (γ = 1, b ≡ 1). In [31] , A. Pulvirenti and Wennberg obtained some Maxwellian lowerbound in the case of hard potentials with cutoff (γ ∈ (0, 1] and π 0 b(θ)dθ < ∞), assuming that f 0 has a finite entropy. A quantitative version of Theorem 1.2 (for measure solutions) has been proved by Zhang-Zhang [38] , still in the case of hard potentials with cutoff. Some positivity results [17] are available for 2D Maxwell molecules without cutoff. For general physical potentials without cutoff, some indications concerning the positivity of smooth solutions are given in Villani [36, Subsections 6.2 and 6.3] . Finally, Mouhot [29] proved some quantitative lowerbound in the much more complicated spatially inhomogeneous case without cutoff, but for quite regular solutions (corresponding here, roughly, to the assumption Here we use no Malliavin calculus, but a recent method introduced in [23] to prove that stochastic processes with rather irregular coefficients have a density. Recently, Debussche-Romito [9] have considerably improved this method by using Besov spaces, in order to study the regularity of the law of the solution to a 3D stochastic Navier-Stokes equation. For example, only 1D diffusion processes with diffusion coefficient in C 1/2+ǫ b (R) were treated in [23] , while some quick computations seem to show that diffusion processes in any dimension and with diffusion coefficient in C ǫ b (R d ) can be studied using the tools of [9] . As we will see, it also perfectly applies to the S.D.E. associated with the homogeneous Boltzmann equation.
Let us mention that our proof is not deeply probabilistic: we use no stopping times, no Malliavin calculus, etc. We believe that a very similar deterministic proof can be written down. The advantage would be to remove Section 9 below, which is long and boring, in which we build the stochastic processes related to Boltzmann's equation. The disadvantage would be that the computations of Section 6 would become awful (and would look completely artificial).
1.10. Plan of the paper. In the next section, we state the main lemma we will use, which is due to Debussche-Romito [9] and we give an elementary proof. In Section 3, we rewrite in an adequate way the weak formulation of (1.1) and prove a few properties of weak solutions. Section 4 is devoted to the proof of Theorem 1.2 and to some slightly more quantitative lowerbound. Then we adapt the probabilistic interpretation of Tanaka [33] to hard and moderately soft potentials in Section 5. The proof of the existence of the Boltzmann process lies at the end of the paper (Section 9). Then the strategy of the proof is the following: we approximate the Boltzmann process by a Lévy process (Section 6) and study the regularity of the law of the approximating Lévy process (Section 7). Using that the approximating process has a regular law and that the true Boltzmann process is close to the approximating process, we conclude in Section 8.
1.11. Notation. We will write C for a (large) finite constant and c for a (small) positive constant, whose values may change from line to line and which depend only on ν, γ, c 0 , C 0 (recall (A γ,ν )) and on the weak solution (f t ) t≥0 . We write in index all the additional dependence of constants.
Main lemma
Our study is based on the following result due to Debussche-Romito [9, End of the proof of Theorem 5.1].
Assume that there are 0 < α < a < 1 and a constant κ such that
Actually, the result in [9] is more general. The proof in [9] relies on several theorems of functional analysis. We present here an elementary (though longer) proof.
Proof. We divide the proof into four steps.
Step 1: Preliminaries. For r > 0, consider the function
it is actually Lipschitz-continuous) and
Step 2. Next we prove that for any r > 0, any |h| ≤ 1,
a r −α . But using (2.1) and (2.3), we get
Step 3. Here we assume additionally that g has a density in
which implies that all the computations below are licit) and we check that
To this end, we first write, using Step 2, for all |h| ≤ 1, all r > 0, 
Choosing
Step 4. Consider now g as in the statement. For n ≥ 1, put g n = g ⋆ G n , where
Furthermore, one easily checks that g n satisfies (2.1) with the same constant κ as g. Thus we can apply Step 3 and deduce that sup |h|≤1 |h|
for all s > 0, see e.g. [33] ). But g n tends weakly (in the sense of measures) to g. We deduce that g ∈ L 1 (R d ) and that we can find a subsequence such that lim
Weak solutions
First, we parameterize (1.2) as in [21] . For each X ∈ R 3 \ {0}, we introduce I(X), J(X) ∈ R 3 such that (
is measurable. We also put
The choice of (I(X), J(X)) does not matter. The important thing is that for any reasonable
where on the right hand side,
. This in particular implies that for all φ ∈ Lip b (R 3 ), recalling (1.5) and then (A γ,ν ),
We will frequently use that, by a straightforward computation,
We will also need the following remark, corresponding to the 2D equality ξ, X ⊥ = ± ξ ⊥ , X .
Remark 3.1. For any measurable non-negative function
Proof. Recall that these integrals do not depend on the choice of (I(X), J(X)) and (I(ξ), J(ξ)). If X and ξ are colinear ξ, Γ(X, ϕ) = X, Γ(ξ, ϕ) = 0 for all ϕ and the result follows. Otherwise, choose (I(X), J(X)) and (I(ξ), J(ξ)) such that X, ξ, I(X), I(ξ) are in the same plane and such that X, I(ξ) = ξ, I(X) , which implies that ξ, Γ(X, ϕ) = X, Γ(ξ, ϕ) for all ϕ.
Unfortunately, it is not possible to build I in such a way that X → I(X) is smooth. Tanaka [33] found a way to overcome this difficulty, which was slightly precised in [21, Lemma 2.6].
Lemma 3.2. There exists a measurable function
We conclude this section with a useful time-regularity property of weak solutions.
Step
and since
The Portemanteau theorem thus implies that t → f t is weakly continuous, which classically implies that t → f t ⊗ f t is weakly continuous:
Step 2. Recall that
Step 4.
Step 3 implies that L B k φ tends to L B φ uniformly on compacts, whence L B φ is continuous. Next, Step 3 and (1.3) show that
Lowerbound
The aim of this section is to prove Theorem 1.2 and to deduce some lowerbounds of weak solutions. For x ∈ R 3 and r > 0, we denote by B(x, r) := {y ∈ R 3 : |y − x| < r} and by S(x, r) := {y ∈ R 3 : |y − x| = r}. We start with the following preliminary result.
Lemma 4.1. Consider g ∈ P(R 3 ) enjoying the following property:
Proof. We first claim that for any x ∈ R 3 , any r > 0, S(x, r) ⊂ Supp g impliesB(x, √ 2r) ⊂ Supp g. Due to our assumption, it suffices to show that for any v ∈B(x, √ 2r), there exists
. This is not hard: write v = x + αrσ, for some σ ∈ S 2 and some α ∈ [0, √ 2], consider any τ ∈ S 2 orthogonal to σ and choose
Since g is not a Dirac mass, we can find
0 ) ⊂ Supp g, and so on. We find that B(x 0 , 2 n/2 r 0 ) ⊂ Supp g for any n ≥ 1, which ends the proof.
We can now give the proof of Theorem 1.2. Let us mention that Step 2 below is inspired by Villani [36, Chapter 3, Section 6.2].
Proof of Theorem 1.2. We thus assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1) and consider a weak solution (f t ) t≥0 to (1.1) starting from some non-Dirac initial condition f 0 ∈ P 2 (R 3 ).
Step 1. For all t > 0, f t is not a Dirac mass. This is immediate from (1.3) and the fact that f 0 is not a Dirac mass, since
Step 2. Here we prove that for any t > 0, any
Assume thus that f t (B(v 0 , ǫ)) = 0 and consider φ ǫ,v0 ∈ Lip b (R 3 ), strictly positive on B(v 0 , ǫ) and
Since it is nonnegative and vanishes at t > 0, its derivative also vanishes at t. Consequently, by (1.4),
This implies the result, since
Step 3. We now show that for any t > 0,
Since Supp f t is closed, it suffices to prove that ∆ v1,v2 ∪ ∆ v2,v1 ⊂ Supp f t . Let thus, for example,
and v 2 ∈ Supp f t (dv * ), we conclude that for any ǫ > 0,
This implies that f t (B(v 0 , ǫ)) > 0 for all ǫ > 0 by Step 2.
Step 4. We conclude from Lemma 4.1 and Steps 1 and 3 that for all t > 0, Supp f t = R 3 .
We finally check the following estimate.
where
Proof. We divide the proof in three steps.
Step 1. We first prove that for any 0
, we deduce from Theorem 1.2 that F (t, x) > 0 for all t > 0, all x ∈ R 3 . The continuity of F and the compactness of [t 1 , t 2 ] × S(0, 2) imply that inf [t1,t2]×S(0,2) F > 0. This ends the step, because f t (B(x, 1)) ≥ F (t, x).
Step 2. Here we check that for any w ∈ R 3 , any ζ ∈ R 3 we can find x w,ζ ∈ S(0, 2) such that B(x w,ζ , 1) ⊂ K(w, ζ). We may assume that ζ = 0 (because K(w, ζ) ⊂ K(w, 0) for any ζ = 0). Put sg(y) = 1 for y ≥ 0 and sg(y) = −1 for y < 0. Choose x w,ζ = −2sg( w, ζ )ζ/|ζ| ∈ S(0, 2). It remains to prove that B(x w,ζ , 1) ⊂ K(w, ζ). Let thus v ∈ B(x w,ζ , 1).
All this shows that v ∈ K(w, ζ) as desired.
Step 3. By Step 2, we have inf t∈[t0,t1],w∈R 3 ,ζ∈R 3 , 1) ). This last quantity is positive if 0 < t 0 < t 1 by Step 1.
Probabilistic interpretation
We write down the probabilistic interpretation of (1.1) initiated by Tanaka [33] in the case of Maxwell molecules. first that γ ∈ (0, 1) . Then for any weak solution (f t ) t≥0 to (1.1) starting from f 0 and satisfying (1.6) , there exist, on some probability space (Ω, F , (
(ii) Assume next that γ ∈ (−1, 0] and that f 0 ∈ P p (R 3 ) for some p > 2. There exists a weak solution (f t ) t≥0 to (1.1) starting from f 0 satisfying
and such that there exist, on some probability space (Ω,
The proof of this result is fastidious and not very interesting, so we will give at the end of the paper. In the sequel, (V t ) t≥0 will be called Boltzmann process.
Approximation
We now wish to approximate the Boltzmann process (V t ) t≥0 by a process (V ǫ t ) t≥0 of which we can more easily study the law. We essentially freeze the integrand in the Poisson integral during a small time interval [t − ǫ, t], so that the resulting process V ǫ t becomes a Lévy process conditionally on F t−ǫ . The advantage of Lévy processes is that we can easily study their laws through their Fourier transforms. Due to the lack of regularity of the function a, we have to make use of ϕ 0 introduced in Lemma 3.2.
Proposition 6.1. Assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1) with γ + ν > 0. Consider a Boltzmann process (V t ) t≥0 built with a Poisson measure N as in Proposition 5.1. For ǫ ∈ (0, t ∧ 1), set
(i) If γ ∈ (0, 1), then for any 0 < t 0 ≤ t − ǫ ≤ t with ǫ ∈ (0, 1) and any η ∈ (0, 2),
(ii) If γ ∈ (−1, 0], then for any 0 ≤ t − ǫ ≤ t with ǫ ∈ (0, 1) and any η ∈ (0, 2 + γ/ν),
We will use that for a, b > 0, there are some constants 0 < c a,b < C a,b such that
Proof. We divide the proof into several steps.
Step 1. Here we check that for all β ∈ (ν, 1) and all 0 ≤ s ≤ t, E[|V t − V s | β ] ≤ C β (t − s) in both cases (i) and (ii). Using the subadditivity of x → x β , we deduce from (5.1) that
Taking expectations, integrating in u and using (3.4), we obtain
We used that β > ν, whence
Step 2. In this step we prove that for all β ∈ (ν, 1) and all 0 ≤ t − ǫ ≤ t, in cases (i) and (ii),
where, using the notation
Exactly as in Step 1, we obtain
Using Lemma 3.2 and (3.4), we realize that
Step 3. Here we conclude the proof of (i). We thus assume that γ ∈ (0, 1) and fix 0 < t 0 ≤ t − ǫ ≤ t with ǫ ∈ (0, 1). We also fix β ∈ (ν, 1) and apply Step 2. We first observe that
We next use twice (6.2) (with a = γ and b = β) to deduce that
We thus have 3) . We now consider δ ∈ (0, 1 − β) and apply the Hölder inequality (with p = 1/(1 − δ) and q = 1/δ):
1/δ δ ds.
By
Step 1 (observe that β/(1−δ) ∈ (ν, 1)), we have
Using finally the Hölder inequality, we deduce that for all β ∈ (ν, 1) and all δ ∈ (0, 1 − β),
Since we can choose β ∈ (ν, 1) arbitrarily close to ν and δ ∈ (0, 1 − β) arbitrarily close to 0, it holds that (2 − δ)ν/β ∈ (0, 2) is arbitrarily close to 2, which ends the proof of (i).
Step 4. We finally check (ii). We thus assume that γ ∈ (−1, 0], that γ + ν > 0 and we fix 0 ≤ t − ǫ ≤ t with ǫ ∈ (0, 1). We also fix β ∈ (ν, 1) and apply Step 2. First, since |γ|/β ∈ (0, 1),
Next, using twice (6.2) with a = |γ| and b = β + γ (lines 2 and 4),
where we finally used that 0 < β + γ < 1. Treating A 3,β,ǫ s (v) similarly, we finally get
Using the Hölder inequality (recall that 0 < β + γ < β) and Step 1, we obtain
Since we can choose β ∈ (ν, 1) arbitrarily close to ν it holds that (2 + γ/β)ν/β ∈ (0, 2 + γ/ν) is arbitrarily close to 2 + γ/ν, which ends the proof of (ii).
Density estimate for the approximate process
The aim of this section, strongly inspired by Schilling-Sztonyk-Wang [35, Propositions 2.1, 2.2, 2.3], is to prove that V ǫ t has a regular law in some sense, with some precise estimates in terms of ǫ. Proposition 7.1. Assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1). Let f 0 ∈ P 2 (R 3 ) not be a Dirac mass. If γ ∈ (−1, 0], assume additionally that f 0 ∈ P 4+γ+4|γ|/ν (R 3 ). Consider the approximate Boltzmann process V ǫ t defined in Proposition 6.1 associated with a weak solution (f t ) t≥0 to (1.1) 
We will use the following easy estimate, which resembles [35, Proposition 2.1]: it is much less general but sharper. 
If the RHS of the following inequality is finite, then k has a density (still denoted by k) and
where m n (λ) = R 3 |y| n λ(dy) and C is a universal constant.
Proof. The proof is quite similar to [35, Proposition 2.1]. We will show that
from which the result follows, since (1
whence (7.1). To check (7.2), we start with
A tedious computation recalling thatk(ξ) = e −Φ(ξ) shows that
But from the expression of Φ, we see that |D n Φ(ξ)| ≤ m n (λ) for all n ≥ 1. Since |e −Φ(ξ) | = e −Re Φ(ξ) , we get, setting m n = m n (λ) for simplicity, Unfortunately, applying directly Lemma 7.2 to the law of V ǫ t does not give the correct power of ǫ. We thus use the same trick as in [35] : we only consider the part of V ǫ t corresponding to small values of θ (grazing collisions), in such a way that it does not affect the estimate from below of Re Φ(ξ), but which makes consequently decrease the moment estimates (of m 4 1 (λ) + m 4 (λ)). We start we the following remark. 
Proof. To prove point (i), define M as the image measure of N by the ( 3 , all 0 < t 0 ≤ t − ǫ < t ≤ t 1 with ǫ ∈ (0, 1),
Proof. We divide the proof into three steps.
Step 1. Here we assume that γ ∈ (−1, 1). We have
Since 1 − cos x ≥ x 2 /4 and | sin x| ≥ |x|/2 for x ∈ [−1, 1] and since | sin x| ≤ |x| for all x ∈ R (recall that θ ≤ ǫ 1/ν ≤ 1),
Using the lowerbound of b given by (A γ,ν ) and then integrating in θ, we obtain
where we finally used Remark 3.1.
Step 2. We now assume that γ ∈ (0, 1). Recall Proposition 4.2 (and the fact that |Γ(ξ, ϕ)| = |ξ|,
Step 3. We finally assume that γ ∈ (−1, 0]. Recall again Proposition 4.2 and that |Γ(ξ, ϕ)| = |ξ|:
which ends the proof.
We now estimate the regularity of the law of U ǫ t .
Lemma 7.5. Adopt the notation and assumptions of Proposition 7.1. Recall that Ψ ǫ,t,v0 was defined in Lemma 7.3 . Consider g ǫ,t,v0 ∈ P(R 3 ) such that g ǫ,t,v0 (ξ) = exp(−Ψ ǫ,t,v0 (ξ)). If 0 < t 0 ≤ t − ǫ < t ≤ t 1 and ǫ ∈ (0, 1), g ǫ,t,v0 has a density and
Proof. We introduce, for X ǫ,t,v0 a g ǫ,t,v0 -distributed random variable, Y ǫ,t,v0 := ǫ −1/ν X ǫ,t,v0 . Then the law k ǫ,t,v0 of Y ǫ,t,v0 satisfies k ǫ,t,v0 (ξ) = g ǫ,t,v0 (ǫ −1/ν ξ) = exp(−Ψ ǫ,t,v0 (ǫ −1/ν ξ)) and k ǫ,t,v0 (x) = ǫ 3/ν g ǫ,t,v0 (ǫ 1/ν x). Observe that
Step 1. We want to apply Lemma 7.2. We have k ǫ,t,v0 (ξ) = exp(−Φ ǫ,t,v0 (ξ)), where Φ ǫ,t,v0 (ξ) = Ψ ǫ,t,v0 (ǫ −1/ν ξ), whence
the measure λ t,ǫ,v0 being defined by
for all non-negative measurable F : R 3 → R. Lemma 7.2 thus implies
A simple computation using (3.4) and (A γ,ν ) shows that for n = 1, 4,
Step 2. Here we conclude when γ ∈ (0, 1). Let thus 0 < t 0 ≤ t − ǫ ≤ t ≤ t 1 with ǫ ∈ (0, 1).
. Recalling (7.5), we finally find
, whence the result by (7.4).
Step 3. We finally conclude when γ ∈ (−1, 0]. Let thus 0 < t 0 ≤ t − ǫ ≤ t ≤ t 1 with ǫ ∈ (0, 1). Using (1.3), we deduce that sup
(1 + |v 0 |) 4+γ+4|γ|/ν , whence the result by (7.4).
We finally have all the weapons to give the Proof of Lemma 7.1. Let thus t 0 ≤ t − ǫ ≤ t ≤ t 1 with ǫ ∈ (0, 1) and let φ ∈ L ∞ (R 3 ). Recall the notation introduced in Lemma 7.3. Write, using that W ǫ t and U ǫ t are independent conditionally on F t−ǫ and that the law of U ǫ t conditionally on F t−ǫ is g ǫ,t,Vt−ǫ (see Lemma 7.5 
Assume first that γ ∈ (0, 1). Using Lemma 7.5, we get
The conclusion follows, since
Assume next that γ ∈ (−1, 0]. In this case, Lemma 7.5 gives
, which ends the proof.
Conclusion
We finally can give the Proof of Theorem 1.3. We thus assume (A γ,ν ) for some γ ∈ (−1, 1), ν ∈ (0, 1) such that γ + ν > 0. We also consider f 0 ∈ P 2 (R 3 ) such that f 0 is not a Dirac mass. If γ ∈ (0, 1), we consider any weak solution (f t ) t≥0 to (1.1) starting from f 0 and satisfying (1.6) and we consider the associated Boltzmann process (V t ) t≥0 built in Proposition 5.1-(ii). If γ ∈ (−1, 0], we assume additionally that f 0 ∈ P 4+γ+4|γ|/ν (R 3 ) and we consider the weak solution (f t ) t≥0 to (1.1) starting from f 0 and the associated Boltzmann process (V t ) t≥0 built in Proposition 5.1-(ii). From now on, we fix t > 0.
We wish to apply Lemma 2.1. Let thus h ∈ R 3 such that |h| ≤ 1 and φ ∈ C α b (R 3 ) for some α ∈ (0, 1). Let us define
For ǫ ∈ (0, (t/2) ∧ 1), we write, recalling that the approximate Boltzmann process V ǫ t was defined in Lemma 6.1,
where we used Lemma 7.1 (with t 0 = t/2 and t 1 = t) and that
Point (i).
We assume here that γ ∈ (0, 1). We consider α ∈ (0, ν] and we apply Proposition 6.1-(i): for any η ∈ (0, 2), we write
We have proved that for all η ∈ (0, 2), all ǫ ∈ (0, (t/2) ∧ 1),
For α ∈ (0, ν] small enough and η ∈ (0, 2) small enough, it holds that (2−η)α 1+(2−η)α > α. Applying Lemma 2.1, we deduce that f t has a density with furthermore f t ∈ B s 1,∞ (R 3 ) for any s ∈ (0, s ν ), where
It is easily checked that s ν is given by (1.7).
Point (ii).
We next assume that γ ∈ (−1, 0] and that γ + ν > 0. We consider α ∈ (0, ν] and we apply Proposition 6.1-(ii): for any η
For α ∈ (0, ν] small enough and η ∈ (0, 2 + 2γ/ν) small enough, it holds that (2+γ/ν−η)α 1+(2+γ/ν−η)α > α (because 2 + γ/ν > 1). Applying Lemma 2.1, we deduce that f t has a density with furthermore f t ∈ B s 1,∞ (R 3 ) for any s ∈ (0, s γ,ν ), where
It is easily checked that s γ,ν is given by (1.8).
Point (iii).
In any case, we thus have
Existence of the Boltzmann process
It remains to prove Proposition 5.1. We have already checked very similar results in several closely related situations, but always with some restrictions (in the 2D-case or for bounded velocity cross sections or assuming conditions on the initial data that guarantees uniqueness of the solution). We thus give a rather complete proof. Unfortunately, we have to treat separately the case of hard and moderately soft potentials: for hard potentials, we associate a Boltzmann process to any weak solution, while for moderately soft potentials, we can only build one Boltzmann process, which corresponds to one weak solution. Thus the proofs really differ.
9.1. Moderately soft potentials. In the whole subsection, we assume (A γ,ν ) for some γ ∈ (−1, 0], ν ∈ (0, 1) and we consider f 0 ∈ P p (R 3 ) for some p > 2. We want to prove Proposition 5.1-(ii). Recall that L B was defined in (1.5) and rewritten in (3.2).
Definition 9.1. Let B(|z|, cos θ) be a given cross section. A càdlàg adapted process (V t ) t≥0 on some probability space (Ω, F , (F t ) t≥0 , Pr) is said to solve the martingale problem 
We start with the following statement.
Remark 9.3. Let B be a cross section satisfying (A γ,ν ) for some γ ∈ (−1, 0], ν ∈ (0, 1).
This result can be checked easily, because 
Proof. We start with (i). Set f
. Observe now that due to (3.4),
s− − v|θ so that, using the Itô formula for jump process (see e.g. Jacod-Shiryaev [27, Theorem 4.57 p 56]),
Taking expectations and using that
< ∞ does not depend on k and we conclude with the Grönwall lemma.
To check (ii), we use the Aldous [1] criterion (which shows both tightness and that any limit process has no fixed discontinuity), see also [27, p 321] . Due to (i), it suffices that for all T > 0,
the set S T (δ) consisting of all pairs (S, S ′ ) of stopping times satisfying 0
Finally, 
. First, we know from Lemma 3.3 that L B φ is continuous on R 3 × R 3 . We deduce that Ψ B,f is continuous at each x ∈ D([0, ∞), R 3 ) such that x has no jump at t 1 , . . . , t n , s, t. But V has a.s. no jump at fixed points by (ii). Since V k goes in law to V and since f k r tends weakly to f r for each r (because V k goes in law to V and since V has no fixed discontinuity), we deduce that Ψ B,f k (V k ) goes in law to Ψ B,f (V ). Using that the family (
for some κ > 0 (see the proof of Lemma 3.3), one easily concludes.
We finally may give the
Proof of Proposition 5.1-(ii).
We thus assume (A γ,ν ) for some γ ∈ (−1, 0] and some ν ∈ (0, 1) and consider f 0 ∈ P p (R 3 ) for some p > 2. We know from Lemma 9.4 that there exists a solution
. Finally, Remark 9.2 ensures us that (V t ) t≥0 solves (5.1) and that (f t ) t≥0 is a weak solution to (1.1) starting from f 0 . In the whole subsection, we assume (A γ,ν ) for some γ ∈ (0, 1), ν ∈ (0, 1). A weak solution (f t ) t≥0 to (1.1) starting from f 0 ∈ P 2 (R 3 ) satisfying (1.6) is fixed.
For t ≥ 0, we introduce A t defined, for φ ∈ Lip b (R 3 ) and v ∈ R 3 , by (recall (1.5) and (3.2))
where a was defined in (3.1). We define similarly, for k ≥ 1, setting
The following remark is classical, see e.g. Tanaka [33, Section 4] . 
Remark 9.7. For any t 0 ≥ 0, any µ ∈ P 2 (R 3 ) and any k ≥ 1, there exists a unique (in law)
This can be proved exactly as in [18, Proof of Proposition 3.4, Steps 1 to 7]. We have checked all the details and omit the proof. Let us only mention that we have to use the following estimates: (i) We deduce the well-posedness of M P (µ, t 0 , (A t ) t≥t0 , C 1 c (R 3 )) when t 0 > 0.
Lemma 9.9. Let t 0 > 0 and µ ∈ P 2 (R 3 ) be fixed. There exists a unique (in law) solution (V t ) t≥t0 to M P (µ, t 0 , (A t ) t≥t0 , C Existence. One way to prove such an existence result is to use a tightness argument as in Lemma 9.4 above. Another way is the following. Consider T > t 0 arbitrarily large. Roughly, if k is very large, then a solution (V k t ) t≥t0 to M P (µ, t 0 , (A k t ) t≥t0 , C 1 c (R 3 )) will not reach k before T with a high probability (due to Lemma 9.8-(ii)), so that it actually also solves M P (µ, t 0 , (A t ) t≥t0 , C The last preliminary will be useful to show that the law of V t is indeed f t . Lemma 9.10. Let t 0 > 0 and µ ∈ P(R 3 ) be fixed. There exists at most one family (µ t ) t≥0 ⊂ P(R 3 ) such that for all φ ∈ C Proof. This will follow from Horowitz-Karandikar [25, Theorem B1] if we check the following points. and ||φ − φ kn || L ∞ (R 3 ) + ||∇(φ − φ kn )|| L ∞ (R 3 ) → 0. We have to prove that (φ kn , A t φ kn ) goes to (φ, A t φ) bounded-pointwise. We obviously have that φ kn → φ bounded-pointwise. An immediate computation using (3.4), (A γ,ν ) and (1.3) shows that for all v ∈ R 3 , |A t φ kn (v)
It only remains to prove that sup v∈R 3 sup n≥1 |A t φ kn (v)| < ∞.
To this end, it suffices to check that for φ ∈ C First consider v ∈ R 3 such that |v| ≤ 5R. Then using (3.4), (A γ,ν ) and (1.3), we obtain
Next, consider v ∈ R 3 such that |v| ≥ 5R. Using (A γ,ν ) and then (1.3), we deduce that
We finally have checked that for any v ∈ R 3 , |A t φ(v)| ≤ CK(1 + R γ+1 ).
Proof of Proposition 5.1-(i).
We divide the proof into two steps.
Step 1. For t 0 > 0, let (V t ) t≥t0 be the unique (in law) solution to M P (f t0 , t 0 , (A t ) t≥t0 , C 1 c (R 3 )). The aim of this step is to prove that L(V t ) = f t for all t ≥ t 0 . To this end, put µ t = L(V t ). For any φ ∈ C 1 c (R 3 ) and any t ≥ t 0 , we know that φ(V t ) − t t0
A s φ(V s )ds is a martingale, whence
A s φ(V s )ds] = E[φ(V t0 )], which yields Lemma 9.10 implies that µ t = f t for all t ≥ t 0 .
Step 2. We deduce from Step 1 that if (V t0
