Monthly precipitation modeling is important in various applications, e.g. streamflow forecasts and water resources management. This paper develops an operational precipitation forecasting scheme, using Bayesian Non-homogeneous Hidden Markov Chain (NHMM) model and teleconnection index. The proposed framework has general applications and can be applied to simulate and generate stochastic monthly precipitation. Further application of the method is also described in the paper.
INTRODUCTION
Unknown future precipitation is a key factor to consider in relevant decision-making processes. It also serves as an input to hydrologic modeling for streamflow forecasts. Although NHMM has been applied to precipitation simulation, Bayesian NHMM is a new development and very few previous studies have examined its application in precipitation simulation. The importance of monthly precipitation simulation in many applications, e.g. water resources management, cannot be overstated. This serves as the primary motivation of this study. This paper focuses on monthly rainfall modeling at multiple stations incorporating climate index, using a Bayesian NHMM algorithm.
The objectives of this study are to: (1) develop a NMHH model for multi-stations in the study area and estimate the model parameter using the Bayesian method; and (2) examine the model's capacity in capturing characteristics associated with monthly precipitation. This paper is arranged as follows. Background and motivation is provided in this section, followed by a description of the methodology. Study area and rainfall data as well as climate index are described in the subsequent section. The results and discussion are then provided, and finally the conclusions.
METHODOLOGY
Bayesian Non-homogenous Hidden Markov Chain NHMM has general application and it is described in the context of rainfall modeling in this section. Consider a multivariate discrete time series of rainfall observation y t,s , which is rainfall at time step t at a spatial location s. The observed y t,s is assumed to be a stochastic function of a finite-state Markov process z with a component z t associated with each time step. The hidden state space consists of N possible values, denoting each of the N possible states. For a given time step t, state z t is assumed to be conditioned on only one of its previous time steps next to it, namely t À 1. In essence, the finite-state Markov process has a short memory of one time step and anything beyond one time step is not remembered by the process. Rainfall observation, y t,s , is often described as a stochastic process that follows a certain probability distribution. There are a few terminologies that are used in describing the hidden Markov process. Transition probability P i,j is described as the chance of transitioning from one state to another Markov state and the transition probability matrix, P, describes transition among all different states. For each possible state there is a probability density function that determines the rainfall amount. The PDF associated with each state are components of the emission matrix. The transition matrix and emission matrix, hence, are the two most important elements in estimating HMM models.
Compared to HMM, NHMM models introduce nonhomogeneity by allowing varying components in the transition matrix or emission matrix, depending on other relevant variables. As shown in Figure 1 , hidden state z t is determined jointly by the state of the previous time step z tÀ1 and another variable. In precipitation modeling, for instance, it could be large scale atmospheric teleconnections that leads to such non-stationary transition probabilities.
Similarly, rainfall at time step t at a spatial location s, y t,s , does not only depend on the discrete state but also another variable. Two types of exogenous variables W and X are included in the modeling scheme. X is a variable that could affect emission distribution and W could influence 
Precipitation modeling using climate index forecasts
To test the applicability of NHMM model for monthly precipitation simulation, a simulation model is set to fit historical precipitation for both spatial and temporal characteristics. In doing so, seasonality is first removed before fitting any NHMM model. Normal distribution is assumed Probability density function of attributes y t,s is dependent on its state, as well as any external variables at time t and locations s.
for emission distribution, which is based on the assumption that normal kernel estimation can be used to mimic any probability distribution functions. Transition probabilities are modeled as non-stationary components of the NHMM model, which is dependent on variation of the Nino 3.4 index.
Model evaluation
Several metrics, including spatial and temporal correlations, are used to evaluate the performance of the simulation model (a description of the metrics is omitted since they are often used in the hydrology community). In addition, root mean absolute error (MSPE) and Nash-Sutcliffe efficiency (NSE) are used to evaluate deterministic forecasts deriving from simulation ensemble for the period 1961-2013. NSE is often used to evaluate how effective the forecasts are, compared to long-term mean values of the quantity of interests. It is calculated based on Equation (1).
The NSE is a normalized statistic that determines the relative magnitude of the residual variance ('noise') compared to the measured data variance ('information') (Nash & Sutcliffe ). NSE indicates how well the plot of observed versus simulated data fits the 1:1 line. NSE is computed as shown in Equation (1): When RPS is 0, it denotes perfect forecasts. For example, 100% of the probability mass resides in the AN category and the observation is AN. For three-category forecasts used in this study, the upper boundary of RPS is 2 when none of the probability mass resides in the observation category. In calculating the RPS for the reference model (climatology), the same amount of probability mass is assigned for each of the three categories. A long-term average of RPS over the retrospective period is calculated for one, two and three month-ahead monthly precipitation forecasts. The calculation of RPS is defined in Equation (2):
where icat is the category number (for instance, 1 for below normal, 2 for near normal, 3 for above normal), ncat is the total number of categories (3 in a tercile-based system), Pcumfct is the cumulative forecast probability up to category icat, and Pcumobs is the comparable term for the cumulative observation 'probability'.
The Rank Probability Skill Score (RPSS), defined in Equation (3), is employed to compare the improvements using NHMM forecasts with regard to the reference model, which is climatology in this study. For the reference model, it is assumed that the probability of below normal, normal, and AN precipitation is almost equal. Since the 34th percentile of monthly precipitation is used as upper boundary of below normal category and the 67th percentile is used as the lower boundary of AN category, the probability of below normal, normal and AN precipitation is 34, 33, and 33% respectively.
where RPS is the average RPS of the proposed model over Preliminary analyses using one station clearly shows intraannual seasonality with a summer peak. It is also found that de-seasonalized monthly rainfall follows a normal distribution after lognormal pretreatment. Lilliefors tests were applied to de-seasonalized monthly rainfall time series at all stations. They follow normal distribution at 5% 
RESULTS AND DISCUSSION
Monthly precipitation for all the 14 stations in NXC region presents strong seasonality, as shown in Nino 3.4 is the averaged SST calculated from 5S-5N
and 170-120 W, which is used as an ocean-atmospheric teleconnection index of ENSO phenomena. Emission distribution is a key component of the NMME model, which defines the probability density functions for each state of monthly precipitation. 
Model evaluation
To evaluate the performance of the NHMM model for historical data, simulated precipitation is compared to observation for each rainfall station. The first is to examine if intra-annual seasonality is preserved. Figure 10 | Boxplots of rank probability skill score of ensemble simulation of monthly precipitation across all the 14 stations in the study area.
