A Novel User Representation Paradigm for Making Personalized Candidate
  Retrieval by Liu, Zheng et al.
A Novel User Representation Paradigm for Making Personalized
Candidate Retrieval
Zheng Liu∗
Microsoft Research Asia
Beijing, China
zheng.liu@microsoft.com
Yu Xing∗
USTC
Los Angeles, CA, USA
xingy@usc.edu
Jianxun Lian∗
Microsoft Research Asia
Beijing, China
jialia@microsoft.com
Defu Lian
USTC
Hefei, China
liandefu@ustc.edu.cn
Ziyao Li
Carnegie Mellon University
Pittsburg, PA, USA
ziyaoli@andrew.cmu.edu
Xing Xie
Microsoft Research Asia
Beijing, China
xingxie@microsoft.com
ABSTRACT
Candidate retrieval is a crucial part in recommendation system,
where quality candidates need to be selected in realtime for user’s
recommendation request. Conventional methods would make use
of feature similarity directly for highly scalable retrieval, yet their
retrieval quality can be limited due to inferior user interest mod-
eling. In contrast, deep learning-based recommenders are precise
in modeling user interest, but they are difficult to be scaled for
efficient candidate retrieval.
In this work, a novel paradigm Synthonet is proposed for both
precise and scalable candidate retrieval. With Synthonet, user is rep-
resented as a compact vector known as retrieval key. By developing
an Actor-Critic learning framework, the generation of retrieval key
is optimally conducted, such that the similarity between retrieval
key and item’s representation will accurately reflect user’s interest
towards the corresponding item. Consequently, quality candidates
can be acquired in realtime on top of highly efficient similarity
search methods. Comprehensive empirical studies are carried out
for the verification of our proposed methods, where consistent and
remarkable improvements are achieved over a series of competitive
baselines, including representative variations on metric learning.
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Figure 1: Sketch of the typical workflow for a recommenda-
tion system (better viewed in colour).
1 INTRODUCTION
Recommendation system plays a crucial role in modern web ser-
vices, e.g., online advertisement and e-commerce, as users’ inter-
ested items can be automatically delivered on top of the analysis of
their intensive behavioral data. Instead of selecting suitable items
in-one-shot, a typical recommendation system would consecutively
execute two fundamental operations (illustrated as Figure 1): can-
didate retrieval and ranking [9, 10]. Given a recommendation
request from user, the retrieval module will select a small set of
relevant candidates in realtime from the tremendous pool of items;
then, the ranking module will further refine the candidates with
higher precision, where those top ranked candidates are to be gen-
erated as the final recommendation result. It is apparent that the
candidate retrieval operation severely affects the overall recommen-
dation quality, whose performance has to be optimized within the
integral system.
Because of its distinct role in the recommendation system, can-
didate retrieval is desirable of satisfying two pieces of properties.
For one thing, considering tremendous the scale of item set in
reality, candidate retrieval must be temporally scalable so as to
maintain a tolerable running cost. For anther thing, to have high
quality retrieval result, user interest must be precisely modeled
while searching for appropriate candidates.
Conventionally, it is a common practice [8] to represent user and
item with a shared group of features (e.g., keywords, categorical
tags or LDA vectors), so that relevant candidates of a user can be
ar
X
iv
:1
90
7.
06
32
3v
1 
 [c
s.I
R]
  1
5 J
ul 
20
19
Conference’19, – , – Zheng Liu, Yu Xing, Jianxun Lian, Defu Lian, Ziyao Li, and Xing Xie
retrieved based on their feature similarity. During such an opera-
tion, index structures like LSH (locality sensitive hashing) and KNN
graph are pre-constructed for all the items, which will significantly
short-cut the retrieval process thanks to their superior efficiency
on similarity search. Following the same candidate retrieval para-
digm, more proficient algorithms are developed on top of metric
learning, such as DSSM [15] and CML [14], where more expressive
latent features are learned for user and item to better characterize
their mutual relevance. Regardless of different formulations, all
the above approaches have to represent user and item in the same
space, and retrieve the candidates purely based on feature similarity
(e.g., Cosine or Euclidean distance between user and item’s feature
vectors). Such a highly restricted workflow will probably give rise
to inferior modeling of user interest, thus harming the retrieval
quality.
By comparison, various types of deep learning-based recom-
menders have been developed recently, such as Wide&Deep [9],
Deep&Cross [32], DeepFM [13] and xDeepFM [21], where user
interest can be captured with high precision. However, such ap-
proaches would rely on complex functional relationship between
user and item’s features; in other words, user interest is no longer
reflected by feature similarity. As a result, it is hard to index the
items w.r.t. the user interest learned by such recommenders. There-
fore, they are mainly used for the ranking operation rather than
candidate retrieval.
In short, conventional methods based on feature similarity are
scalable for realtime retrieval, but their retrieval quality can be lim-
ited by inferior user interest modeling. Meanwhile, deep learning-
based recommenders are precise in modeling user interest, yet they
are difficult to be scaled for candidate retrieval.
In this work, we propose a novel personalized candidate retrieval
paradigm Synthonet, which makes the best of both worlds. On the
one hand, user interest is precisely captured by an arbitrary type
of deep recommendation model; on the other hand, relevant candi-
dates can be directly obtained via similarity search, which enables
items to be indexed for efficient retrieval. The underlying idea of
Synthonet is quite intuitive. Particularly, a deep recommendation
D (e.g., [9, 13, 21, 32]) is employed for the precise modeling of user
interest; meanwhile, another model Ψ is learned to synthesize a
“virtual item representation” for a user, referred as the retrieval
key. Importantly, it is expected that user interest captured by D
can be well approximated by the similarity between retrieval key
and those real items’ representations. In other words, given user
u, who prefers item a over b; then u’s retrieval key will always be
more similar with a’s representation:
sim(Ψu ,θa ) > sim(Ψu ,θb )
if D(u,a) > D(u,b), (1)
where sim(·) is a certain similarity function, e.g., Cosine similarity,
Ψu indicates the retrieval key, and θ stands for the item’s repre-
sentation. Given the satisfaction of the above relationship, user’s
interested items will be confined within the neighborhood of Ψu ;
thus, it will enable high relevance candidates to be retrieved effi-
ciently via similarity search.
To realize the above candidate retrieval paradigm, an Actor-
Critic style learning framework [3, 18] is developed. With the Actor
module, the retrieval key is synthesized for each user, together with
similarity
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Figure 2: Illustration of Synthonet’s objective: to have the
similarity between the retrieval key and item’s representa-
tion aligned with user interest.
representations generated for each item, based on both parties’
inherent information. And with the Critic module, supervision sig-
nals are generated for Actor, such that the relationship in Eq. 1 can
be achieved. In Critic, a compound reward is integrated from three
sources: evaluator, validator, and referencer, whose individual
functionality is elaborated as follows.
(1) The evaluator is an arbitrary form of deep recommendation
model, which is pre-trained for the accurate modeling of user’s
underlying interest. Now that the retrieval key can be regarded
as the representation of a virtual item, the well-trained evaluator
is employed to measure user’s degree of interest towards such a
virtual item.
(2) Because of deep models’ inherent unrobustness [6, 12, 23],
the evaluator might falsely reward an inferior synthesization. To
get rid of this potential defect, an auxiliary discriminative model
called validitor is introduced, which resists the evaluator from being
fooled by adversarial cases.
(3) The referencer is a certain type of similarity measurement,
e.g., Cosine or Euclidean, which is used to encourage the maxi-
mization of similarity between the retrieval key and candidates’
representations.
With the maximization of rewards in (1) and (2), Ψu will become
a local optima of user interest; in addition, with the maximization
of reward in (3), representations of user’s interested items will be
anchored in the neighborhood of Ψu . Finally, by maximizing all the
rewards simultaneously, the “concentric diagram” is formed (shown
as Figure 2), with user’s most interested point Ψu being the center
(the red point), representations of user’s interested items being
Ψu ’s neighborhood (the green points), and representations of those
less interested items distributed away from Ψu (the blue points).
In other words, user interest becomes almost positively related
with the similarity between retrieval key and item representation.
Therefore, the relationship stated by Eq. 1 will come into existence.
To summarize, the major contribution of this work is highlighted
as follows.
(1) A novel paradigm Synthonet is proposed in this work, which
learns to synthesize the virtual item representation (i.e., re-
trieval key) for both precise and temporally scalable candi-
date retrieval.
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(2) An Actor-Critic infrastructure is developed for Synthonet,
which enables user interest to be well approximated by the
similarity between retrieval key and item representation.
(3) Extensive empirical studies are conducted with a series of
real-world datasets, where consistent and remarkable im-
provements are achieved representative baseline methods,
such as those based on metric-learning.
The subsequent contents of this work are organized as follows.
First of all, preliminaries and formulation of our problem are pre-
sented in Section 2. Secondly, Synthonet’s architecture is over-
viewed in Section 3, followed by its instantiation discussed in Sec-
tion 4. The experimental studies are made in Section 5; and the
related works are reviewed in Section 6. Finally, the paper is con-
cluded in Section 7.
2 PROBLEM FORMULATION
In this section, preliminaries for recommendation system and can-
didate retrieval are introduced in the first place, on top of which
definition and quantitive formulation are presented for personalized
candidate retrieval problem.
2.1 Preliminaries and Definition
2.1.1 Typical Workflow of Recommendation. As sketched by Figure
1, a typical recommendation system operates with the following
two consecutive steps.
• Candidate Retrieval. Given a recommendation request, which
consists of user and context information, a small group of relevant
candidates are retrieved in realtime from the whole item set.
• Candidate Ranking. The retrieved candidates will be further
refined by the ranking module, which is of higher precision; the top
ranked candidates will be returned as the recommendation result.
Given both parts’ distinction in functionality, different tech-
niques have to be developed in practice. Particularly, the ranking
module mainly emphasizes on accuracy, whose developed algo-
rithm should be as precise as possible; in contrast, the candidate
retrieval module has to jointly consider precision and scalability,
given that the whole items’ scale could be huge in reality.
2.1.2 Candidate Retrieval. Despite diverse formulations in detail,
mainstream candidate retrieval methods share the common frame-
work. Particularly, they would first determine the way of repre-
sentation for the items (e.g., bag-of-keywords), along with their
similarity measurement (e.g., keyword co-occurrence). Then items
are organized with a certain index structure (e.g., hashing tables),
where similar items can be grouped in common units. Once a rec-
ommendation request is issued from a user, the retrieval key will
be generated for her, which follows the identical representation
format as that of item. Finally, the retrieval key is used to search the
pre-constructed index, where items with similar representations
will be retrieved as candidates. Thanks to the sub-linear time com-
plexity of such a similarity search paradigm, the candidate retrieval
can be highly scalable, thus being able to be completed in realtime.
However, it remains an open question of designing better schemes
so that high-relevance candidates can be comprehensively acquired.
Particularly, the similarity search paradigm must be well aligned
with user’s underlying interest, such that user’s top interested items
will also be those whose representations are highly similar with
the retrieval key. With the above concern in mind, the optimal per-
sonalized candidate retrieval (OPCR) problem is defined as follows.
Definition 2.1. In OPCR, user’s most interested items will also
become those whose representations are most similar with the re-
trieval key; therefore, the top relevance candidates can be retrieved
efficiently via similarity search.
2.2 Quantative Formulation
In this part, the quantitive formulation of OPCR is presented, which
also helps to illustrate our intuition of solving it in practice.
Let u/v be an arbitrary user/item, respectively. Suppose there
is an “almost perfect” deep recommendation model D, which pre-
cisely measures user interest as D(θu ,θv ), where θ∗ stands for the
representations of the corresponding entity. In addition, there is a
synthesization model Ψ, which generates Ψu as the retrieval key.
With a recommendation request r from user u, the following op-
timization problem is formulated, which specifies the retrieval of
user’s most interested candidates:
max
Ψ,θ∗
∑
Ωr
D(θu ,θv )
s .t . 1) θv ∈ KNN(Ψu ), ∀v ∈ Ωr ; 2) Λr ⊂ Ωr ;
(2)
where Ωr stands for the retrieved candidates. The first constraint
indicates that every candidate’s representation is among the top-K
nearest neighbours to Ψu . Meanwhile, the second constraint re-
quires the incorporation of the “ground truth”, i.e., user’s consumed
items in reality (whose validity as candidates is self-evident) needs
to be included in the selected candidates.
As is formulated by Eq. 2, the OPCR looks for the optimal con-
figuration of synthesization model Ψ and item representation θ∗,
which will give rise to the retrieval of the best candidates. How-
ever, because of the combinatorial nature of Eq. 2, it will probably
be difficult to obtain the optimal solution. As a result, a few mild
relaxations are introduced for its approximate solution.
Firstly, we would let the KNN requirement replaced by a thresh-
old constraint on similarity:
max
Ψ,θ∗
∑
Ωr
D(θu ,θv )
s .t . 1) sim(Ψu ,θv ) ≥ ϵ, ∀v ∈ Ωr ; 2) Λr ⊂ Ωr .
(3)
where sim(·) indicates the similarity measurement, and ϵ stands
for the similarity threshold which filters high-relevance candidates
from the whole items. Since Ψu and θv are required to be highly
similar, we may adapt the objective function by approximation:
max
Ψ,θ∗
D(θu ,Ψu )
s .t . 1) sim(Ψu ,θv ) ≥ ϵ, ∀v ∈ Ωr ; 2) Λr ⊂ Ωr .
(4)
Intuitively, it requires the maximization of user’s interest towards
Ψu ; thus, user’s interest to the candidates can be maximized as well,
thanks to their representations’ high similarity with Ψu . Moreover,
the similarity constraint is relaxed from Ωr to Λr , and the above
problem is transformed into its Lagrangian relaxation form:
max
Ψ,θ∗
D(θu ,Ψu ) + λ ∗
∑
Λr
sim(Ψu ,θv ). (5)
Finally, it it constraint-free and fully differentiable (given that com-
mon similarity measurement, e.g., cos(·) or ∥ · ∥2, are adopted).
Therefore, it becomes solvable via gradient ascent.
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Figure 3: Schematic illustration of Synthonet’s infrastructure. (I) shows Synthonet’s offline construction; (II) illustrates Syn-
thonet’s online workflow (better viewed in colour).
Now we may come to the following high-level framework for
OPCR’s solution.
• Firstly, a certain type of deep recommendation model D is
selected and pre-trained based on user history, where user interest
can be accurately predicted;
• Secondly, the synthesization model Ψ and item representa-
tion θ∗ are trained to maximize the objective function in Eq. 5 via
gradient ascent. In this place, both functions D(·) and sim(·) are
employed as the “critics” for Ψ and θ∗’s performances, whereby
providing the supervision signals for both parties’ iterative updates.
Finally, we will get the near optimal solution to the original op-
timization problem in Eq. 2, which realizes our proposed objectives
in OPCR.
3 GENERAL INFRASTRUCTURE OF
SYNTHONET
Synthonet is a abstractive candidate retrieval paradigm, whose
concrete realization can be flexibly adapted according to specific
application scenarios. In this section, an overview is made for Syn-
thonet’s general infrastructure, which is illustrated with Figure 3.
Our discussion is partitioned into two parts: 1) Synthonet’s offline
construction and 2) its online workflow.
3.1 Synthonet’s Construction
Synthonet is constructed in the offline stage. The construction is
carried out in an Actor-Critic pipeline shown as Figure 3 (I).
3.1.1 Actor’s Role. The Actor is to generate synthesized retrieval
key and item representation based on user and item’s raw fea-
tures. Particularly, the Actor includes three components: (1) the
synthesization module, where user’s recommendation request is
encoded as the retrieval key; (2) the user encoder and (3) the item
encoder, where latent vectors are generated for user and item as
their representations. It’s worth nothing that the retrieval key and
user representation are generated for different purposes: one for
candidate retrieval, thus needs to follow the same format as the
item representation; while the other one is for the deep recommen-
dation model, whose format can be chosen flexibly for the best
performance.
3.1.2 Critic’s Role. The Critic is to provide supervision signals for
the Actor’s generation process. Particularly, a compound reward is
integrated from three sources: evaluator, validator, and referencer.
• The evaluator is a pre-trained deep recommendation model,
which determines user’s interest towards an item given both parties’
representations. Once deployed in the Critic, it is used to calculate
user’s degree of interest towards the retrieval key (i.e., the repre-
sentation of a virtual item). Such a reward can be interpreted as
D(·) in Eq. 5.
• The validator is a discriminative model, which tells whether
the synthesized retrieval key is within the distributed scope of
those real items’ representations. Such a reward helps to eliminate
the adversarial cases, where the evaluator will falsely reward a
meaningless synthesization1.
• The referencer compares the similarity between the retrieval
key and the representation of a candidate item. Such a reward is
corresponding to sim(·) in Eq. 5, which encourages the retrieval
key and its candidates to be located in the same neighborhood.
3.1.3 Construction Process. Given the above framework, Synthonet’s
construction is carried out via the interaction between Actor and
Critic. First of all, the evaluator and validator are learned so that
the Critic can be deployed before hand. Secondly, given user’s his-
torical behaviors, retrieval keys and user/item representations are
consecutively generated by the Actor, which will further get re-
warded by the Critic. The Actor will then be updated ascendingly
1The evaluator will become ineffective and generate unreliable reward, once the
retrieval key is out of its working domain, which is also the distributed scope of real
items’ representations
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Notation Definition
V / v the whole item set / an item
U / u the whole user set / a user
V୳ the consumed items of user 𝑢
θ୴ item (𝑣’s) embedding
θ୳ user (𝑢’s) embedding
𝚿୳ user’s (𝑢’s) retrieval key 
𝜑௨ the evaluation reward (of 𝚿୳)
𝜔௨ the validation reward (of 𝚿୳)
𝛾୳ the reference reward (of 𝚿୳)
Table 1: Frequently Used Notations.
w.r.t. the partial gradients of its acquired reward. Finally, the above
generation-reward-update process will be iteratively conducted un-
til its convergence, where the compound reward can be maximized.
3.2 Synthonet’s Workflow
The Actor is isolated from the well constructed Synthonet and de-
ployed for the candidate retrieval operation. Particularly, all the
items are encoded as their representations and organized with a
certain index structure in the offline stage. Once an recommenda-
tion request is issued by the online service, the retrieval key will be
synthesized and used for the ANN (approximate nearest neighbor)
search over pre-constructed index. Finally, the top-K similar items
can be identified, which will be returned as the retrieved candidates.
4 SYNTHONET’S INSTANTIATION
As introduced, Synthonet is a general paradigm for personalized
candidate retrieval, whose formulation can be flexibly adapted for
different recommendation scenarios. However, to better demon-
strate how Synthonet works in practice, it is instantiated for “text-
rich” scenario, which is common for a wide variety of applications,
such as online advertisement, e-commerce and news recommen-
dation (e.g., [28, 35, 38]). Particularly, settings for the discussed
scenario are briefly introduced as follows.
• Item. Each item is associated with its text feature, which is
organized as a sequence-of-word (e.g., the title of ad/news article).
• User. Each user is associated with her historical behaviors,
where each behavior stands for a specific item consumed by the
user (e.g., the whole ads/news articles clicked in history).
For the next part, concrete structures are designed so that Syn-
thonet will be instantiated for the above scenario2. To facilitate
comprehension, the frequently used notations are summarized in
Table 1.
2Although there can be various alternative structures for Synthonet, only one repre-
sentative is discussed here for demonstration. However, more necessary alternatives
are to be analyzed in the empirical studies.
4.1 Actor
4.1.1 Item Encoder. The item encoder’s structure is shown by Fig-
ure 4. First of all, the item’s word sequence wv is transformed into
the word embedding sequence ev by transferring each token into
its embedding vector:
ev : [e1, ..., eN ]v ← wv : [w1, ...,wN ]v . (6)
The word embedding sequence is further processed by a 1-D con-
volutional network (CNN) [17] so as to better extract its local infor-
mation:
eˆv ← CNN(ev ). (7)
To highlight the meaningful information, the vector ρa is intro-
duced, which attentively aggregates the whole sequence:
θv =
∑
i
αi eˆi , where αi =
exp(eˆTi ρa )∑
j exp(eˆTj ρa )
. (8)
Finally, the aggregated vector θv is used as the item’s representa-
tion.
4.1.2 User Encoder. The structure of user encoder is shown as
Figure 5. Particularly, user representation (θu ) is generated by at-
tentively aggregating the representations of user’s consumed items
Vu . In this place, multi-head attentive pooling [22] is employed for
the aggregation. First of all, a total of K pooling heads {ηia}1, ...,K are
employed, each of which is used to generate a unique aggregated
vector via attention:
θ iu =
∑
Vu
α ivθv (i = 1, ...,K), where α iv =
exp(θTv ηia)∑
Vu exp(θTv ′ηia)
. (9)
As a result, a total of K aggregated vectors {θ iu }1...K are obtained.
All these vectors are concatenated along the column and multiplied
by a Kd × d (d is the dimension of θv ) mapping matrixWa , where
the original representation dimension will be kept:
θu = Relu(Waθ¯u+ba ), where θ¯u = concatenate({θ iu }1...K ). (10)
4.1.3 Synthesizer. The retrieval key (Ψu ) is synthesized via two
consecutive steps: firstly, user representation θu is generated with
the user encoder; secondly, a M-layer feed-forward network (FFN) is
employed where user representation is translated into the retrieval
key:
ψ i+1u ← Relu(W iдψ iy + biд), i = 0, ...,M − 1 andψ 0u = θu ;
Ψu ←WMд ψM−1r + bMд ;
(11)
whereW iд and biд stand for the mapping matrix and bias of the i-th
perception layer. Notice that the activation function is removed for
the last layer so that the retrieval key can be an arbitrary real value
vector (otherwise it will be confined in certain scope and probably
unable to approach its candidate’s embedding).
4.2 Critic
4.2.1 Evaluator. A bi-channel deep recommendation model is pre-
trained for evaluation. Particularly, the item representation θv and
user representation θu are delivered to two different multi-layer
feed-forward networks: FFN1 and FFN2, where user’s interest to-
wards the item is measured with the weighted summation of both
Conference’19, – , – Zheng Liu, Yu Xing, Jianxun Lian, Defu Lian, Ziyao Li, and Xing Xie
𝑣
Item’s Word Sequence
Word Embeddings
… …
𝑤ଵ 𝑤ଶ 𝑤ଷ 𝑤ேିଶ 𝑤ேିଵ 𝑤ே
… …
𝑒ଵ 𝑒ଶ 𝑒ଷ 𝑒ேିଶ 𝑒ேିଵ 𝑒ே
?̂?ଵ ?̂?ଶ ?̂?ேିଵ ?̂?ேିଶ𝜌
𝛼ଵ
𝛼ଶ 𝛼ேିଵ
𝛼ே
𝜃௩
Figure 4: Item encoder’s structure.
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Figure 5: User encoder’s structure.
outputs’ element-wise product:
φv,u = log( σ (We (θˆTv ⊙ θˆu )) ),
where, θˆv ← FFN1(θv ), θˆu ← FFN2(θu ).
(12)
Here, σ (·) and ⊙ indicate the sigmoid function and element-wise
product, andWe is the learnable weighting vector. The well-trained
recommendation model is deployed as the evaluator. It will treat
the retrieval key Ψu as a virtual item’s representation, and calculate
the evaluation reward as:
φu = log( σ (We (ΨTu ⊙ θˆu )) ). (13)
Obviously, by maximizing the value of φu , Ψu will get aligned with
user interest as much as possible.
4.2.2 Validator. Inspired by the idea of generative adversarial net-
work, A binary classifier VAL is trained for validation, which deter-
mines whether a vector comes from the real items’ representation
{θv }V (with label 1), or those synthesized retrieval keys {Ψu }U
(with label 0). Once deployed, the validator takes a retrieval key
Ψu and calculate its log-likelihood of being positive:
ωu = log( σ ( VAL(Ψu ) ) ). (14)
Algorithm 1: Synthonet’s Training Process
(1) Pre-training:
while not converge do
for u ∈ U do
for v ∈ Vu do
encode v to be θv as Eq. 7 and 8;
encode u to be θu as Eq. 9 and 10;
encode negative samples as {θv ′};
calculate the overall binary cross-entropy loss as
Eq:12: Er ← φv,u −∑v ′ φv ′,u ;
update recommendation model (evaluator, user
encoder, item encoder) w.r.t. ∇Er ;
(2) Validator’s Initialization:
while not converge do
for v ∈ V do
encode v as θv as Eq. 7 and 8;
synthesize the retrieval key Ψu as Eq. 11 based on a
piece of randomly sampled user history;
calculate the overall binary cross-entropy loss as Eq.
14: Ev ← log(VAL(θv )) − log(VAL(Ψu ));
update validator w.r.t. ∇Ev ;
(3) Actor’s Training:
while not converge do
for u ∈ U do
for v ∈ Vu do
generate retrieval key Ψu as Eq. 11;
calculate compound reward R: φr + ωr + γr as Eq.
13, 14, 15.;
update Actor w.r.t. ∇R;
refine validator as step (2);
Apparently, Ψu will be within the valid scope of real item’s rep-
resentation when Ωr is close to zero, thereby resisting the false
reward from evaluator.
One more special thing about the validator is that it needs to
be iteratively adapted along with the training progress of Actor,
as the retrieval key’s distribution is changed from time to time.
Particularly, everytime one round of training is completed for the
Actor, the validator will be refined with the up-to-date {Ψu }U .
4.2.3 Referencer. The referencer is a parameter-free function, which
measures the similarity (e.g., Cosine) between the retrieval key and
the representation of its high-relevance candidate. The range of
similarity is mapped to (0, 1) so as to keep consistent in scale with
other rewards:
γu = log( sim(Ψu ,θv´ ) ),
where sim(Ψu ,θv´ ) = 0.5 ∗ ( 1 + cos(Ψu ,θv´ ) ).
(15)
Here v´ indicates the user’s consumed item in reality, thus being
qualified to be a high-relevance candidate. By maximizing the value
of γu , the retrieval key and candidate’s representation will get close
to each other as much as possible w.r.t. the chosen similarity.
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#users #items
News 10000 49751
E-Commerce 12064 64478
#Items/user #words/item item’s features
84.42 11.04 text, context
50.03 67.33 text
#users #items #Items/u #words/i
News 10000 49751 84.42 11.04
E-Commerce 12064 64478 50.03 67.33
#Items/user #words/item
84.42 11.04
50.03 67.33
Table 2: Dataset Statistics: total number of users and items,
average number of item per user, and average number of
word per item.
4.3 Training of Synthonet
Putting together every component of Actor and Critic, Synthonet’s
training process is summarized as Algorithm 1.
Firstly, the pre-training step is carried out, where our deep rec-
ommendation model is learned to capture user interest. Notice that
the item encoder, user encoder and evaluator will participate the
pre-training process; therefore, they will all be learned from such
an operation.
Secondly, the validator is initialized, which is to distinguish the
real items representations generated by the item encoder and the
retrieval keys generated by the initial synthesizer.
Thirdly, the Actor is trained: given each user’s consumed item,
the retrieval key is generated based on her history before the con-
sumption; then the compound reward is produced by the Critic so
that the Actor can be updated w.r.t. the its gradient. Since Synthe-
sizer and Item encoder’s updates will change the distribution of
retrieval key and item representation, the original validator will
gradually expire; therefore, it will be adapted iteratively along with
Actor’s update.
5 EXPERIMENTAL STUDIES
5.1 Experiment Settings
Experimental studies are carried out for the evaluation of retrieval
quality. As a general retrieval pipeline for all the methods in com-
parison: retrieval key and item representation will be generated in
the first place based on both parties’ inherent features; then items
are sorted according to their representations similarities with the
retrieval key; finally, items with the top-K similarity will be selected
as the candidates. Detailed configuration about the experiments
are introduced as follows.
5.1.1 Baselines. Two groups of baselines are compared in our ex-
periments. On the one hand, themetric-learning based methods
are taken into comparison, which learn to represent user and item
in the common latent space. Particularly, two representative ap-
proaches are adopted: one is based on Deep Structured Semantic
Model (DSSM) [15], the other one is adapted from Collaborative
Metric Learning (CML) [14].
• In DSSM, user and item representations are generated by en-
coding their raw features via two independent networks: the user
encoder and item encoder.
• In CML3, user is represented by the embedding vector, which is
associated with her ID; while item is still represented with item
encoder as DSSM.
3An adaption is made here, as item embedding is used by the original CML. However,
the item embedding incurs huge information loss in our experiment, which severely
limits its performance.
For the sake of fair comparison, user/item encoders in DSSM/CML
will use the same structures as our proposed methods, which are
illustrated in Section 4.
On the other hand, it is still popular in practice where candidate
relevance is directly derived from raw features (e.g., those based on
keyword similarity). As a result, we consider those learning-free
methods, where user/item’s representations are acquired before-
hand, instead of specifically learned for candidate retrieval. Two
representative approaches are adopted: one is based on average
word embedding (AVG), the other one uses the sentence level em-
bedding from BERT (SLE).
• In AVG, an item is represented as the average vector of its words’
embeddings (GloVe-3004 is used in our experiment), and a user is
represented as the average of her items’ embeddings. Despite of
simplicity, such a method is a common and effective baseline in
many NLP tasks [19, 25, 26].
• In SLE, an item is represented via the sentence level embedding
of BERT [11], i.e., the embedding of token [CLS] is used as the
item’s embedding. Meanwhile, and a user is still represented as the
average of her items’ embeddings as AVG.
Notice that the context feature in recommendation request is not
directly comparable with item’s text feature, thus they are ignored
in AVG and SLE, where user embedding is used as the retrieval key.
5.1.2 Variations of Our Approach. As is introduced, Synthonet can
be instantiated in different ways. Therefore, alternative implemen-
tations are systematically tested so as to verify its generalizability.
• Variational Similarity Measurement. Cosine similarity (Eq.
15) is chosen as default similarity measurement; besides, Euclidean
similarity is also included in the experiments.
• Variational Form of Evaluator. The bi-channel feed-forward
network (BI) introduced in Section 4.2.1 is used as default evalua-
tor; meanwhile, the fully-connected feed forward network (FC) is
also taken into account, where user and item representations are
concatenated along the column and processed by a 2-layer feed-
forward network for final logit.
• Variational Form of User Encoder. In addition to our default
user encoder introduced in Section 4.1.2, the way of user represen-
tation in CML is also considered, where users are represented by
the embedding vectors associated with their IDs.
• Variational Input. Apart from user history, there can be other
available information when recommendation is to be made, such
as context and user’s intent. The auxiliary information is encoded
in parallel with user history, and the encoded vectors of both parts’
are concatenated along column for the final user representation.
5.1.3 Metrics. The following three evaluation measurements are
considered in our experiments.
• Recall Performance. The retrieval quality is directly reflected by
its recall rate, as the ultimate goal of retrieval is to obtain all the
quality candidates, instead of giving the final recommendation list.
The recall rate is measured with Recall@K, where K is scale of
retrieval set.
• Ranking Performance. To knowmore about the retrieval precision
of different methods, the ranking performance is further compared,
4https://nlp.stanford.edu/projects/glove/
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Recall Performance Ranking Performance
Similarity Method Recall@5 Recall@10 Recall@15 Recall@20 MRR NDCG@5 NDCG@10
COS
DSSM 0.1252 0.2216 0.3038 0.3796 0.2786 0.2853 0.3553
CML 0.1165 0.2079 0.2874 0.3577 0.2767 0.2836 0.3541
AVG 0.0805 0.1545 0.2199 0.2806 0.2286 0.2238 0.2979
SLE 0.0474 0.0593 0.0747 0.1045 0.1816 0.1529 0.2405
SYN (BI) 0.1336 0.2398 0.3257 0.4019 0.2953 0.3065 0.3763
SYN (FC) 0.1319 0.2359 0.3217 0.4006 0.2928 0.3036 0.3732
EUC
DSSM 0.0898 0.1653 0.2336 0.2972 0.2420 0.2410 0.3133
CML 0.0791 0.1484 0.2105 0.2744 0.2377 0.2305 0.3041
AVG 0.0480 0.0938 0.1386 0.1829 0.1914 0.1771 0.2538
SLE 0.0440 0.0852 0.1251 0.1709 0.1885 0.1725 0.2504
SYN (BI) 0.1317 0.2403 0.3275 0.4069 0.2934 0.3045 0.3743
SYN (FC) 0.1216 0.2149 0.2969 0.3684 0.2654 0.2688 0.3364
Tab 1: MSN (Context Free)
Table 3: Experiment Result On News Dataset (top values marked in bold).
Recall Performance Ranking Performance
Similarity Method Recall@5 Recall@10 Recall@15 Recall@20 MRR NDCG@5 NDCG@10
COS
DSSM 0.3399 0.4978 0.5894 0.6523 0.2161 0.3663 0.4528
CML 0.3143 0.4831 0.5797 0.6466 0.1979 0.3292 0.4220
AVG 0.1451 0.2554 0.3522 0.4373 0.1118 0.1515 0.2114
SLE 0.0675 0.1320 0.1991 0.2621 0.0639 0.0682 0.1031
SYN (BI) 0.3588 0.5128 0.6003 0.6637 0.2246 0.3863 0.4708
SYN (FC) 0.3597 0.5144 0.5981 0.6581 0.2253 0.3881 0.4731
EUC
DSSM 0.3740 0.5087 0.5899 0.6527 0.2299 0.4035 0.4777
CML 0.2952 0.4525 0.5345 0.5947 0.1848 0.3071 0.3936
AVG 0.1375 0.2462 0.3365 0.4186 0.1056 0.141 0.200
SLE 0.0555 0.0969 0.1333 0.1770 0.0556 0.0588 0.0813
SYN (BI) 0.3904 0.5297 0.6071 0.6642 0.2386 0.4216 0.4985
SYN (FC) 0.3919 0.5266 0.6033 0.6618 0.2385 0.4230 0.4972
Tab 2: Amazon (Context Free)
Table 4: Experiment Result On E-Commerce Dataset (top values marked in bold).
which is measured with MRR and NDCG@K.
5.1.4 Datasets. Two real-world datasets are used in our exper-
iments. One is the industrial dataset 5 from MSN News, which
records users’ news browsing behaviors. In this dataset, each user
is associated with her browsed news articles in history, and each
article is associated with its titles; additionally, user’s intent is ex-
plicitly specified for each of her browsing behavior, i.e, the type
of news (e.g., political or financial news) she’s looking for. In our
experiment, user history is used as by default; and user’s intent is
used while evaluating the effect of auxiliary information. Another
5https://www.msn.com/en-us/news
public dataset of Amazon reviews on Movies and TV6 (referred as
E-Commerce) is adopted in the experiment, which records users’
online shopping behaviors: each user is associated with her pur-
chased items in history, and each item is associated with its title and
description. Detailed statistics about both datasets are illustrated
as Table 2.
5.2 Experiment Analysis
5.2.1 Findings From Main Results. Main experimental results on
both datasets are shown by Table 3 and 4. As is can be observed,
variations of Synthonet, SYN (B) and SYN (F) consistently outper-
form all the baselines in terms of recall performance, indicating
6http://jmcauley.ucsd.edu/data/amazon/
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Recall Performance Ranking Performance
Similarity Method Recall@5 Recall@10 Recall@15 Recall@20 MRR NDCG@5 NDCG@10
COS
DSSM 0.4232 0.6042 0.7030 0.7675 0.4467 0.4873 0.5363
CML 0.4041 0.5949 0.7021 0.7678 0.4438 0.4814 0.5325
SYN (BI) 0.5313 0.6991 0.7939 0.8571 0.5202 0.5640 0.6068
SYN (FC) 0.5403 0.7124 0.7978 0.8542 0.5197 0.5644 0.6068
EUC
DSSM 0.4820 0.6648 0.7634 0.8293 0.4918 0.5364 0.5823
CML 0.4694 0.6535 0.7566 0.8220 0.4970 0.5415 0.5864
SYN (BI) 0.5256 0.6831 0.7807 0.8534 0.5171 0.5613 0.6044
SYN (FC) 0.5410 0.6998 0.7890 0.8525 0.5213 0.5649 0.6083
Tab 3: MSN (Context Related)
Table 5: Experiment Result Using Auxiliary Input (top values marked in bold).
Recall Performance Ranking Performance
Similarity Method Recall@5 Recall@10 Recall@15 Recall@20 MRR NDCG@5 NDCG@10
COS
Alter (BI) 0.1176 0.2055 0.2810 0.3463 0.2694 0.2722 0.3424
Alter (FC) 0.1111 0.2056 0.2894 0.3653 0.2732 0.2800 0.3504
Default (BI) 0.1330 0.2413 0.3280 0.4055 0.2943 0.3055 0.3753
Default (FC) 0.1319 0.2359 0.3217 0.4006 0.2928 0.3036 0.3732
EUC
Alter (BI) 0.1203 0.2145 0.2933 0.3625 0.2726 0.2776 0.3473
Alter (FC) 0.1166 0.2072 0.2888 0.3627 0.2721 0.2788 0.3490
Default (BI) 0.1349 0.2377 0.3240 0.4028 0.2870 0.2965 0.3652
Default (FC) 0.1269 0.2285 0.3166 0.3925 0.2873 0.2969 0.3662
Tab 5: Component Analysis on MSN (Context Related)
Table 6: Experiment Result Using Different User Encoder; Default: with default user encoder, Alter: with user encoder from
CML (top values marked in bold).
that better candidates can be retrieved with our proposed method.
It may also be inferred that Synthonet’s superiority on recall perfor-
mance is resulted from its higher capability of identifying quality
candidates, as top ranking scores can always be generated from
it. Besides, it can be observed that all the learned representations
(with SYN (*), DSSM, CML) outperform those learning-free methods
significantly. The explanation about this phenomenon is twofold.
For one thing, learning-free approaches, like AVG, are too sim-
ple to exploit user and item’s raw features effectively, thus unable
to identify candidate’s relevance in fine-granularity. For another
thing, although some other learning free methods, like SLE, are
sophisticated to fully utilize raw features, their generated user/item
representations may not relevant in terms of similarity, thus un-
suitable for candidate retrieval task.
Apart from the above obvious observations, some other interest-
ing phenomenons can also be derived from the main result.
• Effect of Similarity Measurement. For both similarity mea-
surements (COS and EUC), SYN (*) consistently gives rise to the
highest recall/ranking performances for all the testing cases; in ad-
dition, Synthonet’s fluctuations across different similarity measure-
ments are comparably smaller than those of baselines. The above
phenomenons indicate that Synthonet is robust to the change of sim-
ilarity measurement. One probable explanation is that Synthonet
takes advantage of multiple supervision signals in its training pro-
cess, thus making it less sensitive to each individual one. A more
detailed analysis is to be made in Section 5.2.3.
• Effect of Evaluator’s Form. For both forms of evaluators (BI
and FC), consistent improvements are achieved over the baselines
under the same setting, indicating that all forms of evaluators con-
tribute substantially to the Synthonet’s performances. However,
distinct results might be generated by different forms of evaluators,
which suggests that Synthonet’s performance can be optimized by
selecting more effective evaluators.
5.2.2 Additional Studies. A series of additional studies are carried
out for the complement of the main results. Because of redundant
observation, analysis is only carried out for the result on News
dataset.
• Synthonet with Auxiliary Input. As introduced before, user’s
intent is available for the News dataset, and it is adopted as our aux-
iliary input. The intent is virtually a categorical variable specifying
the type of news the user’s looking for, therefore it is represented
by the embedding vector associated with its ID. According to the
experiment results demonstrated in Table 5, SYN (*) still gives rise
to the best recall/ranking performances in contrast to the baselines
(the learning-free methods are omitted due to their incapability of
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Recall Performance Ranking Performance
Similarity Method Recall@5 Recall@10 Recall@15 Recall@20 MRR NDCG@5 NDCG@10
COS
DSSM 0.1252 0.2216 0.3038 0.3796 0.2786 0.2853 0.3553
Eva 0.1241 0.2198 0.3070 0.3833 0.2828 0.2915 0.3615
Eva-Val 0.1306 0.2387 0.3279 0.4060 0.2924 0.3036 0.3731
Eva-Ref 0.1311 0.2296 0.3162 0.3913 0.2880 0.2971 0.3670
Compound 0.1336 0.2398 0.3257 0.4019 0.2953 0.3065 0.3763
EUC
DSSM 0.0898 0.1653 0.2336 0.2972 0.2420 0.2410 0.3133
Eva 0.1253 0.2235 0.3087 0.3856 0.2833 0.2919 0.3610
Eva-Val 0.1339 0.2386 0.3257 0.4031 0.2916 0.3023 0.3705
Eva-Ref 0.1285 0.2278 0.3150 0.3932 0.2885 0.2986 0.3678
Compound 0.1317 0.2403 0.3275 0.4069 0.2934 0.3045 0.3743
Tab 4: Component Analysis on MSN (Context Related)
Table 7: Experiment Result For Component Analysis (top values marked in bold).
using auxiliary input). Besides, recall/ranking performances are
remarkably improved (compared with those in Table 3) thanks to
the presence of additional information. As a result, it validates that
Synthonet is able to effectively exploit auxiliary input for better
retrieval performance.
• Synthonet with Different User Encoder Performances with
different user encoders are demonstrated in Table 6. As it can be
observed, SYN with our default user encoder consistently outper-
form those with CML’s user encoder. Together with our conclusion
in Section 5.2.1, we may have the following conclusion. That as a
general candidate retrieval paradigm, Synthonet consistently out-
performs those metric-learning baselines under the same settings
(similarity measurement, user/item encoders); meanwhile, the per-
formance of Synthonet itself can be further enhanced by selecting
more appropriate configurations, such as forms of evaluator and
user/item encoders.
• Alignment with User Interest. In addition to our metrics on
recall/ranking performance, we would also like to know user’s de-
gree of interest towards the retrieved candidates, which can be
measured as the negative log-likelihood of the top K retrieved can-
didates (denoted as LL@K):
NLL@K =
∑
0≤j≤K −1 ∗ log(Pui (vj )), (16)
where Pui (x j ) stands for user’s probability of being interested in
item vi . Apparently, a smaller NLL@K indicates a larger degree of
interest. Since there is no way to acquire user’s exact interest, the
well-trained evaluator used by SYN (B) is employed for approxima-
tion.
According to the demonstrated result in Table 8, the degree of inter-
est is almost aligned with the recall/ranking performances reported
in Table 3, despite that the employed user model is not fully ac-
curate. As a result, it indicates that the retrieved candidates from
Synthonet better meet user’s interest.
5.2.3 Component Analysis for Critic. Experiments are conducted
to evaluate each individual component’s effect in Critic, where
EVA, VAL, REF indicate the presence of evaluator, validitor and
references in Critic7; while Compound stands for the inclusion of
all these components. Because of duplicated observations, results
are only reported for SYN with evaluator BI.
As demonstrated in Table 7, top performances are achieved by
Compound in most testing cases. Meanwhile, improvements can
be observed when evaluator work jointly with either validator or
referencer. Therefore, it indicates that both components contribute
substantially to Synthonet’s performance. Moreover, Synthonet’s
performance is already no lower than the best baseline (DSSM)
merely with the evaluator; and in some cases, top retrieval results
can be obtained merely with evaluator and validator. Both phe-
nomenons suggest that maximizing user’s interest towards the
retrieval key is crucial for the retrieval quality. In fact, such a point
is also consistent with our problem formulation in Eq. 5.
5.2.4 Summarization. Major findings of the experimental studies
are summarized with the following points.
• Consistent and remarkable improvements are achieved by Syn-
thonet in terms of recall/ranking performances, whereby validating
its effectiveness on retrieving quality candidates.
• As a general candidate retrieval paradigm, Synthonet can be
tuned flexibly for the optimal performance by selecting the most
suitable configuration of each specific scenario.
• All the components in Critic contribute substantially to Syn-
thonet’s performance, which jointly gives rise to its superior candi-
date retrieval quality.
6 RELATEDWORK
In this section, related studies are reviewed from two perspectives:
deep recommendation algorithms and candidate retrieval.
6.1 Deep Recommendation Algorithms
Leveraging the recent progress of deep learning, today’s recom-
mendation algorithms become more and more proficient in cap-
turing user’s underlying interest. Roughly speaking, deep learning
7The combination of Val-Ref is not considered as validator needs to work along with
evaluator.
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Degree of Interest
Similarity Method NLL@5 NLL@10 NLL@15 NLL@20
COS
DSSM 0.4086 0.4660 0.5103 0.5483
CML 0.4576 0.5171 0.5622 0.5997
AVG 0.754 0.7915 0.813 0.8296
SLE 1.0058 1.0087 1.0093 1.0065
SYN (BI) 0.3997 0.4501 0.4903 0.5252
SYN (FC) 0.3991 0.4525 0.4943 0.5300
EUC
DSSM 0.6034 0.6404 0.6682 0.6911
CML 0.6883 0.7132 0.7319 0.7478
AVG 0.9582 0.9552 0.9586 0.9632
SLE 1.0193 1.0187 1.0115 1.0054
SYN (BI) 0.3861 0.4473 0.4926 0.5298
SYN (FC) 0.4648 0.5174 0.5578 0.5911
Tab 6: MSN (Context Free)
Table 8: Degree of User Interest (top values marked in bold).
techniques contribute to the development of recommendation algo-
rithms in two ways. For one thing, thanks to deep neural networks’
superior capability on function approximation, complex user-item
relationships, e.g., high-order feature interaction [9, 13, 21, 32, 41],
temporal behavioral patterns [40, 42], can be effectively learned
from user’s behavioral data. For another thing, the employment of
deep neural networks facilitates the effective exploitation of diverse
data, such as textual [28, 35], visual [16, 33, 36] relational [7, 30, 37]
information, and common-sense knowledge from KB [29, 39]. It’s
noticeable that most of these advanced algorithms mainly empha-
size the ranking efficacy, yet contribute little to the candidate re-
trieval due to their inherent limitation on temporal scalability.
6.2 Candidate Retrieval
6.2.1 Conventional Way of Candidate Retrieval. As discussed, can-
didate has to be selected in realtime from a tremendous pool of
items. Therefore, mainstream candidate retrieval approaches would
take advantage of structurized data so as to achieve feasible running
efficiency. In early days, one of the most well-known representa-
tives is based on inverted-index [5] (still widely applied in practice),
where items are indexed w.r.t. a certain type of raw feature (e.g.,
keywords), and candidates are retrieved for a user if there exist a
shared feature value. Later on, improved methods are consecutively
proposed, where multiple raw features can be jointly utilized for
candidate retrieval, and personalized features weights are learned
for more precise retrieval [1, 2, 4]. In more generalized setting, user
and item’s relevance is derived based on their feature similarity. As
a result, candidate retrieval can be conducted with even higher flex-
ibility; meanwhile, thanks to the superior index structures like LSH
and KNN graph [8, 27, 31], the retrieval operation can be efficiently
conducted with O(1) time complexity.
6.2.2 Metric Learning. Metric learning is general machine learning
paradigm [20, 34], which is developed to represent entities such
that those from the same class can be mutually close to each other
in the representation space. Obviously, it turns out to be a natural
choice for candidate retrieval, as user and item can be represented
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Figure 6: Toy example for the comparison of learning to gen-
erate retrieval key based on (I) metric learning and (II) Syn-
thonet, respectively (better viewed in colour).
in the common space and their relevance will be measured by repre-
sentations’ similarity [14, 16, 24]. In contrast to those conventional
methods, metric learning is able to identify quality candidates more
accurately, as representations are carefully learned from user-item
interactions, and raw features can be better exploited on top of
more advanced structures.
In fact, both Synthonet and metric learning will represent user
as the retrieval key for candidate retrieval. However, there is fun-
damental distinction on how the retrieval key is generated. For
one thing, metric learning merely cares about the overall similarity
between the retrieval key and user’s consumed items in history,
whereas user’s interest towards to retrieval key itself is not taken
into account. As a result, the retrieval key may stray away from
user’s interested region, which will falsely introduce inaccurate
candidates and impair the retrieval quality. On the other hand, Syn-
thonet makes user’s interest towards the retrieval key a priority,
which is to be optimized simultaneous along with the similarity
part. Therefore, more accurate candidate retrieval can be delivered.
In this place, a toy example is presented for better illustration.
Example 6.1. Suppose that representations of a user’s interest
items are confined within the blue region S in Figure 6. Meanwhile,
vertex a indicates the representation of the user’s consumed item
in history. In metric learning, similarity (or distance) becomes the
only factor to be considered, and it will determine the whole neigh-
borhood of a (i.e., circle (a, ϵ)) to be the potential region for user
representation. Consequently, user’s representation could be falsely
mapped to vertex b, which is out of user interested region despite
its similarity with a; and all the items within b’s neighbourhood
(i.e., circle O(b,γ )) will be retrieved as candidates. Apparently, only
limited part of user’s interested area can be covered (i.e., s1), and
many of the relevant candidates could be left out from the retrieval
result. On the other hand, by taking user interest into account, Syn-
thonet will identify vertex c to be a much more appropriate user
representation, as it is not only similar with a but also accurately
aligned with user interest. Therefore, items within circle (c, γ )
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will be selected as the retrieval result, where much more of user’s
interested items (i.e., those within s2) can be obtained.
7 CONCLUSION
In this work, a novel paradigm Synthonet is proposed for personal-
ized candidate retrieval, where the virtual item representation (i.e.,
retrieval key) is synthesized optimally for the efficient acquisition
of high-quality candidates. With the developed Actor-Critic infras-
tructure, user’s underlying interest becomes accurately aligned
with the similarity between retrieval key and item representation.
Therefore, high-quality candidates can be effectively identified and
efficiently retrieved via similarity search. Extensive empirical stud-
ies are carried out with real-world datasets, whose results validate
the effectiveness of our proposed method.
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