The producers always aspire at increasing the efficiency of their production process. However, they do not always succeed in optimizing their production. In the last years, the interest on Data Envelopment Analysis (DEA) as a powerful tool for measuring efficiency has increased. This is due to the large amount of data sets collected to better understand the phenomena under study, and, at the same time, to the need of timely and inexpensive information. The "Productivity Analysis with R" (PAR) framework establishes a user-friendly data envelopment analysis environment with special emphasis on variable selection and aggregation, and summarization and interpretation of the results. The starting point is the following R packages: DEA (Diaz-Martinez and Fernandez-Menendez, 2008) and FEAR (Wilson, 2007) . The DEA package performs some models of Data Envelopment Analysis presented in (Cooper et al., 2007) . FEAR is a software package for computing nonparametric efficiency estimates and testing hypotheses in frontier models. FEAR implements the bootstrap methods described in (Simar and Wilson, 2000) . PAR is a software framework using a portfolio of models for efficiency estimation and providing also results explanation functionality. PAR framework has been developed to distinguish between efficient and inefficient observations and to explicitly advise the producers about possibilities for production optimization. PER framework offers several R functions for a reasonable interpretation of the data analysis results and text presentation of the obtained information. The output of an efficiency study with PAR software is selfexplanatory. We are applying PAR framework to estimate the efficiency of the agricultural system in Azores (Mendes et al., 2009 ). All Azorean farms will be clustered into homogeneous groups according to their efficiency measurements to define clusters of "good" practices and cluster of "less good" practices. This makes PAR appropriate to support public policies in agriculture sector in Azores.
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Introduction
DEA makes it possible to identify efficient and inefficient units in a framework where results are considered in their particular context. The units to be assessed should be relatively homogeneous and were originally called Decision Making Units (DMUs). DEA is an extreme point method and compares each DMU with only the "best" DMUs.
DEA can be a powerful tool when used wisely. A few of the characteristics that make it powerful are:
• DEA can handle multiple input and multiple output models.
• DMUs are directly compared against a peer or combination of peers.
• Inputs and outputs can have very different units. For example, one variable could be in units of lives saved and another could be in units of dollars without requiring an a priori tradeoff between the two.
The same characteristics that make DEA a powerful tool can also create problems. An analyst should keep these limitations in mind when choosing whether or not to use DEA.
• Since DEA is an extreme point technique, noise such as measurement error can cause significant problems.
• DEA is good at estimating "relative" efficiency of a DMU but it converges very slowly to "absolute" efficiency. In other words, it can tell you how well you are doing compared to your peers but not compared to a "theoretical maximum."
PAR combines DEA with different statistical methods. DEA is applied to distinguish between efficient and inefficient observations of performances. Different statistical methods are applied to assist DEA. For example canonical correlation analysis assists DEA with both variable aggregation and variable selection. PAR methodology is implemented in R. The output of the PAR computer program is self-explanatory.
At first we will define the performance of a farm. A natural measure of performance is a productivity ratio: the ratio of outputs to inputs, where larger values of this ratio are associated with better performance. Performance is a relative concept. For example, the performance of the meat farm in 2008 could be measured relative to its 2007 performance or it could be measured relative to the performance of another farm in 2008. This farm can also analyse the relative performance of units within the farm.
PAR: A Tool for Measuring Efficiency of Azorean farms

Basic term definitions:
We are going to provide some informal definitions of the following terms:
• Productivity: productivity=output/input
When we refer to productivity, we are referring to total farm productivity, which is a productivity measure involving all factors of production (all inputs and all outputs). The land productivity yields in farming are a partial measure of productivity. The partial productivity measures can provide a misleading indication of overall productivity when considered in isolation.
•
Production frontier line
The production frontier line may be used to define the relationship between the input and output. The production frontier represents the maximum output attainable from each input level. It reflects the current state of technology in the farm. Farms operate either on that frontier, if they are technically efficient, or beneath the frontier, if they are technically inefficient.
Efficiency frontier represents a standard of performance that the firms not on the frontier could try to achieve. Firms on the frontier are 100% efficient.
Note that this does not mean that the performance of the DMUs on the efficiency frontier cannot be improved. It may or may not be possible. However, the available data does not give any idea on the extent to which their performance can be improved.
The DMUs on the efficiency frontier are the best DMUs with the data we have. As we do not have another DMU having better performance, we should assume that these are the best achievable performance. We rate the performance of all other firms in relation to this best achieved performance. Thus, we are talking of only relative efficiencies, not absolute efficiencies.
Such an analysis using efficiency frontier is often termed as Frontier Analysis. This efficiency frontier forms the basis of the efficiency analysis. The efficiency frontier envelops the available data. Hence, the name: Data Envelopment Analysis (DEA).
Consider the DMU which does not lie on the frontier. This DMU is inefficient. The following question arises: Can we make a quantitative estimate of its efficiency, in relation to the performance of the best firm lying on the frontier?
Economies of scale
The increase in efficiency of production as the number of goods being produced increases is known as economies of scale. Typically, an agricultural company that achieves economies of scale lowers the average cost per unit through increased production since fixed costs are shared over an increased number of goods.
Economies of scale means that as a company grows and production units increase the company will have a better chance to decrease its costs. Economies of scale are the cost advantages that a firm obtains due to expansion. This should not be confused with increasing returns to scale where simply increasing output within current capacity reduces the short run cost per unit. Figure 1 shows a simple example and, in real life, there are countering forces of diseconomies of scale. Diseconomies of scale are the forces that cause larger firms to produce goods and services at increased per-unit costs. As these forces balance, an optimum production volume can be found referred to as constant returns to scale.
Economies of scale refers to the decreased per unit cost as output increases. More clearly, the initial investment of capital is spread over an increasing number of units of output, and therefore, the marginal cost of producing a good or service decreases as production increases (note that this is only in an industry that is experiencing economies of scale).
But Diseconomies Can Also Occur. As we mentioned before, diseconomies may also occur.
They could stem from inefficient managerial or labour policies, over-hiring or deteriorating transportation networks (external DS). Furthermore, as a company's scope increases, it may have to distribute its goods and services in progressively more dispersed areas. This can actually increase average costs resulting in diseconomies of scale.
Some efficiencies and inefficiencies are more location specific, while others are not affected by area. If a company has many plants throughout the country, they can all benefit from costly inputs such as advertising. However, efficiencies and inefficiencies can alternatively stem from a particular location, such as a good or bad climate for farming. When ES or DS are location specific, trade is used in order to gain access to the efficiencies.
The key to understanding economies of scale and diseconomies of scale is that the sources vary. A company needs to determine the net effect of its decisions affecting its efficiency, and not just focus on one particular source. Thus, while a decision to increase its scale of operations may result in decreasing the average cost of inputs (volume discounts), it could also give rise to diseconomies of scale if its subsequently widened distribution network is inefficient because not enough transport trucks were invested in as well. Thus, when making a strategic decision to expand, companies need to balance the effects of different sources of economies of scale and diseconomies of scale so that the average cost of all decisions made is lower, resulting in greater efficiency all around.
Returns to scale
Refers to a technical property of production that examines changes in output subsequent to a proportional change in all inputs (where all inputs increase by a constant factor). If output increases by that same proportional change then there are constant returns to scale (CRTS). If output increases by less than that proportional change, there are decreasing returns to scale (DRS). If output increases by more than that proportion, there are increasing returns to scale
Short example: where all inputs increase by a factor of 2, new values for output should be:
Twice the previous output given = a constant return to scale (CRTS)
Less than twice the previous output given = a decreased return to scale (DRS)
More than twice the previous output given = an increased return to scale (IRS)
•
Allocative efficiency
Allocative efficiency is a situation in which the limited resources of a country are allocated in accordance with the wishes of consumers. An allocatively efficient economy produces an "optimal mix" of commodities.
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A firm is allocatively efficient when its price is equal to its marginal costs in a perfect market.
Allocative efficiency means efficient distribution of resources: an economic situation where no possible reorganization of production resources can make some consumers better off without making other consumers worse off.
If price information is available and a behaviour objective is appropriate, then it is possible to measure allocative efficiencies as well as technical efficiencies. Behaviour objectives could be cost minimisation or revenue or profit maximisation. Cost minimisation and revenue maximisation together imply profit maximisation.
• 
DEA models
As we mentioned above the organizational units and farms are more generally called DecisionMakingUnits (DMU). DMUs can also be manufacturing units, departments of a big organization such as universities, schools, bank branches, hospitals, medical practitioners, power plants, police stations, tax offices, prisons, defence bases, or a set of firms. In the area of tourism DMUs can be hotels, motels, destinations, tourism websites, and so on.
Efficiency of a decision making unit is defined as the ratio between a weighted sum of its outputs and a weighted sum of its inputs. We can find the DMU (or the DMUs) having the highest ratio. 
Given the data, we measure the efficiency of each DMU j , j=1,2,…,n. Hence we need n optimizations (one for each DMU to be evaluated).
Let the DMU, we are evaluating, be designated as DMU o (o=1,2,…,n).
CCR Model
We will define the CCR-Efficiency taking into account all input excesses and output shortfalls. The input oriented CCR model aims to minimise inputs while satisfying at least the given output levels. The output oriented CCR model attempts to maximise outputs without requiring more of any of the observed input variables. 
For all DMUs together we have the following matrix notations:
The optimal θ is denoted by θ*. It is greater than zero and not greater than 1, or . 1 0
We define slack vectors by λ is the point on the efficient frontier used to evaluate the performance of DMUo.
The output oriented CCR model
The output oriented CCR model attempts to maximize outputs while using no more than the observed amount of any input.
The slack (t -, t + ) of the output oriented model is defined by:
The higher the value of η * , the less efficient the DMU is. η * expresses the output enlargement rate.
An input oriented CCR model is efficient for any DMU if and only if it is also efficient when the output oriented CCR model is used to evaluate its performance. The solution of the output oriented CCR model may be obtained from that of the input oriented CCR model.
The improvement using output oriented CCR model is expressed by:
The BCC problem is solved using a two-phase procedure. In the first phase, we minimise θ B and, in the second phase, we maximise the sum of the input excesses and output shortfalls, Theorem: A DMU that has a minimum input value for any input item, or a maximum output value for any output item, is BCC-efficient. If a DMU has full BCC efficiency but a low CCR score, then it is operating locally efficiently but not globally efficiently due to the scale size of DMU. Thus, it is reasonable to characterize the scale efficiency of a DMU by the ration of CCR and BCC scores. We define scale efficiency as follows: SE is not greater than 1. The BCC score expresses the (local) pure technical efficiency (PTE) under variable returns-to-scale circumstances. The CCR score is called the (global) technical efficiency (TE), since it takes no account of scale effect as distinguished from PTE. For a BCC-efficient DMU with constant returns-to-scale characteristics (i.e., in the most productive scale size) the scale efficiency SE is 1.
SBM model
We introduce a new measure ρ called SBM (Slacks-Based Measure). It is invariant to the units of measure used for the different inputs and outputs. This new measure is a scalar that yields the same efficiency value when distances are measured in either kilometres or miles. 
Theorem:
The optimal SMB ρ * is not greater than the optimal CCR θ * .
This theorem reflects the fact that SBM accounts for all inefficiencies whereas θ * accounts only for "purely technical" inefficiencies.
The relation between CCR-efficiency and SMB-efficiency is given in the following theorem:
is CCR-efficient if and only if it is SMB-efficient.
Outlier detection in PAR
The main drawback of deterministic frontier models is that they are very sensitive to outliers
and extreme values, and that noisy data are not allowed. We perform outlier analysis using the method described in (Wilson, 1993) . This paper describes an influence-function approach for detecting outliers in the context of frontier models.
The graphic analysis based on outlier statistic developed in (Wilson,1993) and implemented in FEAR is used to identify observations in DEA models that are possible outliers. A line in the log-ratio plot connects the second smallest value of the ratios for each observation deleted to illustrate the separation between the smallest rations for each observation. The plot is approximately linear under the homogeneity model. Under the heterogeneity model, the logratio plot shows convexity.
• Some notes on CCA and some related methods
Canonical Correlation Analysis (CCA) is a multidimensional exploratory statistical method.
A canonical correlation is the correlation of two latent (canonical) variables, one representing a set of independent variables, the other a set of dependent variables. Each set may be regression. However, the object of PLS regression is to explain one or several response variables (outputs) in one set, by way of variables in the other one (the input). On the other hand, the object of CCA is to explore correlations between two sets of variables whose roles in the analysis are strictly symmetric. As a consequence, mathematical principles of both PLS and CCA methods are fairly different.
Variable aggregation in PAR
The question of obtaining an appropriate aggregate input from appropriate individual inputs is an important one. A natural way to define an aggregate input is to assume a linear structure of aggregation of the input variables. One of the most important issues here is the choice of weights in the aggregation.
A natural extension of the aggregation of inputs or outputs techniques is the use of weight restrictions. The use of weight restrictions is a much more subtle technique. For example, instead of eliminating an unimportant input or output, which is, the same as assigning a zero weight to it, we may restrict its weight to be low in relation to the more important inputs and outputs. This way the unimportant parameter will still count in the overall model but only up to the specified limit of 'importance'.
Weights choice may be done by the researcher according his opinion about the contribution of each variable. In our approach we use Canonical Correlations Analysis (CCA) to aggregate automatically both input and output data sets.
Obviously the input and output sets of variables in a production process are related. We are concerned with determining a relationship between the two sets of variables. The aim is the linear combinations that maximize the canonical correlation to be fond. Such a linear combination is called "canonical variate".
In this paper, we propose CCA to aggregate both input and output variables to get final input and output, respectively.
The aggregation in PAR approach is not fixed and because of it we are giving the answer of the following two important questions that arise frequently.
Variable selection in PAR
Variable selection in DEA is problematic. The estimated efficiency for any DMU depends on the inputs and outputs included in the model. It also depends on the number of outputs plus inputs. It is clearly important to select parsimonious specifications and to avoid as far as possible models that assign full high efficiency ratings to DMUs that operate in unusual ways.
In practice, when we apply DEA the number of DMUs should be greater that the total amount of variables in both sets. Usually in real world applications the number of DMUs is restricted.
Because of it one of the most important steps in the modelling using DEA is the choice of input and output variables.
Variable selection is crucial to the process as the omission of some of the inputs can have a large effect on the measure of efficiency. It is now recognized that improper variable selection often results in biased DEA evaluation results.
The attention to variable selection is particularly crucial since the greater the number of input and output variable, the less discerning are the DEA results (Jenkins and Anderson, 2003) .
However, there is no consensus on how best to limit the number of variables.
Several methods have been proposed that involve the analysis of correlation among the variables, with the goal of choosing a set of variables that are not highly correlated with one another. Unfortunately, studies have shown that these approaches yield results which are often inconsistent in the sense that removing variables that are highly correlated with others can still have a large effect on the DEA results (see Nunamaker, 1985) . Other approaches look at the change in the efficiencies themselves as variables are added and removed from the DEA models, often with a focus on determining when the changes in the efficiencies can be considered statistically significant. As part of these approaches, procedures for the selection of variables to be included in the model have been developed by sequentially applying statistical techniques.
Another commonly used approach for reducing the list of variables for inclusion in the DEA model is to apply regression and correlation analysis (Lewin et al., 1982 . This approach purports those variables which are highly correlated with existing model variables are merely redundant and should be omitted from further analysis. Therefore, a parsimonious model typically shows generally low correlations among the input and output variables, respectively (Chilingerian, 1995 and Salinas-Jimenez and Smith, 1996) .
The authors Norman and Stoker (1991) noted that the observation of high statistical correlation alone was not sufficient. A logical causal relationship to explain why the variable influenced performance was necessary. Another application of variable selection based on correlating the efficiency scores can be found in Sigala et al. (2004) .
In this paper, we propose CCA to be used in order the most appropriate variables to be selected. In PAR approach we apply CCA to select both input and output variables and to get final input and output sets, respectively.
Azorean Farms' Efficiency Measurement
The Azores islands belong to the Portuguese territory with a population of about 250000
inhabitants. The main economic activity is dairy and meat farming. Dairy policy depends on Common Agricultural Policy of the European Union and is limited by quotas. In this context, decision makers need knowledge for deciding the best policies in promoting quality and best practices. One of the goals of our work is to provide Azorean Government with a reliable tool for measurement of productive efficiency of the farms. We start the data analysis with outlier detection. One outlier obtained in Terceira data was result of a recording error and was corrected. We used again the statistical methodology presented in (Wilson, 1993) and implemented in FEAR package to look for new atypical observations. Using the graphical analysis presented in Figure another observation could also be identified as an outlier. However data from Terceira Island are viewed as having come from a probability distribution and it is quite possible to observe one point with low probability.
One would not expect to observe many such points, given their low probability. The fact that a particular observation has low probability of occurrence is not sufficient to warrant the conclusion that this observation is an error. More errors in the available data are not identified. Canonical correlation analysis aims at highlighting correlations between input and output data sets. Two preliminary steps calculate the sample correlation coefficients and visualise the correlation matrixes. All sample correlation coefficients are presented in Table 1 .
This In practice, the number of DMUs should be greater that the total amount of variables in both input and output sets. Any resource used by an Azorean dairy farm is treated as an input variable and because of it the list of variables that provide an accurate description of the milk and meat production process is large. This example is focused on measuring efficiency when the number of DMUs is few and the number of explanatory variables needed to compute the measure of efficiency is too large. We approach this problem from a statistical standpoint through both variable selection and variable aggregation approaches.
The results from CCA are printed in the Appendix and in the following tables. On Figure 3 the input and output variables are plotted on the first two canonical variates.
Variables with a strong relation are projected in the same direction from the origin. The greater the distance from the origin, the stronger the relation is. Both, the original inputs and outputs are aggregated into overall measures called aggregate input variate and aggregate output variate.
Then we use aggregated input and output in DEA formulation.
We build the DEA analysis on aggregated measures. On Figure 4 all DMUs and the efficient frontier are visualised. In spite of the good results achieved is important to recognize the major limitations and possible problems in conducting a DEA.
• Measurement error and other noise may influence the shape and position of the frontier.
• Outliers may influence the results. Because of it we always start with outlier detection.
• The exclusion of an important input or output can result in biased results. Because of it a variable aggregation method is proposed by PAR.
• The efficiency scores obtained are only relative to the best firms in the sample. The inclusion of extra firms (e.g., from overseas) may reduce efficiency scores.
• Be careful when comparing the mean efficiency scores from two studies. They say nothing about the efficiency of one sample relative to the other.
• The addition of an extra firm in a DEA analysis cannot result in an increase in the TE scores of the existing firms.
• The addition of an extra input or output in a DEA model cannot result in a reduction in the TE scores.
• With few observations and many inputs and/or outputs many of the firms will appear on the DEA frontier. If an investigator wishes to make an industry look good, he could reduce the sample size and increase the number of inputs and outputs in order to increase the TE scores. Because of it a variable selection method is proposed by PAR.
• Treating inputs and outputs as homogeneous commodities when they are heterogeneous may bias results.
In future work we are going to use PAR with both real and simulated data in order to find out a compromise between environment, agriculture and tourism, and to investigate the potential impact of agricultural tourism on the farms efficiency.
