Abstract. For rational A, B, C, D, the period length for the continued fraction of the square root t 4 + At 3 + Bt 2
Introduction
By the Abel integrability criterion, for a polynomial
with distinct roots, a polynomial ρ = at + b such that
with some polynomials P and Q exists if and only if the square root √ R has a periodic continued fraction expansion √ R = ϕ 0 + 1
By the Abel periodicity criterion, the square root √ R has a periodic continued fraction expansion if and only if for the polynomial R the Abel equation
is solvable in the ring of polynomials. The polynomials P and Q in the integral ρ √ R dt = ln P + √ RQ P − √ RQ satisfy the Abel equation, and the polynomial ρ has the form ρ = 2 P Q .
These statements were proved by Abel in [1] .
Chebyshev observed a drawback of the Abel integrability criterion. The continued fraction expansion of the square root √ R may have an arbitrarily long period. Therefore, to use the integrability criterion we need to estimate the length of the period. In [2] , Chebyshev obtained such an estimate for polynomials R with rational coefficients. In this connection Chebyshev supposed that for such polynomials the period of the continued 588 V. A. MALYSHEV fraction expansion of the square root √ R may also be arbitrarily long. The explicit proof of Chebyshev's estimate was given by Zolotarev in [3] .
Chebyshev reduced the problem to polynomials For this number Chebyshev obtained the estimate n ≤ 12m, where m is the number of quadratic divisors of the right-hand side of the first equation.
We shall prove that for the polynomials R with rational coefficients the length of the period of the square root √ R may take only finitely many values. Thus, Chebyshev's estimate solves the problem in principle, but is quite conservative.
By the degree of the first solution of a polynomial R, we mean the minimum integer n such that the Abel equation
has a solution with a polynomial P of degree n. If for some R the Abel equation has no solution, then the degree of the first solution is not defined. We shall prove that, for any polynomial R with rational coefficients, the degree of the first solution takes only 10 values: 2, 3, 4, 5, 6, 7, 8, 9, 10, 12.
The statement follows from a theorem of Mazur (see [4] ). By that theorem, the order of a rational point on a rational elliptic curve takes precisely these 10 values. The length of the period can be expressed in terms of the degree of the first solution. As a result, for any polynomial R with rational coefficients the length of the period of the square root √ R may take only 14 values 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 14, 18, 22.
Additional analysis shows that 7 is not realized by polynomials with rational coefficients. It is plausible that 9 and 11 are also not realized. Now we list the integrals with rational coefficients that can be calculated by one logarithm. We split the set of integrals
. . , where the number of a class is the degree of the first solution of the polynomial R. The class
was known to Euler. In [1] , Abel constructed four classes
dt,
In the classes J 2 , J 3 , J 4 , J 5 , J 6 the integrals admit a rational parametrization of the coefficients. There are exactly 5 more classes J 7 , J 8 , J 9 J 10 , J 12 that consist of integrals with rational parametrizations. This makes it possible to construct integrals with rational coefficients in the classes
There are no integrals with rational coefficients in the classes J 11 , J 13 , J 14 , J 15 . . . .
§1. Chebyshev transformation
In Chebyshev's theory, the main role is played by the transformation of polynomials
where
This transformation was found by Chebyshev and is called after him. Zolotarev [3] observed that the Chebyshev transformation arises from the Jacobi substitution
for an appropriate choice of the parameters a, b, c, a , b , c , a , b , c . The Chebyshev transformation is well defined only if A 3 − 4AB + 8C = 0. To explain this, we write the identity
256 ,
This means that the Chebyshev transformation applies only to the polynomials that cannot be reduced to t 4 + pt 2 + q by translation. Given a polynomial f (t), we denote by f x (t) the polynomial f x (t) = f (t + x). Let ρ(f, g) be the resultant of f and g. Observe that ρ(f, g) = ρ(f x , g x ) for all x.
Theorem 1. The Chebyshev transformation is translation invariant.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Proof. We must prove that T R = T (R x ) for all x. Write
The relations
x (which is easy to check) and the identity
complete the proof.
Theorem 2. The Chebyshev transformation admits the invariants
Proof. We must prove that
Direct inspection shows that
Thus, only two identities need a proof. Since the Chebyshev transformation is translation invariant, the problem is reduced to the polynomials of the form
In this case, the coefficients of the polynomial
are of the form
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and the identities
are trivial.
Corollary. If a polynomial R admits the Chebyshev transformation, then the polynomial R has mutually distinct roots if and only if T R has the same property.
It is useful to note that
for all x. For a polynomial
the invariants of the Chebyshev transformation have the form
In the Introduction we already encountered the first and the second invariant; they are involved in Chebyshev's system of Diophantine equations. In Zolotarev's paper [3] , these invariants were obtained by a bulky calculation.
be a polynomial with mutually distinct roots. With R we associate the elliptic curve
The curve E R is obtained by eliminating L from the system
Therefore, the point (M, N ) lies on the curve E R . Direct inspection shows that
Consequently, the curve E R is nonsingular. The group of the elliptic curve E will be denoted by G(E). As usual, the zero element O is located at infinity.
Later we shall describe the relationship between the elliptic curve E R and the quadratic irrationality √ R. Here we only explain how the elliptic curve E R is related to the Chebyshev transformation.
Theorem 3. Let
Proof. Obviously, the points (B, C) and (M, N ) belong to E R . It is easy to check that the tangent line to E R at the point (B, C) has the form
Substituting X and Y in the equation of E R , we obtain the parameter
Therefore, the tangent line intersects the curve at the third point
By the definition of the group law, we have
This proves the theorem. §2. Zolotarev representation
In this section we give a generalization of Zolotarev's classical theorem about the representation of solutions of the Abel equation. The original theorem of Zolotarev looks like this.
For the polynomial
where 1 < α < β < ∞, the Abel equation
is solvable if and only if
with rational 0 < r < 1 and real 0 < κ < 1.
In Zolotarev's theorem, it is essential that t = 0 is a root of R. The restrictions on the other three roots can be relaxed.
Suppose a polynomial R = t 4 + At 3 + Bt 2 + Ct has distinct roots. With R, we associate the elliptic curve
with the invariants
Simultaneously, with R we associate the Weierstrass function ℘ R having the same invariants g 2 and g 3 . We explain how the polynomials t 3 + At 2 + Bt + C and 4X 3 − g 2 X − g 3 are related to each other. Put t = 1 τ . After division by C, the polynomial
We put
After multiplying by 4, the polynomial
In particular, under a proper enumeration, the roots of the polynomials
satisfy the relations
where k = 1, 2, 3. Here
where ω 1 and ω 2 are the periods of the Weierstrass function ℘ R . In the paper [5] we proved the following statement.
For a polynomial
B C with some integers k 1 and k 2 .
As an easy consequence, we obtain the following statement.
the degree of the first solution is equal to n if and only if
for some integers k 1 and k 2 such that gcd(n, k 1 , k 2 ) = 1. It is useful to note that two elliptic curves are associated with the polynomial
Namely, these are the curves
is an isomorphism of the group G(E R ) onto G(E R ). Therefore, the elliptic curves E R and E R are practically identical. Nevertheless, these curves arise differently. The first arises from the Chebyshev transformation. The second arises from the Zolotarev representation. §3. Quadratic irrationalities
be a polynomial with distinct roots. We expand the square root √ R in a continued fraction:
Consider the numerators and denominators of the convergents
Suppose that √ R has a periodic continued fraction. Then among the polynomials ϕ 1 , ϕ 2 , . . . there is a polynomial of degree two. The number m of the first polynomial of degree two in the sequence ϕ 1 , ϕ 2 , . . . will be called the number of the first solution. We use this term because the polynomials P m−1 and Q m−1 satisfy the Abel equation is the degree of the first solution of the polynomial R. In accordance with the parity of m and the value of const, we have three cases:
• if m is even, then the period has the form ϕ 1 , . . . , ϕ m ;
• if m is odd and const = −1, then the period has the form ϕ 1 , . . . , ϕ 2m ;
• if m is odd and const = −1, then the period has the form ϕ 1 , . . . , ϕ m . This was proved in [5] . The following statement is our aim in the present paper. 
Proof. Obviously, for any x the degree of the first solution of the polynomial R x is equal to n. Formulas for the coefficients of the polynomial
were given in the proof of Theorem 1. 1 0 . Suppose the polynomial R does not admit the Chebyshev transformation. Then N = 0. We claim that the degree of the first solution is n = 2. Indeed, let x = − A 4 . Then A x = 0 and C x = 0. Consequently,
We write
Since q = 0, the relation (t 2 + p) 2 − R x = −q implies that n = 2. Since N = 0, we have
8 .
It is easy to verify that
Therefore, the point (M, 0) lies on the curve E R . The order of such a point (M, 0) is n = 2. This proves the claim. 
Consider the polynomial
With R x , we associate the Weierstrass function ℘ Rx with invariants
and periods ω 1 and ω 2 . Similarly, with H we associate the Weierstrass function ℘ H with invariants
I 3 (R) N 3 and periods Ω 1 and Ω 2 . From the relations
we obtain
Hence,
By assumption, the degree of the first solution of the polynomial R x is equal to n. Consequently,
where u 0 = k 1 ω 1 + k 2 ω 2 2n with integers k 1 and k 2 such that gcd(k 1 , k 2 , n) = 1. Using the duplication formula
Let T 2 be the group C 2 modulo the lattice generated by the periods Ω 1 and Ω 2 . Obviously, the point
is an isomorphism of T 2 onto the group G(E H ) of the elliptic curve
In particular,
Therefore, the point (X 0 , Y 0 ) has order n in the group G(E H ). The mapping
is an isomorphism of the group G(E H ) onto the group G(E H ) of the elliptic curve
Corollary 1.
For a polynomial R with rational coefficients, the degree of the first solution n may be equal only to 2, 3, 4, 5, 6, 7, 8, 9, 10, 12.
Indeed, the rational point (M, N ) lies on the rational elliptic curve E R . By the Mazur theorem, the order of the point (M, N ) on the elliptic curve E R may only take one of these values. Given a polynomial
we write the identity
64 .
then an appropriate translation transforms R to
The degree of the first solution of this polynomial is 2. If A 3 − 4AB + 8C = 0, then a translation transforms R to
We consider this case in more detail. With the polynomial R = (t 2 + xt + y) 2 + zt, we associate the polynomial
Using the expansion
we introduce the Hankel determinants
The first five determinants look like this:
In [5] it was proved that, for the polynomial R = (t 2 + xt + y) 2 + zt, the degree of the first solution is equal to n ≥ 3 if and only if
Putting n = 3, 4, 5, 6, 7, 8, 9, 10, 12 we calculate the factors of the determinants ∆ n−1 that are not involved in the determinants with smaller indices. These factors are as follows:
The first four varieties
were constructed by Abel [1] . These varieties have rational parametrizations:
This gives all polynomials
for which the degree of the first solution is n = 3, 4, 5, 6. Obviously,
It is easy to show that there are no nontrivial rational points on the algebraic curves
Therefore, in order to find polynomials R with the degree of the first solution n = 7, 8, 9, 10, 12, we must find rational points on the algebraic curves
N. Tzanakis and D. Poulakis have drawn the author's attention to the fact that the the first two curves have genus 0. It can be checked that all five curves have genus 0. Any curve of genus 0 has a rational parametrization. This gives all polynomials
with the degree of the first solution n = 7, 8, 9, 10, 12.
For example, the curve
In particular, this allows us to construct the classes J 7 and J 8 of integrals
In the classes J 7 and J 8 , the coefficients have the form
Remark. The algebraic curves
can be defined for all degrees n ≥ 3. The curves with n = 3, 4, 5, 6, 7, 8, 9, 10, 12 have genus 0. The other curves have genus ≥ 1. The curve with n = 11 has genus 1, the curve with n = 13 has genus 2, and so on.
For n = 2 the square root (t 2 + x) 2 + y has a period of length 2 if y = 1, and it has a period of length 1 if y = 1. For n ≥ 3 we consider the cases of odd n and even n separately. Let n = 3, 5, 7, 9, and let (x, y, z) be a point on the variety This allows us to construct all square roots (t 2 + xt + y) 2 + zt with periods of length 3 and 5.
We show that for m = 7 the special curve has no rational points. Indeed, if we substitute the rational parametrization of the variety 
