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Abstract
Social triad—a group of three people—is one of the simplest and most fun-
damental social groups, which serves as the basis of social network analysis.
Triadic closure, a closing process of an open triad, is a useful principle and
model to understand and predict network evolution and community growth,
which has been widely used in web mining and solving social issues like
political movements, professional organizations and religious denominations.
Extensive network and social theories have been developed to understand the
triadic structure, for example, triadic closure facilitates cooperative behavior
and "friend of my friends are my friends". However, over the course of a triadic
closure—the transition from open triads to closed triads are much less well
understood. Furthermore, the interaction dynamics in networks, particularly in
a triad is still unclear.
In order to fill the gap in triadic closure studies, in this thesis, we trace
the whole process during and after triadic closure. Starting from open triads,
we study the problem of group formation in online social networks and try to
understand how closed triads are formed from open triads in dynamic networks.
Secondly, we focus on triadic closure’s influence on networks, especially its
influence on tie strength dynamics of social relations. We investigate whether
the new established third link will affect the tie strength dynamics of open
triads after triadic closure.
Employing a large microblogging network as the source in our study, we
first focus on open triads closing process. By investigating the impact of dif-
ferent factors from three aspects: user demographics, network characteristics,
and social perspectives, we find some interesting phenomena including: male,
celebrity and gregarious users are more inclined to closing triads; structural
hole spanners are eager to close open triads for more social resources, but they
are also reluctant to have two disconnected friends to be linked together.
Then, we examine triadic closure and its influence – tie strength dynamics
of triads after closure, especially whether and how the formation of the third
tie among three users in a triad affects the strengths of the existing two ties
x
using two dynamic networks from Weibo and mobile communication. We
find that the closure of 80% social triads weakens the strength of the first two
ties. Surprisingly, we discover that although males are easier to get closed,
the decrease in tie strength among three males is more sharp than that among
females, and celebrities are more willing to form triadic closure. However, the
tie strengths between celebrities are more likely to be weakened as the closure
of a triad than those between ordinary people. We also demonstrate that while
strong ties result in weakened relationships in open triads, they can promote
the stronger ties in closed social triads.
Further, we formalize a prediction problem to predict triadic closure. We
propose a probabilistic graphical method to solve the triadic closure prediction
problem by incorporating user demographics, network topology, and social
information. With better instantiating attribute factors, we also extended our
model with kernel density estimates. Unlike triadic closure prediction, the
prediction for triadic tie strength dynamics is far more complicated when time
dynamics is took into account. We further propose a dynamic probabilistic
graphical to solve the problem of triadic tie strength dynamics prediction with
the consideration of user demographics and temporal as well as structural
correlations.
Extensive experiments demonstrate that our proposed model offers a greater
predictability for both prediction tasks. We demonstrate that our methodology
offers a better-than-82% potential predictability for inferring the dynamics
status of social triads in both networks, and the leveraging of the kernel density
estimate together with structural correlations enables our models to outperform
baselines by up to 30% in terms of F1-score.
The triadic closure and its influence studied in this thesis will be a good
guide to practical applications, like friend recommendation and new friend
invitation for online microblogging services.
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The increasing popularity of social networks, especially microblogging service
encourages more and more users to participate in various online activities,
which are becoming a bridge that connects our physical daily life with the
online world. For example, as of July 2014, Facebook has 1.3 billion users,
which makes Facebook the second biggest “country” in the world. Twitter has
0.65 billion users, who “tweet” 1 billion times every five days. These connec-
tions produce a huge volume of data, containing not only the content of their
communications, but also user behavioral logs. The popularity of the social
web and the availability of social data offer us unprecedented opportunities
to study interaction patterns among users, and to understand the generative
mechanisms of versatile networks, which was previously difficult to explore,
due to the unavailability of data. A better understanding of user behavior
and underlying network patterns can enable an OSN provider to attract and
maintain more users, and thus increase its profit. While for individuals, a
better understanding of their networks can help them share and collect reliable
information in a more effective and efficient manner.
The interactions between individuals form the structural backbone of hu-
man societies, which manifest as networks. From network perspective, indi-
viduals matter in the ways that their interactions and groupings activate the
emergence of new phenomena at larger and societal levels. In social networks,
group formation – the process by which people come together, seek new friend-
s, and develop communities – is a central research issue in the social sciences.








Open Triads Close Triads
Fig. 1.1 Undirected open triad and close triad.
A triad is a group of three people, which is one of the simplest human
groups. Roughly speaking, there exist two types of triads: open triads and
closed triads. In a closed triad, for any two persons in the triad, there is a
relationship between them. In an open triad, there are only two relationships,
which means that two of the three people are not connected with each other.
In undirected networks, the structure for triad is very simple. There are only
one open triad and one close triad, as shown in Figure 1.1. While in directed
networks, the situations are much more complicated. Figure 1.2 shows all the
possible examples of open and closed triads in directed networks when each
isomorphous triad is only considered once.
One interesting question is how a closed triad develops from an open triad.
The problem is referred to as the triadic closure process, which is a funda-
mental mechanism in the formation and evolution of dynamic networks [21].
Understanding the mechanism of triadic closure can help in predicting the de-
velopment of ties within a network, in showing the progression of connectivity,
and in gaining insight into decision-making behavior in global organizations
[29, 75].
Moreover, as networks evolving, the strength of social ties is not static
over time. Some ties may become "strong ties" at first and then weaken over
time, while other social ties appear as "weak ties" and become stronger later.
The strength dynamics become even more complicated when we consider the
interpersonal interactions. For example, after triadic closure, the degree to
which the formation of the third tie in a triad affects the strength of the existing
two ties.
A significant amount of work has been devoted to investigating triadic
relationships in social networks for decades. Simmel pioneered the study
of “triad" and suggested that a social triad is fundamentally different from a









































Fig. 1.2 Directed open triad and close triad.
and stability increase [115]. Sociologists first used the triadic closure process
to study human friendship choices – i.e., whether people may choose new
acquaintances who are the friends of friends [51] – and found that friends of
friends tend to become friends themselves [51, 124]. In computer science,
empirical studies have shown that triads tend to aggregate, creating interest
groups of widely varying size, but of small diameter. For example, these tightly
knit groups indicated a common topic for hyperlinks [30] on the World Wide
Web. Existing work [75, 137, 108, 42] proposed network generative models
based on triadic closure principles. Milo et al. [92][93] defined the recurring
significant patterns of interconnections as “network motifs” and emphasized
their importance in uncovering the basic building blocks of most networks.
But these studies focused only on uses of the triadic closure process, without
clarifying the underlying principles of triadic closure. Romero et al. [105]
studied the problem of triadic closure process and developed a methodology
based on preferential attachment, for studying how directed "feed-forward"
triadic closure occurs. Moreover, Lou et al. [86] investigated how a reciprocal
link was developed from a parasocial relationship and how the relationships
developed into triadic closure in a Twitter dataset. However, these studies
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only examined some special cases of the triadic closure process. A commonly
observed behavior in a triad is that two of the members will tend to unite
against the other one, which is known as two-against-one phenomenon [18].
Heider developed the balance theory [50] in social triads that explains the
famous proverbs – “A friend of my friend is my friend” and “The enemy of my
enemy is my friend.” Davis et al. proposed a status theory [22] that provides
an organizing principle for directed networks of signed links. They addressed
how the interplay between signed (i.e., positive and negative) relationships
affected the structure of networks. However, nowadays, in most of our online
social networks (e.g., Twitter, Facebook, Weibo), there is no evidence to tell
the sign of relationships in the networks where such theories, like balance
theory and status theory would not be applied any more. Furthermore, the
process of triadic closure has been empirically demonstrated to be relevant
for characterizing both social ties at a micro level [116], and scaling laws at a
macro level in social and information networks [75, 67].
Although the interesting and promising discoveries that have been made in
the field of social triads, many open challenges require further methodological
developments. The underlying mechanism of triad closure is still unclear and
little has been studied concerning what happens after triadic closure, especially
the dynamics of tie strength within a triad. How people are embedded and
interact within a closed social triad over time? Essentially, previous attempts
are limited by merely focusing on the triadic applications, and ignoring the
underlying mechanism that govern triadic closure formation and dynamics of
triadic relationships over time in unsigned social networks. In other words,
after triadic closure, the interaction dynamics of original relationships is still
unclear. Further complications arise due to the complexity of scrutinizing
various factors that drive the interaction dynamics of social triads, such as the
demographics of a triad’s three users, their tie strengths, and the formation
order of the links in a triad. Moreover, there lacks of a basic understanding of
the predictability of triadic closure and triadic tie strength dynamics in social
networks.
In light of these limitations, we put forward two fundamental problems
aiming to uncover underlying mechanism that governs triad’s evolution. Fig-
ure 1.3 shows an illustrative example of the evolution of triadic relationships
in social networks. We observe that an open triad OABC becomes a closed
one TABC after the formation of a new link eAC at time t. Our first goal is
to understand how user demographics, network characteristics, and social




Fig. 1.3 An illustrative example of the evolution of triadic relationships in
social networks.
trace the dynamics of triadic interactions within these three users for a short
period ∆t before and after t.
Moreover, how can we design a unified model for predicting the formation
of triadic closure and triadic tie strength dynamics? In particular, how can
we quantify correlation (similarity) between triads? Specifically, we aim to
understand 1) triadic closure formation 2) triadic tie strength dynamics after
the formation of the third link 3) the predictability of triadic closure and the
extent to which 4) the dynamics of triadic relationships can be predicted from
social networks.
One straightforward application of our work is friend recommendation
and new friend invitation in online social networks. Examples are shown in
Figure 1.4.Other potential applications include group formation [4, 105], social





Fig. 1.4 Friend recommendation in social networks.
1.2 Contributions
In this thesis, we have done a comprehensive study on triadic closure. By
applying social theories to social network data, we aim to solve two basic
tasks in social networks: influential user mining (Chapter 3, Chapter 4) and
community detection (Chapter 3, Chapter 4) under user-based tasks, link
prediction (Chapter 5.2) and tie strength prediction (Chapter 5.3) under relation-
based tasks. The general graphical structural in this thesis shown in Figure 1.5.
By employing datasets from Weibo1, one of the large microblogging net-
works and a mobile communication service, as the basis of our study, we first
examine patterns in triadic closure process in order to better understand factors
that trigger the formation of groups among people. Then we trace the dynam-
ics of social interactions within social triads and systematically investigate
the dynamics of tie strength in social triads over time. Our contributions are
multifold:
















Fig. 1.5 Main mining tasks in the thesis.
• We first investigate the triadic closure patterns in the microblogging net-
work from three aspects: user demographics, network characteristics, and
social perspectives. We find some interesting phenomena; for example,
men are more willing to form triadic closures than women; celebrities are
more likely to form triadic closures (with a probability 421× as high) than
ordinary users. Furthermore, we find that interactions like retweeting play
an important role in the establishment of friendship and in triadic closure
formation.
• We find that in around 80% of closed social triads, the strengths of the
first two ties become weakened, as measured by the interaction dynamics
in both online social media and mobile communication networks. We
also discover that the stronger(as measured by interaction frequency and
reciprocity) the third tie is, the less likely the first two ties are weakened;
while the stronger the first two ties are, the more likely they are weakened.
Surprisingly, we find that the decrease in tie strength among three males is
more sharply than that among females. Finally, we observe that in social
media, tie strengths between celebrities are more likely to be weakened as
the closure of a triad than those between ordinary people.
• Based on our observations, we tackle the issue of triadic closure prediction.
We present a probabilistic triad factor-graph model (TriadFG) combined
with different kernel functions, which quantify the similarity between tri-
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ads to predict triadic closure. We then formalize the question of whether
tie strength of a triad after closure will become weakened as a triadic
tie strength dynamics prediction problem. The prediction task is to in-
fer whether the formation of the third link in a given triad will, within a
predefined timeframe, make the interactions of the other two links infre-
quent. To solve this problem, we propose a triadic tie strength dynamics
(TRIST) model — a kernel density estimation (KDE)-based factor graph.
As a graphical model, TRIST incorporates not only attribute features but
also structural features into a unified framework. Another advantage of
the model comes from kernel density estimation, which smoothly models
discrete attribute features. The TRIST-ST model is a reduced version of
the TRIST model, which utilizes only attribute features by kernel density
estimation, and ignores structural features.
• Compared with alternative methods based on SVM and Logistic Re-
gression, the presented model TriadFGachieves significant improvement
(+7.43%, p≪ 0.01) in triadic closure prediction. As for triadic tie strength
tie prediction problem, our experimental results on both types of networks
demonstrate that by using the same set of attribute features with logistic
regression, SVM, decision trees, and naïve Bayes, the TRIST-ST model
improves the prediction performance by up to 10% over the benchmarks
due to the leverage of kernel density estimation. By also leveraging struc-
tural features, the proposed TRIST offers a greater-than-82% potential
predictability for triadic tie strength dynamics, and outperforms alternative
methods by up to 30%, in terms of F1-score.
• We compare the observations obtained from the Weibo dataset with those
from the Twitter dataset. Interestingly, although there are common patterns
– e.g., “the rich get richer” – underlying the dynamics of the two networks,
some distinct patterns (and corresponding users’ motivations) exist, po-
tentially reflecting cultural differences of behaviors between Weibo and
Twitter users.
1.3 Thesis Structure
This thesis is organized as follows.
Chapter 1 provides an overview of the thesis: introducing the triadic
closure prediction problem and triadic tie strength problem, stating our research
methodology and contributions.
1.3 Thesis Structure 9
Chapter 2 presents the literature review and related social theories.
Chapter 3 demonstrates our observation for triadic closure from three
dimensions: user demographics, network characteristics and social perspective
with data from Weibo.
Chapter 4 shows our observation for triadic tie strength dynamics from
three dimensions: social ties, user demographics and temporal effects with
data from microblogging services and mobile networking.
Chapter 5 proposes two effective models to predict the triadic closure and
the dynamics of triadic tie strength.
Chapter 6 shows experiment settings and results for triadic closure and
triadic tie strength dynamics prediction.





In this Chapter, we would first describe the existing work in multiple categories,
and then revisit some social theories that will used in this thesis.
2.1.1 Social Network Study
In general, there are three types of objects in social network data – users,
social relations and user generated content, which allows us to roughly classify
microblogging studies into three groups based on the studied objects – user-
based studies, relation-based studies and content-based studies [119].
For individuals, a better understanding of their networks can help them
share and collect reliable information in a more effective and efficient manner.
While for microblogging services, a better understanding of their customers
can help them provide better services and gain more profit. User related studies
include identifying special users and user community detection.
A significant amount of work has been devoted to identifying special user-
s [2, 20, 73, 127]. Aral and Walker identified influential users in Facebook
and found that younger users were more susceptible to influence than older
users, men were more influential than women, women influenced men more
than they influenced other women, and married individuals were the least
susceptible to influence in the decision to adopt the product offered [2]. Java et
al. studied the topological and geographical properties of the Twitter network.
Their findings verified the homophily phenomenon – that users with similar in-
tentions connected with each other [56]. Kwak et al. conducted a similar study
on the entire Twittersphere and observed some notable properties of Twitter,
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such as a non-power-law follower distribution, a short effective diameter, and
low reciprocity, which deviated from known characteristics of human social
networks[73].
Besides studies on mining influential users, a large body of work has
focused on user classification and community detection [79, 103, 117, 23].
Community detection is used to discover groups in a network where individuals’
group memberships are not explicitly given [119], which can benefit many
social media mining tasks such as social targeting and personalization [119].
Mislove et al. found that users were often friends with those who shared their
attributes, and communities formed in the network around users who shared
certain attributes [94].
Relation-Related tasks focus on mining relations among users and aim to
reveal a finegrained and comprehensive view of social relations [119]. Key
problems include link prediction and tie strength prediction and so on. Since
they are the main tasks in this thesis, we will introduce related work in the later
section.
A plethora of techniques have been developed for various content mining
tasks such as user behavior analysis and topics discovering [55, 118, 58].
Benevenuto et. al. [11] examined how frequently people connected to OSN
sites and for how long. They developed a analysis strategy to characterize user
activity in OSNs. Maia et. al. proposed a methodology for characterizing
and identifying user behaviors in online social networks [87]. There are also
studies comparing different user behaviors on different microblogging services,
like Twitter and Weibo [35]. Sakaki et al. [107] proposed to utilize the real-
time nature of Twitter to detect a target event; while Mathioudakis and Koudas
[90] presented a system, TwitterMonitor, to detect emerging topics in Twitter
content.
However, to the best of our knowledge, the problem of triadic closure
prediction has not been systematically studied.
2.1.2 Triadic Closure Study
Triad/Triangle is one of the fundamental subgraphs to study network structures
in order to trace some hot social science issues like political movements, pro-
fessional organizations and religious denominations and wide applications in
social network analysis, anomaly detection and web mining. Various literatures
have shown researcher’s great interests in Triads.
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The study of “triad” was pioneered by Simmel in 1908 [115]. He suggested
that dyad, a group of two people, was the simplest group while triad, a group of
three people, was quite different from dyad. In a dyad, if one person withdraws,
the group can no longer exist. For example, divorce, the brokage of a marriage,
which means the end of the relationship between a couple. In a triad, however,
the dynamics is quite different. If one person withdraws, the group still lives
on. The relationship also differs from dyad, which not only contains the direct
relationship from "dyad", but also has an indirected relationship from common
friends. Socialogical studies mainly focus on a single triad, like a family –
mother, father and a child. Various social phenomena come out from triads,
such as two-against-one phenomenon, which suggests that in a closed triad,
two of its three members have the tendency to unite against the other one [18].
Since then, sociologists have worked out several profound theories on
triadic relationships in social networks. Heider [50] developed the theory of
social balance, in which the balance state was reached when there were three
positive relationships, or two negatives with one positive, in a social triad.
Essentially, the balance theory explains the real-world social phenomenon,
that is “A friend of my friend is my friend” and “The enemy of my enemy
is my friend.” Krackhardt and Handcock [70] applied this theory to explain
the evolution of triangle closures. Davis et al. [22] took the theory of social
status in directed networks. Status theory posits that by reversing the direction
and flipping the sign to positive of each negative edge in a triad, a social triad
complies with status theory if the resulting triad is acyclic. Recently, Leskovec
et al. [78] suggested an alternative theory of status that provided a different
organizing principle for signed networks. The social theories developed on
triad structure successfully characterize the nature of social behaviors among
three people in social networks. However, previous studies are limited by
explaining the phenomena of triadic relationships in a static way or relying
on the sign of relationships. In this thesis, to the best of our knowledge, we
are the first to propose to examine the dynamics status of triadic relationships
among three people over time without the sign of relationships.
In computer science, Backstrom et al. pointed out that the density of
triangles, was a good indicator to show community growth. The community
with higher ratio of closed to open triads, it was unlikely to grow [4]. Welser
et al. suggested that the number of triangles of a user could be examined to
identify a social role of the user in the network [126]. Becchetti et al. also
discovered the different patterns that spam and non-spam hosts behaved in the
web, and the triangle counting was a good feature to assess the user-provided
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content [9]. Eckmann and Moses found that triangles tended to aggregate to
generate groups with various kinds of size, thus to uncover hidden thematic
layers [30].
Triad census, an enumeration of all triads, was one of the well known
methods that utilizes such subgraphs [124, 34]. In graph theory, one useful
measure – clustering coefficient [125] is calculated based on triad census,
which measures the degree to which nodes tend to cluster together. High
clustering coefficients imply a high proportion of triads (triangles) in the
network. It has been pointed out that there is a close relationship between a high
density of triads and the existence of community structure, especially in social
networks, where the density of triads is remarkably high [97, 96, 120, 33].
The popularity of triads counting have also triggered the prosperous triangle
counting algorithms [7, 57, 8, 9, 13, 60, 64, 101, 84].
In bioinformatics, motif, the recurrent subgraphs are always used to inves-
tigate large networks at the smallest scale [88, 121, 31]. Unlike subgraphs,
motifs are aimed to characterize the network by the difference between the
network structure and a random network with the same size and degree dis-
tribution, which means that recurrent patterns occur much more frequently
than in randomized networks. Milo et al. [93, 92] defined 13 types of three-
node connected subgraphs as "motifs" and emphasized their importance in
uncovering the basic building blocks of most networks.
Moreover, much work has demonstrated that triadic closure can be iden-
tified as one of the fundamental dynamical principles in network formation
and evolution [75, 81, 67]. Since it is unrealistic to get global information
for preferential attachment processes to establish new social ties, the triadic
closure principle, whose assumption is that a node’s linking dynamics only
rely on its neighbors or next neighbors is relevant to social network formation,
can be well used to model network evolution. Klimek et al.[67] and Li et al.
[81] both declared that triadic closure could be identified as one of the funda-
mental dynamic principles in social multiplex network formation/evolution.
[26, 27, 75, 137, 108, 42, 131] also provided some triadic-closure-based net-
work generation models. Wu et al. [129] proposed a triadic closure based
model to study the evolution of scientific citation networks. The network
generated from triadic closure exhibited scaling laws for several structural
characteristics [67], emergence of community structure, together with fat-
tailed distributions of node degree and high clustering coefficients [12]. In
addition, triadic closure can benefit many applications in social networks,
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such as characterizing tie strength [116], influence diffusion [134], and spam
detection [8].
Our study distinguishes from the previous ones in that we focus on the
dynamics of triadic relationships over time after triadic closure, and the transi-
tions from open triads to closed ones.
However, the triadic closure process itself is less well studied [68, 138,
54, 53]. Romero and Kleinberg [105] studied the problem of triadic closure
and developed a methodology based on preferential attachment for studying
the directed triadic closure process in directed networks. Zignani et al.[138]
studied the triadic closure problem on undirected networks like Facebook and
Renren. Lou et al. [86] investigated how a reciprocal link was developed
from a parasocial relationship, and how the relationships further developed
into triadic closure, in a Twitter dataset. Fang and Tang [32] recovered the
formation process of a closed social triad in social networks. Doroud et al.
examined the evolution of the triad to verify network properties in an efficient
and inexpensive manner [28]. As far as we know, those studies only focus on
certain triads, and none of these works systematically studied triadic closure
formation and prediction in real large-scale directed networks.
2.1.3 Link Prediction
Our work is also related to the link prediction problem, which is one of the
core tasks in social networks. Existing work on link prediction can be broadly
grouped into two categories, based on the learning methods employed: un-
supervised link prediction and supervised link prediction. Unsupervised link
prediction usually assigns scores to potential links based on intuition – the
more similar the pair of users are, the more likely they are to be linked. Various
similarity measures of users are considered, such as preferential attachmen-
t [95], and the Katz measure [65]. Lichtenwalter et al. presented a flow-based
method for link prediction [83]. A survey of unsupervised link prediction
research can be found in [82, 37].
There are also a number of works that employ supervised approaches to
predict links in social networks, such as [83, 5, 77]. Backstrom et. al. proposed
a supervised random walk algorithm to estimate the strength of social links [5].
Leskovec et. al. employed a logistic regression model to predict positive and
negative links in online social networks [77].
However, unlike link prediction studies, we focus mainly on triadic closure,
which means we target at the last “link" that constitutes the closed triad.
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Moreover, our model is dynamic and can learn from the evolution of the Weibo
network. We also integrate social theories into the semi-supervised learning
model.
These problems are not well addressed in the literature. By measuring
triad’s transition during network evolution, Juszczyszyn et al. defined the
triad transition matrix with probabilities of transitions between triads and
showed how it can help to discover and quantify the dynamic patterns of
network evolution and furthermore to predict link [61]. Golder and Yardi
leveraged two structural characteristics – transitivity and mutuality to predict
tie formation [41]. However, these works only used limited information from
triangles to predict new established link, without considering other attributes
of nodes.
2.1.4 Tie Strength Prediction
The low cost of link formation in social networks like Twitter and Weibo
can lead to various relationship strengths (e.g., acquaintances, friends and
mixed) [130]. As networks evolve, the strength of social ties is not constant
over time. Some ties may become "strong ties" at first and then weaken over
time, while other social ties begin as "weak ties" and become stronger. Users
with stronger strength are likely to share greater similarity than those with
weak strength; therefore with a better understanding of tie strength of can
help social networks sites better serve their customers, where the problem
of tie strength prediction arise, and the dynamics of social relationships and
communities have attracted increasing attention [69, 4, 6, 63, 62].
Many researchers have adopted tie strength as an analytic framework for
studying individuals and organizations [43, 45, 111] and paid a lot of attention
to measuring the tie strength of social relations. Using survey data on friendship
ties, Marsden et al. constructed and validated measures of tie strength [89].
Krackhardt validated that a "Simmelian tie" can strengthen the relationships
between the individuals in social triads or groups [69]. Gilbert and Karahalios
proposed a predictive model to map social media data to tie strength and
distinguished them into strong and weak ties [40]. Jones et al. used online
interaction data (specifically, Facebook interactions) to successfully identify
real-world strong ties [59]. Xiang et al. developed an unsupervised model to
estimate relationship strength from interactions [130].
On the other hand, less efforts are devoted to tie strength dynamics. Saramä-
ki et al. found that the distribution of people that distributed their social in-
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vestment over different social ties among their ego networks tended to persist
over time [109]. Patil et al. presented a model to predict whether a group
will remain stable or shrink over time [102]. Burke and Kraut investigated the
factors that associated with tie strength dynamics. They found that tie strength
increased with both one-on-one communication, such as posts, comments, and
messages, and through reading friends’ broadcasted content, such as status
updates and photos [14]. However, most of them focus on understanding the
dynamics status of social ties and communities, or measuring the tie strength
in social networks, the structural factors associated with tie strength dynamics
are not well addressed. Our work is the first to investigate the dynamics status
of triadic relationships from a microscopic view in social networks.
2.2 Social Theories Revisited
2.2.1 Social Balance
The social balance theory was developed by Heider in the 1940s [49], and
subsequently cast in graph-theoretic language by Cartwright and Harary [19].
Helder’s social theory points us:
• Friend of my friend is my friend;
• Enemy of my friend is my enemy;
• Friend of my enemy is my enemy;
• Enemy of my enemy is my friend.
Social balance theory is applied in signed triad (with positive or negative
links). Figure 2.1 shows such an example of social balance theory. If we look
at any two people in the group in isolation, the edge between them can be
labeled + or -; that is, they are either friends or enemies. Balanced triads with
three positive edges exemplify the principle that "the friend of my friend is my
friend," whereas those with one positive and two negative edges capture the
notions that "the friend of my enemy is my enemy," "the enemy of my friend
is my enemy," and "the enemy of my enemy is my friend."
Based on this reasoning, the triads with one or three + as balanced, since
they are free of these sources of instability, and the triads with zero or two +
as unbalanced. It was thought that unbalanced triads are sources of stress or
psychological dissonance, people strive to minimize them in their personal
relationships, and hence they will be less abundant in real social settings than






















Fig. 2.1 An illustration of balance theory. (a) and (b) are balanced, while (c)
and (d) are unbalanced.
2.2.2 Structural Holes
The theory of structural holes was originally developed by Ronald Stuart
Burt [15], which was defined in the following way: a structural hole is a rela-
tionship of nonredundancy between two contacts. An illustration of structural
holes is shown in Figure 2.2. In the figure, there is no relationship between
user A and user C, which has no redundancy, so we can say that there is a
structural hole between user A and user C, and user B is called a broker or
structural hole spanner.
The theory suggests that individuals would hold positional advantage / dis-
advantages from filling the "holes" between people or groups that are otherwise
disconnected [15, 85, 104]. Ron Burt showed in his studies that businessmen
who maintained many structural holes had a significantly higher rate of success
in a competitive marketplace [15–17]. Ahuja found that increasing structural
holes had a negative effect on innovation from a longitudinal study of firms in
the international chemicals industry [1].
Structural hole spanners play a key role in the information diffusion [133,
85]. Lou and Tang revealed that 25% of information diffusion was controlled
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Fig. 2.2 An illustration of structural holes.
by 1% of users serving as structural hole spanners, who were bridges between
otherwise disconnected communities in a network [85].
2.2.3 Strong Ties and Weak Ties
In social networks, strong ties always refer to close friends and family while
weak ties refer to acquaintances and co-workers. Creating a weak tie is the
first and the easiest step in any relationship. With interactions weak ties may
somehow develop into strong ties.
Strong ties are very important in severe changes and uncertainty, as they
constitute a base of trust that can reduce resistance and provide comfort in the
face of uncertainty [71]. However, weak ties are also important resources in
occupational mobility [43] and information diffusion [44], which was stated
in "The strength of weak ties theory" developed by famous sociologist Mark
Granovetter [43]. People can benefit more from weak ties than strong ties when
they are looking for jobs because their strong ties know all the stuff they know,
so there is no new information advantage [43]. The same principle holds for
weak ties in information flows. More novel information flows to individuals
through weak ties rather than strong ties. Because our close friends tend to
move in the same circles that we do, the information they receive overlaps
considerably with what we already know. Acquaintances, by contrast, know
people that we do not, and thus receive more novel information [44]. Indeed,
users of enterprise social networks are particularly motivated to cultivate a
network of weak ties and to seek out new people [24].
As networks evolve, the strength of social ties is not constant over time.
Some ties may become "strong ties" at first and then weaken over time, while
other social ties begin as "weak ties" and become stronger later on.
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The idea behind the strength of weak ties theory is somehow close to
structural holes theory. According to weak ties theory, the stronger the tie
between two people is, the more likely their contacts will overlap so that they
will have common ties with the same third parties. This implies that bridging
ties are a potential source of novel ideas. Therefore, Granovetter argues that
strong ties are unlikely to transfer any novel information [43], which is close to
structural hole theory, where structural holes is used for the separation between
non-redundant contacts. Granovetter claims that whether a contact would serve
as a bridge depends on a tie’s strength. While Burt considers the opposite




In this chapter, we will focus on triadic closure formation on a real online
social network and aim to figure out the underlying factors that trigger triadic
closure [54, 53].
3.1 Data Collection
One objective of the study is to reveal the fundamental factors that influence
triadic closure formation in social networks. We use Weibo data as the basis
for our study. Triadic closure process is the formation of a directed triad (also
referred to as directed closure process Romero and Kleinberg [105], Lou et al.
[86]). To obtain the dynamic information, we crawl a network with dynamic
updates from Weibo.
The dataset was crawled in the following ways. To begin with, 100 ran-
dom users were selected; then their followees and followees’ followees were
collected as seed users. The crawling process produced in total 1,776,950
users and 308,489,739 following links among them, with an average of 200
out-degree per user, 317,555 new links and 745,587 newly formed closed
triads per day. We also crawled the profiles of all users, which contains name,
gender, location, verified status, and posted microblogs. A screen capture of
Weibo profile is shown in Figure 3.1.
Finally, the resultant dynamic networks span a period from September
29th, 2012 to October 29th, 2012. Table 4.1 gives statistics of the dataset. In
addition, considered that our dataset is a sample of the whole network, we
validate the crawled dataset to address sampling issues in Chapter 6.1.4.
We construct a network based on the following relationships, which is
different from a co-author network or friendship network. The former is a
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Fig. 3.1 A screen capture of Weibo.






#New links per day(average) 317,555
#New open triads per day(average) 6,203,842,388
#New closed triads per day(average) 745,587
directed network, while the latter is an undirected network. The main difference
between the two is the directed nature of a Weibo relationship, which is like
a Twitter relationship. In a co-author network or a message network (MSN),
a link represents a mutual agreement by users, while on Weibo a user is
not obligated to reciprocate followers by following them. Thus a path from
one user to another may follow different hops, or not exist in the reverse
direction [73].
3.2 Observations
We view the network at the first day (September 28th, 2012, denoted as T0)
as the initial network, and then every four days as a timestamp (denoted as
T1,T2, ...,T7). We followed the work in Lou et al. [86], where they used four
days as a timestamp period to study triadic closure patterns in Twitter. In
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addition, we also investigated other timestamps in Chapter 6.1.4 to see the
effects of timestamps.
The number of newly formed links per timestamp period is shown in
Figure 3.2(a), and the number of newly formed open triads per timestamp
period is shown in Figure 3.2(b). In Figure 3.2(c), we have the cumulative
distribution function of newly formed triadic closures per day, from which we
can see that within 8 days, about 60% triadic closures are formed. Figure 3.3
and Figure 3.4 shows the number of open and closed triads distribution in each
timestamp. We can see that open triad 3 has the largest percentage - 94.9%.
In order to obtain fair and balanced observations among the limited samples,
we only consider the triadic closures generated in 8 days after the open triad
formed. Here we choose 8 days as a time windows, this is because: as shown in
Figure 3.2(c), about 60% open triads closed in eight days, and 80% open triads
closed in 13 days. Since we only have one month’s worth of observations, eight
days seems to be a better choice than 13 days. First, eight days corresponds
to two timestamp periods, which is easy for calculating; second, we can get
more effective observations with eight days if we choose all samples with the
same observed time period. For example, if we select 12 days, triads in the
last two timestamp periods can only be observed in two timestamp periods, so
their observations are not complete. Thus, eight days yields more observations
than 12 days.
Figure 3.2(d) shows the triadic closure probability in different timestamp
periods, from which we can see that time slightly affects the closure probability
of T1, T2, T3 and T5, (i.e., PT1 ≈ PT2 ≈ PT3 ≈ PT5).
Exceptions occurred in timestamp period T4 (open triads formed from Oct.
11st to Oct. 14th and triadic closure formed from Oct. 12nd to Oct. 20th)
and T6 (open triads formed from Oct. 22nd to Oct. 25th and triadic closures
formed from Oct. 23rd to Oct. 31st). Coincidentally, on October 11st, the
news that Mo Yan (a Chinese writer) won a Nobel prize in literature 2012
began to spread over Weibo. In the following days, an increasing number of
people focused on this topic because Mo Yan was the first Chinese citizen to
win the Nobel prize in its 111-year history. Maybe it is partly the reason that
the closure probability in timestamp period T4 is much higher than that in other
timestamp periods. For simplicity, we only show the overall observations in
our later discussion without considering the status of each timestamp period.
Since we are interested in the major factors that contribute to triadic closure
formation, we first investigate the impact of different factors from three aspects:
user demographics, network characteristics, and social perspectives. For user
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Fig. 3.2 Overall observation. (a) Y-axis: the number of new formed links in
different timestamp periods. (b) Y-axis: the number of new formed open triads
in different timestamp periods. (c) Y-axis: Cumulative distribution function of
new formed triadic closures per day. (d) Y-axis: probability that open triads
form triadic closures.





























Fig. 3.3 Open triad distribution.
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Fig. 3.4 Closed triad distribution.
demographics, we consider location, gender, and user’s verified status. For
network characteristics, we focus on the network structure before and after
the triadic closure. For social perspectives, we focus on the popularity of the
people within the triads, people who span "structural holes", the gregariousness
of users, and status theory. We also consider the effects of social interaction.
3.2.1 User Demographics
Location
From user profiles, we can obtain location information (province and city
that the user comes from). We test whether a user’s location will influence
the closure of a triad. We can see from Figure 3.5(a), if three users all come
from the same province, the probability that the open triads will be closed
is much larger (about 4 times as large) than the case for which all users are
from different province. Even if two of the three users are from the same
province, the probability is obviously greater than the NULL case, where all
three users are from different provinces. If we consider city scale, the result is
more definitive; the probability of closure for three persons from the same city
is 8 times as high as that of the NULL case. Although online social networks
make distances between people smaller, location is still one important factor
that influences the formation of triadic closure.
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(c) Verified status correlation
Fig. 3.5 User Demographics. Y-axis: probability of triadic closures. The status
of the third link – the new formed link is presented in a different color; e.g.,
blue means the third link is accomplished by user A, who follows user C. (a)
X-axis: represents whether certain users are from the same province; e.g., AB
means that only A, B are in the same province. NULL means users in a triad
all come from different provinces. (b) X-axis: represents genders in the triad;
0 means female and 1 means male.(c) X-axis: represents the verified status of
the triad; 0 means the user hasn’t been verified and 1 means the user is verified.
3.2 Observations 27
Gender
We test whether or not gender homophily affects triadic closure formation.
We use three-bit binary codes to indicate the gender status of a triad – i.e.,
(XXX)X = 0 or 1, where 0 means female and 1 means male. As shown in
Figure 3.5(b), we can see that if the three users are all male, triadic closures
is about 6 times more likely to form than the case in which all three users are
female. We also notice that with more male users in a triad, the triad will have
a higher probability to become closed. For example, for any case (such as 001)
in Figure 3.5(b), if we replace one female user of “0” with a male user (“1”),
the probability that the triad will close will increase to 0.6-1 times higher.
The different colors in the bar represent various occasions that who initiates
a following action. For example, blue area means the first person will connect
the third person. We can see from Figure 3.5(b), the third person is always
more willing to close the triad.
Verified Status
In Weibo, users can choose to verify their real status; e.g., organization, com-
pany, famous people, media, active users, etc. In some sense, a verified user
could be regarded as a celebrity. Among the 1.7 million users in our sample,
about 0.7 million users have verified their status. On the other hand, we have
21,622,013 closed triads, among which we have 7,608,598 closed triads with
two verified users and 8,995,533 with three verified users.
Here we check whether verified status affects triadic closure formation.
We use three-bit binary codes (XXX)(X = 0 or 1, where 0 means status is not
verified, and 1 means status is verified) to represent triad status. As shown in
Figure 3.5(c), we can see that if the middle user (i.e., user B) verified his/her
status, it has negative influence on triadic closure (P(X0X)> P(X1X)), while
if the other users verified their status, an open triad is more likely to become
closed(P(XX1)> P(XX0), P(1XX)> P(0XX)). For example, if users A and
C verified their status, the probability that an open triad will close is about 70
times higher than the case in which only user B verified his/her status.
3.2.2 Network Characteristics
We then check the correlation between characteristics of the microblogging
network and the formation of triadic closure. In a directed network, there are
13 possible three-node subgraphs [93] as shown in Figure 1.2 – if isomorphous
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subgraphs are only counted once – among which there are 6 open triads and 7
closed triads.
Among all the open triads, open triad 3 is the most frequent, which is
around 95% of all open triads. The case corresponds to the tendency of users
in Weibo to follow “super stars”, such as a famous person or news media, to
get information. Figure 3.6(a) shows the distribution of new triadic closures.
We can see that triad 6 has the largest number among all the closed triads,
while triad 7 has the smallest number.
Figure 3.6(b) shows the probability that each open triad forms triadic
closure. We can see that open triad 5 has the highest probability of becoming
closed, which means if there exist two two-way (reciprocal) relationships in an
open triad, it is likely that the triad becomes closed. Meanwhile, open triad
3 is the least likely to form triadic closure, as there are large numbers of this
kind of open triads(94.9%). Figure 3.6(c) shows the probability for each type
of open triad to change from into each type of closed triad. We can see that a
one-way relationship is much easier to build than a two-way relationship; e.g.,
P5→11 > P5→12.
3.2.3 Social Perspectives
We turn now to several social metrics, to check how they influence triadic
closure formation. These include: popularity, structural hole, gregariousness,
status, and interaction.
Popularity
For popularity, we test this question: If one of the three users in an open
triad is a popular user (e.g., an opinion leader, a celebrity), how likely is the
open triad to become closed? Here we employ Pagerank [100] to estimate the
users’ popularity in the network, based on which the top-1%-ranked users1 are
defined as “popular” users while the rest are viewed as ordinary ones. Among
all the 21,622,013 closed triads, we have 5,918,130 with any popular users,
and 461,396 with three popular users.
We also test popularity using other metrics, like in-degree, and find similar
patterns. We use three-bit binary codes (XXX)(X = 0 or 1) to represent a
user’s status: 0 for an ordinary user and 1 for a popular user. Figure 3.7(a)
1We follow the work [128] which has shown that less than 1% of Twitter users produce
50% of its content, and [86], which also uses the top-1%-ranked users to study triadic closure
in Twitter.
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shows the correlation between users’ popularity and the proportion of triadic
closures to total open triads. We can see that if the middle user – i.e., user B –
is a popular user, the probability to close the open triads is small. We explain
this phenomenon thus: User B can be a super star, a politician, or an official
account, which has a lot of followers and relatively few followees, and plays a
more important role than ordinary users in the network; meanwhile ordinary
users, such as A and C, follow them, but are unlikely to interact with each
other, so the probability to close the open triads is small in these cases. But if
the three users are all popular users, the probability that the open triads will
close is high.
Social Structural Hole
We further test whether users who span structural holes will have different
influences on the formation of closed triads. Again, we use three-bit binary
codes (XXX)(X = 0 or 1) to represent triad status: 0 indicates an ordinary user
and 1, a structural hole spanner. Figure 3.7(b) shows the correlation between
users’ social structural hole properties and the proportion of triadic closures to
total open triads. We can see from this figure that if only user B is a structural
hole spanner, the open triad is not likely to become closed. In another case, if
A or C is a structural hole spanner, A and C are more willing to connect with
each other to get more resource for themselves [106, 110, 98], so the open
triads are more likely to become closed.
Gregariousness
Gregariousness represents the degree that a user is social and enjoys being
in crowds, which is a measure of the individual’s tendency to associate. In
sociology, gregariousness is often simply represented by out-degree; i.e., a
high out-degree reflects a strong desire to be socially active and accepted. Here
we examine whether gregariousness will play some role in triadic closure for-
mation. Similarly, we view the top-1%-ranked out-degree users as gregarious
ones. Among all the 21,622,013 closed triads, we have 1,105,892 closed triads
with two gregarious users and 109,030 with three gregarious users.
We still use three-bit binary codes (XXX)(X = 0 or 1) to represent the triad
status: 0 refers to a common user and 1 refers to a gregarious user. Figure 3.7(c)
shows the correlation between users’ gregariousness and the ratio of triadic
closures to the total open triads. We can see from this figure that if three users
are all common users (000), open triads are less likely to become closed. On
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the other hand, if the three users are all gregarious (111), the open triads have
a high probability of becoming closed – almost 39 times as high as that of case
000. We also notice that with more gregarious users in a triad, the triad will
have a higher probability to become closed. For example, for any case (such
as 001) in Figure 3.7(c), if we replace one user of “0” with a gregarious user
(“1”), the probability that the triad becomes closed will double or triple.
Especially, in order to check whether gregariousness is correlated with
activity, we conduct a random test. We generate a random version of users
that allocate the same number of ties with gregarious users and find that at one
timestamp the probability that three gregarious users close is 5.66% while the
probability that random users close is 0.08%. We also test other cases and the
results are shown in the Figure 3.8, which shows gregarious users are more
likely to close.
Transitivity
Transitivity [124, 78] is an important concept that attaches many social theories
to triadic structures. One social relation among three users A, B, and C, is
transitive if the relations A→ B, B→C, and A→C are present. Extending
this definition, a triad is said to be transitive if all the relations it contains are
transitive. For example, where A’s friends’ friends are A’s friends as well. In
Weibo, it is more likely (98.8%) for users to be connected in a transitive way.
Social Interaction
We next consider the effects of interaction information upon the triads – say,
retweet information. For each user, the crawler collected the 1,000 most
recent microblogs (including tweets and retweets). Since we focus on retweet
behaviors in the microblogging network, we select 300,000 popular microblog
diffusion episodes from the dataset. Each diffusion episode contains the
original microblog and all its retweets. On average, each microblog has been
retweeted about 80 times. The sampled dataset ensures that for each diffusion
episode, the active (retweet) statuses of followees in one τ-ego network2 is
completed. The dataset was previously used for studying social influence in
the diffusion process [135]. With this retweeting data, we study how triadic
closure formation has been influenced by the retweeting behaviors.
2A τ-ego network means a subnetwork formed by the user’s τ-degree friends in the
network; τ ≥ 1 is a tunable integer parameter that controls the scale of the ego network.
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First, let us define some notations: tRBC denotes the time that a retweeting
behavior happens between B and C; tRAB denotes the time that a retweet happens
between A and B. If there are several actions, tRBC , tRAB denotes the time that
the first action happens; tLAC denotes the time that link AC is established. For
retweeting behaviors, according to the time ordering of retweeting behaviors,
we have the following four cases:
I) User B posted one tweet, then users A and C retweeted it respectively.
Given that A retweeted it earlier than C, we have tRBC > tRAB;
II) Assume that A has retweeted some tweets posted by B and C has retweet-
ed some tweets posted by B. Suppose A did it earlier than C; then we
have tRBC > tRAB;
III) User A posted one tweet, then user B and C retweeted it respectively.
Given that B retweeted it earlier than C, we have tRBC > tRAB;
IV) Assume that B has retweeted some tweets posted by A and C has retweet-
ed some tweets posted by B. Suppose A did it earlier than C; then we
have tRBC > tRAB .
Our intent is to study whether one kind of retweeting will influence triadic
closure formation.
Figure 3.9 shows the probability of triadic closure in different cases. We
see that if the connecting node B is the first to post a tweet (case I and II),
regardless of whether others retweet the tweet or once retweeted his tweets, the
retweeting behavior has little influence on triadic closure formation. However,
if user A is the initial user who posts a tweet (case III and IV), the open triads
are more likely (about 3 times as probable) to become closed.
3.2.4 Summary
The distribution of our observations is shown in Figure 3.10. We summarize
our observations as below:
• Male users trigger triadic closure formation. The probability that three
male users form a closed triad is 6× as high as that of three female users.
• Gregarious users help form closed triads. The probability that three
gregarious users form a closed triad is 39× as high as that of three
ordinary users.
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• Celebrity users are more likely to form closed triads. Three users with
high Pagerank scores are 421× as likely to form closed triads as three
ordinary users. We also find similar patterns in the study for verified
status users.
• Structural hole spanner is eager to close an open triad for more social
resources (> 10× higher than that of three ordinary users). On the other
hand, they are also reluctant to have two disconnected friends to be
linked together.
• Interaction among users plays an important role in forming closed triads.
An open triad is 3× as likely to become closed if there is interaction
among the users in certain cases, than if there is none.
• In general, the closing action is often done by the third user (Fig-
ure 3.5(b), Figure 3.7(c)); since the third user is the last “active" user, he
or she is more willing than the other users to connect the link. However,
if the user has some social position, like “celebrity" or “resource holder,"
then ordinary users are more likely to connect with them (Figures 3.5(c),



































































































Fig. 3.6 Network Characteristics. (a) Y-axis: Percentage of newly formed
closed triads. (b) Y-axis: probability that each open triad becomes closed.
The number by the color bars means the index of open triads. (c) Y-axis:
probability for each type of open triad (i.e., triad 0) to change from into each
type of closed triad (i.e., triad 6). Expressions attached to color bars represent
the probability that an open triad becomes a specific triadic closure; e.g., 0→ 6
represents the probability that triad 0 forms triad 6.
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(b) Structural hole correlation
































Fig. 3.7 Social Perspectives. Y-axis: probability that triadic closures form.
The status of a newly formed link is presented in a different color; e.g., blue
represents the fact that a third link is accomplished by user A, who follows user
C. (a) X-axis: represents the popularity of the triad. 0 represents an ordinary
user and 1 represents a popular user.(b) X-axis: represents the structural hole
spanner status of the triad. 0 means an ordinary user and 1 means a structural
hole spanner.(c) X-axis: represents the gregariousness of the triad. 0 indicates
an ordinary user and 1 is used for a gregarious user.
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Fig. 3.8 Random test for gregarious users. Blue bars represent the case with
gregarious users while red bars represent the case with random users. X-axis:
represents the gregariousness of the triad. 0 indicates an ordinary user and 1 is
used for a gregarious user.









































Fig. 3.9 Open triads that form triadic closures with social interaction infor-
mation in different cases. X-axis: Cases. Y-axis: probability that open triads
form triadic closures. tLAC means the time that link AC is established, and tRBC
means the time that a retweet happens between user B and C.
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Fig. 3.10 Distribution of our observations. X-axis: Cases. Y-axis: probability
for each type of closed triads. Legends: represents the status of the triad. 1
represents typical user(Male, verified user, popular user, structure hole spanner,
and gregarious user) and 0 represents ordinary user.
Chapter 4
Tie Strength Dynamics
In this chapter, we first discern the degree to which triadic relationships in
social networks are weakened. We then move on to examine how different
factors influence the dynamics status of social triadic relationships in different
networks. Specifically, given a closed triad TABC that becomes closed by the
formation of eAC, we investigate the following observations and factors:
• Tie Dynamics in Triads: What is the interaction dynamics of ties in
social triads?
• Social Tie: How do the strength and reciprocity of the new tie eAC and
existing ties eAB and eBC affect the dynamics status of IFe?
• User Demographics: How do users’ demographic profiles – gender and
social status – influence triadic tie strength dynamics?
• Temporal Effects: How long does the formation of link eAC influence
triadic tie strength dynamics?
4.1 Data Collection
We use two types of networks – social media and mobile networks. The social
media network comes from Weibo, which is the dataset used in Chapter 3.
The Weibo dataset we use contains more than 1 million users and more than
308 million following relationships (links) [54]. These users generated more
than 12 million retweeting records from September 28th, 2012 to October 29th,
2012.
For each user, we have the demographic information – gender and verified
status – in their online profiles.
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#Closed Triads 954,440 2,259,480
#Open Triads 241,364,986 35,314,058
The mobile network dataset is extracted from a subset of a collection of
millions of mobile call detail records from an anonymous country. In this data,
each user is anonymized by the data provider. We construct a sub-network by
viewing each user as a node, and connecting a link between two users if they
have at least one call from the observation window between August 1st , 2008
and September 30th, 2008. This resultant mobile network (Mobile) contains
194,526 users and 206,934 links. Table 4.1 details the statistics of the two
networks.
4.2 Observation
Our problem is to observe tie strength dynamics in triads with directed links;
there are in total 27 different types of directed triads. Here we consider the
representative directed triangles with limiting eAB and eBC as reciprocal links,
and leave the remaining cases for future work. The reason comes from the fact
that reciprocal relationships are considered friendships or social relationships
in social media [73, 86] or mobile communications [99, 27].
4.2.1 Tie Dynamics in Triads
We examine the ratios of strengthened and weakened ties in social networks
and the degree to which a network as a whole presents weakened. We compare
the results with interaction dynamics in both open triads and a network as a
whole.
Suppose we have a set of dynamic networks G = {Gt = (V t ,Et), t ∈
{1, · · · , t, · · · ,T}} with T observed days in real datasets, where T = 90 in
the Weibo network and T = 60 in the Mobile network. We enumerate all com-
binations < t,∆t > of t and ∆t with t ≥ ∆t and t +∆t ≤ T . Given < t,∆t >,
we study the closed triads that become closed at t and report the average
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percentage of strengthened and weakened ties conditioned on ∆t. Figure 4.1
plots the interaction dynamics of social triads in Weibo and Mobile.
In Figure 4.1, we can clearly see that in around 80% of closed triads the ties
maintain a weakened state, triggered by the formation of the third link. While
the number of the two kinds of strengthened ties is small, the increasingly
strengthened ties (red lines) are consistently more numerous than the non-
changing strengthened ones (green lines). Specifically, we observe that the
interaction dynamics of link eAB in Figure 4.1 (b,e) is a little weaker than
that of eBC in Figure 4.1 (c,f). Overall, the triadic relationships reveal that tie
strength tends to become weaken in both the social media and mobile social
networks.
We now compare the observations with the interaction dynamics in open
triads to examine whether the dynamics status of a closed triad TABC arises
from the formation of link eAC. Similar to the experiments in Figure 4.1, we
study the interaction dynamics of open triads for each < t,∆t >. Figure 4.2
plots the interaction dynamics of open triads in the Weibo and Mobile.
We can see the differences of corresponding interaction dynamics between
closed triads (Figure 4.1) and open triads (Figure 4.2). In Weibo, the probabili-
ties that links are weakened in open triads vs. closed triads are 60% vs. 80%
in Figures 4.1 (a) and 4.2 (a), 15% vs. 70% in Figures 4.1 (b) and 4.2 (b), 50%
vs. 80% in Figures 4.1 (c) and 4.2 (c). We can also see that in Mobile, the
weakened probabilities in Figures 4.1 (d, e, f) are higher than those in Figure
4.2 (d, e, f). Conversely, the remaining strengthened cases in open triads are
more than those in closed triads. In this sense, we conclude that the formation
of the third link eAC activates weakened ties in triads.
We finally examine the external environment of triadic tie strength dynam-
ics in social networks. Essentially we plot the interaction frequencies over all
links in Weibo and Mobile as a whole in Figure 4.3. In Weibo, we observe
an upward trend in the average interactions of each link per day. In Mobile,
we see that the line maintains a relatively strengthened trend. Therefore, we
postulate that the network as a whole presents positive effects regarding triadic
tie strength dynamics, which makes the fact that eAC’s formation triggers the
weakened ties in a triad TABC more pronouncedly.
4.2.2 Social Ties
We study how link eAC’s attributes – such as tie strength and reciprocity –
influence the dynamics status of ties in a closed triad TABC. Although eAC
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belongs to the triad TABC, we refer to it as an external tie because our goal is
to study eAC’s influence on eAB and eBC with its establishment.
Tie Strength of eAC.
Tie strength represents the extent of closeness of social relationships. We
measure the strength of social ties by the number of interactions between two
users in Weibo (#retweets and #comments) and Mobile (#phone-calls) [39, 99,
27]. Such a definition suggests a way of answering the following question:
How does the strength of the newly formed link eAC affect the dynamics status
of IFe in TABC? Figure 4.4 plots the influence of link eAC with different tie
strengths (indicated by different colors) in Weibo and Mobile. First, we observe
that both networks present similar patterns of triadic tie strength dynamics.
Second, surprisingly, we find that as eAC’s tie strength increases, the likelihood
that tie strengthens in closed triads TABC increases (blue to red to green lines).
In other words, frequent interactions of the newly formed link between A and
C promote the stronger ties in the closed triad TABC.
Reciprocity of eAC.
A reciprocal (two-way) relationship, usually developed from a parasocial (one-
way) relationship, represents a stronger or trustful relationship between users
in social media [73, 86] and mobile communications [99, 27]. We examine
the extent to which the formation of link eAC as a parasocial (one-way) and a
reciprocal (two-way) relationship can affect the dynamics status of the closed
triad TABC. Figure 4.5 reports the results of triadic tie strength dynamics
conditioned on the reciprocity of eAC. From this figure, we see that while there
are only slight differences between parasocial and reciprocal relationships, the
parasocial eAC consistently shows more positive effects on activating weakened
ties in TABC.
Tie Strength of eAB and eBC.
We investigate how the tie strength of eAB and eBC before the formation of link
eAC influence the tie dynamics in TABC after the establishment of eAC. Relative
to the external tie (eAC), we refer to eAB and eBC as internal ties in TABC. Our
intuition is that with strong internal social ties, three users tend to maintain
strengthened triadic relationships. Figure 4.6 details the results. Generally,
we can see that in both Weibo and Mobile, internal tie strength and triadic
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tie strength dynamics have a negative correlation; that is, ties in a social triad
have a high probability to transit to a weakened state if it has strong internal
ties before its closeness. The observation that is against our intuition indicates
that three people with strong connections in open triadic relationships have the
tendency to disperse their social focus and investment to the newly connected
social tie that actually makes this open triad closed.
4.2.3 User Demographics
We investigate the interplay of triadic tie strength dynamics and user demo-
graphic profiles in social networks. Due to the unavailability of mobile users’
demographic information, in this study we focus on Weibo. Specifically, we
examine how users’ gender and status correlate with the dynamics status of
triadic relationships.
Gender.
Previous studies have revealed that females and males display different social
behaviors and activities [27, 76]. Herein, we explore how people of different
genders maintain their triadic social connections. Given a triad TABC, we use
a three-bit binary code XXX (X=F or M denotes a female or male user) to
represent the gender information of its three users A, B, and C, respectively. We
can enumerate eight different combinations of three users’ gender. In Figure
4.7, we report the results of four special cases in our problem, i.e., FFF, FMF,
MFM, and MMM. We can observe that different gender-based triads reveal
different dynamics status. Generally, the decrease in tie strength among three
males is more sharply than that among females. In opposite-gender triads, two
females and one male (FMF in which the male serves as the bridge user B)
have the tendency to maintain relatively strengthened relationships, compared
with triads with two males and one female (MFM). Overall, we conclude that
triadic relationships with more females (FFF and FMF) tend to be stronger
compared with the relationships with more males (MMM and MFM).
Status.
We now look at the effects of users’ social status [25] on triadic tie strength
dynamics. Weibo.com provides a service for “celebrities” 1 to verify their
real-world status, such as CEO, sports star, professor, and so on. We also use a
1We have also used degree and pagerank to category "celebrities" and got similar results.
42 Tie Strength Dynamics
three-bit binary code XXX (X = 1 or 0 denotes a verified celebrity or not) to
represent the status information of three users A, B, and C in a triad. Figure
4.8 shows the dynamics status of triadic relationships conditioned on three
users’ social status. First, we can see that tie strengths between celebrities
are more likely to be weakened as the closure of a triad than those between
ordinary people. Similar to the gender-based observations above, we examine
the triadic tie strength dynamics conditioned on the status of the bridge user
B (101 vs. 010). The results show that the triadic relationships maintained
by one celebrity and two ordinary people (010) are stronger than those in the
reverse case (101). Overall, we conclude that the triadic relationships among
celebrities (111 and 101) tend to be weaker compared with the relationships
among ordinary people (000 and 010).
4.2.4 Temporal Effects
We finally study how the length of the observation timeframe – ∆t – influences
the dynamics status of triadic relationships. We use the interaction frequency
within the timeframe ∆t to determine the triadic tie strength dynamics.
From Figures 4.1, 3, 5 – 4.8, they are all plotted conditioned on the length
of ∆t (x-axis). Generally, we can see that when examining triadic tie strength
dynamics conditioned on the interaction dynamics of eAB+BC – subfigures
(a, d) in Figures 4.1, 3, 5 – 4.8, the dynamics status of triadic relationships
remains relatively horizontal as the increase of ∆t. Specifically, we notice
that in Figures 4.1 – 4.8 the overall increasing trends of triadic tie strength
dynamics conditioned on eAB+BC – subfigures (a, d) – come from the balance
between the decreasing trends of triadic tie strength dynamics conditioned
on eAB – subfigures (b, e) – and the increasing trends conditioned on eBC –
subfigures (c, f) – as the length of ∆t increases, respectively.
4.2.5 Summary
We conduct a regression analysis for the effects of different factors – user
demographics and social ties – on triadic tie strength dynamics in Table 4.2.
In this analysis, the ordinary least square model is used to model the relation-
ships between the dependent variable (triadic tie strength dynamics) and the
independent variables (Columns 1). It can be seen that the reciprocity of link
eAC plays more important role in making ties a triad TABC stay weakened than
its strength (2nd line vs. 3rd line). We also observe that in most cases, the
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demographics (gender and status) of three users are highly correlated with
the tie dynamics. The regression results are consistent with the observations
above.
According to the correlation and regression analysis above, we provide the
following intuitions related to triadic tie strength dynamics in social networks:
• The triadic relationships are strongly weakened in both online social
media and mobile social networks.
• The stronger the third tie is, the less likely the first two ties are weak-
ened; while the stronger the first two ties are, the more likely they are
weakened.
• The decrease in tie strength among three males is more sharply than that
among females.
• Tie strengths between celebrities are more likely to be weakened as the
closure of a triad than those between ordinary people.
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Table 4.2 Regression Analysis for triadic tie strength dynamics.
Dynamics status on Dynamics status on Dynamics status on
IFAB IFBC IFAB+BC
Reciprocity 0.796 8.23e-03∗∗ 0.321
of eAC (0.015) (0.013) (0.013)
IFAC 6.32e-09∗∗∗ 5.02e-09∗∗∗ 1.87e-11∗∗∗
(0.011) (0.010) (0.009)
IFAB+BC 2.04e-04∗∗∗ 4.83e-05∗∗∗ 1.67e-07∗∗∗
(0.004) (0.003) (0.003)
Gender of A 5.49e-03∗∗ 0.593 0.538
(0.019) (0.017) (0.016)
Gender of B 0.197 0.833 0.610
(0.020) (0.018) (0.017)
Gender of C 0.718 2.55e-03∗∗ 3.14e-03∗∗
(0.019) (0.017) (0.016)
Status of A 0.048∗ 0.875 0.087#
(0.019) (0.017) (0.017)
Status of B 0.561 0.232 0.233
(0.020) (0.018) (0.017)
Status of C 0.695 3.55e-03∗∗ 0.010∗
(0.019) (0.017) (0.016)
R2 0.019 0.023 0.029
Note: Robust standard errors in parentheses.
R2: the proportion of variance in the criterion that is explained by the estimated
regression model. Two-sided p-value are reported and its significant level at: 0.1
(#), 0.05 (*), 0.01 (**), 0.001(***).
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(b) AB in Weibo








(c) BC in Weibo























(e) AB in Mobile














Fig. 4.1 Triadic tie strength dynamics of closed triads. x-axis: ∆t; y-axis:
Probability that a IFe is strengthened (red and green lines) or weakened (blue
line), conditioned on interaction dynamics of IFAB+BC (a, d), IFAB (b, e), and
IFBC (c, f).
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(b) AB in Weibo








(c) BC in Weibo























(e) AB in Mobile














Fig. 4.2 Triadic tie strength dynamics of open triads. x-axis: ∆t; y-axis:
Probability that the interaction frequency of IFe in an open triad is weakened
(blue line), strengthened – increasing (red line), or strengthened – decreasing
(green line), conditioned on the interaction dynamics of IFAB+BC (a, d), IFAB
(b, e), and IFBC (c, f).
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Fig. 4.3 Trends of the interaction frequency over time. y-axis: Interaction
Frequency (#interactions per day). (a) Weibo network; (b) Mobile network.
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(b) AB in Weibo








(c) BC in Weibo























(e) AB in Mobile












0 < IF <= 1
IF > 1
Fig. 4.4 External tie strength (eAC). x-axis: ∆t; y-axis: Probability that tie IFe
in TABC is weakened, conditioned on interaction dynamics of IFAB+BC (a, d),
IFAB (b, e), and IFBC (c, f). IF denotes the average number of interactions
(#retweets and #comments in Weibo and #phone-calls in Mobile) per day.
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(b) AB in Weibo








(c) BC in Weibo























(e) AB in Mobile













Fig. 4.5 Reciprocity of external tie eAC. x-axis: ∆t; y-axis: Probability that a
tie IFe in TABC is weakened, conditioned on interaction dynamics of IFAB+BC
(a, d), IFAB (b, e), and IFBC (c, f).
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(c) BC in Weibo
 
 
0 < IF <= 1
1 < IF <= 2
2 < IF <= 5
5 < IF <= 10
10 < IF























(e) AB in Mobile








(f) BC in Mobile
Fig. 4.6 Internal tie strength (eAB and eBC). x-axis: ∆t; y-axis: Probability
that a tie IFe in TABC is weakened, conditioned on interaction dynamics of
IFAB+BC (a, d), IFAB (b, e), and IFBC (c, f). IF denotes the average number of
interactions (#retweets and #comments in Weibo and #phone-calls in Mobile)
per day.
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Fig. 4.7 User gender correlation in Weibo. F: female user; M: male user.
x-axis: ∆t;y-axis: Probability that a tie IFe in TABC is weakened, conditioned
on interaction dynamics of IFAB+BC (a, d), IFAB (b, e), and IFBC (c, f).
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Fig. 4.8 User status correlation in Weibo. 1: verified celebrity; 0: ordinary user;
x-axis: ∆t;y-axis: Probability that a tie IFe in TABC is weakened, conditioned
on interaction dynamics of IFAB+BC (a, d), IFAB (b, e), and IFBC (c, f).
Chapter 5
Prediction Model
In this chapter, we will first formulate our problems in a formal manner for
triadic closure prediction and tie strength dynamics prediction problems. Then,
we will propose kernel based factor models to solve these problems.
5.1 Problem Definition
In this part, we will formulate our problems in a formal manner.
5.1.1 Triadic Closure Prediction
Let G = (V,E) denote a static network, where V = {v1, · · · ,v|V |} is a set of
users and E ⊂V ×V is a set of relationships connecting those users. Notation
eviv j ∈ E (or simply ei j) denotes there is a relationship between users vi and v j.
The network evolves over time. Let us denote the network at time t as Gt . To
begin with, we give the definitions of closed triad and open triad in a static
social network based on "following" relationships.
Definition 1 [Closed Triad] For three users ∆ = (A,B,C), if there is relation-
ship between any two users – i.e., eAB,eBC,eAC ∈ E – then we say that ∆ is a
closed triad.
Definition 2 [Open Triad] For three users ∆ = {A,B,C}, if we have only two
relationships among them – e.g., eAB,eBC ∈ E ∧ eAC /∈ E – then we call the
triad ∆ an open triad.
The triads are formed in a dynamic process. We use function t(eAB)→


































0 1 2 3 4 5
6 7 8 9 10 11 12
Fig. 5.1 Open Triads and Closed Triads. The number below is the index of
each triad. Triad 0 – Triad 5 are open triads and Triad 6 – Triad 12 are closed
triads. A, B and C represent users.
















0 A→C−−−→6 0 A←C−−−→6 0 A↔C−−−→10
1 A→C−−−→6 1 A←C−−−→7 1 A↔C−−−→9
2 A→C−−−→8 2 A←C−−−→9 2 A↔C−−−→11
3 A→C−−−→6 3 A←C−−−→6 3 A↔C−−−→8
4 A→C−−−→9 4 A←C−−−→10 4 A↔C−−−→11
5 A→C−−−→11 5 A←C−−−→11 5 A↔C−−−→12
between A and B. For simplicity, we use t to denote the timestamp. In this
paper, we try to understand how an open triad becomes a closed triad. The
problem exists in both directed and undirected networks. For example, in a
co-author network at time t, if B coauthored with A and C respectively, but
A and C did not coauthor, we say (A,B,C) is an open triad. If later, A and C
also have a coauthorship, we say A, B, and C form a closed triad. In directed
networks, the problem becomes more complicated. In some sense, the problem
in undirected networks can be considered a special case of the problem in
directed networks. In this paper we focus on directed networks like Twitter
(i.e., follower networks) and Weibo (Chinese Twitter).
Figure 5.1 shows all the possible examples of open and closed triads in
a directed network. Table 5.1 shows how these open triads become closed
triads when a following action happens between A and C. For each entry in
the table, left and right numbers indicate the index of triads in Figure 5.1. The
expression above the arrow indicates the action that a new link between A and
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C is created. For example, 0 A→C−−−→ 6 means if at time t ′ A follows C, then open
triad 0 becomes an isomorphous of closed triad 6.
The situation becomes more complex if we further consider the time when
each relationship was formed in the (open/closed) triads. To simplify the
following explanation, and without loss of generality, we assume that in an
open triad ∆ = (A,B,C), the relationship between B and C was established (at
time t2) after the establishment (at time t1) of a relationship between A and
B – i.e., t2 > t1. Given this, our goal is to predict whether an open triad will
become a closed triad at time t3(t3 > t2). Formally, we have the following
problem definition.
Problem 1 Triadic Closure Prediction. Given a network Gt = (V,E) at
time t and historical information regarding all existing relationships. To every
candidate open triad we associate a hidden variable yt . Our goal is to use the
historical information to train a function f , so that we can predict whether an
open triad in Gt will become a closed triad (yt = 1) at some time t ′(t ′ > t) or
not (yt = 0) – i.e.,
f : ({Gα ,Y α}α=1,··· ,t)→ Y t
′
,
where Y t = {yti} denotes the set of all values of the hidden variables at time t.
We also study how interaction between users can help the formation of
triadic closure. We consider retweeting behavior in a microblogging network.
In particular, for an open triad (A,B,C), if retweeting happens both between
A and B, and B and C, suppose the action between B and C happens after the
action between A and B (which is called candidate relationship-interaction open
triad (R-I open triad)), will this retweeting help A and C to build a relationship?
Please note that the interaction can be in different forms; for example, the
abovementioned retweeting; “mention” (“@” in Twitter or Weibo); or “reply.”
To simplify the analysis, we focus on retweeting.
We could extend Problem 1 as follows: Given a network Gt = (V,E) at
time t. To every candidate R-I open triad, we associate a hidden variable ytRI .
Our goal is to train a function f , so that we can predict whether an open triad
in Gt will become a closed triad at time t ′(t ′ > t) – i.e.,
f : ({Gα ,Y αRI}α=1,··· ,t)→ Y t
′
RI,
where Y tRI denotes all values of the hidden variables at time t.
We further consider the formation of implicit triads through social interac-
tions alone. In other words, still considering retweeting as the interaction, if
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retweeting happens between A and B, and between B and C, will retweeting
happen between A and C? Before formally defining the problem, we introduce
two new definitions of triads:
Definition 3 [Interaction Closed Triad] For three users ∆ = (A,B,C), if for
any two users, there exists an interaction, then we say that ∆ is an interaction
closed triad.
Definition 4 [Interaction Open Triad] For three users ∆ = (A,B,C), if an
interaction happens between A and B and another interaction happens between
B and C, but there is no interaction between A and C, we call the triad (A,B,C)
an interaction open triad.
Based on the definition of interaction open and closed triads, we can define
the problem of Interaction Triadic Closure Prediction as below.
Problem 2 Interaction Triadic Closure Prediction Given a network Gt =
(V,E) at time t and historical information regarding the formation of all
interactions (e.g., all retweeting behaviors). For every candidate interaction
open triad we associate a hidden variable yt . Our goal is to use the historical
information to train a function f , so that we can predict whether an interaction
open triad in Gt will become an interaction closed triad at a later time t ′(t ′> t)
– i.e.,
f : ({Gα ,Y αI }α=1,··· ,t)→ Y t
′
I ,
where Y tI denotes the set of all values of the hidden variables at time t.
Notice that in Problem 2 we consider implicit triads formed by social
interactions only; we do not consider relationships between individuals in
the network. For example, at time t1 user A retweets user B, and at time
t2(t2 > t1) user C retweets user B. For Problem 2, we want to predict whether
C will retweet A at time t3(t3 > t2), without considering whether there is a
relationship between A and B, B and C, or A and C. While in Problem 2, our
prediction is based on the relationship network of users.
Theoretically, Problem 1 and Problem 2 can be solved using the same
technique. In the following sections, we will mainly concentrate on Problem 1.
5.1.2 Triadic Tie Strength Dynamics
Let Gt = (V t ,Et , It) denote a directed and weighted network at time t, where
V t = {vi} is the set of users, Et ⊂ V t ×V t is the set of links between users,
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with each link denoted as ei j = (vi,v j) ∈ Et , and It represents the number of
interactions of edges Et during t. Then we can define a dynamic network
G = {Gt = (V t ,Et), t ∈ {1, · · · , t, · · · ,T}} over a timeframe T .
While extensive efforts have been devoted to explaining triadic relationship-
s in social networks, such as social balance [50] and social status theories [22],
little has been done to understand triadic interaction dynamics. In this work,
we aim to model the interaction dynamics of links eAB and eBC – when and
after the third link eAC is formed by which an open triad OABC becomes a
closed triad TABC.
Suppose at timestamp t, the formation of edge eAC turns an open triad
OABC into a closed triad TABC. Our goal is to trace the evolution of interactions
in this triad when and after the transition happens. More specifically, we
investigate the changes of the interaction frequencies of links eAB and eBC
within a timeframe [t−∆t, t +∆t], where ∆t is an observation window. The
interaction frequency IFe is simply defined as the average interaction times,
i.e., IF [t−∆t,t+∆t]e /2∆t.
Definition 5 Weakened or Strengthened Tie. Given a closed triad TABC with
the third link eAC formed at timestamp t, and the interaction histories of eAB
and eAC, in a future timestamp t ′ (t ′ ≥ t), we call tie IFe is weakened within
the timeframe [t ′−∆t, t ′+∆t] if the interaction frequency IF [t
′,t ′+∆t]
e deceases
significantly (with p < 0.01, t-test) compared with IF [t
′−∆t,t ′]
e ; otherwise, IFe
is strengthened.
In defining so, IFe could be three different cases, including IFAB, IFAC, or
IFAB+AC. We formally define the problem of predicting triadic tie strength
dynamics as follows.
Problem 3 Triadic Tie Strength Dynamics Prediction. Given the set of
closed triads T t who become closed at timestamp t and a future timestamp t ′
(t ′ ≥ t), the task is to learn a predictive function:






T denotes the dynamics status (strengthened vs. weakened) of IFe
within the timeframe [t ′−∆t, t ′+∆t], with yi = 0 indicating tie IFe strength-
ens and yi = 1 indicating that IFe is weakened, and X is an attribute matrix
associated with closed triads.
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The problem is formalized in triads with directed links; there are in total 27
different types of directed triads. In this work we consider the representative
directed triangles with limiting eAB and eBC as reciprocal links, and leave
the remaining cases for future work. The reason comes from the fact that
reciprocal relationships are considered friendships or social relationships in
social media [73, 86] or mobile communications [99, 27].
5.2 Triadic Closure Prediction
Based on the observations in Chapter 3, we see that the closure of an open triad
not only depends on the demographics of the users involved in the triad, but is
also influenced by the structural position and social position of the users within
the triad in the network. Technically, the challenge in triadic closure prediction
is how to integrate all relevant information in a unified model. In this paper, we
present a Triad Factor Graph (TriadFG) model and its variations (TriadFG-BF,
TriadFG-KF, TriadFG-EKF) for triadic closure prediction [54, 53]. A similar
model has been studied in [86] for reciprocal relationship prediction. We
improve the model in [86] by using kernel-density estimate to better capture
the similarity between open triads.
5.2.1 Modeling
For a given network Gt = {V,E,X ,Y} at time t, we first extract all candidate
open triads and define features for each triad. Here we use Tr to denote
candidate open triads; X to denote features defined for candidate open triads
– e.g., the demographics of users as analyzed in Chapter 3.2.1; Y indicates
whether open triads become closed or not. With this information, we can
construct a TriadFG model.
For simplicity, we remove the superscript t if there is no ambiguity. There-
fore, according to the Bayes theorem, we can get the posterior probability of
P(Y |X,G) as below:
P(Y |X,G) = P(X,G|Y )P(Y )
P(X,G)
∝ P(X|Y ) ·P(Y |G), (5.1)
where P(Y |G) denotes the probability of labels, given the structure of the
network, and P(X|Y ) denotes the probability of generating the attributes X
associated with each triad Tr, given their label Y . Assuming that the gener-
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ative probability of attributes, given the label of each triad, is conditionally
independent, then






where P(xi|yi) is the probability of generating attributes xi given the label yi,
Fj(xi j,yi) is jth factor function defined for attribute xi.
The problem is how to instantiate the probabilities P(Y |G) and Fj(xi j,yi).
In principle, they can be instantiated in different ways. In this work, we
instantiate them in the following three ways.
TriadFG-BF
Straightforwardly, we model these factor functions in a Markov random field,
and by the Hammersley-Clifford theorem [47], we have
FBFj (xi j,yi) =
1
Z1
exp{α j f j(xi j,yi)} (5.4)







where Z1 and Z2 are normalization factors. Eq. 5.4 indicates that we define
a feature function f j(xi j,yi) for each attribute xi j associated with each triad,
where α j is the weight of the jth attribute. Eq. 5.5 represents that we define
a set of correlation feature functions {hd(YTrc)}d over each triad Trc in the
network, where µd is the weight of the dth correlation feature function, and
YTrc is correlation attribute associated with triad Trc.
For factor functions f j(xi j,yi), and hd(YTrc), it can be defined as a binary
function. For example, if three users in one triad come from the same city, then
a feature f j(xi j,yi) is specified as 1; otherwise it is 0. Note that such a feature
definition is often used in graphical models such as Conditional Random Fields
[74].
We call this approach, Triad Factor Graph with Binary Function (TriadFG-
BF).
TriadFG-KF
Generally speaking, the binary feature function can discriminate closed triads
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Fig. 5.2 Matrix representation of open triads.
features. To this end, we propose a variant of the TriadFG model: TriadFG
with Kernel Function (TriadFG-KF). Given some attribute samples X, we want
to choose feature function F so that (X,F) is as similar as possible to the
training samples. In this sense, we can use a kernel function as a similarity
measure/weighting function to estimate variable density. Kernel methods like
SVM have led to generalizations of algorithms in the machine learning field,
and to successful real-world applications [113, 132, 10]. In this paper, we
use kernel-density estimate (KDE) [123] to estimate the density functions of
samples X.
To form a kernel-density estimate, we need to place a kernel – a smooth,
strongly peaked function – at the position of each data point, then add up the
contributions from all kernels to obtain a smooth curve, which can be evaluated
at any point along the x axis. For instance, for a network structure feature, we
have six open triads, and we want to obtain some functions to see which kind
of open triads are more likely to become closed. In order to use kernel-density
estimates, we need to know the distance between the incoming samples. To
this end, we define the distance metric based on the similarity of open triads.
We set a 3×3 matrix with rows and columns labeled by vertices for every
open triad, with a 1 or a 0 in position (mi,m j), according to whether there is
a link from mi to m j. So we have the matrix representations of open triads
in Figure 5.2. Hence, we can define the similarity of triads using a Pearson’s
correlation coefficient as follows:
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Definition 6 [Triad Similarity] Suppose triad i has matrix representation I
and triad j ’s matrix representation is J; then the similarity Sim(i, j) of triad i







where n is the number of entries in the matrix, Ī = 1n ∑n In, J̄ =
1
n ∑n Jn.
Since the distance function is required to satisfy the four conditions [112]:
non-negativity, identity of indiscernibles, symmetry, and triangle inequality,
we define the triad similarity-based distance function as follows:
Definition 7 [Triad Distance] Suppose the similarity between triad i and triad




Suppose that the region that encloses the N examples is a hypercube with
sides of length β centered at the estimation point x; then its volume is given by
V = β D, where D is the number of dimensions. We can use kernel function k(·)
to find the number of examples that fall within this region. The total number









So the structure feature function can be rewritten as









), j = s; (5.9)




β is the kernel bandwidth, and s represents the structure feature.0 The kernel-
density estimates of structure information using the Gaussian kernel is shown
in Figure 5.3 (green curve), the blue bars are the histogram of the distance to
open triad 3.
Theoretically, we can use any smooth, strongly peaked function as a kernel,
if the area under the curve of this kernel equals 1 – which is to make sure that
the resulting KDE is normalized. In this work, we consider six commonly
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Fig. 5.3 Kernel density estimates within Gauss functions.
used kernel functions [123]. The curves of these functions are shown in
Figure 5.4. The Tophat kernel, the Epanechnikov kernel, the linear kernel, and
the cosine kernel are zero outside a finite range, whereas the Gaussian kernel
and exponential kernel are nonzero everywhere, but negligibly small outside a
limited domain.
For other factors, we model them similarly in TriadFG-BF. Thus, we have










), j = s,
exp{α j f j(xi j,yi)}, j ̸= s
(5.10)
We name this approach, Triad Factor Graph with Kernel Function (TriadFG-
KF).
TriadFG-EKF
With the discoveries regarding network structure, and taking TriadFG-BF into
account, we can use the kernel function together with an exponential function
to rewrite Fj(xi j,yi) as follows:










)}, j = s
exp{α j f j(xi j,yi)}, j ̸= s
(5.11)
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Fig. 5.4 Six kernel functions.
We call this approach, Triad Factor Graph with Exponential Kernel Function
(TriadFG-EKF).
Objective Function Based on the above equations, we can define the follow-














where Z is a normalization factor to guarantee that the result is a valid prob-
ability; |Tr| denotes the number of candidate (open) triads in the network;
| f e| is the number of features defined for the triads (more details for feature
definition are given in Chapter 5.2.2); xi j is the jth feature value of the ith triad;
c corresponds to a correlation function; and Trc indicates a set of all related
triads in the correlation function.
Example To provide a concrete understanding of the proposed model, we
give a simple example of TriadFG in Figure 5.5. The left part is the input
network, where we have five users and four kinds of following links among
them. From the input network we can derive six open triads – e.g., (v1,v2,v3)
and (v1,v3,v4). In the prediction task, we view each open triad as a candidate;
thus we have six candidates, which are illustrated as blue ellipses in the right-
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Fig. 5.5 Graphical representation of the TriadFG model. There are five users in
the input network. Candidate open triads are illustrated as blue ellipses in the
bottom right. White circles indicate hidden variables yi. f (v1,v2,v3) represents
the attribute factor function, and h(.), the correlation function among triads.
f (v1,v2,v3). In addition, we also consider social correlation. For example, the
closure of (v1,v2,v3) may imply a higher probability that (v1,v3,v4) will also
be closed at time t +1. Given this, we build a correlation function h(·) among
related triads. Based on all the considerations, we construct the TriadFG, as
shown in Figure 5.5.
Comparison of Different Methods
Now we intuitively compare the three methods in this paper. In our model,
we extract the feature functions from our observations. The main differences
among these three approaches lie mainly in how we instantiate the structure
feature and the probability of generating attributes xi, given the label yi, say
P(xi|yi). For TriadFG-BF, we choose binary function for each feature. For
TriadFG-KF, we instantiate this probability P(xi|yi) within kernel-density
estimation; but for TriadFG-EKF, we instantiate the feature function f j(xi j,yi)
with kernel-density estimation. The kernel-density estimation for structure
information is shown in Figure 5.6. From the figure, we can see that kernel-
density estimate yields the green curve, so that for every open triad, we have
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Fig. 5.6 Kernel density estimates within different kernel functions.
Table 5.2 Comparison of different methods.
Method Feature function Instantiate function
TriadFG-BF F1 =
{
1, for open triad 5;
0, for others.
g1 = 1Z1 exp{α jF1}





) g2 = 1Z1 α jF2





) g3 = 1Z1 exp{α jF3}
one estimation value, which gives more information for the estimation task,
resulting in better prediction performance. We summarize the main differences
in the Table 5.2.
5.2.2 Feature Definitions
Feature Definitions for Triadic Closure Prediction
We now depict how we define the factor functions in our models. According to
the observations in previous sections, for problem 1 to predict triadic closure,
we define 10 features of four categories: Network Structure(N), Demographic-
s(D), Verified Status(V), and Social Information(S).
Network Structure. According to Figure 3.6(b), we notice open triads 2,
4, 5 are more likely to be closed than others, so for TriadFG-BF, we define one
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feature: whether the open triad is of open triad 2, 4, or 5. For TriadFG-KF and
TriadFG-EKF, we use a kernel-density estimate to get the feature value.
Demographics. Here we consider location and gender features. For
location, we define one feature: whether the three users come from the same
place; for gender, we define two features: whether all three users in one triad
are female or male.
Verified Status. We define two features for verified status: whether the
connecting user verified her status or not; other users have the opposite status
(cases 010 and 101).
Social Information. We consider popularity, structural hole spanning, and
gregariousness here. For popularity, we define one feature: whether all the
three users in the triad are popular users. For structural hole spanning, we
define one feature: whether user A and user B are structural hole spanners. For
gregariousness, we define two features: whether all three users are gregarious
users, and whether the three users follow the pattern: A and C are gregarious
users while user B is not.
Feature Definitions for Triadic Closure Prediction with Interaction Infor-
mation
We now introduce how we define the factor functions in our models for predict-
ing triadic closure with interaction information. According to the observations
in previous sections, for problem 2 to predict triadic closure with interaction
information, we define 11 features of five categories: Network Structure(N),
Demographics(D), Verified Status(V), Social Information(S), and Social Inter-
action(I). Except features in social interaction, features used for Problem 1 are
identical to that for Problem 2. We simplify list all the features as follows.
Network Structure. For TriadFG-BF, we define one feature: whether the
open triad is of open triad 2, 4, or 5. For TriadFG-KF and TriadFG-EKF, we
use a kernel-density estimate to get the feature value.
Demographics. Here we consider location and gender features. For
location, we define one feature: whether the three users come from the same
place; for gender, we define two features: whether all three users in one triad
are female or male.
Verified Status. We define two features for verified status: whether the
connecting user verified her status or not; other users have the opposite status
(cases 010 and 101).
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Social Information. We consider popularity, structural hole spanning, and
gregariousness here. For popularity, we define one feature: whether all the
three users in the triad are popular users. For structural hole spanning, we
define one feature: whether user A and user B are structural hole spanners. For
gregariousness, we define two features: whether all three users are gregarious
users, and whether the three users follow the pattern: A and C are gregarious
users while user B is not.
Social Interaction For the problem of triadic closure prediction with in-
teraction information, we define one feature for social interaction: whether a
retweeting action happens among the three users in one triad.
5.2.3 Learning and Prediction
We then want to estimate a parameter configuration of the TriadFG model
θ = ({α j},{µd}) that maximizes the log-likelihood objective function, θ =
argmaxO(θ). We employ a gradient descent method for model learning. The
basic idea is that each parameter – e.g., µd – is assigned an initial value, and
then the gradient of each µd with regard to the objective function is derived.
Finally, the parameter with learning rate η is updated. The details of the
learning algorithm can be found in [86].
With the estimated parameters θ , we can predict the labels of unknown
variables yi =? by finding a label configuration that maximizes the objective
function – i.e., Y ⋆ = argmaxO(Y |X ,G,θ). To do this, we use the learned
model to calculate the marginal distribution of each open triad with unknown
variable P(yi|xi,G), and assign each open triad a label of the maximal proba-
bility.
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Algorithm 1: Learning algorithm for the TriFG model.
Input: network Gt , learning rate η
Output: estimated parameters θ
Initialize θ ← 0;
repeat
Perform LBP to calculate marginal distribution of unknown
variables P(yi|xi,G);
Perform LBP to calculate the marginal distribution of triad c, i.e.,
P(yc|Xc,G);





Update parameter θ with the learning rate η :




5.3 Tie Strength Dynamics Prediction
Our goal is to examine the extent to which the triadic tie dynamics status can
be predicted in social networks. To do so, we propose a unified model to
capture not only triads’ attributes but also social and temporal correlations. In
this section, the TRIST framework – a KDE-based Factor Graph (KFG) – is
proposed for predicting triadic tie strength dynamics.
5.3.1 KDE-based Factor Graph (KFG)
Given a dynamic network G = {Gt = (V t ,Et), t ∈ {1, · · · , t ′}} and the attribute
features X of candidate triads, we define an objective function by maximizing
the conditional probability of triadic tie dynamics state Y , i.e., P(Y |X,G). In a
factor graph [72], the global probability can be factored as a product of local
factor functions that capture both the attribute features X and structural and
temporal correlations in the dynamic network G. Herein, we design three types
of factor functions to model the observations in Chapter 4.2.
• Attribute factor f (xti,y
t
i): The probability of a tie’s dynamics state y
t
i at
time t given the attribute vector xti associated with each triad Ti.
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• Temporal factor g(yti,y
t ′
i ), t < t
′: The probability of a tie’s dynamics
state yt
′
i at time t
′ given its state yti at time t.
• Social factor h(yti,y
t
j): The probability of a tie’s dynamics state y
t
i at
time t given the dynamics status state ytj of a triad T j.
Thus, we can define the joint distribution over the triadic tie strength dynamics
Y given G as




















We illustrate the graphical representation of our proposed model in Fig-
ure 5.7. The bottom left part is the input network. From the input social
network, we generate three closed candidate triads, including Tv1,v2,v3 , Tv1,v3,v4
and Tv1,v4,v5 . In the prediction model, these three candidate triads are modeled
as yellow ellipses. The attribute features defined over the candidate triads
at each timestamp are captured by the f (·) factor functions. The temporal
correlations between triads at different timestamps are modeled by the g(·)
factor functions. The social correlations between different triads are captured
by the h(·) factor functions. Based on all the considerations, we construct the
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KDE-based attribute factor.
Straightforwardly, we initialize the defined factors in a Markov random field
based on the Hammersley-Clifford theorem [47]. In particular, we initialize













where αk is the weight of the kth attribute, K is the number of features, and
Φ(·) is the attribute feature function.
There are various ways to instantiate the attribute feature function Φ(·), i.e.,
binary function [54, 86]. However, a binary feature function cannot accurately
capture correlations and similarities among features and would lose important
information. In order to better capture these similarities, we propose using
kernel density estimation to instantiate attribute factor functions.
Kernel density estimation (KDE) [123], without any priori information
on the probability distribution of the dataset, using a non-parametric way to
estimate random variables’ density functions, is an attractive technique to
obtain estimations [36, 136, 80]. To obtain a kernel density estimation, we first
place a kernel – a smooth, strongly peaked function – at the position of each
data point, and then add up the contributions from all the estimations to obtain
a smooth curve. For instance, Figure 5.7 shows an example of the histogram
(gray part) and kernel density estimation with a Gaussian kernel (blue curve)
for the interaction-strength feature. Specifically, for a Gaussian kernel, we


































where κ(·) is the kernel function with a peak at xn , λ is the kernel bandwidth,
and N is the number of data points of each feature. We thus get the real values
of the attribute features.
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Table 5.3 Kernel functions.
Kernel Function
Gaussian kernel κ(x) = 1/
√
(2π)exp(−1/2 x2)
Tophat kernel κ(x) = 1/2 if |x| ≤ 1
Epanechnikov kernel κ(x) = 3/4(1− x2) if |x| ≤ 1
Exponential kernel κ(x) = exp(−x)
Linear kernel κ(x) = 1− x if |x| ≤ 1
Cosine kernel κ(x) = π/4cos(π/2 x) if |x| ≤ 1
















Fig. 5.8 Kernel density for attribute factors.
Theoretically, we can use any smooth, strongly peaked function as a kernel,
if the area under the curve of this kernel equals 1 – which is to make sure that
the resulting KDE is normalized. In this work, we consider six commonly used
kernel functions [123] as shown in Table 5.3. The curves of these functions
are shown in Figure 5.4. The Tophat kernel, the Epanechnikov kernel, the
linear kernel, and the cosine kernel are zero outside a finite range, whereas the
Gaussian kernel and exponential kernel are nonzero everywhere, but negligibly
small outside a limited domain. By default, we use a Gaussian kernel in
our TRIST framework and discuss the effects of different kernel choices in
experiments.
It is worth mentioning that a KDE-based attribute factor can be used to
study graph kernels [122] as well. Intuitively, graph kernels can be considered
as functions measuring the similarity of pairs of graphs, making the whole
family of kernel methods applicable to graphs [114, 122, 3]. In our work, we
aim to measure similarity between different candidate closed triads, which also
provides a way to measure graph similarity.
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Temporal factor.
For the temporal factor, we model the interrelations between different weak-













′−t) is a triad-independent time-increase factor, σ1 is a pre-defined
parameter, Ψ(·) is a temporal feature function defined as Ψ(·) = (yt ′i − yti)2
and β is the weight of Ψ(·). In the model, we only consider the dependency
of triadic tie strength dynamics between two subsequent timestamps as the
same assumption in a hidden Markov model [38], Markov Random field [47]
and Kalman Filters [48]. The triad-independent time-increase factor eσ1(t
′−t)
is defined as an exponential function, so that its parameter σ1 can be simply
absorbed by combining it with βi. Thus, the above temporal factor function








i − yti)2}. (5.17)
Social factor.
Intuitively, a triad’s dynamics status state may be influenced by other triads;
e.g., its neighborhood. For example, closed triad TABC and closed triad TABD
share a common link eAB, then the dynamics status state of TABC is highly
correlated with that of TABD. In addition, individuals have a tendency to
associate and bond with similar others according to homophily theory [91].
Individuals in homophilic relationships share common characteristics, which
makes similar triads have the similar dynamics status patterns [91].
Similarly, in order to capture the correlations between two triads, we define






exp{γi j(yti− ytj)2}, (5.18)
where γi j is the weight of the feature function, representing the influence degree
of yi on y j.
Finally, by integrating Eq. (5.15), (5.17), and (5.18) into Eq. (5.13), we
can obtain joint probability as follows:
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where Z = Z1Z2Z3 is a normalization factor to guarantee that the result is a
valid probability.
5.3.2 Feature Definitions
We now describe how we define the factor functions in our model. According
to the analysis in the previous section, we define factor functions of three
categories: an attribute factor, a temporal factor and a social factor.
Attribute factor. Attribute factors include social tie and user demographic-
s. For social tie, we define a feature for eAC’s reciprocity indicating whether eAC
is reciprocal or not, a feature for the tie strength of eAC denoting the interaction
frequency between users A and C, and also a feature for tie strengths of eAB and
eBC. The tie strength features are modeled via kernel density estimation. For
Weibo dataset, we also define six features based on user demographics – gender
and status of three users – with their kernel density estimates respectively (Cf.
Eq. (5.15)).
Temporal factor. Temporal factors are used to model the interrelations
between the states of one triad at different timestamps (Cf. Eq. (5.17)).
Social factor. We define one correlation function for social factors to see
whether any two triads have the same triadic tie strength dynamics patterns
(Cf. Eq. (5.18)).
5.3.3 Learning and Prediction
Model Learning.
Given the joint probability in Eq. (5.19), we have the following log-likelihood
objective function
O(θ) = logPθ (Y |X,G). (5.20)
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The task of model learning is to estimate a parameter configuration θ =
({αk},{βi},{γi j}) that maximizes the log-likelihood objective function – i.e.,
θ = argmaxO(θ).
To solve the maximization problem, we employ a gradient descent method.
The idea is that each parameter θ is assigned an initial value, and then the
gradient of each parameter with regard to the objective function is calculated.






















i)] is the expectation of factor function
Φk(xtik,y
t
i) under the distribution Pαk(Y |X) estimated by the model. Before
calculating variables’ marginal distribution, we need first get factor functions
for different factors; i.e., we run KDE to get estimates for attribute factors, and
get temporal factors from two subsequent timestamps in the whole period we
observed.
Similarly, the gradients of parameters βi and γi j can be derived. Finally
each parameter is updated with a learning rate η :




where m is the iteration time. The learning algorithm is summarized in Algo-
rithm 2.
Prediction.
With the estimated parameters θ , we can predict the labels of unknown vari-
ables yi =? by finding a label configuration that maximizes the objective
function – i.e., Y ⋆ = argmaxO(Y |X,G,θ). Specifically, we use the learned
model to calculate the marginal distribution of each candidate triad with un-
known variable and finally assign each candidate triad with a label of the
maximal probability.
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Algorithm 2: Learning algorithm for the TRIST model.
Input: network Gt , learning rate η , predicting time T
Output: estimated parameters θ
Initialize θ ← 0;
repeat
repeat
Get temporal factors between timestamp t and its last timestamp t−1;
Update t;
until t > T ;




















Perform LBP to calculate marginal distribution of unknown variables
P(Y,Y L|G);
Perform LBP to calculate the marginal distribution of known variables
P(Y |G);
Calculate the gradient of α j according to Eq. (5.21) (for βi and γi j with a





6.1 Triadic Closure Prediction
6.1.1 Experiment Setup
We use the dataset described in Chapter 3.1 in our experiments. To quantita-
tively evaluate the effectiveness of the proposed model and the methods for
comparison, we divide the network into seven timestamp periods, by viewing
every four days as a timestamp period. For each timestamp period, we divide
the network into two subsets by using the first two-thirds of the data as a
training set and the rest as a test set. Our goal is to predict whether an open
triad will become closed in the test set.
Comparison Methods
We compare the proposed three approaches with two alternative baselines.
SVM. Uses the same attributes associated with each triad as features to
train a classification model, and then uses the classification model to predict
triadic closure in the test data.
Logistic. Similar to the SVM method. The only difference is that it uses a
logistic regression model as the classification model.
TriadFG-BF. Represents the proposed TriadFG model with binary feature
functions (Cf. § 5.2.1).
TriadFG-KF. Represents the proposed TriadFG model with kernel feature
functions (Cf. § 5.2.1).
TriadFG-EKF. Represents the proposed TriadFG model with exponential
kernel functions (Cf. § 5.2.1).
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Table 6.1 Triadic closure prediction performance.
Algorithm Accuracy Precision Recall F1-score
Logistic 0.7394 0.7657 0.7393 0.7316
SVM 0.7422 0.7683 0.742 0.7344
TriadFG-BF 0.7523 0.6989 0.9068 0.7890
TriadFG-KF 0.8426 0.8102 0.8613 0.8482
TriadFG-EKF 0.8444 0.8360 0.9084 0.8564
For SVM and Logistic, we use Weka[46]. All the TriadFG models are
implemented in C++, and all experiments are performed on a PC running
Windows 7 with an AMD Opteron(TM) Processor 6276(2.3GHz) and 4GB
memory.
Evalution Measures
We evaluate the performance of different approaches in terms of accuracy,
precision, recall, and F1-Measure.
6.1.2 Triadic Closure Prediction
Prediction Performance
We now list the performance results for different methods in Table 6.1. It
can be seen that our proposed TriadFG-BF outperforms the other two com-
parison methods (SVM and Logistic), and TriadFG-EKF performs the best
among all the methods. In terms of F1-Measure, TriadFG-BF achieves a
+7.43% improvement over SVM, and +7.85% over Logistic. TriadFG-KF
achieves a +6.93% improvement over TriadFG-BF, +14.88% over SVM, and
+15.32% over Logistic. TriadFG-EKF achieves a +1.24% improvement over
TriadFG-KF, +8.26% over TriadFG-BF, +16.31% over SVM, and +16.76%
over Logistic. Our proposed algorithm is much better than SVM and Logistic in
terms of F1-Measure. TriadFG-BF perform slightly better than they do because
it uses binary feature functions that do not capture the similarities/correlations
between different features. That is why we propose TriadFG-KF and TriadFG-
EKF, which incorporate kernels to quantity the similarities. Meanwhile, the
new proposed methods also do better on recall, which is partly because Triad-
FG can detect some cases by leveraging transitive correlation and homophily
correlation.
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Fig. 6.1 Factor contribution analysis. TriadFG-S denotes ignoring social
information when we use TriadFG model, TriadFG-SD denotes ignoring social
information and demographics while TriadFG-SDV denotes further ignoring
verified status information.
Factor Contribution Analysis
For triadic closure prediction, we examine the contribution of four different
factor functions: Network Structure(N), Demographics(D), Verified Status(V),
and Social Information(S). We first rank the individual factors by respectively
each factor from our model and evaluating the decrease in prediction per-
formance. Thus, a larger decrease means a higher predictive power for the
removed factor. We thus rank these factors according to predictive power
as follows: Network Structure(N)> Verified Status(V)> Demographics(D)>
Social Information(S).
We then remove them one by one in reverse order of their prediction
power. We denote TriadFG-S as removing social information and TriadFG-
SD as removing demographics, finally removing verified status, denoted as
TriadFG-SDV. As shown in Figure 6.1, we can observe a slight performance
decrease when ignoring social information and demographics, which means
these factors contribute significantly to predicting triadic closure.
Prediction Performance on Triads
We now consider the prediction performance for each of the triads shown in
Table 6.2. We can see that for triad 3, the prediction performance is much
better than others, while for triad 1, the performance is the worst. This may be
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Table 6.2 Triadic closure prediction performance of each open triads.
Triads Accuracy Precision Recall F1-score
0 0.5479 0.5533 0.5478 0.5335
1 0.5320 0.5472 0.5322 0.4695
2 0.5894 0.6085 0.5895 0.5797
3 0.6420 0.7058 0.6420 0.6097
4 0.5988 0.6145 0.5990 0.5823
5 0.5551 0.5562 0.5552 0.5503
Table 6.3 Triadic Closure Prediction Performance with Interaction Information.
Accuracy Precision Recall F1-score
TriadFG-EKF 0.6805 0.6834 0.7075 0.6953
TriadFG-EKF-I 0.7276 0.7149 0.7838 0.7478
because triad 3, which corresponds to the case in which two fans follow one
popular user, can be trained with a large number of features in our model, such
as social information, which gives better prediction results than for other kinds
of triads. However, the closure of triad 1, which has some transitive cases,
can not be easily predicted using our features, and shows worse prediction
performance than triad 3.
6.1.3 Triadic Closure Prediction With Interaction Informa-
tion
Prediction Performance
Now we consider the triadic closure prediction problem with interaction infor-
mation. Here, we consider retweeting behavior as interaction information.
Since TriadFG-EKF performs the best on problem 1, we use TriadFG-EKF
here to study this extended problem. The performance of TriadFG-EKF and
TriadFG-EKF-I (with interaction information) is shown in Table 6.3. We can
see that our proposed TriadFG-EKF-I outperforms TriadFG-EKF. In terms of
F1-Measure, TriadFG-EKF-I achieves a +7.55% improvement over TriadFG-
EKF, which indicates that interaction information, such as retweeting behavior,
plays an important role. We will further discuss how much it contributes to
triadic closure prediction.
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Factor Contribution Analysis
In this section, we again examine the contribution of five different factor
functions, especially the retweeting function: Network Structure (N), Demo-
graphics (D), Verified Status (V), Social Information (S) and Interaction (I).
We first rank the individual factors by removing each factor from our model,
and evaluating the decrease in prediction performance. Thus, a larger decrease
means a higher predictive power for the removed factor. According to pre-
dictive power of each factor, we rank these factors as follows: Interaction
(I) > Network Structure (N)> Verified Status (V)> Social Information (S)>
Demographics (D). We then remove them one by one in reverse order of their
prediction power. TriadFG-D denotes removing Demographics; TriadFG-SD
denotes removing Social Information from that set; TriadFG-SDV signifies
removing Verified Status from that; and TriadFG-SDVN denotes removing
Network Structure.
As shown in Figure 6.2, we observe a slight performance decrease when
ignoring Social Information and Demographics, but a large performance de-
crease when ignoring Network Structure – which means Network Structure
information also contributes a lot to the prediction of triadic closure. How-
ever, Interaction information has the strongest predictive power here, which
indicates that Interaction information is a good feature in this microblogging
service, and plays an important role in the establishment of friendship.
6.1.4 Discussion
Convergence Property
We now conduct an experiment to see the effect of the number of the loopy be-
lief propagation iterations, shown in Figure 6.3 (for TriadFG-KF and TriadFG-
BF; TriadFG-EKF has similar properties). We can see that on average, the
performance of the algorithm becomes stable after about 120 iterations, which
suggests that the learning algorithm converges well.
Computation Time.
We then conduct an experiment to see the computation cost in terms of time,
shown in Table 6.4. We can see that Logistic Regression runs the fastest. For
TriadFG, it converges the slowest. This is because factor graph inference
is relatively complicated, so it takes more time to converge. However, its
F1-Measure is significantly better than others (shown in Table 6.1).
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Fig. 6.2 Factor contribution analysis. TriadFG-D denotes ignoring Demograph-
ics when we use the TriadFG model; TriadFG-SD denotes ignoring Social
Information and Demographics; while TriadFG-SDV denotes also ignoring
Verified Status information; and TriadFG-SDVN denotes further ignoring
Network sSructure information.




Time 0.385 13.1075 12.302 10.356 11.044
Effects of Different Kernel Functions
Now we will see whether kernel functions will play some role in triadic closure.
Specifically, we compare six different kernels: Gaussian, tophat, epanechnikov,
exponential, linear, and cosine.The kernel density estimate within different
kernel functions is shown in Figure 5.6. The prediction performance within
different kernel functions is shown in Table 6.5. We can see from the table
that all the kernel functions performs almost the same, but the Gaussian kernel
function performs slightly better than the others in terms of F1-measure.
Effects of Training Sets Ratios
Now we will see whether the ratio of training sets plays some role in triadic
closure. Specifically, we compare five different training sets: 66%, 50%, 40%,
30%, and 20%. The prediction performance within different training sets
is shown in Table 6.6. We can see from the table that TriadFG-KF is very
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Fig. 6.3 Convergence analysis of the learning algorithm.
sensitive to the ratio of training sets, while other algorithms are insensitive to
the ratio of training sets.
Prediction on Specific Users
Now we will see prediction performance with different types of users. Specif-
ically, we select two types of users: verified users and popular users. The
prediction performance is shown in Table 6.7. We can see from the table that
for specific type of users, especially for popular users, the prediction perfor-
mance is much better than that for random ones. This may be partly because
for these specific users, we get enough features for training, which is quite
different from the random case in which some feature functions may be sparse.
Effects of Dataset Size
In order to verify whether dataset size would influence our observations, we
sample several subsets. In the subset, we random select 5 users, and then their
followees and followees’ followees, from our original dataset. We repeat this
process 3 times and get 3 sample subsets.
We repeat our observations as in Chapter 3.2, and find most observations
are consistent, as the observations of the subset are similar to those of the full
dataset. For example, for location distribution, the distribution of three samples
is shown in Figure 6.4(a). When compared with Figure 3.5(a), we can see that
the three observations have almost the same pattern. We also check the other
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Table 6.5 Triadic closure prediction performance within different kernel func-
tions.
Method Kernel Accuracy Precision Recall F1-score
Gaussian 0.8426 0.8102 0.8613 0.8482
TriadFG Tophat 0.8370 0.8308 0.8548 0.8420
-KF Epanechnikov 0.8418 0.8343 0.8594 0.8463
Exponential 0.8430 0.8386 0.8551 0.8464
Linear 0.8370 0.8311 0.8537 0.8418
Cosine 0.8384 0.8307 0.8594 0.8446
Gaussian 0.8444 0.8360 0.9084 0.8564
TriadFG Tophat 0.8307 0.7894 0.9108 0.8457
-EKF Epanechnikov 0.8385 0.7994 0.9106 0.8513
Exponential 0.8450 0.8103 0.9063 0.8556
Linear 0.8342 0.7961 0.9070 0.8478
Cosine 0.8348 0.7975 0.9078 0.8490
Table 6.6 Triadic closure prediction performance within different training sets.
Method 66% 50% 40% 30% 20%
Logistic 0.7316 0.733 0.734 0.738 0.708
SVM 0.7344 0.736 0.736 0.740 0.740
TriadFG-BF 0.7890 0.7819 0.7799 0.7778 0.7831
TriadFG-KF 0.8482 0.6014 0.2568 0.0466 0.0067
TriadFG-EKF 0.8564 0.8501 0.8482 0.8505 0.8515
observations and find nearly the same characteristics. Due to space limitations,
we omitted the detailed statistics here.
Effects of Crawling Bias
It has been empirically observed that incomplete BFS is biased toward high-
degree nodes, which may affect the measurements. In this section, we will
check whether this crawling method will affect our observations. We select
weights of random samples from the crawled users, where selection probability
is inversely correlated to their in-degree.
We select three random samples, and repeat our observations as in Chap-
ter 3.2. We find most observations are consistent, as the observations of the
subset are similar to those of our crawled dataset. For example, for location
distribution, the distribution of three samples is shown in Figure 6.4(b). Com-
paring them with Figure 3.5(a), we can see that the three observations have
almost the same pattern.
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Table 6.7 Triadic closure prediction performance on specific users.
User Type Methods Accuracy Precision Recall F1-score
SVM 0.854 0.861 0.854 0.852
Verified Logistic 0.855 0.861 0.855 0.853
Users TriadFG-BF 0.8355 0.788 0.9416 0.858
TriadFG-KF 0.7655 0.7021 0.9655 0.813
TriadFG-EKF 0.8815 0.8556 0.933 0.8926
SVM 0.993 0.993 0.993 0.993
Popular Logistic 0.993 0.993 0.993 0.993
Users TriadFG-BF 0.9979 0.9958 1.0000 0.9979
TriadFG-KF 0.9967 0.9935 1.0000 0.9967
TriadFG-EKF 0.9981 0.9962 1.0000 0.9981
Table 6.8 Triadic closure prediction performance with one-day-timestamp
Algorithm Accuracy Precision Recall F1-score
Logistic 0.730 0.761 0.730 0.722
SVM 0.732 0.770 0.732 0.723
TriadFG-BF 0.6932 0.6275 0.9537 0.7570
TriadFG-KF 0.5781 0.5430 0.9959 0.7028
TriadFG-EKF 0.7630 0.7029 0.9127 0.7942
Although distributions are slightly different for some correlations, they do
not affect our prediction performance, since our TriadFG-model leverages the
feature functions that qualify the similarities between features to do prediction.
In this sense, we can draw obvious features from our observations, regardless
of observations of crawled samples or bias-corrected sub-samples, since there
are clear differences between them.
Effects of Timestamp
In our sampled data, the network is dynamic. On average, there are around 6
billion new open triads every day. If we consider each new tie as a new event,
the computation cost will increase beyond our computation capability, so we
use a time window – every four days as a timestamp period. In order to see the
effects of timestamp periods, here we choose one day as a timestamp period to
predict triadic closure. The performance is shown in Table 6.8, which shows
that the prediction performance is much worse than when we use four days
as a timestamp period. One possible explanation could be that when the time
window is smaller, the correlation factors of each triad are less independent,
thus making the prediction performance worse.


































































(b) crawl bias correlation
Fig. 6.4 Location correlation for samples. X-axis: Samples. Y-axis: probability
that triadic closure occurs. Expressions attached to each bar indicate whether
certain users are from the same city – e.g., AB represents only A, B are in the
same city. NULL means users in a triad all come from different cities.
Qualitative Case Study
Now we present a case study to demonstrate the effectiveness of the proposed
model. Figure 6.5 shows an example generated from our experiments. It is a
portion of the Weibo network among our dataset. User A and B are popular
users, and A is also a structural hole spanner. The numbers associated with
each user are respectively the number of followers and that of followings. If
the label is red, then it means the user is female; if blue, then male. Black
arrows indicate following links created before. Red arrows indicate the link
will form in the next timestamp. In Figure 6.5(b), green dash lines indicate the
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links are predicted by SVM however will not connect in the next timestamp.
The red dash lines indicate the link will form in the next timestamp, but not
predicted by SVM. In Figure 6.5(c), the green dash lines indicate the links are
predicted by our approach however will not connect in the next timestamp.
We look into specific example to study why the proposed model can
outperform the comparison methods. SVM misses predicting the formation
of triad (5,1,6) and wrongly predicts the closure (3,1,4). However, our
approach correctly predicts these two triadic closures, partly because we use
social correlation such as transitive correlation and homophily correlation
among features in our model.
Comparison with Twitter Observations
We compare the results with a similar study about popularity within triads on
Twitter [52] and find:
• Both results demonstrate the phenomenon of “the rich get richer” –
i.e., P(1XX)> P(0XX), which validates the mechanism of preferential
attachment in both networks (Twitter and Weibo).
• In Twitter, popular users play an important role in forming closed triads
– i.e., P(X1X) is about three times as high as P(X0X), while in Weibo,
the result is opposite. Possibly it is because, in China, Weibo is a
combination of Twitter and Facebook, and integrates the features of both,
which better helps users interact with each other, and ordinary users have
more chances to connect with others.
• The probability P(111) for popular users in Weibo is much higher than
that in Twitter. In Twitter, P(111) is twice as high as P(000); while in
Weibo, P(111) is eight times as high, which implies that popular users
in China have more closeness connections.






















































(c) Our approach (TriadFG)
Fig. 6.5 Case study for triadic closure prediction.
6.2 Triadic Tie Strength Prediction 89
6.2 Triadic Tie Strength Prediction
6.2.1 Experiment Setup
Settings
We use the dataset described in Chapter 4.1 in our experiments. The task is to
predict whether ties in the candidate triads that become closed at t will become
weakened within a timeframe ∆t. We set up two prediction cases (Weibo1
and Weibo2) using the Weibo dataset and one case (Mobile) using the Mobile
dataset. In Weibo1, we use a network over the first 10 days of the window
for experiments (t = 5 and ∆t = 5) and predict the dynamics status in day t ′
(t ′ = 10, ∆t = 5) of newly closed triads (formed on the 5th day). In Weibo2,
we incrementally observe the network and use the first 20 days for prediction
experiments (t = 10 and ∆t = 10), predicting the dynamics status on day t ′
(t ′ = 20 and ∆t = 10) of closed triads (formed on the 10th day). Using the
Mobile dataset, we construct an experimental case Mobile by using the same
setting as that of the Weibo1 case. Similar to the observations in Chapter 4.2,
for each prediction case, we use three different measures to determine the
dynamics status of social triads, including the interaction frequencies of both
links IFAB+BC together, and also these two links separately IFAB and IFBC.
Evaluation
We use 50% of the observed closed triads as a training set and the remaining
triads as a test set. We repeat the prediction experiments ten times, and report
the average performance in terms of Accuracy, Precision, Recall, and F1-score.
Comparisons
We compare the proposed TRIST model with four classical classification base-
lines, including logistic regression, support vector machine (SVM), decision
tree (C4.5), and Naïve Bayes. The TRIST model is implemented in C++, and
all experiments are performed on a PC running Windows 7 with an AMD
Opteron (TM) Processor 6276 (2.3GHz) and 4GB memory. As to the baseline
methods, we employ the open-source software Weka with default parameters.
SVM. It uses all the same features defined in the attribute factors of our
TRIST model for each triad to train a corresponding classification model, and
then use the classification model to predict triadic tie strength dynamics in the
test data.
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Logistic Regression. It uses all the same features defined in the attribute
factors of our TRIST model for each triad to train a corresponding classification
model, and then use the classification model to predict triadic tie strength
dynamics in the test data.
Decision Tree. It uses all the same features defined in the attribute factors
of our TRIST model for each triad to train a corresponding classification model,
and then use the classification model to predict triadic tie strength dynamics in
the test data.
Naïve Bayes. It uses all the same features defined in the attribute factors of
our TRIST model for each triad to train a corresponding classification model,
and then use the classification model to predict triadic tie strength dynamics in
the test data.
TRIST. It represents the proposed model that trains a factor graph model
with all three types of factors – attribute factors, social factors, and temporal
factors.
TRIST-ST. It uses all the same features defined in the attribute factors
of our TRIST model for each triad. The difference lies in that TRIST-ST
leverages kernel-based attribute factors to capture the feature correlations.
TRIST-A, TRIST-T, and TRIST-S. They are three reduced versions of
our TRIST model that ignore the corresponding factors.
6.2.2 Prediction Results
Performance
Table 6.9, Table 6.10 and Table 6.11 report the prediction performance of
triadic tie strength dynamics as measured by interaction frequencies IFAB+BC,
IFAB, and IFBC respectively. Generally, the results in both Weibo and Mobile
show that our TRIST model clearly outperforms the baseline methods in each
case.
In terms of F1-score, the proposed TRIST model achieves a (25%,44%)
improvement compared with baselines when triadic tie strength dynamics is
measured by IFAB+BC, a (16%,44%) improvement when measured by IFAB,
and a (26%,42%) improvement when measured by IFBC. Similarly, the three
tables show that the proposed TRIST model also outperforms other methods
significantly in terms of other evaluation metrics – Precision, Recall, and
Accuracy.
On average, by using the same prediction settings, the results in the Weibo1
prediction case in Table 6.9 reveal about (10%,15%) greater predictability of
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Table 6.9 Prediction performance for IFAB+BC.
Data Method Accu. Prec. Rec. F1
Logistic 0.538 0.541 0.538 0.538
SVM 0.540 0.547 0.540 0.537
Weibo1 Decision Tree 0.527 0.530 0.527 0.527
NaiveBayes .535 .538 .535 .535
TRIST 0.844 0.940 0.756 0.838
TRIST-ST 0.541 0.559 0.579 0.569
Logistic 0.535 0.534 0.535 0.534
SVM 0.537 0.540 0.537 0.537
Weibo2 Decision Tree 0.532 0.532 0.532 0.532
NaiveBayes 0.545 0.544 0.545 0.544
TRIST 0.809 0.889 0.723 0.797
TRIST-ST 0.540 0.562 0.599 0.580
Logistic 0.601 0.558 0.601 0.510
SVM 0.605 0.366 0.605 0.456
Mobile Decision Tree 0.605 0.366 0.605 0.456
NaiveBayes 0.604 0.365 0.604 0.455
TRIST 0.750 0.738 0.911 0.815
TRIST-ST 0.604 0.614 0.937 0.742
Table 6.10 Prediction performance for IFAB.
Data Method Accu. Prec. Rec. F1
Logistic 0.557 0.595 0.557 0.403
SVM 0.557 0.632 0.557 0.402
Weibo1 Decision Tree 0.553 0.545 0.553 0.438
NaiveBayes 0.556 0.563 0.556 0.405
TRIST 0.859 0.944 0.756 0.840
TRIST-ST 0.554 0.727 0.006 0.013
Logistic 0.575 0.634 0.575 0.424
SVM 0.573 0.328 0.573 0.417
Weibo2 Decision Tree 0.556 0.502 0.556 0.462
NaiveBayes 0.570 0.520 0.570 0.432
TRIST 0.797 0.821 0.702 0.757
TRIST-ST 0.553 0.818 0.007 0.014
Logistic 0.574 0.572 0.574 0.573
SVM 0.568 0.560 0.568 0.478
Mobile Decision Tree 0.570 0.563 0.570 0.479
NaiveBayes 0.568 0.562 0.568 0.562
TRIST 0.705 0.750 0.714 0.732
TRIST-ST 0.573 0.618 0.630 0.626
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Table 6.11 Prediction performance for IFBC.
Data Method Accu. Prec. Rec. F1
Logistic 0.591 0.560 0.591 0.516
SVM 0.592 0.351 0.592 0.440
Weibo1 Decision Tree 0.589 0.565 0.589 0.555
NaiveBayes 0.566 0.551 0.566 0.554
TRIST 0.864 0.972 0.782 0.867
TRIST-ST 0.580 0.585 0.949 0.724
Logistic 0.583 0.540 0.583 0.531
SVM 0.614 0.604 0.614 0.491
Weibo2 Decision Tree 0.590 0.558 0.590 0.553
NaiveBayes 0.574 0.566 0.574 0.569
TRIST 0.826 0.947 0.749 0.836
TRIST-ST 0.597 0.603 0.939 0.735
Logistic 0.608 0.557 0.608 0.516
SVM 0.615 0.378 0.615 0.468
Mobile Decision Tree 0.615 0.378 0.615 0.468
NaiveBayes 0.615 0.570 0.615 0.468
TRIST 0.764 0.756 0.907 0.824
TRIST-ST 0.610 0.620 0.937 0.746
triadic tie strength dynamics in terms of Accuracy than those of Mobile cases.
Meanwhile, we also note that the prediction performance with a short ∆t (5
days) in the Weibo1 case is better than that with a relatively long ∆t (10 days)
in the Weibo2 case, in terms of both Accuracy and F1-score.
The reasons that TRISToutperforms Logistic Regression, SVM, Decision
Tree, and naïve Bayes come from 1) the modeling of structural correlations
of triadic tie strength dynamics captured by temporal and social factors in
our TRIST model, and 2) the use of kernel densities for modeling attribute
features.
Factor Contribution Analysis
To predict the dynamics status of triadic relationships, we devise three kinds of
factors in our proposed model TRIST. To explore the contributions of different
factors to the prediction task, we remove each type of factor and keep the
remaining two in a series of experiments. For this purpose, we have three
versions of our model, i.e., TRIST-A (removing attribute factors), TRIST-T
(removing temporal factors), and TRIST-S (removing social factors). The
results of the three reduced methods and TRIST are shown in Figure 6.6.
Clearly, we can see that the removal of each type of factor results in a clear
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drop in the prediction performance. By removing social factors, the F1-score
of TRIST-S model deceases slightly compared to the original model TRIST in
all prediction cases. However, the drops of F1-score when removing attribute
or temporal factors (TRIST-A or TRIST-T) are much more significant than
TRIST-S’s performance drops, which indicates the importance of attribute
and temporal factors in predicting triadic tie strength dynamics. Specifically,
TRIST-A achieves better prediction performance than TRIST-T, which means
that temporal factors are more telling than attribute factors for predicting the
dynamics status of social triads in TRIST model. These experimental results
further demonstrate the effectiveness of our TRIST model by modeling the
attribute, temporal, and social correlations examined in Chapter 4.2.
6.2.3 Discussion
Training/Test Ratio
We analyze the effects of different training samples on the prediction per-
formance of triadic tie strength dynamics. Figure 6.7 shows the prediction
performance with different ratios of training samples in Weibo1, Weibo2, and
Mobile. First, we observe that as training ratios increase, the TRIST model
gradually achieves better performance in terms of both F1-score and Accuracy
and reaches a stable performance when using only 5% to 10% training samples.
Second, we can see that the results in different prediction cases show similar
trends to those obtained by increasing the number of training samples, in three
sub-figures. The results indicate a positive effect of the size of training data on
predicting triadic tie strength dynamics in social networks. At the same time,
we also conclude that the predictability of triadic tie strength dynamics can be
largely revealed by a small set of labeled triads.
Convergence
We conduct experiments to see the convergence of our TRIST model – the
number of iterations of our learning algorithm. The convergence properties
of TRIST with different kernel density functions by using the default training
data (50%) are plotted in Figures 6.8 (a), (b), and (c). From Figures 6.8 (a)
and (b) we observe similar convergence patterns, that is, the TRIST model
gradually reaches convergence states within 50 to 60 iterations. From Figure
6.8 (c) we observe that the TRIST model immediately converges when the
number of iterations approaches around 70. From the top three sub-figures
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of Figure 6.8 we also notice that different kernels have limited effects on
TRIST’s convergence. By using different ratios of training data, we report the
convergence of our proposed model with the default kernel function (Gaussian)
in Figures 6.8 (d), (e), and (f). In the bottom three sub-figures of Figure 6.8,
we again find that the model converges gradually in Weibo cases, and reaches
convergence suddenly in Mobile case within 100 iterations. We also find that
the TRIST model with 10% training data (red line) has the lowest convergence
rate compared with the model with more training data. Overall, Figure 6.8
demonstrates that the proposed TRIST model can reach the convergence state
quickly.
Effects of Kernels
We demonstrate the power of TRIST’s kernel density by comparing the reduced
version of our model TRIST-ST with baseline methods that use the same set
of features. The difference lies in that in TRIST-ST, the kernel density is
incorporated to smooth the discrete feature values. In Table 6.9 – 6.11, we
can see that in most cases, TRIST-ST yields better prediction performance
than the alternative methods. For example, by our methodology, the predictive
power of TRIST-ST significantly outperforms the other four methods, with a
(5%,23%) increase of F1-score in the Mobile case.
We also examine the effects of different kernel density functions on the
prediction power of our method. Specifically, we use six different kernels:
Gaussian, Tophat, Epanechnikov, exponential, linear, and cosine. The details
of these six kernels are introduced in Chapter 5.3.1. The prediction results
on triadic tie strength dynamics as measured by IFAB+BC in Weibo1, Weibo2,
and Mobile cases are shown in Figure 6.9. Clearly, we can see that the TRIST
model with different kernel functions yields similar prediction performance.
We conclude that our TRIST model is robust with respect to the choice of
different kernel functions.











































Fig. 6.6 Factor contributions for triadic tie strength dynamics Prediction. x-
axis: different prediction cases; y-axis: Prediction performance in terms of
F1-score. TRIST is the proposed model; TRIST-A is the reduced version of
TRIST without modeling attributed factors; TRIST-T is the reduced version of
TRIST without modeling temporal factors; TRIST-S is the reduced version of
TRIST without modeling social factors.



































Fig. 6.7 Performance of triadic tie strength dynamics prediction with different
percentages of training data. x-axis: different ratios of training set; y-axis:
prediction performance in terms of both F1-score and Accuracy. The experi-
ments are conducted for predicting triadic tie strength dynamics as measured
by IFAB+BC when using TRIST model in Weibo1 (a), Weibo2 (b), and Mobile
(c) cases.
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Fig. 6.8 Convergence of TRIST. x-axis: the iteration time m in Eq. 5.22 of
our learning algorithm; y-axis: F1-score. (a,b,c). Convergence rates with
different kernel functions in different prediction cases (50% training data);
(d,e,f). Convergence rates with different training data in different prediction
cases (Gaussian kernel).
















Fig. 6.9 Effects of different kernel functions in TRIST. X-axis: Different test
cases. Y-axis: F1-score. The TRIST model with different kernel functions
yields similar prediction performance.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
In this thesis, we study the network structure from a microscopic view, par-
ticularity, triadic closure and its influence in social networks. We aim to
systematically understand the whole process during and after triadic closure.
Starting from open triads, we trace triadic closure formation in dynamic social
networks, and then after triadic closure, we investigate the triadic closure’s
influence, in other words, will triadic closure influence the tie strength of a
triad over time.
Employing a large microblogging network (Weibo) as the source in our
study, we first focus on open triads closing process. By investigating the
impact of different factors from three aspects: user demographics, network
characteristics, and social perspectives, we observe that 1) male, celebrity
and gregarious users are more willing to close open triads; 2) structural hole
spanners are eager to close open triads for more social resources, but they are
also reluctant to have two disconnected friends linked together.
After triadic closure, we trace the interaction dynamics within a triad in
two social networks – microblogging and mobile networking – we find that
the formation of the third link in a triad will demote the interaction strength of
the other two links. In around 80% of closed social triads, the strength of the
first two ties become weakened in both online social media and mobile social
networks. We also uncover an interesting phenomenon, that is, both males and
celebrities tend to maintain more weakened triadic relationships than females
and ordinary users, although the latter are more likely to form closed triads.
We formally define a prediction problem for triadic closure. We propose
a probabilistic factor model – TriadFG for modeling and predicting whether
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three persons in a social network will finally form a triad. In this model, we
consider attribute correlations such as user demographics and social correla-
tions such as popularity. With better instantiating attribute factors, we also
extend TriadFG model with kernel density estimates. Furthermore, in order to
predict tie strength dynamics, we formalize the triadic tie strength dynamics
prediction problem, and present a TRIST model to solve it by incorporating
user demographics and temporal together with structural correlations.
Extensive experimental results show that our proposed models outperform
benchmark methods by up to 30% in terms of F1-score. In addition, we demon-
strate that our methodology offers a greater-than-82% potential predictability
for inferring the dynamics status of social triads in both networks. Also, with
the kernel density estimate, our models outperform baselines by up to 30% in
terms of F1-score.
7.2 Future Work
We share some of our thoughts on the future work.
Firstly, we can explore the underlying mechanism of the evolution of
triadic relationships. In this thesis, we consider one special case that the open
triad with two reciprocal relationships. However, the tie strength dynamics in
other triads is not well studied. Unlike the triad with reciprocal relationships,
the triads with mixed parasocial and reciprocal relationships are far more
complicated due to the direction of links. In general, there are 27 types of triad,
each of which has its own evolving patterns.
What’s more, the interplay among ties over time can be better examined.
Few work has been done to explore how one tie influences the others. Although
we have discovered certain correlations between the established third tie and
existing ties, we are unable to quantitatively measure how much this influence
is. With the knowledge of underlying influence mechanises, we can better
understand network evolution.
Secondly, we need to connect the microscopic triadic principles with net-
work scaling phenomena at the macro level. We would attempt to explain
macro characteristics on the basis of aggregate effects of the micro charac-
teristics, interpret social phenomena from the behavior of rational actors at
the micro level, and identify a set of important micro-macro linkages between
local behavior in networks and global network properties.
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Finally, it is also necessary to examine the dynamics status of social triads in
other types of networks, such as collaboration networks, organization networks,
location-based social networks, finance networks and so on. It is worthwhile
to explore these networks with our triadic closure models to obtain more
insights from them. For example, tracing interaction dynamics within bankers
can prevent financial crisis, and leveraging the understanding of interaction
patterns among employees will achieve better organization performance.
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