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THE SECOND MAIN THEOREM VECTOR FOR THE
MODULAR REGULAR REPRESENTATION OF C2.
H E A CAMPBELL AND D L WEHLAU
Abstract. We study the ring of invariants for a finite dimensional
representation V of the group C2 of order 2 in characteristic 2. Let
σ denote a generator of C2 and {x1, y1 . . . , xm, ym} a basis of V ∗.
Then σ(xi) = xi, and σ(yi) = yi + xi.
To our knowledge, this ring (for any prime p) was first studied
by David Richman [7] in 1990. He gave a first main theorem for
(V2, C2), that is, he proved that the ring of invariants when p = 2
is generated by
{xi, Ni = y2i + xiyi, tr(A)
∣∣ 2 ≤ |A| ≤ m} ,
where A ⊂ {0, 1}m, yA = ya11 ya22 · · · yamm and
tr(A) = yA + (y1 + x1)
a1(y2 + x2)
a2 · · · (ym + xm)am .
In this paper, we prove the second main theorem for (V2, C2), that
is, we show that all relations between these generators are gener-
ated by relations of type I∑
I⊂A
xI tr(A− I) = 0 ,
and of type II
tr(A) tr(B) =
∑
L<I
xI−LNL tr(I − L+ J +K)
+N I
∑
L<J
xJ−L tr(L+K) ,
for all m. We also derive relations of type III which are simpler
and can be used in place of the relations of type II.
1. Introduction
Let Cp be the cyclic group of order p and V2 its unique indecompos-
able 2-dimensional representation V2 over a field F of characteristic p.
We take {x, y} to be a basis for the hom-dual V ∗2 of V2 and we assume
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2 CAMPBELL AND WEHLAU
the action of Cp on V
∗
2 to be σ(x) = x and σ(y) = y + x. Consider the
diagonal action of Cp on
mV2 = V2 ⊕ V2 ⊕ · · · ⊕ V2︸ ︷︷ ︸
m
.
and its dual. Taking a basis for mV ∗2 to be {x1, y1, . . . , xm, ym} we
obtain σ(xi) = xi and σ(yi) = yi + xi.
We are interested in the symmetric algebra of the dual, which we de-
note F[mV2] and the corresponding ring of “vector” invariants F[mV2]
Cp .
This ring of invariants consists of all elements of F[mV2] fixed point-
wise by σ. The terminology “vector invariants” comes to us from H.
Weyl in his book Classical Groups see [11]. Given a representation of
a group G on a vector space over a field F he refers to theorems ex-
plicitly describing generators for F[mV ]G (where mV = V ⊕m) for all
m as first main theorems.
David Richman’s paper [7] in 1990 began the study of the vector
invariants of Cp acting on its two-dimensional indecomposable repre-
sentation V2 in characteristic p. He conjectured that
xi, Ni = y
p − xp−1yi, uij = xiyj − xjyi and
tr(A)
∣∣ 0 ≤ ai ≤ p− 1 ,
generates the ring of invariants, with a proof in the case p = 2. Here
tr(A) denotes the “trace” (or “transfer”) of yA, namely
tr(A) =
∑
σ∈Cp
σ(yA) =
p−1∑
i=0
(y2 + ix2)
a2(y2 + ix2)
a2 · · · (ym + ixm)am
Richman’s conjecture was proved by Campbell and Hughes in [1].
Later, Shank and Wehlau [8] proved that restricting the traces to have
degree larger than 2(p− 1) gave a minimal generating set. Campbell,
Shank and Wehlau [2] recently gave a new proof of Richman’s conjec-
ture for any p, which showed that the minimal algebra generating set
just described is also a SAGBI basis. Finally, Wehlau has given an-
other proof [10]. It is well-known that these ring of invariants are not
Cohen-Macaulay for m ≥ 3. It is not hard to show that the number s
of such minimal generators is
pm −
(
m+ 2p− 2
m
)
+m
(
m+ p− 2
m
)
+
(
m
2
)
+ 2m,
We form a polynomial ring Q = F[ξ1, ξ2, . . . , ξs] for s as above and a
surjection of algebras pi : Q→ F[mV2]Cp by setting pi(ξi) to be the ith
generator. Elements of the kernel of pi give rise to relations for the ring
of invariants. A theorem giving an explicit generators for ker(pi) for all
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m is referred to as a second main theorem by Weyl. In this paper, we
give two second main theorems when p = 2 by exhibiting two minimal
generating sets for ker(pi). These sets have
2m −
(
m
2
)
−m− 1 +
(
2m −m
2
)
many generators. We note here that when p = 2 then s = 2m +m− 1.
To our knowledge, this is the first proof of a second main theorem for
a finite group in the modular case.
In 1916 Emmy Noether gave a characteristic 0 bound on the degrees
of generators of a ring of invariants for a finite group (the original pa-
per is [6], for a modern treatment see [3]). She showed that the ring
of invariants of any characteristic 0 representation of G is generated
in degrees less than or equal to |G|. In contrast, in his paper Rich-
man proved that K[mV2]Cp , for any p, required a generator of degree
m(p− 1). Thus he demonstrated that Noether’s bound does not hold
in general for modular groups, those groups whose order is divisible by
the characteristic of the underlying field. In this connection, it is worth
noting that Symonds [9] recently proved Kemper’s conjecture [5] that
for any modular representation of a finite group, the ring of invariants
can be generated in degrees less than or equal to
dimF(V )(|G| − 1)
if |G| ≥ 2. Symonds proof uses Castelnuovo-Mumford regularity and
builds on his work with Karagueuzian, [4]. Moreover, he proves that
all the relations between the generators may be found in degrees less
than or equal
2 dimF(V )(|G| − 1)
if |G| ≥ 2. Our theorem implies that for the case we study, F2[mV2]C2 ,
this upper bound is sharp. The relation of largest degree is associated
to the product
tr(y1y2 · · · ym)2 .
By the Hilbert syzygy theorem, the projective dimension of our ring
of invariants is less than or equal to s = 2m + m − 1 and (for m ≥ 3)
bigger than s−2m = 2m−m−1 (the projective dimension of F2[mV2]C2
cannot be 2m −m− 1 since this ring is not Cohen-Macaulay).
2. Preliminaries
We refer to the book of Derksen and Kemper, [3, §3.6]. Suppose we
have a commutative graded unitary connected ring S over F of Krull di-
mension n. Choose a homogeneous system of parameters {z1, z2, . . . , zn},
and form the polynomial ring R = F[z1, z2, . . . , zn]. Then S is a finitely
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generated R-module on (secondary) R-module homogeneous generators
{w1, w2, . . . , ws}. Let Q denote the polynomial ring R[t1, t2, . . . , ts] and
consider the R-module homomorphism pi : Q→ S given by pi(ti) = wi.
We have that the kernel of pi is generated by relations of the two forms:
Linear Relations:
∑s
i=1 fiti;
Quadratic Relations: titj +
∑s
k=1 fktk
where all the fi, fk ∈ R.
For us, R = F[x1, x2, . . . , xm, N1, N2, . . . , Nm], and, provided p = 2
we are in the unusual situation that each secondaryR-module generator
tr(A) (for |A| ≥ 2) is also a generating invariant. This fails for p ≥ 3.
In our situation, therefore, we will write
Q = R[Tr(A) | A ∈ {0, 1}m, |A| ≥ 2]
and set pi(Tr(A)) = tr(A). It is also natural to grade Q by setting
deg(xi) = 1, deg(Ni) = 2 and deg(Tr(A)) = |A| :=
∑m
i=1 ai. With
this grading, ker(pi) is homogeneous and, therefore, minimal ideal gen-
erating sets are those for which no proper subset generates. For the
remainder of this paper, we refer to relations as occurring in either Q
or the ring of invariants.
2.1. Notation. Let N = {0, 1, 2, . . . }. Let A = (a1, a2, . . . , am) ∈ Nm
denote an exponent sequence, for example,
xA =
m∏
s=1
xass , y
A =
m∏
s=1
yass and N
A =
m∏
s=1
Nass .
We write |A| to denote ∑ms=1 as. Given A,B ∈ Nm we write A ≤ B
if as ≤ bs for all s = 1, 2, . . . ,m.
We recalled above the invariant norms Ns = y
2
s − xsys. It is also
useful to define N s = ys +xs = Ns/ys. Given an exponent sequence A,
we note that
N
A
=
∑
B≤A
xA−ByB = tr(A) + yA .
If the sequence A = (a1, a2, . . . , am) consists of only 0’s and 1’s, we
may consider A as the characteristic vector of the set A := {1 ≤ s ≤
m | as = 1}. Similarly we consider the zero/one sequence B of length
m as the characteristic vector of the subset B of {1, 2, . . . ,m}. We use
this viewpoint to introduce three more binary operations on zero/one
sequences. Suppose A,B ∈ {0, 1}m. We write A∩B, A \B and A∪B
to denote the zero/one sequences which are the characteristic vectors
of the sets A∩B, A\B and A∪B respectively. From now on, we will
abuse notation and write A for A and B for B. For convenience, we
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define ∆s to be the sequence which is 1 in position s and 0 everywhere
else.
We are going to use the graded reverse lexicographic order on mono-
mials with
y1 > x1 > y2 > x2 > · · · ym > xm .
We denote the lead term of a polynomial f by LT(f). For A 6= 0, we
denote by `(A) the least integer ` such that a` = 1 and ai = 0 for
1 ≤ i < `, that is, `(A) = min{` | a` = 1}. We will denote by A′ the
sequence obtained from A by setting the entry `(A) equal to 0.
3. A second main theorem
In this section, we first derive relations of two types, the first of
which are linear, and the second of which are quadratic in the sense
of Derksen and Kemper. Then we go on to show that these relations
minimally generate the ideal of all relations ker(pi).
The following lemma is easily shown.
Lemma 3.1. Let A ∈ {0, 1}m. Then
tr(A) =
∑
L<A
xA−LyL .
Further, LT(tr(A)) = x`(A)y
A′. 
Applying the trace to the formula in the above lemma yields the
relation 0 =
∑
0<I<A x
A−I tr(yI). If |A| ≤ 2, then this relation is
vacuous. Otherwise we have a meaningful relation which we record in
the following
Proposition 3.2. Suppose |A| ≥ 3. Then∑
0<L<A
xA−L Tr(L) ∈ ker(pi) .
Define `(A) = i and `(A′) = j. Then
LT(pi(xA−L Tr(L)) ≤ xixjy(A′)′ for all L < A
with equality if and only if either A− L = ∆i or A− L = ∆j.
Proof. The first assertion is easily shown as explained above. To show
the second assertion it suffices to note that LT(tr(xA−LyL)) = xAL LT(tr(yL)) =
xA−Lx`(L)yL
′
. 
We will call the relation in the above proposition the relation of type I
associated to the subset A of {0, 1}m.
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Remark 3.3. The relation of type I corresponding to tr(y1y2y3), (i.e.,
to A = ∆1 + ∆2 + ∆3) can be used to show that our invariant rings are
not Cohen-Macaulay when m ≥ 3.
Next we describe the relations of type II.
Proposition 3.4. Let A,B ∈ {0, 1}m. Suppose |A| ≥ 2, |B| ≥ 2. We
define I := A ∩B, J := A \B and K := B \ A. Then
Tr(A) Tr(B)+
∑
L<I
xI−LNL Tr(I − L+ J +K)+N I
∑
L<J
xJ−L Tr(L+K)
is in ker(pi).
Remark 3.5. We note that this relation is not symmetric in A and
B. The formula above holds but is vacuous if |A| = 1. If |B| = 1, then
the formula holds, but is a consequence of relations of type I.
Proof. We have
tr(A) tr(B) = (N
A
+ yA)(N
B
+ yB)
= N
A+B
+ yAN
B
+ yBN
A
+ yA+B
= N
2I
N
J+K
+ yAN
B
+ yBN
A
+ yA+B.
Since
N
2I
=
m∏
s=1
(ys + xs)
2is =
m∏
s=1
(y2s + x
2
s)
is
=
m∏
s=1
(xsN s +Ns)
is =
∑
L≤I
xI−LN
I−L
NL
and
yAN
B
= yIyJN
I
N
K
= N IyJN
K
= N IN
K
m∏
s=1
(xs + ys + xs)
j
s
= N IN
K
m∏
s=1
(xs +N s)
j
s = N
IN
K∑
L≤J
xJ−LN
L
= N I
∑
L≤J
xJ−LN
K+L
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we have
tr(A) tr(B) =
∑
L≤I
xI−LN
I−L
NLN
J+K
+N I
∑
L≤J
xJ−LN
K+L
+ yBN
A
+ yA+B
=
∑
L≤I
xI−LNLN
I+J+K−L
+N I
∑
L≤J
xJ−LN
K+L
+ yBN
A
+ yA+B .
This last expression yields
tr(A) tr(B) =
∑
L≤I
xI−LNL(tr(I + J +K − L) + yI+J+K−L)
+N I
∑
L≤J
xJ−L(tr(K + L) + yK+L) + yBN
A
+ yA+B ,
and therefore
tr(A) tr(B) =
∑
L<I
xI−LNL tr(I + J +K − L) +N I tr(J +K)
+
∑
L≤I
xI−LNLyI+J+K−L +N I
∑
L<J
xJ−L tr(K + L)
+N I tr(K + J) +N I
∑
L≤J
xJ−LyK+L
+ yBN
A
+ yA+B ,
from which we obtain
tr(A) tr(B) =
∑
L<I
xI−LNL tr(I + J +K − L) +
∑
L≤I
xI−LNLyI+J+K−L
+N I
∑
L<J
xJ−L tr(K + L) +N I
∑
L≤J
xJ−LyK+L
+ yBN
A
+ yA+B
Now∑
L≤I
xI−LNLyI+J+K−L = yJ+K(
∑
L≤I
xI−LNLyI−L)
= yJ+K(
∑
L≤I
NLxI−LyI−L) = yJ+K(N + xy)I
= yJ+L(y2)I = y2I+J+L = yA+B .
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Finally
N I
∑
L≤J
xJ−LyK+L = N IyK
∑
L≤J
xJ−LyL
= yIN
I
yKN
J
= yI+KN
I+J
= yBN
A
completing the proof. 
For each pair A,B ∈ {0, 1}m with A 6= B, we have two relations
given in Proposition 3.4 since these relations are not symmetric in A
and B. In order to produce a minimal set of generating relations, we
need to choose one of these two.
Theorem 3.6 (A second main theorem). The ideal of relations among
the generators of F[mV2]
C2 is minimally generated by
• the 2m−(m
2
)−m−1 relations of type I associated to the subsets
A ⊂ {1, 2, . . .m} with |A| ≥ 3
• (2m−m
2
)
relations of type II associated to the (unordered) product
of any two of the 2m −m− 1 traces.
Proof. We first prove that the set above generates the full set of re-
lations. By [3, §3.6], we need only show that we have an R-module
basis for all the linear relations. We proceed by contradiction. Given
an element h ∈ Q, we write
h =
∑
I,J,A
αI,J,Ax
INJ Tr(A), for α ∈ F
and define
Γ(h) = max
I,J,A
{LT(xINJ tr(A)) | αI,J,A 6= 0}
Choose a polynomial h such that Γ(h) is minimal among all the linear
relations that are not in the R-module generated by the type I relations.
Therefore, there exist I1, J1, A1 such that
LT(xI1NJ1 trA1) = Γ(h) = x
I1y2J1x`(A1)y
A′1 .
We will write `(A1) = a1 and `(A2) = a2. Since h describes a rela-
tion, there must exist (I2, J2, A2) 6= (I1, J1, A1) such that xI2NJ2 trA2
LT(xI2NJ2 trA2) = Γ(h). That is,
xI1y2J1xa1y
A′1 = xI2yJ2xa2y
A′2 ,
so that we have J1 = J2, A
′
1 = A
′
2 and I1 + ∆a1 = I2 + ∆a2 .
We form the type I relation associated to A1 + ∆a2 :
xI1−∆a2NJ1(
∑
L<A1+∆a2
xA1+∆a2−L Tr(L)) ,
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and, as we noted in Proposition 3.2,
Γ(h) = Γ(xI1−∆a2NJ1(
∑
L<A1+∆a2
xA1+∆a2−L Tr(L)))
and occurs as the lead term of just two of the monomials in this sum
(after applying pi). Therefore, we define
h′ = h− xI1−∆a2NJ1(
∑
L<A1+∆a2
xA1+∆a2−L Tr(L)) ,
and note that Γ(h′) ≤ Γ(h). If Γ(h′) = Γ(h), then we have reduced
the number of terms with this lead term and repeating the process will
lead, after a finite number of steps, to a new h′ with a smaller lead
term. But Γ(h′) < Γ(h) contradicts the definition of h, as we were
required to prove. 
4. Relations of type III and another second main theorem
Here we obtain a new set of quadratic relations shorter than the
type II relations of the previous section. We also show that these
relations minimally generate all quadratic relations, thus giving another
version of the second main theorem.
Theorem 4.1. We assume that A,B ∈ {0, 1}m and that |A|, |B| ≥ 2.
III (a): Suppose A ∩B = ∅. Let j ∈ B and put B′ = B −∆j.
Tr(A) Tr(B) + Tr(A+ ∆j) Tr(B
′) + xj Tr(A+B′)
+ xj Tr(A) Tr(B
′) ∈ ker(pi)
III (b): Suppose |A ∩B| ≥ 1 and B ≤ A.
Let i ∈ A ∩B and put B′ = B −∆i and A′ = A−∆i.
Tr(A) Tr(B) + xi Tr(A) Tr(B
′) + Ni Tr(A′) Tr(B′)
+ xiN
B′ Tr(J + ∆i) ∈ ker(pi)
III (c): Suppose |A ∩B| ≥ 1 and A 6≤ B and B 6≤ A.
Put I = A ∩B, J = A \B and K = B \ A.
Tr(A) Tr(B) + Tr(I + J +K) Tr(I) + N
I Tr(J) Tr(K) ∈ ker(pi) .
Proof. Suppose C,D ∈ {0, 1}m and C ∩D = ∅. Then
(tr(C) + yC)(tr(D) + yD) = tr(C +D) + yC+D .
Hence
tr(C +D) + tr(C) tr(D) + yC tr(D) + yD tr(C) = 0 .
We will use this identity repeatedly in the proof.
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(a) Consider the two relations tr(B) = yj tr(B
′) + xj tr(B′) + xjyB
′
and tr(A + ∆j) = yj tr(A) + xj tr(A) + xjy
A. Multiplying the
first by tr(A) and the second by tr(B′) and then adding the
results yields
tr(A) tr(B) + tr(A+ ∆j) tr(B
′) = xjyB
′
tr(A) + xjy
A tr(B′)
= xj tr(A+B
′) + xb tr(A) tr(B′)
(b) Multiplying the relation tr(B) = yi tr(B
′) +xi tr(B′) +xiyB
′
by
tr(A) we have
tr(A) tr(B) = yi tr(A) tr(B
′) + xi tr(A) tr(B′) + xiyB
′
tr(A)
= yi tr(A) tr(B
′) + xi tr(A) tr(B′)
+ xiy
B′
(
tr(A′ + ∆i) tr(B′) + yiyA
′
tr(B′) + tr(A′ + ∆i)yB
′
)
= yi tr(A) tr(B
′) + xi tr(A) tr(B′) + xi tr(yiyJ)NB
′
+ xiyiy
JyB
′
tr(B′)
=
(
yi tr(A
′) + xi tr(A′) + xiyJyB
′
)
tr(B′) + xi tr(A) tr(B′)
+ xi tr(yiy
J)N
B′ + xiyiy
JyB
′
tr(B′)
= Ni tr(A
′) tr(B′) + xi tr(A) tr(B′) + xi tr(yiyJ)NB
′
(c)
tr(J) tr(K)N
I = tr(J) tr(K)(yI tr(I) + y2I)
= (yI tr(J))(tr(I) tr(K) + y2I tr(K))
= (tr(J + I) + tr(J) tr(I) + yJ tr(I))(tr(I +K)
+ yK tr(I) + y2I tr(K))
= tr(J + I) tr(I +K) + tr(I)
(
tr(J) tr(I +K) + yJ tr(I +K)
)
+ tr(I)
(
yK(tr(J + I) + tr(J) tr(I)) + yJ tr(I)
)
= tr(A) tr(B) + tr(I)(tr(J) tr(I +K)
+ yJ tr(I +K) + yIyK tr(J))
= tr(A) tr(B) + tr(I) tr(J + I +K)

If either |A| = 1 or |B| = 1 then the relations of type III(a) and type
III(b) are valid but are either vacuous or are consequences of type I
relations or are other type III relations. The conditions |A ∩ B| ≥ 1
and A 6≤ B and B 6≤ A force |A| ≥ 2 and |B| ≥ 2.
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Theorem 4.2. We form a set of relations by choosing, subject to the
following 2 restrictions, one relation of type III for every pair A,B ∈
{0, 1}m with |A|, |B| ≥ 2. If A and B are disjoint, we interchange A
and B if necessary to ensure that |A| ≥ |B| and then choose a relation
of type III (a). If |A ∩ B| ≥ 1 and A ⊂ B then we interchange A
and B and then choose a relation of type III (b). Any set formed
by so choosing one relation for each pair with |A|, |B| ≥ 2 minimally
generates the quadratic relations. In particular, such a set together with
the Type I relations minimally generates kerpi.
Proof. We show that a set of relations chosen as described, allows us to
reduce every product tr(A) tr(B) with |A|, |B| ≥ 2 to a sum of R-linear
combinations of the secondary generators tr(A).
We change the natural grading on Q by setting deg(xi) = deg(Ni) =
0 for all i, and induct on the resulting degree. Suppose we are given
A,B ∈ {0, 1}m with |A|, |B| ≥ 2.
If B ≤ A, then the corresponding relation of type III (b) allows us
to rewrite tr(A) tr(B) as the sum of three terms, each of which is of
smaller degree.
If |A∩B| ≥ 1 and A 6≤ B and B 6≤ A, then the relation of type III (c)
rewrites tr(A) tr(B) as a sum of two terms, one of which has smaller de-
gree and the other term can be rewritten using a relation of type III (b).
If |A∩B| = 0, then the relation of type III (a) produces three terms,
two of which have lower degree. The other term has a factor tr(B′)
with |B′| < |B|. We may, therefore, repeatedly apply a relation of
type III (a) until |B′| = 1 at which point deg(tr(B′)) = 0, finishing the
proof. 
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