Abstract-MAPS (Multi-Agent Planning System) is a system for multi-agent coordination that has been developed in the robot soccer domain. It uses potential elds to model the environment and provide directives for the robots. The key feature that enables successful coordination is the use of a shared world model. This paper describes MAPS and demonstrates it as a viable coordination system for use in multiple robot domains.
INTRODUCTION
Coordinating robots in a dynamic environment is a dif cult task. They must be able to carry out their contribution s to the overall purpose of the system ef ciently and effectively while not impeding each other. The focus of multi-robot coordination should therefore be 2-fold: each robot (i) should consider the objectives of the team while maintaining its own and (ii) ensure others' functional integrity. As such, the team plan should exist at a level where it provides strategies for each robot to contribute to the team's success. Each robot must consider the strategy it has been allocated and execute it as best it can without compromising its ability to maintain functional operation.
MAPS (Multi-Agent Planning System) is a method of multi-robot control. It performs high-level multi-agent planning by generating an abstract representation of the robot's environment at a particular point in time. This representation is built from the robot's perception of the world, and accounts for the position and behavior of the objects in the environment. This abstraction is carried out using potential elds. By modeling features of the environment from each robot's perspective, strategic commands and coordinates are extracted and proposed to the robots. The robots consider MAPS requests and attempt to ful l them as closely as possible, given further constraints of dynamic motion and obstacle avoidance. These constraints are particularly evident in the MAPS test environment: robot soccer.
RoboCup as a test environment
RoboCup is an international event where teams of robots play soccer [1] . The event consists of several categories with different requirements in terms of embodiment, size and sensing ability -this paper deals with robots developed for the UQ RoboRoos entry in the small size league category. While reliable electronic and mechanical hardware form part of the engineering solution, the challenge is centered on the design of suitable software, which can be separated into the navigation system for the robots and the design for multi-robot cooperation.
The navigation system consists of components on-board and off-board the robot to provide an information loop to monitor and control the robots. Designing an ef cient navigation system is dif cult since it is based in part on noisy and infrequent, but highly useful, data from the external camera, and partly on the readily accessible but less useful data available from local sensors. This problem is exacerbated by the highly dynamic nature of robot soccer. The RoboRoos approach to navigation is described in [2] . This paper concentrates on the multi-robot cooperation problem. It describes the implementation of MAPS and evaluates its performance in the robot soccer domain. The system was used on the UQ RoboRoos robot soccer team that came second in the small size league of RoboCup-98 in Paris and third at the Paci c Rim Series of RoboCup in 1998. Section 2 brie y describes the architecture of the RoboRoos system to help understand the design issues in a robotic soccer environment. The multi-robot coordination strategy is analyzed in Section 3. Section 4 provides an analysis of MAPS in competition and testing. Other researchers' methods of coordination in the soccer environment is discussed in Section 5. Section 6 presents a summary of the concepts discussed in this paper.
ROBOROOS ARCHITECTURE
An overhead camera captures an image from the playing eld and sends this to the image interpreting software on the computer. Once the robots have been located and identi ed in the image, the information is passed to MAPS, which controls the game and the robot cooperation. MAPS determines the best locations and actions for the robots. There are three commands from MAPS that need to be interpreted: go to a destination , kick or halt. Each of these invokes different robot behaviors. Going to a destination invokes the navigation path-planning procedures while kicking requires a fast drive towards the ball. Halt causes the robot to come to rest smoothly. When the planning is complete, the ball location, all robot locations and MAPS actions are broadcast to the robots. The algorithms and techniques used for planning form the bulk of this paper.
MULTI-ROBOT COORDINATION
Coordinating entities share information common to their joint task. In robotic systems, this entails either the robots communicating the information to each other or it being provided by an external system. Communication should be kept to a minimum to maintain system integrity [3 -5] . However, impoverished or inaccurate information can lead to a misunderstandin g between cooperating entities resulting in inef ciencies [6] . There should therefore be a trade-off between the amount of communication, and the suf ciency, and accuracy of the information.
Robots carrying out tasks in dynamic environments need to be able to react to the environment. While it can be argued that this is suf cient in some environments with certain tasks [7] , it can be inef cient when higher-level planning is required. Such is the case of robot soccer. The robots need to be able to react to the current state of the environment and also try to carry out plans to change the environment to some predicted future state.
From the above arguments, to provide a coordination system capable of operating in a dynamic environments, the architecture should keep communication minimal whilst providing mechanisms for planning and reaction. This is the philosoph y inspiring MAPS.
MAPS overview
MAPS consists of a high-level planning algorithm which analyses the environment, and sends commands and coordinates to the robots. It is the robots' responsibilit y to carry out this plan as best as they possibly can. This method of planning can be compared to the plan-executor method described by Agre and Chapman [8] . The planner contains the strategy for the team while the executor exists as the command interpretation mechanism on-board the robots. By their classi cation, MAPS provides a 'plan-as-communication ' to the robot navigation system, by providing each robot with a command and a set of coordinates. It does not rely upon the robots to complete the commands and continues to observe them after the command has been issued. As the robot carries out the plan and new information about the environment is given to MAPS, a new plan may emerge from which MAPS will take advantage. The three stages of the MAPS algorithm can be summarized as:
(1) Get new information. Update the grid-based world model from new sensor data or prediction of robot behavior.
(2) Choose an action. Based on the in uence of the components of the environment (typically robots and obstacles), choose an action type for each robot. The action type should be designed to reduce interference between the robots. Action choice is built from the perspective of the goal of the team.
(3) Find the location for the action. Based on the action type, the in uences of the environment's components can be constructed to show where each robot should perform its selected action. The choice of location is built from the perspective of the individual robot and its chosen action.
In these steps, there is no mention of an explicit team strategy or a coordinated plan. Coordination emerges from the decisions made by MAPS as the same world model is used for determining each robot's directives. The choice of action and location for that action emerges from the in uences of the various components of the environment. The construction of these in uences and the manner in which they interact is the key to the successful coordination . MAPS uses potential elds for this mechanism.
Potential elds can represent decisions in action space or physical space. The concept behind their use revolves around creating a virtual map of the physical environment such that features of the physical map are represented by regions of attraction and repulsion in the virtual map. Different components of the environment or of the agent's action space may be represented by components of the eld that are then superimposed to create a working eld. The working eld is an abstract and more suitable representation of the real world, allowing informed decisions to be made.
Potential elds have been used in a variety of robot applications such as robot motor schemas in navigation [9] , obstacle avoidance [10, 11] and as action maps for soccer robot movements [12] . Navigation and obstacle avoidance environments are examples of physical space, and imply that the agent will traverse the potential eld to obtain its goal. In action space domains such as soccer robot movements, the potential elds can be used to determine the next appropriate behavior of the agent. In the approach discussed in this paper, the potential eld is used to provide MAPS with both a choice of action and a set of coordinates for that action.
MAPS applied to robot soccer
MAPS embodies a predetermined game strategy through a variety of potential eld evaluations . Based on incoming data from the vision system, MAPS builds elds that determine the actions of the robots. The rst eld is used to decide which robot has to control the ball. The robot is issued a 'kick to' command that means it has to try to kick the ball to a set of MAPS coordinates. Other elds are built to determine 'go to' coordinates for the other robots to navigate to. The goalie is excluded from this process since its job is specialised. The algorithm that runs the three step process of MAPS is outlined below. The robots use the information from MAPS for their on-board navigation to move them as close as possible to their destination s if they cannot reach it. The kicking robot's role is different. It must continually assess the position of the ball with respect to the coordinates sent from the planner, to determine where to move to, in order to kick the ball.
Constructiona l elements for potential elds in robot soccer
The working elds used by MAPS are constructed from elements that represent actions in the game and components of the environment. Each element is designed to provide low values at attractive locations and high values at regions that are not attractive. The elements are combined by addition and are located in a 30 £ 16 grid array that represents the eld. Some elements cover the entire eld, while others in uence only a small portion.
The values for each of the elements is established by modeling the effect that element should have on the overall decision-making process. For example, the positions of the oppositio n robots are very important so they are modeled as high peaks to discourage play near them. The combination of elements is decided by determining which elements are actually present in the environment and their importance. Both the values for the elements and the combination are chosen empirically.
Base eld.
The base eld mask is a representation of the physical eld and is biased towards the opponent's goal. When looking for low-valued coordinates, this has the effect of encouraging the game-play towards the opposition 's goal. Figure 1 shows the oppositio n goal at the base of the ramp. Note that the goal line corners are also elevated to encourage play towards the goal mouth. 
Robot's personal regions.
This is a eld mask that represents a robot's presence in the potential eld. This mask is relatively small in area and is placed wherever the robots are on the eld. It represents the robot's location, and a region around them considered as their in uence zone. These masks may be either attractive or repulsive depending on the action type.
Robot's position.
Each robot on the team plays in a speci c eld position. The eld mask used for this position encourages the robot to remain in that position to provide better robot dispersion around the eld. Figure 2 shows a representation of the right winger's region of in uence.
Clear path to the ball.
To enable a home side robot to move to a strategically good position to receive the ball, its view must not be occluded by another eld object. This function is represented in the potential eld by making all occluded coordinates as peaks when MAPS is searching for low values. Figure 3 demonstrates an example of this. The ball is located in the center of the eld as shown by the black circle. An opposition robot is shown on the right by the white cross. The image shows the area behind the robot's personal region occluding the ball as a plateau of high values.
Distance from current position.
This function is added to prevent MAPS from selecting coordinates on the boundaries of the potential eld. It creates a eldwide virtual 'dish' that encourages the selected coordinates to be close to the focal location.
High value continuation .
In some cases, MAPS needs to evaluate the eld in a line-of-sight manner similar to the clear path to the ball function. It extends the clear path to the ball function to the focal object. This is carried out by adding the highest-value d coordinate to all other coordinate values from the object to the boundary of the eld. It has the effect of discouraging locations towards and beyond an object' whereas clear path to the ball discourages locations at and beyond the impinging object.
Potential eld constructio n in the RoboRoos system
As illustrated in Algorithm 1, there are four potential elds generated by MAPS. These are used to determine the actions of the robots, the coordinates to kick the ball to for the kicking robot and the defend or attack coordinates for the others.
Construction of the action selection working eld.
The action selection eld is based on proximity to the ball. The eld consists of a single construction element: the distance from current position element. This eld is established at the ball. The robot with the lowest value is selected as the kicker, all other robots are given 'go to' commands.
Constructio n of the kicking coordinates working eld.
The kicking potential eld is constructed to determine the best location to kick the ball to. It is biased towards the opposition goal. The algorithm for constructing this potential eld is shown below. areas. The base eld is used as the foundation. Opposition robots are represented in this potential eld as high-valued areas. To discourage kicking the ball towards the opposition , the high value continuation element is added.
The potential eld at this point is strongly in uenced by the base eld's bias towards the opposition goal. This has the effect of making the goal and areas close to it appear as good locations, which is not always true since it could place the ball too far away from any home team robots. A compensation function balances this by adding the distance from current position element. From the resulting working eld, the lowest valued coordinate is selected and used as the location to kick the ball to. An example is shown in Fig. 4 with the opposition robots in the con guration shown in the diagram on the right. The opposition goal is on the right-hand side. Darker areas represent high values as can be seen from the overlapping region between two of the robots creating the largest peak in Fig. 4 . The white area shows the most favorable area to kick the ball. From this potential eld, the lowest-valued coordinate is at the bottom of the oppositio n goal. This is not obvious from the diagram since it falls in the 20 -40 region and is only slightly lower than other coordinate values in this region.
Constructio n of the attack coordinates potential eld.
Once the kicking robot's directives have been determined, the other eld robots directives are generated. Depending on the current state of play, the home team could be attacking or defending. When attacking, it is important to position the robots in good locations to receive the ball from a pass or rebound. The algorithm for determining these coordinates is shown below. The algorithm creates a potential eld based on low regions being attractive. Each robot's presence is added to the base eld to discourage locations close to other robots. To prevent clustering of the home team robots, each robot's position (e.g. left winger) is added to encourage them to remain in their own area of responsibilit y. Since it is bene cial to be able to see the ball to receive it, any locations not in sight of the ball are strongly discouraged. Finally, to prevent robots trying to go to extreme locations due to the base eld's in uence, the distance from the robot to each grid position is added. From the resulting potential eld, the lowest valued coordinate is chosen as the destination for the robot.
Choosing the coordinates to defend is similar to developing the attack potential eld, except the highest value is sought rather than the lowest. The positions of these values are usually opposition robots close to the home goal. Goal coordinates for the home robots are then chosen between these locations and the home goal.
RESULTS
Case study evidence of performance has been gathered from observations of game play under contest conditions. While this evidence supports the MAPS system, further control studies have also been carried out to determine whether the implementation of the MAPS system for the RoboRoos soccer team has any signi cant effect on the team's goal scoring performance.
RoboCup-98
The most obvious impact of the MAPS system in RoboCup was the eld positions maintained by the robots. The eld position component of the working eld kept the robots operating in their prescribed positions on the eld, without limiting a robot from taking advantage of a good opportunity that was outside its usual designated area. There was also clear evidence of a higher level of cooperation with robots passing the ball to one another. While the MAPS implementation does not explicitly contain a passing strategy, passing emerges from the interaction between the robot using the 'kick to' working eld and another robot using the 'go to' working eld which share similar potential eld components.
The emergent defensive strategy was highly effective and often prevented the opposition from making effective attacks. The robots were able to quickly assume a position between the attackers and the goal mouth preventing progression of the ball. The play was similar to a traditional human soccer 'marking-up' procedure.
The downfalls of the system were due to either failures in other parts of the system or immovability of robots. If a robot failed for some reason (maybe a at battery) or was blocked, MAPS does not reassign its task. This is problematic when the incapacitated robot is the kicker since no other robot would attempt to get the ball; leaving it unopposed for the opposition. Correction mechanisms for this would include a method of determining lack of progress of robots.
Comparison of results with and without MAPS
In order to quantify the impact of MAPS on the performance of the robot team, a test was devised to illustrate the effect of removing all coordination . The testing procedures presented here show only the difference between using a coordination system and not using any coordination at all. It is not a comparison of methods, but evidence that coordination is bene cial.
Given that there is only a single team of robots with which to test, all tests were conducted against stationary opposition (blocks of wood that were about robot sized) in the con guration shown in Fig. 5 . The oppositio n robots are depicted as grey boxes. Testing against stationary opponents provides a stable reference to evaluate system performance.
The rst tests that were conducted used MAPS. The second (control ) tests were performed by simply telling each robot to kick the ball to the goal mouth. Both tests used the same robots with identical on-board navigation software and the same 'plan-as-communication ' type of commands from the planner. Tables 1 and 2 summarize the results of ve sessions of 5 min play under RoboCup rules (the clock was stopped for restarts and kick-offs). To clarify, a free ball results from the ball being stationary for around ten seconds.
The results show a signi cant improvement with multi-robot coordination switched on. Robots in the games without coordination had many problems with robot-robot collisions , often resulting in the robots becoming temporarily deadlocked. The robots tended to cluster near the ball, so that any rebounds that moved the ball to the other end of the eld took a long time to fetch. The other side-effect of the robots clustering was the number of free balls that resulted from them all being too close to the ball and not being able to navigate closer to kick it. The coordinated team, on the other hand, maintained a more even presence across the eld, ensuring that there was always one robot to attend to the ball. Robot-robot collisions happened less in the coordinated team and the game play was more organised.
DISCUSSION
This paper argues that effective multi-robot cooperation requires coordination and that effective coordination requires agreement between robots about the world model. A system that provides coordination based on a shared world model, MAPS, has been presented and shown to be more capable of scoring goals in a robot soccer domain than a system with no coordination .
The tests run in this paper had MAPS executing on a central server that distributed global information from the overhead vision sensor. Could MAPS run in a system with no central server and no global sensor? Consider such a team of robots, fully distributed with no central resources. One approach to their coordination may be to attempt to coordinate plans based on each robot's individual view of the world. The arguments in this paper suggest that perhaps the communication bandwidth between robots is better spent coalescing the relevant aspects of the world model, rather than trying to negotiate a coordinated plan. If each robot has the same coalesced global view of the world and executes the same MAPS algorithm, the resulting 'plan-ascommunication' will be same on each robot -as if the MAPS algorithm had been run on the global view in the centralized server. Clearly such a coalesced view of the world is likely to be noisy and lagging the system. However, the results presented in this paper are based on data with just those characteristics, albeit data in a central repository.
As examples of systems that have individual robots with no global view, it is interesting to look at the medium size robots in RoboCup [13] . From a review of the team descriptions presented, it becomes apparent that global world modeling is considered important for coordination . Many of the teams that competed in the 1998 RoboCup medium-sized league [14 -18] allowed the robots to maintain a local model of the world and transmit this information to an external arbiter that generated a global world model. Once generated, environmental information is sent back to the robots to enable them to more accurately model their environment. This twolayer method allowed the robots to generate plans locally and still receive global commands as to appropriate strategies. The common factor in these teams was the generation and maintenance of the world model which assisted coordination between the robots.
In the small-sized league, the need for an arbiter is removed since the global sensor provides a global world model to the robots. Coordination is achieved through either a planning system external to the robots or on-board planning based on this information. In general, both the global and local sensor approaches rely on generating a global world model to improve coordination between the robots.
SUMMARY
If a group of agents share a common representation of the world and a common way of choosing action, it is possible to produce emergent cooperative strategies without explicit communication. MAPS implements this idea by modeling the world in a coarse grid structure and producing a working eld that illustrates the in uence of the components of the environment. MAPS forms cooperative strategies by observing team agents at the current point in time and choosing appropriate actions to increase the likelihood of cooperation in the near future.
Use of this type of multi-robot control has proven effective in the robotic soccer environment with the RoboRoos achieving second place in RoboCup-98 in Paris in 1998. The emergent properties and robustness of MAPS overcame many of the problems that exist in the vision and navigation systems of the RoboRoos to produce a cooperative team of robots capable in both attack and defence. The concepts embodied in MAPS should be considered in other applications requiring timely control of multiple robots in an ever changing environment. Future work includes its use in the RoboCup soccer simulation league and the predator / prey environment.
Gordon Wyeth is a Lecturer in Robotics in the Department of Computer Science and Electrical Engineering at the University of Queensland, Australia. He received his BE degree with honors from the University of Queensland in 1988 and his PhD from the same university in 1997. He was Co-Chair of the Australian Conference on Robotics and Automation held in Brisbane, Australia in 1999, and will be Chair for the small size league in RoboCup 2000. His research centers on the development of robotic systems based on neuro-ethological data. This research is being applied in robot soccer and consumer robot applications.
