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Abstract In this paper we explore problems and algo-
rithms related to the optimization of locks, as used in
inland shipping. We define several optimization prob-
lems associated with inland shipping. We prove that the
problem of scheduling a lock is NP-hard if one allows
multiple ships to go through in the same lock operation.
The single ship lock optimization problem can however
be solved in polynomial time and a novel deterministic
scheduling algorithm for solving this problem is pre-
sented in this paper.
1 Introduction
Inland shipping is faced with some interesting chal-
lenges in modelling and optimizing traffic on waterways.
Multiple locks, which are used to connect different wa-
ter levels, and movable bridges on canals have to be
operated, which creates the opportunity to make a de-
tailed schedule and reduce waiting times for ships at
these locks and bridges. In ideal circumstances it should
be possible to eliminate all waiting times, creating a
‘green’ wave, like it is known in road traffic, where traf-
fic lights are synchronized.
There are however some important differences with
road traffic. First, given the limited number of ships on
a waterway, it is impossible to model them in groups.
Every ship must be modelled individually. Second, the
behaviour of locks does not have a counterpart in road
traffic. A lock always has to alternate between up-river
and down-river lockings. In some cases it is necessary to
do an empty locking (without ships in the lock cham-
ber) to ensure that the lock is in the right starting posi-
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tion for the next ship. A lock also has a fixed capacity:
the surface of the lock chamber is limited.
In the cases that are considered in this paper, we
assume a relatively small waterway, where every locking
will have more or less the same operation time. The
time for entering and exiting the locks is negligible or
constant, in which case it can be included in the locking
time.
1.1 Previous Proposals
Only a limited number of solutions for solving inland
shipping optimization problems have been proposed.
A solution based on simulated annealing was imple-
mented by Zhang et al (2007) for optimizing the locks
at the Three Gorges Dam and the downriver Gezhouba
Dam. There are two unidirectional locks at the Three
Gorges Dam and three bidirectional locks at the Gez-
houba Dam. With a hybrid algorithm, based upon sim-
ulated annealing, a Mixed Integer Non-Linear Program
(MINLP) is solved. A clear disadvantage of this ap-
proach are the long computation times.
Another approach are heuristic planning algorithms
for scheduling multiple locks in series, like for exam-
ple the algorithm by Ting and Schonfeld (1998). For
a single lock the SPF-algorithm (Shortest Processing
time First) gives better results than FCFS (First-Come
First-Serve). Using an algorithm based on SPF for mul-
tiple locks in series, the total waiting time can be re-
duced further. The situation described here is, however,
different from the waterways we consider: the process-
ing times are allowed to be different because tows con-
sisting of multiple barges are considered. On smaller
waterways, for which we try to optimize, such long tows
do not exist and the processing times are always the
2same. Since the whole algorithm is based on the differ-
ences in processing times, it cannot be used.
There is also an algorithm based on MINLP for sche-
duling a single lock by Mundy and Campbell (2005).
But, as in the previous case, this situation also assumes
tows consisting of multiple barges.
In Hermans (2008) a practical solution is presented
for a single lock using Mixed Integer Linear Program-
ming (MILP), together with a theoretical approach which
was used as a basis for this paper.
Commercial software solutions for planning of in-
land shipping, including all the necessary communica-
tions, visualisation... , have been developed (e.g. FKS
(2007)). These solutions, however, do not explicitly op-
timize the traffic: they only provide simulations of the
traffic.
1.2 Problem Definition and Notation
We limit ourselves to a single lock with unit processing
times. In this case the goal is to minimize the waiting
times of the ships at the lock. We consider n ships Ti,
i ∈ [1, n], each with an arrival time ri, width wi, length
li and a travelling direction oi ∈ {A,B}. The lock has a
locking time, that is assumed to be 1 (all times can al-
ways be rescaled to guarantee the locking time is indeed
1), a width wlock and length llock. The optimization al-
gorithm should assign each ship Ti a starting time si.
Throughout this paper, subscript indices are often used
without explicitly mentioning the ranges for the sub-
script. In this case the subscripts are assumed to be in
the range [1, n]. A closed interval (including endpoints)
is denoted as [a, b], an open interval as (a, b). Intervals
(a, b) with a ≥ b are considered equivalent to the empty
interval.
The single lock optimization problem, with capacity
limitation is an extension of unit-length job scheduling
on a single machine with arbitrary release times. Ad-
ditional constraints ensuring alternation between direc-
tions of ships have to be added and also the notion of
empty operations of the machine has to be added.
Definition 1 (Single Lock Scheduling Problem - SLSP)
Given a set T of n tasks (ships) Ti with for each task:
– a release time ri ∈ R and deadline di ∈ R,
– width wi and length li,
– direction oi ∈ {A,B}
and a lock with width wlock and length llock.
The SLSP is the problem of finding a schedule S
that assigns every task a starting time si such that
– ri ≤ si, si + 1 ≤ di (release time / deadline con-
straints)
– ∀si, sj , i 6= j : si /∈ (sj , sj + 1) (the tasks either
coincide completely, si = sj , or do not overlap si /∈
[sj , sj + 1))
– ∀si, sj , oi = oj , si 6= sj : si /∈ (sj − 2, sj + 2) (alter-
nating directions)
– ∀t,S ⊆ T ,∀Ti ∈ S, si = t : Fit({(li, wi)}i:Ti∈S) =
true. Where Fit(·) computes if all ships fit in the
lock area or not.
Definition 2 (Single lock optimization problem with
minimax objectif function - SLOPminimax)
Analogous to definition 1, but the ships do not have
a deadline di. The SLOPminimax problem is to find a
schedule satisfying the same constraints as in definition
1 and as goal function min (maxi(si − ri)).
An analogous problem SLOPavgtime can be defined
with goal function min (
∑
i(si − ri))
It is shown in Section 3 that the single lock opti-
mization problem is NP-hard. However, when limiting
the capacity of the lock to exactly 1 ship a determinis-
tic algorithm is constructed that creates a schedule in
polynomial time. This polynomial time algorithm can
be used for scheduling unit length tasks on a single ma-
chine with arbitrary release times and deadlines and
with additional class alternation constraints. A class is
equivalent to the travelling direction of the ships and is
a property of the tasks. In the case of class alternation
the machine is imposed the additional constraint that
it must alternate between the two classes of tasks. To
allow the alternation to continue, even when only tasks
of a single class are released, the machine can do empty
operations.
1.3 Structure of the Paper
In Section 2.1 we discuss several algorithms for the sche-
duling of unit-length tasks. Section 2.2 introduces the
original backscheduling algorithm for unit-length jobs
with arbitrary release times and deadlines. In Section
3 an NP-hardness proof of the single lock scheduling
problem is presented. Section 4 explains our proposed
algorithm in detail. Finally, Section 5 puts forward some
challenges for the future.
2 Preliminaries
2.1 Unit-length Job Scheduling
Throughout this section the α|β|γ-notation of Graham
et al (1979) is used.
One of the first polynomial time algorithms for sin-
gle machine scheduling was given by Lawler (1973), in
3which he solves 1|prec|max(fi(Ci)) with fi(·) a non-
decreasing function of the completion times Ci and prec
some precedence-constraints. In this case, no release
times were taken into account and the algorithm can
handle arbitrary job lengths.
In general scheduling with arbitrary release times
and deadlines is NP-hard, e.g. 1|ri|
∑
wiTai (with Tai =
max(0, Ci−di)), 1|ri|
∑
Tai and 1|ri|
∑
Ci were shown
to be NP-hard (see Brucker and Knust (2009) for an
overview of other complexity results for similar schedu-
ling problems).
However, for the case of unit-length job scheduling
with arbitrary release times and deadlines, Baptiste
(1999) constructed an algorithm for 1|pi = p, ri|
∑
wiUi
based on dynamic programming. Baptiste (2000) later
extended this to a more general goal function
∑
fj(Cj)
(under certain conditions for fj). The high time com-
plexity (O(n7)) and memory complexity (O(n4)) make
the algorithm hard to use in practice. Chrobak et al
(2006) modified this algorithm for the unweighted case
1|pi = p, ri|
∑
Ui and obtained an algorithm with time
complexity O(n5).
Garey et al (1981) describe an algorithm to solve
the problem with arbitrary release times and deadlines
in O(n log n). This algorithm finds a valid schedule (if
possible) and minimizes the makespan max(Ci). This
algorithm is very closely related to 1|pi = p, ri|Lmax
(Lmax = maxi(Ci − di)), in which the maximum late-
ness is minimized. By using the algorithm from Garey
et al (1981) it is easy to solve 1|pi = p, ri|Lmax, by set-
ting the deadlines to d′i = di +∆t and using a bisection
search to minimize ∆t.
The forbidden zone algorithm by Garey et al (1981)
was the best candidate for extension to the single lock
optimization problem, even though it has to be embed-
ded in a bisection search.
2.2 The Forbidden Zone Algorithm
Consider n tasks Ti with release time ri, deadline di
and unit length. Every task Ti should be assigned a
starting time si such that ri ≤ si and si + 1 ≤ di for all
i and in which tasks do not overlap (∀si, sj , i 6= j : si /∈
[sj , sj + 1)). This is a feasibility problem. A schedule
that matches these criteria is called a valid schedule.
The algorithm by Garey et al (1981) uses the con-
cept of forbidden zones to solve this problem. A forbid-
den zone F is an open interval (inf(F ), sup(F )) in which
no task is allowed to start if the algorithm produces a
valid schedule. In the first phase of the algorithm (back-
scheduling) the forbidden zones are defined. We use F
to denote the set of all forbidden zones and
⋃F to
denote the union of all forbidden zones in F . In the
second phase (forward scheduling) a valid schedule is
created, in which no task starts in a forbidden zone.
After the backscheduling phase it is already clear if the
algorithm will yield a valid schedule: if backscheduling
fails, a valid schedule does not exist. Otherwise, if back-
scheduling succeeds and gives a list of forbidden zones,
the forward phase will always succeed.
2.2.1 Backscheduling
The key of the backscheduling algorithm is a subrou-
tine which takes as input r and d and a set of existing
forbidden zones F . The subroutine considers all k tasks
Ti with r ≤ ri < di ≤ d. The subroutine will compute
the latest time c (also called the ‘critical’ time), such
that there is a schedule of the k tasks between c and
d, with no starting time in
⋃F . The individual release
times ri and deadlines di are not taken into account in
the subroutine.
So, by adding tasks to the schedule from back to
front, a schedule can be easily found. The last task (of
the k tasks) starts at s = d−1, unless there is a forbid-
den zone F ∈ F such that d − 1 ∈ F . In this case the
task starts at s = inf(F ) < d− 1. The next task starts
at s′ = s− 1 or if s− 1 is in a forbidden zone at the in-
fimum of the forbidden zone. This process is continued
until the last task is scheduled to start at time c. This
time is also called the critical time.
In Garey et al (1981) it is shown that, for all al-
ternative schedules in which all k tasks start at a time
strictly larger than c (in which no task is allowed to
start in a forbidden zone), at least one of the tasks will
not be finished before the deadline d. The critical time
is, as such, the latest time at which the first among the
k tasks must be started to be able to schedule all these
tasks.
Example 1 Figure 1 shows an example with 4 tasks and
2 forbidden zones. Task T4 cannot start at d − 1 since
d − 1 ∈ F2 and thus has to start at s4 = inf(F2). T3
cannot start at s4 − 1 since s4 − 1 ∈ F1. For T2 and T1
there is no problem and these can start at respectively
s2 = s3 − 1 and s1 = s2 − 1. The critical time c = s1.
Fig. 1 Backscheduling applied to 4 tasks and 2 forbidden zones.
4We distinguish three different situations for the crit-
ical time c:
1. c < r: in this case the backscheduling algorithm
fails, which implies that no valid schedule exists.
Since c < r, this implies that we should start the
first task before r to obtain a valid schedule for the
k tasks. This is a contradiction.
2. r ≤ c < r + 1: in this case (c − 1, r) must be a
forbidden zone. If a task (not part of the k tasks we
consider) would start in (c − 1, r) this task will be
finished in (c, r+1). Since the first of k tasks should
start the latest at time c, this gives a conflict with
the task ending in (c, r + 1).
3. c ≥ r + 1: in this case no forbidden zone is defined.
Based on this simple process all forbidden zones can
be found by applying it for all ri and dj . Care must be
taken to ensure that when applying backscheduling all
forbidden zones inside the considered interval (ri, dj)
are already known. So, the release times need to be or-
dered from high to low when applying backscheduling.
For each ri every possible dj is used. The critical time
obtained when backscheduling with ri and dj is called
ci,j .
For each ri the smallest critical time ci = minj ci,j
is determined. Based on this critical time the forbidden
zones are defined as stated in the three cases above.
2.2.2 Forward Scheduling
Once the set F of all forbidden zones is defined, the
forward scheduling algorithm can be executed. Starting
with t = 0 and repeating the following steps until there
are no unscheduled tasks left:
1. If no task is available at time t, set t ← min(ri :
Ti is unscheduled).
2. If t is in a forbidden zone F ∈ F , set t← sup(F ).
3. Choose the task Ti with the earliest deadline from
all available, unscheduled tasks. Schedule this task.
4. t← t+ 1.
In Garey et al (1981) it is proven that the forward
scheduling algorithm delivers a valid schedule if and
only if the backscheduling algorithm does not fail.
3 NP-hardness
Theorem 1 The single lock scheduling problem is NP-
hard.
The proof is trivial since the lock scheduling prob-
lem contains a rectangle packing problem (as described
in Lodi et al (2002)), which is NP-hard.
Intuitively, we can say that filling a lock with ships
is causing the NP-hardness of the scheduling problem.
In reality however, the number of ships in a lock is
limited and a obvious question is what would happen
if the filling of the lock is ignored (e.g. not taken into
account when determining computational complexity)
or solved using heuristics.
In the next section an algorithm is derived for sche-
duling a single lock, when limiting the capacity of the
lock to exactly 1 ship.
4 An algorithm for the Single Ship, Single Lock
Scheduling Problem
4.1 Problem Definition
Definition 3 (Single Ship, Single Lock Scheduling Prob-
lem with Single Ship Constraint - SLSP1)
The SLSP1 problem is the SLSP problem with re-
stricted to instances with wi = wlock and li = llock for
all Ti.
Definition 3 limits the capacity of the lock to one
ship. This also implies that the interval (sj , sj+1) from
the non-overlapping restriction in definition 1 can be
replaced by a half-open interval [sj , sj + 1).
Throughout this section ‘empty lockings’ (also called
‘empty tasks’) are used: we allow the insertion of extra
tasks in the schedule that are not associated with any
task Ti ∈ T . The empty tasks have a starting time sL,j
and have unit length. This allows us to manipulate the
empty tasks explicitly, instead of using an implicit def-
inition like the ‘alternating directions’ restriction from
definition 3, which just assures there is enough room to
insert an empty task. Empty tasks and their associated
starting times are always denoted with the letter L in
sub- or superscript.
4.2 General Concepts
Two types of forbidden zones are defined: A-types (de-
noted as FA), in which no tasks with oi = A are al-
lowed to start and B-types (denoted as FB), in which
no tasks with oi = B can start. The backscheduling
algorithm is extended for two types of forbidden zones.
Consider backscheduling is applied to the interval
[r, d], i.e. to all tasks Tk with r ≤ rk < dk ≤ d. Let
#A denote the number of tasks among Tk with ok =
A and #B the number of tasks with ok = B. Two
backschedules are constructed: one ending on an A-task
and one ending on a B-task. The backschedules consist
of an alternating sequence of A and B tasks. If there
5are not enough tasks available in a certain direction,
extra, empty tasks are inserted.
Algorithm 1 Backscheduling sub-procedure
Require: an interval [r, d], a subset of tasks S = {Tk} with
r ≤ rk < dk ≤ d and two sets of previously defined forbidden
zones FA and FB
1: for Xinit ∈ {A,B} do
2: t ← d, X ← Xinit, nA ← #{Tk ∈ S : ok = A} and
nB ← #{Tk ∈ S : ok = B}.
3: while nA > 0 or nB > 0 do
4: nX ← nX − 1.
5: t← t− 1
6: if ∃Fk ∈ FX s.t. t ∈ Fk then
7: set t = inf(Fk).
8: end if
9: X ← X¯.
10: end while
11: cXinit ← t, oXinit ← X¯ .
12: end for
13: Return cA, oA, cB , oB
Algorithm 1 shows the procedure for backschedu-
ling on (r, d). It returns two critical times cA and cB
for the backschedule ending on an A-task and a B-task
respectively. We will refer to these schedules as the A-
schedule and the B-schedule respectively. Note that the
numbers nA and nB are allowed to become negative,
which accounts for the empty tasks that are inserted.
oA indicates the direction of the task that starts at the
critical time cA. The symbol X¯ denotes the inverse of
X, i.e. A¯ = B and B¯ = A.
4.2.1 Forbidden Zones
Using the two critical times cA and cB two pairs of for-
bidden zones can be defined FAA, FBA and FAB , FBB .
Consider the forbidden zones FAB , FBB and the
critical time cB (the case for FAA, FBA and cA is anal-
ogous). Assume that oB = A (the direction of the first
task in the backschedule ending on a B-task). Depend-
ing on the critical time cB one of the following happens:
– cB < r: It is not possible to schedule the tasks be-
tween r and d. Set FAB = (−∞,∞) and FBB =
(−∞,∞).
– cB ∈ [r, r + 2): Define two new forbidden zones
FAB = (cB − 2, r) and FBB = (cB − 1, r + 1).
– cB ≥ r + 2: No forbidden zone
Figure 2 shows two examples of the second case
above.
The forbidden zones (FAA, FAB , FBA, FBB) can-
not be used as the result of the backscheduling algo-
rithm. It is the intersection of the forbidden zones that
will define the eventual forbidden zones FA = FAA ∩
Fig. 2 Two examples of how forbidden zones are derived when
oB = A.
FAB and FB = FBA∩FBB . If one of the backschedu-
les fails (assuming the schedule ends on an X-task) then
FAX = FBX = (−∞,∞) and the intersection will be
FA = FAX¯ and FB = FBX¯ . If both backschedules
fail, then the algorithm fails.
Lemma 1 If #A 6= #B then one of the two backsche-
dules (for a given r and d) will count one more opera-
tion (tasks and empty lockings) than the other. Define
clong to be the critical time of the longer schedule (with
more operations) and cshort to be the critical times of
the shorter schedule. In this case clong ≤ cshort.
Proof (Note that the last task will be in a different direc-
tion in the two schedules, so this lemma is not trivial.)
First we show that the first task in both schedules
will be in the same direction. Assume #A > #B. For
the A-schedule the last task is an A-task. The first task
cannot be a B-task when scheduling with a minimal
number of empty tasks (Algorithm 1): this would im-
ply that there are an equal number of (real/empty)
tasks in the backschedule, so we can leave off the first
B-task since #B < #A. For the B-schedule the last
task is a B-task. In this case the first task cannot be
a B-task either: this would mean that there are more
(real/empty) B-operations than A-operations, which is
impossible since #B < #A.
So, for both schedules the first tasks have the same
direction. This automatically implies that there will
be one schedule that is one operation longer than the
other, so we can define the critical times as clong and
cshort stated in the lemma.
The proof continues by induction. Assume that the
long schedule ends on a B-task and the short schedule
ends on an A-task (the other case is analogous). In the
first step of the induction (i = 0) we take an empty
schedule as short schedule (so c0short = d) and in the long
schedule a B-task is put at the end (so c0long ≤ d − 1).
It is clear that c0long < c
0
short.
Assume ci−1long < c
i−1
short. Now add at the beginning of
both the short and long schedule an extra task Ti (in
6the same direction). In this case cishort ≤ ci−1short − 1 and
cilong ≤ ci−1long − 1.
Ti can certainly start at time c
i
long in the short
schedule: at that time a task in the same direction starts
in the long schedule, which excludes the existence of for-
bidden zones. Also cilong ≤ ci−1long − 1 < ci−1short − 1 which
excludes overlap with previously scheduled tasks in the
short schedule. This proves that min(sishort) = c
i
long and
that cilong ≤ cishort, which proves the induction step. uunionsq
Example 2 Assume #A 6= #B. Figure 3 shows a situa-
tion in which #A = 2 and #B = 0. The above schedule,
which only counts 3 operations is clearly shorter than
the one below in which an extra empty B-locking is
inserted to ensure the schedule ends on a B-schedule.
The light grey operations indicate the sequence that
both the short and long schedules have in common. It’s
impossible that the first schedule takes longer than the
second, since if all operations start at the same time
as the corresponding operation in the second schedule,
then cshort = clong.
r
A (B) A
d
c
A (B) A (B)
FA
c
short
long
Fig. 3 A short and long schedule.
Using Lemma 1 the search for the intersection of
the forbidden zones can be simplified (still assuming
#A 6= #B). The forbidden zones belonging to the short
schedule will be a subset of the forbidden zones belong-
ing to the long schedule. As such, the forbidden zones
belonging to the long schedule can be discarded. So
FAshort = (cshort − 2, r) ⊆ FAlong = (clong − 2, r) (1)
and
FBshort = (cshort−1, r+1) ⊆ FBlong = (clong−1, r+1)
(2)
and FA = FAshort ∩ FAlong = FAshort and similar for
FB.
4.2.2 More Forbidden Zones
The forbidden zones mentioned above are not the only
ones that can be defined. Consider again the case #A 6=
#B, on the interval [r, d]. Assume the first task T1 has
o1 = A.
As stated before forbidden zones FA = (c−2, r) and
FB = (c− 1, r + 1) can be defined. There is however a
sequence of zones. Consider the set of zones
{FAk}k = {(c−2+2k, r+2k) : k ∈ N, r+2k < d}k (3)
and the set
{FBk}k = {(c−1+2k, r+1+2k) : k ∈ N, r+1+2k < d}k
(4)
All of these zones are valid forbidden zones, since sche-
duling an A-task in (for example) (c, r+2) implies that
the other #A−1 A-tasks cannot be scheduled between
[r, d] anymore.
These extra forbidden zones are however not neces-
sary for the correct execution of the algorithm, as will
be shown later. It does remain an interesting topic for
future research to consider if it is possible to construct
an alternative algorithm that takes these extra zones
into account, because this might provide a considerable
speedup. In the remainder of this paper we will ignore
these additional forbidden zones.
4.2.3 The case #A = #B
The case #A = #B can be solved by running backsche-
duling twice on the same interval [r, d] with respectively
one A task less or one B task less. From the proofs later
on, it is clear that the correct execution of the algorithm
does not depend on backscheduling for #A = #B.
4.2.4 Equivalent Release Times
Assume #A 6= #B and that both the short and long
backschedule start with an A-task. If ∃FA ∈ FA : r ∈
FA, then it follows that the A-task at the start of the
backschedule cannot start in [r, sup(FA)). Define the
equivalent release time rAeq = sup(FA)
1. In this case
backscheduling can be executed on the interval [rAeq, d]
instead of [r, d]. Equivalent release times will play a cru-
cial role in the correctness proof and the backscheduling
algorithm.
Example 3 Figure 4 shows a situation in which r ∈ FA
when backscheduling on [r, d]. Since c ∈ (r, r + 2) no
forbidden zones should have to be added according to
the classical definition of forbidden zones. However, c ∈
(req, req + 2) so forbidden zones have to be added by
using an equivalent release time. These new forbidden
zones (computed with req instead of r) are indicated in
dashed lines.
1 The superscript A refers to the direction of the first task in
the backschedule
7Fig. 4 Backscheduling with equivalent release times when r ∈
FA. At the top the classical way of scheduling is shown, resulting
in no additional forbidden zones. At the bottom the backschedule
using an equivalent release time is shown, which results in two
forbidden zones.
4.2.5 Complete Set of Forbidden Zones
Throughout the remainder of the text we will refer to
finding ‘all’ forbidden zones in the backscheduling al-
gorithm. At this point we however do not provide a
complete algorithm yet. Instead we provide a simple
definition that verifies if a given set of forbidden zones
FA, FB is complete. This definition is used in the cor-
rectness proof of the forward scheduling algorithm, to
prove that if backscheduling returns a set of forbidden
zones that matches this definition, a valid schedule will
be constructed by forward scheduling. The definition
can also be used to verify the correctness of the com-
plete backscheduling algorithm given later on.
Definition 4 (Complete set of forbidden zones)
For an arbitrary subset of tasks S and a set of forbidden
zones FA, FB , define:
– rmin ← min(ri : Ti ∈ S)
– d = max(di : Ti ∈ S)
– nA = #{Ti ∈ S : oi = A} and nB = #{Ti ∈ S : oi = B}
– rAeq =
{
sup(F ) if ∃F ∈ FA : rmin ∈ F
rmin else
– rBeq =
{
sup(F ) if ∃F ∈ FB : rmin ∈ F
rmin else
– cA, oA, cB , oB = B.S. subprocedure on (rAeq, d,S,FA,FB) when
nA > nB
– cA, oA, cB , oB = B.S. subprocedure on (rBeq, d,S,FA,FB) when
nA < nB
A set of forbidden zones FA, FB (e.g. from the back-
scheduling algorithm) is said to be complete if for every
subset S of the tasks set T , the following assertions are
satisfied:
if nA > nB

cA ≥ rAeq
(cA − 2, rAeq) ⊂
⋃FA
(cA − 1, rAeq + 1) ⊂
⋃FB
if nA < nB

cB ≥ rBeq
(cB − 2, rBeq) ⊂
⋃FB
(cB − 1, rBeq + 1) ⊂
⋃FA
4.3 Forward Scheduling
Once all forbidden zones have been found in the back-
scheduling phase, the forward scheduling can start. From
now on, we will assume that all the forbidden zones 2,
as defined in the previous section, have been found. An
algorithm to do this is given later in Section 4.5.
Algorithm 2 shows the forward scheduling algorithm.
In the forward scheduling phase, A and B-tasks must
be scheduled alternating. Define X ∈ {A,B} as the di-
rection of the next task to be planned and t the end
time of the last scheduled task. If there is a forbidden
zone around time t, however, we should shift t, which
is done in line 3. The next task is the task Tj in di-
rection X with the earliest deadline and rj ≤ t, which
is determined in line 6. If such a task exists, it can be
scheduled, if not, the algorithm chooses between sche-
duling an empty task at time t or waiting for the next
available task in direction X (with rj > t). This is done
in lines 10 to 21: requiv +1 is the time that a consecutive
task (direction X¯) can start if the task TXj is scheduled.
rX¯ is the time that a consecutive task can start if an
empty locking is scheduled. The option that allows the
consecutive task to start the earliest is chosen.
In this way a schedule is obtained that maps all
tasks Tj to a starting time sj and that inserts empty
tasks Ll = (sl, xl) that start at time sl in direction
xl ∈ {A,B}.
4.4 Correctness Proof
A formal correctness proof is given, based on the as-
sumption that all forbidden zones (as defined above)
have been found. It is shown that, if all zones are found
in the backscheduling phase and no failure occurs in
that phase, the forward scheduling algorithm will create
a valid schedule. The general construction of the proof
is a proof by contradiction: if we come across a failure in
the forward scheduling algorithm (which means that a
task has to be scheduled past its deadline) then it can
be shown that the backscheduling algorithm did not
function correctly and did not add a forbidden zone.
First, some definitions are needed to classify all the
intervals in a (partially) constructed schedule:
Definition 5 An interval F˜ = (a, b) is an effective for-
bidden zone in direction X in the schedule S if:
– ∃ Fi ∈ FX : a ∈ Fi ∧ b = sup(Fi), and
– ∃ Tj : oj = X ∧ b = sj or ∃Ll : o(Ll) = X ∧ b = sl,
and
2 This does not include the extra forbidden zones from Section
4.2.2.
8Algorithm 2 Forward scheduling algorithm
1: t ← 0. Find the task TA1 in direction A with smallest r and
the task TB1 in direction B with the smallest r. Check, using
forbidden zones, which task can start the earliest. Set X to
the direction of this task and t to its release time.
2: while not all tasks are scheduled do
3: if ∃i : t ∈ FXi then
4: t← sup(FXi).
5: end if
6: Find the task Tj with oj = X that has not been scheduled
yet with rj ≤ t and dj minimal.
7: if such a task Tj exists then
8: Tj : sj = t, t← t + 1 and X ← X¯.
9: else
10: find the task Tj with oj = X that has not been sched-
uled yet with rj minimal
11: if such a task Tj does not exist then
12: Schedule an empty task: t← t + 1, X ← X¯
13: Continue
14: end if
15: Compute requiv:
requiv ←
{
sup(FXi) if ∃FXi : rj ∈ FXi
rj else
(5)
16: Compute rX¯ :
rX¯ ←
{
sup(FX¯i) if ∃FX¯i : t + 1 ∈ FX¯i
t + 1 else
(6)
17: if requiv + 1 > rX¯ then
18: Schedule an empty task: t← t + 1, X ← X¯
19: else
20: Schedule the task Tj : sj ← requiv. t ← requiv + 1,
X ← X¯.
21: end if
22: end if
23: end while
– ∀ Tj : (sj , sj + 1) ∩ (a, b) = ∅.
An effective forbidden zone is a part of a forbidden
zone in which no task is executed and that is followed
immediately by a task in the same direction as the for-
bidden zone. In the following we use F˜X to denote the
set of effective forbidden zones in direction X (omit-
ting the reference to the specific schedule S). We define
F˜ = F˜A ∪ F˜B .
Definition 6 An interval I = (a, b) is an idle-zone if:
– ∀ Tj : (sj , sj + 1) ∩ (a, b) = ∅, and
– ∀ F˜i ∈ F˜ : F˜i ∩ (a, b) = ∅
An idle-zone is an interval in which no (part of a)
task is executed and that is not (part of) an effective
forbidden zone.
Example 4 Before presenting a formal proof, we first
demonstrate the general structure of the proof with a
simple example. Figure 5 (top) shows a schedule gen-
erated by forward scheduling. The last task Tj with
oj = A is late in this schedule, since the deadline dj
is exceeded. All other tasks are on time. The minimal
starting time of all the A-tasks is rmin. There is also
one forbidden zone FB of which a part is an effective
forbidden zone.
Figure 5 (bottom) shows what would happen if back-
scheduling was applied on the late task Tj and all other
previous A-tasks which are on time. It is clear that
backscheduling fails: the first A-task would have to start
before rmin. This is a contradiction, since the backsche-
duling algorithm has to succeed before starting forward
scheduling.
In this example there are no empty A-lockings, idle
zones... and we silently assumed that all A-tasks have a
deadline smaller than dj . In the following formal proofs
these cases are considered.
Fig. 5 Illustration of the proof of Lemma 2.
In Lemma 2 a simple proof is given, for the cases
that no empty tasks and idle zones are present in the
partial schedule. Later on, this is extended to include
empty tasks and idle zones.
Lemma 2 Consider a (partial) schedule S constructed
by the forward scheduling algorithm applied to a set of
complete forbidden zones. Assume that in this sched-
ule there is a task Tj that is late (sj + 1 > dj) and
assume that ∀ Ti, si < sj , oi = oj : di ≤ dj. Define
rmin = minoi=oj (ri). Assume also that there are no
empty lockings in direction oj and that there are no idle-
zones in the interval (rmin, dj). In this case the back-
scheduling algorithm should have failed on the interval
(rmin, dj) (i.e. the output does not satisfy Def. 4).
Proof Assume oj = A (the proof for oj = B is analo-
gous).
All the A-tasks that start in the interval (rmin, dj)
are, given the assumptions made, real (not empty) tasks.
We now apply backscheduling on the interval (rmin, dj)
with all these A-tasks. This is allowed because ∀Ti, si <
dj , oi = A : rmin ≤ ri < di ≤ dj . Renumber the A-
tasks Ti by increasing starting time si as T
′
1, T
′
2, ..., T
′
k
(T ′k = Tj).
Backscheduling will assign all these tasks a new start-
ing time s′i that is strictly smaller than the starting
9time in the original schedule (si is the starting time of
T ′i in the original schedule). This is clearly the case for
T ′k = Tj , since s
′
k < dj − 1 and Tj was late in the orig-
inal schedule (sk > dj − 1). By induction it is easy to
show that all other tasks will be assigned a lower start-
ing time than in the original schedule: assume s′l < sl
(induction assumption). We will show that the property
also holds for s′l−1 < sl−1.
– First a B-task (empty) has to be inserted before the
task T ′l (to ensure the alternation of directions). It
is clear that the starting time of this B-task is lower
than the starting time of the matching B-task in the
original schedule: the new starting time will be s′l−1
or, if ∃FBm : s′l − 1 ∈ FBm it will be inf(FBm).
– Next, the task T ′l−1 is inserted. By the same reason-
ing as the B-task, it will have a lower starting time
than in the original schedule.
Note that there are no idle zones and no empty A-
tasks. Empty B-tasks do not cause trouble, as only the
A-tasks are considered when backscheduling.
So, by induction, a new critical time c′ = s′1 < s1 is
obtained. One of the three following events happens at
time rmin in the original schedule:
– If ∃F˜A ∈ F˜A : rmin ∈ F˜A then c′ ≤ inf(F˜A) <
rmin < sup(F˜A) = s1. This is clearly a contradic-
tion, as c′ < rmin. This indicates the backscheduling
algorithm should have failed.
– If ∃Tb, ob = B : rmin ∈ [sb, sb + 1) then for the
new schedule c = s′1 < sb + 1. The case that c <
rmin is clearly a contradiction. In the other case
c ∈ [rmin, sb + 1), which implies the existence of
a forbidden zone FB = (c − 1, rmin + 1). Another
contradiction arises, since sb ∈ FB.
– In all other cases the first A-task will start imme-
diately at time rmin in the original schedule. Since
c′ < s1 = rmin, the backscheduling phase should
have failed.
uunionsq
In Lemma 2 contradictions are shown by shifting
tasks forward, thereby constructing a backschedule that
shows the existence of forbidden zones that have not
been detected correctly. In Lemma 3 this is extended
to situations in which the assumption ∀Ti, si < sj , oi =
oj : di ≤ dj is dropped.
Lemma 3 Consider a (partial) schedule S constructed
by the forward scheduling algorithm applied to a set of
complete forbidden zones. Assume that in this schedule
there is a task Tj that is late (sj + 1 > dj) and assume
that there is at least one task Tl with sl < sj, ol =
oj and dl > dj. Assume also that there are no empty
lockings in direction oj and that there are no idle-zones
in the interval (sl, dj). In this case the backscheduling
algorithm should have failed.
Proof Assume oj = A (the proof for oj = B is analo-
gous). If there are multiple tasks that match the condi-
tions for Tl, the task with the highest starting time sl
is taken.
This task was chosen at the time sl from all A-
tasks that were available at that time, because Tl had
the lowest deadline. Since dl > dj this implies that
∀Tk, ok = A, sl < sk ≤ sj : rk > sl (if there was a task
Tk with rk < sl, that task should have been started at
sl instead of Tl). Let r be the smallest release time of
the tasks Tk (with ok = A, sl < sk ≤ sj). In this case
backscheduling can be applied on the interval (r, dj),
just like in Lemma 2, to show a contradiction. uunionsq
What remains to be done is adding idle zones and
empty lockings in the direction of the ‘late’ task.
Lemma 4 (Empty lockings lemma) Consider, again,
a (partial) schedule S constructed by the forward sche-
duling algorithm applied to a set of complete forbidden
zones. Assume that in this schedule there is a task Tj
that is late (sj + 1 > dj) and that, without loss of gen-
erality, oj = A. Assume that there is an empty locking
L with o(L) = A and that there are no idle zones or
empty lockings (with direction A) in (sL, dj). Assume
that ∀Ti, oi = A, sL < ri < dj : di ≤ dj. In this case the
backscheduling algorithm should have failed.
Proof From the construction of the forward scheduling
algorithm it follows that, for an empty locking to occur,
there should be no tasks Ti available in direction A at
time sL. Or, formally:
∀Ti, oi = A, sL < si < sj : ri > sL (7)
Now consider line 17 of Algorithm 2 at time t = sL,
which states that requiv + 1 > rX¯ and line 16 which
implies that rX¯ ≥ sL + 1.
Two different situations can arise:
1. The case that L is followed immediately by a B-
task (see Fig. 6). Apply backscheduling to all tasks
Ti in direction A with sL < si < sj on the interval
(rmin, dj). This is allowed since sL < rmin ≤ ri < dj
and sL + 1 < di < dj . The first A task that follows
L is assigned a new starting time s′ < sL + 2 in
this backschedule 3. This implies the existence of a
forbidden zone FAnew = (s
′ − 2, rmin). This implies
sL ∈ FAnew, which is impossible as no A-task can
start in such a forbidden zone.
3 Note that if there is an effective forbidden zone F˜A between
the first B task and the A task, then the A-task would shift to
inf(F˜A) < sL + 2
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2. The case that L is followed by an effective forbidden
zone F˜Bp ⊂ FBq. Since sL + 1 ∈ FBq, it follows
that rX¯ = sup(F˜Bp) = sup(FBq) and that requiv >
sup(F˜Bp)− 1.
Backscheduling is applied to all A-tasks on the in-
terval (requiv, dj). Since there are no idle-zones the
A-task will shift forward and will get a new starting
time s′ < sup(F˜Bp) + 1. This all implies that
requiv + 2 > sup(F˜Bp) + 1 > s
′ (8)
which will give rise to a new forbidden zone FBnew =
(s′−1, requiv+1). Since sup(F˜Bp) ∈ FBnew this is a
contradiction: the B-task starts at time sup(F˜Bp),
which is not allowed by the forbidden zones.
uunionsq
A B A
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Fig. 6 Illustration of the proof of Lemma 4 (case 1).
Lemma 5 (Idle zone lemma A) Consider, again,
a (partial) schedule S constructed by the forward sche-
duling algorithm applied to a set of complete forbidden
zones. Assume that in this schedule there is a task Tj
that is late (sj + 1 > dj) and that, without loss of gen-
erality, oj = A. Assume that there is an idle zone I
that starts at time inf(I) and is followed by an effec-
tive forbidden zone FAI (which might have zero length,
e.g. there might not be a forbidden zone), which is fol-
lowed by a task Ti (oi = A). Assume that ∀Ti, oi =
A, inf(I) < ri < dj : di ≤ dj. Assume there are no
other idle zones or empty lockings (with direction A) in
(inf(I), dj). In this case the backscheduling algorithm
should have failed.
Proof (See Fig. 7). Since there is an idle zone, the def-
inition of the forward scheduling algorithm guarantees
that there were no available A-tasks at time inf(I), so:
∀Tk, ok = A, inf(I) < sk ≤ sj : rk ≥ inf(I). (9)
Define rq = min{rk : inf(I) < rk, ok = A}. When back-
scheduling on (rq, dj) a failure will occur, since s
′ < rq
with s′ the new starting time of the first A task. uunionsq
Lemma 6 (Idle zone lemma B) Consider, again,
a (partial) schedule S constructed by the forward sche-
duling algorithm applied to a set of complete forbidden
A B A
drq
j
j
I
inf(I)
FA
si
Fig. 7 Illustration of the proof of Lemma 5.
zones. Assume that in this schedule there is a task Tj
that is late (sj + 1 > dj) and, without loss of general-
ity, that oj = A. Assume that there is an idle zone I
that starts at time inf(I) and is followed by a forbid-
den zone FBI (which might have zero length, e.g. there
might not be a forbidden zone), which is followed by a
task Ti (oi = B). Assume there are no other idle zones
or empty lockings (with direction A) in (inf(I), dj). As-
sume that ∀Tk, ok = A, inf(I) < rk < dj : dk ≤ dj.
In this case either the forward or backward scheduling
algorithm was not executed correctly or, when applying
backscheduling with deadline dj the first A-task that fol-
lows the idle zone is shifted before inf(I).
Proof Because of the presence of the idle zone, it is
known from the definition of the forward scheduling
algorithm (at time t = inf(I) and with X = B) that
requiv = sup(FBI) = si and that requiv + 1 < rX¯ . Note
that requiv is associated with the B-task Ti and not an
A-task like in the previous lemma.
There are two possible situations that can arise:
1. ∃FAp : inf(I) + 1 ∈ FAp: in this case ri + 1 <
sup(FAp) and rX¯ = sup(FAp). It follows that
(inf(I) + 1, ri + 1) ⊂ FAp (10)
When backscheduling all A-tasks on an interval end-
ing with the deadline dj , the first A-task after the
idle-zone will be assigned a new starting time s′A <
inf(I) + 1 because of the forbidden zone (inf(I) +
1, requiv + 1).
Note that the idle zone I is either preceded directly
by another A-task or by an effective forbidden zone.
In any case the A-task that precedes I will be shifted
forward when backscheduling: there must be a B
task between the two A-tasks, which will be pushed
forward by the lowered starting time s′.
2. @FAp : inf(I) + 1 ∈ FAp: in this case requiv + 1 <
inf(I) + 1, which is impossible since in that case
rB ≤ requiv < inf(I). This contradicts the fact that
an idle zone can only occur if there are no B-tasks
available (i.e. rB > inf(I)). uunionsq
Theorem 2 Assume that the backscheduling algorithm
returns a complete set of forbidden zones (according to
Def. 4), then the forward scheduling algorithm will al-
ways succeed and find a valid schedule.
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Proof Assume that there is a late task Tj in a sched-
ule (constructed by the execution of backscheduling and
forward scheduling) that starts at time sj and has dead-
line dj (sj > dj − 1). Assume that this task has oj = A
(the proof for B is analogous).
By starting at the deadline dj and moving left (to
lower times) one of the following can happen:
– If there is a task Ti in the backschedule with di > dj
a contradiction occurs by Lemma 3.
– If an idle zone followed by an A-task is encountered
this yields a contradiction by Lemma 5.
– If an empty locking in direction A is encountered
this yields a contradiction by Lemma 4.
– If none of the above are encountered a contradic-
tion is yielded by application of Lemma 2 (combined
with Lemma 6 if an idle zone followed by a B-task
is encountered).
So, if a task is late, this implies that the backsche-
duling phase was not executed correctly (i.e. it should
have failed). This is a contradiction with the assump-
tion made. uunionsq
4.4.1 Remark on the Case #A = #B
Note that in the proofs backscheduling is always applied
in situations where #A 6= #B. This again confirms that
it is not necessary to apply backscheduling in the cases
that #A = #B.
4.5 Backscheduling
Theorem 2 proves that the forward scheduling algo-
rithm will succeed provided that the backscheduling al-
gorithm finds all forbidden zones (as defined in the pre-
vious sections) and does not encounter a failure (when
c < r).
A naive way to find all these zones would be to sort
all release times so that r1 ≤ r2 ≤ . . . rn and then apply
backscheduling (Algorithm 1) on every interval (ri, dj)
with the ri’s going from high to low. Besides being very
inefficient (backscheduling is started from scratch ev-
ery time) it is also incorrect: all forbidden zones need
to be discovered. Since every execution of the back-
scheduling algorithm can also introduce forbidden zones
in (ci − 1, ri + 1), this forbidden zone might influence
other (previous, meaning for higher ri) executions of
the backscheduling algorithm. A task that started at
a certain time in the previous backschedule might now
start inside the newly defined forbidden zone, which is
not allowed. A second problem is the creation of equiv-
alent release times: a release time might fall inside one
of the new forbidden zones, causing it to be replaced by
an equivalent time.
First it will be shown that the first problem stated
above (tasks falling inside a new forbidden zone) will
not occur. The newly defined forbidden zone cannot in-
fluence previous executions of the backscheduling algo-
rithm. In the original problem described by Garey et al
(1981) this ‘influencing’ problem does not occur, since
forbidden zones were only defined outside the current
backscheduling interval. So, the newly defined forbid-
den zones could definitely not influence previous execu-
tions of backscheduling (higher ri).
4 The second prob-
lem stated (creation of equivalent release times) can,
however, occur.
In this section we use a new notation for the release
times: with rAi we denote the release time ri or, if ri ∈
FAk, we assume that it is automatically replaced by
sup(FAk), which will be the equivalent release time.
The definition of rBi is analogous.
In Section 4.5.1 the non-influencing theorem is proven,
solving the first problem stated above. Next, the back-
scheduling algorithm is stated. In the derivation of the
complexity of the algorithm the second problem (cre-
ation of equivalent times) is discussed. An upper bound
on the number of times a release time can be replaced
ensures that the algorithm will run in polynomial time
in the number of ships.
4.5.1 Non-influencing Theorem
To prove the statements made in the introduction, we
consider two release times r1 = r
X
i and r2 = r
Y
j , as-
suming r2 < r1. All forbidden zones for r1 are known,
and the proof considers what happens when the zones
belonging to r2 are added. To prove this theorem, it is
sufficient to show that it is impossible that c1 ∈ FX2.
Theorem 3 Consider the forbidden zones FA1 and FB1
from the execution of backscheduling on the interval
(r1, d1) (with r1 = r
X
i s.t. @FXk : rXi ∈ FXk) and
a new execution on the interval (r2, d2) (with r2 = r
Y
j
s.t. @FYk : rYj ∈ FYk). In this case the forbidden zones
belonging to (r2, d2) will not cause any change in the
backscheduling on (r1, d1), i.e. it will not change the
critical time c1 (but might create a new equivalent re-
lease time replacing r1).
4 In 4.2.2 ‘extra’ forbidden zones are defined that could be
used to construct an alternative algorithm. One would suspect
that using these extra zones would cause a massive number of
these ‘influencing’ problems, in which the newly defined forbidden
zones influence previous executions of backscheduling. The results
stated here however, hint otherwise. It is an open problem to
check if our results can be extended to these ‘extra’ forbidden
zones and by doing this showing even more of the underlying
structure of the problem.
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Proof Assume without loss of generality that the first
task in the (r2, d2) backschedule is an A-task.
The forbidden zone FA2 = (c2−2, r2) that is added
(if c2 < r2 + 2)) cannot influence the backscheduling in
(r1, d1) in any way. So, only the other forbidden zone
FB2 = (c2− 1, r2 + 1) needs to be investigated further.
Consider two cases:
– The first task belonging to the (r1, d1)-backschedule
is an A-task. The forbidden zone FB2 cannot influ-
ence the backschedule on (r1, d1) in any way. The
first B-task in that schedule cannot start until after
r1 + 1 > r2 + 1 > FB2.
– The first task belonging to the (r1, d1)-backschedule
is a B-task. Assume FB2 influences backscheduling
on (r1, d1). It must be that c1 ∈ FB2, so:
c2 − 1 < c1 < r2 + 1 < r1 + 1 (11)
This implies the existence of a forbidden zone FA1 =
(c1 − 1, r1 + 1), as c1 < r1 + 1. Because c1 − 1 < r2,
r2 ∈ FA1. So, r2 should have been replaced by a
higher equivalent release time r′2 = sup(FA1). This
is a contradiction, so the assumption that c1 ∈ FB2
is wrong.
From both cases it clearly follows that no change will
happen in the forbidden zones belonging to (r1, d1). uunionsq
Based on this theorem it suffices to guarantee that
if r1 < r2, the backscheduling for r2 is always executed
before the backscheduling on r1. If one of the release
times ri is replaced by an equivalent release time, we
should replace the original release time by the new one
and reorder the list of ri’s if necessary. Note that, no-
tationwise, the index is preserved when reordering.
4.5.2 Backscheduling Algorithm
We now state the final backscheduling algorithm in
Algorithm 3. Backscheduling is applied for all ri, in
decreasing order. Because of equivalent release times,
we have to create a lexicographically sorted set R =
{(rXi,equiv, i,X)} with X ∈ {A,B} that stores the equiv-
alent release times and the direction for which they ap-
ply. This list is initialized with the ri (stored twice, once
for every direction) in line 5.
For each ri (line 7) backscheduling is applied for
each dj ≥ di. Instead of executing a full backscheduling
every time, the result that belongs to (ri, dj) can be
reused to compute the backschedule for (ri−1, dj): an
extra task is added. To be able to reuse this result we
define the tuples
Ii,j = (c
A
i,j , c
B
i,j ,#Ai,j ,#Bi,j) (12)
in which cAi,j and c
B
i,j are the critical times of the backsched-
ule on (ri, dj) ending on an A task and a B task re-
spectively. #Ai,j and #Bi,j are the number of effective
lockings in the respective direction for the backsched-
ule on (ri, dj). The critical time subroutine (line 8 and
Appendix A) iterates over all dj > di for a certain ri,
updates the Ii,j and returns a critical time. Lines 9-14
create the new forbidden zones. Lines 15-23 look for the
creation of new equivalent release times.
Algorithm 3 Backscheduling algorithm
1: Restart← true
2: FA ← FB ← {}
3: while Restart = true do
4: Restart← false
5: Initialize the sorted set R← {(ri, i, A), (ri, i, B)}i
6: Ii,j ← undefined
7: for (rXi,equiv, i,X) from R in decreasing order do
8: C ← Critical time subroutine(rXi,equiv, i,X)
9: if C < rXi,equiv then
10: stop (FAIL)
11: else if C < rXi,equiv + 2 then
12: Add a forbidden zone (C − 2, rXi,equiv) to FX
13: Add a forbidden zone (C − 1, rXi,equiv + 1) to FX¯
14: end if
15: for (rYl,equiv, l, Y ) from R do
16: if ∃F ∈ FY : rYl,equiv ∈ F then
17: rYl,equiv ← sup(F ). (Reorder R if necessary)
18: Restart← true
19: end if
20: end for
21: if Restart = true then
22: break
23: end if
24: end for
25: end while
4.5.3 Correctness
Due to Thm. 3 it has become very easy to demon-
strate the correctness of the backscheduling algorithm,
i.e. that it returns a complete set of forbidden zones
as in Def. 4 (or fails). Removing all the elements from
the algorithm that are due to the incremental build-up
of the backschedules (i.e. Ii,j), what remains is almost
an exact copy of the definition of the forbidden zones.
The non-influencing theorem (Thm. 3) guarantees that
newly created forbidden zones don’t influence previous
backschedules. Also the creation of new equivalent re-
lease times is detected and results in a restart of the
algorithm (preserving forbidden zones however), which
ensures that all possible equivalent release times were
taken into account when the algorithm terminates. In
the next part we show that the number of creations of
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new equivalent release times is finite and as such the
algorithm will always terminate.
4.5.4 Complexity
Time complexity It can be easily checked that the crit-
ical time subroutine runs in O(n log n): the outer loop
adds O(n) to the complexity and looking for FAk and
FBk isO(log n) provided that forbidden zones are stored
sorted by their starting time and merged in case of over-
lap.
The complexity of the entire backscheduling algo-
rithm is harder to determine. Excluding the restarting
of the algorithm (the outer while-loop in algorithm 3
which can be triggered by line 22) the complexity is
O(n2 log n). The for-loop over R contributes O(n), the
call to the critical time subroutine O(n log n). The in-
ner loop over R at line 15 also has a complexity of
O(n log n). All other steps in the algorithm have a lower
complexity, so they can be neglected.
To determine the complexity when including line 22,
one needs an upper bound on the number of times a
release time is replaced by an equivalent time.
Definition 7 If, during backscheduling, a new forbid-
den zone FXk is added such that r
X
i ∈ FXk (which
means that rXi should be replaced by the equivalent
time sup(FXk)) we say that a ‘replacement’ event has
occurred. We call this an E event.
Lemma 7 The number of replacement events #E is
bounded by 2#Rc, with Rc
Rc =
{
ri + k | ri + k < max
i
(di), k ∈ N
}
(13)
and
#E ≤ 2#Rc ≤ 2n(max
i
(di)−min
i
(ri)) (14)
Proof Note that on replacement of a release time rXi ,
it is always replaced by sup(FXk). Since sup(FXk) ∈
{rYj , rYj + 1}j , the replacement is actually r′Xi ← rYj
or r′Xi ← rYj + 1 for a certain j. The set Rc is ‘closed’
under the replacement event: if a certain release time
rXi ∈ Rc is replaced by sup(FXk) the new value will
also be in Rc (or, if it is not, the backscheduling phase
will fail since no schedule exists). Since all initial release
times ri are in Rc all equivalent release times will also
be in Rc which concludes our proof. uunionsq
From Lemma 7 it follows that the total complexity
of the backscheduling algorithm is at mostO(D n3 log n)
with D = (maxi(di)−mini(ri)) ≥ n.
This bound is however rather high, especially in
‘sparse’ scheduling problems, with a relatively low num-
ber of tasks compared to the total scheduling time.
Definition 8 If, during backscheduling, it occurs that
rXi is replaced by r
X
j (i 6= j) we say that a release time
‘collapse’ has occurred. We denote this event as E1.
If a replacement of a release time rXi occurs by a
new time which is not equal to a certain rXj , we call the
replacement event E2.
It is clear that an event E will either be an E1 event
or an E2 event. In some cases E1 and E2 can happen
simultaneously though.
Lemma 8 An event E1 can only occur 2(n− 1) times
during backscheduling.
Proof For a certain directionX, a collapse event implies
that r′Xi = r
X
j , so in the new list R there will be two
equal equivalent release times and the number of unique
release times is reduced by 1. This can only happen n−1
times. The factor 2 comes from the fact that there are
equivalent release times for both directions A and B.
uunionsq
Lemma 9 An event E2 can only occur once for a cer-
tain rXi between two E1 events (on any r
Y
j ).
Proof Assume an E2 event happens, replacing r
A
i by
r′Ai . This implies that a FA1 was added such that r
A
i ∈
FA1. Because this was an E2 event, this means that
sup(FA1) = r
B
l + 1 = r
′A
i , for a certain Tl. So, also a
forbidden zone FB1 = (cl − 2, rBl ) was added.
Assume now that, after an arbitrary number of E2
events (and no E1 events) on any r
X
i a new E2 event
happens, this time on r′Ai . Again, since this is an E2
event, forbidden zones FA2 (take sup(FA2) = r
B
m) and
FB2 = (cm − 2, rBm) are added.
Because sup(FA1) = r
′A
i = r
B
l + 1 ∈ FA2 this im-
plies that rBl ∈ FB2, causing a simultaneous E1 event
for rBl
5. uunionsq
From both lemmas it follows easily that there can
only be O(n2) E1 and E2 events in total. This gives a
complexity of O(n4 log n).
Memory complexity The forbidden zones occupy O(n)
memory. The total memory consumption of the back-
scheduling algorithm in its current form is O(n2), since
the Ii,j entries need to be stored. But this can be re-
duced to O(n) by only storing the Ii,j values for the
current i and i + 1, which are needed in the critical
time subroutine.
5 In the case that rBl was replaced by r
′B
l because of one or mul-
tiple E2 events (without any simultaneous E1 event) the lemma
still holds, but rBl is just replaced by r
′B
l in the proof.
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Forward scheduling algorithm The forward scheduling
algorithm runs in O(n log n). All tasks are sorted by ri,
so it only needs to search the task with the lowest dead-
line. There is an O(n) factor because there are n tasks
to schedule and an O(log n) factor because of searching
through the forbidden zones.
4.5.5 Applications
The algorithm for solving SLSP1 can be applied in sev-
eral ways. If ∀ Ti : wi = wmax ∧ li = lmax, we can use
the result from Theorem 1 to solve SLOPminimax.
Another application is when all tasks Ti have been
grouped beforehand in groups Gk. A group Gk is a set
of tasks Ti with ∀Ti, Tj ∈ Gk : oi = oj and ∀Gk :
Fit({(li, wi)}i:Ti∈Gk) = true. Define r(Gk) = max(ri :
Ti ∈ Gk) and d(Gk) = min(di : Ti ∈ Gk) + ∆t +
1. Again, by bisection on ∆t, the minimax problem
min maxi(si − ri) can be solved, with the constraint
that ∀Gk,∀ Ti ∈ Gk : si = s(Gk).
5 Future Work
5.1 Alternative Approaches
Lo´pez-Ortiz and Quimper (2011) provide an algorithm
for unit-length jobs with arbitrary release times and
deadlines that runs in O(n2) (for m = 1, i.e. a sin-
gle machine). There approach is based on reducing the
scheduling problem to a shortest path graph problem.
It would be interesting to see if similar modifications as
this paper makes to the algorithm of Garey et al (1981)
can be applied. The approach of using a graph problem
is however fundamentally different than the approach
with forbidden zones, so converting the modifications
would be complicated.
5.2 Parallel Locks
Simons (1983) developed an algorithm (the barrier algo-
rithm) that can schedule n tasks with equal processing
times, arbitrary release times and deadlines on m iden-
tical machines in O(n3 log log n). Note that the time
complexity of the algorithm is independent of the num-
ber of machines.
The idea behind this algorithm is quite similar to
the forbidden zone algorithm. Instead of looking for
forbidden zones beforehand, they are determined dy-
namically in the barrier algorithm during forward sche-
duling. Barriers are created, that indicate that a task
cannot start before a certain time, which is the same
idea as using forbidden zones.
Extending to multiple machines is possible in this
case because, given only the start times for tasks on
m machines (i.e. without knowing on which machine
the task starts in the schedule), the given schedule can
easily be divided among the m machines. The tasks
can be divided cyclically among the machines: every
machine is simply assigned the available task with the
lowest starting time and we iterate through all machines
until no tasks are left.
An interesting question for future research is mod-
ifying the barrier algorithm for the single ship, single
lock scheduling problem and extending it to multiple
lock chambers in parallel.
5.3 Locks in Series
A crucial property of scheduling a single lock is the rela-
tionship between arrival times of ships and the starting
times of the lockings. A locking will only start at an
integer time difference of the arrival time of a ship. A
similar property was already used in Lemma 7, where
Rc was the set of possible equivalent release times.
Baptiste (1999) defines this property and uses it as
the basis of a dynamic programming algorithm:
Lemma 10 Let
Θ = {t = ri + l ∗ p|l ∈ N} . (15)
Every task will start at a time si ∈ Θ.
This property also holds for the SLSP1 and can be
proven in a similar way as Baptiste (1999).
Regardless of the applications in dynamic program-
ming this property can be used in discretisations of a
given model. Assume that multiple locks are put in se-
ries, with a canal of given length in between, then the
arrival time of a ship ri will not be a constant anymore,
but will depend on the starting time at the previous
lock.
Consider the following simple example with 2 locks
P and Q. The following holds:
ΘP =
{
rPi + lp
} ∪ {θQ +∆T + lp, θQ ∈ ΘQ} (16)
ΘQ =
{
rQi + lp
}
∪ {θP +∆T + lp, θP ∈ ΘP } (17)
with rPi the arrival times of ships that start at lock P
(without going past Q) and rQi these of ships starting
at lock Q. ∆T is the travelling time between the locks
and l ∈ N.
Filling in and repeating the substitution of ΘQ in
ΘP (θP ) yields
ΘP =
{
rPi + 2k∆t+ lp
} ∪ {rQi + (2k + 1)∆t+ lp}
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(18)
In this case a single degree of freedom k is added.
The same reasoning can also be applied to 3 locks
P , Q and R. After a similar deduction, the following
holds for the middle lock Q:
ΘQ =
{
rPi + (2k + 1)∆TP + (2m)∆TQ + lp
}
∪
{
rQi + (2k + 1)∆TQ + (2m)∆tP + lp
}
(19)
with ∆TP the travelling time between P and Q and
∆TQ the time between Q and R. In this case two de-
grees of freedom, k and m have been added. This in-
crease in degrees of freedom lets the possible values in
Θ rise exponentially, which makes the usage of Lemma
10 as the basis for an algorithm for multiple locks in
series hard.
Although the complexity seems to rise with the num-
ber of locks in series, experimental results point out
that the further the locks are apart (higher ∆T ), the
less influence they will have on each other as shown by
Ting and Schonfeld (1998). Their results are obtained
by comparing a heuristic algorithm for a single lock
with an integrated algorithm for multiple locks, so they
should not be generalized. Based on the formulas above,
it is however clear that if a fixed time horizon T is used
(such that ∀ θ ∈ Θ : θ < T ), the number of elements in
Θ will decrease with increasing ∆T .
6 Conclusions
In this paper we have shown that the SLOPminimax is
NP-hard, since fitting the ships inside the lock is a pack-
ing problem. We have however shown that the bidirec-
tional, alternating traffic through a lock is no problem
and a polynomial time algorithm exists for the SLOP1.
A practical algorithm with time complexity O(n4 log n)
and memory complexity O(n2) is presented.
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A Additional Code Listings
Algorithm 4 Critical time subroutine (Backscheduling
algorithm)
1: for Tj with dj ≥ di do
2: C ←∞
3: if Ii+1,j is not defined then
4: Set Ii,j ← (dj−1, dj , 1, 0) if oi = A and Ii,j ← (dj , dj−
1, 0, 1) if oi = B.
5: else if Ii,j is not defined then
6: if oi = A then
7: #Ai,j ← #Ai+1,j + 1, #Bi,j ← #Bi+1,j
8: LA← max(#Bi+1,j −#Ai+1,j − 1, 0)
LB ← max(#Ai+1,j −#Bi+1,j − 1, 0)
9: cAi,j ← cAi+1,j
10: if LA = 0 then
11: if #Ai+1,j ≤ #Bi+1,j then
12: cAi,j ← cAi,j − 1
13: If ∃FBk s.t. cAi,j , then cAi,j ← inf(FBk).
14: end if
15: cAi,j ← cAi,j − 1
16: If ∃FAk s.t. cAi,j , then cAi,j ← inf(FAk).
17: end if
18: (Analogous for the computation of cBi,j).
19: Ii,j ← (cAi,j , cBi,j ,#Ai,j ,#Bi,j).
20: else
21: (Analogous to the case oi = A.)
22: end if
23: end if
24: if #Xi,j > #X¯i,j (with X as loaded from R in the outer
loop) then
25: C ← min(C, cXi,j)
26: end if
27: end for
28: Return C
