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Abstract— In this paper, we develop an optimal path planning
strategy for under-actuated Dubins micro-robots. Such robots
are non-holonomic robots constrained to move along circular
paths of fixed curvature clockwise or counter-clockwise. Our
objective is to investigate the coverage and optimal path
problems, as well as multi-robot cooperation, for a switching
control scheme. Our methods are based on elementary geometry
and optimal control techniques. The results in this paper show
that the trajectories of micro-robots can cover the entire two-
dimensional plane, and that the proposed switching control
scheme allows multiple robots to cooperate. In addition, we
deduce the minimum-time path under the switching control
scheme by converting the robot model into the traditional
Dubins vehicle model.
I. INTRODUCTION
Power supply for micro-robots is a challenging topic and
a major obstacle to creating functional micro-robots. To
solve the power supply problem, researchers have proposed
several different solutions. One approach is to use on-board
power supplies, such as power generators based on micro-
electromechanical systems (MEMS) and chemical energy-
based generators. Furthermore, as an alternative to carrying
or producing energy on-board, micro-robots can be placed in
an external field, such as a magnetic field, with the interaction
between the field and the micro-robot providing the driving
force [1].
The small size of micro-robots makes them difficult to
power through on-board energy supplies or generators, which
are very complex and expensive to produce at the microscop-
ic scale. Thus, on-board energy and propulsion systems still
have many obstacles and a long way to go. Consequently,
inspired by maglev technology [2] and magnetic resonance
imaging (MRI) [3], the idea of using a magnetic field to
actuate micro-robots has received more and more attention.
It is well-known that in high-energy physics, energy is
not continuous and only quantized energy is available at
the microscopic level. At the same time, it is much easier
to design discrete control decisions rather than continuous
sequences, i.e., simple control language words. For these
reasons, micro-robots that can only move in several distinct
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states have become popular. For example, in [4], an unteth-
ered, electrostatic, MEMS micro-robot has been described
that has only two driving modes: translate forward, or turn
through an arc with a fixed minimum radius of approximately
175 µm. Such vehicle models are known as the Dubins
vehicle in the literature [5]. Here, we call such micro-robots
“Dubins Micro-robots”.
The Dubins micro-robot that we consider in this paper is
also a type of Dubins vehicle. For simplicity, we consider a
very basic but extremely important prototype of the Dubins
micro-robot, where the interaction between charged particles
and electromagnetic fields is used to manipulate the micro-
robot. In contrast with the standard Dubins vehicle, the
prototype that we consider can only move in two different
states—rotate clockwise and rotate counter-clockwise—due
to the simplified design of the driving system.
The main contributions of this paper are as follows.
First, we propose a prototype of the Dubins micro-robot
and describe its feasible path. Unlike the standard Dubins
model, we do not consider straight line movement because
in many cases straight line movement is difficult to control
due to the electro-magnetic noises. Thus, we only consider
clockwise and counter-clockwise circular paths. We call our
prototype the under-actuated Dubins model. Second, we
study the reachable set and introduce the so-called “coverage
problem” for the Dubins micro-robot. Third, we analyze the
cooperation problem for multi-robot systems, including how
to design the optimal path for multiple robots to cooperate.
Finally, and most importantly, we design the minimum-time
path for the under-actuated Dubins model step-by-step. We
successfully convert this problem into the traditional Dubins
model, and then derive our conclusions using optimal control
theory.
II. PROBLEM FORMULATION
In this section, we introduce the main problem of the
paper and review some basic notions. The goal of the paper
is to find the optimal path for a Dubins micro-robot to
execute certain task, such as killing a cancer cell in magnetic
chemotherapy. We will first introduce the dynamic model for
the micro-robot and then discuss several fundamental issues,
including the coverage problem and the cooperation problem.
A. Dubins micro-robot and its feasible path
We propose a simple prototype for the Dubins micro-robot,
where the motion of the robot is powered by the interaction
between charged particles and electromagnetic fields. Based
on the Lorentz theorem for a charged particle moving in a
magnetic field, the Lorentz force can be expressed as follows:
F = qv ×B, (1)
where q is the charge of the particle, B is the magnetic field
vector and v is the velocity vector of the particle.






where m is the mass of the particle and R is the radius of
the circular trajectory of the particle.
Define Bx, By and Bz as the x-, y- and z-components
of the magnetic field in the Cartesian Coordinates. If the
direction of the magnetic field is perpendicular to the motion
plane of the particle, then the x- and y-components of the
magnetic field are zero [6], [7]. In other words, Bx = 0,









As in Figure 1, let α denote the angle between the x-
axis and the straight line passing through the origin O and
the current position P . Here, counter-clockwise means the
positive direction. From basic geometry, we know that
vx = ‖v‖ sinα, vy = −‖v‖ cosα. (5)




sinα, ẏ = −q‖B‖R
m
cosα, (6)
where (x, y) is the position of the particle in the motion















Fig. 1. System model.
We adopt a hybrid control scheme in which the control
consists of discrete values. Here, the direction of the mag-
netic field is the manipulated variable. Thus, Bz = ‖B‖ or
Bz = −‖B‖. It follows that we can rewrite (6),(7) in the
following form:
ẋ = C sinα, ẏ = −C cosα, α̇ = u, (8)
where C = q‖B‖Rm and u =
qBz
m .
It is clear from (8) that the feasible path for the micro-
robot is either a clockwise or counter-clockwise circle. Note
that, in contrast with the traditional Dubins vehicle [5], the
micro-robot considered here cannot move in a straight line—
only in clockwise or counter-clockwise circles.
B. The coverage problem and switching control scheme
The micro-robot dynamics exhibit different modes of evo-
lution, with each mode characterized by different dynamic
features. Systems of this type are called switched systems
[8]. A switched system can be modeled by assigning:
• A family F = {fn}n∈N of smooth vector fields fn :
Rd → Rd, where fn defines the dynamic behaviour of
the nth mode, d is the dimension of the state space, and
N is a given set of indices;
• A rule that determines the switching policy, i.e., when
the system should switch from one mode to another.
The switching rule is completely specified by a sequence
of switching times {ti} and a sequence of indices {ni},
where ni denotes the index of the active vector field (or
mode) on the interval [ti, ti+1). Figure 2 illustrates the
switched system model for the Dubins micro-robot, where
the switching mechanism is caused by the change in direction
of the magnetic field. As shown in Figure 2, the guard and
reset conditions correspond to the switching times. That is,
the switching times determine when the robot should change
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Fig. 2. Switched system model.
Let D denote the desired point in the motion plane (ar-
bitrarily chosen). Furthermore, let X denote the continuous
state space of the micro-robot and let X0 denote the initial
state. Then, the coverage problem is to consider whether the
arbitrary point D can be reached by the robot. If this is true,
then how can one determine the switching times {ti}, given
the initial state X0.
C. Multi-robot cooperation
In this part, we will consider the cooperation of multi-
ple Dubins micro-robots. The problem that we consider is
whether two micro-robots can meet (i.e., their states should
coincide at a certain time) starting from two arbitrary initial
states. Recall that the only control variable is the direction
of the magnetic field (this causes the switching mechanism).
The micro-robots are controlled by the same magnetic field,
which means that the dynamic behaviour of each micro-robot
is the same at any time. The problem is to determine a set of
switching times {ti} such that the states of the two micro-
robots Xp1 and Xp2 are equal at a specific terminal time T ,
i.e., Xp1(T ) = Xp2(T ). See Figure 3.
D. Minimum-time switching control
The problem we consider here is to find the minimum-time











Fig. 3. Multi-robot cooperation task.
a specified initial point. For this problem, the existing path
planning methods mentioned above are inappropriate for the
dynamic model of the Dubins micro-robot. We formulate the
minimum-time problem as follows:




subject to the (re-scaled) dynamics
ẋ = R sinα,




u ∈ {1,−1}, X(0) = X0, X(T ) = Xf , (11)
where X0 denotes the given initial position and Xf denotes
the desired final position. This problem is difficult because
the input constraints are discrete. Thus, the problem is
actually an optimal discrete-valued control problem [9]. In
the next section, we will discuss an analytical solution to this
problem.
III. SWITCHING CONTROL SCHEME
In this section, we investigate switching control strategies
for the problems described in Section II: the single robot
coverage problem, the multi-robot cooperation problem, and
the minimum-time switching control problem.
A. The coverage problem
(1) Here, our goal is to determine whether the set of
possible robot states X can cover the entire motion plane.
If this is true, then a further objective is to determine
appropriate switching times {ti} for moving the robot from
any initial state X0 to any final state Xf , given the dynamic
equations for the robot’s motion.
Fig. 4. Diagram for the coverage proof.
As can be seen in Figure 4, O1 is the center of the initial
circular trajectory, and D is the desired terminal point, which
is arbitrarily chosen such that its distance from O1 is between
R and 2R. It is obvious that the distance between the desired
point D and the center of the circle on which D lies should
be R. Furthermore, the distance between O1 and the center
of the circle on which D lies should be 2R because the circle
containing D is tangent to the original circle. We can draw
a circle of radius R centered at D; see Figure 4. We draw
another circle of radius 2R centered at O1. The points of
intersection of these circles, denoted by O2 and O3, should
be the center of the desired circle on which D lies. The line
from O1 to O2 will intersect the circle centered at O1 at the
point E, which is the switching point.
So far, we have proved that the circular ring area of
radius between R and 2R centered at O1 can be reached if
we choose the appropriate switching point. Performing this
switching, and then applying a similar argument with the
new circle as the initial circle, we can reach any point in
the 2-dimensional plane, i.e., planar controllability.
(2) In this part, we are only concerned with feasible
switching control schemes that deliver the particle to the
desired point, irrespective of optimality. The goal is to design
the switching control scheme to control the particle to arrive






Fig. 5. Motion of the particle under a switching control scheme.
From Figure 5, suppose that we want the particle to arrive
at point D from its current position X0. Let O1 denote the
center of the circle for the current portion of the particle’s
trajectory. If we are not concerned with optimality, then it
is easy to find a feasible trajectory delivering the particle to
point D. We first draw a straight line connecting O1 and D,
denoted by lO1D. Once the particle reaches the line lO1D,
it can move along a series of semi-circles until arriving at
the circle centered at O2 (the last circle before D). Draw a
circle containing D that is tangent to the circle centered at
O2. The intersection of the two circles is the final switching
point.
B. Multi-robot cooperation
From Figure 6, we assume that two particles P1 and P2
are in the same magnetic field. We know that the trajectories
of P1 and P2 will have the same dynamic behaviour because
their motions are controlled by the same switching magnetic
field. Furthermore, we can ensure that the collision point is
on the line perpendicular to the line between P1 and P2
(denoted by lP1P2 ) and passing through the mid-point of
lP1P2 . This line is called the mid-perpendicular.
We choose any point on the mid-perpendicular line and
denote this point by D. From the results in Section III-A,
we know that there exists trajectories leading each particle
to D. If we rotate point P1 around point D (represented by
the dotted curve), then P1 will eventually reach P2, and the
trajectory will coincide with the trajectory starting at P2.
From Figure 6, h is the distance between the convergence
point (denoted by D) and the mid-point of the line between
P1 and P2 (denoted by PM ). Draw a circle around D and
its radius is h. Draw another line which is tangent to circle
D and pass through point P2, and the point of tangency is
denoted by PN . Furthermore, β is the angle between lP1P2
and lP2PN , as shown in Figure 6. From the discussion above,
when D changes, β will also change. It is clear that when
β = 0, the two particles will never meet. However, when
β 6= 0, the two particles can meet. The relationship between
β and h is given by:
β = π − 2 arctan h
lP2PN
, (12)










Fig. 6. Analysis of two particles converging.
C. Minimum-time switching control
As discussed in Section II-D, the minimum-time switching
control problem can be formulated as shown in equations
(9)-(11). Dubins studied a similar problem using differential
geometry [5]. However, in our problem, unlike in the tra-
ditional Dubins problem, the micro-robot cannot move in a
straight line.
We first try to convert this problem into the traditional
Dubins model. From equation (10), we obtain
ẋ2 + ẏ2 = constant, (13)
which means that the velocity of the particle is constant.
Also, we know that the angle α in Figure 7 is proportional
to the time t. Hence, finding the minimum-time path is






Fig. 7. Diagram for the minimum-time proof.
Also, because the speed is fixed, in a circle, the central
angle α is proportional to the time. So, finding the longest
distance in unit time is equivalent to finding the longest
distance in unit angle. This can be solved by finding the










where lX0X1 represents the linear distance between X0 and
X1. It is clear that
dlX0X1
dα → R as α → 0, which is the
maximum value. Consequently, we know that if we switch
the direction of the magnetic field more frequently, then the
longer the displacement is in unit time. If the switching
duration can tend to 0, then the curve can tend to a straight
line. Thus, this problem is converted into the traditional
Dubins model.
Now, consider this Dubins problem, which is the same as
the problem in literature [10].






ẋ = R sinα,
ẏ = −R cosα,
α̇ = u,
where ‖u‖ ≤ 1, X(0) = X0, X(T ) = Xf .
From the conclusions in literature [10], the optimal path
can only have the following forms:
• concatenation of a bang-bang piece (arc of a circle, u =
±1), a singular piece (segment of a line, u = 0), and a
bang-bang piece.
• concatenation of bang-bang pieces with no more than
3 switchings, the arcs of circles between switchings
having the same central angle ∈ [π, 2π).
Then, let us come back to the original problem. If the
incidence angle is not specific, then the optimal path is also
the concatenation of a bang-bang control piece and a singular






Fig. 8. Optimal Path.
Notice that the straight line are the approximation of
frequent switching arcs, and the end point can be guaranteed
to be arrived at by the conclusions in part III-A.
IV. NUMERICAL COMPUTATION
Having analyzed the switching control scheme from a
theoretical viewpoint in the previous section, we now want
to compute the optimal switching times for the switching
control scheme. It is well-known in optimal control that
standard optimization algorithms do not perform adequately
when used to optimize variable switching times (see [11]).
Thus, we will use the time-scaling transformation described
in [12], [11] to transform the variable switching times to
fixed points in a new time horizon. This yields an equivalent
optimization problem in which the switching times are fixed.
This equivalent problem can then be solved using a standard
gradient-based optimization algorithm (such as sequential
quadratic programming) in conjunction with the gradient
computation scheme described in [12].
A. Minimum-time switching control: Single robot
Consider the problem of minimizing the time taken for the
robot to travel from (x0, y0) to (xf , yf ). The problem is:
min T
s.t. ẋ = R sinα, ẏ = −R cosα, α̇ = u,
(x(0), y(0)) = (x0, y0),
(x(T ), y(T )) = (xf , yf ),
u ∈ {−1,+1}.
Let p be an integer such that 2p−1 is an upper bound for the
number of times that the magnetic field switches direction.
Then, the dynamics for the micro-robot can be expressed as
the following switched system:
ẋ = R sinα,
ẏ = −R cosα,
α̇ = 1,
 t ∈ [t2i, t2i+1), i = 0, . . . , p− 1,
and
ẋ = R sinα,
ẏ = −R cosα,
α̇ = −1,
 t ∈ [t2i−1, t2i), i = 1, . . . , p.
Note that if less than 2p − 1 switches are required, then
we will have ti = ti+1 for some indices i (i.e., some of
the switching times will coincide). The problem that we
face is to choose the switching times {ti} so that the final
time T is minimized. Switching time optimization problems
such as this pose difficulties for standard gradient-based
optimization methods. Thus, we will apply the time-scaling
transformation.
In the time-scaling transformation, we introduce a new




= θi, s ∈ [i− 1, i), i = 1, . . . , 2p, (15)
t(0) = 0, (16)
t(2p) = T, (17)
where θi = ti − ti−1 is the duration between the ith and
(i−1)th switching times in the original time horizon. Clearly,
θi ≥ 0, i = 1, . . . , 2p.
By integrating (15)-(17), it is easy to see that t = t(s) is
a piecewise-linear function of the new time variable s. In
particular,
t(i) = θ1 + θ2 + · · ·+ θi = ti, i = 0, . . . , 2p.
This shows that s = i is mapped to t = ti under the time-
scaling transformation defined by (15)-(17). Applying (15)-
(17) to the switched system describing the motion of the
micro-robot, we obtain
ẋ = θiR sinα,
ẏ = −θiR cosα,
α̇ = θi,
 s ∈ [2i, 2i+1), i = 0, . . . , p− 1,












Fig. 9. Optimal path for the minimum-time problem in Section IV-A.
and
ẋ = θiR sinα,
ẏ = −θiR cosα,
α̇ = −θi,
 s ∈ [2i− 1, 2i), i = 1, . . . , p.
The boundary conditions become
(x(0), y(0)) = (x0, y0), (x(2p), y(2p)) = (xf , yf ).
The problem is to choose the durations {θi} to minimize
T = θ1 + · · · + θ2p. This problem is a switched system
optimal control problem in which the switching times are
fixed. The only decision variables are the durations {θi}. To
solve this problem, we can view it as a nonlinear optimization
problem in which the decision variables are {θi} and there
are two constraints: x(2p) = xf and y(2p) = yf . Note that
the state trajectory of the robot is completely determined
by {θi}. Thus, the objective and constraints are completely
determined by {θi}. To solve the minimum-time problem
as a nonlinear optimization problem, we need to determine
the gradient of T = θ1 + · · · + θ2p and the gradient of the
constraints x(2p) = xf and y(2p) = yf with respect to {θi}.
The gradient of the objective is straightforward because it
is an explicit function of {θi}. The gradient of the terminal
constraints is not straightforward because {θi} influences the
constraints implicitly through the dynamic system. Never-
theless, the constraint gradients can be computed using the
algorithm described in [12].
As an example, let (x0, y0) = (0, 0) and (xf , yf ) = (4, 4).
We wrote a Fortran program to solve the minimum-time
problem (post time-scaling transformation). This program
combines the optimization software NLPQLP [13] with the
gradient computation algorithm in [12]. We choose R = 1.
We solved the problem for p = 2, 3, 4, giving optimal
terminal times of T = 8.14, T = 7.78, and T = 7.69,
respectively. The optimal durations for p = 2 are
θ1 = 3.43, θ2 = θ3 = θ4 = 1.57.
The optimal durations for p = 3 are
θ1 = 3.14, θ2 = θ3 = θ4 = θ5 = θ6 = 0.93.
The optimal durations for p = 4 are
θ1 = 3.02, θ2 = θ3 = θ4 = θ5 = θ6 = θ7 = θ8 = 0.67.
The optimal robot trajectories for p = 2, 3, 4 are shown in
Figure 9.
B. Cooperation problem: Two robots
In this case, we have two dynamic systems—one for each
micro-robot. Let (x1, y1) denote the position of the first
micro-robot and let (x2, y2) denote the position of the second
micro-robot. Then
ẋj = R sinαj ,
ẏj = −R cosαj ,
α̇j = 1,
 t ∈ [t2i, t2i+1), i = 0, . . . , p− 1,
and
ẋj = R sinαj ,
ẏj = −R cosαj ,
α̇j = −1,
 t ∈ [t2i−1, t2i), i = 1, . . . , p,
where j ∈ {1, 2} and p is as defined in Section IV-A. The
initial conditions are
(x1(0), y1(0)) = (x10, y10), (x2(0), y2(0)) = (x20, y20).
Since we require the micro-robots to converge to the same
location, the terminal conditions are
x1(T ) = x2(T ), y1(T ) = y2(T ).
Applying the time-scaling transformation (15)-(17) yields
ẋj = θiR sinαj ,
ẏj = −θiR cosαj ,
α̇j = θi,
 s ∈ [2i, 2i+ 1), i = 0, . . . , p− 1,
and
ẋj = θiR sinαj ,
ẏj = −θiR cosαj ,
α̇j = −θi,
 s ∈ [2i− 1, 2i), i = 1, . . . , p,
where j ∈ {1, 2}. The terminal constraint becomes
x1(2p) = x2(2p), y1(2p) = y2(2p). (18)
The problem is to choose {θi} to minimize T = θ1+· · ·+θ2p
subject to constraints (18). This problem can be solved in
a similar way to the single-robot problem in Section IV-
A, i.e., by combining the gradient computation algorithm in
[12] with a nonlinear optimization method such as sequential
quadratic programming.
As an example, let (x10, y10) = (0, 0), (x20, y20) = (7, 0).
The initial angle for the first robot is α1(0) = 0 and the
initial angle for the second robot is α2(0) = π/3. We choose
R = 1. Solving the problem for p = 2, 3, 4 gives optimal
terminal times of T = 11.27, T = 9.84, and T = 9.61,
respectively. The optimal durations for p = 2 are
θ1 = 4.01, θ2 = θ3 = θ4 = 2.42.
The optimal durations for p = 3 are
θ1 = 3.51, θ2 = θ3 = θ4 = θ5 = θ6 = 1.27.
The optimal durations for p = 4 are
θ1 = 3.34, θ2 = θ3 = θ4 = θ5 = θ6 = θ7 = θ8 = 0.90.
The optimal trajectories are shown in Figure 10.
















Fig. 10. Optimal path for the minimum-time problem in Section IV-B.
V. CONCLUSIONS
In this paper, we introduced the under-actuated Dubins
micro-robot whose motion is based on the interaction be-
tween charged particles and an external magnetic field. We
described the dynamic model for the Dubins micro-robot
and its feasible path. The micro-robot is controlled via a
switching control scheme, where the switching mechanism is
invoked by changing the direction of the magnetic field. We
studied the coverage problem and the cooperation problem
for multiple robots. We also showed that these problems can
be solved numerically using the time-scaling transformation.
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