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数理計画ソフトウェアにおけるモデルと 
計算手続きの記述について
渡　辺　展　男（専修大学経営学部）
On Describing of Model and Solution Procedure in Mathematical Programming Software
Norio Watanabe （School of Business Administration, Senshu University）
This paper considers a multi-stage, multi-product production, inventory and transportation 
system and presents a mathematical programming model of a pull type ordering system based on 
the concept of kanban system.　When we apply a mathematical programming approach to ordering 
systems, the problem to be solved is twofold.　One part is to improve an interface for model solu-
tion, as mathematical modeling requires transformations of the model form.　The other is to reduce 
the computational time required, as the mathematical programming model includes many integral 
variables.　The aim of this paper is to discuss the former problem, and specially to illustrate on 
describing of model and solution procedure in mathematical programming software.
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1.　は じ め に
本稿は，トヨタ生産方式における ｢かんばん方式｣ の概念に基づいた引っ張り型生産指示方式（1）の
数理計画モデルを対象として，数理計画ソフトウェアにおけるモデルと計算手続きの記述に関する変
遷について論じたものである。対象となる問題は，多くの整数変数を持つ整数計画問題に定式化され
るため，計算量の削減は重要な課題となる。整数計画問題を解くための数理計画ソフトウェアの多く
は，分枝カット法（branch-and-cut method）を実装している。分枝カット法は，整数計画問題の解法と
して従来から採用されていた分枝限定法（branch-and-bound method）による探索の過程で切除平面（cut）
を加えながら，緩和問題である線形計画問題を解いていくことで整数解探索の効率化を図ろうとする
解法である。いわば分枝限定法と切除平面法（cutting plane method）の組み合わせと考えられるが，整
数計画法の研究においては現在最も注目されているアプローチの一つである（2）。また数理計画法を用
いて現実の問題を解決しようとする時，それが成功するかどうかは，「解を得る為の計算ではなく，
モデル作成者とコンピュータを結び付けるインターフェース如何だ」といわれている［96］。これら
の課題に対する一つの解決アプローチとして，著者らはインターフェースの改善を図るために 1970
年代以降開発が進められてきたモデル記述言語が，1990年代以降日本でも入手可能となったことに着
目し，ワークステーションおよびパソコン上においてモデル記述言語を用いた解法システムの設計・
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構築を行い，数値計算を通してその有効性を検証した［43］-［45］，［51］，［93］，［95］。さらに，モデ
ル記述言語が 2000年代に入り新たな進展をみせモデリングシステムという言葉が用いられるように
なったことを受けて，モデリングシステムを用いた整数計画問題の解法を例示した［46］-［48］。
数理計画ソフトウェアは，大別すると，（1）数理計画問題を解くためのソルバー，（2）モデル作成
者とソルバーとの橋渡しの役割を果たすモデル記述言語，そして（3）各種ツールなどによって構成
されている。代表的な数理計画ソフトウェアのソルバーにおいては，近年，CPUのマルチコア環境を
活かした並列処理機能が実装されてきており，求解性能のさらなる向上が期待されている。モデル記
述言語においては，単にソルバーへ入力データを提供する（モデルの記述）だけの役割に止まらず，
ソルバーへの解法を指示（計算手続きの記述）および開発環境を提供する機能なども合わせもち，
2000年代以降，新たな進展をみせている。さらに整数計画問題の求解における制御パタメータの設定
を支援するためのチューニング機能をもったツールなどもリリースされており，数理計画ソフトウェ
アの機能充実には著しいものがみられ，問題解決のための数理計画法によるアプローチには大きな期
待が寄せられている（3）。
このような観点から，本稿のねらいは，整数計画問題に定式化される引っ張り型生産指示方式の数
理計画モデルを対象として，数理計画ソフトウェアにおけるモデルと計算手続きの記述に関する変遷
を，（1）1970年代から 1980年代において用いられていた汎用数理計画ソフトウェア，（2） 1990年代
以降日本でも入手可能となったモデル記述言語，そして（3） 2000年代以降新たな進展がみられるモ
デリングシステムの順に概観するとともに，それらの課題について述べることにある。本稿の構成は
以下の通りである。まず 2節で整数計画問題として定式化される引っ張り型生産指示方式の数理計画
モデルを示した後，3節においてこの整数計画問題を解くために採用している計算手続きを示す。次に，
4節において著者らが使用した汎用数理計画ソフトウェア，モデル記述言語およびモデリングシステ
ムにおけるモデルと計算手続きの記述について述べる。そして最後に 5節において本稿のまとめと今
後の展望について述べる。
2.　引っ張り型生産指示方式の数理計画モデル
2.1　モデルの条件
本稿で対象とするモデルは，著者らが提案した引っ張り型生産指示方式の数理計画モデルである
［43］，［95］。このモデルが対象とするシステムは次のような多段階，多品目生産・在庫・運搬システ
ムである。
（1）　 一つの組立工程に収束していく多段工程で N工程から構成されており，n ∈ { 1, 2, ..., N }で工
程を表す。なお最終工程は n =1 とする。
（2）　 各工程は生産工程，加工済み在庫点および後続工程加工待ち在庫点（n =1では納入待ち製品
在庫点）から成る。
（3）　 期間を t ∈ { 0, 1, ..., T }で表す。計画期間は 1 期より始まり T期で終了する。
またこのモデルは以下の条件で示される生産状況を対象としている。
（1）　 受注先から最終製品の各期の納入量についての内示があり，受注残は認められない。
（2）　 各工程でM種類の品目が生産される。i ∈ { 1, 2, ..., M } で品目を表す。
（3）　 各期の各品目について，計画期間全体の生産および引き取り割当量が定まっている。
（4）　 各期の各品目に対する生産および引き取り指示量は前期の期末に計算される。
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（5）　 資材在庫は十分にあるが，各工程での生産および引き取りは加工待ちおよび加工済み在庫量
の制約を受ける。
（6）　 第 n 工程での生産リードタイムは LP nである。即ち，t 期中に生産された品目は t + LP n期中
に加工済み在庫点に納入される。また引き取りリードタイムは LH nである。即ち，t 期中に引
き取られた品目は，t + LH n期中に納入待ち製品在庫点あるいは加工待ち在庫点に納入される。
（7）　 各品目の段取り替え時間および単位量当たり加工時間は既知で計画期間中は一定である。
（8）　 各工程の各品目について期末目標在庫量が設定されている。
（9）　 段取り替えが必要な工程においては，サブロットの大きさが定まっており，生産はこのサブ
ロット単位で行われる。
N = 5の場合のモデルの概念図を図 1に示す。次項 2.2でモデルの定式化を示すが，この数理計画
モデルにおける決定変数は生産および引き取りの初期指示量，つまり「かんばん方式」における初期
投入かんばん枚数であり，その目標は補充目標在庫水準の総和の最小化である。モデルによって決定
される初期指示量および補充目標在庫水準のもと，引っ張り型生産指示方式が運用されることとな
る（4）。
2.2　定式化
ここで示す数理計画モデルでは，前項 2.1で述べた記号のほかに次の記号を用いる。
J : 工程全体の集合　J={ 1, 2, …, N }
J1 : 最終工程を除いた工程の集合　J1={ 2, 3, …, N }
K : 段取り替えが必要な工程の集合
sn : 第 n 工程の直後工程 （n ∈ J1）
Dt
i( ) : i 製品の t 期の納入内示量
Wt
n : 第 n 工程の t 期の生産能力（時間）
an i( ) : 第 n 工程での i 品目の単位量当たり加工時間
Sn i( ) : 第 n 工程での i 品目の段取り替え時間（n ∈ K）
Ln i( ) : 段取り替えが必要な工程で加工される i 品目のサブロットの大きさ （n ∈ K） 
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図 1　モデルの概念図の例（N = 5）
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I n i0
( ) : 第 n 工程での i 品目の初期加工済み在庫量
Bn i0
( ) :  i 製品の初期納入待ち在庫量 （n=1の場合）および第 n 工程の後工程 snへの i 部品の初期加
工待ち在庫量 （n ∈ J1の場合）
P
j LP
n i
n−
( )  : 第 n 工程の i 品目についての生産仕掛量 （j=1, 2, ..., LP n）
d
j LH
n i
n−
( )  : 第 n 工程の i 品目についての引き取り仕掛量 （j=1, 2, ..., LHn）
SI t
n i( ) : 第 n 工程の加工済み在庫点における i 品目の t 期末目標在庫量
SBt
n i( ) : 納入待ち製品在庫点および加工待ち在庫点における i 品目の t 期末目標在庫量
Qn i( ) : 第 n 工程の i 品目についての計画期間全体の生産割当量
Rn i( ) : 第 n 工程の i 品目についての計画期間全体の引き取り割当量
esn i( ) : 直後工程 sn の i 品目を 1個作るのに必要な第 n 工程の i 品目の個数esn i( )∈ {1, 2, ...}
なお，納入内示量，在庫量，仕掛量およびサブロットの大きさに関する上記の記号は全て非負の整
数である。
I t
n i( ) : 第 n 工程での i 品目の t 期末における加工済み在庫量
Bt
n i( ) :  i 製品の t 期末における納入待ち在庫量（n=1の場合） および第 n 工程の後工程 sn への i 部
品の t 期末の加工待ち在庫量 （n∈ J1の場合） 
Ut
n i( ) : 第 n 工程の i 品目について t 期末に計算される t+1期の生産指示量
Vt
n i( ) : 第 n 工程の i 品目について t 期末に計算される t+1期の加工済み在庫からの引き取り指示量
Pt
n i( ) : 第 n 工程での i 品目の t 期中の実際の生産量
dt
n i( ) : 第 n 工程での i 品目の t 期中の実際の引き取り量
Xt
n i( ) : 第 n 工程で加工される i 品目についての t 期における段取り替えの回数を表す変数（n∈ K）
U n i0
( ) : 第 n 工程の i 品目についての初期生産指示量（決定変数）
V n i0
( ) : 第 n 工程の i 品目についての加工済み在庫からの初期引き取り指示量（決定変数）
本稿で対象とする引っ張り型生産指示方式の数理計画モデルは，次のような整数計画問題に定式化
される。
Minimize
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n
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
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subject to
　　I I P dt
n i
t
n i
t LP
n i
t
n i
n
( )
−
( )
−
( ) ( )= + −1  （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （2）
　　B B d Dt i t
i
t LH
i
t
i1
1
1 1
1
( )
−
( )
−
( ) ( )= + −  （i=1, 2, …, M ; t=1, 2, …, T） （3）
　　B B d e Pt
n i
t
n i
t LH
n i sn i
t
sn i
n
( )
−
( )
−
( ) ( ) ( )= + −1  （i=1, 2, …, M ; n∈ J1 ; t=1, 2, …, T） （4）
　　U U P dtn i t
n i
t
n i
t
n i( )
−
( ) ( ) ( )= − +1  （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （5）
　　V V d Dt i t
i
t
i
t
i1
1
1 1( )
−
( ) ( ) ( )= − +  （i=1, 2, …, M ; t=1, 2, …, T） （6）
　　V V d e Ptn i t
n i
t
n i sn i
t
sn i( )
−
( ) ( ) ( ) ( )= − +1  （i=1, 2, …, M ; n∈ J1 ; t=1, 2, …, T） （7）
　　P Utn i t
n i( )
−
( )≤ 1  （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （8）
　　d Vtn i t
n i( )
−
( )≤ 1  （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （9）
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　　P L Xtn i n i tn i( ) ( ) ( )=  （i=1, 2, …, M ; n∈ K ; t=1, 2, …, T） （10）
　　 a P S X W
n i
t
n i
i
M
n i
t
n i
t
n
i
M( ) ( )
=
( ) ( )
=
+ ≤∑ ∑
1 1
 （n∈ K ; t=1, 2, …, T） （11）
　　 a P W
n i
t
n i
i
M
t
n( ) ( )
=
∑ ≤
1
 （n∈ J-K ; t=1, 2, …, T） （12）
　　 P Qt
n i
t
T
n i( )
=
( )∑ ≥
1
 （i=1, 2, …, M ; n∈ J） （13）
　　 d Rt
n i
t
T
n i( )
=
( )∑ ≥
1
 （i=1, 2, …, M ; n∈ J） （14）
ここで，
　　　R D B SB
i
t
i i
T
i
t
T
1
0
1 1
1
0
( ) ( ) ( ) ( )
=
= − +{ }∑max ,  （i=1, 2, …, M） （15）
　　　Q R I SI
n i n i n i
T
n i( ) ( ) ( ) ( )= − +{ }max ,0 0  （i=1, 2, …, M ; n∈ J） （16）
　　　R e Q B SB
n i sn i sn i n i
T
n i( ) ( ) ( ) ( ) ( )= − +{ }max ,0 0  （i=1, 2, …, M ; n∈ J1） （17）
　　B SBt i t i1 1( ) ( )≥  （i=1, 2, …, M ; t=1, 2, …, T） （18）
　　B SBtn i tn i( ) ( )≥  （i=1, 2, …, M ; n∈ J1 ; t=1, 2, …, T） （19）
　　I SItn i tn i( ) ( )≥  （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （20）
　　Xtn i( ) : 非負の整数 （i=1, 2, …, M ; n∈ K ; t=1, 2, …, T） （21）
　　P dtn i tn i( ) ( ), : 非負の整数 （i=1, 2, …, M ; n∈ J ; t=1, 2, …, T） （22）
　　U Vn i n i0 0( ) ( ), : 非負の整数 （i=1, 2, …, M ; n∈ J） （23）
評価関数である式（1）で，計画期間中の各工程，各品目の補充目標在庫水準の総和が表され，そ
の最小化を目標としている（5）。式（2）～（4）は各在庫点の各期末における在庫量のバランス式である。
式（5）～（7）は各工程，各品目の生産指示量，引き取り指示量のバランス式である。またこれらのバ
ランス式（5）～（7）は，各工程における生産・引き取り指示量はその直後工程で実際に消費された量
に基づいて決定されるという引っ張り型生産指示方式の概念［87］を表現している。式（8），（9）は
指示量による生産量制約および引き取り量制約を示している。式（10）は前項 2.1で述べた条件（9）
に対応するもので，段取り替えが必要な工程での生産量とサブロットとの関係を表している。式（11），
（12） は生産能力および段取り替え時間による生産量制約である。式（13），（14） は，前項 2.1で述べ
た条件（3）に対応するもので，計画期間全体の割当量による生産・引き取り量制約を表現している。
式（15）～（17）はその割当量を定めたものである。式（18）～（20）は各在庫点における期末在庫量に
対する制約を表しているが，同時に式（18）は製品納入の保証を表している。また同様に，式（19），（20） 
は在庫による実際の生産量と引き取り量に対する制約を意味している。式（21）～（23）は段取り回数，
生産量，引き取り量および初期指示量に対する非負整数制約である。
なお Xtn i( )，Ptn i( )，dtn i( )，U n i0 ( )，V n i0 ( ) および納入内示量，初期在庫量，仕掛量およびサブロットの大き
さの非負整数性と式（8），（9） および式（18）～（20）により，各期の指示量 Utn i( )，Vtn i( ) および期末在
庫量 I tn i( )，Btn i( ) の非負整数性は保証されている。
3.　整数計画問題の計算手続き
前節で示した数理計画モデルは，在庫量，指示量，生産量，引き取り量および段取り替えの回数に
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関わる多くの整数変数を持った整数計画問題に定式化される。従って，生産指示方式に関する数理計
画法によるアプローチにおいて，計算量の削減は重要な課題となる。そこで本節では，本研究で従来
から使用している数理計画ソフトウェア FICO Xpressのソルバーである Xpress-Optimizer ［68］（これ以
降，単に Optimizerと記述した場合は，Xpress-Optimizerを意味しているものとする）において，整数
計画問題を解くために初期設定で定められている計算手続きと本研究で採用している近似計算手続き
について述べる。
3.1　標準手続き
一般に整数計画問題は整数変数の数が多くなるにつれ，厳密な最適解を得るためには多くの計算量
が必要となる。従って，近似最適解を少ない計算量で求めるための何らかの計算手続きが必要となる。
本研究で使用している数理計画ソフトウェアのソルバー Optimizerでは，整数計画問題を解くため
に分枝カット法が採用されている。1節でも述べたように，分枝カット法とは，分枝限定法による探
索の過程で切除平面を加えながら，緩和問題である線形計画問題を解いていくことで整数解探索の効
率化を計ろうとする解法である。いわば分枝限定法と切除平面法の組み合わせと考えられるが，整数
計画法の研究においては現在最も注目されているアプローチの一つである。このように分枝カット法
では基本的には分枝限定法の手続きを進行させるため，その計算戦略が計算時間に大きな影響を及ぼ
す。Optimizerでは，制御パラメータ（control parameter）を操作することにより分枝限定法に関わる計
算戦略の設定が可能である。
本研究では，次の項目に関する制御パラメータを操作し計算手続きを作成している。
（1）　ノードの選択
（2）　分枝変数の選択
（3）　ノード棄却の判定基準値
これらの項目に関する制御パラメータに対して，Optimizerの初期設定は次の通りである。
（1）　ノードの選択
　・ 下界値優先則，奥行き優先則そして複数の下界値優先則と奥行き優先則との折衷則が用意され
ているが，実際にどの選択ルールを採用するかについては，入力されたデータ構造の特性によっ
て，Optimizerが自動的に決定する（6）。
（2）　分枝変数の選択
　・擬コスト（pseudo-cost）を用いて評価関数の劣化が最も大きいと予想される変数を選ぶ（7）。
（3）　ノード棄却の判定基準値
　・ 基本的には，最良整数解における評価関数値であるが，式（24）で示される設定であるため 
評価関数値が同じ整数解は探索されない（8）。
　　CUTOFF = IPOBJ + ADDCUT （24）
　　ここで，　CUTOFF : ノード棄却の判定基準値
　　　　　　 IPOBJ : その時点での最良整数解における評価関数値
　　　　　　 ADDCUT = min（－1.0E－5, －1.0E－6×LPOBJ）
　　　　　　 LPOBJ :  変数に対する整数条件が緩和された線形計画問題の最適解における評価
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関数値。
以下，これらの設定に基づく計算手続きを標準手続きと呼ぶ。
3.2　近似計算手続き
標準手続きに対して，近似計算手続きの計算戦略は次の通りである。
（1）　ノードの選択
　・標準手続きと同様。
（2）　分枝変数の選択
　・優先順位を指定する。
　・ その優先順位は順に，（1）段取り替えの回数を表す変数 Xtn i( )，（2）生産および引き取りの初期
指示量 U n i0 ( )，V n i0 ( )，（3）実際の生産量および引き取り量 Ptn i( )，dtn i( ) とする。
　 　なおトヨタ生産方式においては段取り替え作業の取扱いが一つの要点（9）となるが，この段取り
替えに関わる変数を優先的に分枝させるという優先順位の導入が，本研究で採用している近似計
算手続きの特徴となっていることがこれまで行った数値計算においても明らかになっている（10）。
（3）　ノード棄却の判定基準値
　・次の式（25）で示される値をノード棄却の判定基準値として設定する。
　　CUTOFF = IPOBJ / （1 + α） （25）
　　ここで，　CUTOFF : ノード棄却の判定基準値
　　　　　　 IPOBJ : その時点での最良整数解における評価関数値
　　　　　　 α : 下限値（最小化問題の場合）からの相対誤差
  　（例えば α =0.01）。
ここで示した近似計算手続きは，下限値を基準とした相対誤差に基づいた計算手続きである。つま
り少ない計算量で相対誤差がある値 α 以内であることを保証する近似最適解が得られる。以下，これ
らの設定に基づく近似計算手続きを単に近似手続きと呼ぶ。切除平面の生成も含めた近似手続きの枠
組み（最小化問題の場合）を図 2に示す。
次節では，著者らがこれまで使用してきた数理計画ソフトウェアにおけるモデルと計算手続きの記
述に関する変遷を，（1）1970年代から 1980年代において用いられていた汎用数理計画ソフトウェア，
（2） 1990年代以降日本でも入手可能となったモデル記述言語，そして（3） 2000年代以降新たな進展が
みられるモデリングシステムの順に述べる。なお計算手続きの記述については，本項の近似手続きの
実現方法という観点から述べることとする。
4.　モデルと計算手続きの記述
4.1　汎用数理計画ソフトウェアにおける記述
本項では，主に 1970年代から 1980年代において用いられていた汎用数理計画ソフトウェアMPS（こ
れ以降，MPSという言葉は汎用数理計画ソフトウェアを意味しているものとする）におけるモデルお
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よび計算手続きの記述について述べる（11）。
汎用数理計画ソフトウェアMPSにおいては，一般には対象とするモデルを記述する環境は用意さ
れておらず，入力データとしてMPSフォーマットといわれる業界標準の形式が要求されていた（12）。
ここでは以下に示す生産計画問題を用いてMPSフォーマットの簡単な例を示す［43］。
＜生産計画問題＞
ある工場では 3種類の製品 P1，P2，P3を生産しており，おのおの製品を製造するために 2種類の原
料M1，M2が必要である。これらの製品に対する生産計画を作成するにあたり，次のようなことがわかっ
ている。
（1）　製品 P1 を 1 kg生産するためには，原料M1が 1 kg，M2が 1 kg必要である。
　　 製品 P2 を 1 kg生産するためには，原料M1が 1 kg，M2が 3 kg必要である。
　　 製品 P3 を 1 kg生産するためには，原料M1が 4 kg，M2が 5 kg必要である。
（2）　工場の倉庫に在庫として，原料M1を 9 kg，M2を 10 kg持っている。
（3）　 製品 P1を 1 kg生産すれば 1万円，製品 P2 を 1 kg生産すれば 2万円，製品 P3 を 1 k生産すれ
ば 3万円の利益が見込まれる。
このような条件のもとで利益を最大にするには，製品 P1，P2，P3をどれだけ製造すればよいかを決
定したい。
製品 P1，P2，P3 の生産量をそれぞれ x，y，z kgとして，この生産計画問題を定式化すると，次のよ
うになる。
　　最大化　　x + 2y + 3z （26）
　　制約条件　x + y + 4z ≦ 9 （27）
　　　　　　　x + 3y + 5z ≦ 10 （28）
　　　　　　　x，y，z ≧ 0 （29）
上述の＜生産計画問題＞では，MPSフォーマットのデータ形式は例えば図 3に示す形式のものとな
図 2　近似手続きの枠組み
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る。なお（1）PROFIT，CAP1，CAP2は式（26）～（28）に対応する行名，（2）X，Y，Zは変数 x，y，
zに対応する列名，そして（3）RHSは式（27），（28）の右辺ベクトルに対応する右辺名を表している。
MPSフォーマットは業界標準のデータ形式であるため（現在でも標準形式して使うことができる）数
理計画ソフトウェア間のデータ互換性をほぼ保証するものである。しかしながら，モデルとデータが
分離されず，変数毎つまり列単位でそのまま記載されたデータ形式であるため，モデル作成者は入力
データの作成に困難をきたすこととなる。使用する数理計画ソフトウェアに，MPSフォーマットの入
力データを生成する何らかの機能がない場合，例えば著者らが過去に経験した整数変数 210，制約条
件 355程度の整数計画問題の数値実験では，約 2,200 行のMPSフォーマットの入力データファイルを
手作業で作成していた。また用いる原データが変更となった場合，その都度該当箇所を探索し変更す
る作業が必要となる。
一方，次項で述べるモデル記述言語を用いた場合，定式化した数式モデルに近い表現の記述をする
のみで短時間の内に，使用する数理計画ソフトウェアが要求するMPSフォーマット準拠の入力デー
タを作成することができる。しかも原データが変更となった場合，基本的には作成したモデル記述は
何ら変更することなく，該当の原データを変更するのみで新たな入力データの作成を行うことができ，
モデル作成者とコンピュータを結び付けるインターフェースの改善が図られている。
次に，汎用数理計画ソフトウェアMPSにおいて 3.2項で述べた近似手続きを実現する計算手続きの
記述について述べる。汎用数理計画ソフトウェアMPSを用いて近似手続きを実現するための解法シ
ステムの枠組みは図 4に示す通りである。処理全体の制御は，計算機システムのオペレーティングシ
ステム（OS ; Operating System）でのジョブ制御言語（JCL ; Job Control Language）の記述により行われ，
近似手続きの制御はMPSでの手続き制御言語の記述に従い行われる（13）。図 4において入力データファ
イルの内，マトリックスとあるのは定式化された整数計画問題における係数マトリックス等に対応す
るデータファイルを意味しており，優先順位データとあるのは近似手続きで用いた分枝変数の選択の
ための優先順位に対応するデータファイルのことである。既に本項で述べたように汎用数理計画ソフ
図 3　MPSフォーマットの例
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トウェアMPSでは，このデータファイルの形式としてMPSフォーマットのデータ形式が要求される。
実際に著者らが使用した汎用数理計画ソフトウェアMPS［32］におけるMPS手続き制御言語によ
る近似手続きの記述を図 5に示す。なお図 5の見方は記述順に示すと次の通り。
（1）　PROGRAM
　　 MPS手続き制御言語による記述の始まりを示す。
（2）　TITLE
　　 標準出力ファイルの各ページの先頭に書き出される見出しを指定する。
　　 図 5の例では，*** BASIC MODEL ***と指定されている。
（3）　CALL  ATTACH
　　 ATTACH手続きは使用するファイルの定義を行う。図 5での例は以下の通り。
　　・内部ファイル名 : MP01
　　　入力データファイルを内部処理用の形式に変換した問題ファイルを定義する。
　　・内部ファイル名 : MP02
　　　係数マトリックス等に対応する入力データファイルを定義する。
（4）　ADATA，APBNAME
　　  解く問題および問題データの名前を指定する。図 5の例では BASICという名前が指定されて
いる。
（5）　CALL  CONVERT
　　  CONVERT手続きは内部ファイル名MP02のファイルから入力データを受け取り，内部処理用
の形式に変換し，そのファイルに指定された名前（BASIC）を付けて，問題ファイルとして
登録する。
（6）　CALL  SETUP
　　 SETUP手続きは計算および計算結果の出力に必要な初期設定を行う。
図 4　MPSにおける解法システムの枠組み
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　　  なお図 5の例ではパラメータで最小化問題であること（MIN），制約式に上下限制があること
（RANGE）および変数に上下限制約があること（BOUND）が指定されている。
（7）　APBJ，ARHS
　　 評価関数の行名，右辺ベクトルの列名を指定する。
（8）　CALL  PRIMAL
　　 PRIMAL手続きは改訂シンプレックス法の計算手続きを実行し最適解を求める。
（9）　CALL  SOLUTION
　　 SOLUTION手続きは計算により得られた解を出力する。
（10）　CALL  RESET
　　 RESET手続きはMPSの計算手続きの制御パラメータである CR変数の値を，初期値に戻す。
図 5　MPS手続き制御言語による近似手続きの記述例
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（11）　IMXSW3
　　 分枝限定法の計算手続きにおける探索方法の設定に関わる CR変数の一つ。
　　  なお図 5の例では値 0を指定し，「ノード選択については，1回目の整数解到達までは奥行き
優先則，それ以降は下界値優先則と奥行き優先則の折衷規則」という設定を行っている。
（12）　文番号 3の処理
　　 分枝限定法により整数解が得られ，解の出力要求があった時の手続きを指定している。
　 ・ITIME
　　  時間制限による割り込み処理を起こすまでの時間を秒単位で指定する CR変数。図 5の例では
値 0を指定し，整数解が一つでも求まれば，これ以降は時間制限による何らかの割り込み処
理は発生させないことを指定している。
　 ・CALL  SOLUTION
　　 現在の解を出力する。
　 ・FMXDROP
　　 分枝限定法の計算手続きにおける探索方法の設定に関わる CR変数の一つ。
　　  図 5の例では，「ノード棄却の判定基準値については得られた最良整数解（暫定解）の評価関
数値よりやや良い値，つまり近似最適整数解を求める」という近似手続きの設定を行ってい
る（3.2項，特に 式（25）を参照）。
（13）　文番号 13の処理
　　  分枝限定法の計算手続きの過程で生成されるノード情報を蓄積するファイルがあふれた時あ
るいは時間制限により，割り込み処理が発生した時の手続きを指定している。
　 ・ASAVNAM
　　 MPSのリスタート情報の名前を指定する。
　 ・CALL  SAVE
　　 SAVE手続きはMPSのリスタート情報を保存する。
　 ・CALL  MIXSTATS
　　 MIXSTATS手続きは分枝限定法による整数解探索の現在の状態を出力する。
（14）　文番号 14の処理
　 ・KSOLTN
　　 解を出力する時に発生する割り込みに関わる CR変数。
　　  分枝限定法の計算手続き（具体的には，後述のMIXFLOW手続き）では，整数解が得られる
毎に解を出力させるための割り込みが発生し，MPSの手続きが KSOLTNで指定された飛び先
へ移動する。図 5の例では，文番号 3が指定されている。
　 ・KMXOVFL
　　  分枝限定法の計算手続きの過程で生成されるノード情報を蓄積するファイルがあふれた時に
発生する割り込みに関わる CR変数。
　　  MPSの手続きは KMXOVFLで指定された飛び先へ移動する。図 5の例では，文番号 13が指
定されている。
　 ・KTIME
　　  時間制限による割り込みに関わる CR変数。CR変数 ITIMEで指定された時間が経過した時の
MPSの手続きの飛び先が指定されている。図 5の例では，文番号 13が指定されている。
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（15）　CALL  ATTACH
　　 ATTACH手続きは使用するファイルの定義を行う。ここでの例は以下の通り。
　 ・内部ファイル名 : MP03
　　 分枝変数の選択のための優先順位データに対応する入力データファイルを定義する。
（16）　CALL  MIXSTART
　　  MIXSTART手続きは分枝限定法で整数解を求めるのに必要な初期設定を行う。なお，図 5の
例ではパラメータ（ORDER）で「分枝変数の選択については優先順位データ順」という近似
手続きの設定を行っている（3.2項参照）。
（17）　ILOGP
　　  反復情報の出力頻度を表す CR変数。値 0は反復情報を出力しない，値 1は反復毎に出力を行
うことを意味している。
（18）　ITIME
　　  （12）で述べた通り，時間制限による割り込み処理を起こすまでの時間を秒単位で指定する
CR変数。ここの例では値 300とし，300秒経過しても整数解が一つも得られない場合，割り
込みを発生させ CR変数 KTIMEが指定している飛び先へ手続きを移動させる措置を取ってい
る。なお（12）で述べた通り，整数解が一つでも得られれば，この値は 0に指定され時間制
限による割り込み処理は発生させない措置を取っている。
（19）　CALL  MIXFLOW
　　 MIXFLOW手続きが分枝限定法の計算手続きを実行する。
（20）　STOP
　　 MPS手続きの実行を終了する。
（21）　END
　　 MPS手続き制御言語による記述の終わりを示す。
汎用数理計画ソフトウェアMPSにおいては，入力データとしてMPSフォーマットといわれる業界
標準の形式が要求されるため，モデル作成者とコンピュータを結び付けるインターフェース環境は未
整備の状況である。その一方で計算手続きの記述については，図 5で示されているようにMPS手続
き制御言語によって比較的簡潔に近似手続きが実現しているといえよう。この点において興味深いの
は，4.3項で述べるモデリングシステムにおける近似手続きの実現方法と似通った計算手続きの記述
によって解法システムが構成されているということである。
4.2　モデル記述言語における記述
前項で述べたように汎用数理計画ソフトウェアでは，一般に入力データ形式としてMPSフォーマッ
トに準拠した特別な形式が要求される。2節で示した引っ張り型生産指示方式の数理計画モデルのよ
うに，数式モデルは制約式の形つまり行単位で表現される。一方MPSフォーマットにおいては，モ
デルは変数毎つまり列単位で表現される。従って，実用規模の問題を実際に解こうとする場合，数式
モデルから数理計画ソフトウェアへの入力データを生成する過程に関わる計算環境の改善が大きな課
題となる。
この課題に対して，1970年代末以降，数式モデルに近い表現で数理計画ソフトウェアへの入力デー
タとなるマトリックスファイルを生成する試みがなされており，モデル記述言語と呼ばれるソフト
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ウェアが各種開発されている。モデル記述言語の利点は，（1）実際に定式化された数式モデルに近い
表現でモデルを記述しているため，モデルの修正に対し柔軟に対応できる。（2）モデルとデータがほ
ぼ完全に分離されているため，モデルの構造に変更がない限り入力データを変更するだけで簡単に新
たなマトリックスファイルを生成することができ，使用するデータの変更に対し柔軟に対応できる点
にある。つまり，モデル記述言語の意義は数理計画ソフトウェアの入力データ形式の標準といえる
MPSフォーマットを直接には意識せずにモデルを取り扱うことができるという点にある（14）。以下，モ
デル記述言語 mp-model（本研究で使用した数理計画ソフトウェアのモジュール名であるが，これ以降
mp-modelはモデル記述言語を意味しているものとする）によるモデルの記述および近似手続きの実現
方法について述べる。
モデルを記述する
モデル記述言語mp-modelでは，まず TABLESセクションで問題の入力データとなるパラメータ部
分の記述を行った後，DISKDATAセクションで外部ファイルを読み込み，TABLESセクションで定義
したテーブルにデータを格納する。例えば以下のような記述を行う。
TABLES 
 SK（N） ! Set of indices representing whether or not
 ! the production process of the stage
 ! requires setup 
 !!! SK（n） = 1, if stage n requires setup
 !!! SK（n） = 0, if stage n does not require setup
 SN（N） ! Set of the immediately succeeding stage
 DM（T, M） ! Demand for final products
 W（N, T） ! Production capacity 
 a（N, M） ! Processing time per unit 
 S（N, M） ! Setup time   
 L（N, M） ! Size of sublot 
 I0（N, M） ! Initial inventory quantity  
 ! at succeeding inventory points
 B0（N, M）      ! Initial inventory quantity 
                    ! at on-hand inventory points 
 SI（N, T, M） ! Inventory level at the end of each period
 SB（N, T, M） ! On-hand inventory level at the end of each period
 e（N, M）        ! Bill of materials
DISKDATA 
 SK = ask.dat  ! Files for input data
 SN = asn.dat  
 DM = adm.dat  
 W = aw.dat   
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 a = aa.dat   
 S = as.dat  
 L = al.dat  
 I0 = ai0.dat  
 B0 = ab0.dat  
 SI = asi.dat  
 SB = asb.dat  
 e = ae.dat   
次に CONSTRAINTSセクションで，評価関数と制約条件の記述を行う。計画期間中の各工程，各品
目の補充目標在庫水準の総和を意味する評価関数式（1）は，次のように記述される。なおここでは
定数項部分（初期在庫量および仕掛量）を消去している。また式（30）の最後の記号 $は，この式が
目的関数であることを示している。
CONSTRAINTS
! Objective function（1）  
OBJ1 : sum（n = 1 : N, i = 1 : M） U0（i, n） + sum（n = 1 : N, i = 1 : M） V0（i, n）$ （30）
次に制約条件の記述であるが，例えば生産能力による生産量制約を表す式（12）は以下のように記
述される。なお2行目に示されているのは，工程nが段取り変え作業の考慮が必要のない工程であれば，
この制約を生成しなさいという条件付きの制約生成を表現している。なお記号&は，以下に記述が継
続することを示している。
! Constraints （12） 
C12（n = 1 : N, t = 1 : T | SK（n）.EQ.0）: &
sum（i = 1 : M） a（n, i） * P（i, t, n） < W（n, t） （31）
モデル記述言語 mp-modelの記述は，通常解くべき問題の記述が完了したことを示すとともに，実
際に問題を解くソルバーである最適化モジュールmp-opt （mp-modelと同様，これ以降，mp-optは最適
化モジュールを意味しているものとする）への入力データであるマトリックスファイルの生成を宣言
するGENERATEセクションで終わる。
　　GENERATE （32）
上記に示したように，mp-model では数式モデルに近い表現でモデルの記述を行うことができ，これ
によって最適化モジュールmp-optの入力データであるマトリックスファイルの生成を行うことが出
来る。
計算手続きを記述する
次に，モデル記述言語を持つ数理計画ソフトウェアにおいて 3.2項で述べた近似手続きを実現する
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計算手続きの記述について述べる。モデル記述言語を用いて近似手続きを実現するための解法システ
ムの枠組みは図 6に示す通りである（15）。
なお，図 6の中で示されているファイルの生成にある優先順位データとは，3.2項で述べた分枝変
数の選択における優先順位を指定するファイルのことであり，mp-modelでは以下のように記述する。
　　DIRECTIVES 
　　 X（i=1 : M, t=1 : T, n=1 : N | SK（n）.EQ.1）.PR.100 （33）
　　 V0（i=1 : M, n=1 : N）.PR.200
　　 U0（i=1 : M, n=1 : N）.PR.200
なお，優先順位のデフォルト値は 500であり，この値が小さい程分枝の優先度は高い。従って，（1）
段取り替えの回数を表す変数の優先順位 : 100，（2）生産および引き取りの初期指示量を表す変数の
優先順位 : 200，（3）実際の生産量および引き取り量を表す変数の優先順位 : 500（デフォルト値） と
した。
図 6で示されている近似手続きはモデル記述言語 mp-modelが持っている最適解の後処理解析機
能（16）とオペレーティングシステム（OS）上のシェルスクリプト（17）による計算手順の制御  によって
実現した計算手続きである。以下では，近似手続きにおける mp-modelの最適解の後処理解析機能の
役割とシェルスクリプトで制御する計算手順について述べる。なおこれ以降，線形計画法の手続きを
LP手続き，線形計画問題を単に LPと表現する。また同様に，分枝限定法の手続きを IP手続き，整
数計画問題を単に IPと表現する。
（1）　mp-model の最適解の後処理解析機能の役割
　（a）　LP手続きと IP手続きの区分 : フラグを用いて分岐する
図 6　モデル記述言語における解法システムの枠組み
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　（b）　手続きの終了判定
　　 :  IP手続きで，（1）近似最適解が得られた場合，（2）整数解が存在しない場合，または（3） 
LP解が同時に整数解となっていた場合，手続き終了フラグを設定する。
　（c）　ノード棄却の判定基準値の設定
　　 :  : IP手続きで整数解が改善され手続きの継続が可能な場合，ノード棄却の判定基準値
CUTOFFを更新・設定し，ファイルに出力する（3.2項で述べた式（25）参照）。
以上の役割をモデル記述言語mp-model を用いて，GENERATEセクションの後に記述する。
（2）　近似手続きの計算手順
　（a）　 手順 1 : mp-modelでmp-optの入力データとなるマトリックスファイルおよび分枝変数の選
択のために優先順位データファイルを生成し，手順 2へ。
　（b）　手順 2 : mp-optで LP解を求め基底情報を保存しておく。
　　　 ここで，LP解があれば手順 3へ。
　　　　　　　  LP解がなければ手続きを終了する。
　（c）　手順 3 :  近似手続きの計算戦略に従い，mp-opt で IPの初期解を探索し解情報を保存 
した後，手順 4へ。
　（d）　手順 4 : mp-model が設定した手続き終了フラグにより手続きの終了判定を行う。
　　　　　　　ここで，終了判定の場合は手続きを終了する。
　　　　　　　　　　　手続き継続の場合は CUTOFF を更新し，手順 5へ。
　　　　　　　なお，手続き終了のケースは次の通り。
　　　　　　　　　ケース 1 :  近似最適解が得られた。つまり最新の CUTOFF で枝の探索を完了し
近似最適判定ができた場合。
　　　　　　　　　ケース 2 : 整数解は存在しない場合。
　　　　　　　　　ケース 3 : LP解が同時に整数解となっていた場合。
　（e）　手順 5 :  前回の mp-optの解情報を回復し，mp-model が更新・設定している CUTOFFを用いて，
mp-opt で整数解を探索し解情報を保存した後，手順 4へ。
モデル記述言語による解法システムは，モデル記述言語mp-modelと最適化モジュールmp-optとの
連携により，（1）定式化された問題を解くための計算量の削減および（2）数式モデルの計算機への
入力，モデルとデータの分離等の計算環境の改善に対する解決が図られている。しかしながら，図 6
に示すようにその解法システムの枠組みを実現するためには，スクリプト環境など何らかの形で処理
全体を制御する仕組みが別途必要となっている。 近年このモデル記述言語が大きな進展を見せている。
その先進性を表すためにモデル記述言語に代わり，新たな進展をみせたソフトウェアに対してはモデ
リングシステムという言葉が用いられている。その特徴を簡潔に表現するとすれば，モデルの記述
（Model Describing）と計算手続きの記述（Procedure Describing）を一つの環境で実現しているというこ
とができる。つまりモデリングシステムでは，対象とするモデルを記述しながら，それと同時に図 2
で示される近似手続きを記述することができるのである。
4.3　モデリングシステムにおける記述
Kallrath［78］は，従来のモデル記述言語の役割である最適化モジュールへの入力データとなるマト
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リックスファイルの生成に加え，モデリングシステムには，例えば求解プロセスを支援する以下のよ
うな仕組みが備わっているとしている。
（1）　最適化モジュールへのコマンド発行による解法の指示
（2）　実行不可能性の解析
（3）　解結果のモデルへのフィードバックとその後の手順の指示
（4）　分枝限定 Treeおよびマトリックスファイルの表示
以下，本項では 2節で提示した引っ張り型生産指示方式の数理計画モデルを対象として，代表的な
モデリングシステムの一つである FICO Xpressの Xpress-Mosel［68］（これ以降，Moselはモデリング
システムを意味しているものとする）を用いたアプローチを示す。なおMoselによるモデルの記述方
法の詳細は以下に示すように，モデル記述言語mp-modelにおける記述方法と異なるが，モデル記述
機能そのものはmp-modelの機能を継承している。このため，以下ではモデル記述の後，どのようにノー
ド棄却の判定基準値を設定し近似手続きを実現しているかについて述べる。
なお，前項においてmp-modelによる記述例で示した生産能力による生産量制約を表す式（12）を
モデリングシステムMoselで記述すると以下のようになる。 
　　! Constraints （12） 
 forall （n in 1..N, t in 1..T | SK（n）=0） 
 C12（n, t）:= sum（i in 1..M）a（n, i） * P（i, t, n） < = W（n, t） （34）
Moselでは，図 2で示されている近似手続きのうちノード棄却の判定基準値の設定については以下
のように記述する。
 procedure setcutoff
 declarations
 ipobj : real
 cutoff : real
 cutoffnew : real
 end-declarations （35）
 ipobj := getparam（‘XPRS_mipobjval’）
 cutoff := getparam（‘XPRS_mipabscutoff’）
 cutoffnew := ipobj / （1 + ALPHA）
 setparam（‘ XPRS_mipabscutoff ‘, cutoffnew）
 end-procedure
これは 3.2項で述べたノード棄却の判定基準値の式（25）で示される値を設定するためのもので，
手続き名 setcutoff としてその手続き（procedure）が記述されている。式（25）に対応させるとパラメー
タ XPRS_mipobjval は整数解が得られた時点での評価関数値 IPOBJを，XPRS_mipabscutoff は Optimizer
に指示するノード棄却の判定基準値 CUTOFFを表している。なお ALPHAは相対誤差 α に対応してお
り，その値はモデル記述の最初の段階で設定しておけばよい（例えば 0.01に設定）。
また getparamおよび setparamは，Optimizerからその時点でのあるパラメータの値を受け取る（get-
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param）あるいはパラメータを設定し Optimizerへ与える（setparam）役割を果たすものである。Moselは，
このようにパラメータの受け渡しを行うことで Optimizerに対して細かな求解指示を与えることがで
きる。
これらの記述の後，Mosel は以下のようなコマンドを発行しソルバーである Optimizerに求解の指示
を与える。式（36）は callback機能といわれるもので，整数解が得られた時点で求解を一時停止し，
式（35）で示した procedure setcutoff の手続きを実行した後，求解を再開せよという指示を表している。
また式（37）の 3行目は，計算時間が 600秒を経過した時点で計算を打ち切れという指示に相当する。
最後の式（38）は，モデルの記述部分でMoselの指示によってファイル名 exdircut.dir に保存されてい
る分枝変数の選択に関わる優先順位情報を読み取り，評価関数を OBJ1 とする整数計画問題の最小化
（minimize）を実行せよという Optimizer への指示を表している。
　　setcallback （XPRS_CB_INTSOL, ‘ setcutoff ‘） （36）
　　setparam （‘XPRS_loadnames’, true）
　　setparam （‘XPRS_verbose’, true） （37）
　　setparam （‘XPRS_maxtime’, －600）
　　loadprob （OBJ1）
　　readdirs （‘exdircut.dir’） （38）
　　minimize （OBJ1）
図 7　モデリングシステムにおける解法システムの枠組み
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図 7にモデリングシステムMosel を用いた解法システムの枠組みを示す。これまでのモデル記述言
語を用いた場合と異なり，モデリングシステムが処理全体の制御を行っており，モデル記述によるマ
トリックスファイルの生成のみならずソルバーに対してモデルの解き方を指示する形式となってい
る。具体的にはソルバーとのインターフェースの働きをするmmxprsといわれるモジュールを介して
ソルバーを制御している。上述の setcallback, readdirs および minimize などのコマンドも全てそのモ
ジュールを介して Optimizerへ伝達されている。
なお本研究で使用している数理計画ソフトウェア FICO Xpressでは，モデルの記述（Model Descri-
bing）と計算手続きの記述（Procedure Describing）を一つの画面上で行う Xpress-IVEといわれる統合環
境が提供されている。この統合環境も広い意味でのモデリングシステムの機能といえ，数理計画ソフ
トウェアのインターフェースの改善が進展している証ともいえる。
5.　ま　と　め
本稿では，整数計画問題に定式化される引っ張り型生産指示方式の数理計画モデルを対象として，
数理計画ソフトウェアにおけるモデルと計算手続きの記述に関する変遷を概観するとともに，それら
の課題について述べた。まず汎用数理計画ソフトウェアMPSを用いて，短い計算時間で近似最適解
を求めるための計算手続きの記述について述べた。次にユーザインターフェースの改善の観点から
1970年代末以降開発が進められ，1990年代以降日本国内においても入手が容易になってきたモデル
記述言語を用いたモデルの記述と近似手続きの実現方法を示した。汎用数理計画ソフトウェアはMPS
手続き制御言語といわれる制御言語を備えており，本研究で用いたモデル記述言語を持った数理計画
ソフトウェアと比較した場合，ソルバー単体の機能に限れば，汎用数理計画ソフトウェアが提供する
機能の方が充実したものといえる。図 5で示したように近似計算手続きが非常に簡明な記述で実現さ
れている。ジョブ制御言語および手続き制御言語に関わる十分な知識が前提となるが，汎用数理計画
ソフトウェアを用いて反復的目標計画法の計算手続きを実現した研究事例もある（18）。一方，モデル記
述言語を持った数理計画ソフトウェアにおいては，いわばソルバーの簡素な機能をモデル記述言語の
豊富な記述力で補っているといった感がある。4.2項で示した計算手続きはモデル記述言語が持って
いる最適解の後処理解析機能およびその記述力によって実現できたものである。本稿で示したものは
一つの事例であるが，数理計画ソフトウェアとしてモデル記述言語が持っている記述力およびその柔
軟性には様々な利用可能性があるものと考えられ，数理計画法によるモデリングにおいてスプレッド
シートと同様に，モデル記述言語の今後の動向は注目すべきものである。このモデル記述言語が 2000
年代以降大きな進展を見せている。その先進性を表すためにモデル記述言語に代わり，新たな進展を
みせたソフトウェアに対してモデリングシステムという言葉が用いられている。4.3項においてこの
モデリングシステムを用いた計算手続きの記述について述べた。その特徴を簡潔に表現するとすれば，
モデルの記述（Model Describing）と計算手続きの記述（Procedure Describing）を一つの環境で実現して
いるということができる。モデリングシステムを含め近年の数理計画ソフトウェアは，「モデルを記
述しながら整数計画問題を早く解く」環境を提供しつつある。
数理計画法によるモデリングにおいて，チューニング機能も含めソルバー単体における求解性能の
向上はもちろん重要であるが，本稿で示したモデリングシステムの活用も含め，問題解決に対して適
切かつ有効なアプローチを実現するためには，モデルとデータの入力，解結果のフィードバックとそ
の後の手順の指示および計算結果レポートの出力などを含めた問題解決のための体系的なシステムの
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提供が今後より重要である。従って，本研究で主に使用してきた FICO Xpressと同様，今後 Gurobi 
Optimizer［73］など他の数理計画ソフトウェアを用いる場合においても，モデル記述言語，モデリン
グシステムおよび各種ツールなどとの連携についての検証も，引き続き実施していきたいと考えてい
る。
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（10） 本研究で提案している近似計算手続きの特徴については渡辺［43］-［48］，Watanabe-Hiraki［94］，［95］
において詳細な数値検証を加えている。
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（11） 汎用数理計画ソフトウェアMPSについては，反町編［40］，反町他［41］などを参照するとよい。また著
者らが数値計算で実際に使用したMPSについては，日本電気［32］ を参照。
（12） MPSフォーマットについては，前田［26］，反町編［40］，渡辺［43］およびWilliams［96］などを参照
するとよい。また Linear Programming FAQのホームページ［83］上にもMPSフォーマットについての解
説がある。
（13） オペレーティングシステム（OS），ジョブ制御言語（JCL）については，阿江［1］，浦-市川編［42］など
を参照するとよい。また実際に使用したMPSでの JCLおよび手続き制御言語の詳細については日本電気
［32］を参照。 
（14） モデル記述言語の詳細については前田［26］，渡辺［43］，Kallrath（ed.）［78］，［79］，Sharda-Rampal［91］
およびWilliams［96］などを参照するとよい。また Linear Programming FAQのホームページ［83］上にも
モデル記述言語についての解説がある。
（15） モデル記述言語における解くべき整数計画問題に対する計算手続きの記述の詳細については，渡辺［43］，
［44］，渡辺-錦織-平木［51］ ，渡辺-宇佐美［52］ ，Watanabe［93］を参照。
（16） 使用したモデル記述言語 mp-modelが持っている最適解の後処理解析機能の手続き上の概要は以下の通
り。なお詳細については Dash Associates［67］，渡辺［43］を参照。
　　　・モデル記述の終了を示す GENERATEセクション以降にさらに記述があると，mp-model は自動的にモ
デルの状態を，問題名に拡張子 .svm を付けたファイルに保存する。最適化モジュール mp-opt で最適化を
した後，mp-modelを再び実行し，ここで restoreコマンドを発行すると mp-optで得た最適解の情報を読
み込むことができる状態となる。ここでさらに inputコマンドを発行すると GENERATEセクション以降
に記述されている文が実行される。
（17） シェルスクリプトを含めた UNIX全般については，例えば林［10］，鬼頭［19］などを参照。
（18） 汎用数理計画ソフトウェア上の手続き制御言語を用いて反復的目標計画法の計算手続きを記述した例とし
ては，例えば Crowder-Sposito［66］，Ignizio-Perlis［75］，Markland-Vickery［85］などを参照するとよい。
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