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1. introduction
1) Un signal transmis dans un canal (à travers l'atmosphère, un
cable ou tout autre support) arrive à l'utilisateur après avoir subi
certaines transformations. Le modèle le plus simple consiste à
considérer qu'il a subi une transformation linéaire et qu'il arrive
mélangé à un bruit dû au milieu traversé. Le récepteur traite le
processus reçu. Dans le cas d'un traitement numérique, il procè-
de à un échantillonnage et une quantification, puis utilise un
algorithme adapté. On négligera l'erreur due à la quantification
pour n'étudier que les problèmes d'échantillonnage, et unique-
ment dans le cas périodique (ou « uniforme »). On sait que la
période d'échantillonnage doit être adaptée à l'occupation spec-
trale du signal. Plus elle est faible, et plus la reconstruction du
signal pourra être améliorée. En même temps, la masse de don-
nées à traiter augmente, ce qui fait qu'il y a un compromis à
rechercher entre précision d'estimation et complexité de calcul.
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Le point de vue adopté dans cet article est celui du « filtrage de
Wiener » dans le cadre aléatoire stationnaire. Il s'agit de mini-
miser la distance quadratique moyenne entre le signal et sa
meilleure estimation (linéaire). La solution, dans la situation que
l'on vient de décrire, est dans la conscience collective, et peut se
trouver par exemple dans [15] (chap. 6) et [14] (chap. 14), sous
des formes approchées.
Une manière d'améliorer l'estimation consiste à éliminer le bruit
qui est en dehors de la bande de fréquence du signal, avant
échantillonnage, à l'aide d'un filtrage sélectif. Cette opération est
intuitivement bénéfique, largement pratiquée (et pour d'autres
motifs éventuellement, comme la séparation de sources), et
l'amélioration est facile à calculer. Mais rien ne dit qu'elle est
optimale. Le but de cet article est donc de rechercher le filtre
linéaire à utiliser avant un échantillonnage périodique, de façon
à minimiser l'erreur d'estimation d'un signal.
2) Supposons que A ={A (t) ,t ∈ R} est un « signal » noyé
dans un « bruit » B = {B (t) ,t ∈ R} . La somme Z = A + B
étant observée à des instants périodiques (par exemple les
entiers), on cherche à estimer linéairement A (n), pour chaque
n ∈ Z. Le fait de prendre une période d'échantillonnage égale 
à 1 ne nuit pas à la généralité du propos, mais simplifie les nota-
tions. Dans le contexte stationnaire non corrélé, la meilleure
interpolation A˜ (n) de A (n) est le résultat du filtrage (numé-
rique) de la suite Z′ = {Z (n) ,n ∈ Z} dans le filtre de gain
H (ω) =
[
s ′A
s ′A + s ′B
]
(ω)
s ′A (ω) et s
′
B (ω) sont les « spectres repliés » définis par
s ′A (ω) =
∑
k∈Z sA (ω + 2kπ) s ′B (ω) =
∑
k∈Z sB (ω + 2kπ)
lorsque l'on suppose l'existence de densités spectrales de puis-
sance sA (ω) et sB (ω) définies par :{
E [A (t) A∗ (t − τ)] = ∫ ∞−∞ eiωτ sA (ω) dω
E [B (t) B∗ (t − τ)] = ∫ ∞−∞ eiωτ sB (ω) dω. (1)
L'erreur d'interpolation est définie par
σ 2 = E
[∣∣A (n) − A˜ (n)∣∣2] = ∫ π−π [ s ′As ′Bs ′A + s ′B
]
(ω) dω.
Les expressions de H (ω) et de σ 2 données ci-dessus sont des
cas particuliers de l'appendice 1. Il est évident qu'un préfiltrage
(analogique) de Z avant échantillonnage peut réduire σ, et cette
opération est couramment effectuée dans la réalité. Par exemple,
si {
sA (ω) = 1,ω ∈ (−π,π)
sB (ω) = 2/3,ω ∈ (−2π,2π)
et 0 ailleurs, un filtrage passe-bande de Z sur (−π,π), qui éli-
mine une partie du bruit, assure un gain de 30 % (σ 2 passe de
8π/7 à 4π/5). En effet, en l'absence de préfiltrage, le phéno-
mène de repliement fait que la valeur de la densité spectrale du
bruit (échantillonné) est égale à 4/3 sur (−π,π), alors qu'elle ne
vaut plus que 2/3 après le préfiltrage (qui supprime le replie-
ment). La figure 1 décrit les spectres équivalents du signal et du
bruit (échantillonnés) avec et sans le pré-filtrage.
Notons que cette opération est inutile si l'on observe Z sur R
tout entier et non seulement sur Z. Cet exemple est évidemment
caricatural, mais une opération supprimant une part importante
du bruit, même si elle détériore dans une faible mesure le signal,
peut être avantageuse, comme le montreront les exemples de la
section 3.
3) Comme expliqué au-dessus, la construction précédente
amène à poser la question suivante. Dans le cas de l'extraction
d'un signal A mélangé à un bruit B, quel filtrage faut-il effectuer
avant un échantillonnage périodique, pour espérer la meilleure
interpolation linéaire possible A˜ (t) de A (t) ,t ∈ R ?
Plus précisément, définissons le processus U = {U (t) ,t ∈ R}
par 
U (t) =
∫ ∞
−∞
f (u) Z (t − u) du,t ∈ R. (2)
f (t) est supposée suffisamment régulière, avec une transformée
de Fourier bornée F (ω) telle que 
F (ω) =
∫ ∞
−∞
f (u) e−iωudu. (3)
Maintenant, on extrait de U la suite d'échantillons
U′ = {U (n) ,n ∈ Z} telle que
{ U (n) = ∫ ∞−∞ f (u) Z (n − u) du
Z (t) = A (t) + B (t) .
(4)
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Figure 1. –  Spectres du signal échantillonné, du bruit sans et avec préfil-
trage.
Le problème étudié dans cet article est la recherche du f (t) (ou
du F (ω)) qui permet d'obtenir la meilleure estimation possible
A˜ (t) (au sens de la moyenne quadratique) du signal
A (t) ,t ∈ R, en utilisant la suite des observations U′.
La question posée est sans intérêt lorsque le processus Z est sans
repliement de spectre [13], c'est-à-dire lorsque, à ω fixé quel-
conque, au plus un seul des [sA + sB] (ω + 2kπ) ,k ∈ Z, est non
nul. Dans cette situation, l'estimation est indépendante de f (t),
dans la mesure où F (ω) ne s'annule pas sur le support spectral
de Z. Mais l'on sait d'autre part qu'un processus sans repliement
n'est pas réaliste.
Notons que le problème que l'on étudie ici est d'autant plus inté-
ressant que l'on ne dispose jamais dans la réalité des observa-
tions de Z (n) ,n ∈ Z, mais tout au plus d'un « moyennage »
autour des instants théoriques d'échantillonnage. Une telle opé-
ration, sous sa forme la plus simple, revient à prendre f (t)
constante autour de t = 0, et 0 ailleurs [4]. Donc, on peut consi-
dérer qu'un préfiltrage de Z existe dans tous les cas. Autant
l'adapter au mieux. Le cas où le temps de prise est aléatoire est
évoqué dans [8].
4) La suite U′ = {U (n) ,n ∈ Z} des échantillons, définie par
(4), peut être vue comme l'échantillonnage périodique idéal du
processus U = {U (t) ,t ∈ R}, lui-même résultat du filtrage de Z
dans le filtre de réponse impulsionnelle f (t) et de réponse (gain)
fréquentielle F (ω). La détermination de la meilleure interpola-
tion linéaire A˜ (t) de A (t) sur U′ est calculée dans l'appendice
1, ainsi que l'erreur d'estimation σt,F, en fonction de F,sA et sB,
où
σ 2t,F = E
[∣∣A (t) − A˜ (t)∣∣2] . 
Dans le cas où sZ = sA + sB est sujet au repliement (le seul cas
intéressant), σt,F dépend effectivement de t. Pour comparer vala-
blement deux filtres différents F1 et F2, il est préférable de tra-
vailler avec une mesure d'erreur indépendante de t. En effet, la
plupart du temps, l'on trouvera des valeurs de t telles que
σt,F1 < σt,F2 et d'autres valeurs de t pour lesquelles ce sera l'in-
égalité opposée.
C'est pour cette raison que l'on utilisera la quantité εF obtenue
en faisant une moyenne sur t de σt,F :
εF =
√∫ 1
0 σ
2
t,F dt . (5)
Il s'agit maintenant de déterminer F (ω) (ou la quantité équiva-
lente f (t)) qui rend εF minimum. εF s'exprime en fonction de
F (ω), sA (ω) ,sB (ω) (voir l'appendice 1) et la solution du pro-
blème s'écrit de manière simple. Cela sera exposé dans la sec-
tion 2 (et démontré dans l'appendice 2). La section 3 sera consa-
crée à l'étude d'exemples. Dans la section 4, on étudiera le cas
voisin d'un signal soumis à un changement d'horloge, ce qui est
la règle lorsque le temps de parcours est aléatoire.
2. la minimisation de εF
2.1. théorème
1) Soit l (ω) une fonction mesurable de (−π,π) dans Z vérifiant,
pour tout k ∈ Z :[
s2A
sA + sB
]
(ω + 2πl (ω)) 
[
s2A
sA + sB
]
(ω + 2πk) (6)
Alors, une réponse impulsionnelle f0 (t) qui minimise εF est
définie par
F0 (ω) = 1 si ω = l
(
ω
)
F0 (ω) = 0 si ω = l
(
ω
)
f0 (t) = 12π
∫ ∞
−∞
F0 (u) eiut du,t ∈ R,
(7)
où ω = 2πω + ω,ω ∈ Z,ω ∈ (−π,π) . ω et ω ont un rapport évi-
dent avec les parties entière et fractionnaire de ω (modulo 2π).
2) L'erreur εF0 et la meilleure interpolation linéaire A˜F0 (t) véri-
fient 
ε2F0=
∫ ∞
−∞
sA (ω) dω−
∫ π
−π
[
s2A
sA + sB
]
(ω + 2l (ω) π) dω
A˜F0 (t) =
∑
k∈Z a0 (t − k) U (k)
a0 (t)= 12π
∫ π
−π
[
sA
sA + sB
]
(ω + 2l (ω) π) eit(ω+2l(ω)π)dω.
(8)
3) L'erreur quadratique moyenne σt,F0 est indépendante de t, et
donc εF0 = σt,F0.
Les démonstrations sont données dans l'appendice 2.
2.2 remarques
1) l (ω) dépend des valeurs relatives de sA (ω) et sB (ω), et l'in-
équation (6) peut avoir plusieurs solutions, parce que c'est par
une inégalité large que l (ω) est définie.
2) Le processus optimal U , obtenu par filtrage de Z à travers le
filtre de gain F0 (ω) , est sans repliement par construction,
puisque, quelque soit ω, un seul des F0 (ω + 2kπ) ,k ∈ Z est
susceptible d'être non nul.
Cette suppression de repliement est adaptée aux spectres de puis-
sance respectifs sA (ω) et sB (ω). Elle précise une opération clas-
sique dans la pratique, qui consiste à supprimer le bruit qui
déborde des lobes principaux du signal.
3) La propriété précédente est encore vraie pour le produit de
F0 (ω) par n'importe quelle fonction. En conséquence,
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F (ω) = [F0] (ω) est aussi solution du problème, quand (ω)
est non nul sur le support de F0 (ω).
4) Le cas F (ω) = 1,ω ∈ R correspond à l'échantillonnage idéal
(U (n) = Z (n) ). Bien que cette situation ne rentre pas dans le
cadre utilisé ici (puisque f (t) n'existe pas au sens des fonc-
tions), il est naturel de comparer les erreurs dans ce cas (notées
σt,1 et ε1 ), l'erreur dans le cas optimum (σt,F0 = εF0), et les
erreurs dans des cas réalistes approchant l'échantillonnage idéal
(par exemple f (t) = 1/2δ sur (−δ,δ) et 0 ailleurs, comme dans
[4]).
5) En faisant sB ≡ 0 dans (6) et (8), on se ramène au cas parti-
culier étudié dans [10] de l'échantillonnage sans bruit. Dans
cette situation, on retiendra parmi les sA (ω + 2kπ) ,k ∈ Z ,
celui qui est prépondérant. Dans le cas où
infω∈(−π,π) sA (ω)  supω/∈(−π,π) sA (ω)
le préfiltrage F0 sera un filtre passe-bande idéal sur (−π,π), et
la formule d'interpolation optimale se réduit à la formule habi-
tuelle
A˜F0 (t) =
∑
k∈Z
sinπ (t − k)
π (t − k) Uk .
6) L'erreur ε2F0 peut s'écrire sous la forme
 ε
2
F0 =
∫
F0
[
sAsB
sA + sB
]
(ω) dω + ∫
F0
sA (ω) dω
F0 = {ω; F0 (ω) = 1} ,F0 = {ω; F0 (ω) = 0}
F0 est donc le « support » de F0 (ω) et F0 son complémentai-
re. On sait que la quantité∫ ∞
−∞
[
sAsB
sA + sB
]
(ω) dω
mesure l'erreur que l'on commet lorsque l'on estime linéairement
A (t) à partir de l'observation du processus Z (donc de toutes les
v.a Z (t) ,t ∈ R). Il s'ensuit que le surplus d'erreur amené par
l'échantillonnage (après le filtrage optimal) est égal à∫
F0
[
s2A
sA + sB
]
(ω) dω.
7) Le problème posé dans cet article consiste à déterminer la
meilleure suite U′ = {U (n) ,n ∈ Z} , celle qui permet d'obtenir
le meilleur estimateur A˜ (t) de A (t) de la forme (approximative)
A˜ (t) = ∑
k∈Z
ak (t) U (k) .
Comme décrit par exemple dans [6], [7], il est possible de trou-
ver de meilleurs estimateurs dans le cas où l'on admet un traite-
ment différent des parties réelle et imaginaire de U (n) (dans la
mesure où A est un processus complexe ou le devient par filtra-
ge).
8) Le problème de l'estimation de A (t) à partir de l'échantillon-
nage du processus Z défini par
Z (t) = F [A] (t) + B (t)
où F est un filtre linéaire invariant, n'est pas très différent. Ce
cas est étudié sous une forme particulière dans le paragraphe 4.
3. exemples
3.1. exemple 1
Les processus A et B sont caractérisés par les spectres
sA (ω) = 1 − α,ω ∈ (−π,π) ,
sA (ω) = α,ω ∈ (−2π,−π) ∪ (π,2π)
sB (ω) = β,ω ∈ (−2π,2π)
sA (ω) = sB (ω) = 0,ω /∈ (−2π,2π)
.
La valeur de sB (ω) n'est, de toute façon, pas prise en compte en
dehors de (−2π,2π), dans le cas de l'échantillonnage optimal.
En utilisant (6), on voit que le meilleur filtre correspond à une
suppression des lobes latéraux (pour α < 1/2), et du lobe cen-
tral (pour α > 1/2), et cela, quelle que soit la valeur de β. Par
exemple, si α < 1/2,l (ω) = 0 pour tout ω ∈ (−π,π) et :
F0 (ω) = 1,ω ∈ (−π,π) ,
F0 (ω) = 0,ω /∈ (−π,π) , f0 (t) = sinπ t
π t
ε2F0 = 2π
α (1 − α) + β
1 − α + β
A˜F0 (t) =
1 − α
1 − α + β
∑
k∈Z
sinπ (t − k)
π (t − k) U (k)
.
Le minimum εF0 doit être comparé avec ε1 (F ≡ 1 correspond
à l'échantillonnage idéal U (n) = Z (n) ). On obtient

σ 2t,1 =
4π
1 + 2β
[
β + 2α (1 − α) sin2π t]
ε21 =
4π
1 + 2β [β + α (1 − α)]
A˜1 (t) = 11 + 2β∑
k∈Z
[
(1 − 2α) sinπ (t − k)
π (t − k) +2α
sin2π (t − k)
2π (t − k)
]
Z (k)
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En conséquence, pour α < 1/2, le gain est donné par
ε1
εF0
=
√
1 + 1 − α
1 + 2β
quantité comprise entre 1 et 
√
2. La valeur maximale est appro-
chée pour les petites valeurs de α et β.
L'échantillonnage idéal F ≡ 1 n'est pas vraiment dans le cadre
de cet article car f (t) n'existe pas comme fonction. Ce cas peut
être approché par exemple par
gδ (t) = 12δ for t ∈ (−δ,δ) et 0 ailleurs
Gδ (ω) = sinδω
δω
.
Cette famille d'échantillonnages donne les résultats suivants
(pour 0 < α < 1
2
avec la convention sinc x = sinx
x
) :

εGδ = 2 [α (1 − α) + β] h (δ)
h (δ) =∫ π
0
sinc2 (δω) + sinc2 (δ (ω + 2π))
(1 − α + β) sinc2 (δω) + (α + β) sinc2 (δ (ω + 2π)) dω.
On trouve évidemment lim
δ→0
εGδ = ε1 (cette sorte d'échantillon-
nage est étudiée dans [4] et [8]). La figure 2 représente les
diverses erreurs en fonction de β, pour α = 1/4.
3.2. exemple 2
Les processus A et B sont caractérisés par les spectres
sA (ω) = 1,ω ∈ (−π/2,π/2) ∪ (π,3π/2 + α)
∪ (−α − 3π/2,−π)
sB (ω) = β,ω ∈ (−2π,2π) .
sA (ω) et sB (ω) sont nuls en dehors de ces intervalles et
0 < α < π/2 . Dans ce cas, plusieurs solutions pour l (ω) sont
acceptables, par exemple:
l (ω) = 0,ω ∈ (−π/2,π/2)
l (ω) = 1,ω ∈ (−π,−π/2)
l (ω) = −1,ω ∈ (π/2,π) .
Dans cette situation, on obtient:

F0 (ω) = 1,ω ∈ (−π/2,π/2) ∪ (π,3π/2)
∪ (−3π/2,−π) et 0 ailleurs
f0 (t) = 1
π t
(
sin
π t
2
+ sin 3π t
2
− sinπ t
)
ε2F0 = 2α + 2π
β
1 + β
A˜F0 (t) =
1
1 + β
∑
k∈Z
1
π (t − k)(
sin
π (t − k)
2
+ sin 3π (t − k)
2
− sinπ (t − k)
)
U (k) .
Le gain est déterminé par la valeur de ε1 qui se calcule aisément
(voir l'appendice 1). Pour α petit, on obtient un rapport ε1/εF0
près de 
√
1 + 1
1 + 2β .
4. le cas des retards 
aléatoires
4.1. le modèle
Supposons que le processus Z est de la forme
Z (t) = A (t − C (t)) + B (t)
où C ={C (t) ,t ∈ R} représente par exemple un retard de trans-
mission indépendant du processus à reconstruire A et du bruit B.
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Figure 2. – Différentes erreurs dans le cas de l'exemple 1 du paragraphe 3.1.
C est caractérisé par les fonctions caractéristiques (ici indépen-
dantes de t)
ψ (ω) = E [eiωC(t)] , φτ (ω) = E [eiω(C(t)−C(t−τ))]
C est donc stationnaire en un sens un peu plus fort que la sta-
tionnarité au sens large habituel (si l'on suppose l'existence des
deux premiers moments). Dans ce cas, Z se décompose sous la
forme suivante [11]
Z (t) = ψ [A] (t) + D (t)
où ψ [A] (t) est le résultat du filtrage de A par le filtre de répon-
se fréquentielle ψ (ω). ψ [A] et D sont non corrélés et (lorsque
φτ (ω) →
τ→∞ |ψ (ω)|
2 suffisamment rapidement)

sD (ω) = sB (ω) + 12π
∫ ∞
−∞
η (τ) e−iωτ dτ
η (τ) =
∫ ∞
−∞
[
φτ (ω) − |ψ (ω)|2
]
sA (ω) e
iωτ dω.
Le retard C induit donc à la fois un filtrage de A, et un bruit à
spectre d'autant plus étalé que les variations de C (t) sont plus
rapides. η (τ) caractérise ce bruit. Bien sûr, la puissance totale
cumulée des deux composantes est exactement celle de A.
4.2 le préfiltrage et la reconstruction
Avant l'échantillonnage, A est déjà filtré, et le retard de propaga-
tion C a ajouté un bruit dont le spectre est lié à celui de A. Le
théorème du § 2.1 se modifie sans difficulté en redéfinissant
l (ω) par le système d'inégalités[
|ψ|2 s2A
|ψ|2 sA + sD
]
(ω + 2πl (ω))

[
|ψ|2 s2A
|ψ|2 sA + sD
]
(ω + 2πk) ,k ∈ Z,ω ∈ (−π,π) .
Le meilleur préfiltrage est encore défini par (7), et les formules
(8) deviennent


ε2F0 =
∫ ∞
−∞
sA (ω) dω −
∫ π
−π
[
|ψ|2 s2A
|ψ|2 sA + sD
]
(ω + 2l (ω) π) dω
A˜F0 (t) =
∑
k∈Z
a0 (t− k)U (k)
a0 (t) =
1
2π
∫ π
−π
[
ψ∗sA
|ψ|2 sA + sD
]
(ω + 2l (ω) π) eit(ω+2l(ω)π)dω.
4.3 exemple
Supposons que le retard C est caractérisé par{
ψ (ω) = cos aω
φτ (ω) = cos2aω + e−λ|τ |sin2aω.
Un tel modèle pourrait correspondre à un transit à deux voies
prises alternativement avec des probabilités égales, suivant un
rythme poissonien représenté par le paramètre λ. Plaçons-nous
dans le cas où (cf. figure 3)
sB = 0,a = 0.1,sA (ω) = 6 sin
4 (2ω/3)
πω2
.
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Figure 3. – Spectre du signal biphase.
Le retard relatif entre les deux chemins est donc égal à 0.2 (uni-
tés de temps). A est (par exemple) un « biphase » (ou code
Manchester) de puissance unité [9], et (−3π/2,3π/2) est le
support du lobe principal où est concentrée 85 % de la puissan-
ce de A, tandis que les lobes ±1 en contiennent au total 7 %.
L'intervalle (−π,π) participe pour 82 %. La figure 3 représente
sA (ω) . Comme sA (0) = 0 et sA (±2π) = 0, il est clair que
l (0) = ±1, et que ce résultat persiste au voisinage de 0.
Ailleurs, l (ω) = 0, lorsque λ n'est pas trop petit. Dans cette
situation, on aura un (petit) avantage à utiliser les lobes ±1 en
plus du lobe principal. Pour donner un ordre d'idées, on peut
dresser le tableau suivant, qui donne εF0 (préfiltrage optimal), ε1
(échantillonnage « idéal »), εF1 (préfiltrage passe-bande
(−π,π)), comme fonction de λ (paramètre qui règle le rythme
des changements de voie de transmission)
λ 0.03 0.1 0.3 1 3 10
εF0 0.223 0.214 0.212 0.207 0.203 0.199
εF1 0.227 0.218 0.216 0.212 0.208 0.204
ε1 0.302 0.293 0.292 0.291 0.287 0.280
On a bien l'inégalité εF0 < inf
[
ε1,εF1
]
comme prévu.
L'amélioration par rapport à εF1 est faible (de l'ordre de 2 %) et
quasiment indépendante de λ ; rappelons qu'elle consiste à récu-
pérer de l'information en dehors de (−π,π) où la puissance utile
est inférieure à 20 % (7  % dans les lobes ±1), et qu'il n'est pos-
sible d'en utiliser qu'une petite partie. Par contre, l'amélioration
par rapport à l'échantillonnage idéal est importante (autour de 40
%) dans les deux cas (suppression des bandes latérales et filtra-
ge optimal). On pourra augmenter le gain en sous-échantillon-
nant le processus. La figure 4 représente le spectre du signal
résultant sψ[A] (ω) et celui du bruit sD (ω) pour diverses valeurs
de λ.
Quand le processus étudié Z est sujet au phénomène de replie-
ment, l'erreur de reconstruction σt,F est fonction du filtre linéai-
re qui définit les échantillons. Dans cet article, on cherche le
filtre qui minimise l'erreur moyenne εF (c'est- à-dire la racine
carrée de l'intégrale de σ 2t,F sur (0,1)). Il apparaît que la solution
est caractérisée par les entiers l (ω) tels que le rapport[
s2A/ (sA + sB)
]
(ω + 2πl (ω)) est maximum, et le procédé qui
en résulte est une forme adaptée de suppression de repliement.
Enfin, comme le procédé est une suppression de repliement, l'er-
reur σt,F0 est indépendante de t (et donc égale à sa moyenne εF0).
6. appendices
6.1. appendice 1 : la meilleure estimation 
linéaire
La technique utilisée ci-dessous, décrite dans [1], est rappelée
notamment dans [9] et [12]. Au sens de l'erreur en moyenne qua-
dratique, le meilleur estimateur linéaire A˜ (t) de A (t) à partir de
l'observation de la suite U′ = {U (n) ,n ∈ Z} est défini par
A˜ (t) = prH(U′) A (t)
où H
(
U′
)
est l'espace de Hilbert engendré par U′ et prH(U′) la
projection orthogonale. A˜ (t) est parfaitement caractérisé par le
système d'équations 
{ E [(A (t) − A˜ (t)) U ∗ (n)] = 0,n ∈ Z
A˜ (t) ∈ H (U′) . (9)
où U (t) est défini par (2) :
U (t) =
∫ ∞
−∞
f (u) Z (t − u) du,t ∈ R.
De manière équivalente, en utilisant l'isométrie fondamentale IU′
qui relie H
(
U′
)
et L2
(
s ′U
) [1], [9], [12], (9) s'écrit :∫ ∞
−∞
f ∗ (u) E [A (t) A∗ (n − u)] du
−
∫ π
−π
[
φt s
′
U
]
(ω) e−iωndω = 0,n ∈ Z (10)
où
– s ′U (ω) est la densité spectrale de la suite U′ définie ici sur
(−π,π) [2] :
– φt (ω) est la fonction qui correspond à A˜ (t) dans l'isométrie
IU′ .
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Figure 4. – Spectres du signal et du bruit après retard de propagation, pour
différentes valeurs de λ.
5. conclusion
Les dispositifs physiques de prise d'échantillons sur des proces-
sus à temps continu Z ={Z (t) ,t ∈ R} ne sont pas idéaux. 
La plupart du temps, ils prennent en compte un ensemble de
valeurs du processus étudié autour d'instants périodiques. Par
exemple, les échantillons U (n) sont le résultat d'un moyennage
autour des entiers [4], [8]. Plus généralement, ce peut être une
opération linéaire invariante, autour de ces mêmes instants.
Dans ce cas, on peut considérer que les échantillons U (n) pro-
viennent de l'échantillonnage idéal d'un processus
U = {U (t) ,t ∈ R} qui est la sortie d'un filtre linéaire invariant
attaqué par le processus Z.
Le fait que les processus A et B sont non corrélés est pris en
compte dans la première intégrale.
En utilisant (1) et (3) , on obtient ∫ ∞
−∞
f ∗ (u) E [A (t) A∗ (n − u)] du
=
∫ ∞
−∞
[
F∗sA
]
(ω) eiω(t−n)dω. (11)
s ′U se calcule à partir de l'utilisation des formules de Wiener-Lee
[9], [14]. Et l'unicité des séries de Fourier permet d'écrire à par-
tir de (10) et (11)
φt (ω) =
[
µt
s ′U
]
(ω) eiωt ,ω ∈ (−π,π)
µt (ω) =
∑
k∈Z
[
F∗sA
]
(ω + 2kπ) e2iπkt
s ′U (ω) =
∑
k∈Z
[|F |2 (sA + sB)] (ω + 2kπ) .
(12)
La paire de transformées de Fourier f (t) et F (ω) est définie par
(3) . f (t) est la réponse impulsionnelle et F (ω) le gain en fré-
quence du filtre qui transforme Z en U. Un développement en
série de Fourier de φt (ω) sur (−π,π) donne A˜ (t) , en rempla-
çant einω par U (n) . L'erreur quadratique moyenne σ 2t,F corres-
pondante est calculée à partir du théorème de Pythagore :
σ 2t,F = E
[∣∣A (t) − A˜ (t)∣∣2]
=
∫ ∞
−∞
sA (ω) dω −
∫ π
−π
[ |µt |2
s ′U
]
(ω) dω.
(13)
D'autre part, le théorème de Plancherel des séries de Fourier
permet d'écrire l'égalité :
∫ 1
0
[|µt |2] (ω) dt = ∑
k∈Z
[|F |2 s2A] (ω + 2kπ) .
L'erreur moyenne ε2F définie par (5) est obtenue en intégrant
(13) sur (0,1) . En conséquence :
ε2F =
∫ π
−π
[
a − c
d
]
(ω) dω (14)
où les fonctions a,c,d sont définies par 
a (ω) =
∑
k∈Z
sA (ω + 2kπ)
c (ω) =
∑
k∈Z
[|F |2 s2A] (ω + 2kπ)
d (ω) =
∑
k∈Z
[|F |2 (sA + sB)] (ω + 2kπ) .
(15)
6.2. appendice 2 : le filtrage optimal
1) Il est facile de construire une fonction mesurable l (ω) qui
vérifie (6) [10]. Alors, on a évidemment l'égalité∫ ∞
−∞
F0 (ω) dω = 2π.
2) Pour démontrer (7), on utilise l'expression (14) :
ε2F =
∫ π
−π
[
a − c
d
]
(ω) dω
où a (ω) ,c (ω) ,d (ω) , sont définis en (15) . L'inégalité de
Schwarz implique que 
[
a − cd
]
(ω)  0 pour tout ω. Le mini-
mum de εF sera donc obtenu quand, pour chaque ω ∈ (−π,π) ,
la quantité 
[
c
d
]
(ω) est maximale. On utilise pour ce faire l'in-
égalité élémentaire
g1 + g2 + ... + gn
h1 + h2 + ... + hn  supk=1,2,..,n
gk
hk
valable lorsque tous les éléments pris en compte sont positifs ou
nuls (en éliminant les éventuelles indéterminations). Alors :
[ c
d
]
(ω)  supn
λn
µn
λk =
[
s2A
]
(ω + 2πk) ,µk = [sA + sB] (ω + 2πk)
(16)
puisque
– les paramètres λk,µk sont positifs (ou nuls)
– F (ω) est bornée (par hypothèse)
– les séries de termes généraux λk et µk sont convergentes
(presque partout).
Le maximum de 
[
c
d
]
(ω) sera donc obtenu lorsque l'on supprime
dans c (ω) et d (ω) les termes d'indices autres que l (ω) .
3) En utilisant (7) , on déduit que les fonctions µt (ω) et s ′U (ω)
définies par (12) sont réduites à un seul terme (pour F = F0).
Plus précisément, on obtient φt (ω) qui caractérise A˜F0 (t) sous
la forme
φt (ω) =
[
sA
sA + sB
]
(ω + 2πl (ω)) e2iπl(ω)t+iωt ,ω ∈ (−π,π) .
Puisque φt (ω) = φt+n (ω) e−iωn,n ∈ Z , la série de Fourier de
φt (ω) sur (−π,π) prend la forme simple
φt (ω) ∼
∑
k∈Z
β0 (t − k) eikω,β0 (t) = 12π
∫ π
−π
φt (ω) dω
ce qui explique la deuxième expression dans (8) .
4) Finalement, puisque µt (ω) est réduit à un seul terme,
|µt (ω)|2 est une quantité indépendante de t, et la même pro-
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priété est vraie pour σt,F0 . Bien entendu, il existera des valeurs
de t pour lesquelles σt,F0 > σt,1 (F = 1 correspond à l'échan-
tillonnage idéal Un = Z (n)). Évidemment, σn,1 = 0,n ∈ Z .
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