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DIMENSION d
Andrzej P. Kisielewicz & Krzysztof Przesławski
Abstract
A combinatorial theorem on families of disjoint sub-boxes of a discrete cube, which implies
that there are at most 2d+1− 2 neighbourly simplices in Rd , is presented.
1 Introduction
A family of d -dimensional simplices in Rd is neighbourly if the intersection of every two members
is (d − 1)-dimensional. It has been repeatedly conjectured that the maximum cardinality of such a
family is cd = 2
d (see [8] for further references). The conjecture is verified up to dimension 3 only. F.
Bagemihl [2] proved that 8≤ c3 ≤ 17. V. Baston [3] proved c3 ≤ 9. The final step c3 = 8 was made by J.
Zaks [9]. The same author [8] showed by a clever construction that cd ≥ 2
d . It was M. Perles [7] who
had found cd ≤ 2
d+1. A slightly better estimate cd ≤ 2
d+1−1 is shown in [1, Chapter 14]. (This chapter
together with a recent post [5] onG. Kalai’s blog are a great introduction to the subject of neighbourly
families.) One of our goals is to prove that cd ≤ 2
d+1−2. Basically, we shall follow Baston’s approach
with the combinatorial flavour added by Perles.
Let F be a neighbourly family in Rd , d ≥ 2. Let us arrange all the hyperplanes spanned by the
facets of simplices belonging toF into a sequenceH1, . . . ,Hn . EachHi splitsR
d into two halfspaces.
Let us call them H 0i ,H
1
i . For every σ ∈ F , let us define a unique word v = v1 · · ·vn of length n over
the alphabet {0,1,∗} as follows
vi =


0 ifHi is spanned by a facet ofσ andσ ⊂H
0
i ,
1 ifHi is spanned by a facet ofσ andσ ⊂H
1
i ,
∗ otherwise.
Let V be the set of all just defined words v . As is easily seen, V satisfies the assumptions of our
Theorem 1 with k = d +1. Therefore, |F |= |V | ≤ 2d+1−2, as expected.
2 Main result
A key observation concerns boxes contained in {0,1}n . It is a particular case of [6, Lemma 8.1].
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Let B = B1× · · ·×Bn be a box contained in {0,1}
n . Let
prop B = {i : Bi 6= {0,1}}.
Two boxes B and C contained in {0,1}n are said to be equivalent if prop B = prop C . We shall need
a kind of order relation: A  B if prop A ⊇ prop B .
LEMMA 1 Given a familyB of disjoint boxes contained in {0,1}n . Suppose A ∈ B is minimal with
respect to . Let [A] consists of all membersB that are equivalent to A. IfB is a tiling of {0,1}n , then
|[A]e |= |[A]o |,
where [A]e = {B ∈ [A]: |{i ∈ prop A : Ai 6= Bi }| ≡ 0 (mod 2)} and [A]o = {B ∈ [A]: |{i ∈ prop A : Ai 6=
Bi }| ≡ 1 (mod 2)}.
In particular, there is B ∈ [A] such that the set {i ∈ prop A : Ai 6= Bi } is of odd cardinality.
Proof. Let us define a sequence of functions fi : {0,1} 7→ {−1,1}, i = 1, . . . ,n , as follows:
fi (x ) =
¨
(−1)x for i ∈ prop A,
1 for i /∈ prop A.
Let f = f1 ⊗ · · · ⊗ fn ; that is f (x1, . . . , xn ) = f1(x1) · · · fn (xn ). For every X ⊆ {0,1}
n , let us set
∑
X f =∑
x∈X f (x ). It is easy to calculate that
∑
A f 6= 0. (Namely,
∑
A f = (−1)
s2d−|prop A|, where s is the
cardinality of the set {i : Ai = {1}}). Moreover, by theminimality of A and the definition of f we have,
∑
B
f =


∑
A f if B ∈ [A]e ,
−
∑
A f if B ∈ [A]o ,
0 if B ∈B \ [A].
Since also
∑
{0,1}n f = 0 andB is a partition of {0,1}
n , we obtain
0=
∑
B∈B
∑
B
f =
∑
B∈[A]
∑
B
f = |[A]e |
∑
A
f − |[A]o |
∑
A
f ,
which completes the proof. 
Let us emphasize that we shall exploit only the second part of our lemma.
For every S ⊆ {1, . . . ,n}, one defines the character χS : {0,1}
n →{−1,1} by
χS (x ) = (−1)
∑
i∈S xi .
Let us remark that the function f defined in the course of the proof is simply equal to χprop A . (The
reader is referred to [4] for further information on characters.)
Every box B ⊆ {0,1}n can be encoded as a word w = w1w2 · · ·wn over the alphabet {0,1,∗} and
conversely. The encoding is defined by the correspondence: {0}↔ 0, {1}↔ 1, {0,1}↔∗. From now
on, we shall use the terminology of boxes and words interchangeable. All notions considered so far,
as for example function B 7→ prop B , translate to words in an obvious manner.
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THEOREM 1 Let 3≤ k < n be two integers. Let V be a set of words of length n over the alphabet {0,1,∗}.
Suppose the following conditions are satisfied:
(α1) |v |= 2
n−k for every v ∈ V (equivalently, |prop v |= k);
(α2) if v,u ∈ V are distinct, then there is exactly one i such that {vi ,ui }= {0,1};
(α3) if v,u ∈ V are distinct, then prop u 6= prop v .
Then |V | ≤ 2k −2.
Two cases k = 1,2 are excluded from our theorem. The first of them is obvious: If k = 1, then
|V | ≤ 1. The following example shows that if k = 2, then the upper bound for |V | has to be at least 3:
0 0 ∗
∗ 1 0
1 ∗ 1
.
We shall show that it is 3.
Let us start with elementary operations over words. We consider two types of such operations:
those induced by permutations, and those induced by complementations:
(α) Ifσ is a permutation of the set {1, . . . ,n}, then the operation over words of length n induced by
σ is defined by v 7→ vσ = vσ(1) · · ·vσ(n ).
(β ) Let c : {0,1,∗}→ {0,1,∗} be given by c (0) = 1, c (1) = 0, c (∗) = ∗. Every sequence γ1, . . . ,γn , where
each γi is equal to c or is the identity mapping on {0,1,∗} induces the mapping v 7→ γ(v ) =
γ1(v1) · · ·γn (vn ) defined on words of length n over the alphabet {0,1,∗}.
It is clear that if V is a set of words which fulfiles conditions (α1–α3) of our theorem, then any set
V ′ which results from V by consecutive applications of elementary operations also fulfiles (α1–α3).
The cardinality of V ′ is equal to that of V . Therefore, we can always consider V ′ instead of V when
we are looking for an estimate of |V |. We shall use such a replacement without further comments.
Let us go back to the case k = 2. We may assume without loss of generality that u = 00 ∗ · · ·∗
belongs to V . By our assumptions, if v ∈ V and v 6= u , then ∗ ∈ {v1,v2}. We may assume that v1 = ∗.
Then v2 has to be 1, as v and u has to fulfil (α2). Moreover, we deduce from (α1) that there is exactly
one i > 2 for which vi ∈ {0,1}. Therefore, wemay assume that v = ∗10∗ · · ·∗. Now, it is easily seen that
if w ∈ V is distinct from u and v , then our assumptions enforce w to be equal to 1 ∗1 ∗ · · ·∗.
Proof of the theorem.
Let ǫ ∈ {0,1,∗}. Let V iǫ = {v ∈V : vi = ǫ}.
Claim 1. If there is i such that |V i0| 6= |V i1|, then |V | ≤ 2k −2.
4 NEIGHBOURLY SIMPLICES
Wemay assume that i = 1 and |V i0|< |V i1|. Let us consider twowords of length n : ǫ∗· · ·∗, ǫ = 0,1.
Let
W ǫ = {ǫ ∗ · · · ∗ ∩v : v ∈ V and ǫ ∗ · · · ∗ ∩v 6= ;}.
It is easily seen that if x ∈W ǫ is minimal (with respect to), then , by our assumptions,W ǫ does not
contain any other element equivalent to x . Thus, by Lemma 1, boxes belonging toW ǫ cannot cover
ǫ ∗ · · · ∗. Since the minimal cardinality of arbitrary box belonging to W ǫ is at least 2n−k−1, it follows
that the uncovered part of ǫ ∗ · · ·∗ is a multiple of that number. The inequality |V i0| < |V i1| implies
that the uncovered part of 0 ∗ · · ·∗ is of greater cardinality than that of 1 ∗ · · · ∗. Thus, the uncovered
by V part of the box ∗ · · ·∗ is greater than 2n−k and is a multiple of 2n−k . Consequently, it is at least
2n−k+1, which readily completes the proof of our claim.
Therefore, we can further assume that |V i0|= |V i1| for every i . Suppose now that for some i , one
has V i∗ = ;. Since V iǫ cannot cover ǫ ∗ · · ·∗, for ǫ = 0,1, it appears that |V iǫ | ≤ 2k−1−1. Then
|V |= |V i0|+ |V i1| ≤ 2k −2.
Summing up, we may assume that
(A1) |V
i0|= |V i1| 6= 0 and V i∗ 6= ;, for every i ∈ {1, . . . ,n}.
We may also assume that u = 0 · · ·0 ∗ · · ·∗ ∈ V . Clearly, prop u = {1, . . . ,k}. Let δ be an arbitrary
word of length n − k over the alphabet {0,1}. Then uδ = 0 · · ·0δ is a sub-box of u . (In fact, it is a
singleton of an element of u). Consider a new word ∗ · · · ∗δ of length n . Let
Aδ = {v ∈ V : v ∩∗ · · · ∗δ 6= ;},
Bδ = {v ∩∗ · · · ∗δ : v ∈ Aδ}.
Since uδ is an element of Bδ, both sets Aδ, Bδ are nonempty. Moreover, uδ is aminimal (with respect
to ) element of Bδ, and there is no other members of the latter set equivalent to uδ. By Lemma 1,
there is an elementw δ ⊆ ∗· · ·∗δwhich is disjoint with all members of Bδ so does with V , has an odd
number pδ of occurrences of ‘1’ in first k positions and is equivalent to u
δ. Let
U δ = ∗ · · · ∗δ \
⋃
Bδ.
The setU δ is theuncoveredpartof the ∗ · · ·∗δ. ThereforeU =
⋃
δU
δ, where theunionextendsover all
wordsδ of lengthn−k over the alphabet {0,1}, is the uncovered byV part of then-box {0,1}n = ∗ · · ·∗.
Since w δ ⊆U δ, we have |U δ| ≥ 1. Clearly, the setsU δ are pairwise disjoint. Therefore, |U | ≥ 2n−k .
We have to show that |U |> 2n−k in order to complete the proof of our theorem. (In other words, we
have to find a word τ of length n − k over the alphabet {0,1} so that |U τ| > 1). Conversely, suppose
that U δ is a singleton for every δ. Since pδ is odd for every δ, we can split our reasoning into two
cases: (1) there is δ for which pδ ≥ 3; (2) pδ = 1 for every δ.
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Case 1. Wemay assume that the first three symbols of word w δ are ‘1’s. Let us define three words of
length n : u1 = 0 ∗ · · · ∗δ, u2 = ∗0 ∗ · · · ∗δ and u3 = ∗ ∗ 0 ∗ · · · ∗δ. Since w δ is the only member ofU δ,
it follows that each of these words is disjoint withU δ. As uδ = u ∩u i for every i , by Lemma 1, there
are elements v i ∈ V so that v i ∩ u i are different from but equivalent to uδ. Consequently, every v i
has at most one star in the first k positions, and if it occurs, then at position i . On the other hand,
every v i must have this star, as otherwise they would be equivalent tou which is forbidden by (α3).
It is also true that every of v i has exactly one symbol ‘1’ in the first k positions (It stems from (α2)
and the fact that u has ‘0’ in the first k positions and stars in the remaining places). Moreover, if for
a pair v i ,v j there is s such that {v is ,v
j
s } = {0,1}, then necessarily s ≤ k , as the subwords v
i
k+1
· · ·v in ,
v
j
k+1
· · ·v
j
n contain δ. Observe now that for every pair of different words v
i , v j they cannot have ‘1’
at the same position i ≤ k , as if this is the case, then one of them should have two occurrences of ‘1’
in the first k positions, which is forbidden. It is also easily proved that ‘1’ can occur only in the first
three positions for every v i . Conversely, suppose v 1 has ‘1’ at position 4, just to fix our attention. As
v 2 and v 3 cannot have ‘1’ at the same position, at least one of them, say v 2, has to have ‘1’ at position
s different from the first and the fourth as well. Then v 2 and v 1 would violate (α2), as {v
1
t ,v
2
t }= {0,1}
for t = s , 4. Therefore, ‘1’s can be distributed in one of the following two ways:
∗ 1 0
0 ∗ 1
1 0 ∗
∗ 0 1
1 ∗ 0
0 1 ∗
.
As the reasoning is the same inboth cases tobediscussed, we shall consider only thefirst of them. Let
x be a word that belongs to V ⋆ = V \ {u ,v 1,v 2,v 3}. We already know that x , as any other element of
V different from u , has to have a unique‘1’ in one of the first k positions. Let us denote this position
by s . If s > 3, then x begins with three stars in order to avoid violation of (α2). If s ≤ 3, say for example
s = 1, then x2 = ∗, as otherwise x2 = 0 and the pair x , v
3 would violate (α2). Consider now pair x , v
2.
There has to exist s such that {xs ,v
2
s }= {0,1}. Clearly s > k . Now, from (α1) and (α3) we deduce that
x has to have an additional star in one of the first k positions. Summing up, if x ∈ V ⋆, then it has at
least two stars in the first k positions.
Let p ,q , r > k be these positions for which v 1p ,v
2
q ,v
3
r are different from ‘∗’. Let us pick a word τ of
length n −k over the alphabet {0,1} so that
(A2) τp−k 6= v
1
p , τk 6= v
2
q , τr−k 6= v
3
r .
Let us consider the intersections of words belonging to V with ∗ · · · ∗ τ, that is, the set Bτ. Clearly,
uτ = u ∩∗ · · · ∗τ is a singleton. By (A2), none of the v i belongs to Aτ. If x ∈ V ⋆, then, by the fact that
such an x has at least two stars in the first k positions, it follows that the cardinality of x ∩∗ · · · ∗τ is
a multiple of 4. Therefore, there is a unique element of Bτ which is of cardinality 1, while the others
have their cardinalities divisible by 4. Since ∗ · · ·∗τ is a multiple of 8, we conclude that |U τ| is at least
3, which validates our theorem if the first case takes place.
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Case 2. Recall that everyw δ is a singleton of an element of {0,1}n . Slightly abusing the terminology,
we identify each w δ with its only element. Then
U = {w δ : δ=δ1 · · ·δn−k , δ1 ∈ {0,1}, . . . ,δn−k ∈ {0,1}}.
For ǫ ∈ {0,1} and i ∈ {1, . . . ,k}, let U iǫ = {w ∈ U : wi = ǫ}. As is easily seen by (A1), |U
i0| = |U i1|
for every i ∈ {1, . . . ,k}. Since, by our assumption on pδ, symbol ‘1’ appears only once in w1 · · ·wk
for every w ∈ U , we conclude that |U | =
∑k
i=1 |U
i1|. On the other hand, ‘0’ appears k − 1 times in
w1 · · ·wk for every w ∈U , which shows that (k − 1)|U | =
∑k
i=1 |U
i0|. Consequently, |U | = (k − 1)|U |,
which is impossible. 
3 Conjecture
LetW be a set of words of a fixed length over the alphabet {0,1,∗}. Suppose thatW satisfies (α1–α3)
with k =m . We already know that the maximum cardinality ofW if k = 2 is 3. Let us define a new
set of words
W ′ = {w ∗n 0: w ∈W }∪ {∗nw1: w ∈W },
where ∗n is the word consisting of n stars ‘∗’. Clearly,W ′ satisfies (α1–α3) with k =m +1. Moreover,
|W ′| = 2|W |. Therefore, we deduce by induction that for every k ≥ 2 there is W whose cardinality
is 342
k . We conjecture that it is the maximum cardinality; that is, Theorem 1 can be strengthen by
replacing 2k −2 with 342
k . Let us remark that these two numbers coincide for k = 3. Observe also that
this conjecture implies cd ≤
3
22
d .
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