Abstract: Identification of sediment source areas within a watershed is useful for designing appropriate management alternatives that reduce sediment losses. In most watersheds, data collection programs are present at the stream gauging station, and sediment source identification must be treated as an inverse problem. A physically based watershed-scale surface flow and erosion model, KINEROS was utilized as the modeling tool in this study. A modified unit sedimentograph approach was used for source identification based on hydrograph and sedimentograph data collected at the watershed outlet. Data from several events were examined over two small watersheds, and a statistical procedure was employed to assess the erosion vulnerability of different regions in the two watersheds. These results were presented in the form of maps to obtain a spatial picture of potential sediment generating areas. A statistical analysis was also utilized to determine if erosion potentials of different regions of a watershed were significantly different. It appears that identification of source areas is possible when a limited number of regions are contributing sediments.
Introduction
Sediment yield from a watershed has important implications for water quality and water resources, especially from agricultural areas. Sediments serve as carriers for various pesticides, radioactive materials, and nutrients. Therefore, it is crucial to identify sediment source areas to design proper abatement strategies and develop total maximum daily load ͑TMDL͒ initiatives accordingly. Regulatory requirements for establishing sediment management initiatives ͑U.S. EPA 1999͒ clearly require ''...identification of source categories, source subcategories, or individual sources of pollutant for which the wasteload allocations and load allocations are being established...'' Clearly, source location and strength have a direct bearing on the potential impairment of a waterbody.
There are two important time scales associated with sediment movement and consequently with source assessment. Depending on geomorphologic properties, nature of the sediment source, and size of the storm, the sediment may move from the source-region to the watershed outlet in a single event. In such instances, the time scale is fairly short and limited to the duration of surface runoff over the watershed. At this time scale, the problem of identifying the source areas of sediments based on information available at the outlet has many practical applications. However, this problem has received very little attention, as most modeling strategies have focused on the forward problem of predicting sediment concentrations given the source locations and strengths.
The longer time-scale problem arises when sediment travels more slowly over the watershed. Each rainfall event moves the erodible sediment closer to the watershed outlet. It may take several rainfall events before the sediment that was initially eroded several events ago, finally exits the watershed. Tracking the movement of sediments using distributed event-based models over several rainfall events is very complicated, and the chances of tracing the sediment paths is less feasible because modeling errors tend to accumulate with each event. Statistical approaches are likely to be more effective in such instances.
The focus of this study is on the former time scale where sediment moves to the watershed outlet in a single event. While many studies have documented methods for source identification in the area of subsurface contamination, this idea has not been extensively explored in the context of surface movement of sediments over watersheds. A limited number of source assessment methods are available in the literature to estimate potential loadings from hillslopes and banks to receiving waters, for evaluating stream-storage and transport of sediments, and to estimate sediment yield from basins. In general, methods that account for hillslope sediment production, and the fate and transport of sediments after erosion, have proven to be more useful in addressing the sediment assimilative capacities of water bodies ͑U.S. EPA 1999͒.
Erosion models estimate sediment loads through prediction algorithms. These are typically empirical in nature and use versions of the revised universal soil loss equation as in AGNPS and SWRRBO ͑Renard et al. 1997͒ . Particle detachment and wash equations are utilized in HSPF, CREAMS, ANSWERS, and other models. AGNPS and ANSWERS evaluate sediment transport asso- ciated with individual events, while models like HSPF and SWAT utilize hourly or daily time steps and are better suited for long term simulations. Some of these models can be used to estimate sediment erosion from multiple source categories and can track the fate and transport of sediments. Therefore, they are wellsuited to providing useful information on sediment yields from different regions of a watershed ͑Reid and Dunne 1996͒. While these models can delineate sediment sources at the point-scale in principle, the problem would have to be posed in an inverse sense, and would entail very substantial amounts of data requirements and computer effort. The approach proposed in this study combines the strengths of using a detailed model for the flow field and incorporates the fate and transport of sediment in a way that is ideally suited for source assessment based on information gathered at the watershed outlet from the stream hydrograph and sedimentographs.
The overall goal of this study is to identify sedimentgenerating regions within a watershed using geomorphologic information over the watershed, available rainfall data, and data on hydrographs and sedimentographs collected at the outlet of the watershed. The focus is on sediment movement in the watershed in response to large rainfall events that generate substantial runoff and are capable of transporting sediments in a single event. The surface flow and sediment transport model KINEROS ͑Woolhiser et al. 1990͒ has been utilized in this study.
Study Watersheds
Two experimental, field scale watersheds ͑namely, W-2 and W-3͒ located near Treynor, Iowa ͑Fig. 1͒ with areas of approximately 83 and 107 acres ͑33 and 42 ha͒, respectively, were utilized for this study. These watersheds are part of four experimental watersheds ͑W-1, W-2, W-3, and W-4͒ established by the U.S. Department of Agricultural Research Service ͑USDA-ARS͒ in 1964 to determine the affect of various soil conservation practices on runoff and water-induced erosion. This goal was accomplished by measuring runoff, baseflow, and sediment load using weirs located at the base of each of these watersheds. The agronomic practices and hydrologic characteristics of these areas are representative of the deep loess hills in major land resource area ͑MLRA͒, located in western Iowa and northwestern Missouri. The watersheds were established by combining several fields on farms owned by the Iowa State University Committee for Agricultural Development. Where necessary, soil berms were built to prevent runoff or run-on, thus creating hydrologically defined field scale watershed units ͑Karlen et al. 1999͒.
Watersheds W-2 and W-3 are similar in characteristics with a rolling topography defined by gently sloping ridges, steep side slopes, and alluvial valleys with incised channels that normally end at an active gully head, typical of the deep loess soil in MLRA 107 ͑Kramer et al. 1990͒. Slopes usually change from 2 to 4% on the ridges and valleys and 12 to 16% on the side slopes. An average slope of about 8.4% is estimated for both watersheds, using first-order soil survey maps. The major soil types are well drained Typic Hapludolls, Typic Udorthents, and Cumulic Hapludolls ͑Marshall-Monona-Ida and Napier series͒, classified as finesilty, mixed, and mesics. The surface soils consist of silt loam and silty loam textures that are very prone to erosion, requiring suitable conservation practices to prevent serious erosion ͑Chung et al. 1999͒.
The cropped portions of the watersheds cover the ridges, sideslopes, and toe-slopes. Bromegrass was maintained on the major drainage ways of the alluvial valleys. Corn has been grown continuously on W-2 since 1964, and on W-3 since 1972. The W-3 The regional geology is characterized by a thick layer of loess overlying glacial till that together overlay bedrock. The loess thickness ranges from 3 m in the valleys to 27 m on the ridges. These watersheds have been the subject of watershed-studies by many researchers for almost 30 years. Larry Kramer ͑personal communication͒ at USDA-ARS National Tilt Laboratory, Iowa, provided runoff and sediment data which covers a 30 year time span from 1964 to 1993 with more than 500 rainfall events. Depending on the intensity and duration of the rainfall events, most of the data has been recorded at 1-min intervals. Such a fine temporal resolution is very useful for the purposes of this study and is not usually available. There are three rain gauges located around each watershed, rain gauges 112, 113, and 114 around W-3 and 115, 116, and 117 around W-2 ͑see Kalin 2002͒. However, data for rain gauge 114 was not available. There are differences in measured precipitation between rain gauges during some events due to spatial and temporal variations even at such small scales.
The Modified Unit Sedimentograph Approach
Many studies have utilized the unit sedimentograph method for analyzing sediment output from watersheds ͑Rendon-Herrero 1978; Singh et al. 1982; Kumar and Rastogi 1987; Banasik and Walling 1996͒ . Since the goal of this paper is the development of a methodology for source identification, a modified approach is described here. The watershed under consideration is partitioned into ͑NE͒ number of elements. For a rainfall event under consideration characterized by pulses of excess rainfall depths denoted by P 1 , P 2 ,...,P M each having duration of ⌬t, the sediment flux response of element k (kϭ1,2,3,...,NE) at the basin outlet at time tϭn⌬t is
where h k (tϪs k )ϭunit pulse response at the watershed outlet from the kth element; and s k ϭtime when sediment from element k is first observed at the basin outlet under unit amount of rainfall starting at tϭ0. For times less than the rainfall duration, only the earlier pulses contribute to the sedimentograph from causality. For a pulse P m to generate a contribution from element k, ͓(m Ϫ1)⌬tϩs k ͔ has to be smaller than t. When the response of all the elements are taken into account then the sediment discharge expected at the watershed outlet at time tϭn⌬t can be estimated by
where h k,nϪmϩ1 ϭh͓(nϪmϩ1)⌬tϪs k ͔. The unit pulse response function h k is called unit sedimentograph ͑USG͒ of element k. The normalized unit sedimentograph ͑NUSG͒ for an element k is defined as
Basically, NUSG k is equal to unit response function of element k with its ordinates divided by the total sediment load generated at the basin outlet as a result of unit amount of rainfall distributed uniformly over the whole watershed. If k is used to represent total sediment load generated from element k due to a unit amount of rainfall, then the unit pulse response function of an element k can be written as h k,n ϭ k •NUSG k,n . Eq. ͑2͒ becomes
If the functions NUSG k , kϭ1,2,...,NE are known and data on rainfall and observed sediment discharge are available, then values of k for each element can be determined using Eq. ͑4͒ and an appropriate inverse procedure. Generally the number of data points exceeds the number of unknowns, NE. The problem re- duces to finding those values of k (kϭ1,2,...,NE) that minimize differences between observed sediment discharge and predictions from Eq. ͑4͒. A common method of achieving this is by minimization of the expression
where Y n ϭobserved values with N being total number of observed data points. Naturally, large elements will likely be associated with large . If erodibility index of an element k is defined as C k ϭ k /A k where A k is the area of the element k, then source strength of different elements can be evaluated by comparing C k values, and finally a map of the watershed showing the high and low erosion potential areas can be generated. Here C k is perceived as a measure of the erosion potential of element k.
Model Application
Using a geographic information system interface developed for KINEROS model ͑see Kalin 2002, for details͒, each watershed was partitioned into eight elements ͑numbered from 5 to 12͒ as shown in Fig. 2 . Elements 2 to 4 were reserved for channels and Element 1 refers to the watershed outlet. Kalin et al. ͑2003͒ demonstrated that this resolution is satisfactory for representation of hydrographs and sedimentographs. USG k , kϭ5,...,12, were generated utilizing the KINEROS model by applying 1 mm of rainfall excess with 1 min duration distributed uniformly over the whole watershed and by setting erosion parameters to unity for the element under consideration and zero for other elements. Then, NUSG k , kϭ5,...,12, were derived from the generated USG k , k ϭ5,...,12, by normalizing the ordinates with the corresponding total sediment load according to Eq. ͑3͒. The generated NUSGs may now be treated as probability density functions ͑pdf͒. It is believed that the shape parameters of such a distribution can be related to watershed characteristics via average travel time of sediment particles from each element. The generated NUSGs for W-2 and W-3 were found to be skewed with long tails, typical of hydrographs and sedimentographs. The lognormal probability distribution function ͑pdf͒ was selected to model the NUSGs of each element because of its simplicity and based on statistical analysis which indicated the lognormal pdf to be a good candidate distribution. To see how well the generated NUSGs could be represented as lognormal pdfs, normal probability plots of the log-transformed sedimentographs were constructed. Fig. 3 shows a typical normal probability plot that corresponds to Element 5 of W-2. The horizontal axis represents the z percentiles corresponding to the normal pdf and vertical axis is for the log-transformed values of NUSG ordinates. The better the plotted data fall on a straight line, the better the lognormal approximation. The fitted line to the data is also shown on the figure, which has a R 2 value of 0.95. The R 2 value is quite high, although there are significant deviations from the fitted line at the both ends of the graph. The R 2 values for all the elements of W-2 and W-3 obtained from linear curve fitting to the normal probability plots are shown in Table 1 . The statistics in this table support the hypothesis that the normalized unit sedimentographs from each element may be represented by a lognormal pdf.
Some relevant properties of the generated NUSG k , k ϭ5,...,12, in relation to the shape parameters of the lognormal distributions are briefly discussed below. The NUSGs generated for Elements 5, 8, and 10 of W-2 are shown as examples in Fig. 4 . From Fig. 2 it is observed that Element 5 is located at the mouth of the watershed, and Element 10 is the most remote element to the outlet. Element 8 is in between Elements 5 and 10 in terms of travel time to the outlet of the watershed. It is evident that elements closer to the outlet yield faster responses owing to shorter travel times as compared to elements farther from the outlet. This is also evident from Fig. 4 where Element 5 responds immediately, Element 8 responds after 2.5 min and Element 10 is the last element responding at tϭ5.0 min. The response times were determined from the sediment concentration versus time plots which showed a clear starting time for the sedimentographs. Likewise, the larger the travel time, the more dispersed the shape of the NUSG. This effect can also be seen in Fig. 4 . If the standard deviation is taken as a measure of dispersion, then the NUSG of Element 5 has a dispersion of 5.15 min, and this quantity is 7.81 and 12.42 min for Elements 8 and 10, respectively. Another important factor affecting dispersion is the size of an element. Larger elements are expected to generate more dispersed shapes because of longer average travel lengths and times. For instance, Element 6 is about 63% larger than Element 5 and although they are both located at the mouth of the watershed, the NUSG of Element 6 has a dispersion of 6.83 min as opposed to 5.15 for NUSG of Element 5. From the above discussion, it appears that the shape of a NUSG is largely determined by the average travel time of sediment particles from the element to the watershed outlet. Since NUSGs are approximated as lognormal pdfs, a relationship between the shape parameters ͑i.e., the mean and variance͒ and average travel times of sediment particles was sought. If a random variable X is lognormally distributed, then the variable Y ϭln(X) is normally distributed. The means and standard deviations of X and Y are related through the following relationships:
where and , with the appropriate subscriptsϭmean and standard deviation of the distribution, respectively. Some of the useful statistics of the NUSGs generated for each element of W-2 and W-3 are shown in Tables 2 and 3 , respectively. M 0 , M 1 , and M 2 are the zeroth, first, and second moments with respect to the origin, respectively, and are given by the following relationship:
M 0 ϭarea under the NUSG, and hence is equal to 1.0. The time when sediment is first observed at the watershed outlet is denoted as t 0 . The variable X is used to denote the NUSG and Y is the log transformation of X. The term x is the first moment of X with respect to tϭt 0 and therefore is simply equal to M 1 Ϫt 0 . Similarly, x is the standard deviation of the variable X. The terms y and y are computed as defined in Eq. ͑6͒.
The average travel time of sediment particles from element k to the watershed outlet is defined as the distance from the centroid of the NUSG k to the origin which is equal to M 1 and will be denoted as t c . The average travel time from each element was plotted against y and y as shown in Fig. 5 
The significance of these relationships is as follows. If the average travel time (t c ) of sediment particles from an element to the watershed outlet due to unit amount of rainfall applied uniformly over the entire watershed can be determined, then the NUSG at the watershed outlet generated by any element can be approximated using a lognormal pdf whose shape parameters are given through Eqs. ͑8͒ and ͑9͒. Thus the NUSG of each element can be completely parameterized by the corresponding t c . Although, the coefficients and constants in Eqs. ͑8͒ and ͑9͒ depend on the watershed characteristics, they do not vary appreciably between W-2 and W-3. This might be due to the similarities between the physiographic properties of the two catchments and may be used as a similarity index between watersheds. If the coefficients and the constants are close to each other for two given watersheds, then they are likely to generate similar responses to a given rainfall excess. The average travel times can be estimated using any distributed watershed model that is capable of modeling sediment transport, and the KINEROS model was used in this study. It should be noted that the term travel time in this study refers to the travel time of sediment particles. During the generation of NUSG k , although the entire watershed receives precipitation, only element k is allowed to erode sediment, and other elements are set as being nonerodible. Therefore, relationships available in literature, proposed to estimate travel time of water particles such as TR-55, Kirpich's formula, and the soil conservation service curve number method, do not apply in this case. These travel times can only be computed by employing distributed models, which route sediment from the element under consideration to the outlet of the catchment.
The generated NUSG k , kϭ5,...,12, and their lognormal approximations with their shape parameters estimated from Eqs. ͑8͒ and ͑9͒ are shown only for W-2 in Fig. 6 . This figure clearly demonstrates how NUSGs are closely approximated by lognormal pdfs which are now a function of the travel time alone. In the figure, hollow circles are for NUSGs and the solid lines are their lognormal approximations. The performance of estimated lognormal pdfs can be evaluated using the Nash-Sutcliffe statistic, R N 2 ͑Nash and Sutcliffe 1970͒
where q and qЈϭobserved and computed discharges, respectively; and q ϭmean of the observed discharges. A summary of R N 2 values is given in Table 4 for both W-2 and W-3. Again, the high R N 2 values lend further credibility to the assumption that NUSGs can be described completely in terms of average travel times t c .
Estimating Sediment Source Areas
Rainfall and sediment discharge data from 14 events for W-2 and 12 events for W-3 were used to implement Eq. ͑5͒ to estimate erodibility indices C k of different areas. The second summation term in Eq. ͑5͒ is essentially a convolution of NUSGs with excess rainfall. This part was computed first for each element by using the lognormal approximations of NUSG k , kϭ5,...,12, of each element. Excess rainfall for the selected events were estimated by decoupling infiltration from rainfall using Smith-Parlange infiltration model ͑Smith and Parlange 1978͒. Values of C k , k ϭ1,2,...,8 were then estimated by minimizing E 2 defined in Eq. ͑5͒, and are summarized in Tables 5 and 6 . For each event, C k values are normalized by dividing each value by the summation of C k values of that particular event. These normalized C k values will be denoted with the symbol ͓C k ͔. The use of ͓C k ͔'s will be described shortly. The last two columns in Tables 5 and 6 show R N 2 and number of data points for each event, respectively. The mean of estimated C k and ͓C k ͔ values are also given for each element in the last two rows. Observed sediment discharge data and predicted sedimentographs estimated from Eq. ͑5͒ for three events for each watershed are shown in Figs. 7 and 8 to demonstrate the performance of the model ͓Eq. ͑4͔͒. In both figures, hollow circles are measured sediment discharges and the solid lines are model predicted sediment discharges given in kg/s. One striking observation is with the event 08/12/1986 of W-3 where in general observed data and predicted sedimentograph show good agreement except at one point. The peak observed sediment discharge is 18 kg/s that is more than twice the next largest value. If this point were to be removed, much better predictions would be obtained. The average R N 2 for W-2 is 0.82, and is 0.75 for W-3. The goal of this paper is to assess the erosion potential of different regions within a watershed by estimating the C k values. Had initial conditions in the watershed been identical for each watershed and if the theory developed here were perfectly applicable, the C k values would have been consistent for different rainfall events. However, there is a degree of uncertainty associated with estimates of C k for each event when dealing with real data. Instead, ͓C k ͔ values were used for comparison. This way the relative strengths of each element can be compared in a more rational way.
Results and Statistical Analysis
When comparing model performance with observations after estimating C k values ͑see Table 5 and 6͒, it is found that R N 2 values are quite large for W-2 with a value of 0.98 for event 06/12/1980 being the highest. The only exception is the event on 08/26/1981, which has an R N 2 of 0.01. The second smallest value is 0.74 which belongs to event 06/18/1980. On the average, three elements, 5, 9, and 10 seem to be the most susceptible parts of W-2 to erosion, contributing 85.48% to the total erodibility. Element 12 has no contribution in any event. Likewise, Element 11 was identified as a source in just one event with 2.5% contribution which is equivalent to 0.18% overall contribution.
Average R N 2 of W-3 is smaller than the average R N 2 obtained for W-2. The smallest and largest values are 0.57 and 0.88, respectively. None of the elements have distinctly different erosion capacity than the others, with the exception of Elements 5 and 11 Fig. 7 . Observed ͑hollow circles͒ and predicted ͑solid line͒ sediment discharges for three sample events from W-2 that clearly differ from the others with no contribution to erosion at all. In addition, Element 6 has lower erodibility than rest of the elements.
One way of alleviating the problem and providing stronger validation would be conducting field experiments such as tracer studies. Such information is not available for the study watersheds. The second option would be answering this question statistically and is adapted here. The hypothesis is that there is one ''true'' value of ͓C k ͔ for each element that indicates the erosion potential of an element. It is further assumed that these values remain unchanged from event to event. The variability in estimated relative ͓C k ͔ values may be attributed to uncertainty resulting from errors in field observations of rainfall and sedimentographs. Further, the seasonal variations such as growing season, dormant season, freezing-thawing, tillage practices, etc., may also account for these variations. Consequently, it might be assumed that the ͓C k ͔ estimate of any element from a rainfall event is a realization of a random value. From estimates over several rainfall events, sample estimates of the mean and variance of the ͓C k ͔ values can be computed. Following this, statistical tests can be applied to see if there is any significant difference between the erosion potentials of different events.
A common approach for testing the equality of means is Tukey's procedure. It is implemented here to compare the erosion potentials of different areas statistically. Results of the statistical test are shown on Tables 7, 8, and 9 for W-2, and Tables 10 and  11 for W-3. In the tables the term group ͓also called Treatment ͑I͔͒, corresponds to eroding elements ͑labeled from 5 to 12͒ and rainfall events are the observations ͑J͒. The test first requires a single factor ANOVA test to ensure that the sample means are not all equal for a given confidence level of ␣. Tables 7 and 10 show  summary statistics, and Tables 8 and 11 present results of ANOVA tests for W-2 and W-3, respectively. The P-value is 0.0004 for W-2 and 0.26 for W-3. This implies that there is no significant difference between sample means for ␣ values smaller than 0.0004 for W-2 and 0.26 for W-3. In other words, relative contributions of different elements to erosion are not the same for confidence levels smaller than 99.96% for W-2 and 74.0% for W-3.
The sample variances of the ͓C k ͔ values within groups are much higher for W-3 than the sample variances of W-2. This resulted in smaller confidence interval for W-3. The computed Fig. 8 . Observed ͑hollow circles͒ and predicted ͑solid line͒ sediment discharges for three sample events from W-3 variances are dependent on a number of events as more events give rise to smaller variance and more reliability. To take the number of events into account, a weighted ANOVA was employed by using 1/͑standard deviation͒ as the weighting factor. However, it did not result in any improvement. It is clear that a very large ␣ level ͑larger than 0.26͒ has to be used in order to claim any differences between erodibilities of different elements in this watershed. Therefore, Tukey's test was not performed for watershed W-3. After performing the ANOVA test, if it is decided for a given ␣ level that the means are not all equal which is the case for W-2, then one must identify which sample means differ from each other. This is answered using Tukey's procedure, which requires the computation of the following statistic:
where Qϭupper-tail ␣ critical value of the studentized range distribution with I numerator degree of freedom and I(JϪ1) denominator degree of freedom. MSEϭmean square error and I ϭ8 for number of elements while Jϭ14 for number of rainfall events. Table 9 summarizes the w-statistic for different ␣ levels computed for W-2. In the next step, means are sorted in increasing order and pairs that differ by less than ''w'' are assigned same letters. Any sample mean not assigned a letter is judged significantly different than the others. Table 12 shows the grouping of elements of W-2 following this procedure for various ␣ levels. For ␣ϭ0.10, Elements 9 and 10 have significantly higher erodibilities than Elements 6, 11, and 12. Moreover, Element 10 has a significantly higher erosion potential than Element 8. If a level of ␣ϭ0.20 is used, in addition to previous conclusions, it may be claimed that Element 10 has a significantly higher contribution to erosion than Element 7, and 9 has considerably higher erosion potential than Element 8. Finally, with ␣ϭ0.30, the additional conclusion is that Element 5 is more erodible than Elements 6, 11, and 12.
Figures 9 and 10 depict high and low erosion potential areas for W-2 and W-3, respectively, based on ͓C k ͔. In the companion paper ͑Kalin et al. 2004͒ similar results obtained from a different method of source optimization will be discussed.
Summary and Conclusions
A modified unit sedimentograph approach was implemented in this paper to rank sediment generating areas of W-2 and W-3 watersheds based on their erodibilities. The unit sedimentograph of element k (USG k ) was defined as the sedimentograph observed at the watershed outlet as a result of unit amount of rainfall applied uniformly over the entire watershed and by only allowing element k to be eroded. Normalized unit sedimentograph of element k (NUSG k ) allowed the USG k to be represented as a pdf. The configurations with eight subcatchments ͑elements͒ were considered both for W-2 and W-3 and NUSG k , kϭ5,...,12, were generated using KINEROS. NUSGs were then successfully approximated as lognormal pdfs. It was further shown that the lognormal approximations of the NUSGs could be described as a function of a single parameter t c that is the average travel time of sediment particles from the element under consideration to the watershed outlet. Sedimentographs were represented as a convolution of lognormal approximations of the NUSGs with rainfall and appropriate scaling parameters that correspond to total sediment load. Scaling parameters were estimated from observed sediment discharge and rainfall data by minimizing the sum of square errors. An erodibility index C k was defined as the total sediment load per unit area. Normalized ͓C k ͔ values were used to differentiate high and low erosion potential areas. The ensemble average of normalized erodibility indexes over several events was compared statistically by employing Tukey's approach at three significant levels.
Results revealed that in W-2 Elements 5, 9, and 10 significantly differ from other elements and accounted for over 85% total erodibility. Conversely, Element 12 has no contribution to sediment transport at all, and Element 11 has insignificant contribution. A single factor ANOVA test performed over W-3 revealed that there was no statistically significant differences between different elements.
It is concluded that sediment source area identification is a difficult procedure and is confounded by measurement errors of the hydrographs and sedimentographs observed at watershed out- lets. The erodibility measure for each element differs from one rainfall event to other. Statistical measures that use data from several rainfall events are necessary to eliminate differences in source areas. This paper combined the use of sediment travel times with unit sedimentograph approaches to perform source identification. In the companion paper ͑Kalin et al. 2004͒ a procedure based on optimization methods is described.
