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Abstract
The DisCoCat model of natural language meaning assigns meaning to a
sentence given: (i) the meanings of its words, and, (ii) its grammatical structure.
The recently introduced DisCoCirc model extends this to text consisting of
multiple sentences. While in DisCoCat all meanings are fixed, in DisCoCirc
each sentence updates meanings of words. In this paper we explore different
update mechanisms for DisCoCirc, in the case where meaning is encoded in
density matrices— which come with several advantages as compared to vectors.
Our starting point are two non-commutative update mechanisms, borrowing
one from quantum foundations research [34, 35], and the other one from [9, 36].
Unfortunately, neither of these satisfies any desirable algebraic properties, nor
are internal to the meaning category. By passing to double density matrices
[2, 51] we do get an elegant internal diagrammatic update mechanism.
We also show that (commutative) spiders can be cast as an instance of the
update mechanism of [34, 35]. This result is of interest to quantum foundations,
as it bridges the work in Categorical Quantum Mechanics (CQM) with that on
conditional quantum states. Our work also underpins implementation of text-
level Natural Language Processing (NLP) on quantum hardware, for which
exponential space-gain and quadratic speed-up have previously been identified.
We thank Jon Barrett, Stefano Gogioso and Rob Spekkens for inspiring discussions preceding the
results in this paper, and Matt Pusey, Sina Salek and Sam Staton for comments on a previous
version of the paper. KM was supported by the EPSRC National Hub in Networked Quantum
Information Technologies.
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1 Intro
While grammar is a mathematically well studied structure [1, 32, 25, 33], in Natural
Language Processing (NLP) this mathematical structure is still largely ignored. The
Categorical Distributional Semantics (DisCoCat) framework [21] was introduced in
order to address this problem: it exploits grammatical structure in order to derive
meanings of sentences from the meanings of its constituent words. For doing so we
mostly relied on Lambek’s pregroups [33], because of their simplicity, but any other
mathematical model of grammar would work as well [13].
In NLP, meanings are established empirically (e.g. [26]), and this leads to a
vector space representation. DisCoCat allows for meanings to be described in a
variety of models, including the vector spaces widely used in NLP [21, 24, 30], but
also relations as widely used in logic [21], density matrices [41, 3, 4], conceptual
spaces [8], as well as many other more exotic models [38, 12].
Density matrices, which will be of interest to us in this paper, are to be conceived
as an extension of the vector space model. Firstly, vector spaces do not allow for
encoding lexical entailment structure such as in:
tiger ≤ big cat ≤ mammal ≤ vertebrate ≤ animal
while density matrices [47] do allow for this [3, 4]. Density matrices have also been
used in DisCoCat to encode ambiguity (a.k.a. ‘lack of information’) [40, 29, 41]. Here
the use of density matrices perfectly matches von Neumann’s motivation to introduce
them for quantum theory in the first place, and why they currently also underpin
quantum information theory [5]. Density matrices also inherit the empirical benefits
of vectors for NLP purposes. Other earlier uses of density matrices in NLP exploit
the extended parameter space [7], which is a benefit we can also exploit.
DisCoCat does have some restrictions, however. It does not provide an obvious
or unique mechanism for compositing sentences. Meanings in DisCoCat are also
static, while on the other hand, in running text, meanings of words are subject to
update, namely, the knowledge-update processes that the reader undergoes as they
acquire more knowledge upon reading a text:
Once there was Bob.
Bob was a dog.
He was a bad dog that bites.
or, when properties of actors change as a story unfolds:
Alice and Bob were born.
They got married.
Then they broke up.
These restrictions of DisCoCat were addressed in the recently introduced DisCoCirc
framework [9], in which sentences within larger text can be composed, and meanings
are updated as text progresses. This raises the new question on what these update
mechanisms are for specific models. Due to the above stated motivations, we focus
on meaning embeddings in density matrices.
There has been some use of meaning updating within DisCoCat, most notably,
for encoding intersective adjectives [8] and relative pronouns [42, 43]. Here, a prop-
erty is attributed to some noun by means of a suitable connective. Thus far, DisCo-
Cat relied on the commutative special Frobenius algebras of CQM [20, 19], a.k.a. spi-
ders [15, 16]. However, for the purpose of general meaning updating spiders are far
too restrictive, for example, they force updating to be commutative. For this rea-
son in this paper we study several other update mechanisms, and provide a unified
picture of these, which also encompasses spiders.
In Section 3, we place meaning updating at the very centre of DisCoCirc: we
show that DisCoCirc can be conceived as a theory about meaning updating only.
This will in particular involve a representation of transitive verbs that emphasises
how a verb creates a bond between the subject and the object. Such a representation
has previously been used in [24, 31], where also experimental support was provided.
In Section 4 we identify two existing non-commutative update mechanisms for
density matrices. The first one was introduced in [9, 36], which we will refer to
as fuzz, and has a very clear conceptual grounding. The other one was introduced
within the context of a quantum theory of Bayesian inference [34, 35], which we will
refer to as phaser. While this update mechanism has been used in quantum founda-
tions, and has been proposed as a connective within DisCoCat [40], its conceptual
status is much less clear, not in the least since it involves the somewhat ad hoc
looking expression
√
σ ρ
√
σ involving density matrices ρ and σ. In Section 4.2 we
show that, in fact, the phaser can be traced back to spiders, but in a manner that
makes this update mechanism non-commutative. In Section 4.4 we point at already
existing experimental evidence in favour of our update mechanisms.
In Section 5 we list a number of shortcomings of fuzz and phaser. Firstly, as we
have two very distinct mechanisms, the manner in which meanings get updated is
not unique. Both are moreover algebraically poor (e.g. they are non-associative).
Finally, neither is internal to the meaning category of density matrices and CP-maps.
As both update mechanisms do have a natural place within a theory of meaning
updating, in Section 6 we propose a mechanism that has fuzz and phaser as special
cases. We achieve this by meanings and verbs as double density matrices [2, 51],
which have a richer structure than density matrices. Doing so we still remain internal
to the meaning category of density matrices and CP-maps, as we demonstrate in
Section 7, where we also discuss implementation on quantum hardware.
In Section 8 we provide some very simple illustrative examples.
2 Preliminaries
We expect the reader to have some familiarity with the DisCoCat framework [21, 42,
17], and with its diagrammatic formalism that we borrowed from Categorical Quan-
tum Mechanics (CQM) [14, 15, 16], most notably caps/cups, spiders, and doubling.
We also expect the reader to be familiar with Dirac notation, projectors, density
matrices, spectral decomposition and completely positive maps as used in quantum
theory. We now set out the specific notational conventions that we will be following
in this paper.
We read diagrams from top to bottom. Sometimes the boxes will represent
linear maps, and sometimes they will represent completely positive maps. In order
to distinguish these two representations we follow the conventions of [16, 15], which
means that a vector and a density matrix will respectively be represented as:
vector
. . . . . .
density
outputs
where wires represent systems. A privileged vector for two systems is the cap:
:=
∑
i
|ii〉
and its adjoint (a.k.a. ‘bra’) is the cup:
:=
∑
i
〈ii|
Similarly to states, linear maps and CP maps are respectively depicted as:
linear
. . .
. . . . . .
CP
. . .inputs
outputs
We will reserve white dots to represent spiders:
. . .
. . .
:=
∑
i
|i . . . i〉〈i . . . i| (1)
Crucially, spiders are clearly basis-dependent, and in fact, they represent orthonor-
mal bases [20]. Note also that caps and cups are instances of spiders, and more
generally, that spiders can be conceived as ‘multi-wires’ [16, 15]: the only thing that
matters is what is connected to what by means of possibly multiple spiders, and not
what the precise shape is of the spider-web that does so. This behaviour can be
succinctly captured within the following fusion equation:
. . .
. . . . . .
. . .
=
. . .
. . .
(2)
By un-doubling we refer to re-writing a CP-map as follows [44, 16]:
CP ; f f
with the two boxes being ∑i fi ⊗ |i〉 and ∑i |i〉 ⊗ f¯i for Kraus maps fi, that is:
∑
i
fi ⊗ |i〉
∑
i
|i〉 ⊗ f¯i (3)
In the specific case of density matrices this becomes:
dens ; ω ω (4)
Concretely, for a density matrix ∑i pi|i〉〈i| we have ω = ∑i√pi|ii〉, i.e.:∑
i
√
pi |ii〉
∑
i
√
pi |ii〉
3 Text meaning in DisCoCirc as updating
The starting point of both DisCoCat and DisCoCirc is the fact that pregroup analysis
[33] of the grammatical structure associates to each sentences a diagram. In the case
of a sentence (of which the associated grammatical type is denoted s) consisting of a
subject (with type n for ‘noun’), a transitive verb (with composite type −1n ·s ·n−1),
and an object (also with type n) this diagram looks as follows:
n ns nn -1-1
n and −1n cancel out n−1 and n cancel out
s is retained
In DisCoCat [21] we then replace the types by the encoding of the word meanings,
Bob bites Alicenoun as state noun as state
verb as state
which in our case are represented by density matrices. The wires are interpreted as
maps, for example, the cups will be the CP-maps associated to Bell-effects:∑
i
〈ii|
while the straight wire is an identity.
The above assumes that all words have fixed meanings given by those density
matrices. However, as already explained in the introduction, meanings evolve in the
course of developing text. Therefore, in DisCoCirc [9], prime actors like Bob and
Alice in Bob bites Alice are not represented by a state, but instead by a wire
carrying the evolving meaning. For this purpose we take the s-type to be the same
as the type of that of the incoming actors [9]:
s-type has Alice-wire s-type has Bob-wire
Alice
Bob
bitesnoun as wire
Alice
Bob
noun as wire
If we happen to have prior knowledge about that actor we can always plug a corre-
sponding ‘prior’ state at the input of the wires:
Alice
bites
Bob
Bob prior Alice Prior
which yields a DisCoCat-style picture. One can think of a sentence with an open
input as a function f , while providing a prior state corresponds to f being applied
to a concrete input as in f(x). The major advantage of not fixing states as a default
is that this now allows us to compose sentences, for example:
Alice
bites
Bob
fears
Bob Alice
The above in particular means that the s-type will depend on the sentence. For
example, in Bob is (a) dog, the noun dog can be taken to be fixed, so that the
s-type becomes the Bob-wire alone, and we also introduce a special notation for is:
Bob
dog
is
(5)
Yanking wires this becomes:
Bob
dog (6)
Here we think of dog as an adjective, for Bob. This reflects what we mean by
an update mechanism in this paper: we update an actor’s meaning (here Bob) by
imposing a feature (here Dog) by means of the grey dot connective, where by ‘actor’
we refer to varying nouns subject to update.
We can also put more general transitive verbs into an adjective-like shape like
in (6) by using the verb-form introduced in [24, 31]:
bites
AliceBob
verb
= bites
Bob Alice
This representation of transitive verbs emphasises how a verb creates a bond between
the subject and the object. From this point of view, an entire text can in principle
be reduced to updates of this form, with the grey dot playing a central role.
The main remaining question now is:
What is the grey dot?
A first obvious candidate are the spiders (1), which have been previously employed
in DisCoCat for intersective adjectives [8] and relative pronouns [42, 43]. However,
while by spiders being multi-wires, by fusion (2) we have:
=
clearly we don’t have:
bites
Alice Bob
sad
6=
bites
Alice Bob
sad
Therefore, in this case the grey dot needs to be something else. As spiders do make
sense in certain cases, we desire something that has spiders as a special case, and as
we shall see, this wish will be fulfilled.
4 Updating density matrices: fuzz vs. phaser
What is the most basic form of update for density matrices? Following Birkhoff-von
Neumann quantum logic [6], any proposition about a physical system corresponds to
a subspace A, or its corresponding projector PA. Following [49, 48] it is also natural
to think of propositions for natural language meaning like (being a) dog as such
a projector. Imposing a proposition on a density matrix is then realised as follows:
P ◦ − ◦ P (7)
for example, Pdog ◦ ρBob ◦ Pdog. Typically the resulting density matrix won’t be
normalised, so we will use the term density matrix also for sub-normalised and
super-normalised positive matrices.
Now, representing meanings by density matrices also dog itself would also cor-
respond to a density matrix in (6) for an appropriate choice of the grey dot. Fortu-
nately, each projector P is a (super-normalised) density matrix.
More generally, by means of weighted sums of projectors we obtain general den-
sity matrices in the form of their spectral decomposition:∑
i
xiPi (8)
where one could imagine these sums to arise from the specific empirical procedure
(e.g. [41, 37]) that is used to establish the meaning of dog. With dog itself a density
matrix, we can now think of the grey dot in (6) as combining two density matrices:
Bob is (a) dog :=
dogBob
(9)
We now consider some candidates for such a grey dot. Firstly, let’s eliminate two
candidates. Composing two density matrices by matrix multiplication doesn’t in
general return a density matrix, nor does this have an operational interpretation. Al-
ternatively, component-wise multiplication corresponds to fusion via spiders, which
as discussed above is too specialised as it is commutative.
Two alternatives for these have already appeared in the literature:
ρ σ :=
∑
i
xi
(
Pi ◦ ρ ◦ Pi
)
with σ :=
∑
i
xiPi (10)
ρ σ :=
(∑
i
xiPi
)
◦ ρ ◦
(∑
j
xjPj
)
with σ :=
∑
i
x2iPi (11)
where for each we introduced a new dedicated ‘guitar-pedal’ notation. The first of
these was proposed in [9, 36] specifically for NLP. The second one was proposed in
the form
√
σ ρ
√
σ within the context of a quantum theory of Bayesian inference [34,
35, 22]. Clearly, as update mechanisms, each of these can be seen as a quantitative
generalisation of (7): ∑
i
xi
(
Pi ◦ − ◦ Pi
)
(12)
(∑
i
xiPi
)
◦ − ◦
∑
j
xjPj
 (13)
Diagrammatically, using un-doubling, we can represent the spectral decomposi-
tion of the density matrix σ as follows:
σ ;
x
P
and the fuzz and phaser seen as update mechanisms as in (6) then become:
x
P =
P P
x x
2
P =
x
P
x
P
where the state labeled x is the vector |x〉 = (x1 . . . xn−1)T , the box labeled P is the
linear map ∑i Pi ⊗ 〈i|, and the white dot is a spider (1).
4.1 The fuzz
We call the fuzz. The coefficients xi in the spectral decomposition of σ are
interpreted to representing the lack of knowledge about which proposition Pi is
imposed on ρ. In other words, the fuzz imposes a fuzzy proposition on the density
matrix, and returns a density matrix comprising the mixture of having imposed
different propositions each yielding a term Pi ◦ ρ ◦ Pi. This reflects the manner in
which we would update a quantum state if there is uncertainty on which projector
is imposed on a system undergoing measurement.
4.2 The phaser
We call the phaser. To understand the effect of the phaser, we write the 2nd
argument σ in (11) in terms of rank-1 projectors Pi := |i〉〈i| for an ONB {|i〉}i,
which can always be done by allowing some of the xi’s to be the same. We have the
following initial result relating the phaser to spiders:
Lemma 4.1. The phaser, when the 1st argument is pure, takes the form of a spider
where the ONB in which the spider is expressed arises from diagonalisation of the
2nd argument. Setting |x〉 = (x1 . . . xn−1)T , we have:(
|ψ〉〈ψ|
) (∑
i
x2i |i〉〈i|
)
= |φ〉〈φ|
where:
|φ〉 :=
xψ
(14)
So in particular, the resulting density matrix is also pure.
Proof. We have, using the fact the xi’s are real:(
|ψ〉〈ψ|
) (∑
i
x2i |i〉〈i|
)
=
(∑
i
xi|i〉〈i|
)
|ψ〉〈ψ|
(∑
j
xj |j〉〈j|
)
=
(∑
i
〈i|ψ〉xi|i〉
)(∑
j
〈ψ|j〉xj〈j|
)
=
(∑
i
〈i|ψ〉xi|i〉
)(∑
j
〈j|ψ〉xj〈j|
)
=
(∑
i
ψixi|i〉
)(∑
j
ψ¯ix¯j〈j|
)
with ψi := 〈i|ψ〉. As the explicit form of the spider is:
=
∑
i
|i〉〈ii|
we indeed have: ∑
i
ψixi|i〉 = |φ〉 =
xψ
what completes the proof.
From this it now follows that the apparently obscure phaser, in particular due
to the involvement of square root when presented as in [34, 35, 22], canonically
generalises to the spiders previously used in DisCoCat:
Theorem 4.2. The action of the phaser on its first argument can be expressed in
terms of spiders, explicitly, using the notations of (11), it takes the form:
− σ =
x
(15)
Proof. We have:
x
=
(∑
j
|j〉〈jj|
)
◦
(
1⊗
∑
i
xi|i〉
)
=
∑
i
xi|i〉〈i|
which then yields the action of the phaser in the form (13).
So in conclusion, the phaser boils down to the spiders that we are already famil-
iarly with in DisCoCat, hence now solidly justifying its consideration by us in the
first place. Moreover, there is one important qualification that will overcome our
objection voiced above against using spiders given that they yield commutativity.
Namely, these spiders may be expressed in different ONBs which they inherit from
the 2nd argument σ, and if we update with nouns which diagonalise in different
bases, then the corresponding spiders typically won’t commute:
2
1
6=
2
1
Hence, for the phaser, it is the properties with which the nouns are updated that con-
trol commutativity. The special case in which they commute is then the counterpart
to the intersective adjectives [28] mentioned above.
Finally, we justify the term ‘phaser’. Recalling that the key feature of the fuzz
and the phaser is that they produce a density matrix, we see that we can let the xi
in the phaser be complex:(∑
i
xi|i〉〈i|
)
◦ − ◦
(∑
j
x¯j |j〉〈j|
)
(16)
In that case, of course, the density matrix σ := ∑i |xi|2Pi does not fully specify
(16), so rather than the density matrix, the data needed is the pair consisting of all
xi’s and Pi’s. Taking all xi’s such that |xi| = 1 then the operation:
x
takes the form of the original phases of ZX-calculus [10, 11, 16]. All spiders are
equipped with phases, and more abstractly, they can be defined as certain Frobenius
algebras [20]. In more recent versions of the ZX-calculus, more general phases are
also allowed [39, 23], as these exist for equally general abstract reasons, and this
then brings us to the general case of the phaser.
4.3 Normalisation for fuzz and phaser
We have the following no-go theorem for the fuzz:
Proposition 4.3. If the operation (12) sends normalised density matrices to nor-
malised density matrices, then it must be equal to a (partial) decoherence operation:∑
i
(
Pi ◦ − ◦ Pi
)
which retains all diagonal elements and sets off-diagonal ones to zero.
Proof. By trace preservation ∑i xi(Pi ◦ Pi) = ∑i xiPi is the identity, so xi = 1.
For the phaser we have an even stronger result:
Proposition 4.4. If the operation (16) sends normalised density matrices to nor-
malised density matrices, then for all i we have |xi| = 1. Taking the xi’s to be
positive reals, only the identity remains.
Proof. By trace preservation (∑i xiPi) ◦ (∑j x¯jPj) = ∑i xix¯i(Pi ◦ Pi) = ∑i |xi|2Pi
is the identity, so |xi| = 1.
It immediately follows from Propositions 4.3 and 4.4 that the operations (12)
and (16) only preserve normalisation for a single trivial action both of and . Of
course, this was already the case for single projectors PA, which will only preserve
normalisation for fixed-points, so this result shouldn’t come as a surprise. Hence,
just like in quantum theory, one needs to re-normalise after each update if one insists
on density matrices to be normalised.
4.4 Experimental evidence
Both the fuzz and the phaser have recently been numerically tested in their per-
formance in modelling lexical entailment [36] (a.k.a. hyponymy). In [36] both fuzz
and phaser are used to compose meanings of words in sentences, and it is explored
how lexical entailment relationships propagate when doing so. The phaser performs
particularly well, and seems to be very suitable when one considers more complex
grammatical constructs. While these results were obtained within the context of
DisCoCat, they also lift to the realm of DisCoCirc.
5 Non-uniqueness and non-internalness
The above poses a dilemma; there are two candidates for meaning update mech-
anisms in DisCoCirc. This seems to indicate that a DisCoCirc-formalism entirely
based on updating, subject to that update process being unique, is not achievable.
Moreover, it is easy to check (and well-known for the phaser [27]) that both
and fail to have basic algebraic properties such as associativity, so treating
them as algebraic connectives is not useful either. But that was never really our
intension anyway, given that the formal framework where meanings in DisCoCat
and DisCoCirc live is the theory of monoidal categories [18, 45]. In these categories,
we both have states and processes which transform these states. In the case that
states are vectors these process typically are linear maps, and in the case that states
are density matrices these processes typically are CP-maps. However, neither the
fuzz nor the phaser is a CP-map on the input ρ⊗ σ, which can clearly be seen from
the double occurrence of projectors in their outputs. In other words, these update
mechanisms are not internal to the meaning category. This means that there is no
clear ‘mathematical arena’ where they live.
We will now move to a richer meaning category where the fuzz and phaser will be
unified in a single construction which will become internal to the meaning category,
as well as having a diagrammatic representation.
6 Pedalboard with double mixing
In order to unify fuzz and phaser , and also to make them internal to the
meaning category, we use the double density matrices (DDMs) of [2, 51]. This is a
new mathematical entity initially introduced within the context of NLP for capturing
both lexical entailment and ambiguity within one structure [2]. On the other hand,
they are a natural progression from the density matrices introduced by von Neumann
for formulating quantum theory [46]. The key feature of DMMs for us is that they
have two distinct modes of mixedness, for which we have the following:
Theorem 6.1. DMMs enable one to unify fuzz and phaser in a combined update
mechanism, where fuzz and phaser correspond to the two modes of mixedness of
DDMs. In order to do so, meanings of propositions are generalised to being DMMs,
and the update dot is then entirely made up of wires only:
DMM
We now define DDMs, and continue with the proof of the theorem. Firstly, it
is shown in [51] that there are two natural classes of DDMs, namely those arising
from double dilation, and those arising from double mixing, and here we need the
latter. While mixing can be thought of as passing from vectors to weighted sums of
doubled vectors as follows (using the un-doubling representation):
|φ〉 ;
∑
i
xi|φi〉|φ¯i〉
double mixing means repeating that process once more [2]:∑
i
xi|φi〉|φ¯i〉 ;
∑
ijk
ykxikxjk|φik〉|φ¯ik〉|φjk〉|φ¯jk〉
Setting |ωik〉 := y1/4k x1/2ik |φik〉 this becomes:∑
ijk
|ωik〉|ω¯ik〉|ωjk〉|ω¯jk〉
and in diagrammatic notation akin to that of un-doubled density matrices, we obtain
the following generic form for double density matrices [51]:
ω¯ ω ω¯ω
In order to relate DMMs to our discussion in Section 4, we turn them into CP-maps
in the un-doubled from of (3), by bending up the inner wires:
ω¯ ω ω¯ω =
ω¯ ω
ω ω¯
(17)
where:
ω := ω ω¯ := ω¯
as well as the horizontal reflections of these. In order to see that this is indeed an
instance of (3), using fusion (2) we rewrite the spider in the RHS of (17) as follows:
ω
ω¯ ω
ω¯
These CP-maps take the concrete form:
∑
k
(∑
i
|ωik〉〈ωik|
)
◦ − ◦
(∑
j
|ωjk〉〈ωjk|
)
(18)
where the k-summation sums corresponds to the spider and the other summations
to the two connecting wires. Using the spectral decomposition of the density matrix∑
i |ωik〉〈ωik| this can be rewritten as follows, where the yk’s are arbitrary:
(18) =
∑
k
(∑
i
x′ikPik
)
◦ − ◦
(∑
j
x′jkPjk
)
=
∑
k
yk
(∑
i
x′ik
yk
Pik
)
◦ − ◦
(∑
j
x′jk
yk
Pjk
)
=
∑
k
yk
(∑
i
xikPik
)
◦ − ◦
(∑
j
xjkPjk
)
Now, this expression accommodates both the update mechanisms (12) and (13) as
special cases, which are obtained by having either in the outer- or in the two inner-
summations only a single index, and setting the corresponding scalar to 1. Conse-
quently, in this form, we can think of the doubled density matrices as a canonical
generalisation of propositions that unifies fuzz and phaser.
By relying on idempotence of the projectors we obtain:
(18) =
∑
k
yk
(∑
i
xikPik ◦ Pik
)
◦ − ◦
(∑
j
xjkPjk ◦ Pjk
)
and we can now indicate the roles of fuzz and phaser diagrammatically, as follows:
P P
P P
(19)
where the summations and corresponding scalars are represented by their respective
pedals. Of course, this notation is somewhat abusive, as also the projectors are part
of the fuzz and phaser. Also, while the phaser appears twice in this picture, there
is only one, just like for a density matrix |ψ〉〈ψ| there are two occurrences of |ψ〉.
We now put (19) in a form that exposes what the dot as in (6) is when taking
meanings to be DMMs. Recalling the wire-bending we did in (17) we have:
P P
P P
=
P P PP
so it indeed follows that the dot only contains plain wires, which completes the proof.
Remark 6.2. One question that may arise concerns the relationship of the de-
composition of CP-maps (19) and the Krauss decomposition of CP maps. A key
difference is that (19) is a decomposition in terms of projections, involving two levels
of sums, constituting it more refined or constrained than the more generic Krauss
decomposition. This then leads to interesting questions, for example, regarding
uniqueness of the projectors and coefficients arising from the spectral decomposi-
tions in our pedal-board construction. Furthermore, these coefficients may be used
in a quantitative manner, e.g. for extracting entropies as in [41].
7 Meaning category and physical realisation
We can still take as meaning category density matrices with CP-maps as processes.
We can indeed think of a DMM as a density matrix of the form (4):
ω¯ω ω¯ω
The update dot is a CP-map of the form (3):
︷ ︸︸ ︷ ︷ ︸︸ ︷DMM input DMM input
In this way we obtain a meaning category for which updating is entirely internal.
In previous work we already indicated the potential benefits of the implemen-
tation of standard natural language processing tasks modelled in DisCoCat on a
quantum computer [50]. One major upshot is the exponential space gain one ob-
tains by encoding large vectors on many-qubit states. Another is the availability
of quantum algorithm that yield quadratic speedup for tasks such as classification
and question-answering. Moreover, the passage from vectors to density matrices is
natural for a quantum computer, as any qubit can also be in a mixed state. Double
density matrices are then implemented as mixed entangled states.
8 Some examples
Example 1: Paint it black. Following Theorem 4.2, the phaser can be ex-
pressed as a spider-action (15). The aim of this example is to illustrate how in this
form non-commutative updating arises. For the sake of clarity we will only consider
rank-1 projectors rather than proper phasers, but this suffices for indicating how
non-commutativity of update arises. The toy text for this example is:
Door turns red.
Door turns black.
Diagrammatically we have:
Door
red
black
One can think of turns as an incarnation of is with non-commutative capability.
Therefore it is of the form (5), and reduces to (6), where the grey dots are spiders.
We take red and black to correspond to vectors |r〉 and |b〉, with induced density
matrices |r〉〈r| and |b〉〈b|. As they share the feature of both being colours, they are
related (e.g. according to a factual corpus) and won’t be orthogonal:
|r〉
|b〉
|r〉⊥
|b〉⊥
We can now build a ONB associated to red, with |r〉 one of the basis vectors, and
the other ones taken from |r〉⊥, which results in red spiders representing red, and
then, taking |x〉 only to be non-zero for basis vector |r〉, turns red becomes:
red
=
xr = 1, xr⊥ = 0
Similarly, turns black becomes:
black
=
xb = 1, xb⊥ = 0
Crucially, the red and black spiders won’t commute since they are defined on different
ONBs taken from {|r〉, |r〉⊥} and {|b〉, |b〉⊥} respectively.
Concretely, we obtain two rank-1 projectors, |r〉〈r| and |b〉〈b| respectively, as
desired. Taking an initial state for the door only considering the door’s colour:
door
:= |d〉〈d|
we obtain:
red
door
=
(
|r〉〈r|
)
◦
(
|d〉〈d|
)
◦
(
|r〉〈r|
)
= z |r〉〈r|
for some non-zero z ∈ R+, so now the door is red, and also:
red
black
door
=
(
|b〉〈b|
)
◦
(
z |r〉〈r|
)
◦
(
|b〉〈b|
)
= z′ |b〉〈b|
so now the door is black, just like Mick Jagger wanted it to be.
Example 2: Black fuzztones. The aim of this example is to demonstrate the
operation of the fuzz in modelling ambiguous adjectives. Above we treated black
as pure, but in fact, it is ambiguous in that, for example, it may refer to a colour as
well as to an art-gerne. This kind of ambiguity is accounted for by the fuzz. Disam-
biguation may take place when applying the ambiguous adjective to an appropriate
noun, for example:
black poem
black door
or not, when the noun is lexically ambiguous as well, for example:
black metal
which may be an art-genre, namely the music-genre, or the material:
This same ambiguity can propagate even further e.g.:
black metal fan
which clearly ‘demon’‘strat’es the importance of the fuzz, as ambiguity is ubiquitous
in natural language. The latter example in fact also involves grammatical and
syntactical ambiguity. This level of ambiguity is beyond the scope of this paper and
will be studied elsewhere.
So now, besides blackcol as defined above for colour, there is another use of it,
namely blackgen for genre:
blackgen
=
xb = 1, xb⊥ = 0
and we can represent the overall meaning as the following fuzz:
black
= y
blackcol
+ y′
blackgen
that is, concretely:
− σblack = y
(
|bcol〉〈bcol| ◦ − ◦ |bcol〉〈bcol|
)
+ y′
(
|bgen〉〈bgen| ◦ − ◦ |bgen〉〈bgen|
)
where the ambiguity is induced by the adjective:
σblack := |bcol〉〈bcol|+ |bgen〉〈bgen|
Inputting ρpoem, ρdoor, and ρmetal, we expect empirically (from a factual corpus)
that the following terms will be very small:(
|bcol〉〈bcol| ◦ ρpoem ◦ |bcol〉〈bcol|
)
≈ 0 ≈
(
|bgen〉〈bgen| ◦ ρdoor ◦ |bgen〉〈bgen|
)
while these will all be significant:(
|bcol〉〈bcol| ◦ ρdoor ◦ |bcol〉〈bcol|
)
 0
(
|bgen〉〈bgen| ◦ ρpoem ◦ |bgen〉〈bgen|
)
 0
(
|bcol〉〈bcol| ◦ ρmetal ◦ |bcol〉〈bcol|
)
 0
(
|bgen〉〈bgen| ◦ ρmetal ◦ |bgen〉〈bgen|
)
 0
That is, poem and door are unambiguous nouns that disambiguate the ambiguous
adjective black, while metal is ambiguous before and remains ambiguous after the
application of the adjective black on it.
9 Outro
In this paper we proposed update mechanisms for DisCoCirc, in terms of fuzz and
phaser, which in the real world look something like this:
:= :=
We unified them within a single diagrammatically elegant update mechanism by em-
ploying double density matrices. In this way we upgraded the commutative spiders
used in DisCoCat to non-commutative ones that respect the temporal order of the
sentences within a text. The commutative spiders consist a special case of the more
general phaser. At the same time, the fuzz models lexical ambiguity.
One might consider employing the double density matrix formalism to contribute
to a theory of quantum Bayesian inference. Vice versa, fully incorporating inference
within the diagrammatic formalism of quantum theory would aid in successfully
modeling tasks in natural language processing as well as cognition.
Furthermore, since double density matrices can be described by standard density
matrices with post-selection, the update formalism we have defined here can in
principle be implemented in quantum hardware. Therefore, our framework provides
a source for small- and large-scale experiments in the novel field of quantum natural
language processing.
Finally, one might wonder whether an ‘anatomy of completely positive maps’ can
be performed by means of double density matrices, potentially providing a compact
framework in which to study quantum channels.
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