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Abstract
We make a critical review of the semiclassical interpretation of quantum cosmology and
emphasise that it is not necessary to consider that a concept of time emerges only when
the gravitational field is (semi)classical. We show that the usual results of the semiclassical
interpretation, and its generalisation known as the Born-Oppenheimer approach to quantum
cosmology, can be obtained by gauge fixing, both at the classical and quantum levels. By
‘gauge fixing’ we mean a particular choice of the time coordinate, which determines the
arbitrary Lagrange multiplier that appears in Hamilton’s equations. In the quantum theory,
we adopt a tentative definition of the (Klein-Gordon) inner product, which is positive definite
for solutions of the quantum constraint equation found via an iterative procedure that
corresponds to a weak coupling expansion in powers of the inverse Planck mass. We conclude
that the wave function should be interpreted as a state vector for both gravitational and
matter degrees of freedom, the dynamics of which is unitary with respect to the chosen inner
product and time variable.
Keywords : Born-Oppenheimer Approximation; Gauge Fixing; Quantum Cosmology; Semiclassi-
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1 Introduction
In canonical general relativity, the bulk Hamiltonian is constrained to vanish [1]. This con-
straint is related to the symmetry of the theory (‘general covariance’), which is enforced by the
Bergmann-Komar group in phase space [2, 3]. Upon quantisation, one may promote the con-
straints to operators that annihilate the wave functional, which is equivalent to requiring that
physical states are invariant under the action of the symmetry group. In the absence of bound-
ary terms, this implies that physical states are annihilated by the Hamiltonian. Such states are,
therefore, independent of the choice of spacetime coordinates and, in particular, independent of
coordinate time. This time independence seems to imply that the wave functional is static and
there is no dynamics. This is the so-called ‘problem of time’ in canonical quantum gravity. There
are many approaches to understanding and solving this problem (see, e.g. [4–6] and references
therein).
In this paper, we will examine and reinterpret one such approach, known as the semiclassical
interpretation of quantum gravity (see, e.g. [4,5] for a review), which proposes that the notion of
time emerges if the gravitational wave functional is semiclassical, i.e. if it can be approximated by
its Wentzel-Kramers-Brillouin (WKB) counterpart. In this case, the first approximation to the
phase of the WKB wave functional is a solution to the Einstein-Hamilton-Jacobi equations [7].
This solution defines a congruence of classical gravitational trajectories and a standard of time
with respect to which quantum matter evolves according to the (functional) time-dependent
Schrödinger equation (TDSE) [8]. Thus, one is able to derive quantum field theory on a classical
gravitational background from the quantum constraint equations for the composite system of
gravitational and matter degrees of freedom. If one proceeds to higher orders in the semiclassical
expansion, usually performed as a formal expansion in powers of the inverse Planck mass [9–12],
it is possible to compute corrections to the TDSE [11–14].
In this approach, the concept of time is taken to be inherently semiclassical and it cannot
be defined when the gravitational field is fully quantum. This was argued by Banks [9], who
followed an earlier argument of DeWitt [15] that time should be a phenomenological concept in a
covariant theory. The view expressed by Banks was shared by many authors in subsequent works
in quantum gravity and cosmology [16–26], as well as in articles regarding the non-relativistic
quantum mechanics of closed, isolated systems [27–29].
In the present article, we take a different view, motivated by the fact that the choice of time
coordinate in canonical general relativity is analogous to a choice of gauge in canonical Yang-Mills
theories. More precisely, both general relativity and Yang-Mills theories are constrained systems
and, thus, the canonical field equations contain arbitrary Lagrange multipliers. In the Yang-
Mills case, the multipliers are fixed by a gauge condition on the vector potential, whereas in the
case of general relativity, they are fixed by a choice of spacetime coordinates, i.e. a ‘coordinate
condition’. In analogy to the Yang-Mills case, we refer to the choice of spacetime coordinates as
‘gauge fixing’. This terminology is unrelated to gauge theories of gravitation, such as Poincaré
gauge theory [30].
As it is possible to fix the gauge both in the classical and quantum versions of Yang-Mills
theories, we assume that the same is true for (quantum) general relativity. Although it might
be indeed meaningless to discuss the interpretation of clock readings in a fully quantum regime,
we assume that there is in principle no inconsistency in parametrising the dynamics with respect
to a given choice of time coordinate also in the quantum theory. We will thus argue that it is
unnecessary to relegate the concept of time to the (semi)classical level and that the usual results
obtained in the semiclassical interpretation of quantum gravity coincide with a particular gauge
fixing of the theory, both at the classical and quantum levels.
It is not unexpected that the results of the semiclassical approach should coincide with a
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particular choice of gauge. Indeed, the emergent semiclassical time is a time coordinate associated
with the background geometry defined from the phase of the semiclassical gravitational wave
functional. Once this coordinate is defined, it may be used to parametrise the dynamics not
only of the background geometry, but also of the composite system of gravitational and matter
degrees of freedom. Classically, time evolution is only defined once a choice of coordinates
has been made, as this corresponds to fixing the arbitrary multipliers that appear in Hamilton’s
equations. Therefore, any notion of time (even if it is “emergent”) must correspond to a particular
fixation of the multipliers. We will provide closed-form expressions for the Lagrange multiplier
(the ‘lapse’) as well as the classical reduced gauge-fixed Hamiltonian associated with the choice
of time given by the phase of the semiclassical gravitational wave functional. To the best of our
knowledge, such closed-form expressions for this choice of time have not been derived before.
In [31], Parentani showed that a time-dependent Hamilton-Jacobi equation (TDHJE) for
matter fields could be derived from the Einstein-Hamilton-Jacobi equations in a way analogous
to the derivation of the TDSE from the quantum constraints in the standard semiclassical ap-
proach. He emphasised that such a derivation amounts to a background field approximation,
as the notion of time in both classical and quantum cases is defined from the (classical) grav-
itational background. The higher order corrections to the TDHJE and TDSE thus depend on
the choice of this background. More recently, Briggs [32] has independently derived the TDHJE
from the time-independent Hamilton-Jacobi equation. It remained unclear, however, whether the
derivation of the approximate TDHJE corresponds to a choice of gauge by fixing the arbitrary
multipliers in the equations of motion. As already mentioned, we will show that this is indeed
the case.
More generally, one can fix the coordinates to be given by functions of the canonical variables.
This ‘canonical gauge’ choice is in line with DeWitt’s view [15] that, in a covariant theory, the
contents of the universe itself should be used to define the coordinates and, in particular, time.
In this way, the evolution of physical quantities is described through the correlation of their
configuration with the trajectory of a quantity chosen to be the ‘clock’ [33, 34]. Moreover, it is
important to note that gauge fixing is not merely a mathematical convenience, since different
choices of coordinates may also be associated with different reference frames and observers.
This marks a difference between the external symmetry of general relativity and the internal
symmetries of Yang-Mills theories, for which different gauge choices are unobservable.
Regarding the quantum theory, we take the position that the independence of the wave
functional on the choice of coordinates does not preclude its dynamical and probabilistic inter-
pretation. Rather, the invariance of physical states implies that the quantum dynamics is the
same for any choice of spacetime coordinates. To fix the gauge in the canonical quantum theory,
we proceed in analogy to the classical Hamilton-Jacobi theory. At the classical level, the Einstein-
Hamilton-Jacobi equations are gauge-independent. However, if we choose suitable functions of
the canonical variables (e.g., the Weyl scalars or matter scalar fields) to define the spacetime
coordinates, the solutions to the Einstein-Hamilton-Jacobi equations may be interpreted dynam-
ically, since their variation in the chosen time coordinate will be encoded in their dependence on
the canonical variables. If we take the view that the same is true for the quantum constraint
equations, the time-dependence of the wave functional will be encoded in its dependence on the
configuration or momentum variables in the appropriate representation.
The difficulty in establishing such a quantum theory resides in defining the inner product on
the space of physical states and assessing whether the theory is unitary with respect to different
choices of the time parameter. There have been various proposals for selecting such a physical
inner product and constructing the physical Hilbert space (see, for instance, [35,36] and references
therein). This is a subtle issue that is outside the scope of this paper. We will adopt a tentative
definition of the inner product, with respect to which we will interpret the usual results of the
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semiclassical approach as a particular gauge fixing. Thus, the quantum theory here presented is
provisional. Our goal is not to provide a definitive solution to the problem of time, but rather to
reinterpret the standard semiclassical approach and to emphasise how the emergent semiclassical
time is related to the freedom of choosing coordinates in general relativity: it corresponds to a
particular class of canonical gauge choices and there are more general choices of time coordinate
that could be employed.
The semiclassical interpretation can be generalised to what is often referred to as the Born-
Oppenheimer (BO) approach to quantum gravity and cosmology [17–20,37–46], as it was inspired
by the BO approximation in molecular physics [47, 48]. We will use the terms ‘semiclassical
interpretation’, ‘semiclassical approach’ and ‘BO approach’ interchangeably. Since our focus is
on the problem of time (in its simplest manisfestation) and its solution given by the semiclassical
approach, we will not be concerned with field-theoretic issues, such as regularisation of the
quantum constraint equations. In the main body of the paper, we will restrict ourselves to finite-
dimensional models with a single constraint, which are useful for analysing homogeneous and
isotropic cosmologies. We include an appendix with the formal generalisation of the results of
the paper to the field-theoretic case.
Finally, we mention a recent paper in which Kamenshchik et al. [40] compared the results of
the BO approach and the gauge-fixing approach for a simple minisuperspace model and obtained
similar results for both methods. The formalism presented here is complementary to their work.
We show that the BO approach is simply a particular choice of gauge for a general homogeneous,
isotropic minisuperspace model with non-vanishing potential.
The paper is organised as follows. In section 2, we give a critical overview of the standard
semiclassical interpretation and the BO approach to the problem of time. We then describe the
particular gauge fixing with which it coincides at the classical level in section 3. There, we show
how the reduced gauge-fixed Hamiltonian can be approximated by the ‘corrected’ Hamiltonian
used in the standard semiclassical approach. In section 4, we analyse the corresponding quantum
theory, in particular the question of unitarity in perturbation theory. The archetypical example
of the relativistic particle is analysed in section 5. Finally, in section 6, we summarise our results
and present our conclusions. We include three appendices. Appendices A and B contain formulae
that are needed in sections 3 and 4. Appendix C formally extends the results of the paper to
field theory. We work in units in which c = ~ = 1.
2 The Born-Oppenheimer Approach to the Problem of Time
In this section, we make a critical review of the BO approach to the problem of time in preparation
for sections 3 and 4, where we show that the standard results of the BO approach can be obtained
by a particular choice of gauge.
2.1 Overview
The Hamiltonian constraint of quantum gravity, referred to as the Wheeler-DeWitt (WDW)
equation, does not depend on a time variable and it is thus analogous to the time-independent
Schrödinger equation (TISE) of quantum theory. If some of the variables on which the TISE
or the WDW equation depends can be treated semiclassically, one can define a time-variable
from the phase of the semiclassical part of the wave function. In this way, time emerges from
a timeless quantum equation (TISE or WDW) in a semiclassical regime. The basis for such a
semiclassical interpretation of time was laid in Mott’s work [49,50] on α-particle tracks. In [49,50],
Mott analysed the TISE for the composite system of atoms and α particles and showed that,
by treating the high-energy α-particle wave function semiclassically, one can derive a TDSE
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for the atoms. The time parameter is defined from the phase of the α-particle wave function.
Mott’s derivation of the TDSE from the TISE was further analysed in [28, 29, 51] and inspired
an application to quantum cosmology in [52].
The semiclassical regime in which time emerges can be understood in the context of the
BO approximation [17–20, 37–40], which is frequently employed in molecular physics [47, 48].
There, one is interested in computing molecular spectra by analysing the quantum dynamics of a
system of heavy nuclei and light electrons. In many cases, one can make a WKB approximation
to the nuclear wave function and consider an adiabatic approximation in which the electronic
wave function follows the semiclassical dynamics of the nuclei. The combination of the WKB
expansion for the heavy nuclei and the adiabatic approximation comprises the BO approximation.
This can be generalised to any composite system, composed of a ‘heavy’ (or ‘slowly-varying’)
part and a ‘light’ (sub)system [28,29, 32]. In the BO approximation, the evolution of the ‘light’
system follows adiabatically the semiclassical dynamics of the ‘heavy’ part. In the BO approach
to the problem of time, the time parameter is defined from the phase of the semiclassical wave
function of the ‘heavy’ sector and is sometimes referred to as ‘WKB time’ [53].
Englert [27] and subsequently Briggs and Rost [28, 29] took the position that the (non-
relativistic) quantum mechanics of closed, isolated systems should be fundamentally timeless
and thus described by the TISE. They suggested that the BO approximation (or a generalisa-
tion thereof) should be used to derive the TDSE from the TISE in a procedure analogous to
Mott’s derivation. In this way, Briggs and Rost emphasise that the TDSE would be only an
approximation and a mixed classical-quantum equation, since the time parameter is defined in
the limit in which the heavy sector becomes classical. Thus, the TISE would be promoted to the
fundamental equation of quantum mechanics. This approach was further pursued by Arce [54].
In the context of quantum gravity, Lapchinsky and Rubakov [8] derived the functional TDSE
for matter fields propagating in a fixed, vacuum gravitational background by treating the gravi-
tational field semiclassically in the quantum constraint equations. Thus, the gravitational vari-
ables served as the ‘heavy’ sector for the ‘light’ matter fields. Essentially the same procedure
was followed independently by Banks [9] and Banks, Fischler and Susskind [10]. Although other
separations are possible, the ‘heavy’ variables usually coincide with the gravitational degrees of
freedom, whereas the ‘light’ sector consists of the matter variables.
In [9, 10], the semiclassical approximation for the gravitational sector was obtained by for-
mally expanding the quantum constraint equations and their solution in powers of the inverse
Planck mass. Such an expansion is valid when all energy scales are much smaller than the Planck
scale (weak-coupling expansion) and it is analogous to what was done in Born and Oppenheimer’s
original paper [47]. In [47], the average mass M of the nuclei was considered to be much larger
than the mass m of electrons, such that it was possible to expand the Hamiltonian operator
and energy eigenfunctions in powers of
(
m
M
) 1
4 . To lowest order, one recovered the dynamics of
electrons while the nuclei remained at fixed positions and the nuclear position variables were
treated as parameters. Analogously, the gravitational variables enter as parameters in the func-
tional TDSE for matter fields, which propagate in a fixed geometry to lowest order in the weak
coupling expansion [9, 10].
It is possible to include corrections to the (functional) TDSE by computing terms of higher
orders in the inverse Planck mass. Such corrections have been computed in [11–14]. In [12], it was
concluded that the corrections include terms that violate unitarity in the matter sector. We shall
reexamine this question in sections 2.2 and 4.5 and find that the dynamics of the gravity-matter
system is unitary with a suitable definition of the inner product.
In [8–10], the backreaction of quantum matter onto the classical gravitational background was
not included. In a series of papers [17–20], Brout and colleagues refined the method of Banks to
include the effect of backreaction of matter in the form of a source term in the Einstein-Hamilton-
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Jacobi equations for the classical gravitational background. The source term consisted of the
expectation value of the matter Hamiltonian (averaged only over matter degrees of freedom)
and was also accompanied by Berry connection [55, 56] terms, which is in line with the usual
BO approximation used in molecular physics [48, 57–59]. In [39, 60, 61], it was claimed that
the inclusion of backreaction and Berry connection terms leads to a unitary description of the
matter-sector dynamics to all orders in the weak-coupling expansion.
However, following an earlier paper by Hartle [62], the authors Halliwell [63], D’Eath and
Halliwell [64] and Padmanabhan [65] stressed that the backreaction terms were spurious, as they
depend on the arbitrary choice of phase for the gravitational wave function, which in turn is
related to the freedom associated with the definition of the Berry connection. Halliwell [63],
Singh and Padmanabhan [22, 23] concluded that a semiclassical theory of gravity sourced by
the expectation value of the matter Hamiltonian or, in a covariant setting, of the matter energy-
momentum tensor is well defined only when the distribution of the matter Hamiltonian is peakead
about its average value or the quantum corrections to the energy-momentum tensor of matter
are small in comparison to the classical contribution. This arbitrariness related to the definition
of backreaction terms casts doubt on the claim that the inclusion of backreaction guarantees
unitarity in the matter sector. In what follows, we will see how this can be resolved.
2.2 A Critical Assessment of the Method. Non-Relativistic Case
To clarify the conceptual points mentioned above and illustrate the BO approach to the problem
of time, let us consider a non-relativistic example, analysed in a different way in [28, 29, 32, 66].
We focus on a composite system of a ‘heavy’ sector interacting with a ‘light’ subsystem. The
‘heavy’ sector is associated with a mass scale M and degrees of freedom Qa, a = 1, ...n, whereas
the ‘light’ system is associated with a scale m≪M and degrees of freedom qµ, µ = 1, ..., d. The
TISE reads
− 1
2M
n∑
a=1
∂2Ψ
∂Q2a
+ V (Q)Ψ + HˆS
(
Q;
∂
∂qµ
, qµ
)
Ψ = EΨ , (1)
where V is a potential term for the ‘heavy’ sector and HˆS is the ‘light’-system Hamiltonian,
which depends only parametrically on the ‘heavy’ variables Q. In the traditional BO approach,
one expands the wave function as the superposition
Ψ(Q; q) =
∑
k
χk(Q)ψk(Q; q) , (2)
where ψk form a complete system which is orthonormal with respect to the inner product taken
only over the ‘light’ variables q, i.e. 〈ψk, ψl〉S (Q) :=
∫ ∏d
µ=1 dqµ ψ¯k(Q; q)ψl(Q; q) ≡ δkl . For
example, one may choose ψk to be the eigenstates of HˆS (if the spectrum is continuous, we
replace
∑
k →
∫
dk and δkl → δ(k − l)). For simplicity, we can also rewrite (2) as
Ψ(Q; q) = χ(Q)
∑
k
χk(Q)
χ(Q)
ψk(Q; q) ≡ χ(Q)ψ(Q; q) . (3)
Such an exact factorisation was considered in [32,54,57–59,67,68] and it avoids the complication
of having to consider the dynamics of each of the ψk states. Evidently, this factorisation is
ambiguous, as one can redefine each factor as follows:
χ(Q) = eξ(Q)+iη(Q)χ′(Q) , ψ(Q; q) = e−ξ(Q)−iη(Q)ψ′(Q; q) , (4)
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where ξ and η are smooth functions of the Q-variables. Under such a redefinition, the total state
remains invariant, Ψ = χψ = χ′ψ′ = Ψ′.
The usual procedure is to insert (2) or (3) into (1), multiply the result by ψ¯k or ψ¯ and
integrate over the q-variables to obtain an equation for χk or χ [17–20, 28, 29, 60, 66]. Such an
equation involves the partial averages over the q-variables 〈 ∂
∂Qa
〉
S
, which are related to the
Berry connection, and 〈HˆS 〉S , which is interpreted as a ‘backreaction’ term. One then uses
the equation for χk or χ to obtain an equation for ψk or ψ, which will also involve partial
averages over the q-variables. The result is a coupled non-linear system, which can be solved in
an iterative, self-consistent way [69]. Here, we decide to take a slightly different but equivalent
route. For convenience, we will work with the exact factorisation given in (3). For any choice of
χ, we define
J(Q) :=
1
2Mχ(Q)
n∑
a=1
∂2χ
∂Q2a
− V (Q) + E ≡ J(Q) + iK(Q) , (5)
where J and K are the real and imaginary parts of the ‘source’ J. They can be written in terms
of the amplitude and phase of χ as follows.
J(Q) =
1
2M
n∑
a=1
[
1
R
∂2R
∂Q2a
−
(
∂ϕ
∂Qa
)2]
− V (Q) + E ,
K(Q) =
1
2M
n∑
a=1
(
2
R
∂R
∂Qa
∂ϕ
∂Qa
+
∂2ϕ
∂Q2a
)
,
(6)
where we used the polar decomposition χ = Reiϕ. We note that there is no loss of generality
in choosing χ to be a complex wave function (ϕ 6= 0), even if Ψ is real, due to the freedom of
redefining the states according to (4). If we redefine χ = eξ+iηχ′ (cf. (4)), the ‘source’ J changes
accordingly,
J(Q) = J ′(Q) +
1
2M
n∑
a=1
[
2
R′
∂R′
∂Qa
∂ξ
∂Qa
+
(
∂ξ
∂Qa
)2
+
∂2ξ
∂Q2a
− 2 ∂ϕ
′
∂Qa
∂η
∂Qa
−
(
∂η
∂Qa
)2]
,
K(Q) = K ′(Q) +
1
M
n∑
a=1
(
∂ξ
∂Qa
∂ϕ′
∂Qa
+
1
R′
∂R′
∂Qa
∂η
∂Qa
+
∂ξ
∂Qa
∂η
∂Qa
+
1
2
∂2η
∂Q2a
)
.
(7)
We now insert (3) into (1) to obtain
i
M
n∑
a=1
∂ϕ
∂Qa
∂ψ
∂Qa
=
(
HˆS − J
)
ψ − 1
M
n∑
a=1
∂ logR
∂Qa
∂ψ
∂Qa
− 1
2M
n∑
a=1
∂2ψ
∂Q2a
. (8)
If we define ∂
∂t
:= 1
M
∑n
a=1
∂ϕ
∂Qa
∂
∂Qa
, then (8) reads
i
∂ψ
∂t
=
(
HˆS − J
)
ψ − 1
M
n∑
a=1
∂ logR
∂Qa
∂ψ
∂Qa
− 1
2M
n∑
a=1
∂2ψ
∂Q2a
, (9)
which resembles a TDSE. Nevertheless, the presence of higher derivatives with respect to the Q-
variables on the right-hand side makes it more akin to a Klein-Gordon equation. Traditionally, the
‘time’ derivative in (9) is defined only when χ (the ‘heavy’-sector wave function) is approximated
by its WKB counterpart [8–10], such that t is the ‘WKB-time’. However, we stress that this is
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not necessary. Indeed, we have defined t from the general phase∗ of χ and used the exact polar
decomposition χ = Reiϕ. Moreover, we note that ϕ (and, hence, t) is freely specifiable due to
the freedom of performing the redefinitions given in (4). Finally, let us mention that we can
reinterpret (5) as a definition of χ given J, instead of as a definition of J given χ. In this way,
equations (5) and (9) can be seen as a coupled system for χ and ψ. We will see in what follows
how this is related to the treatment involving the Berry connection and backreaction terms.
If the terms proportional to 1
M
can be neglected (e.g. by considering that all energy scales
related to the ‘light’-sector are much smaller thanM , or by performing a semiclassical expansion),
then (9) reduces to a TDSE
i
∂ψ
∂t
=
(
HˆS (t)− J
)
ψ + O
(
1
M
)
. (10)
In the literature [9, 10, 24, 25, 28, 29, 32, 54], equation (10) is often interpreted as the Schrödinger
equation for the ‘light’ system alone, in which the ‘heavy’ variables provide the clock which
parametrises the evolution of the ‘light’ degrees of freedom. The (real part of the) source term
J in (10) can be removed by a phase transformation of ψ [32, 60]. However, such a phase
transformation corresponds to a redefinition given in (4), which would lead to a redefinition
of ϕ and t, unless one defines time only from a part of the phase of χ or in some other way.
By taking into account the terms of order 1
M
, one obtains from (9) a “corrected” Schrödinger
equation [11–14]. We will see in what follows under what circumstances can one interpret such
an equation as a dynamical equation for the ‘light’ sector alone.
2.2.1 Partial Averages. Berry Connection
Given an operator Oˆ, we define its ‘light’-sector partial average as
〈Oˆ〉
S
(Q) :=
∫ ∏
µ dqµ ψ¯(Q; q)Oˆψ(Q; q)∫ ∏
ν dqν ψ¯(Q; q)ψ(Q; q)
, (11)
provided the integrals converge. The partial averages〈
∂
∂Qa
〉
S
(Q) =: Va(Q) + iAa(Q) , (12)
where Aa and Va are real, are of particular interest. The one-form with components Aa will
be referred to as “Berry connection”, in analogy to the usual Berry connections that appear in
adiabatic quantum mechanics [55, 56]. We can write Va and Aa explicitly as
Va(Q) :=
1
2
∂
∂Qa
log
(∫ ∏
µ
dqµ ψ¯(Q; q)ψ(Q; q)
)
, (13)
Aa(Q) := − i
2

∫ ∏µ dqµ ψ¯(Q; q)∂ψ(Q;q)∂Qa∫ ∏
ν dqν ψ¯(Q; q)ψ(Q; q)
−
∫ ∏
µ dqµ ψ(Q; q)
∂ψ¯(Q;q)
∂Qa∫ ∏
ν dqν ψ¯(Q; q)ψ(Q; q)

 . (14)
∗It is worth mentioning that there have been suggestions in the literature to define time not from the phase
ϕ, but rather from the state χ itself, e.g. as ∂
∂t
:= −i~
Mχ
∑n
a=1
∂χ
∂Qa
∂
∂Qa
. Such a notion of “quantum time” was
considered in [32, 70]. However, since the choice of χ is arbitrary due to equation (4), the definition of t from the
phase ϕ is sufficient. We also mention [71–74], in which the phase of the total state Ψ was used to define a time
variable. Moreover, in the de Broglie-Bohm approach to quantum gravity [75], time can also be defined from the
phase of the total state Ψ.
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Under the redefinition given in (4), we obtain the transformation laws
Va = V
′
a −
∂ξ
∂Qa
, Aa = A
′
a −
∂η
∂Qa
. (15)
We will also be interested in the partial average
〈
∂2
∂Q2a
〉
S
. Under the redefinition given in (4),
we find
Re
〈
∂2
∂Q2a
〉
S
= Re
〈
∂2
∂Q2a
〉′
S
− ∂
2ξ
∂Q2a
+
(
∂ξ
∂Qa
)2
−
(
∂η
∂Qa
)2
+ 2
∂η
∂Qa
A′a − 2
∂ξ
∂Qa
V ′a ,
Im
〈
∂2
∂Q2a
〉
S
= Im
〈
∂2
∂Q2a
〉′
S
− ∂
2η
∂Q2a
+ 2
(
∂ξ
∂Qa
∂η
∂Qa
− ∂ξ
∂Qa
A′a −
∂η
∂Qa
V ′a
)
.
(16)
By multiplying (8) by ψ¯ and integrating over the q-variables, we find†
−J = 1
Mχ
n∑
a=1
∂χ
∂Qa
〈
∂
∂Qa
〉
S
− 〈HˆS 〉S +
1
2M
n∑
a=1
〈
∂2
∂Q2a
〉
S
. (17)
The real and imaginary parts of (17) form a coupled system for Va and Aa, which can be
used to eliminate two of the 2n real components of the partial average
〈
∂
∂Qa
〉
S
. By using the
transformation laws of χ and J given in equations (4) and (7) and using (15) and (16), one may
verify that (17) is invariant under the state redefinitions given in (4), as it should be.
2.2.2 Backreaction
Let us now relate (5) and (8) to the non-linear system of equations with backreaction terms
which was analysed in [17–20]. We first define the ‘covariant’ derivatives [17–20,60, 76]
D±a :=
∂
∂Qa
±
〈
∂
∂Qa
〉
S
, (18)
which, under the state redefinition given in (4), transform as follows.
D+a χ = e
ξ+iη ∂χ
′
∂Qa
+ eξ+iη
〈
∂
∂Qa
〉′
S
χ′ = eξ+iηD′+a χ
′ ,
D−a ψ = e
−ξ−iη ∂ψ
′
∂Qa
− e−ξ−iη
〈
∂
∂Qa
〉′
S
ψ′ = e−ξ−iηD′−a ψ
′ .
(19)
We now substitute (17) in equations (5) and (8) to find the system
− 1
2M
n∑
a=1
[(
D+a
)2
+
〈(
D−a
)2〉
S
]
χ+ V χ =
(
E − 〈HˆS 〉S
)
χ , (20)
− 1
Mχ
n∑
a=1
D+a χD
−
a ψ −
1
2M
[(
D−a
)2 − 〈(D−a )2〉
S
]
ψ +
(
HˆS − 〈HˆS 〉S
)
ψ = 0 . (21)
Due to (19), one can immediately verify that (20) and (21) are invariant under the state re-
definitions given in (4). Although equations (20) and (21) form a non-linear system due to the
†We assume that the ‘light’-sector Hamiltonian HˆS (Q; pˆ, q) is self-adjoint with respect to the inner product
taken only over the q variables, such that 〈HˆS 〉S is a real function of the remaining ‘heavy’ variables Q.
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presence of the partial averages, they are equivalent to (5) and (8), respectively, which form a
linear system if J is considered as an independent function.
Equations (20) and (21) were analysed in [17–20, 39, 60, 76] as equations incorporating the
non-linear effects of the backreaction of the ‘light’ sector (which usually corresponds to matter in
quantum cosmology) onto the ‘heavy’ sector (normally gravity in quantum cosmology). Backre-
action is here understood as the collection of terms involving the ‘light’-sector partial averages,
in particular the term 〈HˆS 〉S . The presence of the partial averages in (20) and (21), especially
of the Berry connection terms, is in line with the usual BO approximation performed in molec-
ular physics [48, 57–59]. In [17–20, 60, 76], (20) was interpreted as an equation determining the
heavy-sector wave function χ. From the above construction, we see that this is equivalent to
interpreting (5) as defining χ given J. Nonetheless, as we have already noted, it is also possible
to interpret (5) as defining J given χ and to consider χ as arbitrary due to (4).
Halliwell [63] and Padmanabhan [65] already stressed that the arbitrariness of χ implies that
the backreaction terms in (20) and (21) are also arbitrary. This can be understood from the
fact that, although 〈HˆS (Q; pˆ, q)〉S is invariant under the state redefinitions of (4), the Berry
connection terms which appear implicitly in (20) and (21) are not (cf. (15)). We can interpret a
choice of χ (or J), as a particular fixation of (some components of) the partial averages
〈
∂
∂Qa
〉
S
via (17). Thus, the arbitrariness of the partial-average terms is equivalent to the arbitrariness of
χ (or J).
Furthermore, the physical meaning of different choices of χ is most clearly seen from (9).
Since we define the time variable from the phase ϕ, which is a particular function of the heavy
variables Q, changing ϕ via (4) corresponds to changing what one means by time. Equivalently,
a transformation of the Berry connection Aa (cf. (15)) entails a redefinition of the time variable
in the BO approach to the problem of time. This has not been emphasised in the literature
so far. In sections 3 and 4, we will analyse how this is related to a gauge choice of the time
coordinate. In section 5, we examine the question of backreaction and partial averages for the
archetypical example of the relativistic particle.
2.2.3 ‘Light’-Sector Unitarity
In the BO approach of [11, 12, 17–20, 60, 61, 76], the question of whether the dynamics of the
‘light’-sector is unitary arose due to the interpretation of ψ as the ‘light’-sector wave function
and of (9) as a “corrected” Schrödinger equation for the ‘light’ sector‡. By ‘light’-sector unitarity,
we mean the condition
∂
∂t
∫ ∏
µ
dqµ ψ¯(Q; q)ψ(Q; q) = 0 ,
which is equivalent to
0 = Re
〈
∂
∂t
〉
S
=
1
M
n∑
a=1
∂ϕ
∂Qa
Re
〈
∂
∂Qa
〉
S
=
1
M
n∑
a=1
∂ϕ
∂Qa
Va . (22)
As Va is not necessarily zero, equation (22) can only be enforced by a particular choice of χ.
Indeed, we see from (13) that Va = 0 if and only if 〈ψ, ψ〉S =
∫ ∏
µ dqµ ψ¯(Q; q)ψ(Q; q) is a
constant. For a general factorisation given in (3), this will not be the case and 〈ψ, ψ〉
S
will be
a function of the heavy variables Q. Nevertheless, we are free to perform a state redefinition
as in (4) and fix ξ as follows. Starting from an arbitrary initial factorisation of the total state
‡See also [77, 78].
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Ψ(Q; q) = χ′(Q)ψ′(Q; q), we demand
1 = 〈ψ, ψ〉
S
(Q) =
∫ ∏
µ
dqµ ψ¯(Q; q)ψ(Q; q) = e
−2ξ
∫ ∏
µ
dqµ ψ¯
′(Q; q)ψ′(Q; q) ,
which implies ξ(Q) = 12 log
(∫ ∏
µ dqµ ψ¯
′(Q; q)ψ′(Q; q)
)
. For this choice of ξ(Q), we obtain
(cf. (13) and (15))
Va = V
′
a −
∂ξ
∂Qa
= 0 ,
ψ(Q; q) =
ψ′(Q; q)√〈ψ′, ψ′〉
S
(Q)
.
Equation (22) does not follow from the equations with ‘backreaction’ terms. Indeed, by multi-
plying (21) by ψ¯ and integrating over qµ, one obtains the trivial result 0 = 0 and no information
is gained on the value of Va. Thus, even with the inclusion of backreaction and Berry connection
terms (which are arbitrary), one still needs to enforce the ‘light’-sector unitarity by a choice of
χ. This was emphasised, in a somewhat different way, in [61].
2.2.4 Marginal and Conditional Wave Functions
Let us assume that we are able to choose a factorisation Ψ = χψn in which ‘light’-sector unitarity
holds. We obtain
〈ψn, ψn〉S (Q) =
∫ ∏
µ
dqµ ψ¯n(Q; q)ψn(Q; q) = 1 ,
〈χ, χ〉
E
=
∫ ∏
a
dQa χ¯(Q)χ(Q) = cE ,
where cE is a finite constant if χ is normalisable. We then define the normalised state χn = 1√cE χ,
such that 〈χn, χn〉E = 1. The total state Ψn = χnψn = 1√cE Ψ is a solution to (1) and is
normalised§ with respect to the inner product over all variables,
〈Ψn,Ψn〉 =
∫ ∏
a
dQa
∏
µ
dqµ Ψ¯nΨn =
∫ ∏
a
dQa χ¯nχn 〈ψn, ψn〉S (Q)
= 〈χn, χn〉E = 1 .
In this case, it is possible to interpret |Ψn(Q; q)|2 as a joint probability density for the ‘light’
system and the ‘heavy’ sector to be in the (Q, q) configuration, whereas χn(Q) and ψn(Q; q) are
interpreted as a marginal wave function and a conditional wave function, respectively. Indeed,
|χn|2 can be seen as the marginal probability density for the ‘heavy’ variables to be in the Q
configuration regardless of the configuration of the ‘light’ variables. Analogously, |ψn|2 is then
interpreted as the conditional probability density to find the ‘light’ system in the q configuration
given that the ‘heavy’ sector is in the Q configuration. In the context of molecular physics and
the BO approximation, this interpretation was used in [57–59,67,68]. Such an interpretation was
§If the spectrum of the total Hamiltonian in (1) is continuous, the eigenstate Ψn will not be normalisable
with respect to the standard inner product. This is the usual situation in quantum cosmology, where one needs
to consider alternative definitions for the inner product in the space of physical states. In section 4.2, we will
consider the Klein-Gordon inner product for simplicity.
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also adopted by Arce [54] in the context of the problem of time in (non-relativistic) quantum
mechanics. In [54], Arce referred to the partial averages defined in (11) as conditional expectation
values. Such an interpretation is only possible when the ‘light’-sector unitarity is enforced [58,59].
If one is able to enforce light-sector unitarity together with a normalisable χ at the exact level
of (9), then one may interpret (9) as a “corrected” Schrödinger equation for the conditional
‘light’-sector wave function ψ(Q; q).
Alternatively, one may choose χ(Q) = eiϕ(Q) and interpret ψ(Q; q) as the wave function for
the full system comprised of ‘heavy’ and ‘light’ degrees of freedom. In this way, the factorisation
Ψ = χψ = eiϕψ is merely a phase transformation of the full system. This is the interpretation
that we will adopt in this paper (except in section 4.4), which does not require that ‘light’-sector
unitarity be enforced. We recall that this phase transformation is needed in order to rewrite the
constraint equation (1) in the form of (9), which leads to the TDSE (10) at lowest order in an
expansion in powers of 1
M
.
At the non-perturbative level (without resorting to such an expansion), the choice of fac-
torisation Ψ = eiϕψ evades some of the problems mentioned by Kuchař in his critique of the
semiclassical interpretation [4, 5]. Indeed, all the states in the Hilbert space can be transformed
according to the same phase factor eiϕ. The time variable is defined from only one congruence
of trajectories associated with ϕ and we need not consider how time ‘emerges’ if the state is a
superposition of factors such as Ψ = eiϕ1ψ1 + eiϕ2ψ2 (or more generally (2)), since this state
can be rewritten as Ψ = eiϕ
[
ei(ϕ1−ϕ)ψ1 + ei(ϕ2−ϕ)ψ2
] ≡ eiϕΨϕ for any choice of ϕ. Thus, it is
not necessary to consider the interference of states with different phase pre-factors and there is
no ‘superposition or interference problem’ in the definition (choice) of the (phase) time variable.
However, the general superposition Ψϕ = ei(ϕ1−ϕ)ψ1 + ei(ϕ2−ϕ)ψ2 may not admit an expansion
in powers of 1
M
and, in this case, it is necessary to invoke the decoherence [24–26, 79] of Ψ into
separate factors eiϕiψi which can be treated perturbatively and thus lead to the Schrödinger
equation (10) at lowest order. In general, decoherence is relevant to the study of the classical
limit of (a subset of) the quantised variables [80, 81].
3 The BO Approach as a Choice of Gauge. Classical Theory
We now illustrate how the results of the BO approach to the problem of time discussed in the
previous section can be obtained by a choice of gauge in the classical theory. We focus on cosmo-
logical minisuperspace models and consider for simplicity that the ‘heavy’ sector coincides with
the gravitational sector, while the ‘light’ variables are given by the matter degrees of freedom,
although more general separations are possible [21, 24, 25].
The gravitational-sector configuration space is endowed with local coordinates Qa, a = 1, ..., n
and an indefinite metric G. Indices a, b, ... are lowered and raised with the components Gab and
Gab of the metric and its inverse, respectively. We choose local coordinates qµ, µ = 1, ..., d for the
matter-sector configuration space with positive-definite metric h(Q). Indices µ, ν, ... are raised
and lowered with hµν and hµν , respectively. We consider the action functional
S =
∫
dt
(
PaQ˙
a + pµq˙
µ −NH
)
, (23)
where summation over repeated indices is implied. A dot over a variable indicates differentiation
with respect to the parameter t. The lapse N is taken to be an arbitrary multiplier∗ and the
∗We have eliminated the momentum conjugate to the lapse, pN , by solving the primary constraint pN = 0.
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Hamiltonian constraint is
H = Hg(Q,P ) +Hm(Q; p, q) = 0 ,
Hg(Q,P ) =
1
2M
Gab(Q)PaPb +MV (Q) ,
Hm(Q; p, q) =
1
2
hµν(Q; q)pµpν + Vm(Q; q) ,
(24)
whereM = 132piG and G is Newton’s constant. This is a time-reparametrisation invariant system.
We assume that the gravitational potential term V (Q) is non-vanishing, which is achieved if, for
example, the cosmological constant term is not zero. The matter degrees of freedom pµ, qµ can be
assumed to be associated with a typical mass scale m ≪ √M . The matter-sector Hamiltonian
Hm depends only parametrically on the Q coordinates and we assume Vm is a smooth, non-
negative real function. The equations of motion of this system read
Q˙a =
N
M
Gab(Q)Pb ,
P˙a = −N
(
1
2M
∂Gcd
∂Qa
PcPd +M
∂V
∂Qa
)
−N ∂Hm
∂Qa
,
q˙µ = N
∂Hm
∂pµ
,
p˙µ = −N ∂Hm
∂qµ
,
H = Hg +Hm = 0 .
(25)
One may solve these equations after making a choice of lapse. Alternatively, we can perform a
canonical transformation, with generating function F = W (Q,P ′; q, p′) − Q′aP ′a − q′µp′µ, such
that the momenta are substituted by the gradient components of W , Pa = ∂W∂Qa and pµ =
∂W
∂qµ
,
and the constraint equation becomes the differential equation
1
2M
Gab(Q)
∂W
∂Qa
∂W
∂Qb
+MV (Q) +Hm
(
Q;
∂W
∂q
, q
)
= 0 , (26)
which will be referred to simply as the Hamilton-Jacobi equation, while W will be called the
Hamilton characteristic function. Given a solution of (26), one may pass to the new canonical
frame described by the variables Q′, P ′, q′, p′, with respect to which the dynamics is trivial.
Equivalently, one may still work with the old coordinates Q and q, with respect to which the
dynamics is described by the reduced set of equations
Q˙a =
N
M
Gab(Q)
∂W
∂Qb
,
q˙µ = Nhµν(Q; q)
∂W
∂qν
,
(27)
for a given choice of lapse.
3.1 Canonical Variables Adapted to a Choice of Background
The presence of the matter-sector Hamiltonian Hm(Q; p, q) affects the dynamics of the gravi-
tational sector. If Hm(Q; p, q) can be approximated (in a sense which will be discussed in sec-
tion 3.4) by a function J(Q) solely of the gravitational configuration variables, we can consider
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that the dynamics of the gravitational field is approximately dictated by the Hamilton-Jacobi
equation (cf. (26)) for the gravitational system in the presence of a source
1
2M
Gab(Q)
∂ϕ
∂Qa
∂ϕ
∂Qb
+MV (Q) = −J(Q) . (28)
At this stage, however, we can consider J(Q) as arbitrary†. The solution ϕ will be referred to as
the background Hamilton function and it is analogous to the phase used in (8). It is convenient
to define the quantities
Φa(Q) =
∂ϕ
∂Qa
, (29)
which will be called background momenta. Equations (28) and (29) imply the background
momenta are normalised to
Gab(Q)ΦaΦb = −2M(J(Q) +MV (Q)) . (30)
As in (5), we note that (28) may be regarded either as a definition of ϕ given J or as a definition
of J given ϕ. If we change the background Hamilton function, ϕ(Q) = ϕ′(Q) + η(Q), we may
change the background momenta and source accordingly,
Φa(Q) = Φ
′
a +
∂η
∂Qa
, J(Q) = J ′(Q)− 1
M
Gab(Q)Φ′a
∂η
∂Qb
− 1
2M
Gab(Q)
∂η
∂Qa
∂η
∂Qb
. (31)
If ϕ is chosen to be a non-constant function of the Q coordinates, then the background momenta
Φa will be non-trivial. In this case, we assume that one may define a holonomic vector-field
basis in the tangent bundle composed of the vector fields
{
B1 =
N
M
Φ,Bi
}
, i = 2, ...n, where
Φ = GabΦa
∂
∂Qb
and N ≡N(Q) is an arbitrary normalisation function, which can be interpreted
as a ‘background lapse’. The calculations are somewhat simplified if we assume that Bi are
orthogonal to B1‡. The basis vectors are then normalised as follows (cf. (30)):
GabB
a
1B
b
1 = −2N2(Q)
(
J(Q)
M
+ V (Q)
)
= G˜11 ,
GabB
a
1B
b
i = 0 = G˜1i ,
GabB
a
i B
b
j = G˜ij ≡ gij .
(32)
We then define new coordinates x = (x1, xi) via the integral curves of the basis fields,
Ba1 =
N
M
GabΦb =
∂Qa
∂x1
,
Bai =
∂Qa
∂xi
.
(33)
In this way, the gravitational-sector configuration space is foliated by surfaces of constant x1,
on which gij = G˜ij is the induced metric. We will denote its inverse by gij . The first of
equations (33) can be interpreted as a (fictitious) ‘background’ equation of motion for Qa, which
†Parentanti [31] and Briggs [32] have considered similar definitions of an arbitrary source.
‡In the most general case, for a given ϕ, it will not be possible to find a coordinate basis with this property
and the metric components G˜1i in (32) will differ from zero. In this case, there will be additional contributions
from such components to the formulae we present. However, such additional terms do not offer a substantial
modification of the formalism and should not qualitatively alter the conclusions regarding the choice of gauge and
unitarity of the quantum theory discussed in sections 3.2 and 4.2, respectively.
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depends on the background momenta Φa and the background lapse N and for which x1(Q)
plays the role of a ‘background time’ function (compare the first of equations (33) to the first of
equations (27)). We also obtain the useful identities
∂ϕ
∂x1
=
N
M
GabΦaΦb = −2N(J +MV ) ,
∂ϕ
∂xi
= Bai Φa = 0 .
(34)
In appendix A, we collect formulae related to the change of coordinates given in (33).
The change of coordinates Q 7→ x induces a canonical transformation. The momenta conju-
gate to the x coordinates read
P˜1 = B
a
1Pa =
N
M
GabΦaPb =
N
M
GabΦa
∂W
∂Qb
=
∂W
∂x1
,
P˜i = B
a
i Pa = B
a
i
∂W
∂Qa
=
∂W
∂xi
.
(35)
We can now use the above variables adapted to the background Hamilton function ϕ to rewrite
the Hamiltonian constraint of the full theory, in which Hm(Q; p, q) is present. In terms of the
new canonical variables, eq. (24) reads
H =
1
2M
G˜11(x)
(
P˜1
)2
+
1
2M
gij(x)P˜iP˜j +MV (x) +Hm(x; p, q) = 0 . (36)
3.2 Gauge Fixing. Reduced Phase Space
Due to time-reparametrisation invariance, we are free to choose a parametrisation in which the
following gauge fixing condition holds,
τ(Q(t)) = t , (37)
where τ is some smooth function of the Q coordinates§. Such a choice of time parametrisation
leads to the following equation for the lapse
1
N
=
1
M
Gab(Q)Pa
∂τ
∂Qb
=
1
M
Gab(Q)
∂W
∂Qa
∂τ
∂Qb
. (38)
We can choose¶ the parametrisation in which the ‘background time’ function x1 defines the time
coordinate, i.e.,
τ(Q(t)) = x1(Q(t)) = t , (39)
which leads to the fixation of the lapse
1
N
=
1
M
Gab(Q)
∂x1
∂Qa
Pb =
1
M
G˜11(x)P˜1 = − P˜1
2N2(x) (J(x) +MV (x))
. (40)
§This is an intrinsic choice of time parametrisation, i.e., it only depends on the configuration space variables.
It is also possible to choose extrinsic coordinate conditions, which include a dependence on the momenta [4]. Any
given parametrisation may be restricted to a given region of phase space and it may not be possible to extend it to
the whole space. In the field-theoretic case (see appendix C), intrinsic gauge choices will not be spacetime scalars,
as they will be defined solely from the spatial three-metric. This leads to the so-called ‘spacetime problem’ [4].
¶This is the choice that will lead to ‘WKB time’ in the quantum theory. Other parametrisations are, in
principle, possible.
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The momentum conjugate to τ = x1 is Pτ = P˜1. We can now solve the Hamiltonian constraint
of (36) for Pτ = P˜1 to obtain
− Pτ = ±2M |N|
[(
J
M
+ V
)(
V +
1
M
Hm +
1
2M2
gijP˜iP˜j
)] 1
2
≡ H±red , (41)
where we used the fact that G˜11(x) =
[
G˜11(x)
]−1
and (32). The function H±red is the reduced
Hamiltonian for the gauge-fixed system. The corresponding reduced phase-space action is
Sred =
∫
dτ
(
P˜i
∂xi
∂τ
+ pµ
∂qµ
∂τ
−H±red
)
. (42)
The reduced phase space is thus comprised of the degrees of freedom P˜i, xi, pµ, qµ.
3.3 Background Transformations
In the presence of matter, the Hamilton characteristic function W (Q,P ′; q, p′) will in general not
coincide with the background Hamilton function ϕ(Q). Let their difference be S = W − ϕ. If
S is not trivial, we may still interpret it as the Hamilton characteristic function for the system
described by the action given in (23), provided we perform the canonical transformation‖
Qa 7→ Qa , Pa = ∂W
∂Qa
7→ Πa = Pa − ∂ϕ
∂Qa
=
∂S
∂Qa
,
qµ 7→ qµ , pµ = ∂W
∂qµ
7→ pµ = ∂S
∂qµ
.
(43)
If we change the background Hamilton function, ϕ = ϕ′ + η, S transforms as S = S′ − η so as
to leave W = S + ϕ invariant. Equivalently, the Π-momenta transform as Πa = Π′a − ∂η∂Qa so
as to keep Pa = Πa +Φa invariant. The matter-sector momenta pµ are also invariant, since the
background Hamilton function does not depend on matter degrees of freedom. Such a change
of background Hamilton function amounts to performing a new canonical transformation of the
same type as the one given in (43). We will refer to such canonical transformations as background
transformations. They will be useful in perturbation theory. The invariance of Pa, pµ implies
that the constraint equation is invariant under background transformations and independent of
the choice of ϕ, as it should be.
If we now change to the x-coordinates, we find
Π˜1 = P˜1 − ∂ϕ
∂x1
= P˜1 + 2N(x) (J(x) +MV (x)) ,
Π˜i = P˜i ,
(44)
where we used (34). Using (32) and (44) and the fact that G˜11 =
(
G˜11
)−1
, we may write the
constraint equation for an arbitrary choice of ϕ in the x-coordinates as
H =
Π˜1
N
−
(
Π˜1
)2
4N2 (J +MV )
+
1
2M
gij(x)Π˜iΠ˜j +Hm − J . (45)
‖Note that this transformation is unrelated to time-reparametrisation invariance.
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Let us now choose the parametrisation τ(Q(t)) = x1(Q(t)) = t. Due to (34) and (44), we find
∂ϕ
∂x1
≡ dϕ
dτ
, (46)
Pτ = Π˜1 +
dϕ
dτ
. (47)
We may rewrite the gauge-fixed lapse of (40) as
N =
N
1− Π˜12N(J+MV )
, (48)
where we used (44). Using (47), we can also rewrite (41) as
− Π˜1 = −2N (J +MV )± 2M |N|
[(
J
M
+ V
)(
V +
1
M
Hm +
1
2M2
gijΠ˜iΠ˜j
)] 1
2
≡ H ′±red , (49)
which is the solution of the transformed constraint equation (45). The function H ′±red differs from
H±red by a total τ derivative and is the reduced Hamiltonian for the gauge-fixed system comprised
of the degrees of freedom Π˜i, xi, pµ, qµ, with the associated reduced action (cf. (42))
S′red =
∫
dτ
(
Π˜i
∂xi
∂τ
+ pµ
∂qµ
∂τ
−H ′±red
)
= Sred −
∫
dτ
dϕ
dτ
. (50)
Therefore, the reduced canonical theories described by (42) and (50) are equivalent.
3.4 Perturbation Theory
3.4.1 Expansion of the Reduced Hamiltonian
If we assume that all energy scales involved are much smaller than the heavy scale
√
M , it is
possible to develop a formal perturbative expansion of the above reduced Hamiltonian in powers
of 1
M
, which corresponds to a weak coupling expansion. We consider that the normalisation
function N is independent of M , and the source J can be expanded as
J(Q) =
∞∑
k=0
J (k)(Q)
Mk
. (51)
We further assume that J is chosen such that the inequality |Hm−J |2 ≪M holds on-shell. Equa-
tions (28) and (51) together imply that the background Hamilton function should be expanded
as follows:
ϕ(Q) =Mϕ(−1)(Q) +
∞∑
k=0
ϕ(k)(Q)
Mk
. (52)
The term proportional to M is needed if the potential V is non-zero (cf. (28)) and we assume
this is the case. We then expand the square-root in (49) to obtain
H ′κred =− 2N(J +MV ) + κ
[
2M |NV |+ |N|σ(Hm + J)
− |N|
4M |V | (Hm − J)
2 +
|N|σ
2M
gijΠ˜iΠ˜j
]
+O
(
1
M2
)
,
(53)
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where κ = ±1 labels the two solutions of the constraint equation and σ = sgn(V ). We refrained
from expanding the source J . Equation (53) should be interpreted as the solution of the Hamilto-
nian constraint for the momentum Π˜1, which is conjugate to the coordinate x1 defined as in (33),
when the expansion of ϕ given in (52) is truncated at order 1
M
. The reduced equations of motion
read
∂xi
∂τ
=
κσ|N|
M
gijΠ˜j +O
(
1
M2
)
,
−∂Π˜i
∂τ
= −2 ∂
∂xi
(NJ +MNV ) + κ
∂
∂xi
[
2M |NV |+ |N|σ (Hm + J)− |N|
4M |V | (Hm − J)
2
+
|N|σ
2M
gijΠ˜iΠ˜j
]
+O
(
1
M2
)
,
∂qµ
∂τ
= κσ|N|
[
1− (Hm − J)
2MV
]
∂Hm
∂pµ
+ O
(
1
M2
)
,
−∂pµ
∂τ
= κσ|N|
[
1− (Hm − J)
2MV
]
∂Hm
∂qµ
+ O
(
1
M2
)
.
(54)
If we choose κ = −σsgn(N) = −sgn(NV ), we find from (53) and (54) that all on-shell gravitational-
sector momenta (including the on-shell reduced Hamiltonian) exhibit poles in the perturbative
parameter, which are the terms proportional to M , whereas xi(τ), qµ(τ) and pµ(τ) are analytic
functions of 1
M
. In particular, we find the lowest-order equations for the gravitational sector
∂xi
∂τ
= −Ngij
(
Π˜j
M
)
+O
(
1
M
)
,
∂
∂τ
(
Π˜i
M
)
= 4
∂
∂xi
(NV ) +O
(
1
M
)
,
(55)
which imply that, to lowest order, Πi(τ) are proportional to M and xi(τ) are time-dependent
functions of order M0. The gravitational-sector trajectory xi(τ) given in (55) is independent of
the matter-sector trajectory at this order.
Alternatively, if we choose κ = +σsgn(N) = +sgn(NV ), we find that all dynamical solutions
(including the on-shell reduced Hamiltonian) are analytic functions of 1
M
. The lowest-order
gravitational-sector equations read
∂xi
∂τ
= 0 +O
(
1
M
)
,
∂Πi
∂τ
= − ∂
∂xi
[N (Hm − J)] +O
(
1
M
)
,
(56)
which imply that, to lowest order, both Πi(τ) and xi are of order M0 and xi are constants∗∗,
i.e. xi(τ) = xi(0) + O
(
1
M
)
. Thus, we see that both sign choices yield solutions xi(τ) which
are independent of the matter-sector dynamics at lowest order. Evidently, sgn(NV ) can vary
in different regions of configuration space. Therefore, the above perturbative conclusions for a
fixed choice of κ only hold when the dynamical trajectory is restricted to a region of phase space
in which sgn(NV ) is constant.
∗∗In [4, 21], they were called ‘comoving’ coordinates. In general, they will not be constants to higher orders in
perturbation theory.
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It is also useful to expand the gauge-fixed lapse given in (48). Using (53), we find
1
N
=
1
N
− Π˜1
2N2 (J +MV )
=
1
N
+
H ′κred
2N2 (J +MV )
=
1
N
− 1
N
+
κσ
|N| −
κJ
M |NV | +
κ(Hm + J)
2M |NV | +O
(
1
M2
)
=
κσ
|N| +
κ(Hm − J)
2M |NV | +O
(
1
M2
)
,
which yields
N(τ, xi(τ)) = κσ|N(τ, xi(τ))|
− κ|N(τ, x
i(τ))|
2M |V (τ, xi(τ))|
(
Hm(τ, x
i(τ); p, q)− J(τ, xi(τ))) +O( 1
M2
)
.
(57)
3.4.2 Propagation of Matter in a Fixed Gravitational Background
We have seen that for both choices of κ the trajectory of the gravitational configuration variables
is independent of the matter-sector dynamics (i.e. there is no backreaction from the matter sector
onto the gravitational configuration variables) at the lowest order of the weak-coupling expansion.
This implies that the clock defined from the ‘heavy’ variables is not affected by the dynamics of
the ‘light’ variables at this order and thus provides an ‘external’ notion of time for their evolution.
The lowest-order equations of motion for the matter sector read (cf. (54))
∂qµ
∂τ
= κσ|N(τ, xi(τ))| ∂
∂pµ
Hm(τ, x
i(τ); p, q) +O
(
1
M
)
,
∂pµ
∂τ
= −κσ|N(τ, xi(τ))| ∂
∂qµ
Hm(τ, x
i(τ); p, q) +O
(
1
M
)
,
(58)
which are the equations of motion for matter propagating in the fixed gravitational background
characterised by the ‘lapse’ κσ|N(τ, x(τ))| and the functions τ = x1, xi(τ). Note that the
‘lapse’ κσ|N(τ, x(τ))| is simply the lowest order term in the expansion of the gauge-fixed lapse
given in (48), as shown in (57). Higher orders in 1
M
represent corrections from the full, time-
reparametrisation invariant theory to the description where the gravitational background is given
by a fixed trajectory independent from the matter sector, i.e. the (classical) backreaction of
matter is taken into account at higher orders.
3.4.3 Iterative Procedure
The choice κ = +σsgn(N) ≡ κ+ yields the simple expression for the reduced Hamiltonian
H
′κ+
red = N(Hm − J)−
N
4MV
(Hm − J)2 + N
2M
gijΠ˜iΠ˜j +O
(
1
M2
)
. (59)
This expression may be obtained directly from the transformed Hamiltonian constraint given
in (45) in a self-consistent, iterative fashion. We first rewrite (45) as
− Π˜1 = N(Hm − J) + N
2M
gijΠ˜iΠ˜j −
(
Π˜1
)2
4N(J +MV )
. (60)
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By neglecting terms of order 1
M
in the equation above, we obtain
− Π˜1 = N(Hm − J) , (61)
which is the zeroth-order part of (59). We then substitute (61) in the right hand side of (60),
with the result
−Π˜1 = N(Hm − J) + N
2M
gijΠ˜iΠ˜j − N
4(J +MV )
(Hm − J)2
= N(Hm − J) + N
2M
gijΠ˜iΠ˜j − N
4MV
(Hm − J)2 +O
(
1
M2
)
,
which coincides with (59). This iterative solution is essentially the one found in the Born-
Oppenheimer approach in the quantum theory. Indeed, the term proportional to (Hm − J)2
is one of the correction terms obtained by Kiefer and Singh in [12] for a vacuum background
(J = 0). Additional correction terms involving the time-derivatives of Hm and V were also found
by Kiefer and Singh and we will see how they arise in the quantum theory in section 4. The
term proportional to gijΠ˜iΠ˜j was neglected in [12]. Here we see that it arises naturally from the
expansion of the reduced Hamiltonian, even at the classical level.
The terms of (59) and (60) which are of order 1
M
(and higher) comprise the gravitational
kinetic term 12M g
ijΠ˜iΠ˜j − (Π˜1)
2
4N2(J+MV ) . Such terms were referred to in [32] as “corrections” to
Hamilton’s equations for the ‘light’ subsystem (here, the matter sector), given that its inter-
action with a ‘heavy’ sector (here, the gravitational sector) provides the notion of time. We
see from the above construction that such an interpretation is not entirely adequate. Hamil-
ton’s equations (25) are not corrected or altered in any way for the full time-reparametrisation
invariant system. They follow, as usual, from the extremisation of the action. The so-called
corrections for the ‘light’ subsystem stem from a formal perturbative treatment of the reduced
Hamiltonian obtained after a particular choice of time parametrisation has been made. It is not
appropriate to interpret such corrections as modifications to the dynamics of matter alone, since
we see from the equations of motion (54) that the matter-gravity system is coupled at order
1
M
, i.e. the gravitational trajectory depends on the matter-sector dynamics. Indeed, for the
choice κ = +σsgn(N) in the reduced Hamiltonian, the coordinates xi(τ) are no longer constants
(‘comoving’) at order 1
M
and their evolution follows the lowest order momenta Π˜i, which in turn
depend on the matter-sector Hamiltonian Hm.
3.4.4 Hamilton-Jacobi Theory
We may rewrite (60) as the Hamilton-Jacobi equation††
− ∂S
∂τ
= N(x)
[
Hm
(
x;
∂S
∂q
, q
)
− J(x)
]
+
N(x)
2M
gij(x)
∂S
∂xi
∂S
∂xj
−
(
∂S
∂τ
)2
4N(x)(J(x) +MV (x))
, (62)
and solve it iteratively, as before. To lowest order, one finds the TDHJE
− ∂S
∂τ
= N(x)
[
Hm
(
x;
∂S
∂q
, q
)
− J(x)
]
, (63)
††Equation (62) is a Hamilton-Jacobi equation for the full time-reparametrisation invariant system and, there-
fore, S is the Hamilton characteristic function for the full system. Equivalently, when x1 is regarded as a time
parameter, τ = x1, S can be interpreted as the (time-dependent) Hamilton principal function for the reduced
system of matter degrees of freedom qµ(τ) and gravitational degrees of freedom xi(τ). In general, it will not be
possible to interpret S as a (time-dependent) Hamilton principal function for the matter degrees of freedom alone,
since the dynamics of xi(τ) is coupled to that of matter.
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which may be interpreted as the ordinary Hamilton-Jacobi equation associated to (58) when
κ = +σsgn(N) is chosen. Thus, we may interpret (63) as the TDHJE for matter propagating in
a fixed gravitational background, since x = (τ, xi(0)) to lowest order for this choice of κ (which
corresponds to the iterative procedure). In this case, the arbitrary source term J may be removed
by redefining S(τ, xi, q) 7→ S(τ, xi, q) + ∫ τ N(λ, xi)J(λ, xi)dλ. At the next order we obtain the
corrected Hamilton-Jacobi equation
−∂S
∂τ
=N(x)
[
Hm
(
x;
∂S
∂q
, q
)
− J(x)
]
− N(x)
4MV
[
Hm
(
x;
∂S
∂q
, q
)
− J(x)
]2
+
N(x)
2M
gij(x)
∂S
∂xi
∂S
∂xj
+O
(
1
M2
)
,
(64)
which corresponds to (54) when κ = +σsgn(N) is chosen. At this order, the dynamics of xi(τ) is
taken into account. Therefore, S is most appropriately interpreted as the (τ -dependent) Hamilton
principal function for the reduced system comprised of the degrees of freedom Π˜i, xi, pµ, qµ and
not as the “corrected” Hamilton principal function of a system spanned by pµ, qµ alone. In this
point, we differ from Briggs [32], who interpreted the equation W = S + ϕ as a decomposition
of the total Hamilton (characteristic) function into a Hamilton (characteristic) function ϕ for
the ‘heavy’ sector and a Hamilton (principal) function S for the ‘light’ degrees of freedom. We
interpret the decomposition W = S + ϕ as a canonical transformation. We will now construct
the quantum theory in analogy to the Hamilton-Jacobi theory.
4 The BO Approach as a Choice of Gauge. Quantum The-
ory
The main challenge in quantising the constrained system associated with the action given in (23)
is to define the Hilbert space of physical states. A state is defined to be ‘physical’ if it is
annihilated by the constraint operator∗. In section 4.2, we will choose a tentative definition of
the inner product that is conserved with respect to our chosen time variable. To determine the
quantum version of the constraint equation (24), we adopt the Laplace-Beltrami factor ordering
for both the gravitational and matter-sector Hamiltonians, which yields†
HˆgΨ = − 1
2M
√
|Gh|
∂
∂Qa
(√
|Gh|Gab ∂Ψ
∂Qb
)
+MV (Q)Ψ , (65)
HˆmΨ = − 1
2
√
h
∂
∂qµ
(√
hhµν
∂Ψ
∂qν
)
+ Vm(Q; q)Ψ . (66)
For simplicity of notation, we define the gravitational-sector Laplace-Beltrami operator to be
∇2 = 1√|Gh| ∂∂Qa
(√
|Gh|Gab ∂
∂Qb
)
. (67)
The quantum constraint equation then reads
HˆΨ =
(
− 1
2M
∇2 +MV (Q) + Hˆm(Q; pˆ, q)
)
Ψ(Q, q) = 0 , (68)
∗We will follow the route of ‘Dirac Quantisation’, i.e. we will promote the Hamiltonian constraint to an
operator which annhiliates physical states. We will not directly quantise the reduced Hamiltonians given in (41)
and (49) for the gauge-fixed system.
†It is also possible to add a term proportional to the Ricci scalar of the configuration space of gravitational
and matter degrees of freedom. However, this is inessential for the method we present and we omit such term
from the quantum constraint equation.
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which will be referred to as theWheeler-DeWitt (WDW) equation. The factor ordering in (65), (66)
and (67) was chosen so as to guarantee that the WDW equation is covariant under arbitrary
coordinate transformations in the configuration space of both gravitational and matter degrees
of freedom [4,5].
4.1 Quantum Background Transformations
In the classical theory, the Hamilton characteristic functionW can be decomposed intoW = S+ϕ
for a given choice of background Hamilton function ϕ. Analogously, given a choice of (classical)
ϕ, we consider the following phase transformation in the quantum theory
Ψ(Q, q) = eiϕ(Q)Ψϕ(Q, q) ,
Oˆ(Pˆ , Q; pˆ, q) = eiϕ(Q)Oˆϕ(Pˆϕ, Q; pˆ, q)e
−iϕ(Q) ,
(69)
for any (physical) state Ψ and any operator Oˆ. If we change the background Hamilton function,
ϕ = ϕ′ + η, the state Ψϕ and the operator Oˆϕ change according to the quantum background
transformations
Ψϕ = e
−iηΨϕ′ , Oˆϕ = e−iηOˆϕ′eiη , (70)
so as to keep Ψ and Oˆ invariant. We will fix ϕ by demanding that it be a solution to the
(classical) equation (28), after a choice of source J is made. As before, we define the (real-
valued) background momenta to be Φa =
∂ϕ
∂Qa
. We now define
J(Q, q) := e−iϕ(Q)
(
1
2M
∇2 −MV (Q)
)
eiϕ(Q) = J(Q) + iK(Q, q) , (71)
K(Q, q) :=
1
2M
∇2ϕ . (72)
We note that J is not the operator −Hˆg,ϕ, but rather the complex function obtained by acting
with −Hˆg on the complex exponential eiϕ and subsequently multiplying by the conjugate ex-
ponential. The dependence of K on the q coordinates comes from the Laplace-Beltrami factor
ordering in (67). Under a quantum background transformation, we obtain
K(Q, q) = K ′(Q, q) +
1
2M
∇2η , (73)
in addition to the transformation laws given in (31). From the full WDW equation (68) and
from (71) we obtain an equation for Ψϕ (cf. (8)),
iGab(Q)
Φa
M
∂Ψϕ
∂Qb
=
(
Hˆm(Q; pˆ, q)− J(Q, q)
)
Ψϕ − 1
2M
∇2Ψϕ . (74)
One may verify that this equation is invariant under quantum background transformations by
using (31), (70) and (73). This is also understood from the fact that (74) is simply HˆϕΨϕ = 0.
In (127) and (128) of appendix A, we find that the function K may be rewritten in the x
coordinates as
K(Q, q) =
1
2
√
|G˜h|
∂
∂x1


√
|G˜h|
N

 , (75)
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for the Laplace-Beltrami factor ordering. By performing the coordinate transformation given
in (33) (see also appendix A), we can rewrite (74) as
i
∂Ψϕ
∂x1
= N(x)
(
Hˆm(x; pˆ, q)− J(x, q)
)
Ψϕ
− N(x)
2M
√
h|G˜|
∂
∂xi
(√
h|G˜|gij ∂
∂xj
Ψϕ
)
− N(x)
2M
√
h|G˜|
∂
∂x1
(√
h|G˜|G˜11 ∂
∂x1
Ψϕ
)
,
(76)
which is a quantisation of the corresponding classical equations (60) and (62). The solution
to (76) is the wave function of the gauge-fixed system comprised of the degrees of freedom
pˆµ, qˆµ, Πˆi, xˆ
i, while x1 plays the role of the time parameter. Therefore, the evolution of Ψϕ
accounts for the (coupled) dynamics of both matter and gravitational degrees of freedom, contrary
to what is usually assumed in a Born-Oppenheimer context, which is that Ψϕ is only the matter-
sector wave function. The interpretation of Ψϕ as the wave function for both gravitational and
matter degrees of freedom is analogous to the interpretation of the Hamilton (characteristic)
function S =W − ϕ as describing the dynamics of the composite system in the classical theory.
We will see in section (4.4) how to recover the description of the dynamics of quantum matter
in a fixed gravitational background.
It is worthwhile to mention the ‘complex structure problem’ [4, 5], which in the formalism
presented here can be understood as follows. The factor of i in (76) leads to the coupling of
the real and imaginary parts of Ψϕ. On the other hand, the WDW equation (68) is real and no
such coupling occurs for the real and imaginary parts of Ψ. In fact, we can take Ψ to be real.
The complex structure of (76) originates solely from the phase pre-factor in Ψ = eiϕΨϕ, which
may seem ad hoc. This has been criticised by Barbour [82] and Kuchař [4] in the context of the
WKB approximation. However, one may invoke decoherence [24,25,79] to justify the appearance
of the phase pre-factor. In the present formalism, we assume from the start that the Hilbert
space is complex and, in this context, the phase transformation given in (69) is the quantum
analogue of the canonical transformation given in (43) in the classical theory. Thus, the phase
transformation Ψϕ = Ψe−iϕ can be employed without loss of generality, even if Ψ is real.
4.2 Inner Product and Unitarity
Given a solution ϕ to the (classical) equation (28), we may define the coordinates x adapted to
the background Hamilton function ϕ as in (33) (and in appendix A). Due to the Laplace-Beltrami
factor ordering, we may change coordinates Q 7→ x in the WDW equation (68) to obtain
0 = − 1
2M
√
|G˜h|
∂
∂xA
(√
|G˜h|G˜AB ∂Ψ
∂xB
)
+MV (x)Ψ
− 1
2
√
h
∂
∂qµ
(√
hhµν
∂Ψ
∂qν
)
+ Vm(x; q)Ψ .
(77)
Equation (77) leads to the continuity equation
1√
|G˜h|
∂
∂xA
(√
|G˜h|jA
)
+
1√
h
∂
∂qµ
(√
hjµ
)
= 0 , (78)
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where the Klein-Gordon current is defined as [4, 5, 21]
jA(x, q) =
ifG˜AB
2M
(
Ψ¯1
∂Ψ2
∂xB
−Ψ2 ∂Ψ¯1
∂xB
)
,
jµ(x, q) =
ifhµν
2
(
Ψ¯1
∂Ψ2
∂qν
−Ψ2 ∂Ψ¯1
∂qν
)
,
(79)
for any two solutions Ψ1,Ψ2 of the WDW equation (77). The parameter f is a real constant that
will be fixed in what follows. Given ϕ, the continuity equation (78) implies that the quantity‡
(Ψ1,Ψ2)KG :=
∫ n∏
i=2
dxi
√
|G˜|
d∏
µ=1
dqµ
√
h j1(x, q)
=
∫ ∏
i
dxi
√
|G˜|
∏
µ
dqµ
√
h
ifG˜11
2M
(
Ψ¯1
∂Ψ2
∂x1
−Ψ2 ∂Ψ¯1
∂x1
) (80)
is conserved with respect to the x1-coordinate,
∂
∂x1
(Ψ1,Ψ2)KG = 0 . (81)
The conserved charge given in (80) is the Klein-Gordon inner product. If x1 is considered to be the
time parameter, then (81) implies that the dynamics based on the Klein-Gordon inner product
is unitary with respect to x1-evolution. As is well-known, the Klein-Gordon inner product is
indefinite. Nevertheless, we will see in sections 4.3 and 4.5 that this inner product is of a definite
sign in the perturbative regime, i.e. for solutions of the WDW equation found via the iterative
procedure. Thus, a probability interpretation is possible in perturbation theory.
If we perform a quantum background transformation, Ψ1 = eiϕΨ1,ϕ,Ψ2 = eiϕΨ2,ϕ, the inner
product in (80) can be rewritten as
(Ψ1,Ψ2)KG
=
∫ ∏
i
dxi
√
|G˜|
∏
µ
dqµ
√
h
(−f)G˜11
M
∂ϕ
∂x1
Ψ¯1,ϕΨ2,ϕ + (Ψ1,ϕ,Ψ2,ϕ)KG
(82)
Using the first of equations (34), which implies ∂ϕ
∂x1
= M
NG˜11
, we obtain
(Ψ1,Ψ2)KG =
∫ ∏
i
dxi
√
|G˜|
∏
µ
dqµ
√
h
(−f)
N
Ψ¯1,ϕΨ2,ϕ + (Ψ1,ϕ,Ψ2,ϕ)KG , (83)
which we can rewritte as
(Ψ1,Ψ2)KG =
∫ ∏
i
dxi
√
|G˜|
∏
µ
dqµ
√
h
× Ψ¯1,ϕ

 (−f)
N
+
G˜11
2M

if
→
∂
∂x1

−

if
←
∂
∂x1

 G˜11
2M

Ψ2,ϕ .
(84)
This form of the Klein-Gordon inner product will be useful in perturbation theory.
‡We note that we have assumed that G˜1i = 0. In the most general case, such terms are non-vanishing and
lead to the presence of derivatives with respect to xi in (80).
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4.3 Perturbation Theory I
As in the classical theory, if we restrict ourselves to a regime in which all energy scales are much
smaller than the heavy scale
√
M , we can develop a formal perturbative expansion in powers of
1
M
. We assume that the states Ψϕ are analytic functions of 1M and admit the formal expansion
Ψϕ =
∞∑
k=0
1
Mk
Ψ(k)ϕ . (85)
Together with (52), equation (85) implies that the states Ψ = eiϕΨϕ can be expanded as
Ψ = eiMϕ
(−1)
∞∑
k=0
1
Mk
ξ(k) , (86)
where ξ(k) are coefficients which can be computed from the expansions in (52) and (85). The
expansion of (86) is the one usually performed in the semiclassical approach [9–12].
We now set out to solve the constraint equation (76) in a self-consistent, iterative fashion in
analogy to what was done in the Hamilton-Jacobi theory in section 3.4.4. Let us at first keep
only terms to lowest order in 1
M
. The inner product in (84) becomes
(Ψ1,Ψ2)KG
= (−f)
∫ ∏
i
dxi
∏
µ
dqµ sgn(N)
√
2|V (x)g(x)|h(x; q) Ψ¯1,ϕ(x, q)Ψ2,ϕ(x, q) +O
(
1
M
)
.
(87)
Let us restrict ourselves to a region of configuration space where sgn(N) is constant. Then,
we see from (87) that the lowest-order approximation to the Klein-Gordon inner product is
positive-definitive if we set f = −sgn(N). To lowest order, equation (76) reads
i
∂Ψϕ
∂x1
= N(x)
(
Hˆm(x; pˆ, q)− J(x, q)
)
Ψϕ(x, q) +O
(
1
M
)
,
which can be rewritten as
i
∂Ψϕ
∂x1
= N(x)
(
Hˆm(x; pˆ, q)− J(x)
)
Ψϕ − i
[
∂
∂x1
log
(
|2V gh| 14
)]
Ψϕ +O
(
1
M
)
, (88)
for constant sgn(N). Equation (88) is a quantum version of the corresponding classical equa-
tions (61) and (63). Evidently, the solutions of (88) are only valid up to orderM0. The imaginary
term on the right hand side corresponds to the truncation of iNK to lowest order in 1
M
. Such a
term is present due to the dependence of measure given in (87) on the coordinate x1, which plays
the role of a time parameter§ in the gauge-fixed theory. Indeed, if Ψ1,ϕ and Ψ2,ϕ are solutions
of (88), then the inner product given in (87) is conserved with respect to x1 up to order M0.
Although this approximate conservation is a consequence of the exact equation (81), we find
it instructive to explicitly verify that (87) is conserved using the solutions to (88) and we have
registered this computation in appendix B, where we keep terms up to order 1
M
(cf. section (4.5)).
§The object ∂
∂x1
+ ∂
∂x1
log |2V gh|
1
4 is what DeWitt referred to as a ‘conservative time derivative’ [83].
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4.4 Propagation of Quantum Matter in a Fixed Gravitational Back-
ground
4.4.1 Partial Ehrenfest Equations
As before, we define the matter-sector partial averages of an operator Oˆ as
〈Oˆ〉m (x) :=
∫ ∏
µ dq
µ
√
h Ψ¯ϕ(x, q)OˆΨϕ(x, q)∫ ∏
µ dq
µ
√
h Ψ¯ϕ(x, q)Ψϕ(x, q)
, (89)
provided the integrals converge. We note that 〈Oˆ〉m (x) is a function of the remaining gravita-
tional variables x1, xi or Qa. We find that self-adjoint matter-sector operators, Oˆm ≡ Oˆm(x; pˆ, qˆ)
obey the partial Ehrenfest equation
∂
∂x1
〈Oˆm〉m (x)
=
〈
∂Oˆm
∂x1
〉
m
+ iN(x)
〈[
Hˆm, Oˆm
]〉
m
+
〈[
∂
∂x1
log |h| 14 , Oˆm
]〉
m
+O
(
1
M
)
.
(90)
We note that (90) holds despite the fact that the dynamics of Ψϕ is not unitary in the matter-
sector. Equation (90) is the Ehrefent equation for a self-adjoint matter-sector operator defined
in the gravitational background corresponding to the time parameter x1, its associated lapse
function N(x) and the ‘comoving’ coordinates xi.
4.4.2 Matter-Sector Unitarity
We can impose unitarity in the matter sector by considering the factorisationΨϕ(x, q) = χ(x)ψ(x, q),
where we demand that the factor χ obeys the equation
i
∂χ
∂x1
= −N(x)J(x)χ(x) − i
[
∂
∂x1
log |2V (x)g(x)| 14
]
χ(x) +O
(
1
M
)
. (91)
By inserting Ψϕ = χψ into (88) and using (91), we obtain
i
∂ψ
∂x1
= N(x)Hˆm(x; pˆ, q)ψ(x, q) − i
[
∂
∂x1
log |h| 14
]
ψ(x, q) +O
(
1
M
)
. (92)
Using (91) and (92), one may explicitly verify that
∂
∂x1
∫ ∏
i
dxi
√
2|V g| χ¯(x)χ(x) = 0 +O
(
1
M
)
,
∂
∂x1
∫ ∏
µ
dqµ
√
h ψ¯(x, q)ψ(x, q) = 0 +O
(
1
M
)
.
(93)
Thus, unitarity is enforced separately in each sector. The solution to (91) is
χ(x1, xi) =
∣∣2V (x1, xi)g(x1, xi)∣∣− 14 γ(xi) exp
(
i
∫ x1
dλ N(λ, xi)J(λ, xi)
)
+O
(
1
M
)
, (94)
where J is understood as its lowest order approximation and γ(xi) is an arbitrary factor which
satisfies the normalisation condition in the ‘flat’ inner product
∫ ∏
i dx
i γ¯(xi)γ(xi) = 1. Similarly,
26
we can normalise ψ(x, q) in the matter-sector inner product. The dynamics of ψ(x, q) is identical
to the one usually studied in quantum theory in a fixed gravitational background.
The original total state Ψ, which is a solution to the WDW equation (68), can thus be written
as
Ψ(x, q) = eiϕ(x)Ψϕ(x, q) = e
iϕ(x)χ(x)ψ(x, q) +O
(
1
M
)
, (95)
which is just the BO exact factorisation for the total state Ψ (cf. (3)). We note that we have
defined the time variable from ϕ, which is only part of the phase of the ‘gravitational factor’
eiϕ(x)χ(x). The form of (95) was used in [48] as the BO ansatz for the total state of nuclei and
electrons in the context of molecular physics.
4.5 Perturbation Theory II
Let us now continue with the iterative procedure and keep terms only up to order 1
M
. Using the
lowest-order equation (88), we can rewrite the the inner product given in (84) as¶
(Ψ1,Ψ2)KG =
∫ ∏
i
dxi
∏
µ
dqµ Ψ¯1,ϕ(x, q)Mˆ (x; pˆ, q)Ψ2,ϕ(x, q) +O
(
1
M2
)
, (96)
Mˆ (x; pˆ, q) := −fsgn(N(x))
√
2|V (x)g(x)|h(x; q)
[
1 +
1
2MV (x)
Hˆm(x; pˆ, q)
]
, (97)
where we used the fact that Hˆm(x; pˆ, q) is symmetric with respect to the matter-sector inner
product. We now restrict ourselves to a region of configuration space where sgn(N) is constant
and set f = −sgn(N). The potential V (x) can have a positive or negative sign. Thus, the inner
product given in (96) is positive-definite if the following condition holds‖
∫ ∏
i
dxi
∏
µ
dqµ
√
2|V g|h Ψ¯ϕΨϕ ≫ 1
M
∫ ∏
i
dxi
∏
µ
dqµ
√
1
2
∣∣∣ g
V
∣∣∣ h Ψ¯ϕHˆmΨϕ . (98)
The inequality (98) should be satisfied in the regime of validity of perturbation theory. To
continue the iterative procedure, we use (88) to eliminate the x1-derivatives in the right-hand
side of (76). After some algebra, we obtain
i
∂Ψϕ
∂x1
+ iΓˆΨϕ = N
(
Hˆm − J
)
Ψϕ − N
4MV
(
Hˆm − J
)2
Ψϕ
− 1
2M
√
2|V gh|
∂
∂xi
(√
2|V gh|Ngij ∂Ψϕ
∂xj
)
+
1
M
VΨϕ +O
(
1
M2
)
,
(99)
where we defined∗∗
Γˆ :=
∂
∂x1
log |2V gh| 14 + 1
2M
√
2|V gh|
∂
∂x1
(
σ
√
h
2
∣∣∣ g
V
∣∣∣Hˆm
)
− 1
4MV
Hˆm
∂
∂x1
log |2V gh| 14 − 1
4MV
(
∂
∂x1
log |2V gh| 14
)
Hˆm , (100)
¶The inner product given in (96) is analogous to the one considered in [84] for quantum optics in gravitational
fields.
‖We assume that the matter-sector Hamiltonian Hˆm(x; pˆ, q) has non-negative eigenvalues.
∗∗We define the (explicit) time-derivative of an operator as
(
∂
∂x1
Oˆ
)
ψ := ∂
∂x1
(
Oˆψ
)
− Oˆ ∂ψ
∂x1
=
[
∂
∂x1
, Oˆ
]
ψ.
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V :=
1
32NV |V gh|
(
∂
∂x1
√
2|V gh|
)2
− 1
2
√
2|V gh|
∂
∂x1
(
1
4NV
∂
∂x1
√
2|V gh|
)
, (101)
and σ = sgn(V ). Equation (99) is a quantum version of the corresponding classical equations (59)
and (64). The term 1
M
V can be interpreted as a “quantum correction”, which is present due
to the fact that we quantised the constraint equation (45) rather than the reduced Hamiltonian
given in (49) and subsequently adopted an iterative procedure to find the solution to the quantum
constraint equation (76). We refrain from factorising Ψϕ = χψ to enforce unitarity in the matter-
sector by a suitable choice of χ, since it is sufficient to interpret Ψϕ as the wave function for both
gravitational and matter degrees of freedom, which is a solution to (99).
Equation (99) was computed in [12] for a vacuum background (J = 0) and the terms involving
the derivatives with respect to the xi variables as well as the term proportional to V were
absent††. Here, such terms arise from the iterative solution of the constraint equation (76).
Moreover, the x1-derivatives of the matter Hamiltonian Hˆm and of the potential V present in
the term iΓˆ were interpreted in [12] as unitarity-violating terms induced by gravity. One is led to
this interpretation if one regards Ψϕ as the matter-sector wave function and (99) as a “corrected”
Schrödinger equation for the matter-sector. However, as we have argued above, the state Ψϕ is
most appropriately interpreted as the wave-function for the coupled system of both gravity and
matter comprised of the configurational degrees of freedom xi and qµ when x1 is regarded as
the time parameter. In this way, the inner product involves not only an integration over matter
variables, but also over the xi variables (cf. (96)). Thus, rather than introducing a violation of
unitarity, the term iΓˆ is the factor which guarantees unitarity with respect to the inner product
given in (96). Indeed, we explicitly verify that unitarity holds due to this term in appendix B.
4.6 Backreaction
We now show how the formalism of [17–20,39,60,76] can be recovered from the above construc-
tion. Following what was done in section 2.2, we compute the equations with ‘backreaction’
terms from (71) and (74). Upon taking the matter-sector partial average‡‡ of (74), we find
− J(Q) = iGab(Q)Φa
M
〈
∂
∂Qb
〉
m
− 〈Hˆm(Q; pˆ, q)〉m + i 〈K(Q, q)〉m +
1
2M
〈∇2〉m . (102)
Using (33) and (75), we can write
iGab(Q)
Φa
M
〈
∂
∂Qb
〉
m
+ i 〈K(Q, q)〉m = iGab(Q)
Φa
M
〈
∂
∂Qb
+
N
2
√
|G˜h|
∂
∂Qb


√
|G˜h|
N

〉
m
.
If we now insert the real part of (102) into (28), we obtain
1
2M
Gab(Q)
(
∂ϕ
∂Qa
+Aa
)(
∂ϕ
∂Qb
+Ab
)
+MV (Q)
= −〈Hˆm(Q; pˆ, q)〉m +
1
2M
(
Re 〈∇2〉m +GabAaAb
)
,
(103)
where we defined the ‘Berry connection’ as Aa = Im
〈
∂
∂Qa
+ N
2
√
|G˜h|
∂
∂Qa
(√
|G˜h|
N
)〉
m
(cf. (12)).
Equation (103) can be seen as a Hamilton-Jacobi equation with quantum backreaction terms.
††If G˜1i 6= 0, there will also be additional terms in (100) involving derivatives with respect to the xi variables.
‡‡The definition of the partial averages will be discussed in appendix B.
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Using the expansion of ϕ given in (52), we may solve (103) at each order of 1
M
. The lowest orders
read
O
(
M1
)
:
1
2
Gab(Q)
∂ϕ(−1)
∂Qa
∂ϕ(−1)
∂Qb
+ V (Q) = 0 , (104)
O
(
M0
)
: Gab
∂ϕ(−1)
∂Qa
∂ϕ(0)
∂Qb
= −Gab ∂ϕ
(−1)
∂Qa
A
(0)
b − 〈Hˆm(Q; pˆ, q)〉
(0)
m , (105)
where 〈Oˆ〉(0)m denotes the lowest order approximation to the partial average 〈Oˆ〉m, which is the
matter-sector expectation value of the operator Oˆ taken with respect to a solution of (88).
Equation (104) is the vacuum Hamilton-Jacobi equation for the gravitational sector. Thus, we
see that the effects of backreaction terms enter only in (105), at orderM0. This is consistent with
the expansion of J in (51). The conclusion that backreaction effects are not found to lowest order
was also reached in [12,24,25,39] in the context of the usual semiclassical (BO) interpretation of
quantum gravity.
The background Hamilton function ϕ in (103) is sourced by 〈Hˆm(Q; pˆ, q)〉m and the Berry
connection terms. Since (103) is by construction equivalent to (28), we see that the arbitrariness
of the Berry connection terms corresponds to the freedom in choosing J . A given choice of
J defines a background Hamilton function ϕ and, thus, a background gravitational trajectory
with respect to which the weak coupling expansion is to be performed. This was also argued in
a different way by Parentani in [31], where he emphasised that this procedure corresponds to
a background field approximation. The classical (quantum) dynamics of the composite system
of gravitational and matter degrees of freedom is encoded in the Hamilton (wave) function
W (Q,P ′; q, p′) (Ψ(Q, q)) and W (the phase of Ψ) coincides with ϕ only up to order M1 in the
weak coupling expansion (cf. (104)).
If we insert (102) back into (71) and (74), we obtain
− 1
2M
(∇2 + 〈∇2〉m)χϕ − GabM ∂χϕ∂Qa
〈
∂
∂Qb
〉
m
+ i(K − 〈K〉m)χϕ
+MV χϕ + 〈Hˆm〉m χϕ = 0 , (106)
Gab
Mχϕ
∂χϕ
∂Qa
(
∂
∂Qb
−
〈
∂
∂Qb
〉
m
)
Ψϕ
=
(
Hˆm − 〈Hˆm〉m
)
Ψϕ − i(K − 〈K〉m)Ψϕ −
1
2M
(∇2 − 〈∇2〉m)Ψϕ , (107)
where we defined χϕ(Q) = eiϕ(Q). Equations (106) and (107) are equivalent to (71) and (74),
respectively, and are the analogues of the non-relativistic equations (20) and (21). We refrain
from rewriting (106) and (107) in terms of ‘covariant’ derivatives in analogy to (18).
Non-linear coupled equations such as (106) and (107) were used in [17–20,39,60,76] to describe
the dynamics of the composite gravity-matter system and, in particular, Ψϕ was interpreted as
the matter-sector wave function. We stress that such an interpretation requires the additional
choice of matter-sector unitarity and the ensuing interpretation of χϕ and Ψϕ as marginal and
conditional wave functions, respectively. Alternatively, Ψϕ may be interpreted as the wave
function for both gravitational and matter degrees of freedom, obtained from the solution Ψ of
the WDW equation by a phase transformation. ‘Semiclassical gravity’ emerges from the BO
approach to quantum gravity in the sense that (106) is equivalent to (71), which leads to the
Hamilton-Jacobi equation with backreaction terms (cf. (103)).
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5 A Simple Example: The Relativistic Particle
As a simple example of the above formalism, let us consider the action for a massive relativistic
particle in two spacetime dimensions,
S =
∫
dt
(
p1q˙
1 + p2q˙
2 −NH) ,
H = − 1
c2
(p1)
2 + (p2)
2 +m2c2 ,
(108)
where we have restored factors of the speed of light c and m is the mass of the particle. We will
develop an expansion in powers of 1
c2
, such that c is plays the role of the ‘heavy’ scale
√
M in the
formalism we have presented. The ‘heavy’ sector thus consists of the degrees of freedom (p1, q1),
while the ‘light’ sector is comprised of the (p2, q2) variables. This example was also considered
in [12] as an analogy to the semiclassical interpretation of quantum gravity. Here, we examine
it to clarify the fact that the results of the semiclassical and BO approaches coincide with a
particular choice of gauge both at the classical and quantum levels.
We will choose a gauge adapted to a given background Hamilton function ϕ. We take ϕ(q) =
mc2q1, which solves the ‘vacuum’ (J = 0) Hamilton-Jacobi equation for the ‘heavy’ sector,
− 1
c2
(
∂ϕ
∂q1
)2
+m2c2 = 0 .
Let us now define the configuration-space coordinate adapted to this choice of ϕ. Let us set
N = 12m . We then choose the basis vector (cf. (33))
∂
∂x1
=
N
c2
(−2) ∂ϕ
∂q1
∂
∂q1
= − 1
mc2
∂ϕ
∂q1
∂
∂q1
= − ∂
∂q1
, (109)
which leads to x1 = −q1, which is canonically conjugate to p˜1 = −p1. We now fix the gauge
x1(t) = t, which determines the lapse to be
N = − c
2
2p˜1
. (110)
Solving the constraint equation for p˜1 yields the reduced Hamiltonian
− p˜1 = ±c2
√(p2
c
)2
+m2 . (111)
Inserting (111) into (110) yields (cf. (57))
N = ± 1
2
√(
p2
c
)2
+m2
= ± 1
2m
+O
(
1
c2
)
. (112)
Upon performing the canonical transformation p˜1 = Π˜1 +
∂ϕ
∂x1
= Π˜1 −mc2, we find
− Π˜1 = −mc2 ±mc2
√
1 +
( p2
mc
)2
, (113)
which is the solution to the transformed constraint equation (cf. (45))
2mΠ˜1 − 1
c2
(
Π˜1
)2
+ (p2)
2 = 0 . (114)
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The solution of (114) found in the iterative procedure is the one with the positive sign in front
of the square root and reads
− Π˜1 = 1
2m
(p2)
2 +O
(
1
c2
)
. (115)
In the quantum theory, we promote the variables to operators qˆ1Ψ = q1Ψ, pˆ1Ψ = −i ∂Ψ∂q1 , qˆiΨ =
q2Ψ, pˆ2Ψ = −i ∂Ψ∂q2 . The quantum constraint equation reads
1
c2
∂2Ψ
∂ (x1)
2 −
∂2Ψ
∂ (q2)
2 +m
2c2Ψ = 0 .
The conserved Klein-Gordon inner product with a suitably chosen constant pre-factor is
(Ψ1,Ψ2)KG =
∫
dq2
i
2mc2
(
Ψ¯1
∂Ψ2
∂x1
−Ψ2∂Ψ¯1
∂x1
)
. (116)
We perform the phase transformation Ψ = eiϕΨϕ to obtain the transformed quantum constraint
equation
i
∂Ψϕ
∂x1
= − 1
2m
∂2Ψϕ
∂ (q2)
2 +
1
2mc2
∂2Ψϕ
∂ (x1)
2 = −
1
2m
∂2Ψϕ
∂ (q2)
2 +O
(
1
c2
)
. (117)
For solutions of (117) found in the iterative procedure, the transformed inner product reads
(Ψ1,Ψ2)KG =
∫
dq2
[
Ψ¯1,ϕΨ2,ϕ +
i
2mc2
(
Ψ¯1,ϕ
∂Ψ2,ϕ
∂x1
−Ψ2,ϕ ∂Ψ¯1,ϕ
∂x1
)]
=
∫
dq2 Ψ¯1,ϕΨ2,ϕ +O
(
1
c2
)
.
(118)
Equation (106) reads
1
c2
∂2χϕ
∂ (q1)2
+
1
c2
〈
∂2
∂ (q1)2
〉
m
χϕ +
2
c2
∂χϕ
∂q1
〈
∂
∂q1
〉
m
+m2c2χϕ −
〈
∂2
∂ (q2)2
〉
m
χϕ = 0 .
If we substitute χϕ = eiϕ = eimc
2q1 into the above equation, we find
i
〈
∂
∂q1
〉
m
− 1
2m
〈
∂2
∂ (q2)
2
〉
m
+
1
2mc2
〈
∂2
∂ (q1)
2
〉
m
= 0 ,
which is simply the partial average of the constraint equation (117), since x1 = −q1. Therefore,
χϕ = e
iϕ = eimc
2q1 is a solution to (106), which is considered to be the equation for the ‘heavy’-
sector wave function in the BO approach of [17–20,39, 60, 76].
6 Conclusions
The problem of time in canonical quantum gravity has many facets and has inspired various
interpretations of the theory [4–6]. In this paper, we have reinterpreted the usual results of the
semiclassical interpretation of quantum cosmology based on the view that the independence of
the wave function on the time parameter does not conceal the dynamical content of the quantum
theory and that it is unnecessary to restrict some of the fields to the (semi)classical regime to
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recover a notion of dynamics. We have followed a conservative route, in which the interpretation
of the quantum dynamics closely follows that of the canonical classical theory, which is far less
controversial. The diffeomorphism-induced symmetry of the theory implies that the choice of
time parameter is not unique. At the classical level, this implies that Hamilton’s equations can
only be solved once the arbitrary Lagrange multipliers associated with the gauge symmetry are
fixed. This corresponds to a choice of gauge, i.e., a choice of coordinate system. In a closed,
isolated universe, it is natural to fix the gauge by functions of the canonical variables. In this
way, the coordinates are fixed by the contents of the universe [15]. In particular, the time variable
is given by (the level sets of) a particular function of the canonical variables.
We took the position that the same is true in the quantum theory, which we constructed in
analogy to the Hamilton-Jacobi theory. As in the classical case, the quantum dynamics must be
understood with respect to a non-unique choice of time as a function of configuration variables
and momenta. Such a time function is measured by physical clocks composed of the quantised
variables themselves, as Singh [11] noted for the case of ‘WKB time’. Indeed, the ‘WKB time’
used in the semiclassical interpretation (and its generalisation known as the BO approach) is a
function of the canonical variables and, thus, it must correspond to a particular gauge fixing. We
have shown that this is the case and that the usual results of the BO approach are obtained by
a particular class of gauge choices, which can be made both at the classical and quantum levels.
The (WKB) time parameter x1 is chosen from a congruence of (classical) trajectories associated
with a background Hamilton function, which solves the Hamilton-Jacobi equation with arbitrary
sources J . Its interpretation is that of the standard of time measured by clocks which travel
along the background trajectories defined from the background Hamilton function.
At the quantum level, the chosen time parameter x1 appears in the quantum constraint
equation by a change of coordinates in configuration space and the usual BO factorisation of the
wave function can be replaced by a phase transformation determined by the background Hamilton
function. The ambiguity in the usual BO factorisation corresponds to the ambiguity in the choice
of phase factor which, in turn, is related to the freedom to choose different time variables. Thus,
there is no need to perform a WKB approximation to recover the concept of time. The inner
product and the dynamical interpretation of the theory here constructed, although provisional,
are independent of the semiclassical limit. Nevertheless, some approximation method is needed
to perform practical computations. In the formalism we have presented, the only approximation
used was a weak-coupling expansion. The formalism is applicable not only to quantum cosmology,
but also to the timeless non-relativistic quantum mechanics of closed systems, which was studied
in [27–29,32, 54].
To reproduce the results of the usual semiclassical approach, the background Hamilton func-
tion is chosen such that a weak-coupling expansion is possible. Equivalently, the fields are
separated into ‘heavy’ and ‘light’ variables, such that a perturbative expansion in the ‘light-to-
heavy’ ratio of mass scales can be performed. The background trajectories coincide with the
trajectories of the ‘heavy’ variables to lowest order in perturbation theory. In the case of general
relativity, the ‘heavy’ mass scale is the Planck scale. We have shown that, in the perturbative
regime, one can expand the reduced Hamiltonian of the gauge-fixed classical theory to obtain
some of the corrections found in the semiclassical approach to quantum cosmology. This shows
that some of the “corrections from quantum gravity” found in [11,12] are, in fact, a result of the
weak-coupling expansion of the gauge-fixed system and are present even in the classical theory.
The correction terms can be obtained by an iterative solution of the constraint equation both
at the classical and quantum levels. In the quantum theory with the Laplace-Beltrami factor
ordering, additional correction terms are present which guarantee unitarity of the theory with
respect to the (Klein-Gordon) inner product in the perturbative regime.
The arbitrary source J approximates the backreaction of the ‘light’-sector Hamiltonian onto
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the ‘heavy’-sector dynamics in the perturbative regime. This is true both in the classical and
quantum theories. In particular, we have shown that the arbitrary source J is associated with
the usual quantum backreaction terms, comprised of the expectation value of the ‘light’-sector
Hamiltonian (averaged only over ‘light’ variables) and Berry connection terms. We have shown
that the ambiguity in the choice of J is equivalent to the ambiguity in the definition of the
Berry connection terms, which corresponds to the freedom to choose a particular background
Hamilton function and its associated time parameter. We refer the reader to [63, 65, 81] for a
complementary discussion on the quantum backreaction terms.
As we have seen, a TDSE appears as the lowest order approximation to the quantum con-
straint equation in the weak-coupling expansion. We have interpreted the solution of the quantum
constraint equation as the wave function of the composite system of gravitational and matter
degrees of freedom. This interpretation is motivated by the fact that higher orders in the weak
coupling expansion lead to a corrected TDSE which includes the momenta of gravitational degrees
of freedom (here denoted by xi) and which, therefore, incorporates their dynamics. Nevertheless,
we have argued that it is possible to factorise the wave function such that ‘light’-sector unitary
is guaranteed and a marginal-conditional interpretation of the factors is warranted, as was ad-
vocated in [54]. In this way, the conditional wave function describes the unitary dynamics of the
‘light’ sector.
Such observations are important if one wants to analyse the phenomenology of the corrected
TDSE. Several works in the literature [37, 38, 85–92] have addressed this topic by applying the
semiclassical or BO approaches to compute quantum gravitational corrections to the Cosmic
Microwave Background (CMB) power spectrum of cosmological scalar and tensor perturbations.
Kiefer and Krämer [85, 86], Bini et al. [87] and Brizuela et al. [88–90] used the corrected TDSE
found in [12] to compute the corrected power spectrum. Their method can be reinterpreted with
the formalism presented in this paper as a particular gauge fixing and subsequent weak-coupling
expansion. It is also worth mentioning that Kamenshchik et al. [37, 38, 91] found corrections to
the power spectrum by considering ‘non-adiabatic’ effects related to the quantum backreaction
and Berry connection terms.
The results of this paper lead us to the conclusion that time does not ‘emerge’ only when a
subset of the fields is (semi)classical, which is the central tenet of the semiclassical interpretation
of quantum gravity. Rather, different notions of time are available in the full quantum theory
and are associated with the different coordinate systems that one can employ. The semiclassical
approach can be reinterpreted as a particular gauge fixing and the chosen time function x1 is
meaningful beyond the semiclassical level when interpreted as a combination of the quantised
‘heavy’ variables. Thus, we expect that the semiclassical approach can be superseded by gauge-
fixing methods in a more definitive version of the quantum theory. Moreover, it would be
desirable to generalise the inner product that was employed in this paper to guarantee positive-
definiteness and unitarity beyond the perturbative regime and such that the interference between
perturbative and non-perturbative solutions could be analysed. In addition to this, it would be
useful to compare the quantum dynamics with respect to x1 to the results associated with more
general choices of the time variable (i.e., not given by the phase of the ‘heavy’ part of the wave
function). This will be left for future work.
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A Canonical Variables Adapted to a Choice of Background.
Formulae
In this appendix we collect useful formulae related to the change of coordinates given in (33),
which we repeat below,
Ba1 =
N
M
GabΦb =
∂Qa
∂x1
,
Bai =
∂Qa
∂xi
.
(119)
The coordinates defined via (119) induce the following transformation between basis vectors in
the tangent space,
∂
∂x1
=
N
M
GabΦb
∂
∂Qa
= Ba1
∂
∂Qa
,
∂
∂xi
= Bai
∂
∂Qa
.
(120)
The metric tensor in the new coordinates has components (cf. (32))
G˜AB = Gab
∂Qa
∂xA
∂Qb
∂xB
= GabB
a
AB
b
B ,
G˜11 = GabB
a
1B
b
1 = −2N2
(
J
M
+ V
)
,
G˜1i = 0 ,
G˜ij = GabB
a
i B
b
j ≡ gij ,
(121)
while the inverse metric tensor has components G˜11 =
(
G˜11
)−1
, G˜1i = 0 and gij = G˜ij , such
that gijgjk = δik. The determinants obey
√
|G˜| =
√
|G|B, where B = detBaA. The inverse of
the jacobian BaA is
∂xA
∂Qa
=
(
B−1
)A
a
= G˜ABGabB
b
B . (122)
The old basis vectors can thus be expressed in terms of the new basis as∗
∂
∂Qa
=
(
B−1
)A
a
∂
∂xA
= G˜11GabB
b
1
∂
∂x1
+ G˜ijGabB
b
i
∂
∂xj
= − Φa
2N (J +MV )
∂
∂x1
+ gijGabB
b
i
∂
∂xj
.
(123)
By differentiating the first of equations (119) with respect to Qb, we obtain the useful identity
Gac
∂Φc
∂Qb
=
M
N
∂Ba1
∂Qb
− 1
N
∂
∂Qb
(NGac)Φc . (124)
We also have the Hessian identities
∂BaB
∂xA
=
∂2Qa
∂xA∂xB
=
∂2Qa
∂xB∂xA
=
∂BaA
∂xB
, (125)
∗The change of basis given in (123) was performed in [12] in a perturbative context, where the terms propor-
tional to Bi were neglected.
34
which lead to (
B−1
)A
a
∂BaA
∂xB
=
(
B−1
)A
a
∂BaB
∂xA
=
∂BaB
∂Qa
. (126)
Due to the identity given in (124), we may rewrite the function K defined in (72) as follows.
K(Q) =
1
2N
∂Ba1
∂Qa
− 1
2MN
∂
∂Qa
(NGac)Φc +
Φa
2M
√
|Gh|
∂
∂Qb
(√
|Gh|Gab
)
. (127)
Now using (119), (123) and (126), we can rewrite (127) in the x-coordinate system,
K(Q) =
1
2N
∂Ba1
∂Qa
− G
abΦa
2MN
∂N
∂Qb
+
GabΦa
2M
1√|Gh|
∂
√
|Gh|
∂Qb
=
1
2N
∂Ba1
∂Qa
+
1
2
√
|Gh|
∂
∂x1
(√
|Gh|
N
)
=
1
2N
∂Ba1
∂Qa
− 1
2N
(
B−1
)A
a
∂BaA
∂x1
+
1
2
√
|G˜h|
∂
∂x1


√
|G˜h|
N


=
1
2
√
|G˜h|
∂
∂x1


√
|G˜h|
N

 .
(128)
B Conservation of the Inner Product in Perturbation The-
ory. Definition of Partial Averages
It is instructive to verify that the approximate inner product given in (96) is conserved for
solutions of (99) up to order 1
M
. Evidently, this is a consequence of the exact equation (81). We
assume sgn(N) is constant and set f = −sgn(N). We first note that, given the factor ordering
of Hˆm in (66), we find that it obeys the symmetry condition∫ ∏
i
dxi
√
2|V g|
∏
µ
dqµ
√
h Ψ¯1HˆmΨ2 =
∫ ∏
i
dxi
√
2|V g|
∏
µ
dqµ
√
h
(
HˆmΨ1
)
Ψ2 . (129)
Secondly, recall that we define the derivative of an operator as
(
∂
∂x1
Oˆ
)
ψ := ∂
∂x1
(
Oˆψ
)
− Oˆ ∂ψ
∂x1
.
Then, using the Laplace-Beltrami factor ordering of Hˆm given in (66) and the measure Mˆ defined
in (97), we define the operators
∂
∂x1
(
σ
√∣∣∣∣ gh2V
∣∣∣∣Hˆm
)
:= −1
2
∂
∂qµ
[
∂
∂x1
(
σ
√∣∣∣∣ gh2V
∣∣∣∣hµν
)
∂
∂qν
]
+
∂
∂x1
(
σ
√∣∣∣∣ gh2V
∣∣∣∣Vm
)
, (130)
∂
∂x1
Mˆ :=
∂
∂x1
√
2|V gh|+ 1
M
∂
∂x1
(
σ
√∣∣∣∣ gh2V
∣∣∣∣Hˆm
)
, (131)
Hˆ := N
(
Hˆm − J
)
− N
4MV
(
Hˆm − J
)2
− 1
2M
√
2|V gh|
∂
∂xi
(√
2|V gh|Ngij ∂
∂xj
)
+
1
M
V . (132)
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Using (100), (130) and (132), it is possible to show that Γˆ and Hˆ obey the same symmetry
condition as Hˆm given in (129). With these definitions, it is straightforward to prove the identities
√
2|V g|h
[
Γˆ
(
1 +
1
2MV
Hˆm
)
+
(
1 +
1
2MV
Hˆm
)
Γˆ
]
=
∂
∂x1
Mˆ +O
(
1
M2
)
,[
Hˆ,
1
2MV
Hˆm
]
=
[
N
(
Hˆm − J
)
,
1
2MV
Hˆm
]
+O
(
1
M2
)
= 0 +O
(
1
M2
)
.
(133)
We can now rewrite (99) as
∂Ψϕ
∂x1
= −iHˆΨϕ − ΓˆΨϕ +O
(
1
M2
)
. (134)
Using (134), we obtain
∂
∂x1
∫ ∏
i
dxi
∏
µ
dqµ Ψ¯1,ϕMˆΨ2,ϕ
=
∫ ∏
i
dxi
∏
µ
dqµ
[
i
(
HˆΨ¯1,ϕ
)
MˆΨ2,ϕ − iΨ¯1,ϕMˆ HˆΨ2,ϕ
−
(
ΓˆΨ¯1,ϕ
)
MˆΨ2,ϕ − Ψ¯1,ϕMˆ ΓˆΨ2,ϕ + Ψ¯1,ϕ
(
∂
∂x1
Mˆ
)
Ψ2,ϕ
]
+O
(
1
M2
)
=
∫ ∏
i
dxi
√
2|V g|
∏
µ
dqµ
√
h
[
i
(
HˆΨ¯1,ϕ
)(
1 +
1
2MV
Hˆm
)
Ψ2,ϕ
− iΨ¯1,ϕ
(
1 +
1
2MV
Hˆm
)
HˆΨ2,ϕ −
(
ΓˆΨ¯1,ϕ
)(
1 +
1
2MV
Hˆm
)
Ψ2,ϕ
− Ψ¯1,ϕ
(
1 +
1
2MV
Hˆm
)
ΓˆΨ2,ϕ +
1√
2|V g|h Ψ¯1,ϕ
(
∂
∂x1
Mˆ
)
Ψ2,ϕ
]
+O
(
1
M2
)
=
∫ ∏
i
dxi
∏
µ
dqµ
{
iΨ¯1,ϕ
√
2|V g|h
[
Hˆ,
1
2MV
Hˆm
]
Ψ2,ϕ
−Ψ¯1,ϕ
√
2|V g|h
[
Γˆ
(
1 +
1
2MV
Hˆm
)
+
(
1 +
1
2MV
Hˆm
)
Γˆ
]
Ψ2,ϕ
+Ψ¯1,ϕ
(
∂
∂x1
Mˆ
)
Ψ2,ϕ
}
+O
(
1
M2
)
= 0 +O
(
1
M2
)
,
where we used the symmetry condition given in (129) for Γˆ and Hˆ and subsequently we ap-
plied (133). Thus, we arrive at the result
∂
∂x1
∫ ∏
i
dxi
∏
µ
dqµ Ψ¯1,ϕMˆΨ2,ϕ = 0 +O
(
1
M2
)
, (135)
which is consistent with the exact equation (81) and confirms that the term iΓˆ, which appears
in (99) and (134), is the term which guarantees that the dynamics is unitary to this order in
perturbation theory.
A final comment about matter-sector partial averages is in order. In section 4.6, the matter-
sector inner product was tacitly taken to be 〈ψ1, ψ2〉m =
∫ ∏
µ dq
µ
√
h ψ¯1(x; q)ψ2(x; q), which
is associated with partial averages given in (89). However, due to (96), this may be regarded
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as the lowest order approximation to the more general matter-sector inner product 〈ψ1, ψ2〉m =∫ ∏
µ dq
µ ψ¯1(x; q)Mˆ(x; pˆ, q)ψ2(x; q), where the measure Mˆ has to be determined from the per-
turbative expansion of (84). In this case, the partial average of an operator is given by 〈Oˆ〉m =(∫ ∏
µ dq
µ ψ¯Mˆψ
)−1 ∫ ∏
µ dq
µ ψ¯MˆOˆψ. At order 1
M
, we can take Mˆ to be given by (97) (overall
factors of V (x) and g(x) can be eliminated from the matter-sector inner product by suitable
factorisations of the wave function) and, using (100), we can define Γˆ =: N
M
GabΦaΓˆb. The
operator Γˆa inherits its symmetry with respect to the lowest-order matter-sector inner prod-
uct from the symmetry of Γˆ. Using (133), one may verify that matter-sector unitarity is then
equivalent to Re
〈
∂
∂Qa
+ Γˆa
〉
m
= 0 (cf. (22)) and the ‘Berry connection’ can be defined as
Aa = Im
〈
∂
∂Qa
+ Γˆa
〉
m
.
C Extension to Field Theory
We now comment on how one can formally extend the formalism presented in this paper to the
field-theoretic case. The canonical approach to General Relativity in 3+1 spacetime dimensions
involves a foliation of spacetime into a family of spacelike hypersurfaces Σt defined as the level
sets of some scalar function, τ(y) = t. We parametrise each hypersuface by coordinates y, such
that (t, y) defines a coordinate system of spacetime. The spacetime line element is
ds2 = −N2dt2 +Qij(dyi +N idt)(dyj +N jdt) , (136)
where yi are the coordinates used to parametrise each hypersurface, Qij are the components of
the induced metric on a given hypersurface, N is the lapse function and N i is the shift vector.
The covariant derivative compatible with the induced metric will be denoted by a semicolon, such
that Qij;k = 0. The components of the inverse of the induced metric are denoted by Qij and
the determinant of the induced metric is written as Q. Latin indices are raised and lowered with
the induced metric and its inverse. The canonical momentum conjugate to Qij is P ij . Matter
fields and their conjugate momenta are generically written as q and p, respectively. Neglecting
boundary terms, we find the Hamiltonian for the gravity-matter system
H =
∫
Σt
d3y
(
NH⊥ +N iHi
)
, (137)
H⊥ =
1
2M
GijlmP
ijP lm − 2M
√
Q(R− 2Λ) +Hm⊥ (Q; p, q) , (138)
Hi = −2QikP kl;l +Hmi (Q; p, q) , (139)
where M = 132piG , R is the Ricci scalar of a given three-dimensional hypersurface, Λ is a cosmo-
logical constant term, Hm⊥ and H
m
i are contributions from the matter-sector and
Gijlm =
1
2
√
Q
(QilQjm +QimQjl −QijQlm) (140)
is the inverse DeWitt metric. The DeWitt metric reads
Gijlm =
√
Q
2
(
QilQjm +QimQjl − 2QijQlm) , (141)
GijlmGlmab =
1
2
(
δiaδ
j
b + δ
i
bδ
j
a
)
= δi(aδ
j
b) . (142)
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We work only with closed three-manifolds such that no boundary terms are present in the Hamil-
tonian. The canonical momenta conjugate to the lapse and shift functions vanish and constitute
primary constraints (see, e.g., [3] and references therein), which we have already eliminated. The
lapse and shift are thus multipliers. By varying the action with respect to N and N i, we obtain
the constraintsH⊥ = 0 andHi = 0, which are referred to as the Hamiltonian and diffeomorphism
(momentum) constraints, respectively. In the absence of boundary terms, the dynamics of the
theory is entirely contained in these constraints. The Einstein-Hamilton-Jacobi equations are
1
2M
Gijlm
δW
δQij
δW
δQlm
+MV (Q) +Hm⊥
(
Q;
δW
δq
, q
)
= 0 ,
− 2Qik
(
δW
δQkl
)
;l
+Hmi
(
Q;
δW
δq
, q
)
= 0 ,
(143)
whereW is the Hamilton characteristic functional for the composite system of both gravitational
and matter degrees of freedom and we defined the potential V (Q) = −2√Q(R− 2Λ). In analogy
to the finite-dimensional model considered in this paper, we define the background Hamilton
functional ϕ[Q] as the solution to the equations
1
2M
Gijlm
δϕ
δQij
δϕ
δQlm
+MV (Q) = −J⊥ ,
− 2Qik
(
δϕ
δQkl
)
;l
= −Ji .
(144)
A change of background Hamilton functional ϕ = ϕ′ + η leads to redefinitions of J⊥, Ji (in
analogy to (31)). By defining S =W − ϕ, we can rewrite (143) as
− 1
M
GijlmΦ
ij δS
δQlm
=Hm⊥
(
Q;
δS
δq
, q
)
− J⊥ + 1
2M
Gijlm
δS
δQij
δS
δQlm
, (145)
2Qik
(
δS
δQkl
)
;l
= Hmi
(
Q;
δS
δq
, q
)
− Ji , (146)
where we defined the background momenta Φij := δϕ[Q]
δQij(y)
. Equations (145) and (146) were
also considered in [31] in the context of a background field approximation, where Parentani
emphasised that the arbitrarily chosen sources J⊥, Ji should be compatible with the Bianchi
identities.
Given ϕ, we define the functionals X1(y,Q] and Xr(y,Q] (r = 2, 3, 4, 5, 6) as follows [4, 5]
N(y,Q]
M
Gijlm(y,Q]
δϕ[Q]
∂Qij(y)
δX1(y′, Q]
δQlm(y)
= δ(y − y′) ,
Gijlm(y,Q]
δϕ[Q]
∂Qij(y)
δXr(y′, Q]
δQlm(y)
= 0 ,
where N(y,Q] is an arbitrary normalisation functional. Now, in analogy to the mechanical case,
we define∗
δ
δX1
:=
N(y,Q]
M
Gijlm(y,Q]Φ
lm(y,Q]
δ
δQij(y)
≡ B1|ij(y,Q]
δ
δQij(y)
,
δ
δXr
:= Br|ij(y,Q]
δ
δQij(y)
,
(147)
∗Such functional derivatives are formal. The reader is referred to [93] for a discussion of the consistency of
dynamical equations based on time-functionals such as X1 in the presence of momentum constraints.
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where the B functionals obey† (cf. (144))
G˜11 := G
ijlmB1|ijB1|lm = −2N2
(
J⊥
M
+ V
)
,
G˜1r := G
ijlmB1|ijBr|lm = 0 ,
G˜rs := G
ijlmBr|ijBs|lm ≡ grs .
(148)
The inverse metric tensor has components G˜11 =
(
G˜11
)−1
, G˜1r = 0 and grs = G˜rs, such
that grs(y,Q]gsu(y,Q] = δru. In particular, by contracting both sides of the equation G˜AB =
GijlmBA|ijBB|lm with G˜ACBC|nk, we find G˜ACBA|ijBC|nk = Gijnk . Thus, the inverse of
BA|ij(y,Q] is (
B−1
)A|ij
(y,Q] = G˜AB(y,Q]Gijlm(y,Q]BB|lm(y,Q] . (149)
We can thus write
δ
δQij
=
(
B−1
)A|ij δ
δXA
= − Φ
ij
2N (J⊥ +MV )
δ
δX1
+ grsGijlmBr|lm
δ
δXs
. (150)
Using (147) and (150), we can rewrite (145) as
− δS
δX1
= N
[
H
m
⊥
(
Q;
δS
δq
, q
)
− J⊥
]
+
N
2M
grs
δS
δXr
δS
δXs
− 1
4N (J⊥ +MV )
(
δS
δX1
)2
,
(151)
Equation (151) is analogous to (62) and can also be solved iteratively. The result is
− δS
δX1
= N
[
H
m
⊥
(
Q;
δS
δq
, q
)
− J⊥
]
− N
4MV
[
H
m
⊥
(
Q;
δS
δq
, q
)
− J⊥
]2
+
N
2M
grs
δS
δXr
δS
δXs
+O
(
1
M2
)
,
(152)
where we have assumed that J⊥ can be expanded as in (51). If we now fix the arbitrary shift
vector N i(y,Q] by a suitable choice of coordinates yi, we can define the ‘background time’
derivative
∂
∂τ
=
∫
d3y
{
N(y,Q]
M
Gijlm(y,Q]
δϕ[Q]
δQij(y)
δ
δQlm(y)
+ 2Ni;j(y,Q]
δ
δQij(y)
}
=
∫
d3y
{
δ
δX1(y,Q]
+ 2Ni;j(y,Q]
δ
δQij(y)
}
.
(153)
We can then combine (146) and (152) to obtain
− ∂S
∂τ
=
∫
d3y
{
N
[
H
m
⊥
(
Q;
δS
δq
, q
)
− J⊥
]
+N i
[
H
m
i
(
Q;
δS
δq
, q
)
− Ji
]}
+
∫
d3y
{
− N
4MV
[
H
m
⊥
(
Q;
δS
δq
, q
)
− J⊥
]2
+
N
2M
grs
δS
δXr
δS
δXs
}
+O
(
1
M2
)
,
(154)
†As in the mechanical case, we assume for simplicity that G˜1r = 0. In the most general case, G˜1r 6= 0 and
there will be additional contributions from such terms to the formulae here presented.
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which is the field-theoretic analogue of (64). As we have argued in the mechanical case, equa-
tion (154) is most appropriately interpreted as an approximation to the Hamilton-Jacobi equation
for the reduced gauge-fixed system comprised of both gravitational and matter degrees of free-
dom. In this way, the solution S of (154) is not the “corrected” Hamilton principal functional of
a system composed of the matter fields alone.
To see the how this corresponds to a particular gauge fixing, we define a field T(y,Q] as
follows
N(y,Q]
M
Gijlm(y,Q]
δϕ[Q]
δQij(y)
δT(y′, Q]
δQlm(y)
+ 2Ni;j(y,Q]
δT(y′, Q]
δQij(y)
= δ(y − y′) , (155)
which coincides with X1(y,Q] only if Ni;j = 0. Using (153), we find that the field T obeys
the ‘background’ equation of motion ∂T
∂τ
= 1. Thus, T serves as canonical definition of the
‘background time’ functional. In analogy to the derivation of (150), we find that a solution
to (155) obeys
δT(z,Q]
δQij(y)
= δ(z − y)
[
N
M
Φij + 2GijlmNl;m
−2N2 (J⊥
M
+ V
)
+ 4N
M
ΦlmNl;m + 4GablmNa;bNl;m
]
y
, (156)
where we have used the first of equations (144).
We now fix the canonical gauge condition T(y,Q(t)] = t. For simplicity, we will restrict
ourselves to the lowest order of the perturbative regime in order to compute the gauge-fixed
lapse. Given a suitable choice of the shift vector N i, we obtain the relation between the arbitrary
‘background’ lapseN and the gauge-fixed lapse N as follows. The chosen gauge condition implies
that dTdt (y,Q(t)] = 1 =
∂T
∂τ
(y,Q(t)]. Thus,
0 =
dT
dt
(y,Q(t)]− ∂T
∂τ
(y,Q(t)]
=
∫
d3z
{
N(z,Q]
M
Gijlm(z,Q]
δW [Q]
δQij(z)
δT(y,Q(t)]
δQlm(z)
+ 2Ni;j(z,Q]
δT(y,Q(t)]
δQij(z)
}
− ∂T
∂τ
(y,Q(t)]
=
1
M
∫
d3z Gijlm(z,Q]
δT(y,Q(t)]
δQlm(z)
(
N(z,Q]
δW [Q]
δQij(z)
−N(z,Q] δϕ[Q]
δQij(z)
)
.
Using (156), we can rewrite the above equation as
0 =
1
M
∫
d3z δ(z − y)Gijlm(z,Q]
[(
N
M
Φlm + 2GlmnkNn;k
)(
N
δW
δQij
−N δϕ
δQij
)]
z
=
1
M
Gijlm(y,Q]
[(
N
M
Φlm + 2GlmnkNn;k
)(
N
δW
δQij
−N δϕ
δQij
)]
y
.
Using W = S + ϕ, we obtain
0 =
1
M
[(
N
M
− N
M
)
GijlmΦ
ijΦlm +
N
M
GijlmΦ
ij δS
δQlm
+
2
N
(N −N)Ni;jΦij + 2N
N
Ni;j
δS
δQij
]
.
Now, using the first of equations (144) and the first of equations (147), the above equation
becomes
N
[
−2
(
J⊥
M
+ V
)
+
2Ni;jΦ
ij
MN
+
1
MN
(
δS
δX1
+ 2Ni;j
δS
δQij
)]
= N
[
−2
(
J⊥
M
+ V
)
+
2Ni;jΦ
ij
MN
]
.
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Finally, using (52) and assuming that Ni, S can be expanded as in (51), the above equation
implies
N(y,Q] = N(y,Q] +O
(
1
M
)
, (157)
which agrees with (57) at lowest order for the choice κ = +sgn(NV ), which is the branch of
solutions obtained via the iterative procedure as we saw in section 3.4.3. The terms of higher
order in 1
M
in the expansion of N(y,Q] also depend on the chosen value of Ni(y,Q]. If Ni;j = 0,
it is possible to show that the field-theoretic analogue of the next order in (57) is also recovered
(with Hm →Hm⊥ and J → J⊥) by using (152).
The quantum theory can be constructed in analogy to what was done in section 4. The formal
Laplace-Beltrami-ordered quantum constraint equations read
− 1
2M
√
|Gh|
δ
δQij
(√
|Gh|Gijlm δΨ
δQlm
)
+MV (Q)Ψ + Hˆm⊥
(
Q;−i δ
δq
, q
)
Ψ = 0 ,
2iQik
(
δΨ
δQkl
)
;l
+ Hˆmi
(
Q;−i δ
δq
, q
)
Ψ = 0 ,
(158)
where h is the determinant of the matter-sector field-space metric. Equations (158) are the
quantum analogues of (143). Given a choice of background Hamilton functional ϕ[Q] (cf. (144)),
we perform the phase transformation Ψ = eiϕΨϕ to obtain the constraint equations
i
M
GijlmΦ
ij δΨϕ
δQlm
=
(
Hˆ
m
⊥ − J⊥
)
Ψϕ − 1
2M
√
|Gh|
δ
δQij
(√
|Gh|Gijlm δΨϕ
δQlm
)
,
2iQik
(
δΨϕ
δQkl
)
;l
+
(
Hˆ
m
i − Ji
)
Ψϕ = 0 ,
(159)
where we have neglected the covariant derivatives ϕ;l and (Ψϕ);l, and we defined J⊥ := J⊥ +
i
2M
√
|Gh|
δ
δQij
(√
|Gh|GijlmΦlm
)
. Equations (159) are the quantum versions of (145) and (146)
and the field-theoretic analogues of (74).
Using (150) and (153), we can combine both equations given in (159) into the approximate
Schrödinger equation
i
∂Ψϕ
∂τ
=
∫
d3y
[
N
(
Hˆ
m
⊥ − J⊥
)
Ψϕ +N
i
(
Hˆ
m
i − Ji
)
Ψϕ
]
+O
(
1
M
)
, (160)
which was derived in [8–10,12, 24, 25] without the J⊥, Ji terms. We refrain from computing the
corrections of order 1
M
to the above equation. They should be found in formal analogy to what
was done in section 4.5 for the mechanical case.
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