Summary. The infrared flux method for deriving stellar angular diameters and effective temperatures (Blackwell & Shallis) is elaborated and assessed in relation to the use of the intensity interferometer. Infrared magnitudes of 17 stars obtained using the Tenerife flux collector are presented and angular diameters and effective temperatures for 13 of these stars are derived using the method. A discrepancy exists between infrared photometry and the predictions of model atmosphere theory, which is probably the result of flux calibration errors. It is suggested that given a good flux calibration, the infrared flux method is capable of greater accuracy than the intensity interferometer, besides being more versatile.
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The infrared flux method
The infrared flux method for determining angular diameters 0 and effective temperatures r e has been described by Blackwell & Shallis (1977, Paper I) , . The method has been developed in order to obtain values of 0 and r e having a target accuracy of about 2 per cent in 0 and 1 per cent in r e , commensurate with that of the oscillator strengths being measured at Oxford (e.g. Blackwell et al 1979) , so that stellar spectra can be analysed with an accuracy comparable with that already achieved for the solar spectrum . We also wish to determine reliable radii and masses, which require accurate parallaxes and surface gravities respectively. The need for accurate parallaxes has been discussed by Blackwell et al (1978) , and Blackwell & Willis (1977) have proposed a method for determining reliable surface gravities.
As described in Paper I the method is based on the insensitivity to T Q of the surface flux, F s> \ o , from the star at an infrared wavelength X 0 . In the first stage of the method this flux is calculated using a model stellar atmosphere, and is combined with a measured absolute flux at the Earth, F Ej x 0 , to give 0 for the star through the expression (1) 0 = 2 (i) 848 D. E. Blackwell, M. J. Shallis and M. J. Selby
The resulting value of 0 is correct to 7 per cent, supposing that the measured infrared flux is correct to 10 per cent, and r e is known to about 5 per cent. In the second stage of the method, the additional use of a measurement of the total integrated flux from the star at the Earth, /» oo = ^E, \ Jo gives accurate values for both 6 and T Q .
The method is described concisely and formally by equations (2) and (3) that give the observed integrated flux and the observed monochromatic flux F E in terms of the variables T Q and 0. In equation (3), the dependence of the stellar surface flux on the model atmosphere is expressed by the function (¡>(T e ,g, X 0 ) where g is the surface gravity. (2) and (3) in text for 7 Ser at \ 0 = 3.4 ßm. Curve 2 gives the relation between 6 and T e for equation (2) and curve 3 gives this relation for equation (3).
T e are reasonably well defined. The small gradient of line 3, and therefore the sharpness of the intersection, is due to the weak dependence of flux on temperature in the infrared. The selection of an infrared wavelength is therefore essential to the success of the method. However, for a very hot early-type star which shows a maximum in its flux distribution at shorter wavelengths, we may work equally well with a monochromatic flux at a shorter infrared wavelength, although this may result in difficulty with interstellar extinction. Indeed, in her application of the first stage of our method to 0-and B-type stars, Underhill (1978) has used shorter wavelengths among the 13-colour intermediate band absolute spectrophotometry of Johnson & Mitchell (1975) . The full method has been used with infrared wavelengths by Tsuji (1978) for Betelgeuse.
2 The status of the infrared flux method
The method clearly does not have the more fundamental status of the Michelson interferometer technique (Michelson & Pease 1921) , amplitude interferometry (Currie, Knapp & Liewer 1974) , the technique of intensity interferometry (Hanbury Brown, Davis & Allen 1974) or of speckle interferometry (Gezari, Labeyrie & Stachnik 1972) . These methods are almost independent of knowledge of the physics of stellar atmospheres, but not entirely so because knowledge of limb darkening is still needed to interpret the interferometric data. Moreover, the limb darkening needed is that of the bandwidth used for the observations, which may include some absorption lines, and which can only be deduced theoretically. The infrared flux method is of slightly lower status in that it ultimately depends on a detailed knowledge of the properties of stellar atmospheres, particularly if a good accuracy is required. However, the effective temperature is derived via the total integrated flux, by which it is strictly defined.
The method of Barnes & Evans (Barnes & Evans 1976; Barnes, Evans & Parsons 1976; Barnes, Evans & Moffett 1978) is far from fundamental in that it is empirical and requires calibration, for example by using the results of interferometric methods. Also, unlike the infrared flux method, which treats each star individually, the method of Barnes et al is statistical and therefore cannot give precise information about individual stars. The photometric methods of Wesselink, Paranya & Devorkin (1972) and Lacy (1977) are of similar status in that they are also statistical and rely for a calibration on measured angular diameters.
Although the infrared flux method is of lower status than the interferometric methods, it has a comparable or superior accuracy, as will be shown later. Its fundamental limitation is that the infrared flux must come unequivocably from a single source. This excludes, for example, meaningful angular diameters and temperatures being derived for spectroscopic binaries, although consideration of the infrared flux may help in the construction of a model for the binary. A second limitation arises because it must be possible to calculate the infrared surface flux \ 0 8°°^ accuracy. This requirement might well exclude, for example, T-Tauri stars or symbiotic stars.
3 Interpretation of the (0, X) diagram and its use as a diagnostic Measurements of the flux at a number of wavelengths give derived values of 0 at these wavelengths. We now consider systematically the interpretation of the resulting (0, X) diagram with the help of a set of such diagrams contained in Paper I, based on the photometric data of Johnson (1964) , some of which we reproduce here.
Ideally, the derived angular diameter should be constant with wavelength. This is shown in the example of a Ari in Fig. 2(a) . However, we discuss later a possible reason for small deviations from constancy. The presence of circumstellar dust is recognized by the well-known maximum in flux at 10 /un, due to thermal emission, which leads to an increase in the derived angular diameter at wavelengths beyond about 7 /xm. Fig. 2(b) shows this effect in 0Ori. In these circumstances, the angular diameter is best taken from values for wavelengths 3-5 /xm at which dust radiation is negligible.
The effect of strong interstellar extinction is shown in Fig. 2 (c), in this case for a Sco. Here, the longer wavelengths, where the extinction is less, are the most appropriate for measurement of angular diameter, although it would be wrong to derive a diameter in a case like this where the extinction is so great.
A practical limitation arises at present because the method assumes negligible line blocking in the infrared. Inspection of the few stellar spectra available in this region (e.g. Johnson & Mendez 1970; Strecker & Erickson 1978) shows that this is probably justified at least as late as type K2, but as knowledge of infrared spectra increases it should become possible to make the necessary corrections, for example for a possible B7 in hot stars and CO bands in cool stars. Fig. 2 (d) shows a dip in the deduced angular diameter at about 7 /xm, presumably due to line blocking, for the star X Vel. All late-type stars (e.g. a Sco, ß Peg, a Ori) show the same shape of (0, X) relationship.
We have already# stated that the method will be invalidated by the presence of a close companion star. The effect is insidious if the companion is a cool star which is radiating chiefly in the infrared, for then it will not necessarily be detected as a component of a spectroscopic binary in the visible region, or by an interferometer in this region. The presence of a cool companion is in principle shown by a rise in deduced angular diameter with wavelength, unaccompanied by a colour excess £(7?-F). A possible example of this will be discussed later. 17 stars through filters /, H, K, L and M using a 77K InSb detector with a 15-arcsec aperture. A square-wave sky-chop of approximately 20 arcsec amplitude was generated by a two-mirror focal plane chopper of similar design to the one reported by Jorden et al (1976) . The stars a Lyr and ß Peg were used for calibration and measurement of atmospheric extinction. The absolute fluxes have been taken from, or derived from, the calibration by Johnson (1966) . Table 1 gives the measured magnitudes of the listed stars after correction for atmospheric extinction, and Table 2 the corresponding absolute fluxes. Apart from e Aql each star was measured at least twice on different nights, and taking all measurements at each wavelength, the average spread from the means, per single measurement, was 2.0 per cent at /, 2.1 per cent at H, 1.6 per cent at K, 1.6 per cent at L and 4.2 per cent at M. These errors are due to uncertainties in the atmospheric extinction corrections which are almost certainly caused by long-term atmospheric fluctuations. Included in our measurements are some standard bright stars which appear in a list compiled by the CIT infrared group (private communication). The difference between our measurements and the magnitudes quoted by the CIT list (revised 1972 August 28) amount to about 2 per cent, which may be partly explained in terms of small differences in the effective wavelengths used. 
INTEGRATED STELLAR FLUXES
The infrared parts (1.23-4.94 juni) of the total integrated flux have been taken from the observations above, with an extrapolation to A = c». For the visible region we have used the catalogue of stellar energy distributions by Breger (1976) , which gives the monochromatic fluxes from 0.33 to 0.61 jum, and occasionally to wavelengths slightly longer than 1 /xm. However, use of these fluxes is not strictly correct because they refer to a relatively narrow bandwidth centred on a small number of wavelengths. Where the data exist, we have also used those of Willstrop (1965) , for which there are no gaps between the wavelength bands. The Hayes & Latham (1975) calibration of Vega is assumed. Fluxes for the short wavelength region, 136 nm < A < 274 nm, have been taken from the catalogue of Jamar et al (1976) based on observations with the TD1 satellite. Additional data from OA02 have been used for some of these stars covering the region 120nm<A<360nm (Code & Meade 1976) . The flux data are not complete over the whole wavelength region for any star, the most serious gap being in the region 0 < A < 120 nm, which is particularly important for earliertype stars. The gaps in the infrared regions are not so important because these are relatively featureless. As the stars are all nearby, no correction has been made for interstellar extinction.
Integrated fluxes for 13 of thé 17 stars are given in Table 2 . For two of the remaining stars there are insufficient data for an evaluation of the integrated flux, and as the other two are spectroscopic binaries we have not attempted a detailed interpretation here. For stars common to both programmes, our integrated fluxes differ from those of Code et al (1976) by no more than about 2 per cent. Any difference arises through the use of the TD1 flux data instead of the OA02 fluxes, and the use of the Hayes & Latham (1975) calibration of Vega instead of that of Davis & Webb (1974) adopted by Code. 5 Interpretation of the data
MODEL ATMOSPHERES AND DERIVED ANGULAR DIAMETERS
The surface fluxes have been calculated using the model atmospheres of Bell et al (1976) , Carbon & Gingerich (1969) , Kurucz, Peytremann & Avrett (1974) and Peytremann (1974) . The surface gravity appropriate to the spectral classification of each star has been used but the dependence of flux on gravity is small. It is important to know the sensitivity of the results to choice of model. We have already shown in Paper I the insensitivity to choice for a cool star (aBoo, T Q = 4400 K) and for the Sun (T e = 5770 K). We now demonstrate this insensitivity for the hotter star, a Aql (T e ~ 8000 K). Table 3 compares derived values from the models of Carbon & Gingerich, and Peytremann, and also shows a comparison between the temperature structures of these two models. The effect of change of model atmosphere is insignificant despite the differences between the models. Even the use of the Planck function instead of a model atmosphere to calculate the surface flux gives a relatively small error. For example, at r e = 6000K the error is only 2 per cent in 0 at X 0 = 3.45/ini, although at 14 000 K the error is 11 per cent at this wavelength. Table 4 gives angular diameters derived for the 13 stars of Table 2 for which integrated fluxes are given. These values have been calculated by solution of equations (2) and (3) for the wavelengths X 0 := 2.23,3.45 and 4.94 /mi corresponding to the filters A, L and M.
THE EFFECT OF INTERSTELLAR EXTINCTION
To investigate this we have measured the gradient with wavelength of derived values of 0, (l/0)(d0/¿/X) per cent//zm, at X ~ 4/mi, and plotted it against colour excess EXAE-F). The data assembled for this purpose include the best of those adopted in Paper I and all of the present data. Photometric data for the stars have been taken from Hoffleit (1964) , and the catalogues of Kennedy & Buscombe (1974) and of Buscombe (1977) . For earher-type stars we have taken the intrinsic colours from the tabulation by Allen (1973) , and we have also used the compilation of Johnson (1968) . The results are shown in Table 5 and plotted in Fig. 3 . The diagram shows a large scatter, but the trend of gradient with colour excess is clear. The infrared extinction law has been investigated by Hackwell & Gehrz (1974) . The precise law is uncertain because of the difficulty of extrapolating to \ = o°. Their data suggest that the extinction at X = 5 pm for E(B-V) = 1 is about 0.23 mag. Hence, even for aSco, for which E(B-V) = 0.4, the extinction is only about 0.09 mag, which is equivalent to 5 per cent in derived angular diameter. Our conclusion from these data and Fig. 3 is that the effect of infrared extinction on angular diameter can certainly be disregarded for E(B-V) < 0.05.
POSSIBLE ERRORS IN ABSOLUTE CALIBRATION OF INFRARED PHOTOMETRY
A disquieting feature of Fig. 3 is that the gradient is 2.8 per cent/pm at /}(AE-F) = 0.0, instead of zero. This is unlikely to be due to an error in the calculation of stellar fluxes because there is no correlation between spectral type or luminosity class, and gradient. It could be accounted for by a wavelength-dependent error in the absolute calibration of infrared photometry of 11.2 per cent between 3 and 5 pm. This differential error has also been noted by Hayes (1978) . The (0, X) diagram for the Sun of Fig. 4 , which is based on the data from Paper I, shows that the derived solar Ö values for 4 and 5 pm are also anomalous, presumably because there are errors in the measured fluxes at these wavelengths. As the Sun is the only star with an accurately known angular diameter, and because the Johnson (1966) stellar calibration is related to solar fluxes, this (0, X) diagram for the Sun demonstrates that the Johnson cahbration is likely to be in error.
We investigate the apparent variation of 6 with X 0 further by using the photometric data of Gehrz, Hackwell & Jones (1974) with their calibration based on the Wyoming system. These authors give data for aLyr used as a calibration star. Table 6 compares the fluxes for ot Lyr as given by the Johnson system using the Johnson absolute calibration, with the fluxes given by the Wyoming system using the Wyoming calibration. The table also gives the corresponding angular diameters. A comparison of the (0, X) plots in Fig. 5 shows that the positive gradient (l/9)(dd/dX) given by the Johnson data is now reduced, and the mean angular diameter for the wavelengths 3, 4 and 5 ¡im is 3.44milliarcsec in comparison with the value 3.49 milliarcsec derived using the Johnson data. This has reduced the discrepancy with the diameter obtained using the intensity interferometer from 7.2 to 6.2 per cent. Similarly, we have compared the fluxes for a CMa given by the two systems, and the corresponding angular diameters are also plotted in gradient {\IQ)(dQjdK) for this star. For it, the discrepancy with the intensity interferometer is reduced from 10.2 to 8.5 per cent.
It might be supposed that as some of the stars used as examples in Paper I show a zero gradient, for example a Ari and aUMa, the Johnson fluxes are likely to be correct. However, we now believe that the zero gradients for these stars, at least, are artefacts. They have an intrinsic negative slope, in common with later spectral types like X Vel, which we suggest is due to the presence of absorption features, but this has been converted to a zero slope through calibration errors at the various wavelengths.
In view of the suggestion that the observed infrared solar fluxes in the region 3 jum< X < 5 pm are in error, and therefore stellar fluxes at these wavelengths based on the Johnson calibration are also in error, we propose that angular diameters based on the Johnson calibration should be taken from the 2-3 jum range rather than a mean over the 3-5 /im range adopted, as has been done in Paper I. We consequently adopt the 2.23 /zm values in this paper, and give the corresponding angular diameters and effective temperatures in Table 7 . Table 6 . Flux from aLyr according to the Arizona system (Johnson 1966) and the Wyoming system (Gehrz et al 1974; Hackwell & Gehrz 1974) Figure 5 . Derived angular diameters for aLyr and aCMa using Arizona data (Johnson 1966) and Wyoming data (Gehrz et al. 1974) . The fluxes for a. Lyr are given in Table 6 .
We emphasize that the success of the method depends on a good absolute infrared flux calibration. As neither the Arizona nor the Wyoming calibrations are fundamental in that they are not based on the direct use of a calibrated furnace, we must wait until such a direct calibration is available before the full potential of the method can be realized. Table 8 gives angular diameters for all stars discussed in this paper and Paper I that have also been observed with the intensity interferometer. Johnson (1966 ), Schmidt (1972a and Wolff et al. (1968) , together with individual measures of Schild et al. (1971) and Dickens & Penny (1971) . The temperatures of Code et al. (1976) are based on angular diameters from the intensity interferometer, a Aql has been omitted because it is anomalous (Section 6.2).
Spectral type Johnson (1966) and Schmidt (1972a, b) together with individual measures of Dickens & Penny (1971) . The temperatures of Code et al. (1976) are based on angular diameters from the intensity interferometer.
These angular diameters refer to X = 3 /¿m (Paper I) and X = 2.23 /im (this paper), ô Seo is omitted because it is heavily obscured, and a Aql is omitted because we believe it to have an infrared excess (Section 6.2). The table shows a comparison with the diameters measured by Hanbury Brown et al (1974) using the intensity interferometer. We do not include a comparison with the diameters given by Wesselink et al (1972) , Lacy (1977) or Barnes & Evans (Barnes & Evans 1976; Barnes et al 1976) because their results depend in part on those of the intensity interferometer. The infrared flux method gives angular diameters that are larger by 3.8 per cent than those given by the intensity interferometer.
6.2 THE STELLAR TEMPERATURE SCALE Table 7 gives effective temperatures corresponding to the 0 values obtained at 2.23 fim in this paper. These temperatures are plotted against spectral type in Figs 6, 7 and 8 for luminosity classes V, IV and III respectively, together with a selection of other sequences. The individual data of Code et al (1976) Flower (1977) has corrected earlier sequences, but we do not include his values as we have plotted the primary data. The outstanding feature of Fig. 6 is the large spread of temperature at each spectral type. There is in general fair agreement (about 2.3 per cent) between the present results and those of Code et al (1976) . a Aql, of type A7 V, has been omitted from Fig. 6 because it shows a large discrepancy. We obtain a temperature of 7565 K compared with the Code value of 8010 K, a difference of 5.8 per cent, which comes almost entirely from a difference in the determined angular diameter. The Code values for both T e and 0 are probably the more rehable because Wolff, Kuhi & Hayes (1968) obtain r e = 8000K from their continuum scans. Although aAql is close to the galactic equator it is not appreciably reddened (E(B-V) = +0.03) but the slope (l/0)(<i0/(iX) is quite large. Both the large angular diameter and the small temperature arise from an excess of infrared flux over that expected from the integrated flux. Supposing that the infrared flux is rehable, the excess can be explained either by a gaseous circumstehar shell or by the presence of a large cool companion. aAql is a rapid rotator having F sin / = 205 km/s (Boyarchuk & Kopylov 1964) and this is a property associated with stars having circumstehar shells. However, aAql does not show emission lines in its spectrum, so we prefer the latter explanation. A cool companion would be undetected by the intensity interferometer because of its low temperature and absence of radiation at visible wavelengths. Humphreys & Ney (1974) and Gehrz et al (1974) have suggested the existence of cool companions for similar reasons. Such a companion might be detected by infrared speckle observations or by observing a periodic wavelength shift in the spectrum of the principal star.
Conclusions
Our purpose in devising the infrared flux method has been to develop a fundamental technique that will give angular diameters and temperatures for selected stars of virtually any spectral type to a magnitude limit of at least 7 or 8 mag, with an accuracy that is at least equal to that attainable by other methods and, if possible, exceeds these accuracies, and which is completely independent of results from other methods.
The claimed accuracy of results from the intensity interferometer is in the range from 2 per cent at Omag to 10 per cent at the limiting magnitude (2.6 mag) of the Narrabri installation. However, it seems likely that the proposed new interferometer (Davis 1976) will improve these accuracies as well as giving a fainter limiting magnitude. In view of the systematic difference between angular diameters determined by the infrared flux method and the intensity interferometer, we should try to decide which is the more accurate. This is important because we seek an accuracy of better than 2 per cent, against a difference between the results of the two methods of about 4 per cent. Our opinion is that the present application of the infrared flux method suffers from inaccuracy of photometric absolute calibration. Until this is further investigated we cannot tell whether the difference comes from errors in our application of the infrared flux method arising from the absolute calibration, or from errors in the application of the intensity interferometer (which might partly arise from inadequate limb darkening corrections). However, we believe that the infrared flux method is capable of both greater accuracy and more flexibility than the intensity interferometer, in that it reaches a fainter limiting magnitude, is applicable to a much wider range of spectral type, and uses easily obtainable infrared flux data.
