ABSTRACT
INTRODUCTION
Exchange rate is defined as one country's currency converted into another country's currency (Khan & Jain, n.d.). Exchange rate movement is an essential topic of macroeconomic analysis and market investigation. Exchange rates are important in every country because it affects and influence number of factors which include the economy. Foreign exchange (FX) rates portray an important role in the FX market which is the biggest and most free-flowing financial market across countries. Currency movements have long-term influence on economic activity such as economic growth, exports and imports, and inflation of prices (Kandil, et al., 2007) .
Exchange rates display extreme fluctuations in time of financial crisis despite of trivial movements of most of the times (Melvin, et. al, 2009; Baba, et al. (2009) ; Kohler (2010) , which could be temporarily interpreted by flows from and to refuge currencies as investors search for more reliable assets. It could be vital for forestalling consequences of global financial crises in the future the knowledge of underlying forces of such fluctuations in FX markets.
As cited by Darko in 2015 a stock price -Brownian motion model was proposed by Bachelier signifying that price variations could be illustrated by random processes. Consequently, a developing market theory from Bachelier's work noted that prices would exhibit random walk behavior if a market is efficient. All necessary information to the FX rate is endogenous to the current value of an amount to be received in the future (or present value) of a currency as claimed by the FX markets' efficient market hypothesis (EMH) (Fama,1970; 1984) . However, various studies (Lo, et al, 1988; 2011; Chang (2004) ; Chuluun, et al. (2011) ; display that FX markets could be not efficient and depart from a random walk manner. Numerous statistical methods were suggested to quantify efficiency of the market (Cajueiro, et al. (2004) ; Sensoy (2013); Zunino, et al. (2008) ), lately more concentration were given on methods based in entropy such as multi-scale entropy, approximate entropy, Shannon entropy, permutation entropy, Tsallis entropy, and Renyi entropy.
This study utilized entropy introduced by Shannon which revealed as an effective numerical method in different phenomenal studies such as in finance, engineering, hydrology, etc. Shannon entropy computes the chaos quantity existing in a sequence. Entropy could be utilized to any progressions where likelihoods appears as proposed by Shannon &Wever in 2002, which followed by many works calculating entropy in time series involving finance.
Analysis involving entropy has also given much consideration in finance due to its ability to extract information that were concealed by the disordered structure of the series. Since in nonstationary series, the use of classical entropy methods is not that efficient, entropy in time series means were presented, which create a chronological evolution of entropy.
Specifically, this study investigated the financial crises' influence on FX markets, where using the method of block entropy that is dependent on time, the development of entropy is computed for various exchange rates. It uses a numerous sign discretization structure which catches all the possible fluctuations on a day-to-day chronological level.
The entropy development is assessed for various FX rates in a certain time period. During different financial crises, entropy changes were assessed and compared between different FX markets.
METHODOLOGY

Block Entropy in Time Series
Entropy is an amount of chaos in the series. In 2002, Shannon & Weaver formulated entropy that could be viewed as the average quantity of data encrypted in a sequence obtained from a probability distribution in information theory. The classical Shannon entropy is given by S(X) = −∑ Where X is a time series random variable with possible values x 1 ,...,x m p i is the probability of X assuming the value x i .
Entropy is maximum S(X) = log m when all values x i , i = 1…M, are equally likely, or more precisely p 1 = p 2 = ··· = p m = 1/m. On the other hand, entropy is minimum S(X) = 0 when a single value x i collects all the likelihood and is sure to occur. Entropy approximating log m evokes that the system is nearly random and could be explained with elevated market efficiency (Sakalauskas, 2011). Though Entropy measures the average randomness of a system, it cannot always useful for analyzing nonstationarities (Darbellay, 2000) . Hence, numerous measures on information could be utilized to time series that are nonstationary. The entropy measure on financial time series is patterned on the technique of sliding window and produces an entropy's chronological development.
In 2002, Shannon further proposed that Entropy could be used to any progressions where likelihoods exist. The entropy assesses the chaos' quantity in a series. The notion of entropy has been widely used in finance since it could obtain information that are hidden in the disordered arrangement of the progression. Since classical entropy methods is inefficient for time series that are nonstationary, entropy measures for time series were adopted which produce entropy's chronological development.
The influence of global financial crises on FX markets by means of numerous discretization arrangement that catches all the probable movements on a day-to-day chronological scale is assessed in this study. Behavior of market strength among 13 different FX rates relative to Philippine peso in a period that ranges from 2000 to 2017. The development of entropy is assessed for logarithmic returns of the FX rates understudy and variations are investigated during 2007 to 2009 global financial crisis, and evaluated among various forex markets.
EMPIRICAL ANALYSIS
The daily fluctuations of 13 various FX rates that ranges from 2000 to 2017 were analyzed. Currency names by continent, currency code, forex market trend strength, and period covered are shown in Table 1 . The forex market strength is measured by Relative Strength Index (RSI) provided by www.investing.comfor the period January 2000 to February 2017. RSI, as an oscillator, would deliver a value that ranges from one to 100, inclusive, and would express the price strength had been for the number of periods observed. For RSI below 30, it means weak price action. For RSI above 70, then there is a strong price action. For each foreign currency, the logarithmic returns R i (t) = ln X t (t+∆t)-ln X t (t), where X t (t) is considered to be the closing exchange rate in a day at a given time t. Then, the time series on logarithmic returns is converted to a notation symbols of quantities for the classical Shannon entropy. At different time intervals (every three years) using an order of L symbols, the entropy is calculated. The entropy in time series was used to logarithmic returns on daily basis of FX rates and periods as enumerated in Table 1 . Simulations were done using window of w = 3 years or approximately 782 days, on the average to capture fluctuations of FX rates due to global financial crisis (2007 to 2009) and setting the sliding step to ∆ = one day. Then, individual window is split into M = ten (10) disjoint intervals for symbolization, where every symbol corresponds to different magnitudes of '+' (positive) and '-' (negative) returns. The numerous sign method permits catching data of different variations in the system. Then, for each window, probability (p i ) is computed for each distinct sequences formed that represents variations in the system and lastly, using these p i 's, the Shannon entropy is computed using L = 6 daily logarithmic returns sequences as blocks. Table 2 . Time-dependent entropy and standard deviation on logarithmic returns of FX rates on a daily basis, Gross Domestic Product, (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) .
Currency
Previous empirical studies of currency crisis did not try to interpret associations concerning the currency crisis and the extent of its macroeconomic influence. Table 3 . Measure of correlation between Annual GDP (in terms of minimum and average and Different Ordering Methods (Entropy and standard deviation ordering).
Different entropy movements could be explained as the FX market change from a less or a more chaotic condition. 
CONCLUSION
In this paper, the researcher investigates the influence of global currency crises on various FX markets. The use of block entropy method in time series which is the appropriate procedure in catering nonstationary time series was used to logarithmic returns (in a day-to-day basis) of 13 FX rates relative to Philippine Peso. For US dollar and Hongkong dollar currencies, global financial crises are related with elevated values in entropy, which yield from remarkable fluctuations in FX rates and indicates that there is perplexity in FX markets produced by chaotic movements in FX rates. 
