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a b s t r a c t
Although the Liu–Storey (LS) nonlinear conjugate gradient method has a similar structure
as the well-known Polak–Ribière–Polyak (PRP) and Hestenes–Stiefel (HS) methods,
research about thismethod is very rare. In this paper, based on thememoryless BFGS quasi-
Newton method, we propose a new LS type method, which converges globally for general
functions with the Grippo–Lucidi line search. Moreover, we modify this new LS method
such that the modified scheme is globally convergent for nonconvex minimization if the
strong Wolfe line search is used. Numerical results are also reported.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the unconstrained optimization problem
min f (x), x ∈ Rn, (1.1)
where f is smooth and its gradient g is available. Conjugate gradient methods are very efficient for solving large-scale
unconstrained optimization problems (1.1). The iterates of conjugate gradient methods are obtained by
xk+1 = xk + αkdk, (1.2)
with
dk =
{−gk, if k = 0,
−gk + βkdk−1, if k > 0, (1.3)
where stepsize αk is positive, gk = g(xk) and βk is a suitable scalar.
The PRP, HS and LS methods are three well-known conjugate gradient methods, they are specified by
βPRPk =
gTk yk−1
‖gk−1‖2 (Polak–Ribière–Polyak [14,15], 1969), (1.4)
βHSk =
gTk yk−1
dTk−1yk−1
(Hestenes–Stiefel [10], 1952), (1.5)
βLSk =
gTk yk−1
−dTk−1gk−1
(Liu–Storey [11], 1991), (1.6)
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where yk−1 = gk − gk−1 and ‖ · ‖ stands for the Euclidean norm. Other conjugate gradient methods can be found [3,5,8–10,
14,15,18,20–22] et al..
In this paper, we are concerned with the LS method. If exact line search is used, the LS method is identical to the HS
and PRP methods. The HS and PRP methods have been regarded as two of the most efficient conjugate gradient methods
in practical computation and studied extensively. However, as Hager and Zhang pointed out in their survey paper [9] that
research about the LS method is very fewer except for the paper [11]. We expect that the techniques developed for the
analysis of the PRP and HS methods can apply to the LS method since they have similar forms.
Now let us simply introduce some existing results on the PRP method. The global convergence of the PRP method with
exact line search was proved in [14] when the objective function f is strongly convex.
However, Powell [16] constructed an example which showed that the exact line search could result in a nonconvergent
sequence for the PRP and HS methods if the objective function is nonconvex. Inspired by Powell’s work, Gilbert and
Nocedal [6] conducted an elegant analysis and showed that the PRP method is globally convergent if βPRPk is restricted to be
nonnegative, namely,
βPRP+k = max{βPRPk , 0}, (1.7)
and αk is determined by a line search step satisfying the sufficient descent condition
gTk dk ≤ −c‖gk‖2 (1.8)
in addition to the standard Wolfe conditions, that is, the stepsize αk satisfying{
f (xk + αkdk) ≤ f (xk)+ δαkgTk dk,
dTkg(xk + αkdk) ≥ σdTkgk, (1.9)
where 0 < δ < σ < 1 are constants.
To investigate the global convergence property of the unmodified PRP method, Grippo and Lucidi [7] proposed a new
line search below which we call
Grippo–Lucidi line search: for given constants µ > 0, δ > 0, and ρ ∈ (0, 1), let
αk = max
{
ρ j
µ|gTk dk|
‖dk‖2 ; j = 0, 1, . . .
}
(1.10)
satisfy
f (xk+1) ≤ f (xk)− δα2k‖dk‖2 (1.11)
and
− c1‖g(xk+1)‖2 ≤ g(xk+1)Tdk+1 ≤ −c2‖g(xk+1)‖2, (1.12)
where 0 < c2 < 1 < c1 are constants. Grippo and Lucidi [7] proved that the PRP method with the above line search
condition is globally convergent for nonconvex minimization. This theoretic result is very interesting.
Recently, Zhang et al. [20] proposed a three-term PRP conjugate gradient method, that is,
dTTPRPk = −gk + βPRPk dk−1 −
gTk dk−1
‖gk−1‖2 yk−1.
An attractive feature of this method is that dTkgk = −‖gk‖2, which is independent of line search used and convexity of
the objective functions. Moreover, this method reduces to the standard PRP method if exact line search is used. With the
following Armijo type line search, that is, stepsize αk = max{ρ j, j = 0, 1, 2, . . .} satisfying
f (xk + αkdk) ≤ f (xk)− δα2k‖dk‖2, (1.13)
this three-term PRP method converges globally even for nonconvex functions.
In this paper, we propose a new LS type conjugate gradient method by using structure of the memoryless BFGS quasi-
Newton method [13,17], which may reserve more second order information of the objective function. The direction dk in
the memoryless BFGS method is given by
dk = −Hkgk,
where Hk is obtained by the memoryless BFGS formula
Hk =
(
I − sk−1y
T
k−1
sTk−1yk−1
)(
I − yk−1s
T
k−1
sTk−1yk−1
)
+ sk−1s
T
k−1
sTk−1yk−1
,
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where sk−1 = xk − xk−1 = αk−1dk−1, and I is the identity matrix. In this case, dk can be written as
dk = −gk +
(
yTk−1gk
sTk−1yk−1
−
(
1+ y
T
k−1yk−1
sTk−1yk−1
)
sTk−1gk
sTk−1yk−1
)
sk−1 + s
T
k−1gk
sTk−1yk−1
yk−1.
The above equality can be rewritten in the following equivalent form:
dk = −gk +
(
gTk yk−1
dTk−1yk−1
− y
T
k−1yk−1
dTk−1yk−1
gTk dk−1
dTk−1yk−1
)
dk−1 + g
T
k dk−1
dTk−1yk−1
(yk−1 − sk−1). (1.14)
Now we replace the term dTk−1yk−1 in (1.14) by−dTk−1gk−1, then we introduce a new LS type conjugate gradient method
dk = −gk + βNLSk dk−1 + θk(yk−1 − sk−1), (1.15)
where
βNLSk
4= g
T
k yk−1
−dTk−1gk−1
− ‖yk−1‖
2gTk dk−1
(−dTk−1gk−1)2
, (1.16)
θk
4= g
T
k dk−1
−dTk−1gk−1
. (1.17)
For convenience, we call the method (1.2) and (1.15) as NLS method. It is clear that the NLS method reduces to the standard
LS method if exact line search is used since this line search ensures gTk dk−1 = 0.
Now we present concrete algorithm as follows.
Algorithm 1.1 (NLS Method with Grippo–Lucidi Line Search).
Step 0: Given constants µ > 0, δ > 0, ρ ∈ (0, 1), 0 < c2 < 1 < c1. Chosen an initial point x0 ∈ Rn. Let k := 0.
Step 1: Compute dk by (1.15).
Step 2: Determine αk by Grippo–Lucidi line search (1.11) and (1.12).
Step 3: Let the next iterate be xk+1 = xk + αkdk.
Step 4: Let k := k+ 1. Go to Step 1.
This paper is organized as follows: in the next section,we show that Algorithm1.1 iswell-defined and globally convergent
for general functions. In Section 3, we modify the NLS method such that this modified scheme converges globally for
nonconvex minimization if the stepsize is computed by the following strong Wolfe line search, that is, the stepsize αk
satisfying{
f (xk + αkdk) ≤ f (xk)+ δαkgTk dk,
|dTkg(xk + αkdk)| ≤ |σdTkgk|, (1.18)
where 0 < δ < σ < 1. In Section 4, we report some numerical results to test the proposed methods by using the test
problems in the CUTE [1] library.
2. Convergence analysis of Algorithm 1.1
From now on, throughout the paper, we always suppose the following assumption holds.
Assumption A. (i) The level setΩ = {x ∈ Rn|f (x) ≤ f (x0)} is bounded.
(ii) In some neighborhood N of Ω , f is continuously differentiable and its gradient is Lipschitz continuous, namely, there
exists a constant L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ N. (2.1)
It follows directly from Assumption A that there exists two positive constants B and γ1 such that
‖x‖ ≤ B, ‖g(x)‖ ≤ γ1, ∀x ∈ Ω. (2.2)
Under Assumption A, we have the following useful result whose proof is similar to Lemma 3.4.1 of [3].
Lemma 2.1. Algorithm 1.1 is well-defined and there exists a constant m > 0 such that
αk ≥ m |g
T
k dk|
‖dk‖2 , ∀k ≥ 0. (2.3)
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Proof. We prove that the inequalities (1.11) and (1.12) hold by induction. If k = 0, then (1.11) and (1.12) hold since
d0 = −g0. Now we suppose that (1.11) and (1.12) hold for some k > 0, then we have from (1.12) that
c2 ≤ |g
T
k dk|
‖gk‖2 ≤ c1. (2.4)
Let
m1
4= min{1− c2, c1 − 1}
(L+ 1)2 . (2.5)
It is clear thatm1 < 1. It follows from (1.16), (1.17) and (2.1) that
|βNLSk+1| =
∣∣∣∣∣gTk+1yk−dTkgk − ‖yk‖
2gTk+1dk
(dTkgk)2
∣∣∣∣∣ ≤ ‖gk+1‖
(
Lαk‖dk‖
|dTkgk|
+ L
2α2k‖dk‖3
|dTkgk|2
)
, (2.6)
|θk+1| =
∣∣∣∣∣gTk+1dkdTkgk
∣∣∣∣∣ ≤ ‖gk+1‖ ‖dk‖|dTkgk| . (2.7)
Then for any αk ∈
(
0,m1
|gTk dk|
‖dk‖2
)
, we have from (1.15), (2.6), (2.7), (2.1) and (2.4) that
|gTk+1dk+1 + ‖gk+1‖2| ≤ |βNLSk+1||gTk+1dk| + |θk+1|(|gTk+1yk| + |gTk+1sk|)
≤ |βNLSk+1|‖gk+1‖‖dk‖ + |θk+1|‖gk+1‖(L+ 1)αk‖dk‖
≤ ‖gk+1‖2
(
Lαk‖dk‖2
|dTkgk|
+ L
2α2k‖dk‖4
|dTkgk|2
+ (L+ 1)αk‖dk‖
2
|dTkgk|
)
= ‖gk+1‖2
(
(2L+ 1)αk‖dk‖2
|dTkgk|
+ L
2α2k‖dk‖4
|dTkgk|2
)
≤ ‖gk+1‖2m1(L+ 1)2
= min{1− c2, c1 − 1}‖gk+1‖2,
which implies (1.12) holds for k := k+ 1.
Now we denotem2
4= 2L+2δ . Then for any αk ∈
(
0,m2
|gTk dk|
‖dk‖2
)
, it follows from the mean value theorem and (2.1) that
f (xk+1)− f (xk) ≤ αkgTk dk +
1
2
Lα2k‖dk‖2 (2.8)
≤ α2k‖dk‖2
(
− |g
T
k dk|
‖dk‖2αk +
L
2
)
(2.9)
≤ −δα2k‖dk‖2. (2.10)
Now we choosem = 12 min{m1,m2}, then (1.11), (1.12) and (2.3) hold for all k ≥ 0. This finishes the proof. 
The next result shows that Algorithm 1.1 is globally convergent.
Theorem 2.2. Let {xk} and {dk} be generated by Algorithm 1.1, then we have
lim
k→∞ ‖gk‖ = 0. (2.11)
Proof. We have from (1.15), (2.1), (2.6), (2.7), (1.10) and (2.4) that
‖dk‖ ≤ ‖gk‖ + |βNLSk |‖dk−1‖ + |θk|(‖yk−1‖ + ‖sk−1‖)
≤ ‖gk‖ + |βNLSk |‖dk−1‖ + |θk|(L+ 1)αk−1‖dk−1‖
≤ ‖gk‖
(
1+ Lαk−1‖dk−1‖
2
|dTk−1gk−1|
+ L
2α2k−1‖dk−1‖4
|dTk−1gk−1|2
+ (L+ 1)αk−1‖dk−1‖
2
|dTk−1gk−1|
)
≤ ‖gk‖
(
1+ (2L+ 1)µ+ L2µ2) 4= M‖gk‖. (2.12)
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Assumption A and (1.11) imply that
∞∑
k=0
α2k‖dk‖2 <∞.
This inequality together with (2.3), (2.4) and (2.12) show that
∞∑
k=0
‖gk‖2 <∞,
which implies that (2.11) holds. The proof is then completed. 
3. A modified NLS scheme
In practical computation, the strong Wolfe line search (1.18) is often used instead of the Grippo–Lucidi line search. In
order to ensure global convergence of the NLS method with this line search, we modify the formula (1.15) by use of the
ideas of the Dai–Liao (DL) method [2] and Hager–Zhang (HZ) method [8].
The DL method [2] is defined by (1.2) and (1.3) and βk is specified by
βDLk
4= g
T
k (yk−1 − tsk−1)
dTk−1yk−1
= g
T
k yk−1
dTk−1yk−1
− t g
T
k sk−1
dTk−1yk−1
, (3.1)
where t ∈ [0,∞) is a parameter. If we choose
t = 2 ‖yk−1‖
2
sTk−1yk−1
,
then we get the HZ method [8], that is,
βHZk
4=
gTk (yk−1 − 2 ‖yk−1‖
2
sTk−1yk−1
sk−1)
dTk−1yk−1
= g
T
k yk−1
dTk−1yk−1
− 2 ‖yk−1‖
2
dTk−1yk−1
gTk dk−1
dTk−1yk−1
.
Now we give a modification version of the NLS method as follows:
dk
4= −gk + βMLSk dk−1 + θk(yk−1 − sk−1), (3.2)
where θk is defined by (1.17) and
βMLSk
4= g
T
k yk−1
−dTk−1gk−1
− t ‖yk−1‖
2gTk dk−1
|dTk−1gk−1|2
, (3.3)
with the parameter t > 1. We call the method (1.2) and (3.2) as MLS method.
Lemma 3.1. let {xk} and {dk} be generated by the the MLS method, then we have
dTkgk ≤ −
(
1− 1
t
)
‖gk‖2. (3.4)
Proof. We have from (1.2) and (3.2) that
dTkgk = −‖gk‖2 +
(
gTk yk−1
−dTk−1gk−1
− t ‖yk−1‖
2gTk dk−1
|dTk−1gk−1|2
)
gTk dk−1 +
gTk dk−1
−dTk−1gk−1
(gTk yk−1 − gTk sk−1)
= −‖gk‖2 + 2g
T
k yk−1g
T
k dk−1
−dTk−1gk−1
− t ‖yk−1‖
2(gTk dk−1)2
|dTk−1gk−1|2
− αk−1(g
T
k dk−1)2
−dTk−1gk−1
≤ −‖gk‖2 + 2
(
1√
t
gk
)T ( √tgTk dk−1
−dTk−1gk−1
yk−1
)
− t ‖yk−1‖
2(gTk dk−1)2
|dTk−1gk−1|2
≤ −‖gk‖2 + 1t ‖gk‖
2 + t ‖yk−1‖
2(gTk dk−1)2
|dTk−1gk−1|2
− t ‖yk−1‖
2(gTk dk−1)2
|dTk−1gk−1|2
= −
(
1− 1
t
)
‖gk‖2,
which shows that (3.4) holds by induction since d0 = −g0 and t > 1. This completes the proof. 
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The following result shows that theMLSmethod converges globallywith someArmijo type line search. Its proof is similar
to Theorem 3.2 of [21] by use of the inequality (3.4), here we omit proof.
Theorem 3.2. let {xk} and {dk} be generated by the MLS method. If stepsize αk is determined by the line search (1.13), then
lim infk→∞ ‖gk‖ = 0.
Similar to βPRP+k = max{βPRPk , 0}, we present the following MLS+ algorithm.
Algorithm 3.1 (MLS+Method with Strong Wolfe Line Search).
Step 0: Given constants 0 < δ < σ < 1, t > 1. Chosen an initial point x0 ∈ Rn. Let k := 0.
Step 1: Compute dk by d0 = −g0, and for k > 0,
dk =
{−gk + βMLSk dk−1 + θk(yk−1 − sk−1), if βMLSk ≥ 0,−gk, otherwise, (3.5)
where βMLSk and θk are defined by (3.3) and (1.17), respectively.
Step 2: Determine αk by the strong Wolfe line search (1.18).
Step 3: Let the next iterate be xk+1 = xk + αkdk.
Step 4: Let k := k+ 1. Go to Step 1.
The conclusion of the following lemma is the well-known Zoutendijk condition [23,19].
Lemma 3.3. Let {xk} be generated by (1.2) and dk satisfy gTk dk < 0. If αk is determined by the Wolfe line search (1.9) or strong
Wolfe line search (1.18), then we have
∞∑
k=0
(gTk dk)
2
‖dk‖2 < +∞. (3.6)
We have from (3.6) and (3.4) that for Algorithm 3.1∑
k≥0
‖gk‖4
‖dk‖2 < +∞. (3.7)
The following lemma is the analogue of Lemma 4.1 in [6], which is very useful to use to prove that the gradients cannot
be bounded away from zero.
Lemma 3.4. Let {xk} and {dk} be generated by Algorithm 3.1. If there exists a constant γ > 0 such that
‖gk‖ ≥ γ , for all k ≥ 0, (3.8)
then we have
∞∑
k=1
‖uk − uk−1‖2 <∞, (3.9)
where uk = dk‖dk‖ .
Proof. We only need to consider the case βMLSk ≥ 0. We rewrite (3.5) as follows
dk = −gk + θk(yk−1 − sk−1)+ βMLSk dk−1 4= vk + βMLSk dk−1. (3.10)
Now we define
rk
4= vk‖dk‖ and δk
4= β
MLS
k ‖dk−1‖
‖dk‖ . (3.11)
Then by (3.10) we have for all k ≥ 1,
uk = rk + δkuk−1. (3.12)
Using the identity ‖uk‖ = ‖uk−1‖ = 1 and (3.12), we have
‖rk‖ = ‖uk − δkuk−1‖ = ‖δkuk − uk−1‖. (3.13)
Using the condition δk ≥ 0, the triangle inequality, and (3.13), we obtain
‖uk − uk−1‖ ≤ ‖(1+ δk)(uk − uk−1)‖ ≤ ‖uk − δkuk−1‖ + ‖δkuk − uk−1‖ = 2‖rk‖. (3.14)
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It follows from (3.10), (1.17), (1.18) and (2.2) that there exists a constantM1 > 0 such that
‖vk‖ ≤ ‖gk‖ + σ(‖gk − gk−1‖ + ‖xk − xk−1‖) ≤ γ1 + 2σ(γ1 + B) 4= M1. (3.15)
So we have from (3.11), (3.15), (3.8), (2.2) and (3.7) that
∞∑
k=0
‖rk‖2 =
∞∑
k=0
‖vk‖2
‖dk‖2 ≤
∞∑
k=0
M21
‖dk‖2 =
∞∑
k=0
M21
‖gk‖4
‖gk‖4
‖dk‖2 ≤
M21
γ 4
∞∑
k=0
‖gk‖4
‖dk‖2 <∞,
which together with (3.14) completes our proof. 
Now we state a property for βMLSk in (3.3) like β
PRP
k formula, which is called Property(*) in [6], that is, suppose that
Assumption A and relation (3.8) hold, if there exist constants b > 1 and λ > 0 such that for all k,
|βk| ≤ b, (3.16)
and
‖sk−1‖ ≤ λ⇒ |βk| ≤ 12b . (3.17)
Lemma 3.5. βMLSk satisfies Property(*).
Proof. We set
b = t
t − 1
(
2γ 21
γ 2
+ t 4γ
2
1 σ
γ 2
)
, λ = γ1
Lb2
.
It follows from (3.3), the second inequality in (1.18), (2.2) and (3.4) that
|βMLSk | =
∣∣∣∣∣ gTk yk−1dTk−1gk−1
∣∣∣∣∣+ t
∣∣∣∣∣‖yk−1‖2gTk dk−1|dTk−1gk−1|2
∣∣∣∣∣
≤ t
t − 1
(
2γ 21
γ 2
+ t 4γ
2
1 σ
γ 2
)
= b.
If ‖sk−1‖ ≤ λ, then
|βMLSk | ≤
(
‖gk‖
|dTk−1gk−1|
+ t ‖yk−1‖|g
T
k dk−1|
|dTk−1gk−1|2
)
‖yk−1‖
≤ t
t − 1
(
γ1
γ 2
+ t 2γ1σ
γ 2
)
Lλ = 1
2b
.
This finishes the proof. 
Let N∗ denote the set of positive integers. For λ > 0 and a positive integer4, we define the set of index:
Kλk,4
4= {i ∈ N∗|k ≤ i ≤ k+4− 1, ‖si−1‖ > λ}. (3.18)
Let |Kλk,4| denote the number of elements in Kλk,4. We have the following result.
Lemma 3.6. Let {xk} and {dk} be generated by Algorithm 3.1. Then if (3.8) holds, there exists λ > 0 such that, for any4 ∈ N∗
and any index k0, there is an index k > k0 such that
|Kλk,4| >
4
2
. (3.19)
Proof. We proceed by contradiction. Suppose that for any λ > 0, there exist4 ∈ N∗ and k0 such that
|Kλk,4| ≤
4
2
, for all k ≥ k0. (3.20)
Let b > 1 and λ > 0 be given in (3.16) and (3.17). For λ > 0, we choose4 and k0 such that (3.20) holds. For l ≥ k0 + 1, we
have from (3.10) and (3.15) that
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Fig. 4.1. Performance profiles about CPU time.
Fig. 4.2. Performance profiles about the number of iterations.
‖dl‖2 ≤
(‖vl‖ + |βMLSl |‖dl−1‖)2
≤ (M1 + |βMLSl |‖dl−1‖)2
≤ 2M21 + 2(βMLSl )2‖dl−1‖2.
Now the remaining argument is standard in the same way as Lemma 4.2 in [6]. So we omit it here. The proof is then
completed. 
Making use of Lemmas 3.4 and 3.6, we can establish the following global convergence theorem for Algorithm 3.1, whose
proof is similar to that of Theorem 4.3 in [6], so we also omit it here.
Theorem 3.7. Let {xk} and {dk} be generated by Algorithm 3.1. Then lim infk→∞ ‖gk‖ = 0.
4. Numerical results
In this section, we compare the performance of the MLS + method (Algorithm 3.1), the PRP + method [6] and the
CG_DESCENT method [8]. The PRP + codes were obtained from Nocedal’s web page at http://www.ece.northwestern.edu/
∼nocedal/software.html, and the CG_DESCENT [8] code also can be get from Hager’s web page at http://www.math.ufl.edu/
∼hager/papers/CG. The PRP+ code is coauthored by Liu, Nocedal andWaltz. The CG_DESCENT code is coauthored by Hager
and Zhang. The test problems are the unconstrained problems in the CUTE [1] library.
We stop the iteration if the inequality ‖g(xk)‖∞ ≤ 10−6 is satisfied. All codes were written in Fortran and run on a PC
with a 3.00 GHz CPU processor and 1 GB RAMmemory and the Linux operating system. Table 4.1 lists all numerical results,
which gives the total number of iterations (iter), the total number of function evaluations (fn), the total number of gradient
evaluations (gn), the CPU time (time) in seconds, respectively. In Table 4.1, ‘‘−1.00’’ or ‘‘−1’’ means the method failed.
Figs. 4.1–4.4 show the performance of the above methods relative to these metrics, respectively, which were evaluated
using the profiles of Dolan and Moré [4]. For example, about CPU time, that is, for each method, we plot the fraction P of
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Table 4.1
Test results of the methods
Problem n cg-descent bfgs-ls prp+
Iter /fn /gn /time Iter /fn /gn /time Iter /fn /gn /time
FLETCHCR 5000 31998/66391/34677/95.68 38229/83458/45454/123.95 19987/40000/40000/84.20
CURLY30 1000 9765/15713/15122/8.86 9969/15794/15401/8.87 −1/−1/−1/−1.00
CURLY20 1000 9757/15481/15084/6.80 10087/15558/15797/6.96 −1/−1/−1/−1.00
DIXMAANI 6000 2660/5321/2661/10.91 2260/4521/2261/9.06 2357/4720/4720/13.98
EIGENBLS 420 4970/9947/4978/9.43 5429/10869/5440/10.11 4832/9714/9714/14.93
TRIDIA 10000 1115/2231/1116/3.55 1115/2231/1116/3.19 1114/2231/2231/3.89
NONDQUAR 5000 5012/10050/5099/7.32 5007/10024/5058/7.50 5006/10058/10058/9.47
CURLY10 1000 9431/14475/14406/4.24 8946/13677/13659/4.06 −1/−1/−1/−1.00
EIGENCLS 462 1776/3575/1802/4.27 1864/3743/1883/4.10 1650/3312/3312/5.99
SPARSINE 1000 4515/9031/4516/4.25 4482/8965/4483/4.32 4394/8793/8793/6.59
EIGENALS 420 1329/2665/1344/2.57 1289/2585/1306/2.49 1482/2998/2998/4.74
FLETCHCR 1000 6828/14236/7479/3.97 7819/16910/9139/4.93 4471/8986/8986/3.57
GENHUMPS 1000 3344/6857/3555/6.03 3325/6735/3435/5.84 2719/5807/5807/7.55
FMINSURF 5625 491/983/492/2.24 666/1335/669/3.47 471/949/949/3.39
TRIDIA 5000 782/1565/783/1.00 782/1565/783/1.07 781/1565/1565/1.31
DIXMAANE 6000 302/605/303/1.09 305/611/306/1.26 307/620/620/2.13
DIXMAANJ 6000 295/591/296/1.22 274/549/275/1.18 275/557/557/2.17
BDQRTIC 5000 3763/6992/8726/23.80 1563/3306/2428/7.64 −1/−1/−1/−1.00
DIXMAANK 6000 263/527/264/1.35 247/495/248/1.11 289/587/587/1.80
NONCVXU2 1000 1928/3731/2055/1.81 1946/3825/2015/1.92 1956/3919/3919/3.64
DIXMAANL 6000 244/489/245/1.56 214/429/215/1.32 346/702/702/3.01
SENSORS 100 25/57/44/0.97 27/59/45/0.97 27/66/66/1.36
DIXMAANF 6000 229/459/230/1.07 229/459/230/1.12 215/437/437/1.62
DIXMAANG 6000 226/453/227/1.04 226/453/227/1.08 206/420/420/1.45
DIXMAANH 6000 223/447/224/1.34 223/447/224/1.16 408/825/825/2.64
FLETCBV2 1000 1052/2105/1055/0.99 1041/2083/1044/1.00 942/1886/1886/1.29
SCHMVETT 10000 41/68/60/1.40 45/73/64/1.50 44/105/105/2.59
GENHUMPS 500 1940/4132/2258/2.38 2308/4797/2531/2.15 1896/4147/4147/2.70
CRAGGLVY 5000 111/204/143/1.01 103/196/139/0.99 −1/−1/−1/−1.00
MOREBV 10000 95/191/97/0.74 95/191/97/0.89 100/201/201/1.28
WOODS 10000 187/426/257/1.19 156/355/230/1.17 232/487/487/2.14
NONDQUAR 1000 2958/5924/3147/0.84 4822/9649/4900/1.45 4015/8128/8128/1.63
SPARSQUR 10000 22/45/23/0.38 22/45/23/0.38 41/131/131/1.13
POWER 5000 258/517/259/0.35 407/815/408/0.61 252/514/514/0.40
MANCINO 100 11/23/12/0.65 10/21/11/0.60 11/27/27/1.15
CRAGGLVY 2000 106/191/132/0.35 104/197/142/0.37 −1/−1/−1/−1.00
CURLY30 200 1920/3515/2819/0.33 2072/3700/3066/0.36 −1/−1/−1/−1.00
LIARWHD 10000 25/60/41/0.48 26/58/39/0.46 15/46/46/0.48
BDQRTIC 1000 628/1296/1025/0.57 658/1352/798/0.49 −1/−1/−1/−1.00
GENROSE 500 1259/2559/1309/0.46 1585/3200/1624/0.49 1123/2278/2278/0.46
VARDIM 10000 50/109/62/0.29 49/104/57/0.29 −1/−1/−1/−1.00
CURLY20 200 1998/3546/2951/0.27 1981/3523/2835/0.30 −1/−1/−1/−1.00
FREUROTH 5000 65/126/96/0.71 53/109/76/0.59 −1/−1/−1/−1.00
ENGVAL1 10000 25/43/35/0.40 25/46/34/0.41 −1/−1/−1/−1.00
POWELLSG 10000 64/130/77/0.28 43/88/49/0.23 165/362/362/0.72
DIXON3DQ 1000 1000/2001/1002/0.25 1000/2001/1002/0.27 1000/2005/2005/0.33
BRYBND 5000 36/74/39/0.31 34/72/40/0.32 26/66/66/0.38
HILBERTA 200 40/81/50/0.45 21/43/25/0.37 15/38/38/0.38
TQUARTIC 10000 25/77/61/0.71 17/62/52/0.65 13/38/38/0.58
CURLY10 200 2127/3649/3100/0.19 2165/3736/3182/0.20 −1/−1/−1/−1.00
FLETCBV2 500 478/957/480/0.21 480/961/482/0.22 480/962/962/0.36
EDENSCH 5000 34/61/43/0.26 32/58/43/0.26 −1/−1/−1/−1.00
MOREBV 1000 425/851/426/0.21 425/851/426/0.22 425/851/851/0.32
VAREIGVL 5000 147/295/148/1.70 162/325/163/1.33 147/304/304/2.02
PENALTY1 10000 65/159/104/0.46 52/116/67/0.38 14/81/81/0.33
QUARTC 10000 35/71/36/0.18 34/69/35/0.18 16/69/69/0.20
FMINSURF 1024 236/474/238/0.18 297/597/300/0.24 226/455/455/0.28
VARDIM 5000 43/87/44/0.12 44/90/47/0.13 −1/−1/−1/−1.00
FMINSRF2 1024 276/558/282/0.20 352/707/355/0.26 257/517/517/0.29
SPMSRTLS 1000 142/291/151/0.14 142/291/151/0.15 138/281/281/0.20
LIARWHD 5000 21/48/32/0.24 32/71/48/0.30 16/46/46/0.25
NONDIA 10000 9/22/16/0.26 7/16/10/0.23 6/26/26/0.31
POWELLSG 5000 162/332/187/0.26 41/86/53/0.11 148/346/346/0.32
ARWHEAD 10000 10/22/15/0.55 9/19/12/0.53 −1/−1/−1/−1.00
SROSENBR 10000 12/26/17/0.16 13/29/19/0.17 8/26/26/0.17
TQUARTIC 5000 21/52/38/0.19 21/68/54/0.21 9/32/32/0.17
PENALTY1 5000 47/106/62/0.17 50/124/80/0.22 38/152/152/0.34
DQDRTIC 10000 7/15/8/0.25 7/15/8/0.26 5/15/15/0.27
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Table 4.1 (continued)
Problem n cg-descent bfgs-ls prp+
Iter /fn /gn /time Iter /fn /gn /time Iter /fn /gn /time
NONDIA 5000 8/27/22/0.13 9/31/26/0.14 5/26/26/0.13
ARGLINB 300 9/19/23/0.22 7/15/17/0.20 −1/−1/−1/−1.00
DIXMAAND 6000 12/25/13/0.13 11/23/12/0.13 8/25/25/0.16
ARGLINC 300 8/16/19/0.25 10/20/25/0.27 −1/−1/−1/−1.00
DQRTIC 5000 33/67/34/0.08 33/67/34/0.10 17/66/66/0.10
QUARTC 5000 33/67/34/0.09 33/67/34/0.09 17/66/66/0.10
EIGENALS 110 376/757/389/0.09 345/695/359/0.08 394/806/806/0.16
SINQUAD 500 59/122/111/0.04 43/106/93/0.04 −1/−1/−1/−1.00
SPARSINE 200 444/889/445/0.08 443/887/445/0.08 457/917/917/0.13
DIXON3DQ 500 499/999/500/0.06 499/999/500/0.06 499/1003/1003/0.08
DIXMAANC 6000 10/21/11/0.24 10/21/11/0.24 7/23/23/0.26
HILBERTB 200 5/11/6/0.22 5/11/6/0.22 5/13/13/0.25
BROWNAL 400 4/15/13/0.21 5/11/7/0.20 4/37/37/0.27
EIGENCLS 90 358/718/360/0.07 340/689/350/0.07 366/743/743/0.11
ARGLINA 300 1/3/2/0.25 1/3/2/0.25 1/5/5/0.26
EXTROSNB 50 5108/10749/5819/0.23 4444/9511/5294/0.19 3574/7808/7808/0.24
PENALTY2 200 199/234/365/0.13 224/259/417/0.14 −1/−1/−1/−1.00
FREUROTH 1000 124/209/187/0.18 94/168/137/0.16 −1/−1/−1/−1.00
BRYBND 1000 51/103/52/0.07 32/66/35/0.06 30/73/73/0.08
DIXMAANB 3000 9/19/10/0.06 9/19/10/0.06 6/23/23/0.07
NONCVXU2 100 341/639/396/0.04 371/701/414/0.03 397/801/801/0.05
DIXMAANA 3000 9/19/10/0.06 8/17/9/0.05 7/20/20/0.07
TOINTGSS 10000 4/9/5/0.21 4/9/5/0.21 4/20/20/0.38
POWER 1000 116/233/117/0.03 217/437/222/0.06 114/236/236/0.04
DECONVU 61 457/916/462/0.06 457/915/460/0.06 281/581/581/0.07
GENROSE 100 305/641/347/0.02 354/738/392/0.02 298/626/626/0.03
COSINE 1000 12/28/24/0.02 11/27/24/0.02 9/29/29/0.03
DIXMAANB 1500 9/19/10/0.03 9/19/10/0.03 7/24/24/0.04
CHNROSNB 50 272/545/273/0.01 282/566/285/0.02 243/500/500/0.01
DIXMAANA 1500 9/19/10/0.03 8/17/9/0.03 7/22/22/0.03
FMINSRF2 121 113/228/115/0.01 118/241/124/0.01 123/250/250/0.01
ARWHEAD 1000 10/24/16/0.03 11/27/19/0.03 −1/−1/−1/−1.00
COSINE 500 12/29/23/0.01 11/27/22/0.00 9/26/26/0.01
DQDRTIC 1000 7/15/8/0.02 7/15/8/0.02 5/15/15/0.03
ERRINROS 50 1013/2023/1444/0.06 1724/3443/2416/0.09 −1/−1/−1/−1.00
EG2 1000 4/9/6/0.02 4/9/6/0.01 −1/−1/−1/−1.00
TESTQUAD 100 297/595/321/0.01 278/557/303/0.01 425/925/925/0.01
TOINTGOR 50 121/222/151/0.01 121/222/155/0.01 122/250/250/0.01
POWER 10000 369/739/370/0.88 543/1087/544/1.57 355/719/719/1.12
COSINE 5000 12/30/26/0.13 11/26/23/0.12 9/27/27/0.13
COSINE 10000 12/32/28/0.28 11/26/23/0.26 9/28/28/0.28
SPMSRTLS 4999 218/443/227/1.13 205/417/214/1.31 212/430/430/1.89
SPMSRTLS 10000 225/457/234/3.05 216/439/225/2.42 217/440/440/3.52
FREUROTH 10000 90/157/142/1.32 32/67/62/0.71 −1/−1/−1/−1.00
BDQRTIC 10000 3085/6520/7298/43.75 2820/5427/6398/36.84 −1/−1/−1/−1.00
ENGVAL1 5000 26/46/37/0.21 25/46/35/0.20 −1/−1/−1/−1.00
EIGENBLS 930 8472/16948/8476/59.19 4713/9434/4721/31.52 4480/8965/8965/53.25
NONCVXUN 500 7123/12606/8771/3.66 4408/8208/5022/2.14 3386/6779/6779/2.41
SINQUAD 5000 46/111/108/0.64 24/67/62/0.47 −1/−1/−1/−1.00
CHAINWOO 1000 436/843/498/0.36 303/589/371/0.27 −1/−1/−1/−1.00
TESTQUAD 10000 2231/4463/2232/5.39 2182/4365/2183/5.47 2045/4093/4093/6.45
problems for which the method is within a factor τ of the best time. The left side of the figure gives the percentage of the
test problems for which amethod is the fastest; the right side gives the percentage of the test problems that are successfully
solved by each of the methods. The top curve is the method that solved themost problems in a time that was within a factor
τ of the best time.
In all figures, the methods have the following meanings:
• ‘‘cg-descent’’ stands for the CG_DESCENT method with the approximate Wolfe line search [8]. Here we use the source
code Fortran 77 Version 1.4 (November 14, 2005) on Hager’s web page and default parameters there;
• ‘‘bfgs-ls’’ means the MLS+with t = 4 and the same line search as ‘‘cg-descent’’;
• ‘‘prp+’’ means the PRP+method with Wolfe line search proposed in [12].
We see from Figs. 4.1–4.4 that the ‘‘bfgs-ls’’ method performed slightly better than the ‘‘cg-descent’’ method. But
both methods performed much better than the ‘‘prp +’’ method did. The ‘‘cg-descent’’ method and the ‘‘bfgs-ls’’ method
ultimately solve 100% of all 119 test problems, while the ‘‘prp +’’ method only solves about 76% of the test problems. But
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Fig. 4.3. Performance profiles about the number of function evaluations.
Fig. 4.4. Performance profiles about the number of gradient evaluations.
Fig. 4.2 shows that the ‘‘prp +’’ method has the best performance about the number of iterations since it can solve about
53% of the test problems with the smallest number of iterations.
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