Abstract. A tabular, recursive method is presented for the computation of a sequence of abscissae designed to converge to a simple zero of an analytic function.
1. Introduction. A number of useful techniques (in particular the Secant Rule) for numerical determination of a zero z0 of a function /(•) begin by sampling /(•) at distinct abscissae {z,;/ = 1, 2, . . . , r], say, and fitting a "simpler" function /(') through the points {(z;-, j\Zj));j = 1,2, . . . , r}. This construction is arranged so that a zero zr+l of /(•) is relatively easy to compute. A new set of abscissae, including zr+ j, is then selected from {z-; / = 1, 2, . . . , r + 1} and the process is iterated to generate a sequence of abscissae which, in favorable circumstances, will converge to z0.
Tornheim [13] considered the choice of f\-) as a rational function, i.e.
0)
fiz) = -^-; Vz, Öm(z) where P"(f) and Gm(') are polynomials of degree n and m respectively, such that n + m + 1 = r. Thus, f\) has just the right number of degrees of freedom to be determined by the r data points. In the same paper Tornheim also considered rational inverse interpolation, and obtained asymptotic convergence orders for both the direct and inverse case. Jarratt and Nudds [2] particularized to the case n = I, since then the determination of zr+1 becomes trivial once f\-) has been constructed. They confirm Tornheim's results on the asymptotic order of convergence in this case. However, Jarratt [4] later remarked that, for practical purposes, it is usually not worthwhile to choose anything other than m = 1 (or, presumably, 0) when n -1, because of the relative labor of constructing f\) by solving a set of r simultaneous, linear equations only 0(r) arithmetic operations are required, compared with 0(r3 ) if the coefficients in Pt(-) and Q^2(') are found by straightforwardly solving r simultaneous, linear equations. Thus the computational work involved is comparable with that of the classical method of polynomial inverse interpolation, performed by the Neville-Aitken technique ( [10] , [1] ).
The approach described here is also flexible to the extent that, if desired, earlier numbers of the sequence {z,; / = 1, 2, 3, . . . } can be discarded at any stage, with no consequent computational penalty. Furthermore, by permitting certain abscissae to become confluent, it is a simple matter to include information on derivatives of /(•) within the general computational scheme. As a matter of interest, the technique can also be used for accelerating the convergence rate of abscissa sequences generated by a simple iterated mapping, by the Secant Rule, or even Newton's method, should that be considered worthwhile in order at any stage to make efficient use of all the previously computed information (Larkin [8] ).
The conceptual basis of the method is discussed in Section 2, below, and the actual mechanics in Section 3. In Section 4 some sufficient convergence conditions are given and it is also shown that the asymptotic convergence order can be as high as 2. Since only a single function evaluation is required per step (in the nonconfluent case) this means that the efficiency index (Ostrowski [11] ) and informational efficiency (Traub [14] ) can also approach the value 2. The asymptotic convergence rate is also governed by the proximity to the zero being sought of the nearest competitive zero or nonpolar singularity.
In view of the above properties, it seems that a root-finding method based on fitting the form (2) /(z)=Z-^±1 Qr-2& to r distinct sample points of /(•), and iterating with or without incrementing r at each stage, may still deserve consideration as a possible practical technique.
2. The Table of Rational Interpolants. Fundamental to the approach is the table of rational interpolants illustrated in Figure 1 , and the recognition that its members satisfy certain, simple recurrence relations. However, we emphasize that it will not be necessary actually to construct the interpolants per se.
In Figure 1 Wynn [15] , [16] , Stoer [12] and Larkin [5] have all discussed different techniques for the recursive construction of rational interpolants. In this case the simplest approach seems to be as follows. Define a function T() by the relation
and observe that, presuming no cancellation of a linear function of the argument occurs, T() is a rational function whose numerator has degree 1 and whose denominator has degree <fc -1. Furthermore, Hence, by the uniqueness of rational interpolants,
(z -z/X2/+1>ifc_1(») + (»/+k -»M^^tW 3. The Computational Scheme. Comparing (3) with (2), we see that
Any of the algebraically equivalent relations (4), (5) and (6) Perhaps (6) is computationally the most convenient recurrence relation, since quite large relative errors in the increment part may be tolerated, without resulting in unduly large absolute errors in wjk. A convenient layout for the quantities {w-fc} is shown in Figure 3 , the arrows indicating the direction of information flow during the course of the calculation. Figure 4 illustrates the order of calculation of the entries in this root-estimate table, starting with two initial estimates zx and z2, and augmenting the list {z;;7 = 1, 2, 3, . . . } at each stage by means of the rule Of course, many rules other than (7) could be used for augmenting the list, if desired. For example, we could take Zr+1 _ Wr-2,2'' r = 3,4,5,.
in which case only the latest 4 list members are retained at each stage. It would even be possible to choose zr+ x quite unrelated to previously computed entries in the table, for example, if wx r^i turned out to be an obviously poor estimate of z0. Figure 5 illustrates the progress of the iteration, using augmentation rule (7), for the sample function m Vz.
Correct digits are underlined. Starting from the same initial values, the simple Secant Rule requires six function evaluations in order to attain comparable accuracy, and starting from either 0 or 1, the simple Newton-Raphson iteration requires four function and four derivative evaluations. Thus, while the improvement in efficiency is not spectacular, it would appear to be worthwhile for functions /(•) of only moderate complexity. The question of numerical stability of the method is currently being investigated; however, numerical experience suggests that it should not constitute a serious difficulty.
•ji (10) and (12) (10) and (11), from which the required result follows. Using the same notation and region of analyticity as in Corollary 1, we choose a positive quantity 7, subject to the condition (13) l«(»o)l 0<7(1 +27)<-7~<l; M this is always possible, the second inequality deriving directly from the Maximum Modulus Principle. From (13) it is easy to verify that l«i»o)' However,
since C is a circle centered on z0, so, using (13), (14) and (16),
for all r > 2. Notice also, from (13) and (19), that
Thus, from Lemma 1, we have <7, Vr>l.
making use of (11), (12), (18) Remark 1. The asymptotic order of convergence of the process is 2, and so are its efficiency index and informational efficiency. This asymptotic behavior is identical with that of the method of polynomial inverse interpolation (e.g. [7] ).
Numerical Example. To illustrate that this asymptotic pattern can become fairly quickly established we choose Asymptotic behavior of the method
If there is more than one "nearest neighbor root" to z0 the pattern is more complicated, but the behavior expressed by Corollary 2 may still be discernible. We now show that the sequence { lz0 -zA;j = fc + 3, k + 4,. . . } is bounded by a geometrically decreasing sequence, again using an inductive argument.
Hypothesize that (21) is also true for {/ = k + 3, k + 4, . . . , r} then, from Lemma 1, we have
so, by arguments similar to those used in Theorem 1, 1 -7/(1 + 27) Thus (21) will be true for / = r + 1, and the induction is valid; also (23) confirms that the sequence {\z0 -zA;j = k + 2, k + 3, . . . } is indeed bounded by a geometrically decreasing sequence, so the proposition is proved. n (zo-z7)-klg(z0) ¡=r_k After taking absolute values and then logarithms on both sides of (25), thus forming an approximate linear recurrence relation, standard arguments (e.g. Traub [14] ) lead to the required result. Remark 2. It is, of course, well known that p increases monotonically from (x/5 -l)/2 to 2 as k increases from 2 to °° (e.g. Traub [14] ). 
