Abstract-An algorithm for propagating measurement uncertainty in a system of interconnected modules is presented. The method adheres strictly to current best-practice in the evaluation and reporting of measurement uncertainty. It allows modular instrumentation systems to be designed that will propagate uncertainty automatically. The algorithm is simple, general, efficient, and can be implemented with little difficulty. It inherently provides the kind of dynamic "plug-and-play" flexibility expected of modern instrumentation.
I. INTRODUCTION

M
EASUREMENTS provide objective information about physical quantities; they are woven into a myriad of processes occurring in daily life, so that our society depends on their reliability. However, no measurement result should be considered exact; some degree of uncertainty is inevitable. It is preferable to know the level of uncertainty associated with a measured value, because the likelihood of a desirable outcome can be enhanced by taking account of uncertainties in the decision process.
This paper addresses the important problem of calculating uncertainty in instrumentation systems. Modern instrumentation systems rarely report uncertainty explicitly (e.g., by displaying it or transmitting it through a communications port). Usually handbooks and calibration records must be examined and interpreted, which is a laborious process requiring specialist knowledge and skills.
Formal evaluation of measurement uncertainty is nevertheless an increasingly common requirement of Quality Assurance processes. A notable example is the ISO-17025 uncertainty requirements that apply to calibration and testing laboratories [1] . International guidelines for handling of measurement uncertainty have been published by the ISO in the "Guide to the Expression of Uncertainty in Measurement" (Guide) [2] . 1 However, the recommended mathematical procedure can be difficult to implement when using sophisticated instrumentation [5] .
In modern instrumentation, modularity is important. A modular system offers greater flexibility, because its functionality can be altered or enhanced by changing components. In addition, well-designed components generally find uses in a range 1 There is an equivalent ANSI document [3] as well as guidelines prepared by NIST [4] . of applications, resulting in economies of scale through reuse. Modular systems are generally easier to upgrade and maintain by replacing modules over time. Recently, in an effort to promote modularity in instrument systems, the Test and Measurement industry has tried to harmonize industry-wide standards for the communication interfaces of system components [6] - [8] .
While instrumentation technology is continually improving, support for handling uncertainty is lacking. Because of the inherent flexibility of systems, it can be difficult to identify the exact relationship between a measurement result and the various parts of a system that contributed to it. This prevents the explicit formulation of a mathematical expression for measurement uncertainty.
Lack of support for uncertainty in instrumentation contributes to the burden of testing and validation. With modern "intelligent" instruments, it must be possible to do better. Ideally, system modules could be designed to handle uncertainty autonomously; evaluating output uncertainty as a function of input values and uncertainties, taking into account specific module characteristics, calibration history, etc. This paper asserts that modular systems can indeed be designed to handle uncertainty automatically. It presents a simple technique for maintaining a dynamic and self-consistent view of system uncertainty that even allows a system configuration to change without compromising the evaluation of uncertainty. The technique adheres strictly to international guidelines [2] .
The paper begins by presenting an algorithm for propagating uncertainty in Section II; then Section III illustrates the approach with a simple example. Section IV discusses the method and its implementation.
II. ALGORITHM FOR PROPAGATING UNCERTAINTY
This section describes an algorithm for propagating uncertainty in a modular system. The presentation assumes some familiarity with the Guide, which is briefly summarized in Appendix A. To begin, a formal description is given for the familiar process of propagating values in a modular system. This formalism is then extended to allow for propagation of uncertainty.
A measurement can expressed as a function (1) where the input values, , are not exactly known and so contribute some uncertainty to the result. The function represents a measurement procedure (performed, we assume, by some instrumentation system). Quite generally, this function may be considered as the composition of a set of simpler functions (2) 0018-9456/$20.00 © 2005 IEEE which must be evaluated in a particular order. We will say that each of function is associated with a "module", labeled , with output value and a set of input values . Strictly, the input values to (2) , , are also associated with modules. These input modules' functions are of the form , with empty sets. Decomposition of a system is not an unfamiliar process. For example, a system can be decomposed in terms of its various components, resembling a conventional block-schematic representation. A typical example of an input module in that case could be a sensor.
For a system composed of modules, the output, , is obtained by evaluating the module functions in order 2 for (3)
Each step of the algorithm is associated with a distinct module , and those modules that provide its direct inputs. The evaluation of is actually a familiar recursive process: module calls its direct input modules, which call their inputs, and so on, down to the system inputs, . This notion of a module, that encapsulates the steps in a value calculation, can be extended to handle uncertainty. The propagated quantity will be called a "component-of-uncertainty" and is defined as the product of a module's sensitivity coefficient to an input (a partial derivative) and the input standard uncertainty. For example (4) is the component-of-uncertainty in due to uncertainty in the input value . 3 The standard uncertainty of is usually denoted , which is equivalent to in the notation for a component-of-uncertainty.
Components of uncertainty can be propagated by an algorithm expressed in a similar form to (3). 4 The component , for any given among the inputs , is obtained by evaluating for
Equation (5) describes a method for propagating information about uncertainty in a modular system. It is the main result of this paper. Moreover, it suggests how the familiar notion of a module can be extended to handle uncertainty. This is possible because the iteration order is the same in algorithms (3) and (5) and the values needed at each step can be obtained from the modules that are direct inputs to the th module, that is, those modules associated with the values in . The two algorithms can be combined in the same iterative loop for (6) To interpret this in terms of system components, each module should be seen as an entity that makes the following information available to clients:
• a value (i.e., an implementation of ); • a component of uncertainty (i.e., an implementation of , parameterized on an input module ). If these requirements are met, a module can calculate an output value, and the components of uncertainty for that value, from the information available at its inputs. The next section illustrates this with a simple example.
Note that the idea of a module is recursive in character: (2) is as much a module function as any in (3). So, the process of decomposition can be used to break down arbitrary mathematical expressions into elementary operations. This is analogous to the mathematical expression-parsing that is done in many programming environments. It can be exploited here to design software frameworks that neatly parse expressions and automatically carry out uncertainty calculations in compliance with the recommendations of the Guide [9] - [13] . This will be discussed further in Section IV.
III. EXAMPLE
To illustrate the technique outlined in the previous section, suppose that a system is required to estimate electrical power from a measurement of the potential difference across a known resistor, . If is the measured voltage then power is given by (7) Further, suppose that the temperature dependence of the resistor has been characterized, so (8) where is the resistor temperature, is the temperature coefficient and is the resistance at temperature ( , and have negligible uncertainty here).
To realize the measurement system, two modules are available: a voltage sensor and a temperature sensor. These modules are regarded as "black boxes"-their inner workings are hidden. However, both provide a suitable "component of uncertainty" function in their communications interfaces, so that values for and can be obtained. The discussion focuses on the design of a processing module (e.g., a computer) that communicates with both sensors (Fig. 1) .
The processing module can be thought of as the iteration step in (6) . Its (measurement) function is, from (7) and (8), (9) The expressions for the components of uncertainty can be found from (10) given that . The two partial derivatives are Fig. 1 . Two sensor modules are connected to a processing module to realize the power measurement system. The small empty circles represent a common communications interface, the larger labeled circles identify the modules.
So (10) can be expressed as
When implementing these expressions we would actually interrogate modules 1 and 2 to obtain values for , and . It is particularly important that the component-of-uncertainty functions remain parameterized on . Indeed, if the design were to exploit the independence of the original input modules (i.e., that ) it could limit the system's flexibility by rigidly imposing this independence even after future module changes. It is possible to design the processor module software so that the set of system input modules is determined dynamically, which means calculations can iterate over all input modules connected at a given instant (i.e., over all ). This ensures that future changes are automatically handled correctly. The more general formulation allows the processing module to behave correctly in spite of the substantial changes to the system uncertainty calculation, which is a fundamental feature of the design technique proposed.
IV. DISCUSSION
This paper has shown that the familiar notion of system modules can be extended to handle measurement uncertainty according to the recommendations of the Guide. Externally, a module needs to give clients access to both a value and the associated components of uncertainty. These attributes can be calculated from a module's direct inputs.
A system that uses this technique presents two distinct aspects. One aspect is the set of system modules, which can be considered as self-contained independent entities. The other aspect is a system-specific framework that supports the inter-connection of modules and coordinates them. The framework allows a measurement to be made according to a given procedure and ensures that uncertainty is handled correctly. In short, the technique proposed allows a design to be factored in a way that separates system structure and function from individual module characteristics.
The clear distinction between these aspects will simplify validation and testing. On one hand, a module can be tested and validated in isolation. It should be possible to determine that a module's performance is satisfactory and that it produces self-consistent measurement information. On the other hand, a system framework can be tested in terms of the correct handling of a measurement procedure and handling of the information produced by modules.
A system's framework is implemented in software. In essence, this requires a specification for the generic system-module interface and implementations of functions that manipulate modules in the system to perform certain tasks. For example, the calculation of combined uncertainty [Appendix A, (17)] would generally be implemented as part of a framework. As pointed out in Section II, the notion of a module is abstract and can be used to encapsulate an arbitrary degree of complexity. Our own software framework implementations have included module sets supporting arithmetic and simple math functions, so that arbitrary mathematical expressions can incorporate uncertainty. These are useful for manipulating measurement data obtained from instruments. The technique is efficient and simple to implement. 5 The design of these elementary modules closely resembles the so-called "reverse" method of automatic differentiation, which is an established technique of computational mathematics [14] .
There are no commercial instrument modules that support uncertainty available at this time; however, systems can be designed using conventional technology (i.e., without a built-in component-of-uncertainty function). To encapsulate an instrument and present a suitable module interface to a system framework, software must written to provide the component-of-uncertainty function. This is similar to the idea of a "Role Control Module" (RCM) for instruments, as discussed in [8] . A RCM implements the set of functions required of a generic instrument in a particular system. In this way, the role of an instrument can be quite narrowly defined within the context of a particular system's requirements. The task of writing a component-of-uncertainty function would therefore apply only to the particular modes of operation required of the RCM.
In general, the reader should note that there are several assumptions underlying the Guide's approach to propagating and interpreting measurement uncertainties. First, it is assumed that the measurement function can be approximated by a Taylor series truncated beyond linear terms: in other words, that the measurement function, in the vicinity of the measurement point, is considered to be linear on the scale of variations associated with the uncertainties. One would expect this assumption to be satisfied in the majority of cases. Nevertheless, system software could be designed to test this assumption in situ. Second, it is assumed that the uncertainty associated with a measurement can be associated with a normal distribution. If either of these approximations do not hold, then the proposed method may not apply.
Another important consideration is that a measurement procedure should demonstrate "traceability" to primary standards with quantified uncertainties [15] . Traceable measurements are increasingly demanded, because they carry an assurance of quality. The analysis of uncertainty contributions in a particular measurement procedure is a task requiring specialist skills. There are various considerations that apply when assessing uncertainties in measurement, which are covered in the Guide [2] . This paper simply assumes that designers will have this competency.
V. CONCLUSION
A new design technique has been presented that allows measurement systems to handle uncertainty calculations. Analysis of the mathematical procedure involved shows that individual system modules can be designed to evaluate the various steps in a calculation. This means that uncertainty calculations can be distributed over the modules comprising a system and shows that module-design can fully encapsulate measurement information. Modular instrumentation systems can therefore report self-consistent uncertainty values, recognizing the individual contributions of each system component. The technique allows modules to be exchanged (plug-and-play) without compromising system integrity.
It appears that the proposed algorithm is novel and that its application to measurement systems is new. The method strictly follows current best-practice in evaluation and reporting of measurement uncertainty and is straightforward to implement, requiring little more programming than is currently used in instrumentation systems.
APPENDIX VI. STANDARD PRACTICE
Guidelines for the evaluation of measurement uncertainties have been published in the Guide to the Expression of Uncertainty in Measurement [2] . The recommendations of Guide are currently accepted as best-practice and have been adopted by national measurement institutes and accredited measurement laboratories worldwide.
The measurement of a quantity , the measurand, is described by a function , interpreted as " that function which contains every quantity, including all corrections and correction factors, that can contribute a significant component of uncertainty to the measurement result" [2, 4.1.2]. The quantities and are associated with random variables, however, the distribution means (and possibly the standard deviations) are not known exactly. Estimates of the means, , are used to estimate the measurand as (14) A "standard uncertainty,"
, is associated with each and is understood to be an estimate of the standard deviation of . The quality of this estimate can be characterized by a number of "degrees-of-freedom," . If is infinite, the standard uncertainty is considered exact, otherwise is related to the relative uncertainty of [2, G.4.2] . The degrees-of-freedom has its conventional meaning when associated with a normally distributed random variable.
The uncertainty in depends on the uncertainties in and on the form of . This paper uses the notation 6 (15) where the partial derivative is more formally expressed as (16) The combined standard uncertainty in is then evaluated as 7 (17) where is the correlation coefficient and is the estimated covariance of and . When there is no correlation, this simplifies to (18) If one or more of the input-quantity uncertainties has finite degrees of freedom, a value of "effective degrees-of-freedom,"
, for should be calculated using the Welch-Satterthwaite formula [2, G.4] (19) When inputs are correlated, cannot be calculated-the Guide makes no specific recommendations in this case.
VII. THE CHAIN RULE
The iteration steps of (5) are closely related to the chain rule for partial differentiation. This can be seen more clearly by writing the final iteration of (5), when , in the equivalent form (20)
The common factor can be cancelled, leaving
Because, in general, in this equation may not explicitly depend on (i.e., need not be a member of , for any particular ), the terms may be expanded further by applying the chain rule. That is the reason for iterating in (5); each step provides intermediate results needed in subsequent iterations.
