We demonstrate an application of a core notion of information theory, that of typical sequences 7 and their related properties, to analysis of population genetic data. Based on the asymptotic 8 equipartition property (AEP) for non-stationary discrete-time sources producing independent sym-9 bols, we introduce the concepts of typical genotypes and population entropy rate and cross entropy 10 rate. We analyze three perspectives on typical genotypes: a set perspective on the interplay of 11 typical sets of genotypes from two populations, a geometric perspective on their structure in high 12 dimensional space, and a statistical learning perspective on the prospects of constructing typical-set 13 based classifiers. In particular, we show that such classifiers have a surprising resilience to noise 14 originating from small population samples, and highlight the potential for further links between 15 inference and communication.
Introduction

19
We are drowning in information and starving for knowledge.
20
-John Naisbitt. 21 In this paper we identify several intrinsic properties of long stretches of genetic sequences from multiple 22 populations that justify an information theoretic approach in their analysis. Our central observation 23 is that long genotypes consisting of polymorphisms from a source population may be considered as 24 sequences of discrete symbols generated by a 'source' distribution, where the capacity to sequence 25 long stretches of genomes is congruent with the use of large block sizes in the design of communica-26 tion channels. Rather than arising temporally as an ordered sequence of symbols in a communication = Ω Fig. 1 : The universe of all possible sequences with respect to a source distribution in a high dimensional space can be divided into two exclusive subsets, typical and non-typical. Here, we illustrate one typical sequence and a few very non-typical sequences corresponding to an i.i.d. source with probability of 0.1 for "1" for some small epsilon and high n. Genetics 38, 1251 -1260 (2006) , Fig. 3 ].
The Population Model
AEPs for genotypes from multiple populations 138
To formulate AEP statements for genotypes comprised of long stretches of population variants, we 139 first define two central concepts: population entropy rate and cross entropy rate. The entropy of 140 a population with respect to a set of loci has been previously invoked in formulating measures of 141 population diversity or differentiation with respect to a single locus ([Lewontin, 1995] ). Since SNPs 142 typically have differing frequencies across loci, translating in information theoretic parlance to 'non-143 stationarity' of the source, one cannot simply employ entropy H as a variation measure of a population. 144 Instead, we need to define a population entropy rate across loci. Thus, with respect to a set of SNP 145 frequencies in population P , 146 H n (P ) = 1 n H(p 1 , p 2 , . . . , p n ) = 1 n
with the second equality due to independence across loci (absence of LD). 1 We may now extend this 147 concept by incorporating a second population that serves as the source, while the log-probabilities 148 remain with respect to the first. In information theoretic terms, the cross entropy H(p, q) measures 149 the average number of bits required to compress symbols from a source distribution P if the coder is 150 optimized for distribution Q, different than the true underlying distribution. For univariate variables, 151 the cross entropy can be expressed in terms of the Kullback Leibler divergence (also known as relative where we use lower-case in H(p, q) to distinguish this notion from the joint entropy, commonly denoted 154 H(P, Q). The population cross entropy rate is then simply an average over n loci, 155 H n (q, p) = E Q − 1 n log 2 p(x 1 , . . . , x n ) − 1 n n i=1 q i log 2 p i + (1 − q i ) log 2 (1 − p i ) 1 Note that in probability theory, the entropy rate or source information rate of a stochastic process is defined asymptotically, H(X) = limn→∞ H(X1, X2, . . . , Xn)/n, when this limit exists.
and similarly for H n (p, q). 156 Formally, if genotypes originate from distribution P , then by the non-stationary version of the AEP 157 (see Appendix B.4.1 part 1) their log-probability with respect to P converges to the entropy rate of 158 P , 159 lim n→∞ P r − 1 n log 2 p(X 1 , . . . , X n ) − H n (P ) < ε X ∼ P = 1 ∀ε > 0 (4)
whereas if genotypes originate from distribution Q, then their log-probability with respect to P con-160 verges to the cross entropy rate of Q with respect to P , essentially a 'cross entropy AEP' for non-161 stationary sources (see Appendix B.4.1 part 2), 162 lim n→∞ P r − 1 n log 2 p(X 1 , . . . , X n ) − H n (q, p) < ε X ∼ Q = 1 ∀ε > 0.
(5)
Typical genotypes 163
This consideration of the 'set-typicality' properties along with AEPs for our genotypes suggests that a 164 notion of typical-genotypes may be fruitful for characterizing population samples. We therefore extend 165 the standard definition of a typical set to support a non-stationary source, which better captures our 166 population model. The set of typical genotypes of length n with respect to the population entropy rate 167 of P and some small arbitrary ε, comprises of all genotypes whose frequency is within the bounds, 168 2 −n[Hn(P )+ε] ≤ p(x 1 , . . . , x n ) ≤ 2 −n[Hn(P )−ε] .
For notational simplicity, we will denote by q(x 1 , x 2 , . . . , x n ) the corresponding probability of a 169 genotype from population Q. Since the definition of a typical set pertains for any n and ε, our 170 justification in invoking this concept in this context does not have to rely on asymptotic properties 171 only, but holds naturally by virtue of commonly large n for SNPs. 172 
Quantitative AEPs 173
It is beneficial to additionally formulate quantitative, non-stationary versions of the AEP theorems.
174
Given that a genotype of length n is sampled from population P , the probability that it is not typical 175 is bounded by 176 P r − 1 n log 2 p(X 1 , . . . , X n ) − H n (P ) > ε X ∼ P ≤ 2 exp − 2nε 2 log 2 δ
This estimate is proved in Appendix C.1. In the same way, the probability that the log probability 177 under P deviates more than ε from the cross entropy rate, is estimated in the following quantitative 178 version of a 'cross entropy AEP' for non-stationary sources, 179 P r − 1 n log 2 p(X 1 , . . . , X n ) − H n (q, p) > ε X ∼ Q ≤ 2 exp − 2nε 2 log 2 δ
The corresponding non-quantitative versions of the AEPs in Eq. (4) and (5) are obtained by letting n 180 approach infinity.
181
Since the above inequalities hold for every n and ε > 0, we can for instance choose, 182 ε(n) = log 2 2 δ 1−δ log 2 n n to conclude that,
and similarly,
This shows that the deviation from the entropy rate practically scales as 1 √ n , which is what one would 185 expect also from a central limit theorem. A more careful analysis in Appendix C.1 also shows that the 186 scale log 2 δ 1−δ may actually be replaced by the sum
which for large n will be close to their expectation value and therefore are usually smaller for larger 188 entropy rates. This may explain why the spread away from the entropy rate seems smaller for higher 189 entropy rates. Fig. 3 We first define the concept of mutual typicality. Formally, given P , Q and small ε p > 0 and ε q > 0, 215 we would like to know whether the two typical sets partially overlap, i.e., is there at least one x = 216 (x 1 , . . . , x n ) such that x is mutually typical to both P and Q? Any such sequence x would need to 217 satisfy the two inequalities,
218
given P, Q and ε P , ε Q > 0
or equivalently as a set of four linear programming inequalities of degree n,
tion theoretic concept of 'joint typicality', which concerns whether two different sequences are each 221 marginally typical and at the same time typical with respect to the joint distribution (a central concept 222 in Shannon's channel coding theorem).
223
The above formulation (for a finite n) is essentially a 0 − 1 integer programming with no opti-224 mization problem: given n Boolean variables and m (= 4 in this case) linear constraints, the prob-225 lem is to find an assignment of either 0 or 1 to the variables such that all constraints are satisfied 226 ([Impagliazzo et al., 2014] ). The 'no optimization' qualification reflects the omission of an objective 227 function to be optimized that is usually an integral part of a linear programming framework, while only 228 considering the problem of deciding if a set of constraints is feasible. This special case of an integer 229 programming is a decision rather than optimization problem, and as such is N P −complete rather than 230 N P −hard. In fact, 0 − 1 integer programming with no optimization is one of Karp's 21 N P −complete 231 problems ( [Zuckerman, 1996] ). Crucially for our purposes, the NP completeness means that it is not 232 readily amenable to resolution for a large n, as our genotypic framework typically demands. Never-233 theless, for small values of n one may solve the integer programming problem and infer the existence 234 of mutual or exclusive typicality.
235
As with other NP-complete problems, high-dimensional instances are intractable and so heuristic 236 methods must be used instead. We shall see that for large n, an approximate solution to the problem 237 of mutual typicality can be found very efficiently, since the integer programming problem is well 238 approximated by a linear programming problem. We slightly simplify the problem, making it effectively 239 independent of the choice of ε P and ε Q . Thus, we ask whether given any small ε P and ε Q there exists 240 an overlap of the two typical sets for high values of n. Next, we simulate the log-probability space 241 with samples drawn from a uniform (i.e., max entropy) distribution, so that a maximal set of different 242 genotypes from the total 2 n universe is captured. The cross entropy AEP of Eq. (5) directly implies 243 that asymptotically the density of this domain is concentrated at the intersection of two cross entropy 244 rates, H n (u, p) and H n (u, q) , where U is the uniform distribution. This coordinate may be expressed 245 as a function of the SNP frequencies of P and Q,
The contour of this domain is prescribed within boundaries which are the maximal and minimal 247 empirical entropy values with respect to P and Q for any of the possible 2 n genotypes,
and similarly for population Q.
249
From Eq. (11) it is evident that these boundaries are an average across loci and therefore will 250 depend on the parameters of the population model, rather than on the dimensionality n. However, 251 since the domain inscribed by all possible samples on the log-probability space does not include the 252 whole rectangular area prescribed by the boundaries, knowledge of these boundaries is insufficient for determining whether the intersection of the two entropy rates (i.e., the location where samples are 254 asymptotically mutually typical) lies within the domain or is external to it.
255
In Theorem C.3.1 in the appendix we actually show that the domain converges (in the so-called 256 Hausdorff distance) to a fixed, convex set, and provide an expression for the contour of this domain.
257
The converge rate is approximately 1/ √ n, and therefore even for relatively small values of n the 258 convex set is already a good approximation for the domain. This formulation, in conjunction with the 259 entropy rates of P and Q, will then allow to immediately determine whether asymptotically there are 260 mutually-typical genotypes (a solution to Eq. (10) for high n): if the intersection of the two entropy 261 rates lies within the genotype domain then for any ε P and ε Q chosen as small as we wish, there will be 262 mutual typicality for some non-empty subset of genotypes; else, there will only be exclusive typicality 263 (a consequence of the convergence in the Hausdorff distance at the given rate is that the domain is 264 sufficiently non-porous, with porousness bounded by 1/n). Fig. 5 depicts numerical simulations of this 265 domain along with its computed contour at the asymptotic limit, for two representative scenarios of 266 mutual and exclusive typicality. From a set perspective, this result translates into two scenarios for the interplay of typical sets at the 268 asymptotic limit: [a] if the intersection of the entropy rates lies within the contour of the log-probability 269 domain then the two typical sets will have some overlap, whereas [b] if the intersection lies outside the 270 contour then the two typical sets will completely separate. Since we assume arbitrarily small ε P and 271 ε Q , the set overlap in case [a] only depends on the density of the domain at the intersection of the 272 entropy rates, and is approximately given by 2 nH(R) , where R is the distribution given by frequencies r i 273 that yields the maximum entropy rate under the constraints that H(r, p) = H(P ) and H(r, q) = H(Q).
274
To see that there could not be a third scenario in which one typical set is wholly contained in the 275 other (except trivially for the hypothetical case where one distribution is uniform, i.e., p i = 1 2 ), we 276 show that the entropy rate cannot coincide with the minimal or maximal bounds of the domain on 277 the log-probability space. From a geometric perspective on the log-probability space (see Fig. 5 ) this 278 means that the two entropy rate lines are never tangential to the genotype domain. Formally, with 279 respect to the minimum for population P from Eq. (11), the inequality, We would also like to analyze a modified definition of mutual typicality, which only considers probable 284 genotypes, i.e., those likely to originate from their respective populations by a random sampling pro-285 cedure. We also retain the original relevance of the choice of ε P and ε Q , and again focus our inquiry at 286 the asymptotic limit. This perspective on mutual typicality is explicitly pertinent for our subsequent 287 inquiry into typicality-based classifiers. It is now necessary to introduce the concept of 'cross entropy 288 criterion', which measures the proximity of the entropy and cross entropy rates. There are two such 289 criteria for our two-population framework, 290 C P = H n (q, p) − H n (P ) and C Q = H n (p, q) − H n (Q) .
Clearly, if the two populations are effectively a single population (P=Q) then both cross entropy 291 criteria will be zero, since from basic definitions,
where the KL-Divergence rate from P to Q is naturally defined as,
(and similarly from Q to P ). However, one cross entropy criterion may be asymptotically zero under 294 a standard model for allele frequencies, even given differing populations; population clusters are then 295 inseparable on the corresponding log-probability plot along the corresponding axis (Appendix B.2).
296
Crucially, both criteria cannot asymptotically be zero at the same time (Appendix B, Remark B.2.1 ),
Now, from the AEP and the cross entropy AEP of Eqs. (4) and (5) it follows that the predominant 298 asymptotic scenario is exclusive typicality with probability 1, given a choice of small typicality ε's based 299 on the cross entropy criteria, such that ε P ≤ C P and ε Q ≤ C Q . Otherwise, in case C P < ε P or 300 C Q < ε Q , then asymptotically one typical set will be with probability 1 fully contained in the other 301 (i.e., all samples originating from one population are mutually typical and all samples originating from 302 the other population are exclusively typical). These two cases are depicted in Fig. 6 , under large n to 303 simulate the asymptotic behavior. Let S m P and S m Q denote random samples of size m from population P and Q respectively. Define 305 the sampled typical sets t m P and t m Q by,
If the sample size m is not too large, the Venn diagram associated with these two sets is most likely 308 equal to one of the two options depicted in Fig. 7B . (bottom) . Note that the size of the typical sets relative to the universe is asymptotically zero, an aspect that that cannot be captured in this schematic.
A geometric perspective 310
We can gain more insight into the relation of typical genotypes to non-typical ones by taking a geo-311 metric perspective, where long genotype sequences are seen as vectors in n-dimensional genotype space 312 [Huggins et al., 2007] . Essentially, the genotypes all lie on a subset of the vertices of a hypercube of dimension n ( Fig. 8) . How are the typical genotypes dispersed with respect to hypercube space? From the inequalities 315 of Eqs. (10) it is evident that all typical genotypes are represented by those vertices that lie inside 316 an (n − 1)-dimensional hyperplane of width 2ε intersecting the hypercube at some point, with an 317 orientation and location fully determined by the parameters of the population distribution.
318
More importantly, at high dimensions the set of typical genotypes disperses evenly across the space 319 occupied by population samples. The evidence for this comes from two types of numerical simulations.
320
First, a PCA plots, which are known to essentially retain relative distances in the largest principal 321 components, clearly indicate that typical genotypes behave as a random sample from the population,
322
as depicted for two different populations in Fig. 9 . of the whole distribution, reveals that the former converges to the latter even when only a small 325 portion of the pairs are typical (see Appendix B.3 for the asymptotic equidistance property; see 326 [Granot et al., 2016] for the effect of LD on equidistance). Note that trivially, if the whole sample 327 becomes typical at some high dimension then the two averages will by definition converge to the same 328 value. Moreover, simulations at low dimensions reveal that typical genotypes are slightly more densely 329 clustered than samples from the whole population, since the convergence to the total average distance 330 is always from below. These results are illustrated in Fig. 10 .
331
Not very surprisingly, the higher the population entropy rate the higher the average pairwise 332 distance, since genotypes will tend to differ across more loci (see Appendix B.3). Finally, the lower the 333 ε we choose to define our typical set the lower the rate of convergence: this suggests that genotypes 334 which are essentially more 'strongly typical' (i.e., that correspond to a greater proximity to the entropy 335 rate) are more tightly clustered. 4 Information-theoretic learning 337 The relation of information theory to statistical learning is currently a very active field of inquiry.
338
The use of information theoretic learning criteria in advanced learning models such as neural networks 339 and other adaptive systems have clearly demonstrated a number of advantages that arise due to the in-340 creased information content of these criteria relative to second-order statistics ([Erdogmus and Principe, 2006] ).
341
From a machine learning perspective, one of the early insights of information theory was to consider a 342 classification problem as a noisy channel. Fano's inequality ([Fano, 1961] ), central to information the-343 ory, links the transmission error probability of a noisy communication channel to standard information 344 theoretic quantities such as conditional entropy and mutual information. 345 We propose taking a further step in this direction, by implementing classifiers for genetic population 346 data based on the principle and properties of typical sets, making use of our notions of population 347 entropy rate, cross entropy rate, cross entropy criteria and typical genotypes. We derive our motivation 348 by the preceding geometrical and mutual typicality analyses. The former perspective indicates that 349 typical genotypes are asymptotically good representatives of their source populations, while the latter 350 perspective indicates that samples from different populations are asymptotically exclusively typical.
Crucially, we shall see that the performance of typicality-based classifiers is highly dependent on the 352 value of the cross entropy criteria, specifically that,
It is also instructive to compare the performance of such information-theoretic classifiers against of this parameter is closely related to these issues. Nonetheless, our previous analysis shows us how we 368 may deal with these. Fig. 11 depicts a typical instance of the mapping of our population clusters on a 369 2D log-probability plot, in relation to the entropy and cross entropy rates, and some ε parameters.
370
[ ] We now introduce two typicality-based classifiers. To assess the performance of such a classifier, 371 we estimate its error rates, which is the probability the classifier makes an error under the following 372 process. With probability half, a genotype is sampled from population P , and with probability half, 373 a genotype is sampled from population Q. Based on this genotype, the classifier guesses whether it 374 originates from population P or from population Q. The error rate is the probability that the classifier 375 guesses wrong. More precisely 376 E n = 1 2 P r classify to P | sampled from Q + 1 2 P r classify to Q | sampled from P .
The naïve typicality classifier 377
The naïve typicality classifier is based on the idea of classification we have described before, that is 378 classify to P (to Q) if the genotype is typical for population P (Q). As discussed before, we need to 379 decide what the classifier should do when a genotype is typical for both populations. We prescribe 380 that in this case of mutual typicality, the genotype will be classified to the population with the lower 381 entropy rate, since the lower entropy rate population has higher asymptotic genotype probability, 382 p(x) = 2 −nHn(X) ([Cover and Thomas, 2006] ). The classifier is then described by,
or else, if a genotype is not typical to any population, the classifier assigns by proximity, that is, it
and otherwise to Q.
387
Or else, if mutually typical classify to P if, H n (P ) < H n (Q), and otherwise to Q.
388
The choice of ε should not be arbitrary and also not necessarily equal between the two populations.
389
If we choose ε too large we may never have exclusivity (as from some low dimension onwards all 390 genotypes may be mutually typical), while if we choose ε too small we will not have typicality at lower 391 dimensions (low SNP count). A reasonable choice is to base the two ε's on the cross entropy criteria, 392 which consequently have to be determined in the learning stage,
This represents a balance between avoiding mutual typicality (by setting ε not too high) while allowing 394 for exclusive typicality (by setting ε not too low).
395
Based on the quantitative versions of the AEP and cross entropy AEP, we derive the following 396 error bounds for the naïve typicality classifier (Appendix C.2), 2
We note that a classifier which only classifies by proximity to the entropy rates amounts to the 398 implicit assumption of equal entropy rates. This may lead to wrong classification of mutually typical 399 samples, especially at lower dimensions; e.g., with differing entropy rates and with respect to the log-400 probability space, some samples from the cluster of Q may lie closer on the x-axis to H n (P ) than on 401 the y-axis to H n (Q), and thus be wrongly classified to P .
The cross entropy typicality classifier 403
In fact, our previous analysis of the cross entropy criteria shows that a simpler classifier, for which the 404 selection of ε occurs implicitly and only one sample entropy is measured, would suffice. Without loss 405 of generality, assume that C Q > C P . Then classify to Q if the sample entropy with respect to Q of a 406 genotype is closer to the entropy rate of Q than to the cross entropy rate of P given Q, i.e.,
and classify to P otherwise.
408
Note that, without loss of generality, for any level of C Q , a higher convergence rate for our entropy 409 and cross entropy AEPs implies that at any dimension n, samples from Q will tend to map tighter 410 around H n (Q), while samples from P will tend to map tighter around H n (p, q) in the log-probability 411 space. This immediately leads to stronger separation of the clusters along the Q axis, and therefore 412 better classification prospects.
413
The error rate of this classifier can again be estimated from the quantitative AEPs, and is bounded
as shown in Appendix C.2.
416
The guiding principle behind this classifier is that the larger cross entropy criterion represents the 417 empirical entropy dimension along which there is stronger separation between the clusters, a direct 418 consequence of the AEP theorems of Eqs. (4) and (5). We note here that it is generally not possible 419 for this classifier to avoid the computation of both C P and C Q , inferring their relation by examining 420 some simpler proxy. 4 . Indeed, the population entropy rates, which are generally more readily available, 421 do not contain enough information since, for example,
422
H n (P ) > H n (Q) & H n (P ) > H n (q, p) ⇒ C Q > C P otherwise it is also possible that C Q < C P (Appendix B, Corollary B.2.2).
423
Specifically, if without loss of generality C Q > C P then the classifier considers the empirical entropy 424 of samples from the two populations with respect to the Q distribution. For any given level of the 425 cross entropy criterion (here C Q ), a higher convergence rate roughly implies that at any dimension n, 426 samples from Q will tend to map tighter around H n (Q), while samples from P will tend to map tighter 427 around H n (p, q). The two classifiers are presented schematically in Fig. 12 .
428
3 As with the naïve typicality classifier, we may explicitly express the error rate of this classifier in a closed form (Appendix A.2). 4 Under a particular restrictive assumption on the underlying SNP frequency model and for large enough n, the classifier may use the entropy rates as proxy, due to the following asymptotic result, limn→∞ Hn(P ) > limn→∞ Hn( Crucially, we show that given any arbitrary thresholds on SNP frequencies, the error rates are Further simulations of the typicality classifiers reveal a low performance when the two cross entropy 436 criteria are very similar (generally associated with similar population entropy rates, but not necessar-437 ily). A log-probability plot with respect to the cross entropy classifier reveals that this phenomenon is 438 due to a relatively weak vertical/horizontal separation of the clusters (Fig. 14) . 
Sampling Noise
440
The typicality classification models have been thus far defined parametrically, using the underlying 441 frequencies of SNPs across the two populations. In practice, however, estimated frequencies from 442 available data, rather than 'true' values must be used. This introduces a source of stochastic noise into 
452
Simulations of a variety of classification methods on genetic data show that performance is degraded 453 with smaller population samples, most notably for close populations ([Rosenberg, 2005] a Bayesian approach to allele frequency estimation by using a prior based on some justified model, 470 effectively attenuating the sampling noise. A reasonable prior (close-to-optimal) can be produced by What is the underlying reason for the typicality classifiers' resilience to training noise under a naïve 475 maximum likelihood estimation of allele frequencies? From AEP considerations, the noisy samples from 476 population P will cluster in the log-probability space around the coordinate Ĥ n (p,p),Ĥ n (p,q) , while 477 the noisy samples from Q cluster around the coordinate Ĥ n (q,p),Ĥ n (q,q) , wherep denotes the vector 478 of length n such thatp i is the maximum-likelihood estimate of p i , and a similarly forq. Simulations 479 indicate that the introduction of sampling noise causes the population clusters to disperse, and more 480 importantly, to shift towards the diagonal Bayesian separation line and therefore compromise the Bayes 481 classifier's accuracy (as can be appreciated from comparing the two panels of Fig. 16 ). Formally, from 482 Jensen's inequality we get,
where E T N denotes the expectation value with regard to a training scenario of sample size N . 484 We now turn to the resilience of the typicality classifiers and consider the effect of noise on the 485 cross entropy classifier, where without loss of generality, C Q > C P . Note that,
The performance of the typicality classifiers under MLE can also be formally captured (Appendix A.3). 7 The standard approach is to take the mean of the posterior distribution. The beta distribution is a conjugate prior for the binomial likelihood (which is our sampling distribution) since the posterior is also a beta distribution, making the formulation of the posterior simple: Beta(z + α, N − z + β), where Beta(α, β) is the prior, N is the size of the sample and z is the number of '1' alleles in the sample at that locus [Schervish, 1995] . We then take the mean of the posterior which is (z + α)/(N + α + β). for all i : 1, . . . , n that
Heuristically, this difference is likely to be much larger than the difference
for the following reason: in both cases a large contribution to the difference comes from where q i is 490 small andq i provides an underestimate for q i , resulting in a large logarithm log 2q i q i . However, in the 491 second difference, this logarithm has a prefactor q i which is small, whereas in the first difference the 492 prefactor p i which on average is significantly larger.
493
A similar type of argument suggests that the difference
These heuristics make plausible that the threshold of the cross 495 entropy classifier, calculated as the average of H n (Q) and H n (p,q), still separates well the 'noisy' 496 clusters, for which the vertical coordinates are given by H n (p,q) and H n (q,q) . 
Relative-entropy typicality 498
A well-known extension of the concept of typical-set is the 'relative entropy typical set' ([Cover and Thomas, 2006 ],
499
Section 11.8). For any fixed n and ε > 0, and two distributions P 1 and P 2 , the relative entropy typical 500 set A (n) ε (P 1 P 2 ) entails all sequences of length n such that,
Similar to standard set typicality, the relative entropy typical set asymptotically includes all the 502 probability,
Crucially for our purposes there exists an associated AEP theorem for relative typicality ([Cover and Thomas, 20 504 Theorem 11.8.1): Let X 1 , X 2 , . . . , X n be a sequence of random variables drawn i.i.d. according to P 1 (x) 505 and let P 2 (x) be any other distribution on the same support, then, 506 1 n log 2 P 1 (x 1 , . . . , x n ) P 2 (x 1 , . . . , x n ) → D(P 1 P 2 ) in probability.
However, to account for the non-stationary sources (i.e. the variation of SNP frequencies across loci, 507 a standard feature of population data), as in our treatment of entropy typicality, we need to modify 508 the definition of relative-entropy typicality and derive an associated AEP theorem (Appendix B.4).
509
We may now construct a naïve classifier based on exclusive relative-typicality, with some choice 510 of an epsilon margin around the respective KL-Divergence rate, and some means of resolution for the 511 cases of mutual relative-typicality or lack of relative-typicality. Alternatively, a more straightforward 512 construction is to simply to classify by proximity to the respective KL-Divergences,
else, classify to Q.
Where the KL-Divergence rate is defined in Eq. (13). Fig. 17 is a schematic of such classifiers 514 with respect to the log-probability space. (see Appendix A.4 for a closed-form formulation of the error 515 rate).
516
Finally, note that this classifier can also be described as,
While on the other hand, a Bayes classifier with prior α classifies as follows,
Hence, the relative entropy classifier that classifies by proximity, as described above, is exactly a Bayes 519 classifier with prior α, where α satisfies,
that is, where different choices of 'ε' would correspond to choosing different priors for the Bayes classifier. Not surprisingly, the relative-entropy classifier is similarly not resilient to learning-based noise. and consequently develop an information theoretic application for the problem of ancestry inference.
Discussion
697
We hope that this work will open the door for further inquiry into the prospects of rigorous implemen-698 tation of both ideas and technical results from information theory in the field of population genetics 699 and biology in general.
700
The Mathematica code for generating the numerical simulations for the figures can be made avail- The error rate of the naive typicality classifier can be expressed as,
and where the genotype probabilities h k and g k and the indicator function f n are defined as in 790 ([Tal, 2012b] , section 3.2),
A.2 Closed-form formulation of the cross-entropy classifier error rate 792
The error rate of the cross-entropy typicality classifier can be expressed using E n of Eq. (A.1.1) in 793 conjunction with,
for the case where C Q > C P , and similarly expressed in terms of the parameters of P when C Q ≤ C P . 
where we denoteP = {p 1 , . . . ,p n },Q = {q 1 , . . . ,q n }.
800
Following the formulation in Eq. (A.1.1) we have,
where the cross-entropy classifier of Eq. (A.2.1) (for the case C Q > C P ) is expressed as conditional 802 on a particular sample, 
where the genotype probabilities h k and g k and the indicator function f n (k, i) are as defined in Eq.
811
(A.1.2).
in a corresponding formulation be expressed as a simple comparison of genotype probabilities,
B.1 Entropy and cross-entropy rates 816
In this section we consider the expectation of entropy and cross-entropy rates and their properties.
817
First, we recall some properties of a Beta distribution. Let Y ∼ B(α, β) .
Suppose p i and q i are distributed i.i.d. according to B(α P , β P ) and B(α Q , β Q ) respectively. Then
In this section of Appendix, we consider the cross-entropy criteria C n P and C n Q and its asymptotic 826 properties. First, we have
Assume that p i , i = 1, 2, . . . , sampled by a random variable X with distribution B(α P , β P ) and 828 q i , i = 1, 2, . . . , sampled by another independent random variable Y with distribution B(α Q , β Q ).
829
Then, by the law of large number we have the asymptotic property
And similarly we also obtain 832 C P = log 2 (e) 1
Then we have immediately some corollaries: 
.
Note that this equation has a lot of solutions (e.g. α P = 2, β P = 10, α Q = 2, β Q = 4).
835
Corollary B.2.2. If H n (P ) > H n (Q) and H n (P ) > H n (q, p) then C n Q > C n P .
836
Proof. In fact, we have 837 H n (p, q) − H n (Q) − (H n (P ) − H n (q, p)) = D n (P, Q) + D n (Q, P ) > 0.
It implies that
838
H n (p, q) − H n (Q) > H n (P ) − H n (q, p).
Moreover, due to the second condition, we have H n (P ) − H n (q, p) > 0. Therefore, 839 C n Q = H n (p, q) − H n (Q) > H n (P ) − H n (q, p) = C n P .
It completes the proof.
Proof. In fact, it is enough to prove that for large enough n we haveH n (p, q) −H n (Q) >H n (q, p) − 844H n (P ). Indeed, note that
Therefore, the conditionH n (P ) −H n (Q) > ε for all n implies that
which implies thatP >Q.
847
Also we have
and ψ(Qc Q ) − ψ(c Q −Qc Q ) is decreasing with respect toQ. It implies the proof. In this section, we first consider the average normalized pairwise distance [Tal, 2013] in the set of 855 all sampled genotypes and in the set of typical ones. We consider both the stationary and the non- In the stationary case p i = p for all i = 1, . . . , n we have some first geometric properties of typical set 859 as follows. Given ε > 0 and n ∈ N, denote by
Then 861 (i) A (n) ε (P ) = x ∈ Ω n : |x| ∈ I n .
(ii)
Let C be the centroid of Ω n corresponding to distribution P , i.e. c i = p i for all i = 1, . . . , n. We Proof. First of all, note that in this case
Therefore, it is easy to obtain 872 Cov 1 n d Ham (X, C), − 1 n log 2 P (X) − H n (P )
Put 873 h(n, p) :
It is also easy to see that h(n, p) = h(n, 1 − p). Without loss of generality, we assume that p ≤ 1 2 .
874
When p = 1 2 , the covariance is zero. Moreover, we can prove that h(n, p) decreases in p ∈ (0, 1 2 ] and in 875 n.
876
It implies the proof. Now we consider the non-stationary case. First, denote by D n (X, Y ) the normalized Hamming distance 879 of two genotypes X and Y , i.e.
where Z i is a random variable which is 1 with probability 2p i (1−p i ) and 0 with probability p 2 i +(1−p i ) 2 .
881
Then the expectation and variance of D n can be easily calculated as
Corollary B.3.1. The variance of the normalized Hamming distance between two genotypes will ap-884 proach to zero with rate 1/4n as n → ∞, i.e. there is an equidistance property as n large for the set of 885 total sampled genotypes.
886
Proof. The statement follows from 887
This explains that when n large enough, even though the portion of the typical genotypes is small, 889 the normalized Hamming distance between two genotypes is close to the normalized Hamming distance 890 of two (n, ε)−typical genotypes.
891
Now, given ε > 0 and n ∈ N, we denote by
Hamming distance of two typical genotypes. Then 893 Proposition B.3.2. The following estimates holds for n large enough,
Proof. We note that for n large then 1 − ε ≤ P(A (n) ε (P )) ≤ 1. Therefore
It implies the proof. 896 We then immediately have following corollaries: 897 Corollary B.3.2. We have for n large
This lower bound f (α, β) is monotone along the average entropy rate E B(α,β)Hn (P ).
899
It means that when the average entropy rate increases then the below bound f (α, β) increases and vice 900 verse.
901
We also have a nice following property Proof. First, by denoting 905 S n := E log 2 P (X 1 , . . . , X n ) − log 2 P (Y 1 , . . . , Y n ) , and 906 S (i)
it is easy to see that 907 S n ≥ S (i) n−1 , for all i = 1, . . . , n.
Indeed, we have (for shorting the notations, we use herex i for (x 1 , . . . , x i−1 , x i+1 , . . . , x n )) 908 E log 2 P (X) − log 2 P (Y ) =
x,y∈Ωn | log 2 P (x) − log 2 P (y)|P (x)P (y)
Therefore,
This implies the proof. In this section of the Appendix, we consider some AEP properties in the non-stationary case:
corresponding mass probability functions p n (·) sastifying 914 lim n→∞ V ar pn {− log 2 p n (X n )} n = 0.
Then, we have
where P = (p 1 , . . . , p n ), X = (X 1 , . . . , X n ) and H n (P ) is the entropy rate with respect to P . 916 2. Given a sequence of binary independent random variables {X n } with the corresponding mass 917 probability functions q n (·) sastifying lim n→∞ V arq n {− log 2 pn(Xn)} n = 0. Then, we have
where Q = (q 1 , . . . , q n ), X = (X 1 , . . . , X n ) and H n (q, p) is the cross entropy rate of Q with 919 respect to P .
920
Proof. We will prove the second statement. The first one can be done similarly. Indeed, we have
Therefore we obtain
2nε 2 = 0 (due to the condition).
It implies the proof.
923
Proposition B.4.2. Let {X n } n be a sequence of mutual independent random variables with given 924 binomial distribution X k ∼ P k ∈ Bin(p k ). Given any other sequence of binomial distributions Q k ∈ 925 Bin(q k ) with assumption that 0 < δ ≤ p k , q k ≤ 1 − δ for all k. Then
Proof. Denote by Y k = log 2 P k (X k ) Q k (X k ) and its sample average Y n = 1 n n k=1 Y k . Note that 927 E P (Y n ) = D n (P Q).
Moreover, from the assumption of p k , q k we have
Therefore by applying the strong law of large numbers we obtain the result.
C.1 Quantitative versions of the AEP
931
In this section of the appendix, we will show the following quantitative versions of the AEP and the 932 cross-entropy AEP. For all > 0 and n ∈ N, it holds that
where by Pr p we denote the probability given that the genotype X is distributed according to P .
935
These estimates can be obtained as follows 
First, we apply the Hoeffding inequality to the random variables Z i taking on the value − log p i 939 with probability p i , and the value − log(1 − p i ) with probability (1 − p i ). The Hoeffding inequality 940 then implies
Similarly, we could define Z i to be equal to − log q i with probability p i and equal to − log ( We assume without loss of generality thatH n (q) ≤H n (p). We recall the definition of the constants 950 C P := |H n (q, p) −H n (p)|, C Q := |H n (p, q) −H n (q)|. (C.2.1) and the definition of the error rate
only be made, that is it can only be assigned to P , if
The quantitative AEP bounds the probability of this event by
Given that a sample is drawn from P , an error can be made in two situations, either
The quantitative cross-entropy AEP bounds
whereas the quantitative AEP implies
C.2.2 Error bound for cross-entropy classifier 960 We now assume without loss of generality that C Q > C P . Note that given that a sample X comes 961 from distribution Q, it can only be assigned to P if
As in the previous section, the quantitative AEP bounds this probability of this event by
Similarly, given that a sample X comes from distribution P , it can only be assigned to Q if 964 − 1 n log q(X) −H n (p, q) ≥ C Q 2 , and the quantitative cross-entropy AEP estimates
In fact, by using one-sided Hoeffding inequalities (and corresponding one-sided AEPs), one can actually 967 replace the prefactor 2 by 1. In this section we consider the limiting behavior for n → ∞ of the sets S n ⊂ R 2 which we define by
These sets are the union of the image of all possible genotypes in the log-probability plane.
971
The claim is that (with probability one) these sets converge (in Hausdorff distance) to a certain 972 closed, convex set A. This set A is determined by the distribution of the p i 's and the q i 's. Loosely 973 speaking, for large n, for every point A there is a point in S n closeby, and for every point in S n there 974 is a point in A closeby.
975
For simplicity, we assume that the gene frequences p i and q i can only attain a finite number of 976 values. We denote the possible values for p i by a 1 . . . , a N and the possible values for q i by b 1 , . . . , b N .
977
We assume moreover that 0 < a 1 < · · · < a N < 1 and 0 < b 1 < · · · < b N < 1.
978
We denote by f (a j , b k ) the probability that p i = a j and q i = b k .
979
By L(a, b) we denote the (unoriented) line segment between the points (− log(a), − log(b)) and where the sums on the right-hand-side denote Minkowski sums.
983
Theorem C.3.1. With probability 1, the sequence of p i and q i is such that the set S n converges to the 984 set A in the Hausdorff distance as n → ∞.
985
A version of this theorem is also true when p i and q i are continuously distributed, under some 986 extra conditions on the distribution (specifically their behavior close to 0 and 1). The set A then has 987 a description as a 'Minkowski integral' rather than a Minkowski sum. We do not focus on this case to 988 avoid technicalities.
989
The Hausdorff distance between two bounded and closed sets K 1 and K 2 is defined as the smallest 990 ≥ 0 such that K 1 is contained in T (K 2 ) and K 2 is contained in T (K 1 ), where 991 T (K i ) = {z ∈ R 2 | dist(z, K i ) ≤ }.
We will explain the proof of the theorem. We let N n (a j , b k ) denote the number of indices i ∈ 992 {1, . . . , n} such that p i = a j and q i = b k .
993
A n := N j=1 N k=1 N n (a j , b k ) n L(a j , b k ), and we will show that A n → A in the Hausdorff distance. For instance by Sanov's theorem, it follows 995 directly that with probability 1, 996 N n (a j , b k ) n → f (a j , b k ).
By the continuity properties for the Minkowski sum it follows that the sets A n converge in the Hausdorff − 1 n log p(X), − 1 n log q(X)
only depends on for how many indices i, X i = 1 and p i = a j , q i = b k . This motivates the following 1010 definition.
1011
By M n we denote the space of N × N matrices x with integer entries that satisfy the constraints 1012 0 ≤ x jk ≤ N n (a j , b k ).
For x ∈ M n we denote by p n x the following point in R 2 1013 p n x := N j=1 N k=1 N n (a j , b k ) n x jk N n (a j , b k ) B(L(a j , b k )) + N n (a j , b k ) − x jk N n (a j , b k ) E(L(a j , b k ))
It is then clear that we may rewrite S n as 1014 S n = x∈M n p n x .
Moreover, it follows that S n ⊂ A n .
1015
Using this representation of S n , we can now check that as n → ∞, the Hausdorff distance between 1016 S n and A n is bounded by C/n, thereby proving the theorem.
1017
A line segment is the convex hull of its endpoints. For two sets B 1 and B 2 , the convex hull of Note that the set {q n y } y∈M N is a subset of {p n x } x∈M n , while we established previously that p n x ∈ A n for 1024 every x ∈ M n . Hence, also 1025 A n = Conv.Hull S n .
The final statement to check is that every point in A n is within distance C/n to some point p n x .
1026
Let therefore a ∈ A n . Then where we used that y λ y = 1. Then choose x jk such that 1030 x jk N n (a j , b k ) ≈ y λ y y jk , the error being bounded by at most 1/N n (a j , b k ).
1031
The distance between a and 1032 p n x = N j=1 N k=1 N n (a j , b k ) n x jk N n (a j , b k ) B(L(a j , b k )) + 1 − y x jk N n (a j , b k ) E(L(a j , b k )) , is therefore bounded by C/n for some constant C depending on N and the distance of the a j and b k 1033 to 0 and 1. This finishes the proof of the theorem. The previous description (C.3.2) provides a way to compute the set A n and a similar formula can be 1036 derived for A. However, it is not very efficient. In this section we will provide a more efficient way to 1037 calculate A, by specifying its boundary.
1038
First we order the points (a j , b k ) according to the angles 1039 α jk = arccos E(L(a j , b k )) 1 − B(L(a j , b k )) 1 length(L(a j , b k )) .
In other words, for = 1, . . . , N 2 , we let j( ) and k( ) be such that Next, with obvious abbreviations, we define vectors It is immediate from the definitions that the set A can also be written as
We claim that 1045 A = w + Conv.Hull(v 1 , v 1 + v 2 , . . . , v 1 + · · · + v N 2 , v 2 + v 3 + · · · + v N 2 , . . . , v N 2 ).
To see this, we first note that we may without loss of generality assume that w = 0, and that the 1046 slopes of v 1 and v 2 are different when 1 = 2 .
1047
By the definition of B and E , we know that for every , the vector v either points to the right or 1048 lies in the upper halfplane. Note that the origin lies in A, as do the line segments [0, v 1 ] and [0, v N 2 ].
1049
Moreover, the set A lies in the smaller cone bounded by the rays starting from the origin with the 1050 directions of v 1 and v N 2 respectively. It follows that the origin is an extreme point of the convex 1051 polyhedron A.
1052
Note that for k = 1, . . . , N 2 − 1 we may alternatively write A as
This representation of A allows one to check that for every k = 1, . . . , N 2 , . . , v 1 + · · · + v N 2 , v 2 + v 3 + · · · + v N 2 , . . . , v N 2 ).
This description allows for fast checks whether or not a point lies in A.
