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Introduction
A classic problem in econometrics is determining whether the form of a regression function remains the same for two or more separate subsamples. Beginning with Chow's (1960) work, a lot of attention has been devoted in the econometric literature to testing equality of regression functions. The related tests have been used in various economic problems. Some instances are testing for gender or race discrimination in earnings functions, testing for stability o ver time of economic relationships, and in particular testing for poolability of panel data, testing of disequilibrium models, testing for switching of rms' strategies in microeconometric models derived from game-theory, . . . . The classical testing procedures assume a parametric form, usually a linear one, for the regression functions under test. But as is well-known, specifying incorrect parametric forms can lead to serious errors in inference. Indeed, rejection of the equality h ypothesis can be due solely to misspeci cation of the model. Reversely, o veracceptance of the null hypothesis can appear as a consequence of misspeci cation. Therefore, it is advisable to use a testing procedure free of any parametric assumption.
The problem of comparing regression curves in a nonparametric context has been mostly studied in the particular setup of two subsamples with a one-dimensional regressor. In this case, it is possible to use the di erences in the dependent v ariable between the two subsamples to build a test statistic. Hall and Hart (1990) propose a Cramer-von-Mises type statistic while Delgado (1993) studies a Kolmogorov-Smirnov t ype statistic. The related procedures require identical regressor's designs. Kulasekera (1995) extend Hall and Hart' s procedure to the case of two curves with di erent designs of explanatory variables using quasi-residuals, built from use of a nonparametric regression estimated on the rst subsample and applied to the observations of the second subsample. Alternatively, one can directly use the mean squared di erences between nonparametric regression estimates. This idea has been worked out in the xed design case, when the two c u r v es are assumed to be equal up to a known parametric transformation by H ardle and Marron (1990) , and under the assumption of normality of the residuals by King, Hart and Wehrly (1991) . More recently, Y oung and Bowman (1995) have proposed a test that compares several regressions depending on a one-dimensional random variable with normal residuals.
However, in applied econometrics, we often consider more than one explanatory variable and deal simultaneously with more than two subsamples. More crucially, it is scarcely the case that we h a ve c o n trol on the design of explanatory variables. In view of practical use in econometrics, this paper proposes a general asymptotic joint test of equality across nonparametric regressions that is consistent against any alternative to the null hypothesis. It extends previous work in many directions. First, our assumptions does not require normality or homoscedasticity o f t h e regression errors and residuals are allowed to have di erent distributions across subsamples. Second, it allows for any dimension of the explanatory variables. Third, we d e a l w i t h a n y n umber of subsamples. Fourth, we consider the case of random explanatory variables and allow the designs of the regressors and the number of observations to di er across subsamples. Fifth, the division into subsamples is de ned through a variable which can be either xed or random. As a leading case, we consider the situation where a random qualitative v ariable de nes the split into di erent subsamples, as frequently arises in economic applications. Our procedure is then a general test of signi cance for qualitative v ariables in a nonparametric regression. It supplements previous work on testing for omitted continuous variables in nonparametric regression, see A t-Sahalia, Bickel and Stoker (1994) , Fan and Li (1996) , Gozalo (1995) and Lavergne and Vuong (1995) . We subsequently extend our procedure to the setup where the split depends on a xed qualitative v ariable. Our procedure here provides a \nonparametric analysis of covariance" that has numerous potential applications in and outside the eld of econometrics.
For designing a general procedure, we formalize the problem as one of comparison of only two nested models, irrespective to the number of subsamples considered. Thus we can build a test statistic that compares nonparametric estimators under the null model and under the alternative. Such a comparison is analogous to the one performed in many consistent testing procedures for parametric speci cation of regression functions or signi cance of continuous covariates. However, our work has a distinctive feature with respect to previous work on testing against a nonparametric alternative. Indeed, tests of a parametric speci cation using nonparametric estimation use the fact that the parametric estimator in the null model has a faster rate of convergence than the nonparametric estimator in the alternative model. Similarly, tests for signi cance of continuous variables in nonparametric regression crucially rely on the di erence in pointwise rates of convergence of the estimators in the competing models, which is related to the di erent dimension of the regressors sets. In contrast, we argue that in the particular testing issue that we address, there is no justi cation for such discrepancy in rates of convergence. Moreover there is no need to require it for deriving a consistent testing procedure. Therefore, we consider equal rates of convergence for estimators in each m o d e l a n d w e i n vestigate thoroughly the implications of this peculiarity.
The paper is organised as follows. In Section 2, we consider the leading case where the splitting variable is random. We set up our testing framework and derive the basic statistic for testing equality of nonparametric regression functions. We c haracterize its asymptotic distribution, not only under the null hypothesis but also under a sequence of local alternatives. We then derive a consistent testing procedure and discuss its implementation. In Section 3, we treat the case of a xed splitting variable and relate it to a nonparametric analysis of covariance. We show h o w the assumptions of Section 2 can be weakened to deal with cross-section and panel data. Section 4 studies the small sample behavior of our test through some simulations. The Conclusion summarizes our main ndings. All the proofs are relegated to the last Section 6.
2 Case of a random C 2.1 The testing framework Let C be a discrete variable on C = 1 : : : C , with corresponding strictly positive probabilities p 1 : : : p C . Let f(C i X i Y i ) i = 1 : : : n g be a sample of i.i.d.s observations from (C X Y) taking values on C IR p IR. Consider the general regression model
where R( ) denotes the regression function of Y on X and C. L e t K( ) b e a k ernel on IR p and h n a bandwidth. For any c, a nonparametric kernel estimator of f c ( ), the conditional density o f X given C = c, i s f n c (x) = ( n c h p n ) ;1 n X i=1 K x ; X i h n 1I C i = c] 8x 2 IR p where n c = P n i=1 1I C i = c]. A nonparametric kernel estimator of R( c ) is obtained as R n (x c) = (n c h p n ) ;1 P n i=1 Y i K( x;X i hn )1I C i = c] f n c (x) 8x 2 IR p :
In the formulas, we use non-smoothing weights for the qualitative v ariable C. If there exists a natural ranking of the modalities of C that is likely to be relevant in the regression model, nonsmoothing weights can be replaced by smooth ones without changing the estimators' properties, see Delgado and Mora (1995) .
If we o verlook the information concerning the splitting as given by the C i 's, we w ould consider instead the regression model Y i = r(X i ) + u i E u i jX i ] = 0 i = 1 : : : n :
(2.2)
Thus we will estimate the function r( ) b y its kernel estimate on the whole sample r n (x) = (nh p n ) ;1 P n i=1 Y i K( x;X i hn ) f n (x) 8x 2 IR p where f n (x) = ( nh p n ) ;1 n X i=1 K x ; X i h n 8x 2 IR p :
These estimators converge respectively to r( ) = P C c=1 p c R( c )f c ( )=f( ), the conditional expectation of Y given X, and f( ) = P C c=1 p c f c ( ), the marginal density o f X. The hypothesis of interest is the constancy of the regression function R( C= c) for di erent values of c, i.e. across the subsamples de ned by the variable C. Equivalently, it means that we are not loosing any information by disregrading the C i 's and estimating the simpler regression Model (2.2) instead of (2.1). Thus the null hypothesis can write H 0 : R(X C) = r(X) a . s . This intuitive formulation enables us to deal with the testing problem as a comparison of two nested models, whatever the number of subsamples is. 1 Because we aim to compare the unknown regression functions R(X C) and r(X), we will rely on their respective estimators R n (X C) and r n (X). We are using the same amount of smoothing, as well as the same kernel, for both estimators. There are many reasons for this choice. First, from an estimation viewpoint, there is no reason why w e should employ di erent parameters in each model. The sample size is the same in both models. Moreover, it is known that a discrete variable does not a ect the rate of convergence of nonparametric estimators and does not create any bias in estimation, see Bierens (1987) and Delgado and Mora (1995) . Similarly, from their de nitions, both functions r( ) and R( ) h a ve similar smoothness properties, so that the order of the kernel should be the same for both models. Therefore, if one wants to select the parameters with respect to some optimality measure, the resulting bandwidths, while depending on possibly di erent unknown constants, should asymptotically follow the same rate of decrease to zero. 2 Second, from a testing viewpoint, using di erent amount of smoothing for each of the two models may lead to incorrect inferences. Indeed, it is likely to attenuate the discrepancies between the regression functions if the alternative w ere to hold. Conversely, i t m a y i n troduce spurious di erences between the two models when they are in fact equivalent. 3 The last point is illustrated by Figure 1 . From 200 observations generated as in Section 4 under the null hypothesis, we estimate separate regression functions for the two subsamples and compare them rst (cf. Figure 1a ) to the pooled estimated curve with the same bandwidth and second (cf. Figure 1b) to an oversmoothed pooled estimated curve (pooled estimates are represented as discontinuous lines). In Figure 1a , the pooled estimated curve always appears to lie in between the two separate regression functions. This is because the nonparametric estimators ful ll r n ( ) = P C c=1 (n c =n)R n ( c )f n c ( )=f n ( ), which is the empirical counterpart of the equality r( ) = P C c=1 p c R( c )f c ( )=f( ). In contrast, when oversmoothing the pooling model, the pooled estimated curve lie within some intervals either below o r a b o ve both separate curves. Furthermore, in the tails where only observations from one group are available, the pooled estimated curve from Figure 1b can markedly di er from the estimator on this subsample, while in Figure  1a the two are identical. Therefore, using the same bandwidth and kernel parameters seems to be the easiest way to put both model on equal footing in the testing procedure. This also constitutes a practical advantage for implementation, because the behavior of estimators under the null and alternative model are driven by only one free smoothing parameter. By contrast, other testing procedures using nonparametric estimation, i.e. parametric speci cation tests against a nonparametric alternative or signi cance testing of continuous variables in nonparametric regression, heavily rely on the fact that the estimator in the null model is independently determined from the competing estimator under the alternative.
As the null hypothesis of interest corresponds to the non-signi cance of the discrete variable C, w e can built our test statistic in a way similar to Lavergne and Vuong (1995) , who deal with signi cance testing of a continuous variable. Let u denote the di erence between Y and r(X). For testing H 0 and obtaining a procedure consistent against any alternative, we consider an estimate of E E 2 (ujX C) (X C) = E h (R(X C) ; r(X)) 2 (X C) i , which is zero under H 0 and strictly positive under any alternative t o H 0 , for any function (X C) that is strictly positive and non zero on the support of (X C). Because of the form of the kernel estimate, it is convenient to use f 2 (X)f C (X) a s a w eighting function. This device is analogous to the one used in other semiparametric estimation and testing problems, see e.g. Powell, Stock and Stoker (1989), Fan and and Lavergne and Vuong (1995) . If the quantities u i f(X i ) w ere observed, a sample analog of E E 2 (uf(X)jX C)f C (X) = E uf(X)E(uf(X)jX C)f C (X)] would be V 0n = 1 n (2) X a u i u j f(X i )f(X j ) 1 h p n K X i ;X j h n w nij where w nij = n;1 n C i ;1 1I C i = C j ], P a denotes summation over the arrangements of m distinct elements fi 1 : : : i m g from f1 : : : n g, a n d n (m) = n!=(n;m)! is the number of these arrangements. Now, because we do not know the u i 's and f(X i )'s, we replace them by their kernel estimates.
Dropping suitable terms as in Lavergne and Vuong (1995) , we obtain the statistic
where K nij (1=h p n )K (X i ; X j )=h n ]. 4 2.2 Asymptotic behavior of V n Theorem 1 gives the behavior of V n under the hypotheses H 1n : R(X C) = r(X) + n d(X C) where f n n = 1 : : : g is a sequence of reals from 0 1]. The xed alternative corresponds to n = 1 8n, while the null corresponds to n = 0 8n. 5 Moreover, this general formulation allows to deal with some local alternatives whose rates of convergence to H 0 are given by the rate of decrease of n to 0. For stating and commenting our results, we need some de nitions and notations. We l e t 2 C (X) E u 2 jX C = E h (Y ; r(X)) 2 jX C i and we label it the \conditional variance" (with respect to both X and C) from Model (2.2). We l e t w CC 0 1 p C 1I C = C 0 ] and de ne as the convolution operator, i.e.
(K K)(u) = Z IR p K(t)K(u ; t) dt: We c a l l U p the class of integrable uniformly continuous functions from IR p to IR, a n d D p m q the class of m-times di erentiable functions from IR p to IR with derivatives of order m that are uniformly Lipschitz continuous of order q, q 2 (0 1). Moreover, we d e n e K p m , m 2, as the class of integrable functions K from IR p to IR with compact support, satisfying R K(s) ds = 1 and Z s 1 1 : : : s p p K(s) ds = 0for 0 < p X i=1 i m ; 1: 6 Assumption 2.1 : f(C i X i Y i ) i = 1 : : : n g is an i.i.d sample from a random variable (C X Y) on C IR p IR, w h e r e C is a discrete variable on C = 1 : : : C , w i t h c orresponding strictly positive probabilities p 1 : : : p C , and where Y has nite eight moment. Assumption 2.2 : (i) For each c = 1 : : : C, f c ( ) and R( c )f c ( ) belong to U p \ D p m q , a n d also 2 c ( )f c ( ) belongs to U p . (ii) K 2 K p m q , m 2.
Theorem 1 : Under Assumptions 2.1 and 2.2, if nh p n ! +1 and nh p=2 n h 2(m+q) n ! 0, t h e n a s n ! +1,
dt and g 2 (X) = P C c=1 p c f 2 c (X). 5 We let d(X C) 0 i f n = 0 . 6 The unity i n tegral assumption is actually not necessary, b u t w e impose it as it is not restrictive.
We rst discuss our assumptions. Assumption 2.1 allows for dependence between (X Y) a n d C. In particular, the distribution of the regressors can vary across subsamples. 7 Similarly, the residuals distributions are not restricted to be identical for di erent v alues of C. The residuals can also be heteroscedastic with respect to X. Assumption 2.2 requires smoothness conditions on the underlying functions and kernels that are standard in nonparametric estimation. The compactness of the support of K( ) could be relaxed, but this would lead to more tedious proofs. Our assumptions on the bandwidth include the usual ones, and speci cally imply that h n goes to zero as the sample size grows, while its rate of decrease is restricted by nh p n ! +1. The last condition relates the rate of convergence of the statistic and its bias rate. When comparing two nonparametric regression curves, H ardle and Marron (1990) obtain a statistic with a bias of order (1=nh p n ). In our context, the bias is of order h 2(m+q) n and is controlled through the condition nh p=2 n h 2(m+q) n ! 0. With respect to the optimal rate for estimating the regression function, i.e. h n / n ;1= p+2(m+q)] , this implies undersmoothing as is usual in semiparametric estimation, see Robinson (1988) and Powell, Stock and Stoker (1989) among others.
As shown in the proofs, the behavior of V n depends on whether the null hypothesis holds or not. Under the alternative, V n asymptotically converges to a normal distribution with the usual p n-rate of convergence. But under the null, the asymptotic distribution of V n has both a null expectation and a zero asymptotic variance. This degeneracy leads us to consider higher-order terms in the asymptotic expansion of V n . F or this we use a central limit theorem for degenerate U-statistics, see Fan and Li (1996) . Similar situations also arise in other studies of testing problems, as parametric speci cation testing using functional estimation or signi cance testing of continuous covariates in nonparametric regression. In such procedures, one also compares two nested models with statistics similar to V 0n , where the elements u i of the null model are replaced by parametric or nonparametric estimators. But because in the latter cases estimators of the null regression model have a pointwise faster rate of convergence than estimators in the alternative general model, plugging-in estimators in V 0n does not a ect its asymptotic behavior.
In contrast, in our case, the estimators in the general Model (2.1) and the restricted Model (2.2) have similar pointwise rates of convergence. Consequently, the asymptotic behavior of V n di ers from the one of V 0n . Nevertheless, our results show that in our setup plugging-in estimators of u i in uences the asymptotic variance under the null hypothesis, but a ects neither the asymptotic 7 See the end of Section 3.1 for a discussion on this point. expectation nor the rate of convergence under H 0 .
In writing the asymptotic variance ! 2 , w e h a ve adopted the following convention:
The asymptotic variance of V n under the null hypothesis has a quite complicated form. First, it depends on the cross-products between 2 c ( ) a n d 2 c 0 ( ) for di erent c and c 0 , that is on the cross-products of \conditional variances" from Model (2.2) between di erent subsamples. Second, it explicitely depends on the di erence in the designs between subsamples, through the ratios f c ( )=f( ) a n d g 2 ( )=f 2 ( ). The rst quantity is the ratio of the conditional density of X given C = c to the \average" marginal density f( ) = P C c=1 p c f c ( ). The second equals P C c=1 p c f 2 c (x) =f 2 ( ) and can be given the interpretation of a \normalized variance" of f c ( ). In the case where X is independent o f C, both ratios equal one for any x and c. B u t , a s w e do not require such an independence assumption, the designs may di er markedly across subsamples. Hence, in general, these ratios introduce very di erent w eightings across the subsamples and the values of the explanatory variables. Therefore, even in the simple case with two subsamples with identical sizes, it seems impossible to nd a kernel that would minimize the variance irrespective of the designs of the explanatory variables.
Had we used di erent amounts of smoothing in the two models, and speci cally imposed oversmoothing in Model (2.2) with respect to Model (2.1), the results of Theorem 1 would still hold. But the asymptotic variance of V n would then reduce to the one of V 0n , i.e.
It is noticeable that the variance ! 2 0 has none of the features of the variance ! 2 . I t d o e s n o t depend at all on the cross-products of the conditional variances. It does not explicitely depend on the di erences in the designs (though obviously the di erent f c ( ), c = 1 : : : C, p l a y a role in integration). Moreover, it is also independent of the probabilities p c , c = 1 : : : C, so that each value of C plays the same role in the variance whatever its probability of occurence is. These ndings appear as supplementary justi cations for not using di erent amounts of smoothing in each model.
More generally, one could derive the asymptotic variance when using a speci c bandwidth for each model, with their ratio converging to a nite constant. Varying this constant gives more or less weight to the di erent terms in the asymptotic variance. In general, we cannot say which choice of bandwidths would minimize this variance. Oversmoothing of the pooling model comes to the speci c choice of a bandwidths' ratio converging to zero. This leads in particular to ignore some interaction terms in the asymptotic variance, which are however present in nite samples. Our approach explicitely takes these interaction terms into account and aims to control for them by imposing identical bandwidths.
Testing procedure and extensions
From a reasoning analogous to the one leading to (2.3), the variance ! 2 can be estimated as
c=1 (n c =n)f 2 n c (x) 8x 2 IR p and b n is a trimming parameter such that b n = o(1).
An alternative estimator, which is computationally less demanding but more biased in small samples, is
where u ni Y i ; r n (X i ). The consistency of both forms of ! 2 n can be proven using similar arguments as in the proof of Theorem 1 and as in Part (i) of Theorem 1 of Lavergne and Vuong (1996) for the treatment of the trimming parameter. In particular, an assumption on b n that ensures consistency of ! 2 n is that b ;1 n sup x2IR p jf n c (x) ; f c (x)j = o p (1), for all c. In view of our Assumption 2, su cient conditions are (b n p nh p n ) ;1 = o(1) and b ;1 n h m+q = o(1), see Lavergne and Vuong (1996) for details. 8
Therefore, we can propose nh p=2 V n =! n as a test statistic for testing equality across nonparametric regressions. From Theorem 1, by letting n = 0, this test statistic is asymptotically N(0 1) under the null hypothesis, and by letting n = 1, it diverges to +1 under any xed alternative t o H 0 . T h us, for implementing the testing procedure, one chooses a critical value from the standard normal distribution for some signi cance level. If the value of the test statistic is larger than this critical value, then one rejects the null hypothesis of equality of the regression functions. If the value of the test statistic is smaller than the critical value, then one accepts the null hypothesis, i.e. one concludes to the non-signi cance of the qualitative v ariable C in the regression function of Model (2.1). The test is therefore a one-sided normal test and is consistent against any xed alternative. In addition, by Theorem 1, the test has power to detect local alternatives of the type H 1n approaching the null at a rate slower than (nh p=2 ) ;1=2 . Di erent extensions of the procedure can be proposed. First, as C is a qualitative random variable with any xed number of possible values, the procedure can be applied to test the signi cance of any set of qualitative v ariables in a nonparametric regression. The variable C is then used to recover any combination of the values of the initial discrete variables. Second, one can easily introduce discrete variables in the regressors that are not under test. That is, we c a n consider (X D) instead of X, where D is a set of discrete covariates. In that case, one should introduce D in the di erent functions, so that R(X C) becomes R(X D C), r(X) becomes r(X D), . . . The rate of convergence of V n will be una ected as the discrete variables has no inuence on the rate of convergence of nonparametric estimators. The asymptotic null distribution will be similar to the one of Theorem 1, with the arguments D added in the expression of ! 2 . A s noted before, we can equivalently use either smooth or non-smoothing weights for the discrete variables in D, a s w ell as for those in C, without a ecting the asymptotic properties of our procedure. Third, as detailled in the next section, both assumptions of independent observations and identically distributed observations can be relaxed to some extent.
3 Case of a xed C
Cross-section data
There exist situations where the variable de ning the division of subsamples is not random, for instance when testing for poolability of cross-section data, such as those concerning di erent industries and/or di erent countries. This is also true for experiments in which one can control for some factors. The general results from the previous section can be adapted to be used in this context. Speci cally, l e t C be a variable taking integer values in 1 : : : C . F or each c, w e assume that we h a ve at hand a n c i.i.d. sample from a random variable (X c Y c ) o n IR p IR, such that X c has marginal density f c ( ). We employ similar notations as in Section 2, so that, for each c, the sample from (X c Y c ) is denoted n (X i Y i ) i = 1 + P c 0 <c n c 0 : : : P c 0 c n c 0 o and P C c=1 n c = n. W e then consider the general regression model
so that now R(X i c ) denotes the regression function of Y c on X c . F or each c, nonparametric kernel estimators of R( c ) a n d f c ( ) are de ned as in the previous section. Overlooking the information given by C and assuming falsely that the observations constitute a i.i.d. sample leads to consider the regression model Y i = r(X i ) + u i E u i jX i ] = 0 i = 1 : : : n :
( 3.2) Nonparametric kernel estimators of f n ( ) a n d r n ( ) are de ned as in the previous section, but their interpretation changes radically. H e r e f n ( ) estimates f( ) = P C c=1 n c f c ( )=n, which is no more the marginal density of an observed random variable X, but the density o f a h ypothetical variable constructed from the di erent X c 's. Similarly, r n ( ) estimates r( ) = P C c=1 n c R( c )f c ( )=nf( ), which is no more a conditional expectation function, but a weighted average of the regression functions of Y c on X c , c = 1 : : : C. H o wever, f( ) a n d r( ) play here exactly the same role as before, so that we m a y call them \marginal density" and \restricted regression" by abuse of language.
While the two models are now i n terpreted di erently, the framework is really similar. The null hypothesis of interest is still the constancy of the regression function R( c ) for di erent values of c. Equivalently, it means that it is possible to pool the data and to estimate the function R( c ) in Model (3.1) through the simpler Model (3.2), even though the densities f c ( ) for di erent v alues of c di er. Thus, the null hypothesis of interest can write H 0 : R(X c) = r(X) a . s . 8c = 1 : : : C and the statistic V n is constructed as in Section 2.1. Theorem 2 gives our general result for a xed C. W e l e t 2 c (X) E h (Y c ; r(X c )) 2 jX c = X i and w cc 0 1 pc 1I c = c 0 ], with p c = ( n c =n) (which is asumed to be xed as C is xed). Theorem 2 : Under Assumptions 3.1 and 2.2, if nh p n ! +1 and nh p=2 n h 2(m+q) n ! 0, t h e n a s n ! +1,
Compared to the previous section, we h a ve relaxed the assumption of identically distributed data across subsamples, but still we assume independent observations across subsamples, which is typically the case for cross-section data. The proof of Theorem 2 mainly follows the one of Theorem 1, see Section 6.2 for some brief explanations. From our theorem, it is straightforward to deduce a testing procedure based on nh p=2 V n =! n , where ! n is an estimator of the asymptotic variance ! 2 similar to the ones given in the previous section. The test is as before a one-sided normal test, consistent against any alternative and detects local alternatives of the type H 1n provided that 2 n nh p=2 n ! +1.
There are some interesting connections between our procedure and analysis of covariance. The simple analysis of variance model writes
For testing the hypothesis c = 8c = 1 : : : C, the usual testing procedure is built upon
In writing ! 2 , w e use the convention in (2.4).
Our statistic V n is analogous to S (with the slight di erence that it excludes equal indices in the sum), but weights the rst di erences in the dependent v ariable by quantities that depend on explanatory variables, namely by K nik K njl K nij . T h us our testing procedure provides a "nonparametric analysis of covariance." Indeed, it allows to test if there exists any di erential e ect of the regressors on the dependent v ariable across the considered subsamples without imposing any parametric assumption at the outset.
Three main remarks follow f r o m t h e i n terpretation of our procedure as a nonparametric analysis of covariance. The rst remark is related to the choice of weights in the null hypothesis considered, which writes
a.s. 8c = 1 : : : C:
In the case where the observations constitute a unique random sample, it is meaningful to use a w eighting scheme proportional to p c f c (:). However, in the present setup where C is xed, the use of \frequencies" as weights in writing the null hypothesis is no longer readily interpretable. Obviously, there exist other equivalent formulations of the null hypothesis of interest, i.e. the constancy of R( c ) with respect to c, that use di erent w eighting schemes. To e a c h formulation corresponds a test statistic. The relative merits of the di erent procedures will generally depend of the particular data at hand. The second remark concerns problems in application and interpretation of the procedure. As noted by S c he e (1959, p. 198) , \it is sometimes said that the analysis of covariance is valid only if the treatments do not a ect the values of the concomitant v ariables. (. . . )T h edictum that the analysis of covariance can be used only in this case would thus con ne it to a very restricted situation. (. . . ) The analysis of covariance can be applied to get tests of hypotheses that have correct signi cance leve l ,( . . . )b u tt h es e n s eo fu s i n gthese tests must be considered separately in each application." This statement remains true for the nonparametric analysis of covariance proposed here. Speci cally, our analysis allows the density of explanatory variables to vary across subsamples, so that the \treatments" (i.e. the discrete variable C) m a y a ect the explanatory variables. 10 Therefore, the procedure is widely applicable, but may g i v e a right answer to a wrong question. If some of the regressors are \part of the treatment", e.g. if the regressors have di erent supports depending on the values of C, then the null hypothesis H 0 is no longer meaningful. This second remark obviously extends to the case of a random C treated in the previous section.
Third, our procedure only applies for testing the strict equality of the whole regression functions. If one wants to test equality up to some parametric transformations, one should build a speci c test statistic that accounts for this at the outset, as done in H ardle and Marron (1990) . Even in the simple case of testing for parallelism of the regression curves, which i s easily entertained within the linear parametric analysis of covariance framework, adapting our procedure is not completely straightforward. This and other extensions will be the topic of further work.
Panel data
One potential useful econometric application of our test is testing for poolability of panel data. We consider this problem separately for two main reasons. First, we need to detail the assumptions under which our test is applicable. Second, we w ant to compare our theoretical results with the ones in Baltagi, Hidalgo and Li (1996) , which is to our knowledge the only work to date that proposes a nonparametric test of poolability for panel data.
Let us consider the panel data model Y it = R t (X it ) + U it i = 1 : : : n 0 t = 1 : : : T :
At each period t, fX it i = 1 : : : n 0 g is a i.i.d. sample from X t with density f t ( ). The null hypothesis of interest is the constancy of the regression function R t ( ) o ver time, that is H 0 : R t (X) = r(X) a.s. 10 After the rst version of this paper was written, we h a ve discovered an early paper by Quade (1982) , who proposes nonparametric analysis of covariance methods. A rst analysis, labelled analysis of covariance by matching, is valid only under the assumption that the distribution of X does not vary conditionally to C . The second one, named analysis of matched di erence, does not require this assumption and is very close in spirit to our analysis, with the major di erence that the bandwidth is considered as xed. where r( ) (1=T) P T t=1 f t ( )R t ( )=f( ) and f( ) (1=T) P T t=1 f t ( ). The statistic V n here writes V n = T n (4) X a (Y it ; Y kr )(Y jt ; Y ls ) 1 h 3p n K X it ;X kr h K X jt ;X ls h K X it ;X jt h (3.4) with n = n 0 T and P a denotes summation over the arrangements of distinct indices fit jt kr l s g.
The results of the previous subsection, where we imposed independence across subsamples, do not readily apply in this context. Nevertheless, as we argue below, this assumption can be weakened without changing the results. 11 Thus, the asymptotic behavior of V n as n 0 goes to in nity i s g i v en by Theorem 2. Its asymptotic variance is
The usual way of considering panel data models in econometrics is to see R t ( ) as the conditional expectation of Y t given all past explanatory variables fX 1 : : : X t g and a time-independent latent v ariable l. This formulation is quite general, and in particular allow for some lagged dependent v ariable in the regressors, so that further restrictions are usually imposed on the model. Chamberlain (1984) distinguishes two main restrictions: lack of residual serial correlation and no structural lagged dependent v ariables. We here recall the fundamental de nitions.
There i s r esidual serial correlation conditional on a latent variable l if Y t is not independent of fY 1 : : : Y t;1 g conditional on fX 1 : : : X t l g. The relationship of X to Y is static conditional on a latent variable l if X is strictly exogeneous conditional on l and if Y t is independent of fX 1 : : : X t;1 g conditional on X t and l. If the relationship of X to Y is static conditional on a latent variable l, then there a r e no structural lagged d e p endent variables. Our analysis imposes the two restrictions of no serial residual correlation and of a static relationship of X to Y (both conditional on a latent v ariable l). First, though Assumption 3.1 imposes independence between subsamples, inspection of the proofs reveals that we can alleviate the independence requirement and replace it by the assumption of no serial residual correlation. This assumption allows for xed individual e ects correlated with the regressors. Indeed, in a nonparametric context, such e ects are included in the regression function, i.e. they are not separately identi able. 12 Second, the formulation (3.3) assumes that the regression function does not depend on fX 1 : : : X t;1 g. This is true when the relationship of X to Y is static conditional on a latent v ariable l. But as shown by Chamberlain (1984) , there is no restriction to assume a static conditional relationship in a fully nonparametric context. It is restrictive only when combined with a speci c functional form of the distribution. Hence, the restrictions of our analysis are not as stringent as they may appear at rst. Baltagi, Hidalgo and Li (1996) consider a statistic which is basically built as ours, with the important di erence that they introduce two di erent smoothing parameters h n and a n , using h n for the general Model (3.3) and a n for the model that pools the data. Subsequently, they require oversmoothing of the null regression model, i.e. the pooling one, relative to the general alternative one by imposing h n =a 2 n = o(1). As a consequence, the asymptotic variance of the where conditional on C, X is generated as N(C 1) and U is independently distributed as N(0 2 C ). The null hypothesis corresponds to d(X) 0, and we consider di erent forms of alternatives as speci ed by d( ). We impose the restriction that E d(X)jC = 0] = 0 and we set parameters a and b to -4 and 1 respectively, so that the conditional expectation of Y given C is independent o f C.
We consider small (n = 100) and moderate (n = 250) sample sizes and run 2000 replications.
For ease of computations, we c hoose the uniform kernel with support ;1=2 1=2]. The bandwidth parameter is chosen as h n = aŝ 2 X n ;1=5 , whereŝ 2 X is the estimated standard deviation for all observations of X. T h e c hoice of a = 1 corresponds to the usual rule-of-thumb i n k ernel estimation and we l e t a vary so as to investigate the sensitivity of our testing procedure to the choice of the bandwidth. Unreported simulations show that the trimming parameter has very little in uence on the results, so that it is arbitrarily set to 0 in all experiments.
The design of the alternatives has been chosen to investigate the power of our test with respect to the magnitude and the frequency of d( ). For the magnitude, we consider three linear alternatives of the form d(X) = X with = 0 :5 1 and 2 corresponding respectively to DGP 1 , DGP 2 and DGP 3 . This allows to compare the performances of our procedure to the standard Chow test based on the true Model (4.1). Alternatives corresponding to varying frequencies are de ned through d(X) = sin( X) with = 2 1 2=3 and 1=2 corresponding respectively to DGP 4 , DGP 5 , DGP 5 and DGP 7 . These departures from the null are of special interest, as it is known that smooth tests of parametric speci cation and nonparametric signi cance tests for continuous regressors are sensitive to the frequency of the alternative, see Hart (1997) and Lavergne and Vuong (1995) .
We rst consider the case of equal probabilities of C = 0 a n d C = 1 , c hoosing identical residual variances 2 0 = 2 1 = 1 . T able 1 reports our results for the null hypothesis (DGP 0 ) a n d the linear alternatives as we let a vary in the grid (0:2 0:5 1 1:5 2). For each case, the rst row g i v es the mean with standard deviation in parentheses of our test. The second row gives empirical levels of rejections for our test, the rst gure corresponds to a 5% nominal level, while the second one corresponds to a 10% nominal level. For each sample size, the last row reports empirical rejection rates of the Chow test for the same nominal levels. The rst column relates to the null hypothesis. The mean of our test statistic is close to zero for small and moderate bandwidths, then increases as the bandwidth constant goes from 1 to 2. The test is closest to be unbiased with slight undersmoothing with respect to the ruleof-thumb. The standard deviation of our test statistic grows with the smoothing parameter, but stays smaller than one. This is due partly to the fact that, to save computations, we use the simplest estimator of the variance (2.5), which is positively biased in small samples. A similar feature appears in the simulations performed by L a vergne and Vuong (1995) on their nonparametric signi cance test for continuous regressors. 14 Under the null hypothesis, empirical sizes are much higher than the nominal ones for a = 2 because of the bias of the statistic, and much smaller than desired for a less than 1, because of the variance estimation bias. It is quite di cult to draw conclusions about a best choice for the bandwidth in terms of empirical size, as the variance estimation problem leads to systematic underrejections in our procedure. Because the same holds true under any alternative, the small sample power performances of our test are also understated.
Regarding the linear alternatives, we nd as expected that power is increasing with the sample size and the magnitude of the departure from the null, as measured by . Rough undersmoothing leads to small power, especially for alternatives of little amplitude. Though, our test can reasonably detect quite small linear alternatives such a s DGP 1 for bandwidths that are greater than the rule-of-thumb. Furthermore, for alternatives of moderate amplitude, the power performance of our test can equal that of the Chow test, although the design is ideal for the latter. Our results also indicate that the highest power is attained for the largest tried bandwidth, though using an in nite bandwidth should ultimately lead to a trivial power. Table 2 has the same structure as Table 1 and reports results relative to the sinus alternatives. For n = 100, our test has relatively low p o wer against sinus alternatives when the bandwidth is smaller than the rule-of-thumb. When increasing the bandwidth, its performances improve except against the high-frequency alternative DGP 4 , in which case its empirical power exhibits an inverse U-shape as a function of h n . A di erent and striking feature appears from our results for n = 250. The empirical power of our test is only slightly a ected by the frequency of the departure from the null. For all four alternatives it is close to the one observed against the linear alternative DGP 2 . This is in sharp contrast with smooth tests for parametric speci cation or for signi cance of continuous regressors, which are very sensitive to the frequency of the alternative. For instance, in testing omitted continuous regressors, Lavergne and Vuong (1995) nd that the bandwidth in the general model has to be adapted to the frequency of the alternative, namely, the higher the frequency, the smaller the bandwidth should be. This occurs because in the latter test, the behavior of the estimator under the null is idenpendently driven by another bandwidth parameter. On the contrary, our procedure uses the same smoothing parameter in the general and the pooling model. Then the bandwidth a ects both estimators under the null hypothesis and under the alternative. As a consequence, our testing procedure appears to be very robust to the frequency of the considered alternatives for a moderate sample size. Our results show that h n needs not be adjusted to detect departures from the null of varying frequencies, and in all considered cases, the maximum power is achieved for the largest tried bandwidth. 15 For comparative purpose, we also provide the empirical rejection rates of the Chow test assuming a linear speci cation in X. The lowest frequency alternative DGP 7 is close to a linear speci cation in the range ; 1 1] . Given that X is N(0 1) when C = 0, the Chow test therefore performs quite well, while our test has power higher than the latter for bandwidth constants greater than 1. For higher frequency alternatives DGP 4 and DGP 5 , the Chow test has either trivial or low p o wer irrespective of the sample size, while the empirical power of our test can exceed 90% for a moderate sample size of 250. To i n vestigate the properties of the test under varying circumstances, we consider two di erent v ariations of the initial setup. We rst study a case where there is a large discrepancy in the population with respect to values of C by letting p 0 = 0 :2. In the second variation, we i n vestigate the in uence of residual variances by letting 2 1 = 2. (In both cases, the other 15 Unreported results show that the bandwidth needs be very large to observe a decrease in empirical power.
characteristics of the data generating process are unchanged with respect to the initial setup.) Relying on what we h a ve learned from the previous simulations, we focus on the null and linear alternatives for n = 250 and choose values of a among (1 1:5 2) . Table 3 reports results relative to these two situations. In the rst variation and under the null hypothesis, the test statistic has roughly similar mean as in the initial setup, but has less variation, so that the test has smaller empirical size. The empirical power of the test is adversely a ected with respect to the initial results, as could be expected given that only one fth of the sample, on average, has a di erent behavior of the rest of the sample. Still our test enjoys reasonnable power properties against DGP 2 and very good ones against the largest alternative DGP 3 , for which the percentage of rejections is always above 80%. In the second variation, the mean and the standard deviation of the test statistic have decreased with respect to the rst set of simulations. Indeed, it could be expected that the bias in variance estimation is larger when residual variance is greater. The test is also less powerful against departures from the null of small amplitude, but is roughly unchanged against DGP 3 , with rejection percentages greater than 96% for n = 250.
Conclusion
In this paper we propose a general test of equality across nonparametric regressions. It is based on the comparison of the regression function for each subsample with the general one that pools all the observations. It applies in a variety of situations, and in particular whether or not the division into subsamples is de ned in a random way. In our presentation, we h a ve rst considered the leading situation where a random qualitative v ariable de nes the split into di erent subsamples and where all observations are independent and identically distributed. Then, by considering the case where the split depends on a xed qualitative v ariable, we h a ve shown how our basic assumptions can be weakened so that our test applies to cross-section and panel data. In summary, our testing procedure is applicable in any case where the observations are i.i.d.s within each subsample and under the assumption that the residuals are uncorrelated across subsamples.
The characteristic feature of our procedure is that it uses a common smoothing parameter for the pooling estimator and the estimators based on the subsamples. We h a ve justi ed this choice and investigated thoroughly its implications. Besides the practical advantage that the practitioner needs only choose one smoothing parameter, another one is that our test is much less sensitive to the frequency of the alternative a s s h o wn in our simulations. Though, the bandwidth choice is clearly a key issue for application of the test. Bootstrap methods could be a w ay t o b ypass this problem, as bootstrap tests usually provide better approximations to the asymptotic null distribution than asymptotics do and can be much less sensitive to bandwidth choice, see e.g. Delgado, Dominguez and Lavergne (1998) . This possibility should be investigated both from a theoretical and a practical viewpoint.
Proofs
In what follows, u i Y i ;r(X i ), U i Y i ;R(X i C i ), f i f(X i ), r i r i (X i ), d i d(X i C i ), 2 i 2 C i (X i ) a n d Z i stands for (C i X i Y i ), i = 0 1 : : : n . Also h h n , K nij h ;p n K (X i ; X j )=h n ], K j Kj and i j k l i 0 j 0 k 0 l 0 refer to indices that are pairwise di erent unless stated otherwise.
We let b f i = ( n ; 1) ;1 P k6 =i K nik , and more generally for any index set I not containing i with cardinality jIj, b f I i = ( n ; 1 ; j Ij) ;1 P k6 =i k6 2I K nik . (1) where L n d ;!N(0 ! 2 ), nh p=2 I 1 ; (V 0n ; 2I 1 3 + I 1 5 )] = 2 n nh p=2 o p (1) + n p nh p=2 O p (1) + o p (1) nh p=2 I 2 = 2 n nh p=2 o p (1) + n p nh p=2 o p (1) + n nh p=2 h (m+q) O p (1) + o p (1) and nh p=2 I 3 = o p (1) . Therefore nh p=2 V n ; (V 0n ; 2I 1 3 + I 1 5 )] = 2 n nh p=2 o p (1) + n p nh p=2 O p (1) + n nh p=2 h (m+q) O p (1) + o p (1):
In case (i), n p nh p=2 = ( 2 n nh p=2 ) 1=2 h p=4 = o(1) n nh p=2 h (m+q) = ( 2 n nh p=2 ) 1=2 (nh p=2 h 2(m+q) ) 1=2 = o(1):
Thus nh p=2 V n ; (V 0n ; 2I 1 3 + I 1 5 )] = o p (1) and nh p=2 V 0n ; 2I 1 3 + I 1 5 ] d ;!N(C ! 2 ).
In case (ii), n p nh p=2 = ( 2 n nh p=2 ) h p=4 ( 2 n nh p=2 ) 1=2 = o( 2 n nh p=2 ) n nh p=2 h (m+q) = ( 2 n nh p=2 ) (nh p=2 h 2(m+q) ) 1=2
( 2 n nh p=2 ) 1=2 = o( 2 n nh p=2 ):
Thus nh p=2 V n ; (V 0n ; 2I 1 3 + I 1 5 )] = o p ( 2 n nh p=2 ) a n d nh p=2 V 0n ; 2I 1 3 + I 1 5 ] = 2 n nh p=2 + o p ( 2 n nh p=2 ). Theorem 1 follows.
Q.E.D.
U-Statistics
Let U k n = ( 1 =n (m k ) ) P a H k n (Z i 1 : : : Z im k ), k = 1 2, be arbitrary U-statistics, where the Z i 's are identically distributed but the H k n are not necessarily symmetric. Then, E(U 1 n U 2 n ) = 1 n In what follows, we i n tensively use (6.1) and (6.2) to bound E(U 1 n U 2 n ) a n d E(U 2 1 n ). Indeed, if Z s denotes the vector of common Z i 's, we h a ve b y conditioning on Z s that J 2 ( 1 2 ) = E 2 h E H 1 n (Z i 1 : : : Z im 1 )j Z s ]E H 2 n (Z j 1 : : : Z jm 2 )j Z s ] i E h E 2 H 1 n (Z i 1 : : : Z im 1 )j Z s ] i E h E 2 H 2 n (Z j 1 : : : Z jm 2 )j Z s ] i by C a u c hy-Schwartz inequality, and we h a ve also the similar inequality for I( 1 1 ).
We will also rely on the follow i n g l e m m a f r o m F an and Li (1996).
Lemma 1 : L et U n be a U-statistic of order m with symmetric kernel H n such that E H n (Z 1 : : : Z m )jZ 1 ] = 0 a.s. and E H 2 n (Z 1 : : : Z m ) < 1 for each n. Let H n s = E H n (Z 1 : : : Z m )j(Z 1 : : : Z s )], s = V ar H n s (Z 1 : : : Z s )] for s = 1 : : : mand G n (Z 1 Z 2 ) = E H n 2 (Z 1 Z 0 ) H n 2 (Z 2 Z 0 )j(Z 1 Z 2 )]. I f s = 2 = o(n s;2 ) for s = 3 : : : mand E G 2 n (Z 1 Z 2 ) + n ;1 E h H 4 n 2 (Z 1 Z 2 ) i E 2 h H 2 n 2 (Z 1 Z 2 ) i ! 0 as n ! 1 , then nU n is asymptotically normal with zero m e an and variance (1=2) m (2) 2 2 .
As we consider U-statistics with non-symmetric kernel in our proofs, we brie y explain how 6.1.3 Behavior of V 0n Proposition 1 : nh p=2 V 0n = nh p=2 U 0n + 2 n nh p=2 n + n p nh p=2 B n where n ;! , nh p=2 U 0n d ;!N(0 ! 2 0 ) and B n d ;!2N(0 ; 2 2 ), with = lim n!1 n and = E 2 C (X)d 2 (X C)f 4 (X)f 2 C (X) .
Proof: Write V 0n = U 0n +W 0n ; n , where H n (Z i Z j ) = u i u j f i f j K nij w nij , n = E H n (Z 1 Z 0 )], W 0n = ( 2 =n) P i E H n (Z i Z 0 )jZ i ] and U 0n = n 2 ;1 X i<jH n (Z i Z j ) = n 2 ;1 X i<j fH n (Z i Z j ) ; E H n (Z i Z 0 )jZ i ] ; E H n (Z 0 Z j )jZ j ] + n g:
(i) Limit of n : n = E u i f i u j f j K nij w nij ] = E (U i + n d i )f i (U j + n d j )f j K nij w nij ] = 2 n E d i f i d j f j K nij w nij ] = 2 n E d i f i w nij E (d j f j K nij jX i C i C j )] : Now E n d j f j K nij jX i C i C j ] = Z n d(X j C j )f (X j ) K nij f C j (X j ) dX j = n d(X i C j )f (X i ) f C j (X i ) + o( n ) uniformly in X i by Lemma 2, as n d(X C)f(X)f C (X) 2 U p 8C. Therefore
n n with n ;! = E d 2 (X C)f 2 (X)f C (X) .
(ii) Distribution of W 0n : E h E 2 (H n (Z i Z 0 )jZ i ) i = E h u 2 i f 2 i E 2 (u 0 f 0 K ni0 w ni0 jZ i ) i = 2 n E h u 2 i f 2 i E 2 (d 0 f 0 K ni0 w ni0 jZ i ) i = 2 n n with n ;! = E 2 C (X)d 2 (X C)f 4 (X)f 2 C (X) , a s n d(X C)f(X)f C (X) 2 U p 8C. Now E j E H n (Z i Z j )jZ i ] j = E j u i f i E u 0 f 0 K ni0 w ni0 jZ i ] j= O(1) = o(n =2;1 ) f o r 2 < 4, as E j Y 2 j< 1. T h us, by Theorem 7.1 of Hoe ding (1948), p n W 0n ; 2 n ] ! 2 N 0 ; 2 2 : where G n (Z i Z j ) = E H n (Z i Z 0 )H n (Z j Z 0 )jZ i Z j ], and 2 = 2 l i m n!1 h p E(H 2 n ). As 2 C (X)f 2 (X)f 2
where ! 2 0 n ;! ! 2 0 = 2 E 2 C (X) 2 C 0(X )w 2 CC 0f 4 (X) R K 2 (t) dt, using the de nition (2.4).
Moreover, as E(u 4 jX C)f 4 (X)f C (X) 2 U p 8C, 
C 0 (X i ; hs)K(s)K(s + t) f 2 (X i ; hs)f C 0 (X i ; hs) ds w ni0 w nj0 jZ i Z j where (C i C j ) denotes the distribution of (C i C j ). Thus condition (6.3) holds as h ! 0 a n d nh p ! 1 . Collecting results, Proposition 1 follows.
Behavior of I 1 3
Proposition 2 : nh p=2 I 1 3 = nh p=2 U 1n + n p nh p=2 O p (1) + o p (1) , where nh p=2 U 1n is asymptotically normal with mean 0 and variance 2E 2 C (X) 2 C 0 (X)w CC 0f 2 (X)f 2 C (X) R (K K) 2 (t) dt.
Proof: We h a ve I 1 3 = ( 1 =n (3) ) P a u i f i u l K njl K nij w nij which is a U-statistic with kernel H n (Z i Z j Z l ) = u i f i u l K njl K nij w nij :
We n o w compute the corresponding s , s = 0 1 2 3.
(i) 2 = h ;p 2E 2 C (X) 2 C 0(X )f 2 (X)f 2 C (X) R (K K) 2 (t) dt + o(h ;p ). Indeed we h a ve E(H n jZ i Z j ) = u i f i K nij w nij E (u l K njl jZ j ) = 0 E(H n jZ i Z l ) = u i f i u l E (K njl K nij w nij jZ i Z l ) E(H n jZ j Z l ) = u l K njl E (u i f i K nij w nij jZ j ) = n u l K njl E (d i f i K nij w nij jZ j ) :
Then, (ii) 1 = O( 2 n ). Indeed we h a ve E (H n jZ i ) = E (H n jZ j ) = 0 a n d E(H n jZ l ) = u l E (u i f i K njl K nij w nij jZ l ) = n u l E (d i f i K njl K nij w nij jZ l ) :Then Thus Lemma 1 shows that nh p=2 U 1n = nh p=2 (1=n (3) ) X a H n (Z i Z j Z l ) ; E(H n jZ l )]
is asymptotically normal with variance 2E 2 C (X) 2 C 0(X )f 2 (X)f 2 C (X) R (K K) 2 (t) dt and zero mean. As E h nh p=2 (I 1 3 ; U 1n ) i 2 = 2 n nh p O(1) Proposition 2 follows.
Behavior of I 1 5
Proposition 3 : nh p=2 I 1 5 is is asymptotically normally distributed with zero m e an and variance 2E 2 C (X) 2 C 0 (X)g 4 (X)
Proof: We h a ve I 1 5 = ( 1 =n (4) ) P a u k u l K nik K njl K nij w nij which is a U-statistic with kernel H n (Z i Z j Z k Z l ) = u k u l K nik K njl K nij w nij :
We n o w compute the corresponding s , s = 0 1 2 3 4. (i) 3 = O(h ;2p ). Indeed we h a ve E(H n jZ i Z j Z k ) = u k K nik K nij w nij E (u l K njl jZ j ) = 0 E(H n jZ i Z j Z l ) = u l K njl K nij w nij E (u k K nik jZ i ) = 0 E(H n jZ i Z k Z l ) = u k u l K nik E (K njl K nij w nij jZ i Z l ) E(H n jZ j Z k Z l ) = u k u l K njl E (K nik K nij w nij jZ j Z k ) : (ii) 2 = h ;p 2E 2 C (X) 2 C 0g 4 (X) R (K K K) 2 (t) dt + o p (h ;p ). Indeed we h a ve E(H n jZ i Z j ) = E(H n jZ i Z k ) = E(H n jZ i Z l ) = E(H n jZ j Z k ) = E(H n jZ j Z l ) = 0 a n d E(H n jZ k Z l ) = u k u l E (K nik K njl K nij w nij jZ k Z l ) so that E h E 2 (H n jZ k Z l ) i = E h u 2 k u 2 l E 2 (K nik K njl K nij w nij jZ k Z l ) i = E h 2 k 2 l E 2 (K nik K njl K nij w nij jZ k Z l ) i :
where g 2 (x) = P c p c f 2 c (x).
(iii) 1 = 0 , a s E (H n jZ i ) = E (H n jZ j ) = E(H n jZ k ) = E(H n jZ l ) = 0 . Proof: To determine the asymptotic distribution of U 0n ; 2U 1n + I 1 5 , w e apply the Cramer-Wold device. We compute the covariances between U 0n , U 1n and I 1 5 by using (6.1) and the formula given at the end of Section 6.1.2.
Covariance between U 0n and U 1n : In this case 2 2 is determined by
Thus Cov(nh p=2 U 0n n h p=2 U 1n ) ! 2E 2 C (X) 2 C 0(X )w CC 0f 3 (X)f C (X) R K(t)(K K)(t) dt.
Covariance between U 0n and I 1 5 : In this case 2 2 is determined by E u k f k u l f l K nkl w nkl E (u k u l K nik K njl K nij w nij jZ k Z l )] = E h u 2 k f k u 2 l f l K nkl w nkl E (K nik K njl K nij w nij jZ k Z l )
Thus Cov(nh p=2 U 0n n h p=2 I 1 5 ) ! 2E 2 C (X) 2 C 0 (X)w CC 0f 2 (X)g 2 (X)
Covariance between U 1n and I 1 5 : In this case 2 2 is determined by E E (u k f k u l K njl K nkj w nkj jZ k Z l ) E ; u k u l K nik K nj 0 l K nij 0 w nij 0 jZ k Z l = E h 2 k f k 2 l E (K njl K nkj w nkj jZ k Z l ) E ; K nik K nj 0 l K nij 0 w nij 0 jZ k Z l i = h ;p E h 2 C (X) 2 C 0(X )f(X)f C (X)g 2 (X) i Z (K K)(t)(K K K)(t) dt + o(h ;p ):
Similarly 3 3 = O(h ;p ). Thus Cov(nh p=2 U 1n n h p=2 I 1 5 ) ! 2E 2 C (X) 2 C 0 (X)f(X)f C (X)g 2 (X)
Conclusion: nh p=2 V 0n ; 2I 1 3 + I 1 5 ] = L n + 2 n nh p=2 + n p nh p=2 O p (1) + 2 n nh p=2 o p (1) where L n is asymptotically N(0 ! 2 ). Moreover,
h 2 C (X) 2 C 0f 4 (X)E CC 0 (X) i with E CC 0 (X) = Z " K(t)w CC 0 ; 2(K K)(t) f c (X) f(X) + ( K K K)(t) g 2 (X) f 2 (X) # 2 dt:
6.1.7 The remaining terms Proposition 5 : nh p=2 I 1 6 = 2 n nh p=2 o p (1) + o p (1):
Proof: We h a ve ( n ; 3)I 1 6 = ( 1 =n (3) ) P a u i u j K nik K njk K nij w nij which is a U-statistic with kernel H n (Z i Z j Z k ) = u i u j K nik K njk K nij w nij :
In order to use (6.2), we need to compute the corresponding s , s = 0 1 2 3. (i) 2 = O(h ;3p ) . Indeed we h a ve E(H n jZ i Z j ) = u i u j K nij w nij E (K nik K njk jZ i Z j ) E(H n jZ i Z k ) = u i K nik E (u j K njk K nij w nij jZ i Z k ) = n u i K nik E (d j K njk K nij w nij jZ i Z k ) Proposition 7 : nh p=2 I 2 3 = o p (1):
Proof: We h a ve I 2 3 = ( 1 =n (4) ) P a u k (r j ; r l )K nik K njl K nij w nij which is a U-statistic with kernel H n (Z i Z j Z k Z l ) = u k (r j ; r l )K nik K njl K nij w nij :
In order to use (6.2), we need to compute the corresponding s , s = 0 1 2 3 4. (i) 3 = o(h ;2p ). Indeed we h a ve E(H n jZ i Z j Z k ) = u k K nik K nij w nij E ((r j ; r l )K njl jZ j ) E(H n jZ i Z j Z l ) = (r j ; r l )K njl K nij w nij E (u k K nik jZ i ) = 0 E(H n jZ i Z k Z l ) = u k K nik E ((r j ; r l )K njl K nij w nij jZ i Z l ) E(H n jZ j Z k Z l ) = u k (r j ; r l )K njl E (K nik K nij w nij jZ j Z k ) : (ii) 2 = o(h ;p ). Indeed we h a ve E(H n jZ i Z j ) = E(H n jZ i Z l ) = E(H n jZ j Z l ) = 0 , E(H n jZ i Z k ) = u k K nik E ((r j ; r l )K njl K nij w nij jZ i ) E(H n jZ j Z k ) = u k E (K nik (r j ; r l )K njl K nij w nij jZ j Z k ) E(H n jZ k Z l ) = u k E (K nik (r j ; r l )K njl K nij w nij jZ k Z l ) :
Then E h E 2 (H n jZ i Z k ) i =E h u 2 k K 2 nik E 2 (r j ; r l )K njl K nij w nij jZ i i =E h u 2 k K 2 nik E 2 K nij w nij E (r j ; r l )K njl jZ j jZ i i =o (1) E h E 2 (H n jZ j Z k ) i =E h u 2 k E 2 K nik (r j ; r l )K njl K nij w nij jZ j Z k i =E h u 2 k E 2 K nik K nij w nij E (r j ; r l )K njl jZ j jZ j Z k i =o(1)E h u 2 k E K nik K nij w nij jZ j Z k E K ni 0 k K ni 0 j w ni 0 j jZ j Z k i =o(h ;p )E h u 2 k E K nik K nij w nij jZ j Z k E K ni 0 j w ni 0 j jZ j Z k i =o(h ;p )E h u 2 k K nik K nij f C j (X j ) i = o(h ;p ) E h E 2 (H n jZ k Z l ) i =E h u 2 k E 2 K nik (r j ; r l )K njl K nij w nij jZ k Z l i =E h u 2 k E K nik (r j ; r l )K njl K nij w nij jZ k Z l E K ni 0 k (r j 0 ; r l )K nj 0 l K ni 0 j 0 w ni 0 j 0 jZ k Z l i =O(h ;p )E h u 2 k E K nik jr j ; r l jK njl K nij w nij jZ k Z l E jr j 0 ; r l jK nj 0 l K ni 0 j 0 w ni 0 j 0 jZ k Z l i =o(h ;p )E h u 2 k K nik jr j ; r l jK njl K nij w nij i = o(h ;p ):
(iii) 1 = O(h 2(m+q) ). Indeed we h a ve E (H n jZ i ) = E (H n jZ j ) = E(H n jZ l ) = 0 a n d E h E 2 (H n jZ k ) i = E h u 2 k E 2 K nik (r j ; r l )K njl K nij w nij jZ k i = E h u 2 k E 2 K nik K nij w nij E r j ; r l )K njl jZ j jZ k i = O(h 2(m+q) ): = 2 n E h f j l i K njl f j l 0 i K njl 0 u 2 i d l d l 0K 2 nij i = O( 2 n n =h p ) = O( n =h p ) The other cases are: (i = i 0 and l = l 0 ), (j = j 0 and l = l 0 ), (i = j 0 and j = i 0 ), (i = j 0 and j = l 0 ) (or i = l 0 and l = j 0 ) ( o r j = i 0 and l = j 0 ) (or j = l 0 and l = i 0 ), (i = j 0 and l = i 0 ) ( o r i = l 0 and j = i 0 ), (i = l 0 and j = j 0 ) ( o r l = i 0 and j = j 0 ), (i = i 0 and j = l 0 ) ( o r i = i 0 and l = j 0 ), (i = l 0 and l = i 0 ), (i = j 0 and l = l 0 ) (or j = i 0 and l = l 0 ), (j = l 0 and l = j 0 ). It can be similarly checked that the corresponding expectations are all O( n =h p ). (iv) Three indices are common to fi j lg and fi 0 j 0 l 0 g: 6 n (3) terms. For instance, if (i = i 0 , j = j 0 and l = l 0 ), E u 2 i f j l i 2 u 2 l K 2 njlK 2 nij = O( n =h 2p ): The remaining cases are: (i = i 0 and j = l 0 and l = j 0 ), (i = j 0 and j = i 0 and l = l 0 ), (i = j 0 and j = l 0 and l = i 0 ), (i = l 0 and j = i 0 and l = j 0 ), (i = l 0 and j = j 0 and l = i 0 ). The corresponding expectations are all O( n =h 2p ).
Therefore, E h nh p=2 I 1 4 i 2 = 4 n n 2 h p O( n ) + 2 n nh p O( n ) + O( n )(1 + (nh p ) ;1 ):
The proposition then follows from n = o(1), see Lemma 3.
Proposition 12 : nh p=2 I 2 2 = 2 n nh p=2 o p (1) + n p nh p=2 o p (1) + o p (1):
Proof: The proof is very similar to the proof of Proposition 11 for I 1 4 and is not reported.
Proof of Theorem 2
The proof of Theorem 2 is analogous to the proof of Theorem 1. To deal with V 0n , I 1 3 and I 1 5 , w e use a straightforward generalization of Lemma 1, which accounts for the fact that observations may not be identically distributed across subsamples, although they are independent. This result is not formally stated and shown but one easily check that it holds by looking at the proofs of Lemma B.4 of Fan and Li (1996) and Theorem 1 of Hall (1984) (the latter proof relies on a martingale central limt theorem that still applies in this case). To deal with the remaining terms, one uses analogs of (6.1) and (6.2) for independent but not necessarily identically distributed random variables.
Panel data
The di culty to adapt the proof of Theorem 2 comes from the fact that the observations may not be independent across subsamples. But under our assumptions, u it Y it ;r(X it ) is independent of Z t;1 = fY i1 : : : Y i t;1 X i1 : : : X i t;1 g conditionally on fX it l g and E u it jZ t;1 X it l ] = R t (X it ) ; r(X it ), which is zero under H 0 . Then U 0 n , U 1 n and I 1 5 are degenerate U-statistics under H 0 and a generalization of Lemma 1 can be applied. The remaining terms are dealt with as in the proof of Theorem 1, using Lemma 4 for the terms I 1 1 , I 1 2 , I 1 4 and I 2 2 .
Technical lemmas
Lemma 2 For any function l 2 U p , sup x2IR p Z l(X) 1 h p K x ; X h dX ; l(x) ! 0:
Proof: This result comes from the well-known Bochner lemma.
Lemma 3 : If the density f c (X) belongs to U p 8c, a n d nh p ! 1 , E h 2 f j i jZ i Z j Z i 0 Z j 0 Each cell contains mean of the test statistic with its standard deviation in parentheses on the rst line, and empirical levels at 5% and 10% nominal levels on the second line. 
