Abstract: Recently S. Fomin, S. Gelfand, and A. Postnikov discovered that quantum Schubert polynomials can be understood as a simple \quantisation" of the expansion of ordinary Schubert polynomials into standard elementary monomials (s.e.m.). It is therefore important to understand the structure of these s.e.m. expansions in more detail. We show that the s.e.m. expansions of Schur polynomials can be described by (1) a simple variant of the Jacobi-Trudi formula and (2) a combinatorial rule based on posets of staircase box diagrams. These posets are seen to be isomorphic to certain principal order ideals in the Bruhat order of symmetric groups. We prove and conjecture extensions of these results for general Schubert polynomials.
Introduction
The Gromov-Witten invariants of the ag manifold can be computed as structure constants of the ring of quantum Schubert polynomials (representing quantum cohomology classes), just the same way as the intersection coe cients of Schubert varieties can be computed as the structure constants of the ring of ordinary Schubert polynomials (represent ordinary cohomology classes). S. Fomin, S. Gelfand, and A. Postnikov recently FGP] discovered that quantum Schubert polynomials can be computed through a simple \quantisation" of the expansion of ordinary Schubert polynomials into standard elementary monomials (s.e.m. ): one has to substitute only the ordinary elementary symmetric polynomials occurring in the s.e.m. by their \quantized" counterparts. In other words: to understand the expansion of Schubert polynomials into s.e.m. means to understand a good deal of the structure of quantum Schubert polynomials. We therefore start in the present paper an investigation of these s.e.m. expansions. For the case of Schur polynomials we achieve a quite good understanding in terms of a simple determinantal formula and a combinatorial rule; for the case of general Schubert polynomials we prove and conjecture generalizations of these results. Let e As rst proved by A. Borel (1956 ) the ring of integral cohomology of (complete) ags over a complex vector space of dimension n is isomorphic to the ring P n := Z x 1 ; : : : ; x n ] factored by the ideal H n =< x l j l 2 L n > Z :
(1.4) The partitioning of the manifold Fl n of n-dimensional ags into Schubert varieties yields another distinguished basis of the module H n under the Borel isomorphism, namely the basis fX j 2 S n g of Schubert polynomials associated to partitions in the symmetric group S n . The relation between the sets S n and L n is given by the following bijection known as the Lehmer code of a permutation: for 2 S n de ne the Lehmer code L( ) by L( ) = l n?1 : : : l 1 l 0 with l n? ( ) := ]f j j < j; > jg ; = 1; : : : ; n ; e.g. L(361542) = 240210] or L(1257346) = 0023000]. Subsequently we will often identify an element l = l 1 : : : l n?1 2 L n and a Lehmer code l n?1 : : : l 1 l 0 . The permutation ! n := n n ? 1 : : : 1 of maximal length in S n and the sequence n := 1 : : : n ? 1 2 L n (\ n = L(! n )") are of special importance.
I.N. Bernstein, I.M. Gelfand, and S.I. Gelfand (1973), M. Demazure (1973-74) extended the Borel isomorphism to all nite irreducible Coxeter groups and developed a calculus of divided di erences for the cohomology classes of Schubert varieties. A. Lascoux and M.-P. Sch utzenberger than developed (mainly 1982-87) the present algebrocombinatorial calculus of Schubert polynomials for the symmetric groups; they de ned the Schubert polynomial associated to a permutation 2 S n by X := @ ?1 !n x n ; (1.5) where @ for an arbitrary permutation is a certain sequence of divided di erence operators @ k := (id ? k )=(x k ? x k+1 ). Here k is a natural number, and the elementary transposition k = (k; k + 1) acts as an operator transposing the variables x k and x k+1 of a multivariate function, e.g. a polynomial f 2 Z Since the upper index is increased by application of this formula one always looks for the minimal upper index occurring twice in a product of elementary symmetric polynomials. The divided di erence operator @ k commutes with all e (m) i unless i = k, in which case one has @ k e (m) k = e (m?1) k?1 (m 2 N). Hence the s.e.m. expansion of Schubert polynomials can be computed in a simple manner from their de nition | note that x n = e 1;2;:::;n?1 = e n ! By the results of W1, Sec.3] this can furthermore be done recursively: in order to compute X for some 2 S n+1 one easily determines a permutation 2 S n and a natural number k n, such that X = @ k @ k+1 : : : @ n (e (n) n X ) ; namely k = ?1 (1) and is the same as with the 1 at place k removed and all remaining entries diminished by 1, e.g. for = 3517264 one has k = 3, = 246153.
If now the s.e.m. expansion of an ordinary Schubert polynomial is known, then the \quantisation" achieved | this is the main result of FGP] | by simply substituting every elementary symmetric polynomial e (m) k appearing in a s.e.m. expansion by its quantum counterpart e e (m) k . The latter polynomials can be computed algebraically as the coe cients of certain characteristic polynomials or by the following combinatorial rule:
if the variable x j is represented by the \monomer" (or singleton) fjg, then all summands in e (m) i can be understood as disjoint coverings of the integer nodes of the line segment 1; m] with i monomers (or simply as i-element subsets of f1; : : : ; mg); if one adds now \dimers" fj; j + 1g corresponding to variables q j of weight 2, then all the summands in e e (m) i can be understood as disjoint coverings of i nodes of 1; m] with monomers and dimers. One of course wonders, whether the obvious generalization by adding \trimers" and \4-mers" etc. has a meaning in terms of quantum cohomology.
Unfortunately the straightening approach for the computation of the s.e.m. expansions described above doesn't give the slightest clue about the structure or properties of the result obtained.
In the next section we show that for symmetric Schubert polynomials, which are exactly the Schur polynomials, it is possible to say quite a lot about this structure: a simple variant of the Jacobi-Trudi determinantal formula for Schur polynomials (2.3) is used to show that the coe cients l appearing in the s.e.m. expansions of s (m) (x) for xed partition are independent of m and either 0, 1, or ?1 (Cor.2.2-3). These coe cients can also be derived by a combinatorial rule involving posets D ( ) of staircase box diagrams (s.b.d. ) (Thm.2.7). For all partitions of a given length there are only nitely many types of poset structures D ( ), which we show to be isomorphic to certain explicitly constructed intervals in Bruhat order on permutations.
The third section gives a coherent account of the mutual expansion formulas for the above introduced three bases of a H n : the monomial, Schubert polynomial, and s.e.m. bases. All of these formulas appeared in KM] in the \quantized" form, and most of them can be traced back via M2] to the original papers of Lascoux and Sch utzenberger. The basic formula, which generalizes the determinantal formula (2.3) of the Schur case, is (3.11) for arbitrary Schubert polynomials. Unfortunately (3.11) is much less explicit than (2.3), and there remains a lot to be understood.
In section 4 we show that the coe cients l appearing in the s.e.m. expansion of an arbitrary Schubert polynomial are \essentially" independent of the number of variables involved (Prop.4.1), thus enabling the de nition of`basic s.e.m. expansions' (Def.4.3). Prop.4.5 generalizes the following well known fact about the expansion of Schubert polynomials into (ordinary) monomials: let 2 S n , then
where the sum is taken over certain l 2 L n , which are lexicographically smaller than the element l 2 L n associated to L( ). In case of the s.e.m. expansions one can replace the lexicographical order`< lex ' by a stronger order relation` ' de ned with the help of \raising operators R ij "(Def.4.4).
In section 5 we conjecture a generalization of the poset structures D ( ) for arbitrary Schubert polynomials (Conj.5.2) and describe how these more general posets might be used to understand the s.e.m. expansions of Schubert polynomials as`alternating approximations' (Conj.5.3). Finally we conjecture for the multiplicities of the expansion coe cients l a`fast decay' (Conj.5.5) and a surprising symmetry property (Conj.5.6). Proof. Let M( ) be the matrix of degrees appearing in the determinant of (2.3), i.e. M( ) = ( i ? i + j) 1 i;j n : (2.10) Let a = a 1 ; : : : ; a n be a word, where every a j is chosen from the column j of M( ). Since all entries of the column j are di erent, one get's a unique word i(a) i 1 (a) : : : i n (a) by associating to every a j it's row number i j (a). We call a word a -admissible, if it is of the form a = ( (1) ? (1) + 1) : : : ( (n) ? (n) + n) for some 2 S n and all entries (j) ? (j) + j are non-negative. Clearly an i(a) associated to a -admissible word is a permutation in S n , which we denote by (a). The set of -admissible permutations
now forms an interval id n ; b ( )] in Bruhat order of S n :
( 1 : : : n ) = id n is the bottom element, and the top element b ( ) is the permutation associated to the word a, which is constructed as follows: a 1 is the minimal non-negative number in column 1, a 2 is the minimal non-negative number in column 2, which is not in row i(a 1 ), a 3 is the minimal non-negative number in column 3, which is not in rows i(a 1 ); i(a 2 ), etc. . It remains to be shown that The bottom element of R(n) is the empty partition ; n , which corresponds to id n ; ! n ] = S n , i.e. the full Bruhat ordered symmetric group of degree n. The top element of R(n) is the partition n?2 := n?2 n?3 : : : 1, which corresponds to id n ; 2 3 : : : n 1] = B(n ? 1), i.e. the Boolean lattice on n ? 1 elements. All poset structures fD ( ) j l( ) = n; n 2 Ng can be ordered by embeddings, which x the bottom elements, where one uses the natural embeddings of the symmetric groups:
S n , ! S n+1 ; 7 ! (n + 1).
Proof. Condition (2.15) is necessary in order to avoid equal rows in the matrix M( ).
The rest is immediate from Thm.2.7 and Rem.2.9 except for the fact that id n ; 2 3 : : : n 1] = B(n ? 1). To see the latter observe that 2 3 : : : n 1 is uniquely represented by the reduced word 1 2 : : : n?1 , where = ( ; + 1). By the \subword property" of Bruhat order (see Hi, Cor.I.6.5-6] or Hu, Thm.5.10]) there is a bijection between all permutations in the interval id n ; 2 3 : : : n 1] and the sub words of 1 2 : : : n?1 respective the subsets of f1; : : : ; n ? 1g.
3. Orthogonality and expansion formulas in H n In the last section the whole development was based on the determinantal formula (2.3), which itself is a simple variant of the Jacobi-Trudi formula. For arbitrary Schubert polynomials the basic formula is now (3.11) below, which appeared in KM, Thm.6] along with many other (known) expansion formulas in \quantized" form. For the convenience of the reader and in view of the importance of this formula we give a concise treatment in this section.
The \Cauchy formula" M3, (5.10)] for Schubert polynomials is given by Proof. Expand the left side of (3.2) into monomials y n?l with coe cients l 2 P n := Z x 1 ; : : : ; x n ]. To every factor y ?l n? ( 2 f1; : : : ; n ? 1g) of y n?l there corresponds in every monomial of l (written with coe cients 0 or +1) a product of l di erent x i 's with 1 i , i.e. every summand of e ( ) l occurs for this y ?l n? . Multiplying together all factors for = 1; : : : ; n ? 1 gives l = e l . This proves the rst equality; the second is immediate from the involution l 7 ! n ? l of L n . The identi cation l n?1 : : : l 1 l 0 7 ! l 1 : : : l n?1 together with the bijection S n ?! L n ; 7 ! L( ) shows, that (3.1) and (3.2) are of the same type:
where we have used
We moreover need the scalar product M3,(5.2)] h ; i : P n P n ?! n := P Sn n ; (f; g) 7 ! hf; gi := @ !n (fg) ;
which has the property M3, (5.3)(i)] h@ f; gi = hf; @ ?1gi for 2 S n ; f; g 2 P n ; Since fX j 2 S n g is a Z-basis of H n and H n is the space of residues of P n = + n , one sees immediately that fX j 2 S n g is a n -basis of P n , i.e. every f 2 P n has an expansion f = X 2Sn X with = hf; X i 2 n , where ( 2 Z for all ) () (f 2 H n ) :
(3.6) Let : Z x] ?! Z be the Z-algebra homomorphism, which maps f 2 Z x] to its constant term.
Lemma 3.2.
hf; X i = (@ !n f) for all f 2 H n , 2 S n .
(3.7) Proof. We compute directly from the de nition (1.5) of Schubert polynomials and (3.4) that hf; X i = hf; @ ?1 !n X !n i = h@ !n f; X !n i hg; X !n i :
But by (3.6) one has hg; X !n i = X 2Sn hX ; X !n i = id = (g) = (@ !n f) :
The following expansion formulas are now immediate: e l = X 2Sn (@ !n e l ) X ; (3.8) x l = X 2Sn (@ !n x l ) X : (3.9)
The expansion formula (3.11) below connects in a remarkable way all the distinguished bases of H n considered so far: the Schubert, monomial, and s.e.m. basis. By the orthogonality (3.5) the left hand side of the above equation is seen to be X !n !n . For the scalar product of the right hand side one uses (3.7). Equation (3.10) is now immediate by the involution 7 ! ! n ! n of S n .
For (3.11) observe that every application of a divided di erence operator @ k to a homogeneous polynomial in Z x] either lowers the degree by exactly 1 or gives zero. This means that the result in case of jlj > l( ) is always zero and that has some e ect only for l 2 L n if jlj < l( ). Hence the requirement jlj = l( ) makes super uous.
The following variants have also appeared in KM] in \quantized" form:
(@ !n x l ) e n?l (3.13)
originates from using the second equality of (3.2). The observation that n (x; y) = n (y; x) together with interchanging x and y variables in (3.2) gives the two formulas X = X l2Ln (@ !n e l ) x n?l ; (3.14) X = X l2Ln (@ !n e n?l ) x l : (3.15) 4. The expansion of Schubert polynomials into s.e.m. : results We rst prove a generalization of Cor.2.3, which needs some notational preparation.
A permutation 2 S n is called unembedded, if (1) 6 = 1 and (n) 6 = n. The reason for this de nition is that Schubert polynomials are invariant under the (left) embedding of permutations (as described at the end of Cor.2.10), and that right embedding, i.e. Proof. Let rst 2 S n be arbitrary and l := L(! n ! n ) 2 L n (with the usual identi ca-
by (3.3), and because 7 ! ! n is an involution of S n it is enough to show that @ x L( ) = 1 for all 2 S n . ! n+1 according to (4.6) then yields (l n?1 + 1) : : : 1 (l n?2 + 1) : : : 2 : : : (l 1 + 1) : : : n = (l n?1 + 1) : : : 2 (l n?2 + 1) : : : 3 : : : (l 1 + 1) : : : (n + 1) 1 2 : : : n ; whence @ (1) ! n+1 = 1 + (@ !n ) @ 1 @ 2 : : : @ n @ + @ 1 @ 2 : : : @ n ; where of course @ + = 1 + (@ !n ) means that every number occurring in the reduced sequence of ! n is increased by one. By the product rule for divided di erences @ k (fg) = (@ k f)g + k (f)(@ k g) we can therefore compute with f(x 1 ; : : : ; x n?1 ) := x n?l that (@ + @ 1 @ 2 : : : @ n ((f(x 1 ; : : : ; x n?1 )(x 1 : : : x n ))) = (@ + @ 1 @ 2 : : : @ n?1 ((f(x 1 ; : : : ; x n?1 )(x 1 : : : x n?1 ))) = (@ + @ 1 @ 2 : : : @ n?2 (@ n?1 f(x 1 ; : : : ; x n?1 ))(x 1 : : : x n?1 ) + f(x 1 ; : : : ; x n?2 ; x n )(x 1 : : : x n?2 )] : Now the rst summand equals (@ + @ 1 @ 2 : : : @ n?2 (x 1 : : : x n?1 )(@ n?1 f(x 1 ; : : : ; x n?1 )) = (@ + (x 1 : : : x n?1 )@ 1 @ 2 : : : @ n?2 @ n?1 f(x 1 ; : : : ; x n?1 ) ; but since @ + , which doesn't contain @ 1 , is applied to a polynomial containing x 1 , the expression necessarily vanishes. Therefore (@ + @ 1 : : : @ n ((f(x 1 ; : : : ; x n?1 )(x 1 : : : x n ))) = (@ + @ 1 : : : @ n?1 ((f(x 1 ; : : : ; x n?2 ; x n )(x 1 : : : x n ))) = : : : = (@ + f(x 2 ; : : : ; x n )) = (1 + (@ !n ) f(x 2 ; : : : ; x n )) = (@ !n f(x 1 ; : : : ; x n?1 )) :
Since l 2 L n =) ((1); l) 2 L n+1 but not necessarily reverse, the equality (4.8) is true only if both l 2 L n and ( (1) 
= 53421,
= 164532,
= 1275643,
= 12386754, and N = 3. One computes X = e 1;1;3;4 ? e 0;2;3;4 and X (3) = e 0;0;0;1;1;3;4 ? e 0;0;0;0;2;3;4 ? e 0;0;0;1;0;4;4 ? e 0;0;0;1;1;2;5 + e 0;0;0;0;2;2;5 + e 0;0;0;1;0;2;6 + e 0;0;0;0;0;5;4 ? e 0;0;0;0;0;2;7 ;
where the last one, three, ve s.e.m. don't appear in X (2) , X (1) , X (0) , respectively.
E.g. 0000054 2 L 7 , 000054 2 L 6 , but 00054 = 2 L 5 . For m > 3 the expression for X (m) changes only due to pre xing additional m ? 3 zeroes to the sequences of indices.
Since every permutation is contained in some sequence ( We denote by Cone(l 0 ) the ranked poset built on Cone(l 0 ) with the partial order induced by the covering relation: l covers h i l = R i;i+1 h for some i < n ? 1.
The above poset Cone(l 0 ) is well de ned, because every well de ned operator R ij on some l 2 Cone(l 0 ) can be written as a sequence: R ij = R i;i+1 R i+1;i+2 : : : R j?1;j . (Note that writing R ij as R j?1;j : : : R i+1;i+2 R i;i+1 may lead outside of L n .)
If we write \l < lex l 0 " for \l is lexicographically smaller than l 0 " (with respect to the the lexicographic order induced by 0 < 1 < 2 < : : : ), then obviously l 0 l =) l < lex l 0 ; but the converse is in general not true, e.g. 0203 < lex 1013, but 1113 0203.
The next proposition generalizes the following well known fact about the expansion of Schubert polynomials into (ordinary) monomials: let 2 S n , then
where the sum is taken over all l 2 L n with jlj = l( ), l < lex than the element, say l 2 L n , associated to L( ), and l componentwise smaller than 1; 2; : : : ; n ? 1. Proposition 4.5. Let 2 S n and l := L(! n ! n ) 2 L n . Then the s.e.m. expansion of X has the form X = e l + X l l e l : (4.9) Proof. By (4.4) and (3.11) above it is enough to show that the -order is preserved by the divided di erence operators @ k (k = 1; : : : ; n ? 1), whose application generates all Schubert polynomials from X !n (cf. (1.5)), i.e. we prove the \ " part of (4.9) by (downward) induction over the length of . For = ! n the assertion is clear: X !n = e 1;:::;n?1 : Assume now that l( ) < l(! n ). Then there is a k with (k) < (k + 1) and it is well known that X = @ k X 0 with 0 := k . Hence it is enough to show that ( e l 0 e l ; l = R ij (l 0 ) ) =) cmin @ k (e l 0) 4 cmin @ k (e l ) ; R ij @ k = @ k R ij ' for k 6 = i; j, R ik @ k = @ k R i(k?1) ' and`R kj @ k = @ k R (k?1)j ' for i + 1 < j, and that equality occurs on the r.h.s. of (4.10) for i + 1 = j. 
= 000054 2 L 6 , and l
= 000000009 2 L 9 . Therefore one gets the bound N maxf0; 2; 5g = 5 instead of 8 = l( ).
Remark 4.7. Formulas (4.9) The individual and joint distribution of the numbers A k ( ), and their signi cance in terms of or Bruhat order seems to be an interesting subject, but examples are not easily provided by computers: let B k := minfn j A k ( ) > 0 for some 2 S n g (k 2 Z n f0g) ; (5.2) then B 2 = 7 and B k 10 for k 3 are the only results known so far.
That the s.e.m. expansion of Schubert polynomials may in fact have deep symmetry properties, which are not at all understood, is indicated by the following nal Conjecture 5.6. For all basic expansions one has A k = A ?k for all k 2 N.
