In this paper we look at the evolution of the R&D intensity gap between the EU and its major competitors using data from the Industrial Scoreboard covering the period 2002-2010. We focus on R&D intensity as it is normally recognized as an important determinant of the competitiveness of economic regions and we assess whether the gaps relative to major competitors arise from differences in industrial composition (structural component) or differences within sectors (intrinsic component). This is important from a policy perspective since the task of modifying the industrial structure is a much harder one. The paper is divided in two parts.
Introduction
R&D activity, defined by the Frascati manual as "creative work undertaken on a systematic basis in order to increase the stock of knowledge and the use of this stock of knowledge to devise new applications" has long been recognized as a source of productivity, at the micro-meso and aggregate level. This is true for business R&D as it is for Government R&D.
Business R&D activity directly impact on firms' productivity because it leads to new goods and services or it improves the quality of existing goods and services, but it also leads to improved or new production processes. 1 Studies that use firm level data to look at the direct relationship between productivity and business R&D find typically an output elasticity of own R&D between 1% and 25%, but centered at around 8% (see Hall et al, 2009 ). However, the own/private effect of R&D on labour productivity (or TFP) is not the only relevant factor. In fact, the whole endogenous growth theory is based on the assumption that there exist relevant knowledge spillovers that are generated by R&D activity. Such spillovers are those that permit long run growth to be generated by market driven accumulation (as opposed to external forces driving technological change, as in a typical Solow type macro model). The literature on the impact of such spillovers tends to see a higher degree of variability in the estimates (and this is partly to be explained by the nature of the problem), but there is consistent evidence that such spillovers exist and they are sizable.
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Within a macro context, Guellec and van Pottelsberghe (2001) find long run elastic of TFP (computed at the country level) to business R&D of about 0.13, which is considered to be high, especially since it captures mostly the social return to R&D. They also notice that the (social) return to R&D stock has been increasing with time, confirming the hypothesis that R&D is becoming an increasingly important activity in the knowledge-based economy. Additional results show that R&D intensity has an additional positive effect on the elasticity of TFP to R&D, pointing to some form of 1 R&D not only affects directly the ability of a given organization (or country) to innovate and hence improve productivity, but it also increase its "absorptive capacity" (see Choen and Levinthal, 1989) , hence creating an environment more receptive to innovation stimuli coming from outside. Disentangling the direct from the indirect effect is far from easy, but there is empirical evidence that the indirect effect is sizeable (see Griffith et al. 2003 : additional evidence in favour of the absorptive capacity role of R&D is coming from studies that document the positive correlation between foreign R&D and productivity, see Coe and Helpman, 1995) . 2 As argued by Hall et al. (2010) , from a firm's perspective spillovers can come from R&F activity performed 1) by other firms in the same sector; 2) by firms in other sectors; 3) by public research laboratories and universities and 4) by firms' laboratories and government policies of other countries. From the domestic country perspective, the first three sources are components of the social or aggregate return to R&D, while only the fourth is a spillover. So "whether we label something a spillover depends on whether it is being created by the unit under the investigation or by an entity external to that unit". This also means that estimates of spillover effects tend to be larger when evaluated at the firm level, relative to the sector or country level. However, this does not mean that the social return should be lower at the country level (in fact, the opposite is true).
increasing return to scale to R&D investment, while the share of government spending has a negative impact on the elasticity of TFP to R&D stock (but this seems mostly due to the military components), pointing to some form of crowding out.
While providing an exhaustive review of the relationship between R&D and productivity (at the micro, meso or macro level of aggregation) is outside the scope of this work, we believe that there is sufficient evidence supporting the hypothesis that R&D matters for productivity and growth.
This conclusion is important in the context of the EU-US productivity gap: if R&D is important for growth and there are both a productivity and a R&D gap, closing the R&D gap is a precondition for closing the productivity gap 3 (however, some studies cast some doubts on the role of R&D in accounting for the different evolution of TFP in the EU relative to the US, see Havik et al, 2008) .
In order to account for differences in size, the R&D gap is often presented in terms of R&D intensity gap (R&D over GDP or value added) . When comparing countries, focusing on the R&D intensity gap measured is interesting, especially if one of the countries is at the technological frontier, because it shows how far a given country is from the level of R&D that it "should" exhibit given its size (as measured by GDP). Hence, a positive US-EU gap means that, relative to its size, the EU is not spending enough in R&D, and this, given the positive relationship between R&D and productivity, implies that the EU is not achieving as much productivity as it could.
In fact, this is exactly the perspective that the EU Commission and the EU Council have taken when setting the 3% target for (public and private) R&D spending as a percentage of GDP. 4 A part from the fact that the option of determining a target based on R&D/GDP ratio is debatable, 5 given that R&D expenditures, especially for the business sector, might not follow exactly the cycle, so that we might have the paradox that the EU has more chances of reaching the target simply because of a decrease in GDP as opposed to an increase in R&D expenditures, the Lisbon target clearly indicates 3 For a study that uses micro data on the productivity gap see Ortega Argilés et al.(2011) , where the effectiveness of R&D in the EU relative to the US is evaluated. For studies that look at the productivity gap at a macro level, using a sectoral decomposition, see O' Mahony and van Ark (2003) and Denis et al. (2004) . See also Bassanini et al. (2000) . 4 In fact, the Lisbon agenda set a target of about 3% for the R&D intensity ratio for the year 2010, with two thirds of which to be funded by the business sector and the rest to be funded by governments. 5 Using R&D intensity as a target as opposed to selecting a given nominal value has the obvious advantage that it does not depend upon inflation (as long as the same price index can be used for GDP and R&D, which is debated by some) and has also the advantage that across-countries-sectors comparability is possible. However, choosing the R&D intensity as a target for the overall EU has the clear disadvantage that it refers to an aggregate (the EU) which hides great across-country differences. If it is clear that some countries, such as Finland and Sweden, are very likely to satisfy the 3% target, others, such a Cyprus or Romania have values that are well below 1%. What this means is that, even if the overall target where to be satisfied at the EU level, a large across-country inequality is likely to remain. On this see van Pottelsberghe (2008) . In fact, individual EU countries have selected their own year 2020 R&D intensity targets; see Innovation Union Competitiveness Report (2011) .
that knowledge led growth is among the main objectives of the EU (see also Mathieu and van Pottelsberghe, 2008) .
From a research perspective, the first step is the analysis of the size and the origin of the overall gap, where by origin we mean the role of the different economic sectors. In fact, there exists a consistent body of literature documenting the role of sectoral composition in accounting for the EU-US gap. By decomposing the overall gap into a structural component (which reflect the role of differences in sectoral composition for a given average sectoral intensity) and an intrinsic component (which reflects the with-sector R&D intensity gap, for a given average sectoral composition), it is possible to document which of the two components seem to be mostly responsive for the gap at a certain point in time or over a certain time horizon.
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The evidence on the role of the structural vs. the intrinsic component is not uncontroversial and this has very strong implications in terms of policy implications. In fact, if the intrinsic component is to be found dominant it means that -on average-the EU is showing a lower R&D intensity across the board, which also implies that there is a list of candidate policies to increases R&D spending (and hence intensity) that might be effective in the short run. These go from a tax credit to R&D activity to improving Intellectual Property rights to favouring foreign direct investment. If, on the contrary, the structural effect is dominant, the ability to reduce the gap in the short run are greatly reduced by the fact that the latter is arising from the structural composition of the economy, which is not likely to be altered by the policies typically considered to affect R&D intensity within a given sector.
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Erken and van Es (2007), using the OECD ANBERD and STAN database over the period 1987-2003 for 15 countries (including the US) and 36 industries, find that the intrinsic component is dominant over the structural one, and they argue that this is in large part driven by differences in the R&D intensity within the service industry (so that within the manufacturing sector), the role of the intrinsic component is reduced. These results see in total contradiction with those obtained by Mathieu and van Pottelsberghe (2008) , who -studying the evolution of the R&D intensity gap in the manufacturing sector using sectoral data from OECD ANBERD and STAN -find that a large share of across sector-country and time variation in business R&D intensity can be explained by across-sector variation, pointing to the role of industrial specialization as one of the major 6 In general, the relevance of the structural effects tends to rise as the number of sectors used for the decomposition increases. This is to be expected given that the within sector differences in R&D intensity are likely to be reduced when we move to a more disaggregated sectoral composition. Moreover, the result of the decomposition is very sensitive to the measurement of R&D in the service industry, which, by itself, is a very complex task due to lack of homogeneity across countries. 7 However, even horizontal policies might have a differential impact across sectors, since they affects differently marginal costs and benefits from R&D activity. We will come back to this later.
determinants of aggregate R&D intensity, which casts even more doubts on the usefulness of an across-the-board target (while for public sector R&D intensity the bulk of the variation can be explained by country specific factors). It should be stressed that they look at industries within the manufacturing sector, hence excluding services. This is crucial in delivering the results since one of the drivers of the US-EU R&D intensity gap is the different R&D intensity in the service industry A partially different story, is contained in Uppenberg (2009) , where the focus is on the three high industries that show the highest R&D intensity (chemicals and pharmaceuticals, transport equipment and ICT and other non transport equipment), for which the evidence goes in favour of lower R&D intensity in the EU relative to US and Japan, while at the same time showing that EU is more specialized in technology intensive manufacturing.
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A paper that is closely related to ours is Ortega-Argilés and Brandsma (2010), where they use the four waves of the 2006 Industrial Scoreboard to test whether there is evidence of across sector and across countries variation in R&D intensity. They find evidence of large across-sector variation and 8 This is mostly due to a different approach to sectoral classification of R&D activities across the Atlantic. In the EU most countries use a product-based classification, so that most of R&D are attributed to the manufacturing sector producing the product for which R&D activity was performed, while in the US the principal activity of the firm is a more widespread and used approach. In fact the NSF has estimated that roughly 93% of the R&D expenditures recorded under the US trade services industry should be allocated to the manufacturing industry. Duchene et al. (2010) , using the NSF estimates re-evaluate the EU-US gap and get to a more balanced view: the gap is in both manufacturing and services, but the gap in services is now lower and the one in manufacturing is higher. 9 Here are the main differences between Scoreboard and BERD data: Scoreboard data capture R&D investment by a given company, irrespective to the location where the R&D is performed, so that it captures the global corporate funding, while BERD data refer to R&D activities within a given territory. BERD includes non company sources of R&D while Scoreboard does not (so that the portion of R&D financed by public funding is excluded). Scoreboard collects data from audited financial accounts and reports, while BERD uses a stratified sample methodology. Moreover, Scoreboard provide information on sales, while BERD provides information on value added, so that R&D intensity can be defined in terms of R&D/sales for the former and R&D/Value added for the latter. Finally, BERD uses NACE classification while Scoreboard uses ICB classification. 10 This result applies to the case in which the full set of EU companies. The relevance of the structural gap is even higher when a reduced set of EU companies is used. 11 The picture changes when instead of nominal value added the computations are made in real value added. Within the ICT and other non transport equipment industry, US and Japan are particularly specialized in ICT equipment production, where (relative to other sector) prices tend to decline much faster, which drives up the contribution of the ICT production sector in the economy.
that the US tends to have higher R&D intensity across all sectors. However, this evidence is gathered only by separate regressions for the EU and the US.
In the context of the R&D intensity gap, there have been some attempts to look more in depth at the sources of the structural gap, by considering firms demographics. This is related to the literature pointing to large EU vs. US differences in post-entry performance, and hence to the role of factors hindering firms' growth 12 and not just entry or exit (see Bartelsman et al 2003 and Bartelsman et al, 2004 4) that about 55% of the EU-US R&D intensity differential can be explained by the lower R&D intensity of EU yollies as compared to US yollies; 5) that 92% of this intensity differential can be explained by the different sectoral composition (i.e. EU yollies are not in high R&D intensive sectors), and in particular to the biotechnology, pharmaceutical semiconductors and Internet sectors.
The policy implications arising from these results are immediate: in order to close the gap it is necessary to have policies directed at stimulating the growth of young firms in highly R&D intensive sectors (see also Veugelers 2009 and Schneider and .
In the first part of the paper we first present the evolution of the R&D intensity gap between the EU and its major competitors (US, Japan, BRIC, Asian Tigers) and then we look more closely at the role and evolution of the structural and intrinsic component for each pair-wise comparison, by looking at four basic macro-sectors defined in term of their R&D intensity (as proposed by the OECD, see Hatzichronoglou, 1998) .
12 Such factors are identified in the cost of funds, administrative costs, lack of fully integrated market, lack of appropriate skills and presence of labour and product market regulation, all of which are believed to generate a comparative disadvantage for the EU relative to the US. 13 On the role R&D gap in the ICT sector see Lindmark et al, (2010) .
In the second part of our work we concentrate on the EU-US R&D intensity gap and, by applying firm level analysis, we test whether the results obtained by the statistical decomposition of aggregate R&D intensity are confirmed. The evidence provided by this exercise is especially important because it allows us to perform a comparison where the ceteris paribus condition is more likely to be satisfied. In particular we test whether there is evidence of across-sector variability in R&D intensity and whether, within sectors, EU and US firms are performing any different. To do this we have to control for various factors such as size, cyclical effects, common macroeconomic shocks and company's age. Age is important for at least two reasons. First, young companies might have more problems in finding access to funds necessary in order to invest in R&D. Second, young companies might have to be especially aggressive in terms of innovation if they want to enter and succeed in markets where incumbents already exist. More generally, company age is important because it takes time to build, test and eventually change a given business model and there is plenty of evidence that young firms are those exhibiting the highest dynamism: if they do not grow they are likely to disappear, but if they grow they do so much faster that larger firms (in part due to the basic growth mechanics). Therefore, our aim here is also to document the age profile for R&D intensity and to verify whether the R&D intensity gap between EU and non-EU companies is related to age of the firm. Finally we check if R&D intensity is affected by the abundance of internal funds (as captured by the profit/sales ratio), if this relationship changes with the age of the company and if the latter shows across-regional variation.
On the one hand, our work extends the work by Moncada-Paternò-Castello et al. (2010) by looking at a much larger period (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) and this is very important because a time dimension is needed if one wants to look at the evolution of the gap and of its components. Besides, drawing conclusions from a single snapshot, while tempting, might be incorrect, if anything because of the simple reason that the EU and the US might not be perfectly aligned in terms of cycles (which affect both R&D investment and Sales but not necessarily in the same way).
On the other hand our work is close to Ortega Argiléz and Brandsma (2010), but we look at the whole series of Industrial Scoreboard waves (hence gaining on the time dimension) and we are able to test the differential role of the main explanatory variables in the EU and the US. Besides, we provide evidence with respect to the relationship between R&D intensity and age as well, hence following the insights from Veugelers and Cincera (2010).
Our paper proceeds as follows. In Section 2 we discuss our approach and present the data. In Section 3 we look at the aggregate picture emerging from our exercise, while in Section 4 we perform the firm level analysis. Section 5 concludes our work.
Data
In this paper we use data from the EU Industrial R&D Scoreboard databases 14 (henceforth the Scoreboard) in which R&D investment data, and economic and financial data from the last four financial years are presented for the 1,000 largest EU and 1,000 largest non-EU R&D investors.
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This database covers about 80% of all company R&D investments worldwide. All data within the Scoreboard are presented in EUR applying the last available exchange rate for the whole covered period (i.e., all data in year T Scoreboard use the exchange rate measured in year T-1, even if the observations refer to T-2, T-3, T-4). As a result, data from different Scoreboards are not directly comparable and they differ even for the same company in the same reference year. 16 Therefore, we first transform all data into nominal values applying the exchange rate from the reference year and then we apply to each observation in the reference year the correct exchange rate. Then, we create a panel by joining all available Scoreboards. Furthermore, we drop those reference-year observations, for which a base year is available and which are different from this base year. If the base year is missing and there are more than one reference-year observations available, we employ the one from the closest Scoreboard.
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The Scoreboard database collects information only about top R&D investors and hence omits small companies and this tends to bias the sample in favour of large firms. By applying the approach described above, when we fill in missing firm-year observations for companies below the R&D investment threshold by information from subsequent Scoreboards, we actually go against this bias and in fact we decrease it, e.g., we go towards the 'real' distribution.
Another concern with the Scoreboard is that for EU and non-EU companies it applies different 16 The T Scoreboard covers the period of four years, from T-4 till T-1. Year T-1 is called the base year, while T-2, T-3, and T-4 are reference years. The T-1 exchange rate has been applied to transform data from other currencies to EUR for all three remaining years. Summary statistics of all firm-level observations used in the analysis are provided in Table 2 . This is the dataset used when comparing aggregate R&D intensity across countries, using the structural vs. intrinsic decomposition (i.e., in Section 3).
When we look at the EU-US R&D intensity comparison using firm level data (Section 4), we also This sectoral aggregation, together with broad ICB categories, is described in Table 3 .
In terms of regional aggregation, in Section 3 we focus on five world regions -EU, US, Japan, BRIC, and Asian Tigers, while in Section4 we only consider the EU-US R&D intensity gap. A complete description is provided in Table 4 .
R&D intensity gap decomposition on macroeconomic data: EU versus US, Japan, Asian Tigers and BRIC
In order to analyze the sources of the R&D intensity gap between main world regions, we decompose the aggregate gap between region A and region B into an intrinsic and a structural component:
( 1) with (2) where is the R&D intensity of sector i in year t in region A (defined as R&D investment over sales) and denotes the share of sector i in year t sales within region A total sales. The first term in equation (1) represents the intrinsic effect while the second term is the structural one.
In practice, region A is always the EU 22 (which is our reference region) while region B is, one at a time, the US, Japan, BRIC countries and Asian Tigers, respectively.
The structural component measures the difference in R&D intensity due to industrial composition.
In other words, it basically tells us weather the EU is more or less specialized (relatively to any of the other regions) in R&D intensive sectors. On the other hand, the intrinsic component captures the across-regional differences in within sector R&D intensity.
The results of these decompositions are depicted in Fig. 1 . Since the EU is always the reference region, a negative value means that a given region is more R&D intensive than the EU, while a positive value would indicate a relatively higher R&D intensity for the EU.
Looking at the first of those four sub-figures, our analysis shows that the EU is on average less R&D intensive than the US (by about 2 percentage points) and that this gap has had an increasing trend over time (the blue line). The structural component (the green line), shows a very similar pattern and matches almost perfectly the total gap also in terms of its nominal value. It follows that the intrinsic component is almost negligible, so that the EU -within sectors -is on average as intensive as the US. In fact, at the beginning of the analyzed period, the intrinsic component was in favour of the EU, but there has been a decreasing pattern up to 2007, with some catching up thereafter.
The broad picture that emerges from this simple decomposition is that there is a gap, that such gap has not decreased and that it is fundamentally a structural gap: within sectors EU companies do not exhibit a lower R&D intensity relative to their US competitor, however the EU economy seems to me mostly specialized in sectors characterized be a relative low R&D intensity: sectors that are low R&D intensive play much bigger role in the EU economy than they play in the US. Overall, this results in the negative R&D intensity gap.
The comparison between the EU and Japan exhibits a similar pattern. As a consequence of a different sectoral composition between these two regions, Japan is more R&D intensive than the EU (however, the R&D intensity gap with respect to Japan appears to be lower than the one relative to the US). While the EU is more R&D intensive within sectors, this positive gap is completely offset by the structural component, which is even bigger than the total R&D intensity gap. Likewise, 22 We also look at a within EU decomposition and we find that the firms from the newly added countries tend to have an R&D intensity that is smaller than the one observed for companies belonging to the EU15 countries. However, given the small relative size of such companies, the time profiles for R&D intensity for the EU15 and the EU27 are basically identical. Hence, in the paper we concentrate on the whole EU.
although the EU is more R&D intensive within sectors compared to Asian Tigers, its different sectoral composition is such that Asian Tigers are overall more R&D intensive than the EU.
The BRIC is the only region not corresponding to above mentioned results. The EU is more R&D intensive than the BRIC and this gap is caused both by its higher R&D intensity within sectors and by its sectoral composition. Fig. 2 describes the relationship between the R&D intensity gap and its structural/intrinsic components from a slightly different angle. 23 Again, it depicts four graphs where the EU is compared against its four major world competitors. The first two graphs, US and Japan, show almost identical patterns where the structural component follows closely the evolution of the total gap. During the period when the total gap becomes more negative (i.e. it increases in absolute value), the role of structural component decreases while, symmetrically, the one of the intrinsic component grows. This is likely to be due to short-run or cyclical phenomena: the increase in the gap is mostly due to either an increase in R&D intensity by US (or Japan) firms or to a drop in R&D intensity by EU firm, but such a change is -on average-similar across sectors (hence perhaps reflecting the impact of some public policy directed at stimulating R&D in the US or Japan or simply the fact that economic cycles are not aligned across countries). Once such short-run phenomenon disappears the series for the R&D intensity gap goes back to its previous values and the structural effect becomes once again the dominant force.
In case of the BRIC region, the structural component oscillates between 0.55 and 0.7, leaving thus a lot of 'room' for intrinsic component (which is likely to respond -once again-to short term variation in R&D intensity within sectors 24 ).
Finally, the graph for Asian Tigers region shows an overall rather negligible total R&D intensity gap. Nevertheless, values for the ratio of the structural component highly above 1 (except year 2002) suggest a strong and opposite role of the intrinsic component, which is also confirmed by our previous results.
Overall, this analysis shows that the total R&D intensity gap relative to any of the other four regions, exhibits a decreasing trend up to years [2005] [2006] . This means that, relative to the regions that on average have a higher R&D intensity (US, Japan, and Asian Tigers), in the period [2002] [2003] [2004] [2005] , the gap between the EU and these competitors increases, while -at the same time-relative to 23 The intrinsic component is omitted here since its share would be just a mirrored image of the structural component. 24 It is also possible that this variation depends upon the sample composition (i.e. the small number of firms belonging to the BRIC region).
the regions that have a lower R&D intensity (BRICS), the gap is reduced. In both cases this work at the disadvantage of the EU. After years [2005] [2006] there is some evidence that the position of the EU is improving relative to Japan and especially the Asian Tigers, but it is worsening relative to the US and to the BRICS (especially after 2008). Moreover, we see that the total gap and the share of the structural component over the total gap seem to be very strongly correlated (i.e., as the gap total increases the role of the structural component is reduced) when comparing the EU to Japan and the US 25 , while the same does not when the EU is compared to BRIC and the Asian Tigers (there is no clear correlation between the two series).
Now we look more closely inside both the intrinsic and the structural component.
We start with the intrinsic component. In Fig. 3 we plot the R&D intensity gap separately for each of the four macro-sectors described at the end of Sect. 2 (all countries are compared to the EU within each macro-sector). From the upper left graph it is evident that there are almost no differences in R&D intensities among our five world regions within low R&D intensive sectors (those with R&D intensity below 1%) as all four lines are very flat and close to the zero line (all of them are in negative values, which means that the EU has lower R&D intensity). The graph for the medium to low R&D intensive sectors (those with R&D intensity between 1 and 2%), however, already shows some diversity. In this macro-sector, firms in the BRIC region tend to be less R&D intensive than EU firms, while the opposite holds for Japanese firms. Firms in Asian Tigers and in the US do not perform very differently from EU firms (the gap is close to zero but there is some variation for Asian Tigers). An interesting result comes from the bottom-left graph about medium to high R&D intensive sectors (those with R&D intensity between 2 and 5%). Except when compared to Japanese firms (relative to which the difference is close to zero), EU firms tend to be more R&D intensive than remaining three regions. Finally, the biggest differences are shown in the bottomright graph, which focuses on high R&D intensive sectors (those with R&D intensity above 5%) and documents a very contrasting result for the EU. While on one hand the EU is much more R&D intensive than Japan, Asian Tigers or the BRIC (by about 3-5%), on the other hand it is lagging behind the US by about 2 percentage points.
These results thus suggest that although it might not be visible from the global economy perspective 26 (Fig. 1) , there are some relevant across-country-within-sector differences (so that the intrinsic component cannot be entirely forgotten). This seems to be particularly evident when comparing the EU with the US and Japan: the US is more R&D intensive than the EU especially in high intensive sectors, while Japan (and Asian Tigers) are more R&D intensive mainly in low and medium to low intensive sectors.
In the last part of this sub-section we document the evolution of the difference in sectoral weights (across the five regions) for each macro-sector (Fig. 4) . This exercise is meant to clarify the evolution of the sectoral composition (and hence bring some light on the sources of the structural component of the gap). This simple analysis tells us that the EU is much more specialized into the low intensive sectors than the three regions with higher overall R&D intensity (US, Japan and Asian Tigers). Additionally, the economic importance of medium to high R&D intensive sectors is lower in the EU than in those three previously mentioned regions. Finally, the EU is clearly at a disadvantage in the high R&D intensive sectors when compared to the US and Japan (but not when compared to BRIC or Asian Tigers). In other words, regions like the US, Japan or Asian Tigers are more oriented in sectors that require higher R&D intensity which, in sum, naturally results in the overall smaller R&D intensity in the EU. Similarly, the BRIC is more oriented in low intensive sectors than the EU and less oriented in medium to high and high intensive sectors, which makes it a less R&D intensive region than the EU.
When we put together the pictures emerging from Fig. 3 and Fig. 4 we notice that the position of the EU relative to the US is of special interest. On the one hand the EU is not able to shift from low to high R&D intensive sector at a satisfying rate (relative to the US the positive gap in the low and the negative gap in high intensive sectors are both increasing), and, at the same time, when we look within the more R&D intensive sectors, EU firm are less R&D intensive than their American counterpart. Overall the first effects greatly dominate over the second (the structural component dominates over the intrinsic component), but the problem is that they both work at the disadvantage of the EU relative to the US.
In the next section we focus on the EU-US comparison and we verify whether these findings are confirmed when we use firm level data. This is very important because aggregate data 27 comparisons hide many confounding factors. Only with micro data we have some hope to satisfy the ceteris-paribus condition, which allows us to capture the role of sectoral differentiation while controlling for some of the other explanatory variables affecting R&D intensity.
R&D intensity gap using firm level data: EU versus US
In this section we focus on the EU-US comparison in R&D intensity, using firm level data obtained by the Scoreboard unbalanced panels with company's age among the relevant variables (as described in Section 2). Firm level data are necessary if one wants to move beyond the aggregate characterization and capture the impact of each explanatory variable while controlling for the others (ceteris paribus hypothesis). For instance, if R&D intensity is responsive to business cycles and if the cycles are not perfectly aligned along calendar years, the cycle effect would impact on the comparison of R&D intensity between the EU and the US. Hence, if we want to compare withinsector R&D intensity across countries we need to control for cycle components. Similarly, if R&D intensity changes with age and size of the firm, controlling for these two variables is essential if one wants to compare R&D intensity across sectors or countries (or both).
The underlying hypothesis of our work is that technology shapes the way in which R&D generates (product and process) innovation and that this is very much a sector specific effect (i.e., the relationship between R&D and the technological frontier is sector specific). However, we also want to test whether -once we look within sectors-relevant aggregate differences among countries persist. In fact we do not expect to observe the same within-sector R&D intensity across countries or regions, since actual benefits and costs of R&D activity are likely to be very much countryregion specific. Let's think of a fictitious firm in the ICT sector that is considering spending R&D money to enhance its platform. The technology for this enhancement is available irrespective of the geographical location of the company, however the actual costs for implementing such a measure are largely dependent upon country (and, perhaps, local) conditions, such as the availability and cost of appropriate human resources, the availability and cost of funds, the size of the market in which the platform is meant to work and so on. From our perspective, it is interesting not only to capture across-sectoral differences, but also to verify if, within sectors, there is also evidence of regional variation. If we find evidence that -once controlling for the other covariates-R&D intensity varies a lot across sectors, but -within sectors-there is no sign of across regional variation, we can conclude that the structural component is indeed at the source of the R&D intensity gap. If, on the contrary, we find that there is large across-regional variation but not much across-sectoral variation, we can conclude that the intrinsic component is dominant. To test this we need to have both sector dummies and interaction terms between those dummies and the regional dummies (i.e., the EU/US dummy). However, we also have to control for the other (exogenous) factors that might affects R&D intensity, such as cycle effects, employment (a proxy for size), age and, eventually, some proxy for the availability of internal funds.
Notice that in this section we use a finer sectoral partition, since we want to have a more precise idea of the relationship between R&D intensity and sectors (especially in light of the evidence on the role of the ICT and biotech sectors).
In this section we present the results for two separate sets of regressions. In the first set we run three regressions. First, in Model (1), we regress the log of R&D intensity (measured at the firm level) on a regional dummy (EU vs. US), sector dummies, interactions between the sector dummies and the regional dummy, year dummies, a country (but not sector) specific variable capturing cycle effects and the log of the age of the company (not interacted with the regional dummy). The equation for
Model (1) is:
where is the natural logarithm of R&D intensity for a given firm, are sector specific dummies, is dummy value taking a value of 1 for US firms, are year dummies, is the variable representing GDP cycles and is the natural logarithm of the age of the company. Subscripts i, j, and t denotes a company, country, and time, respectively. We allow the error terms to be correlated across observations for the same firm.
28
In the second regression -Model (2) -we add the log of employment, used as a proxy for the firm size, but we do not interact it with the regional dummy. This specification is interesting because allows us to check whether age, per se, has some explanatory value once we control for firm size.
Finally, in the third regression (Model (3)), we allow for log age and log employment interactions with the regional dummy, in order to test whether the relationship between these two variables and R&D intensity varies significantly across regions.
In the second set of regressions we introduce the log of the lagged value of the profit/sales ratio, which might turn out significantly affecting R&D intensity if firms are someway constrained in their access to funds. We expect this variable to affect firms differently depending on their age, and so we run the same regression separately for three age categories (Model (4), Model (5) and Model (6)): Young (less than 15), Middle age (between 15 and 60) and Old (above 60) companies.
The equation for Model (4), (5) and (6) is: 28 We do not run fixed effects estimation because we are very interested in the coefficients on the sector and country dummies, which would disappear if we differenced the data.
where is the natural logarithm of the profits-to-sales ratio and is the natural logarithm of firm employment (again, we allow the error terms to be correlated across observations for the same firm).
The choice of selecting the age of 15 as a threshold between Young and Middle age companies arises from the realization that Venture Capital funding usually has an investment cycle no longer than 15 years. This means that, if EU and US firms face very different conditions in the market for funds, this is likely to show up even more for the "Below 15" group.
The variable used to control for the cycle is obtained by HP filtering the series for GDP and then using the ratio of the cycle to the trend component for each country (so that the cycle effect is measured with comparable units across all countries). We also control for year dummies that, given the presence of the country specific cycle components, capture common macro shocks.
Controlling for employment is important because there is evidence that R&D investment does not growth linearly with firm size (see Cohen and Klepper, 1992; Cohen and Klepper, 1996; Ortega Argilés and Brandsma, 2010) and smaller firms tend to have larger R&D intensity.
Age is important for at least two reasons. First, young companies might have more problems in finding access to funds necessary in order to invest in R&D. Second, young companies have to be especially aggressive in terms of innovation if they want to enter and succeed in markets where incumbents already exist. The second effect would lead young forms to be more R&D intensive (relative to old companies), while the first one would lead them to have lower R&D intensity (again, when compared to older companies). More generally, there is vast evidence documenting that young EU firms do not grow sufficiently fast when compared to US firms (see Bartelsman et al. 2003 and Bartelsman et al, 2004) . Finally, there is abundant evidence showing that the availability of internal funds matter for R&D intensity and we suspect that this relationship might be age and region specific (where regional variation reflects, among other things, institutional differences).
We now look at the first set of results, where, while controlling for firm's size and cyclical effects, we are able to estimate the across-sector and across-country variation in R&D intensity, its (common across sectors) age profile and to verify whether such age profile is significantly different in the US relative to the EU.
Our results from Model (1) -see Table 6 -indicate that R&D intensity tends to be higher in younger firms and that R&D intensity varies positively with the cycle (hence showing that R&D grow more than sales in boom times and they contract more in recessions), even when controlling for common macro shocks. However, the cycle component variable is not statistically significant (we still keep it since there might be some collinearity with year dummies). When it comes to the structural vs.
intrinsic debate (now see Table 5 ), there is a strong evidence of significant within-region-acrosssector variation in R&D intensity, but less evidence of within-sector-across-region variation. (2) and (3), the only change being the ordering concerning the Aerospace vs. the Health Care sector.
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With the exception of the Financials sector, for which the difference between the EU and the US is very large, the within-region-across-sector variation, when significant, tend to be smaller than the within-sector-across-region variation. Moreover, while in two sectors EU firms perform less R&D than their US counterparts, the opposite is true in other two sectors. In our opinion this confirms the prevalence of the structural effects over the intrinsic effect: EU firms are on average not less R&D intensive when compared to US firms.
Coming to the age variable (see Table 6 ), the results of Model (1) indicate that log R&D intensity tends to decrease as (the log of) age increases, which is not unexpected given the type of selection process we are dealing with (only high R&D performers are selected), however this result is not robust to the introduction of the log of employment (i.e., firms size): see Model (2). When we allow for region-age and region-employment interactions -Model (3)-we have the following results:
the age profile for R&D appears to be quite different in the EU relative to the US, since the coefficient on log age is positive for the EU and negative for the US, 30 while there is no evidence of a different profile with respect to firms size: in both countries R&D intensity is negatively related to employment size and there is no significant interaction between size and the US dummy. This result is interesting because it seems to indicate that young companies in the EU perform differently from 29 For brevity sake we do not present the coefficients on the sector dummies for Model (2) and (3). However, they can be requested to the authors. 30 We have also tried a specification in which the log of firm's age is interacted with sector dummies, in order to verify whether the difference between the US and the EU is mainly due to a different sectorial composition in the two regions. Our results, not reported here for sake of brevity, indicate that this is not the case: (i.e., there is no evidence of sector specific age profiles).
young firms in the US with respect to R&D decisions, perhaps because of the different functioning of financial markets in the two regions.
To get a better understanding of this issue, in the second set of regressions we test whether R&D intensity is affected by the abundance of internal funds (as captured by the profit/sales ratio) and if the relationship between R&D and internal funds changes with the age of the company. Our estimates (Table 6 , Models (4), (5) and (6)) show that there are relevant across-region and betweenage group differences.
On the one hand, when looking at EU companies, we find that the proxy for internal funds enters with a positive and significant coefficient only for the Young and the Middle age group, and that size of the estimated coefficient is declining as we move from the Young to the Middle age group 31 , which is expected, since -on average-access to external funds might become easier when companies growth and accumulate both reputation and assets.
On the other hand, when we compare EU to US firms within each group, we notice that Young firms in the US react to internal funds in a very different way: the interaction between the US dummy and the log of profit-to-sales ratio is negative and significant and the value of the overall coefficient on the log of profit-to-sales ratio for US Young firms (the sum of the coefficient on log of profit-to-sales ratio and the interaction term just mentioned) is not significantly different from zero, documenting that US firms do not really seem to be constrained by the availability of internal funds. When we look at the Middle age and Old groups, there is really no evidence of an acrossregion significant difference in the relationship between our dependent variable and lagged log profit-to-sales ratio, so that, for these groups, US firms do not behave differently from EU firms (hence Middle age US firms show a positive and significant relationship -at 90% confidence levelbetween the log of R&D intensity and the log of profit-to-sales ratio, while older firms do not).
We have also tested if and how these results are dependent upon the age categorization and we have tried with different specifications, changing the upper limit of the Young group, both adding and subtracting 5 years, 32 and we have found that they remain substantially unchanged.
Conclusions
In this paper, using data from the Industrial Scoreboard for the years 2002-2010 we look at the R&D intensity gap between the EU and its major competitors from two different but complementary perspectives. In the first part of the paper we study the evolution of the overall 31 Similarly, the coefficient is higher for the Middle age group than for the Old group, for which, however, it is not statistically different from zero at a 90% confidence level. 32 Given that we change the upper limit of the interval for Young firms, it follows that also the lower limit of the interval for Middle age firms is affected as well. The group of Older firms is not affected by the rescaling.
R&D intensity gap and of its structural and intrinsic components. Our analysis reveals that the EU is less R&D intensive than the US, Japan or Asian Tigers. This gap is, however, not caused by an overall lower intensity within sectors but rather by different sectoral compositions. In all three comparisons with these regions, the structural components play a strong role, leaving just a little room for the intrinsic components, showing that, on average, the EU is specialized in sectors with low or medium R&D intensity, while US, Japan and Asian Tigers are more oriented on higher R&D intensive sectors. In fact, when we look within sectors, we find that sometimes the EU is even more R&D intensive than these three regions. When compared to the BRIC region, the EU is more R&D intensive. But in this case, it is a consequence of higher R&D intensive activities within sectors as well as of a sectoral composition in favour of highly R&D intensive industries.
In the second part of the paper we move to firm-level analysis and we find a confirmation that across-sector differences dominate over within-sector differences. In particular we find that in the the Utilities and Financials sectors. However, the within-region-across-sector variation, when significant, is smaller in size than the within-sector-across-region variation. We also find that the age profile is radically different across the two regions: positive in the EU and negative in the US, even after controlling for a proxy for firms size (the log of employment, which enters with a negative and significant coefficient, relative to which EU and US firms do not seem to perform differently). Finally, when we look at the role of the log of lagged profit-to-sales ratio, we find that this variable is highly and positively correlated to the dependent variable for the young and middle aged firms in the EU, with a coefficient declining as we move from the first to the second group.
However, for US firms, we find no evidence that the proxy for internal funds affects log R&D intensity for the group of Young and Old firms, while it does so for the Middle age group (for which the coefficient is not significantly different from the one registered for EU companies).
Overall, our results show that -for top R&D investing young firms-the relationship between R&D intensity and the availability of internal funds is very different in the US and in the EU. However, such differences disappear when we look at the remaining age groups. This seems to point out at the crucial role of early funding: in the US, young (top R&D investing) companies have access to external funding via Venture Capital or other sources of seed funding (private and public) and hence can detach the relative size of R&D investment from their ability to generate profits. For EU young (top R&D investing) companies this does not appear to be the case. The disappearance of significant across-regional differences when we move beyond the Young age group confirms that early Venture Capital financing and/or public policies directed at favouring early stage R&D investment are crucial. Figure 1: Decomposition of the R&D intensity gap into structural and intrinsic components.
This figure presents the decomposition of the R&D intensity gap into structural and intrinsic components for four major world competitors of the EU. R&D intensity is defined as a ratio of sector R&D over Sales. The reference region is always the EU. A negative value means that a region is more R&D intensive than the EU, while a positive value would indicate a higher R&D intensity of the EU. This figure presents the evolution of the total R&D intensity gap and the share of structural component in it for the four major world competitors of the EU. The reference region is always the EU. The right hand side axis represents the ratio of the structural component in the total gap (red line). This figure presents the R&D intensity gap for four major world competitors of the EU and for four sectoral categories defined in Data section. The reference region is always the EU. A negative value means that a region is more R&D intensive than the EU, while a positive value would indicate a higher R&D intensity of the EU. This figure presents the difference in macro-sector weights for the four sectoral categories defined in Data section and for four major world competitors of the EU. The reference region is always the EU. A negative value means that a sector in a region has bigger weight in its economy than the same sector within the EU economy.
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