The matrices of all such transformations make up a group which we shall call the Lorentz group 2t,n-t. For / = 3, w = 4 it is usually called the extended Lorentz group. In this paper we give extremely elementary proofs of two theorems. The first theorem has to do with the expression of a Lorentz matrix as a product of Lorentz matrices of simple type. For this it is sufficient that the elements of our matrices be chosen from a field of characteristic different from two. When the field is that of complex numbers, the signature of the quadratic form (1) is unimportant. The second theorem describes certain subgroups of the Lorentz group and for it we need an ordered (hence not a finite) field.
Each vector v for which (v, z>)^0 determines a transformation T v with the equations
It is easy to verify the following:
(ii) The result of performing T v twice is the identity, (iii) Every multiple of v is a solution of the equations x= -x, and conversely every solution is a multiple of v. 
where ||-My*|| is a matrix of 2 t -i,n-t. We call a transformation given by (2) a symmetry. Properties (iii) and (iv) show that each symmetry is a reflection in its associated hyperplane (v, x) = 0 in the same way that (4) PROOF. We use induction on n, the number of variables. Evidently the theorem is true for n = 1. Moreover, by property (vi), the assumption that the theorem is true f or n -1 variables enables us to conclude that it is also true for transformations of the form (5) on n variables.
We distinguish two cases according as Li 1 ^ 1 or L£ = 1 for the given Lorentz matrix L of order n.
In the first case the vector v = ei-Lei determines a symmetry In the second case we set w^ei+Lei and observe that (w, w) = ± 2 (1+Li 1 ) 7*0. We find that I w Lei= -eiandhenceL* = 7 ei 7 w ,L (cf. (4)) is of the form (5). As before, L* = 7i • • • 7 r and L~I w I e Ji • • • 7 r . This completes the proof of Theorem 1.
We now assume that the field over which we are working is ordered and suppose that 0<t<n, where / is the number of plus signs in (1).
It will be evident that the following considerations do not give significant results in the definite cases / = 0 and t = n.
Breaking up a Lorentz matrix L into partial matrices
where A has t rows and columns, we find that the determinants \A\ and | D\ are different from zero. We may therefore define for every Lorentz matrix the quantity 
THEOREM 2. For every pair of Lorentz matrices L and ikf, (8) <r+(L)<r+(M) = <r + (LM).
It will be sufficient to prove (8) only in the form
where I is the matrix of a symmetry. For, M can be written as a product of matrices of symmetries, and successive applications of (9) will give (8). Similar statements of course apply to <r_(L). We shall need the following lemma:
, and we may take\ = l. Let us call A, in (6), the spatial minor of L. Then the spatial minor of the matrix I v of (2) (10) is, by the lemma, where the prime denotes the tranpose matrix and the exponent -1 the inverse. To complete the proof it will be sufficient to show that Q(y) is positive definite, for then the sign of cr+{LI v ) will be that of -|i4|/(i>, v), and this, in virtue of (7) and (12), has the same sign as <r+(L) 0+( ƒ"). We prove that 5 is positive definite by showing that the matrix
transforms S into the identity; that is, T'ST=1. To verify this we have recourse to the relations (16) and
which are necessary and sufficient in order that (6) be Lorentz. Computing T'ST we find that it is 1" if K^DD'-DB'iA'^A^BD' is equal to l w _ ( . This is proved by the computation
Since <r+ ( The Lorentz matrices of determinant plus one of course also form a subgroup, say %t t n-t* The matrices of this subgroup have the property that either CORNELL UNIVERSITY
