Mean-variance portfolios constructed using the sample mean and covariance matrix of asset returns perform poorly out-of-sample due to estimation error. Moreover, it is commonly accepted that estimation error in the sample mean is much larger than in the sample covariance matrix. For this reason, practitioners and researchers have recently focused on the minimum-variance portfolio, which relies solely on estimates of the covariance matrix, and thus, usually performs better out-of-sample. But even the minimum-variance portfolios are quite sensitive to estimation error and have unstable weights that fluctuate substantially over time. In this paper, we propose a class of portfolios that have better stability properties than the traditional minimum-variance portfolios. The proposed portfolios are constructed using certain robust estimators and can be computed by solving a single nonlinear program, where robust estimation and portfolio optimization are performed in a single step. We show analytically that the resulting portfolio weights are less sensitive to changes in the asset-return distribution than those of the traditional minimum-variance portfolios. Moreover, our numerical results on simulated and empirical data confirm that the proposed portfolios are more stable than the traditional minimum-variance portfolios, while preserving (or slightly improving) their relatively good out-of-sample performance.
Introduction
An investor who cares only about the mean and variance of static portfolio returns should hold a portfolio on the mean-variance efficient frontier, which was first characterized by Markowitz (1952) . To implement these portfolios in practice, one has to estimate the mean and the covariance matrix of asset returns. Traditionally, the sample mean and covariance matrix have been used for this purpose. But because of estimation error, policies constructed using these estimators are extremely unstable; that is, the resulting portfolio weights fluctuate substantially over time. This has greatly undermined the popularity of mean-variance portfolios among portfolio managers, who are reluctant to implement policies that recommend such drastic changes in the portfolio composition. Moreover, the concerns of portfolio managers are reinforced by well-known empirical evidence, which shows that, not surprisingly, these unstable portfolios perform very poorly in terms of their out-of-sample mean and variance; see, for instance, Michaud (1989) , Chopra and Ziemba (1993) , Broadie (1993) , and Litterman (2003) .
The instability of the mean-variance portfolios can be explained (partly) by the well-documented difficulties associated with estimating mean asset returns; see, for instance, Merton (1980) . For this reason, researchers have recently focused on the minimum-variance portfolio, which relies solely on estimates of the covariance matrix, and thus, is not as sensitive to estimation error (Chan et al. (1999) , Jagannathan and Ma (2003) ). Jagannathan and Ma, for example, state that "the estimation error in the sample mean is so large that nothing much is lost in ignoring the mean altogether". This claim is substantiated by extensive empirical evidence that shows the minimumvariance portfolio usually performs better out-of-sample than any other mean-variance portfolioeven when Sharpe ratio or other performance measures related to both the mean and variance are used for the comparison; see Jorion (1986) , Jagannathan and Ma (2003) , DeMiguel et al. (2005) . Moreover, in this paper we provide numerical results that also illustrate the perils associated with using estimates of mean returns for portfolio selection. For all these reasons, herein our discussion focuses on the minimum-variance portfolios.
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Although the minimum-variance portfolio does not rely on estimates of mean returns, it is still quite vulnerable to the impact of estimation error; see, for instance, Chan et al. (1999) , Jagannathan and Ma (2003) . The sensitivity of the minimum-variance portfolio to estimation error is surprising. These portfolios are based on the sample covariance matrix, which is the maximum likelihood estimator (MLE) for normally distributed returns. Moreover, MLEs are theoretically the most efficient for the assumed distribution; that is, these estimators have the smallest asymptotic variance provided the data follows the assumed distribution. So why does the sample covariance matrix give unstable portfolios? The answer is the efficiency of MLEs based on assuming normality of returns is highly sensitive to deviations of the asset-return distribution from the assumed (normal) distribution. In particular, MLEs based on the normality assumption are not necessarily the most efficient for data that departs even slightly from normality; see Example 1.1 in Huber (2004) . This is particularly important for portfolio selection, where extensive evidence shows that the empirical distribution of returns usually deviates from the normal distribution.
To induce greater stability on the minimum-variance portfolio weights, in this paper we propose a class of policies that are constructed using robust estimators of the portfolio return characteristics. A robust estimator is one that gives meaningful information about asset returns even when the empirical (sample) distribution deviates from the assumed (normal) distribution (see Huber (2004) , Hampel et al. (1986) , Rousseeuw and Leroy (1987) ). Specifically, a robust estimator should have good properties not only for the assumed distribution but also for any distribution in a neighborhood of the assumed one.
Classical examples of robust estimators are the median and the mean absolute deviation (MAD). The median is the value that is larger than 50% and smaller than 50% of the sample data points while the MAD is the mean absolute deviation from the median. The following example from Tukey (1960) illustrates the advantages of using robust estimators. Assume that all but a small fraction h of the data are drawn from a univariate normal distribution, while the remainder are drawn from the same normal distribution but with a standard deviation three times larger. Then, is enough to make the MAD more efficient than the standard deviation. The conclusion is that when the sample distribution deviates even slightly from the assumed distribution, the efficiency of classical estimators may be drastically reduced. Robust estimators, on the other hand, are not as efficient as MLEs when the underlying model is correct, but their properties are not as sensitive to deviations from the assumed distribution.
For this reason, we examine portfolio policies based on robust estimators. These policies should be less sensitive to deviations of the empirical distribution of returns from normality than the traditional policies. We focus on certain robust estimators known as M-and S-estimators, which have better properties than the classical median and MAD. Moreover, other families of robust estimators can be easily adapted to our methodology (for instance, the MM-estimators and the GMM-estimators analyzed in Hansen (1982) and Yohai (1987) ).
Our paper makes three contributions. Our first contribution is to show how one can compute the portfolio policy that minimizes a robust estimator of risk by solving a single nonlinear program. As mentioned above, we focus on minimum-risk portfolios because they usually perform better out-of-sample than portfolios that optimize the tradeoff between in-sample risk and return. The proposed portfolios are the solution to a nonlinear program where portfolio optimization and robust estimation are performed in a single step. In particular, the decision variables of this optimization problem are the portfolio weights and its objective is either the M-or S-estimator of portfolio risk.
Our second contribution is to characterize (analytically) the properties of the resulting portfolios. Specifically, we give an analytical bound on the sensitivity of the portfolio weights to changes in the distribution of asset returns. Our analysis shows that the portfolio weights of the proposed policies are less sensitive to changes in the distributional assumptions than those of the traditional minimum-variance policies. As a result, the portfolio weights of the proposed policies are more stable than those of the traditional policies. This makes the proposed portfolios a credible alternative to the traditional policies in the eyes of the investors, who are usually reticent to implement portfolios whose recommended weights fluctuate substantially over time.
Our third contribution is to compare the behavior of the proposed portfolios to that of the traditional portfolios on simulated and empirical data. The results confirm that minimum-risk portfolios (standard and robust) attain higher out-of-sample Sharpe ratios than return-risk portfolios (standard and robust). As mentioned above, this is because estimates of mean returns (standard and robust) contain so much estimation error that using them for portfolio selection worsens performance. Comparing the proposed minimum-risk portfolios to the traditional minimum-variance portfolios, we observe that the proposed portfolios have more stable weights than the traditional minimum-variance portfolios, while preserving (or slightly improving) the already relatively high out-of-sample Sharpe ratios of the traditional minimum-variance policies.
Other researchers have proposed portfolio policies based on robust estimation techniques; see Cavadini et al. (2001) , Vaz-de Melo and Camara (2003) , Perret-Gentil and Victoria-Feser (2004) , and Welsch and Zhou (2007) . Their approaches, however, differ from ours. All three papers compute 4 Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 the robust portfolio policies in two steps. First, they compute a robust estimate of the covariance matrix of asset returns. Second, they solve the traditional minimum-variance problem where the covariance matrix is replaced by its robust estimate. We, on the other hand, propose solving a single nonlinear program, where portfolio optimization and robust estimation are performed in one step. Like us, Cavadini et al. (2001) and Perret-Gentil and Victoria-Feser (2004) also derive analytical bounds on the sensitivity of their proposed portfolio weights to changes in the distributional assumptions. Their method of analysis also differs from ours. Concretely, we derive these analytical bounds following a one-step methodology, whereas Cavadini et al. (2001) and Perret-Gentil and Victoria-Feser (2004) derive the bounds following a two-step methodology.
The only other one-step approach to robust portfolio estimation is in Lauprete et al. (2002) ; see also Lauprete (2001) . They consider a one-step robust approach based on the M-estimator of risk and give some numerical results. We, in addition, consider portfolios based on the S-estimators, give an analytical bound on the sensitivity of the M-and S-portfolio weights to changes in the distributional assumptions, and examine the behavior of both the M-and S-portfolios on simulated and empirical datasets.
Another approach related to our work that has grown in popularity in recent years is robust portfolio optimization; see, for instance, Goldfarb and Iyengar (2003) , Tütüncü and Koenig (2004) , Garlappi et al. (2006) , and Lu (2006) . These approaches explicitly recognize that the result of the estimation process is not a single-point estimate, but rather an uncertainty set (or confidence region), where the true mean and covariance matrix of asset returns lie with certain confidence. A robust portfolio is then one that is designed to optimize the worst-case performance with respect to all possible values the mean and covariance matrix may take within their corresponding uncertainty sets. The difference between robust portfolio optimization and robust portfolio estimation is that in the former approach, the robustness is achieved by optimizing with respect to the worst-case performance, but the uncertainty sets are obtained by traditional estimation procedures. In contrast, in the robust portfolio estimation approach, we do not consider worst-case performances, but we compute our portfolios by solving optimization problems that are set up using robust estimators of the portfolio characteristics. Note also that these two approaches could be used in conjunctionthat is, one could consider the portfolios that optimize the worst-case performance with respect to uncertainty sets obtained from robust estimation procedures.
Finally, a number of other approaches have been proposed in the literature to address estimation error. For instance, Bayesian portfolio policies are constructed using estimators that are generated by combining the investor's prior beliefs with the evidence obtained from historical data on asset returns; see, for instance Jorion (1986) , Black and Litterman (1992) , Pástor and Stambaugh (2000) and the references therein. Another approach is to use factor models to estimate the covariance matrix of asset returns. This reduces the number of parameters to be estimated and thus leads to a more parsimonious estimation methodology. Finally, a popular approach to increase the stability of portfolio weights is to impose shortselling constraints. Jagannathan and Ma (2003) show that imposing shortselling constraints helps reduce the impact of estimation error on the stability and performance of the minimum-variance portfolio. All of these three approaches (Bayesian policies, factor models, and constraints) clearly differ from our proposed approach and, moreover, could be used in conjunction with robust portfolio estimation.
The rest of this paper is organized as follows. In Section 2, we review the mean-variance and minimum-variance portfolios and highlight their lack of stability with a simple example. In Section 3, we show how one can compute the M-and S-portfolios. In Section 4, we characterize (analytically) the sensitivity of the proposed portfolio policies to changes in the empirical distribution of asset returns. In Section 5, we compare the different policies on simulated and empirical data. Section 6 concludes.
On the instability of the traditional portfolios
As mentioned in the introduction, it is well known that the portfolio weights of the traditional mean-variance and minimum-variance policies are very sensitive to deviations of the asset-return distribution from normality. The reason for this is that, although the sample mean and covariance matrix are the most efficient estimators for normally distributed returns, they are relatively inefficient when the empirical distribution of returns deviates even slightly from normality. Moreover, there is extensive evidence that the empirical distribution of asset returns deviates from normality.
3
In this section, we use a simple example to illustrate the instability of the traditional portfolio weights.
A simple example
We consider an example with two risky assets whose returns follow a normal distribution most of the time, but there is a small probability that the returns of the two risky assets follow a different deviation distribution. That is, we assume that the true asset-return distribution is
where N (µ, Σ) is a normal distribution with mean µ and covariance matrix Σ, and D is a deviation distribution. Specifically, we are going to consider the case where there is a 99% probability that the returns of the two assets are independently and identically distributed following a normal distribution with an annual mean of 12% and an annual standard deviation of 16%, and there is a 1% probability that the returns of the two assets are distributed according to a normal distribution with the same covariance matrix but with the mean return for the second asset equal to -50 times the mean return of the first asset. That is, we assume h = 1%,
, where Σ d = Σ, and
Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 Finally, we would like to note that a basic assumption of our work is that the investor does know that the true asset-return distribution deviates from the normal but the investor does not know the parametric form of this deviation. If the investor knew the parametric form of the deviation distribution D, then the investor would be better off by estimating this distribution using, for instance, maximum likelihood estimation. It is convenient for exposition purposes, however, to assume that the deviation distribution D does have a parametric (normal) form in our example.
A rolling horizon simulation
We then perform a "rolling horizon simulation". Specifically, we first generate a time series of 240 asset returns by sampling from the true asset-return distribution G. Then, we carry out a "rollinghorizon" experiment based on this time series. Concretely, we use the first 120 returns in the time series to estimate the sample mean and covariance matrix of asset returns. We then compute the corresponding minimum-variance portfolio as well as the mean-variance portfolio for γ = 1. 4 We then repeat this procedure by "rolling" the estimation window forward one period at a time until we reach the end of the time series. Thus after performing this experiment we have computed the portfolio policies corresponding to 120 different estimation windows of 120 returns each.
Computing the mean-variance and minimum-variance portfolios
Note that, given a set of N risky assets, the mean-variance portfolio is the solution to the following optimization problem
where w ∈ R N is the vector of portfolio weights,μ w is the sample mean of portfolio returns, w Σ w is the sample variance of portfolio returns, and γ is the risk-aversion parameter. The constraint w e = 1, where e ∈ R N is the vector of ones, ensures that the portfolio weights sum to one. 5 The sample covariance matrix of asset returns,Σ, can be calculated asΣ = 1 T −1 T t=1 (r t −μ)(r t −μ) , where r t ∈ R N is the vector of asset returns at time t, T is the sample size, andμ ∈ R N is the sample mean of asset returns,μ = 1 T T t=1 r t . Note that for different values of the risk aversion parameter γ, we obtain the different mean-variance portfolios on the efficient frontier. The minimum-variance portfolio is the mean-variance portfolio corresponding to an infinite risk aversion parameter (γ = ∞) and thus it can be computed by solving the following minimum-variance problem:
s.t. w e = 1.
4 We have also computed the mean-variance portfolios for values of γ = 2 and 5, but the results are similar and thus we only report the results for case with γ = 1.
5 We focus on the risky-asset-only mean-variance portfolios and thus we explicitly impose the constraint that the weights on the risky assets must sum to one. The stability properties of mean-variance portfolios that may include the risk-free asset can be derived from those of the risky-asset-only portfolios. To see this, note that, by the two-fund separation theorem ( (Huang and Litzenberger 1988 , Chapter 3)), we know that the mean-variance portfolios with risk-free asset are a combination of the risk-free asset and the tangency mean-variance portfolio, which is one of the risky-asset-only mean-variance portfolios (for a particular value of γ).
DeMiguel and Nogales: Portfolio Selection with Robust Estimation Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 7 Note also that the true asset return distribution G in our example is a mixture of normals, which is not normal in general. But it is easy to compute the first and second moments of G from the first and second moments of the two normal distributions being mixed. Specifically, it is easy to see that
Hence, the true mean-variance and minimum-variance portfolios can be computed for our simple example by solving problems (2)- (3) and (4)- (5), respectively, replacing the sample mean and covariance matrix by the true mean and covariance matrix µ G and Σ G . Figure 1 depicts the times series of 240 returns for the two assets. Note that the two sample returns corresponding to dates 169 and 207 follow the deviation distribution D ∼ N (µ D , Σ), whereas the rest of the returns follow the normal distribution N (µ, Σ). Panels (a) and (b) in Figure 2 depict the 120 portfolio weights corresponding to the mean-variance portfolio with risk aversion parameter γ = 1 and the minimum-variance portfolio, respectively. Panel (a), specifically, shows the estimated mean-variance portfolio weights together with the true mean-variance portfolio weights 6 , which are equal to 143% for the first asset and -43% for the second asset. Note that the estimated portfolio weights for the first asset range between 200% and 450% and the estimated weights for the second asset range between -325% and -100%. Clearly, the estimated mean-variance portfolio weights take extreme values that fluctuate substantially over time and tend to be very different from the true mean-variance portfolios. Also, comparing Panels (a) and (b) in Figure 2 , it seems clear that the estimated mean-variance portfolio weights are more unstable than the estimated minimum-variance portfolio weights. This confirms the insight given by Merton (1980) that the error incurred when estimating mean asset returns is much larger than that incurred when estimating the covariance matrix of asset returns. Specifically, Merton showed that while the estimation error in the sample covariance matrix can be reduced by increasing the frequency with which the return data is sampled (e.g., by using daily instead of monthly return data), the estimation error in the sample mean can only be reduced by increasing the total duration of the time series (e.g., by using 100 years of data instead of only 50 years), but it cannot by reduced by sampling more frequently. Consequently, for most real-world datasets, it is nearly impossible to obtain a time series long enough to generate reasonably accurate estimates of mean asset returns. Our numerical results in Section 5 also confirm this point. For this reason, and following the same argument as in much of the recent Finance literature (Chan et al. (1999) , Jagannathan and Ma (2003) ), in this paper we focus on the minimum-variance policy.
Discussion
The estimated and true minimum-variance portfolio weights are depicted also in Panel (a) in Figure 4 using a different scale for the vertical axis than Panel (b) in Figure 2 ; concretely, the 8 Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 vertical axis in Figure 2 ranges between -500% and 500%, whereas the vertical axis in Figure 4 ranges between 0% and 100%. Panel (a) in Figure 4 also shows the true minimum-variance portfolio weights 7 , which are equal to 69% for the first asset and 31% for the second asset. 8 Note that the first 49 estimated minimum-variance portfolios are obtained from the first 168 return samples in the time series depicted in Figure 1 . None of these sample returns contains a negative jump for the second asset. 9 Consequently, the estimated minimum-variance portfolio weights are close to 50%.
The next 38 estimated portfolios are obtained from estimation windows containing exactly one negative jump. As a result, these 38 estimated minimum-variance portfolios assign a larger weight to the first asset. Comparing these 38 estimated portfolios to the true minimum-variance portfolio, we note, however, that these 38 portfolios overestimate the weight that should be assigned to the first asset. Finally, the rest of the estimated portfolios are obtained from estimation windows that contain exactly two negative jumps for the second asset. As a result, the corresponding estimated minimum-variance portfolios overestimate even more the weight that should be assigned to the first asset. Summarizing, the minimum-variance portfolios tend to underestimate the weight on the first asset when there are no jumps in the estimation window and they tend to overestimate the weight on the first asset when there are one or two jumps in the estimation window.
Hence, the example also shows that, although the minimum-variance portfolio weights are more stable than the mean-variance portfolios, they are still quite unstable over time. This can be explained as follows. The minimum-variance portfolio is based on the sample covariance matrix, which is the MLE for normally distributed returns, and thus should be the most efficient estimator. But as discussed in the introduction, while MLEs are very efficient for the assumed (normal) distribution, they are highly sensitive to deviations in the sample or empirical distribution from normality. Consequently, the minimum-variance portfolio is bound to be very sensitive to the two sample returns following the deviation distribution D. To understand this better, note that the sample variance of portfolio returns can be written as:
While MLEs are very efficient for data that follow a normal distribution, the fast growth rate of the square function in (6) makes the sample variance (and thus the minimum-variance portfolio) highly sensitive to deviations in the empirical distribution from normality such as jumps or heavy tails. This is particularly worrying in finance, where there is extensive evidence that the empirical return distributions often depart from normality. In the next section we propose a class of portfolios that minimize robust estimates of risk. These robust estimates of risk are based on functions that grow slower than the square function. 
Robust portfolio estimation
In this section, we propose two classes of portfolio policies that are based on the robust M-and S-estimators. We show how these policies can be computed by solving a nonlinear program where portfolio optimization and robust estimation are performed in one step.
M-portfolios
The first class of portfolios we propose is based on the robust M-estimators. For a given portfolio w, the M-estimator of portfolio risk s is
where the loss function ρ is a convex symmetric function with a unique minimum at zero, and m is the M-estimator of portfolio return:
Particular cases of M-estimators are the sample mean and variance, which are obtained for ρ(r) = 0.5r 2 , and the median and MAD, for ρ(r) = |r|. A list of other possible loss functions that generate M-estimators is given in Table 1 . We also illustrate some of these loss functions in Figure 3 . Note that for large values of |r|, all of these loss functions lie below the square function. This makes the M-estimators more robust with respect to deviations from normality of the empirical distribution than the traditional mean and variance. For an in-depth analysis of the properties of M-estimators, see Hampel et al. (1986) , Rousseeuw and Leroy (1987) . We define the M-portfolio as the policy that minimizes the M-estimator of portfolio risk (we focus on portfolios that minimize estimates of risk because as we discussed in the introduction and in Section 2 they tend to perform better out-of-sample). The M-portfolio can then be computed as the solution to the following optimization problem:
Note that for fixed w, the minimum with respect to m of the objective function of problem (8)- (9) is equal to the M-estimator of risk s for the return of the portfolio w, as defined in (7). By including the portfolio weight vector w as a variable for the optimization problem, we can then compute the portfolio that minimizes the M-estimator of risk. The M-portfolios generalize several well-known portfolio policies. For instance, the minimumvariance portfolio is the M-portfolio corresponding to the square or L 2 loss function, ρ(r) = 0.5r 2 .
Also, the portfolio that minimizes the mean absolute deviation from the median (MAD) is the M-portfolio corresponding to the L 1 loss function ρ(r) = |r|. In our numerical experiments we use Huber's loss function because of its good out-of-sample performance.
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S-portfolios
The second class of portfolio policies we propose is based on the robust S-estimators. The main advantage of S-estimators is that they are equivariant with respect to scale; that is, multiplying the whole dataset by a constant does not change the value of the S-estimator. This is not the case for the M-estimators. The S-estimators of portfolio return and risk are defined as the values of m and s that solve the following optimization problem
where ρ is the loss function and K is the expectation of this loss function evaluated at a standard normal random variable z; that is, K = E(ρ(z)). Note that the portfolio return deviations, w r t −m, are scaled by the S-estimator for risk s in equation (11). Intuitively, this is what makes the Sestimators scale invariant. The loss function ρ in (11) must satisfy two conditions: i) it must be symmetric with a unique minimum at zero, and ii) there must exist c > 0 such that ρ is strictly increasing on [0, c] and constant on [c, ∞). A crucial implication of these two conditions is that the loss function for S-estimators is bounded above. Consequently, the contribution of any sample return to the Sestimator of portfolio risk is bounded. An example of a function ρ satisfying the two conditions mentioned above is Tukey's biweight function:
This function is depicted in Figure 3 together with the square or L 2 function and some of the loss functions proposed for the M-estimators. Note that Tukey's biweight function is the only one that is bounded above. S-estimators allow the flexibility to choose the breakdown point, which is the amount of data deviating from the reference model that an estimator can accept while giving meaningful information. For instance, when using Tukey's biweight loss function, we can control the breakdown point by choosing the constant c. The S-estimators allow a breakdown point of up to 50%. For a rigorous analysis of the properties of S-estimators see Hampel et al. (1986) , Rousseeuw and Leroy (1987) .
We define the S-portfolio as the policy that minimizes the S-estimate of risk; namely, the portfolio that solves the following optimization problem:
In our numerical experiments we use Tukey's biweight function (12) as the loss function ρ and adjust the constant c to calibrate the breakdown point of the S-portfolios.
Two-step approaches
Perret-Gentil and Victoria-Feser (2004) , Vaz-de Melo and Camara (2003) , Cavadini et al. (2001) , and Welsch and Zhou (2007) propose a different procedure for computing portfolios based on robust statistics. Basically, they propose a two-step approach to robust portfolio estimation. First, they compute a robust estimate of the covariance matrix of asset returns. Second, they compute the portfolio policies by solving the classical minimum-variance problem (4)- (5) (Maronna (1976) and Huber (1977) ), and Welsch and Zhou (2007) use the minimum covariance determinant estimator and winsorization.
Our approach differs from all of these two-step approaches because we propose solving a nonlinear program where robust estimation and portfolio optimization are performed in one step. Thus, our approach does not require the explicit computation of any estimate of the covariance matrix.
Just like we do, Cavadini et al. (2001) and Perret-Gentil and Victoria-Feser (2004) also derive analytical bounds on the sensitivity of their proposed portfolio weights to changes in the distributional assumptions. Their method of analysis also differs from ours because we derive these analytical bounds following a one-step methodology, whereas Cavadini et al. (2001) and PerretGentil and Victoria-Feser (2004) derive the bounds following a two-step methodology. Specifically, in our paper we generate the IFs by stating the optimality conditions of the M-and S-portfolio problems and then characterizing how the solution to these optimality conditions is affected by changes in the distribution of asset returns. Cavadini et al. (2001) and Perret-Gentil and VictoriaFeser (2004) , on the other hand, derive the IFs of their proposed portfolio weights as a function of the IFs of the estimators used for the mean and covariance matrix of asset returns. Then the IFs of the portfolio weights can be derived by plugging in the IFs for the robust location and scatter estimators. An advantage of our analytical approach is that we give the IFs of our proposed portfolio weights directly, whereas to use the results in Cavadini et al. (2001) and Perret-Gentil and Victoria-Feser (2004) one needs to find in the literature the IFs of the robust estimators of location and scatter used and then plug these into the corresponding expression.
Finally, the approaches in Perret-Gentil and Victoria-Feser (2004) , Vaz-de Melo and Camara (2003) , Cavadini et al. (2001) , and Welsch and Zhou (2007) can be also used to compute robust mean-variance portfolios. This can be done by simply replacing the sample mean and variance by their robust estimates in the classical mean-variance portfolio problem. Our out-of-sample evaluation results in Section 5, however, show that the resulting robust mean-variance portfolios are substantially outperformed (in terms of out-of-sample Sharpe ratio) by the robust minimum-variance portfolios. As argued before, the reason for this is that estimates of mean returns (both standard and robust) contain so much estimation error that using them for portfolio selection is likely to hurt the performance of the resulting portfolios. Also, the out-of-sample evaluation results show that the stability and performance of the two-step robust minimum-variance portfolios proposed in Perret-Gentil and Victoria-Feser (2004) are not as good as those of our proposed robust minimum M-and S-risk portfolios but they are better than those of the traditional minimum-variance policy.
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Constrained policies
Shortselling constraints can be imposed on all portfolio policies discussed above by adding the constraint w ≥ 0 to the corresponding optimization problems.
The example revisited
We now try the minimum M-risk and S-risk portfolios on the time series of asset returns from the example in Section 2. The resulting portfolio weights are depicted in Figure 4 . Panels (a)-(c) give the portfolio weights of the minimum-variance portfolio, the minimum M-risk portfolio with Huber's loss function, and the minimum S-risk portfolio with Tukey's biweight loss function, respectively. Note that the weights of the robust portfolios are more stable than those of the traditional portfolios and overall stay relatively close to the true minimum-variance portfolio weights. Panel (c), in particular, shows the estimated S-portfolio weights together with the true minimum-variance portfolio weights, which are equal to 69% for the first asset and 31% for the second asset. The first 49 estimated S-portfolios are obtained from the first 168 return samples, which do not contain any negative jumps. Consequently, the estimated S-portfolio weights are close to 50%. The next 38 estimated S-portfolios are obtained from estimation windows that contain exactly one negative jump. As a result, these 38 estimated S-portfolios assign a larger weight to the first asset. Comparing these 38 portfolios to the true minimum-variance portfolio, we note that these 38 portfolios tend to underestimate the weight that should be assigned to the first asset. The rest of the estimated S-portfolios are obtained from estimation windows that contain exactly two negative jumps for the second asset. The resulting estimated S-portfolios slightly underestimate the weight that should be assigned to the first asset, but are quite close to the true minimum-variance portfolio weights. By reducing the impact of the negative jumps on the estimated S-portfolios, these policies manage to preserve the stability of the portfolio weights and are overall quite close to the true minimum-variance portfolio weights. In Section 5, we give numerical results on simulated and empirical datasets that confirm the insights from this simple example.
Analysis of portfolio weight stability
In this section, we characterize (analytically) the sensitivity of the M-and S-portfolio weights to changes in the distribution of asset returns. To do so, we derive the influence function (IF) of the portfolio weights, which gives a first-order approximation to portfolio weight sensitivity. We also show that the IF of the proposed M and S-portfolio policies is smaller than that of the traditional minimum-variance policy. Specifically, we show that the sensitivity of the M-portfolio weights to a particular sample return grows linearly with the distance between the sample return and the location estimator of return, whereas the sensitivity of the S-portfolios to a particular sample return is bounded, and the sensitivity of the minimum-variance portfolios grows with the square of the distance between the sample return and the sample mean return.
The importance of this result is that it demonstrates that the proposed portfolio weights are more stable than those of the minimum-variance policy. This stability is relevant because it makes the proposed portfolios a credible alternative to the traditional portfolios, whose weights tend to fluctuate substantially over time.
DeMiguel and Nogales: Portfolio Selection with Robust Estimation Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 13 Note that the stability of the proposed portfolios is intuitive given that they are computed from robust estimators. Also, our numerical results with simulated and empirical data in Section 5 confirm the stability of the proposed portfolios. Nonetheless, we think the analysis in this section is relevant for three reasons. First, although it is intuitively clear that our portfolios should have more stable weights, our analysis in this section makes this intuition rigorous. Second, although our numerical results in Section 5 show that our proposed portfolios are stable, the analysis in this section is more general because it applies to any dataset and situation that satisfies the assumptions in our analysis, whereas the numerical results apply only to a particular dataset. Last but not least, the analytical character of the results in this section improves our understanding of the properties of the proposed portfolio policies.
The IF (see Hampel et al. (1986) ) measures the impact of small changes in the distributional assumptions on the value of an estimator θ. In our case, this estimator θ contains the vector of portfolio weights w, the robust estimators m and s, and the Lagrange multipliers of the constraints in problems (8)- (9) and (13)-(15). Given a cumulative distribution function (CDF) of returns F (R), the IF measures the impact of a small perturbationr to this CDF on the value of the estimator θ. The formal definition of IF is the following:
where θ(F ) is the estimator corresponding to the cumulative distribution function F , and ∆r is a CDF for whichr occurs with 100% probability; that is,
Thus, the IF measures the per unit (standardized) effect of a sample returnr on the value of an estimator. Mathematically, the IF may be interpreted as the directional derivative of the estimator θ, evaluated at the distribution function F , in the direction ∆r. Finally, the IF function can be used to derive several statistical properties of an estimator such as the asymptotic variance and the gross-error sensitivity; see Section 1.3 of Hampel et al. (1986) . The IF of the portfolio weights is particularly informative in the context of portfolio selection. Firstly, it is clear that if the IF of the portfolio weights of a given policy is relatively small or remains bounded for all possible values ofr, then this portfolio policy is relatively insensitive to changes in the distributional assumptions. Secondly, we can use the IF to give a first-order bound on the sensitivity of the portfolio weights to the introduction of an additional sample return in the estimation window. Concretely, assume that the empirical distribution of the historical data available at time T is given by F T and that we then obtain a new sample return at time T + 1, r. Then, by Taylor's theorem we know that the difference between the portfolio weights computed before and after T + 1 is bounded as follows
where IF w is the influence function of the portfolio weights and O(T −2 ) denotes the secondorder (small) terms. The main implication of this bound is that if the IF of the portfolio weights Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 corresponding to a particular policy is bounded (or relatively small) for all values ofr, then the effect of including a new sample point in the data is also bounded, up to first-order terms.
In the remainder of this section, we characterize the IF of the portfolio weights corresponding to the M-and S-portfolios. While it is well known (see, for instance, Perret-Gentil and VictoriaFeser (2004) ) that the IF of the minimum-variance policy based on the sample covariance matrix is unbounded, we show in this section that the IF of the S-portfolio weights remains bounded for all values ofr. For M-portfolios, we show that although the IF of the M-portfolio weights is not bounded, it is relatively small compared to that of the minimum-variance portfolio.
M-portfolio influence function
To compute the IFs associated with the M-portfolio, we first state the optimality conditions of the M-portfolio problem (8)- (9), and then analyze how the solution to this optimality conditions is affected by changes in the distribution of asset returns.
We denote the IF of the robust estimator m, the M-portfolio weights w, and the Lagrange multipliers of the M-portfolio problem λ as IF m , IF w , and IF λ , respectively. Moreover, we formally define these IFs as
The first-order optimality conditions for the M-portfolio problem (8)- (9) are:
where ψ(r) = ρ (r) and λ is the Lagrange multiplier corresponding to the equality constraint w e = 1. The functional form of these first-order optimality conditions is the following:
where F (R) is the CDF of asset returns.
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The following theorem gives a linear system whose solution gives the IFs of the M-portfolios. The proof to the theorem is given in Appendix A. Theorem 1. Let (m, w, λ) be an M-estimate satisfying (22)- (24) and let the function ψ(R) be measurable and continuously differentiable. Then, the influence functions of the M-portfolio are the solution to the following symmetric linear system:
10 If a solution to the functional form of the first-order optimality conditions is uniquely defined, then the estimators based on the optimality conditions (19)-(21) are consistent, see Huber (2004) .
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Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 15 Also, the following proposition gives an analytic expression for IF w , the influence function for the M-portfolio weights. We use the following notation:
and ψẑ ≡ ψ(w r − m). The proof to the proposition is given in Appendix A. Proposition 1. Assuming the following conditions hold:
1. E(ψ Z ) = 0, 2. the return distribution F (R) has finite first and second moments, 3. the following matrix is invertible:
4. e H −1 e = 0, the matrix in (25) is invertible and the M-portfolio weights influence function is:
Remark 1. The assumptions in Proposition 1 are relatively mild. To see this, note that for the square loss function the M-portfolio coincides with the minimum-variance portfolio and Assumptions (1)- (4) in Proposition 1 are required if the minimum-variance portfolio is to be well defined. Concretely, for the square loss function ρ(r) = 0.5r 2 , we have ψ(r) = r and ψ (r) = 1. Thus, H = Σ if Assumption (2) holds. Moreover, from the optimality conditions (22)- (24), we have that m = w µ and w = 1 e Σ −1 e Σ −1 e; that is, the M-portfolio coincides with the minimum-variance portfolio.
Finally, it is clear that the minimum-variance portfolio is well defined only if Assumptions (3) and (4) hold.
Remark 2. The main implication of equation (26) is that
We are particularly interested in comparing the IFs of the weights of the minimum-variance and M-portfolios. Note that the IF of the minimum-variance portfolio weights can be obtained from (27) by setting ρ(r) = 0.5r 2 or ψ(r) = r. Simple algebra yields the expression
where w MV is the minimum-variance portfolio, µ is the vector of mean asset returns, and Σ is the covariance matrix of asset returns. When comparing expressions (27) and (28), we note that the second and third factors on the right-hand side of (27) and (28) are roughly comparable in size for all possible loss functions considered in Table 1 , including the squared or L 2 loss function ρ(r) = 0.5r 2 . The main difference is that while the first factor in (28) (that is, |w MVr − µ| ) is not bounded for allr, the first factor in (27) (that is, |ψẑ |) is bounded for all loss functions in Table 1 except for ρ(r) = 0.5r 2 . Thus, the M-portfolio weight influence function is better behaved than the minimum-variance portfolio weight influence function.
S-portfolio influence function
To derive the influence function of the S-portfolios we follow a procedure similar to that we used to derive the M-portfolio IFs. In particular, we first state the optimality conditions of the S-portfolio problem (13)- (15) and then we analyze how the solution to this optimality conditions is affected by changes in the return distribution. We denote the IFs of the robust estimators m and s, the S-portfolio weights w, and the Lagrange multipliers ν and λ as IF x ≡ IF x (r, F ) = ∂ ∂h x((1 − h)F + h∆r)| h=0 , where x = {m, s, w, ν, λ}. The functional form of the first-order optimality conditions for the S-portfolio problem (13)- (15) is:
where ψ(r) = ρ (r), ν is the Lagrange multiplier corresponding to the equality constraint (14), λ is the Lagrange multiplier corresponding to the equality constraint (15), and K is as defined in Section 3.2.
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The following theorem gives the linear system whose solution gives the S-portfolio IFs. The proof to the theorem is given in Appendix A. We use the following notation: Theorem 2. Let (m, s, w, ν, λ) be an S-estimate satisfying (29)-(33) and let the functions ρ(r) and ψ(r) be measurable and continuously differentiable. Then, the S-estimate influence functions are the solution to the following symmetric linear system:
where
11 If a solution to this functional form is uniquely defined, then the estimators based on the optimality conditions of problem (13)- (15) are consistent; see Huber (2004) . OPRE-2007-02-106 17
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The following proposition shows that the S-portfolio weights influence function IF w is bounded. This implies that the S-portfolio weights are less sensitive to changes in the distributional assumptions than the minimum-variance and M-portfolios. The proof is in Appendix A.
Proposition 2. Assuming the following conditions hold:
1. ρ is Tukey's biweight function (12), 2. the return distribution F (R) has finite first and second moments, 3. the matrix E(M ) is invertible, then, the influence function of the S-risk portfolio weights is bounded.
Remark 3. The assumptions in Proposition 2 are relatively mild. In particular, it is easy to show that for the square loss function, the S-portfolio coincides with the minimum-variance portfolio, and Assumptions (2)-(3) in Proposition 2 are required if the minimum-variance portfolio is to be well defined.
Remark 4. The importance of the result in Proposition 2 is that it shows that the S-portfolio weights are more stable than the minimum-variance portfolio weights. In particular, while Proposition 2 shows that the IF of the S-portfolio weights is bounded for allr, it is easy to see from (28) that the IF of the minimum-variance portfolio is unbounded.
Out-of-sample evaluation
In this section, we use simulated and empirical datasets to illustrate the stability and performance properties of the proposed portfolios. The advantage of using simulated data is that we can control how the asset-return distribution deviates from normality, and this allows us to study how the behavior of the different portfolios changes as the asset-return distribution progressively deviates from the normal distribution. The empirical data, on the other hand, allows us to examine how the different policies would work in reality.
Although our work focuses mainly on minimum-risk portfolios, for completeness we also evaluate the stability and performance of traditional and robust portfolios that optimize the tradeoff between in-sample risk and return. We consider twelve portfolios: (1) the mean-variance (Mean-var) portfolio with risk aversion parameter γ = 1, 12 (2) the minimum-variance (Min-var) portfolio, (3) the twostep robust mean-variance portfolio (2-Mean) of Perret-Gentil and Victoria-Feser (2004) with risk aversion parameter γ = 1, (3) the two-step robust minimum-variance portfolio (2-Var) of PerretGentil and Victoria-Feser (2004), (4) the minimum M-risk portfolio with Huber's loss function (M-Hub), and (5) the minimum S-risk portfolio with Tukey's biweight loss function (S-Tuk). The remaining six portfolios are the same but with the addition of shortselling constraints; i.e., with nonnegativity constraints on the portfolio weights. This section is divided into four parts. In the first part, we explain our methodology for evaluating the different policies. In the second part, we give the results for the simulated data and, in the third part, for the empirical data. Finally, in the fourth part we summarize the main insights from all of our experiments.
Evaluation methodology
To compare the different policies, we use the following "rolling-horizon" procedure. First, we choose a window over which to perform the estimation. We denote the length of the estimation window by T < L, where L is the total number of samples in the dataset. For our experiments, we use an estimation window of T = 120 data points, which for monthly data corresponds to ten years.
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Two, using the return data in the estimation window we compute the different portfolio policies.
14 Three, we repeat this "rolling-window" procedure for the next period, by including the data for the new date and dropping the data for the earliest period. We continue doing this until the end of the dataset is reached. At the end of this process, we have generated L − T portfolio weight vectors for each strategy; that is, w k t for t = T, . . . , L − 1 and for each strategy k. In the remainder of this section, we explain how we use these L − T portfolio weight vectors to compare the different policies in terms of their stability and out-of-sample performance.
5.1.1. Boxplots of portfolio weights. The boxplots of portfolio weights give a graphical representation of the stability of the different portfolio policies. As mentioned above, as a result of the application of the "rolling-horizon" methodology, we obtain L − T portfolio weight vectors for each of the strategies. Each boxplot represents the variability of the portfolio weight assigned to a particular asset by a particular policy. Specifically, the plot gives a box that has lines at the 25, 50 and 75 percentile values of the time series {w k j,t } for t = T, . . . , L − 1, where w k j,t is the weight that strategy k assigns to asset j at time t. The boxplot also gives whiskers, which are lines extending from each end of the boxes to show the extent of the rest of the weights. Finally, the boxplot also depicts the extreme portfolio weights that have values beyond the whiskers. Clearly, stable policies should have relatively compact (short) boxplots.
Portfolio turnover.
To define portfolio turnover, let w k j,t denote the portfolio weight in asset j chosen at time t under strategy k, w k j,t + the portfolio weight before rebalancing but at t + 1, and w k j,t+1 the desired portfolio weight at time t + 1 (after rebalancing). Then, the turnover is defined as the sum of the absolute value of the rebalancing trades across the N available assets and over the L − T − 1 trading dates, normalized by the total number of trading dates:
Roughly speaking, the turnover is the average percentage of wealth traded in each period.
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13 We have tried other estimation window lengths such as T =60 and 240 but the results are similar and thus we report the results only for the case T = 120.
14 For the mean-variance policy this step is done by first estimating the sample mean and covariance matrix and then computing the resulting portfolio weights. For the minimum-variance and two-step robust policies we first estimate the covariance matrix (by standard and robust estimation, respectively) and then compute the resulting portfolio weights. For the M-and S-portfolio policies the robust estimation and portfolio optimization are performed simultaneously by solving a nonlinear program. 15 We have to be careful when using turnover as a measure of portfolio stability. Note that portfolio weight stability is characterized by the difference between the portfolio weights at time t and t + 1; that is, w k j,t+1 − w k j,t . This quantity is different from the quantity used for turnover computations w k j,t+1 − w k j,t + , which takes into account not only portfolio weight variability but also portfolio growth. The portfolio weight boxplots, on the other hand, represent portfolio stability in isolation.
Out-of-sample mean, variance and Sharpe ratio of returns.
To compare the performance of the different policies we focus on their out-of-sample performance because this is what the investor ultimately cares about. To see this, note that to implement a portfolio policy, one has to use historical data to perform the necessary estimation and portfolio optimization. But the performance of the resulting portfolio is always measured in terms of future asset returns; that is, out-of-sample. Here we explain how we compute the out-of-sample mean, variance, and Sharpe ratio of returns.
Following the "rolling horizon" methodology, for each strategy k we compute the portfolio weights w k t for t = T, . . . , L − 1. Holding the portfolio w k t for one period gives the following out-of-sample excess return at time t + 1:r k t+1 = w k t r t+1 , where r t+1 denotes the returns in excess of the benchmark (risk-free) rate. After collecting the time series of L − T excess returns r k t , the out-of-sample mean, variance, and Sharpe ratio of excess returns are,
To measure the statistical significance of the differences in the variance and the Sharpe ratio between a particular strategy from those of the minimum-variance strategy (that serves as benchmark), we also report the P-values for the variance and the Sharpe ratio of each strategy relative to the minimum-variance strategy. 
Simulation results
In this section, we describe our simulation experiments and discuss the behavior of the different portfolio policies on simulated data. Section 5.3 discusses the results for the empirical data.
The simulated dataset.
We use simulation to generate asset-return data following a distribution G that deviates slightly from the normal distribution. Concretely, we assume G is a mixture of two different distributions:
where N (µ, Σ) is a normal distribution with mean µ and covariance matrix Σ, D is a deviation distribution, and h is the proportion of the data that follows the deviation distribution D. That is, 16 To compute the P-values, we use the bootstrapping methodology described in Efron and Tibshirani (1993) . Specifically, consider two portfolios i and n, with µi, µn, σi, σn as their true means and variances. We wish to test the hypothesis that the Sharpe ratio of portfolio i is equal to that of portfolio n, that is, H0 : µi/σi − µn/σn = 0. To do this, we obtain B pairs of size T − τ of the portfolio returns i and n by resampling with replacement. IfF denotes the empirical distribution function of the B bootstrap pairs corresponding toμi/σi −μn/σn, then a two-sided P-value for the previous null hypothesis is given byp = 2F (0). In a similar way, to test the hypothesis that the variances of two portfolio returns are identical, H0 : σ 2 i /σ 2 n = 1, ifF denotes the empirical distribution function of the B bootstrap pairs corresponding to:σ 2 i /σ 2 n , then, a two-sided P-value for this null hypothesis is given byp = 2F (0). For a nice discussion of the application of other bootstrapping methods to test the significance of Sharpe ratios, see Wolf (2007) .
Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 a proportion (100 − h)% of the generated asset returns are normally distributed and a proportion h of the asset returns are distributed according to a deviation distribution D.
We generate three different datasets with proportions of the data deviating from normality h equal to 0, 2.5, and 5%. This allows us to study how the different portfolios change when the asset-return distribution progressively deviates from the normal distribution. We generate monthly return data for 1010 years (L = 12120), 17 we use an estimation window length of 10 years (T = 120), which matches our choice when analyzing the empirical datasets, and we leave the last 1000 years (L − T = 12000 months) for out-of-sample evaluation.
To generate the part of the data that follows the multivariate normal distribution N (µ, Σ), we sample from a factor model similar to that used in MacKinlay and Pastor (2000) and DeMiguel et al. (2005) . Concretely, we consider a market composed of N risky assets and one risk-free asset. The N risky assets include K factors. The excess returns of the remaining N − K risky assets are generated by the following model
where R a,t is the (N − K) vector of excess asset returns, α is the (N − K) vector of mispricing coefficients, B is the (N − K) × K matrix of factor loadings, R b,t is the K vector of excess returns on the factor ("benchmark") portfolios and is distributed as a multivariate normal distribution with mean µ b and covariance matrix Ω b , R b,t ∼ N (µ b , Ω b ), and t is the (N − K) vector of noise, ∼ N (0, Σ ), which is uncorrelated with the returns on the factor portfolios. We report the case where there are four risky assets (N = 4) and a single factor (K = 1). We have also tried the cases with N = 10, 25, and 50 but the insights are similar to those from the case with N = 4 and thus we do not report these cases to conserve space. We choose the factor return has an annual average of 8% and standard deviation of 16%. This amounts to an annual Sharpe ratio of 0.5 for the factor. The mispricing α is set to zero and the factor loadings B for each of the other three risky assets are randomly drawn from a uniform distribution between 0.5 and 1.5. Finally, the variance-covariance matrix of noise Σ is assumed to be diagonal with each of the three elements of the diagonal drawn from a uniform distribution with support [0.15, 0.25] , that is, the cross-sectional average annual idiosyncratic volatility is 20%.
In our experiments, we consider several different deviation distributions D: (i) where D assigns a 100% probability to a constant asset return vector whose return for each asset is equal to the expected return of the asset plus five times the standard deviation of the asset return 18 , (ii) where D assigns a 100% probability to a constant vector equal to the expected asset return plus 3 times the standard deviation of returns, (iii) where D assigns a 50% probability to a constant vector equal to the expected asset return plus five times the standard deviation of returns and 50% probability to a constant vector equal to the expected asset return minus five times the standard deviation of returns, (iv) where D is a normal distribution N (μ, Σ), where each component ofμ is equal 17 A time series of L = 12120 offers a good trade-off between accuracy and computation time. In particular, using MATLAB we can perform all out-of-sample calculations for the case with N = 4 in around 100 minutes. However, because the factor return has a monthly mean of 0.64% and a monthly volatility of 4.6%, we know that the mean of the out-of-sample factor return will lie with 95% confidence in the interval 0.64% ± 2σc, where σc = 4.6%/ √ 12000.
to the corresponding component of µ plus five times the standard deviation of the asset return, and (v) where the deviation from the normal distribution occurs for each asset at different dates. The insights from the results for these alternative types of deviations are similar and thus we only report the results for the first type of deviation. Finally, the proportion of the data deviating from the normal distribution and the "size" of the deviation (i.e. 0-5% and five standard deviations) are similar to those used in Perret-Gentil and Victoria-Feser (2004) , where it is also argued that this proportion and size of the deviations are a good representation of the deviations present in the historical datasets they use for their analysis. 19 5.2.2. Discussion of portfolio weight stability. We now discuss the stability of the portfolio weights of the different policies on the simulated datasets with proportion of return data deviating from normality h equal to 0, 2.5, and 5%.
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We first compare the stability of the portfolio weights of the mean-variance portfolio, the twostep robust mean-variance portfolio, and the minimum-variance portfolio on the simulated dataset with 0% of the sample returns deviating from normality. Panels (a), (b), and (c) of Figure 5 give the boxplots of the portfolio weights for the mean-variance, two-step robust mean-variance, and minimum-variance portfolios, respectively. Each of the panels contains four boxplots corresponding to the weights on each of the four risky assets. Clearly the mean-variance portfolios (traditional and robust) are much more unstable than the minimum-variance portfolio. To see this, note for instance that the weight assigned by the mean-variance policy to the fourth risky asset ranges between -600% and 1200% and the weight assigned to this same asset by the two-step robust meanvariance portfolio ranges between -700% and 1350%, but the weight assigned to the same asset by the minimum-variance policy ranges only in between -20% and 50%. This simple experiment shows that mean-variance portfolios (traditional and robust) are highly unstable even for data that follows a normal distribution.
21 Hence, the results confirm the finding in much of the recent financial literature Merton (1980) , Chan et al. (1999) , Jagannathan and Ma (2003) that estimates of mean returns can be very noisy. Moreover, the results show that using robust estimators of location for portfolio selection does not help to improve substantially the portfolio weight stability. We now turn to discuss the stability of the policies constructed using estimates of portfolio risk only. Each of the four panels of Figure 6 gives the boxplots of the portfolio weights for each of the Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 following policies: (a) the minimum-variance portfolio (Min-var), (b) the two-step robust minimumvariance portfolio (2-Var), (c) the minimum M-risk portfolio with Huber's loss function (M-Hub), and (d) the minimum S-risk portfolio with Tukey's biweight loss function (S-Tuk). Each panel contains 12 boxplots corresponding to each of the four assets and each of the datasets with h equal to 0, 2.5, and 5%. Each boxplot is labelled as wk(h), where k = 1, 2, 3, 4 is the asset number and h = 0, 2.5, 5 is the proportion of the data deviating from the normal distribution. The boxplots for the portfolio weights for different values of h are given side-by-side to facilitate the understanding of the impact of the deviation from normality on portfolio weight stability. Finally, note that while the vertical axis in Figure 5 ranged between -2000% and +2000%, the vertical axis in Figure 6 ranges between -100% and 170% only.
It is clear from Panel (a) in Figure 6 that, although the minimum-variance policy is reasonably stable for normally distributed returns, it is quite unstable when even a small proportion of the data deviates from the normal distribution. To see this, note that the minimum-variance portfolio weight on the fourth asset stays in between -40% and 50% for the dataset with h = 0%, but it ranges between -40% and 160% for the dataset with h = 5%. That is the width of the minimumvariance portfolio weight boxplots increases from 90% to 200% when the proportion of the data deviating from normality increases from 0% to 5%. From Panel (b), we can see that the 2-Var portfolio remains reasonably stable for the case where 2.5% of the sample returns deviate from the normal distribution, but it becomes quite unstable for the case with 5% deviation from normality. Panel (c) gives the boxplots of the minimum M-risk portfolio (M-Hub). Note that this portfolio remains reasonably stable for all three datasets with h equal to 0, 2.5, and 5%; that is, the width of the boxplots corresponding to these three cases are quite similar to each other. Finally, Panel (d) gives the boxplots of the minimum S-risk portfolio (S-Tuk). The boxplots of the S-Tuk portfolio have virtually the same width for all three datasets with h = 0, 2.5, 5%. Thus, while the stability of the M-Hub and S-Tuk portfolio weights is not altered by the presence of return data deviating from normality, the stability of the 2-Var and Min-var policies is quite sensitive to these deviations. Figure 6 shows that, while the minimum-variance portfolio computed from the sample covariance matrix is an efficient estimator when the asset-return distribution follows a normal distribution, it becomes a relatively inefficient estimator when even a small proportion of the sample returns deviate from the normal distribution. To see this, note that the width of the minimum-variance portfolio weight boxplots increases substantially when the proportion of the data deviating from normality increases. The traditional minimum-variance portfolios, however, are unbiased estimators of the "true" minimum-variance portfolios even when the asset-return distribution deviates from normality. To verify this, we have computed the "true" minimum-variance portfolios corresponding to the "true" asset-return distribution G for the datasets with h = 0, 2.5, 5% and we have observed that the "true" portfolios are very close to the 50 percentile of the distribution of the weights of the estimated minimum-variance portfolios.
22 The reason for this is that the minimum-variance portfolios computed from the sample covariance matrix assign equal importance to all sample returns (including those deviating from the normal distribution). Consequently, the estimated minimum-variance portfolios are unbiased but inefficient estimators of the true portfolios. The M-and S-portfolios, on the other hand, assign a lower weight to sample returns that deviate from the normal distribution. We know from the Robust Statistics literature that this is precisely what makes these portfolios efficient estimators for a reasonable range of possible deviations. We must admit, however, that because the robust portfolios assign a lower weight to some of the return samples, they are biased estimators of the true minimum-variance portfolios.
23 That is, the M-and S-portfolios are biassed but efficient estimators of the true minimum-variance portfolios. Consequently, there is a tradeoff between the traditional minimum-variance portfolios (which are unbiased but inefficient) and the M-and S-portfolios (which are biased but efficient). We now turn to study the impact of imposing shortselling constraints on the portfolio policies considered. Figure 7 gives the boxplots for the Min-var, 2-Var, M-Hub, and S-Tuk policies with a constraint on shortselling. From Panel (a), it is clear that constraints help to induce some further stability in the portfolio weights of the minimum-variance policy. But it is also clear that, even in the presence of shortselling constraints, the minimum-variance portfolio weights become more unstable as the proportion of the data deviating from normality increases. Panel (b) shows that the portfolio weights of the constrained 2-Var policy also become less stable as the proportion of the data deviating from normality increases. Panel (d), on the other hand, shows that the stability of the weights of the constrained S-Tuk portfolio does not change much as the proportion of the data deviating from normality increases. Finally, the stability of the constrained M-Hub policy seems less sensitive to deviations from normality than that of the constrained Min-var and 2-Var policies, but a bit more sensitive than that of the constrained S-Tuk policy.
Overall, from the boxplots in Figures 5, 6 , and 7 we conclude that the stability of the S-Tuk portfolio weights (both unconstrained and constrained) is the least sensitive to the presence of deviations of the return distribution from normality. The stability of the M-Hub portfolio weights is also quite insensitive to the presence of deviations from normality, while the stability of the Minvar and 2-Var portfolio weights is much more sensitive to deviations of the asset-return distribution from normality. Finally, the portfolio weights of the mean-variance and the two-step robust meanvariance portfolios are highly unstable even for normally distributed returns.
5.2.3. Discussion of variance, Sharpe ratio, and turnover. Table 2 reports the outof-sample variance, p-value of the difference between the variance of each policy and that of the minimum-variance policy, out-of-sample Sharpe ratio, p-value of the difference between the Sharpe ratio of each policy and that of the minimum-variance policy, and turnover of each of the twelve policies considered and for each of the three simulated datasets with proportion of the return data deviating from normality h equal to 0%, 2.5%, and 5%. The first column lists the particular outof-sample statistic that is being reported and for which dataset (h equal to 0%, 2.5%, or 5%). The rest of the columns report the values of the out-of-sample statistics for each of the twelve portfolio Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 policies considered. The first six columns report the out-of-sample statistics for the unconstrained policies, while the last six report the same quantities for the constrained policies.
Our first observation is that portfolios that optimize the in-sample tradeoff between risk and return (i.e., the mean-variance and the two-step robust mean-variance portfolios) perform much worse among all three out-of-sample criteria (variance, Sharpe ratio, and turnover) than the portfolios that minimize risk. This insight holds for all three datasets with h = 0, 2.5, 5% and both in the absence and presence of shortselling constraints. For instance, the out-of-sample Sharpe ratio of the unconstrained Mean-var and 2-Mean portfolios is less than half the out-of-sample Sharpe ratio of the unconstrained Min-var portfolio for all three datasets with h = 0, 2.5, 5%. The turnover of the unconstrained Mean-var and 2-Mean portfolios is more than 20 times larger than that of the unconstrained Min-var portfolios for all three datasets. Also, the out-of-sample Sharpe ratio of the shortselling constrained Mean-var and 2-Mean portfolios is also substantially smaller than that of the constrained Min-var portfolio for all three datasets. The turnover of the constrained Mean-var and 2-Mean portfolios is also much larger than that of the constrained Min-var portfolios. Again, this confirms that estimates of expected returns (standard and robust) are so inaccurate that using them for portfolio selection tends to worsen out-of-sample performance.
We now discuss the performance of the portfolio policies that are constructed using only estimates of portfolio risk: Min-var, 2-Var, M-Hub, and S-Tuk. We start by studying the performance of these policies in the absence of shortselling constraints. It is clear from Table 2 that, when the return data follows the normal distribution (h = 0%), all minimum-risk portfolios (robust and classical) perform similarly and there are no big differences in their performance in terms of variance, Sharpe ratio, or turnover. Note also that as the proportion of the data deviating from normality increases, the Sharpe ratios of all portfolios increase too. This is not surprising because we are reporting results for the case where the returns that deviate from normality are equal to the expected return of each asset plus five times the standard deviation of the asset return-as we mentioned before, we have tried other types of deviation and the overall insights from the results are similar. Note, however, that the out-of-sample Sharpe ratio of the Min-var portfolio is worse than that of the MHub and S-Tuk portfolios for the datasets where 2.5 and 5% of the returns deviate from normality, and the difference is statistically significant for the dataset with h = 5%. That is, the performance of the Min-var portfolio gets worse than that of the M-Hub and S-Tuk portfolios as the proportion of data deviating from normality increases. The turnover of the minimum-variance policy also increases substantially when the asset-return distribution deviates from normality. The turnover of the unconstrained M-Hub and S-Tuk portfolios, on the other hand, is quite insensitive to the presence of return data deviating from normality. Finally, the 2-Var policy is a bit more sensitive to the presence of asset-return data deviating from normality than the M and S-Tuk portfolios, but it is less sensitive than the traditional Min-var portfolio.
We now study the effect of imposing shortselling constraints on the portfolio policies constructed using only estimates of portfolio risk. From Table 2 , we observe that, for the dataset that follows the normal distribution (h = 0%), the introduction of constraints helps to slightly reduce the outof-sample variance, increase the Sharpe ratio, and decrease the turnover of all of these policies, but the effect is quite mild. Also, in the absence of any deviations from normality, all shortselling constrained portfolios (traditional and robust) perform similarly in terms of variance, Sharpe ratio, and turnover. But for the datasets that contain data deviating from normality, the Sharpe ratio of the constrained Min-var portfolio is worse than that of the M-Hub and S-Tuk portfolios and the difference is statistically significant for the case with h = 5%. Note, however, that the turnover of the constrained minimum-variance portfolios is not sensitive to deviations from normality. This is surprising because from the boxplots in Figure 7 we observe that the constrained minimumvariance portfolio does indeed change when h increases from 0% to 5%. Concretely, the median weight on the second asset is 18% for h = 0%, whereas it is 0% for the dataset with h = 5%. A similar effect can be observed for the weight for the first asset. Thus, although the constrained minimum-variance portfolios are indeed sensitive to deviations from normality, their turnover is not because, on average, 50% of the dates this policy assigns a very stable (zero) weight to assets 1 and 2. This, however, has a negative impact on performance, as can be observed from the fact that the Sharpe ratio of the constrained minimum-variance portfolio gets worse than that of the constrained M-Hub and S-Tuk portfolios when h grows increases from 0% to 5%. The turnovers of the constrained M-Hub and S-Tuk portfolios are very insensitive to deviations of the return distribution from normality although they keep assigning positive weights to all four assets.
Summarizing, our results show that the M-Hub and S-Tuk portfolios attain higher out-of-sample Sharpe ratios and lower turnovers than the traditional Min-var portfolios when the asset-return distribution deviates from normality. The imposition of constraints helps to reduce the impact of the deviations from normality on the minimum-variance policy, but our proposed policies have slightly better Sharpe ratios even in the presence of shortselling constraints when the return distribution deviates from normality. Also, the performance of the 2-Var portfolio is better than that of the minimum-variance portfolio but worse than that of our proposed policies. Finally, the mean-variance and two-step robust mean-variance portfolios are substantially and significantly outperformed by all policies that ignore estimates of expected return.
Empirical results
In this section, we compare the different policies on an empirical dataset with eleven assets. The first ten assets are portfolios tracking the ten sectors composing the S&P500 index and the eleventh asset is the US market portfolio represented by the S&P500 index. The data span from January, 1981 to December, 2002. The returns are expressed in excess of the 90-day T-bill. Figure 8 give the portfolio weight boxplots for the unconstrained mean-variance, two-step robust mean-variance, and minimum-variance policies, respectively. Note that the weights of the mean-variance and twostep robust mean-variance portfolios are much more unstable than those of the minimum-variance 24 We thank Roberto Wessels for creating this dataset and making it available to us. The dataset can be downloaded from http://faculty.london.edu/avmiguel/SPSectors.txt. For this dataset, we have chosen the value of c = 0.0001 for the Huber loss function and the value of 0.2 for the breakdown point of the 2-Mean, 2-Var, and S-Tuk policies. For Mean-Var and 2-Mean, we choose the risk aversion parameter γ = 1 (we have also tried γ = 2 and 5 and the insights from the results are similar and thus we only report the results for the case γ = 1). To keep computational time short, we calibrate the 2-Mean, 2-Var, M-Hub, and S-Tuk portfolios "off line"; that is, we consider several values of the breakdown point and the parameter c and keep the values that work best for each policy.
policy. Concretely, the mean-variance portfolio weight on the eleventh asset ranges between -3200% and -350% and the two-step robust mean-variance portfolio weight on this same asset ranges between -3600% and -350%, whereas the minimum-variance weight ranges between -150% and 70% only.
We now focus on the policies that use estimates of portfolio risk only. The four panels in Figure 9 give the portfolio weight boxplots for the unconstrained Min-var, 2-Var, M-Hub, and S-Tuk policies. Each of the four panels gives the eleven boxplots corresponding to the portfolio weights on the eleven risky assets.
25 From Figure 9 , it is clear that the M-Hub portfolio weights are the most stable, followed by the S-Tuk, 2-Var, and Min-var portfolio weights, in this order. In particular, note that the portfolio weight corresponding to the eleventh asset ranges between -75% and 15% for M-Hub, -105% and 55% for S-Tuk, -145% and 70% for 2-Var, and -150% and 70% for Min-var. Figure 10 gives the boxplots for the constrained policies. Although it is clear that the introduction of shortselling constraints substantially improves the stability of all policies, it can also be observed that the M-Hub policy is slightly more stable than the rest of the policies even in the presence of constraints. Specifically, note that the boxplots corresponding to the M-Hub portfolio weights on assets 5 and 10 do not contain extreme weights (there are no samples beyond the whiskers), whereas the Min-var and 2-Var portfolio weights have a large number of extreme weights for those two assets. The behavior of the constrained S-Tuk portfolio weights seems to be intermediate between that of Min-var and M-Hub.
5.3.2. Discussion of variance, Sharpe ratio, and turnover. Table 3 gives the out-ofsample results for all policies. Column 1 lists the particular statistic that is being reported for each strategy. The rest of the columns report the out-of-sample performance for the various portfolio policies being considered. The first six columns correspond to the unconstrained policies, while the last six correspond to constrained policies.
Note that the variance and turnover of the mean-variance and the two-step robust mean-variance portfolios are much larger than those of the rest of the portfolios both in the presence and in the absence of shortselling constraints. In addition, the out-of-sample Sharpe ratio of the meanvariance policy is statistically indistinguishable from that of the minimum-variance policy. This again confirms that nothing much is lost by ignoring estimates (standard or robust) of mean returns.
We now focus on the rest of the policies that are constructed from estimates of portfolio risk only: Min-var, 2-Var, M-Hub, and S-Tuk. The performance of the unconstrained versions of these four policies is quite similar-their Sharpe ratios are statistically indistinguishable. In terms of portfolio weight stability, the smallest turnover is that of the unconstrained M-Hub policy, which is coherent with the insights obtained from the boxplots. The imposition of shortselling constraints improves the performance of all policies, but the improvement is larger for the M-Hub and STuk policies. In particular, the constrained M-Hub and S-Tuk policies have higher out-of-sample Sharpe ratios than the minimum-variance policy and the p-values for the differences are relatively significant (5% and 15%, respectively). M-Hub and S-Tuk also have higher Sharpe ratios than the mean-variance and two-step robust mean-variance portfolios. Finally, as in the unconstrained case, 25 Note that the scale of the vertical axis of Figure 9 differs from the scale of the vertical axis of Figure 8 .
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Summarizing, from our empirical results we conclude that the unconstrained and constrained MHub and S-Tuk policies have the most stable portfolio weights. Also, the out-of-sample Sharpe ratios of the constrained M-Hub and S-Tuk policies are larger than that of the constrained minimumvariance portfolio.
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Conclusion
We have characterized (analytically) the influence functions for the weights of the proposed Mand S-portfolio policies. These influence functions demonstrate that the weights of the proposed robust policies are less sensitive to deviations of the asset-return distribution from normality than those of the traditional minimum-variance policy. Moreover, our numerical results on simulated and empirical data confirm that the proposed policies are indeed more stable-see, for instance, the portfolio weight boxplots for the simulated and empirical datasets. The stability of the proposed policies should make them a credible alternative to the traditional minimum-variance portfolios, because investors are usually reticent to implement policies whose recommended portfolio weights change drastically over time.
The numerical results also show that portfolios that optimize the tradeoff between in-sample risk and return are usually outperformed by minimum-risk portfolios (both traditional and robust) in terms of their out-of-sample Sharpe ratios. Also, the proposed M-Hub and S-Tuk portfolios improve the stability properties of the traditional minimum-variance portfolios while preserving (or slightly improving) their good out-of-sample Sharpe ratios.
The numerical results show that the stability and performance of the 2-Var robust policy proposed in Perret-Gentil and Victoria-Feser (2004) are not as good as those of our proposed robust policies but better than those of the minimum-variance policy.
Finally, the explanation for the good behavior of the proposed policies is that because they are based on robust estimation techniques, they are much less sensitive to deviations of the asset-return distribution from normality than the the traditional portfolios.
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Appendix A: Proofs of Theorems 1 and 2 A.1. Proof of Theorem 1
To derive the result we introduce a small perturbation in the return CDF. In particular, we replace F (R) by (1 − h)F (R) + h∆r in (22)- (24). For equation (22) we obtain:
By the assumptions made on the function ψ, we know that:
Differentiating this expression with respect to h yields
. (38) By the assumptions made on the functions ρ(r) and ψ(r), the order of the differentiation and integration operators in the expression above can be exchanged. Therefore,
To evaluate (39), it is important to note that the estimators w and m are implicitly defined by equations (22)- (24) as a function of the empirical distribution, which is (1 − h)F (R) + h∆r in (39). Thus, when differentiating (39) with respect to h, we need to apply the chain rule to the estimators w and m, which are a function of h. In particular, applying the chain rule and setting h = 0 gives
. (40) Due to the shifting property of the delta, the third term of (40) is equal to ψ(w r − m). Moreover, by the first first-order optimality condition (22), the fourth term is zero. Therefore:
Applying the same argument to the second and third first-order optimality conditions (23) and (24) yields:
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The result in (25) then follows from (41), (42), and (43).
A.2. Proof of Proposition 1
Straightforward manipulation of the linear system in (25) yields the result.
A.3. Proof of Theorem 2
To derive the S-estimator IFs, we first introduce a small perturbation in the return CDF. In particular, we replace F (R) by (1 − h)F + h∆r in (29)- (33). Then, we differentiate (29)- (33) with respect to h. First equation. From (29) we obtain
. (44) By the assumptions made on the functions ρ(r) and ψ(r), the order of the differentiation and integration operators in the expression above can be exchanged. Also, note that the estimators m, s, w, and ν are implicitly defined by (29)- (33) as a function of the empirical distribution, which is (1 − h)F + h∆r in (44). Thus, when differentiating (44) with respect to h, we need to apply the chain rule to the estimators m, s, w, and ν, which are a function of h. Then, by applying the chain rule and setting h = 0, yields
Due to the shifting property of the delta, the last term in the expression above is equal to ν s ψẑ. Moreover, by the first first-order optimality condition (29), the third term is zero. Therefore:
Second equation. From (30) we obtain
By the assumptions made on the functions ρ(r) and ψ(r), the order of the differentiation and integration operators in the expression above can be exchanged. This, together with application of the chain rule and setting h = 0 give
Article submitted to Operations Research; manuscript no. OPRE-2007-02-106 Third equation. From (31) we obtain
By the assumptions made on the functions ρ(r) and ψ(r), the order of the differentiation and integration operators in the expression above can be exchanged. This, together with applying the chain rule and setting h = 0 give
Fourth equation. From (32) we obtain
Fifth equation. From (33) we obtain
The result in (34) follows from (45)-(49).
A.4. Proof of Proposition 2
First, we show that the vector b in (34) is bounded. To see this, note that Tukey's biweight function ρ(r) is bounded for all r. Moreover, its first derivative ψ(r) is zero for all values of r with a large absolute value. Therefore, ψ(r)r is also bounded for all r. The result follows from the invertibility of the matrix in (34). This figure depicts the time series of asset returns for the example in Section 2. There are two risky assets.
There is a probability of 99% that the returns of the two assets are independently and identically distributed following a normal distribution with an annual mean of 12% and annual standard deviation of 16%. There is a 1% probability that the returns of the two assets are distributed following a normal distribution with the same covariance matrix but with the mean return for the second asset equal to -50 times the mean return of the first asset.
Figure 2
Mean-variance and minimum-variance portfolio weights for the example in Section 2.
This figure depicts the weights of the 120 estimated mean-variance and minimum-variance portfolios for the two-asset example in Section 2. The figure also depicts the "true" mean-variance and minimum-variance portfolio weights obtained from the true asset-return distribution used to generate the time series of asset returns for the example. The "true" portfolio weights are constant for all 120 periods and thus they are represented by straight horizontal lines. Panel (a) depicts the mean-variance portfolio weights for γ = 1 and Panel (b) depicts the minimum-variance portfolio weights. 
Figure 4
Minimum-variance and M-and S-portfolio weights for the example in Section 2.
This figure depicts the weights of the 120 estimated minimum-variance, minimum M-risk and minimum S-risk portfolios for the two-asset example in Section 2. The figure also depicts the "true" minimum-variance portfolio weights obtained from the true asset-return distribution used to generate the time series of asset returns for the example. The "true" portfolio weights are constant for all 120 periods and thus they are represented by straight horizontal lines. Panel (a) depicts the minimum-variance portfolio weights, Panel (b) depicts the minimum M-risk portfolio weights, and Panel (c) depicts the minimum S-risk portfolio weights.
(a)Min-var portfolio weights (b)M-risk portfolio weights (c)S-risk portfolio weights Table 2 Simulated dataset: out-of-sample variance, Sharpe ratio, and turnover for the different policies
This table reports the out-of-sample variance, p-value of the difference between the variance of each unconstrained or constrained policy to that of the unconstrained or constrained minimum-variance policy, the Sharpe ratio, p-value of the difference between the Sharpe ratio of each unconstrained or constrained policy to that of the unconstrained or constrained minimum-variance policy, and the turnover for the three simulated datasets with proportion of the data deviating from normality h equal to 0%, 2.5%, and 5% (shown in brackets). Details about how the data is generated are given in Section 5.2.1. The first column lists the particular out-of-sample statistic that is being reported and for which value of h (0, 2.5, or 5%). The remaining twelve columns report the values of the out-of-sample statistics for each of the portfolio policies considered: (1) mean-variance (Mean-var), (2) minimum-variance (Min-var), (3) two-step robust mean-variance (2-Mean), (4) two-step robust minimum-variance (2-Var) (5) M-portfolios with Huber's loss function (M-Hub), (6) S-portfolios with Tukey's biweight function loss function (S-Tuk), and the same six policies with shortselling constraints. Table 3 Ten S&P sector portfolios and market: out-of-sample variance, Sharpe ratio, and turnover
This table reports the out-of-sample mean, variance, p-value of the difference between the variance of each unconstrained or constrained policy to that of the unconstrained or constrained minimum-variance policy, Sharpe ratio, p-value of the difference between the Sharpe ratio of each unconstrained or constrained policy to that of the unconstrained or constrained minimum-variance policy, and turnover for the dataset corresponding to ten S&P500 sector tracking portfolios and the market. The first column lists the particular out-of-sample statistic that is being reported. The remaining twelve columns report the values of the out-of-sample statistics for each of the portfolio policies considered:
(1) mean-variance (Mean-var), (2) minimum-variance (Min-var), (3) two-step robust mean-variance (2-Mean), (4) two-step robust minimumvariance (2-Var) (5) M-portfolios with Huber's loss function (M-Hub), (6) S-portfolios with Tukey's biweight function loss function (S-Tuk), and the same six policies with shortselling constraints. 
