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1 Introduction
My overview paper entitled “Plasticity in the 21st century” for the 2000 International Congress
on Theoretical and Applied Mechanics [1] had L. Kronecker’s famous expression “God created
the integers, all else is the work of man” as a slightly provocative motto. What I wanted to
stress with this is that people (like me) who have had a classical mechanics training and whose
default thinking about plasticity is in terms of continuum constitutive modeling, there is much
to learn by careful rethinking of the discrete nature of the physical vehicles for plastic ﬂow, i.e.
dislocations. It seems to me that the subject of “discrete dislocation plasticity” has re-gained
momentum during the last decade and has shown interesting potential in an era of continued
miniaturization. This article is partly a reinforcement and partly an extension of my 2000 plea
for the subject.
With reference to the schematic of pertinent length scales in plasticity in Fig. 1, I will start
by pointing out that there is a seemingly growing class of plasticity problems where the relevant
length scale (determined either by geometry or by the wavelength of the deformation pattern)
is such that there are too few dislocations in order that a continuum plasticity description is
meaningful, but at the same time there are too many dislocations for atomistic modeling to
be practical. This class of problems is in the realm of discrete dislocation plasticity, in which
dislocations are treated as line singularities in an elastic continuum. The solution of discrete
dislocation plasticity problems involves two essential ingredients: (i) the determination of the
ﬁelds inside a dislocated body; (ii) the evolution of the dislocation structure on the basis of the
current ﬁelds. The basic idea of the approach goes back a long time, and seminal work on the
ﬁrst aspect can be found in the famous textbook by Hirth and Lothe [2]. The drawback in this
classicalviewis thatfor each boundaryvalueproblemthesolutionof the elasticityproblemwith
a number of dislocations in the studied geometry subject to its boundary conditions needs to be
found. Because of the singularity along the dislocation line this is a horrifying task, and in fact
only a ﬁnite number of relatively simple cases have been solved. In 1995, Alan Needleman and
I [3], devised a more versatile approach in which we use the singular part of a known solution
(e.g. in inﬁnite space) and employ superposition to augment it with a ﬁnite element solution to
comply with the actual boundary conditions.
In this paper, the essentials of this approach will be summarized, including the additional
ingredients, so-called constitutiverules, needed to analyze dislocation dynamics (limitingatten-
tion to two-dimensional situations). The subsequent section will discuss what we have learned
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Figure 1: Schematic of the various pertinent length scales in between a single dislocation and
a plastically deforming polycrystalline metal at the macro-scale. Each length scale requires
its own type of model: (a) macroscopic phenomenological; (b) crystal plasticity; (c) discrete
dislocation plasticity; (d) atomistics.
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Figure 2: Decomposition into the problem of interacting dislocations in the inﬁnite solid (˜
ﬁelds) and the complementary problem for the ﬁnite body without dislocations (ˆ or image
ﬁelds).
from discrete dislocation plasticity in relation to fracture problems under monotonic or fatigue
loading. A very important characteristic of discrete dislocation plasticity is that it is inherently
size dependent, contrary to classical continuum models. The subsequent section will therefore
discuss a number of model problems that we have considered in helping the development of
nonlocal continuum plasticity theories by comparing the discrete dislocation results with the
solutions of a few recent nonlocal theories.
1.1 General approach
In discrete dislocation plasticity, a dislocation is treated as a line singularity in a linear elas-
tic continuum, whose motion produces what we observe as permanent, plastic strain. Such
a description obviously cannot capture the core structure of a dislocation, but it does capture
the ﬁelds further away than ﬁve to ten times the atomic spacing. Within the linear elastic ap-
proximation, the ﬁelds around a dislocation have the typical structure that (i) the displacement
component parallel to the slip plane on which it lives is discontinuous across the slip plane
and that (ii) the stress and strain ﬁelds decay as 1
￿
r away from the dislocation. Because of
this 1
￿
r decay, dislocations have long-range effects and interactions with other dislocations. In
addition, these interactions depend in a rather complex manner on the orientation relative to
the other dislocations. Owing to these characteristics, dislocations can organize in dislocation
structures, such as walls and cells.
For the determination of the ﬁelds in an arbitrary dislocated body subject to boundary con-
ditions, the basic idea put forward in [3] was to exploit the known singular solutions, notably
in inﬁnite space, and to use superposition to correct for the proper boundary conditions, as
illustrated in Fig. 2. The displacement, strain and stress ﬁelds are decomposed as
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The
￿ ˜
￿ ﬁelds are the superposition of the singular ﬁelds of the individual dislocations in their
current conﬁguration, but in inﬁnite space. Identifying the ﬁelds for dislocation k by a super-
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￿ , the
￿ ˜
￿ stress ﬁeld, for example, is obtained as ˜ sij
￿ åks
￿
k
￿
ij . The actual boundary
conditions,intermsof prescribeddisplacementsu0
i ortractionsT0
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￿ sijnj, are imposedthrough
the
￿ ˆ
￿ ﬁelds, in such a way that the sum of the
￿ ˜
￿ and the
￿ ˆ
￿ ﬁelds in (1) gives the solution that
satisﬁes all boundary conditions. It is important to note that the solution of the
￿ ˆ
￿ problem does
not involve any dislocations. Therefore, the
￿ ˆ
￿ ﬁelds (often called ‘image’ ﬁelds) are smooth
and the boundary value problem for them can conveniently be solved using a ﬁnite element
method.
2 Constitutive rules
Once the ﬁelds in the dislocated solid are known, the second ingredient is to determine the
instantaneous change of the dislocation structure. Materials scientists have discovered a variety
of different ways in which this may happen, such as (i) (predominantly) dislocation glide; (ii)
climb; (iii) cross slip; (iv) annihilation; (v) junction formation with other dislocations and (v)
pinning at obstacles. Each of these mechanisms is controlled by atomistic processes, which, by
deﬁnition, are not resolved in discrete dislocation plasticity. These have to be incorporated by a
set of constitutiveequations or rules, just like in plasticity theories at higher size scales (Fig. 1a,
b). These constitutiverules have to be inferred from experiments or from atomistic simulations.
The important point to note ﬁrst is that the key quantity involved in constitutive rules for
dislocation evolution is the so-called Peach-Koehler force. It is a conﬁgurational force acting
on the dislocation (per unit length) that is work-conjugate to motions of this dislocation that
leave the total length of the dislocation unchanged. It can be shown [3] that in the approach
outlined above, the component of the Peach-Koehler force in the slip plane can be expressed as
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This expression highlights the long-range contribution of all other dislocations, through the
second term in parentheses, as well as the image stresses.
It would take too far to discuss the constitutive rules in general; we will conﬁne ourselves
here to those used in the two-dimensional simulations to be presented later. All these prob-
lems involve only edge dislocations, for which the glide component of the Peach-Koehler force
reduces to f
￿
k
￿
￿ t
￿
k
￿ b
￿
k
￿ where t
￿
k
￿ is the resolved shear stress on the plane. The following
ingredients to the evolution of the dislocation structure are incorporated: the motion of dis-
locations along their slip plane, pinning of dislocations at obstacles, annihilation of opposite
dislocations, and generation of new dislocation pairs from discrete sources.
Glide of a dislocation is accompanied by drag forces due to interactions with electrons and
phonons. The simplest models of this lead to drag forces that can be expressed as Bv
￿
k
￿ where
B is the drag coefﬁcient. A value of B
￿ 10
￿ 4Pas is representative for aluminum [4]. When
inertia effects of dislocations are ignored, the magnitude of the glide velocity v
￿
k
￿ of dislocation
k becomes linearly related to the Peach-Koehler force through f
￿
k
￿
￿ Bv
￿
k
￿ .
New dislocation pairs are generated by simulating Frank-Read sources. The initial disloca-
tion segment of a Frank-Read source bows out until it produces a new dislocation loop and a
replica of itself. The Frank-Read source ischaracterized by a criticalvalue of the Peach-Koehler
4force, the time it takes to generate a loop and the size of the generated loop. In two dimensions,
this is simulated by point sources which generate a dislocation dipole when the magnitude of
the Peach-Koehler force at the source exceeds a critical value tnucb during a period of time tnuc.
The distance Lnuc between the dislocations is speciﬁed so that the dipole does not collapse onto
itselfunder an appliedforce of tnucb. In theexamplesshownlater, the strengthof thedislocation
sources is chosen at random from a Gaussian distribution with mean strength ¯ tnuc and standard
deviation of 0
￿ 2¯ tnuc. The nucleation time for all sources is typically taken as tnuc
￿ 0
￿ 01 µs.
Annihilation of two dislocations with opposite Burgers vector occurs when they are sufﬁ-
ciently close together. This is modeled by eliminating two dislocations when they are within
a material-dependent, critical annihilation distance Le, which is taken as Le
￿ 6b [4] in the
examples later.
In some calculations, obstacles to dislocation motion are included that are modeled as ﬁxed
points on a slip plane. Such obstacles can represent either small precipitates or forest disloca-
tions. Pinned dislocations can only pass the obstacles when their Peach-Koehler force exceeds
an obstacle dependent value tobsb.
3 Applications to crack problems
Plastic deformation near crack tips can be considered at different length scales. Under the
assumption of small-scale yielding, continuum plasticity representations of near-tip ﬁelds were
established on the basis of isotropic models halfway the last century, and more recently for
anisotropiccrystalplasticityby Rice [5]. When strainhardeningis neglected, thelatter ﬁelds are
predicted to have a remarkable geometry, with the stress state being uniform in distinct sectors
around the tip, and with either slip bands or kink bands in between the sectors. Evidently, this
analysis ignores the discreteness of dislocations inside the plastic zone.
Cleveringa et al. [6] carried out a discrete dislocation analysis of a mode I crack. Crack
propagation was modeled by a cohesive surface with fracture properties approaching atomic
(de)bonding. Depending on the densities and strengths of the sources and obstacles that were
randomly introduced around the crack tip, these calculations showed that (i) crack growth was
brittle if insufﬁcient dislocation activity was triggered; (ii) crack blunting without fracture oc-
curred when dislocations could move sufﬁciently far away from the top to effectively shield the
tip; and (iii) in intermediate situations, the crack could grow in spurts due to the fact that dis-
location structures formed near the tip that raised the local opening stress state to the cohesive
strength over a sufﬁciently large region. This is demonstrated for a particular case with two slip
systems at
￿ 60
￿ from the crack plane in Fig. 3. The salient feature of the ﬁndings in [6] is that
dislocations can play a dual role: On the one hand they are the carriers of plastic relaxation,
while at the same time they move with them a singularity.
The other observation made in [6] was that from some distance (
￿ 0
￿ 5µm) away from the
tip, the stresses appear to be uniform on average in three sectors around the tip, consistent with
Rice’s [5] continuum crystal plasticity analysis for this orientation of two slip systems. This
connection was studied in more detail in [7] for crystals with three slip systems. One of the
orientations studied was so that in addition to the two
￿ 60
￿ slip systems considered in Fig. 3
there was a slip system with its slip planes parallel to the crack plane. In this case, Rice’s
analysis predicts four fully plastic, uniform stress sectors in the absence of hardening, with kink
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Figure 3: Distribution of dislocations and the opening stress s22 in the immediate neighbor-
hood (2µm
￿ 2µm) of the crack tip for the case with rnuc
￿ 49
￿
µm2 (¯ tnuc
￿ 50 MPa) and
robs
￿ 98
￿
µm2 (tobs) at the onset of crack growth. The corresponding crack opening proﬁles
(displacements magniﬁed by a factor of 10) are plotted below the x1-axis. From [6].
bands rather than slip bands in between two of these. The average stresses from the discrete
dislocation analysis were found to agree fairly well with the continuum predictions, but no sign
of kink bands was found. However, the non-hardening continuum slip solutions are not unique
and Drugan [8] has constructed alternative elastic-ideally plastic solutions in which kink bands
do not form. In fact, there are several solution families without kink bands. For the same
conﬁguration analyzed by discrete dislocation plasticity, one of his solution families has a slip
band at q
￿ 60
￿ , consistent with our discrete dislocation simulations. Within this family, the
solution that seemed to agree best with the discrete dislocation results, had one of the sectors
being elastic (instead of fully plastic) and collapsing to a line discontinuity.
The duality in the role of near-tip dislocations mentioned above is not restricted to the mode
I crack problem, but is probably generic for many fracture issues. For example, Deshpande et
al. [9] have considered the growth of a crack along the interface with a rigid material under
cyclic remote mode I loading, where the near-tip enhanced stress state was again found to
determine when the crack would advance. Another discrete dislocation effect that is critical
in fatigue is the irreversibility of dislocation motion. A summary of some salient results in
[9] shown in Fig. 4, demonstrates that the cyclic crack growth rate log
￿ da
￿
dN
￿ versus applied
stress intensity factor range log
￿ DKI
￿ curve that emerges naturally from the discrete dislocation
solutionshowsdistinctthresholdand Parislawregimes. It isemphasizedthatno specialfeatures
were introduced in the discrete dislocation plasticity analysis for fatigue loading. However, the
cohesive law used in this calculation was modiﬁed to be irreversible, in a simple attempt to
account for an oxidizing environment.
6Figure 4: The cyclic crack growth rate da
￿
dN versus DKI
￿
K0 for the mode I cyclic loading of
a single crystal and for an interface crack. The same data is also plotted versus the effective
loading amplitude DKeff
I which accounts for crack closure in the assumed irreversible cohesive
surface. The slopes of the curves marked correspond to the Paris law exponents for the curves
ﬁtted through the numerical results. From [9].
4 On the scale transition to strain gradient continuum theo-
ries
With reference to the scale transitions illustrated in Fig. 1, a discrete dislocation description
should be able to provide a true foundation for crystal plasticity. The continuum description
of plastic deformation in the latter implies an averaging of the behavior of a sufﬁciently large
ensemble of dislocations. Statistical approaches are now starting to be developed, but the link
between the two descriptions of plasticity is currently done indirectly through constitutiverules.
One of the most important constitutive laws in a crystal plasticity theory is that for hardening
of slip systems. From the point of view of discrete dislocations, hardening is largely due to
the interactions between the dislocations on the slip system under consideration with those
on intersecting slip systems. Three-dimensional discrete dislocation models are capable of
simulating this forest hardening mechanism and thereby to provide input to the hardening laws
in crystal plasticity models (see, e.g., [10]).
Such simulations, however, deliberately ignore other interactions and are therefore relevant
for the behavior in the interior of a grain. The interaction with boundaries, such as interfaces
with second-phase particles and grain boundaries gives rise to additional effects. Cleveringa
et al. [11], for example, performed a discrete dislocation analysis of plastic ﬂow in a model
composite material containing hard elastic particles, under single slip conditions. They demon-
strated that, depending on the particle shape and size, the material may develop geometrically
necessary dislocations. In such cases, the overall response was also found to be dependent on
the size of the reinforcements (at the same volume fraction). The corresponding deformation
ﬁeld, shown in Fig. 5a, reveals rotation of the central particle as well as localized shearing near
the ends of the particles.
Since the predicted dislocation densities, even for overall strains as small as 1%, reach
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Figure 5: Deformation ﬁelds for the composite under simple shear (see inset) according to
various theories: (a) deformed mesh (ampliﬁed) according to discrete dislocation plasticity
(from [11]); (b) slip distribution according to the Acharya-Bassani theory (from [16]); (c) idem
according to Gurtin’s nonlocal theory [17] and (d) idem according to Groma’s theory [15].
values on the order of 1014m
￿ 2, one may ask the question if the problem could have been
analyzed by continuum plasticity. Although standard continuum plasticity theories do predict
additional hardening due to the particles [11], they cannot predict size-dependent behavior. For
this, one needs nonlocal or strain gradient theories.
There are a number of strain gradient crystal plasticity models available in the literature
at the moment. We have analyzed the same problem with three of these: (i) by Acharya and
Bassani [16]; (ii) by Gurtin [13]; (iii) by Yeﬁmov et al. [14, 15]. These theories differ in
several ways. The Acharya–Bassani theory is the simplest one with the strain gradient only
entering as an additional contribution to the hardening of a slip system. The Gurtin theory
incorporates this effect, but in addition includes kinematic hardening; the latter involves an
internal variable that is governed by a separate differential equation with associated boundary
conditions. While these mentioned theories are entirely phenomenological, the third theory
considered is based on a statistical description of an ensemble of interacting edge dislocations
on parallel glide planes by Groma [14]. This leads to two dislocation density ﬁelds: one being
the total dislocation density, the other being the dislocation-difference density (directly related
to the density of geometrically necessary dislocations). These two ﬁelds are governed by two
coupled transport equations with associated boundary conditions. Making use of the Orowan
relationship, Yeﬁmov et al. [15] coupled this to a continuum slip theory.
First it should be pointed out that all three nonlocal theories are capable of picking up the
8size dependence found in the discrete dislocation simulations, by appropriate selection of the
material parameters (notably, the length scale parameters entering in the Acharya–Bassani [16]
and Gurtin theories [17]). The aspect of the overall response that the Acharya–Bassani theory
did not capture was the strong Bauschinger effect seen in [18], because this theory only involves
slip system hardening and no kinematic hardening contribution as in the Gurtin theory. The
current Groma theory only has kinematic hardening. The deformation ﬁelds predicted by these
nonlocal theories are also shown in Fig. 5. The Acharya–Bassani prediction, in Fig. 5b, still
resembles the local solution [11, 16] but it somewhat smoother and has increased slip above
and below the central particle. The slip distribution according to Gurtin’s theory, in Fig. 5c,
differs from it by the slip on the left and right hand sides of the particle rapidly dropping to zero
at the interface, because of the boundary condition imposed their. It seems that Groma’s theory
predicts a deformation ﬁeld that is closest to the discrete dislocation result, Fig. 5d vs Fig. 5a,
with deformation concentrating into slip bands near the top and bottom of all particles and no
slip on the particle sides.
The second example to be brieﬂy discussed here is that of the simple shear of single crys-
tal between rigid walls. Assuming the crystal to have two slip systems with slip planes at
￿ 60
￿ from the shearing direction, discrete dislocation simulations predict the development of
boundary layers because of the constraint on slip imposed by the impenetrable boundaries. The
developmentof these boundarylayers isaccompanied by thedevelopmentof geometricallynec-
essary dislocations, which again induces a size effect [19] Standard continuumtheories not only
fail to pick up the boundary layers, they also do not capture the size effects. In fact, nonlocal
theories that do not have additional (higher-order) boundary conditions also are not able to pick
up these effects, because deformation will remain uniform when starting from a homogeneous
state, just like in a local theory. The Shu-Fleck [20] and the Gurtin theory [17] both do capture
the boundary layer formation and the size effect.
5 Concluding remarks
Discrete dislocation plasticity applies to problems that are neither amenable to atomistics nor to
continuum theories of plasticity. From this position, it holds promises in two directions.
One is the vertical direction in the length scale picture in Fig. 1: DDP can help to bridge
the gap between atomistic descriptions of dislocations and continuum descriptions of crystal
plasticity. An obvious route is to ﬁne-tune DDP models on the basis of atomistic studies and
to use DDP simulations to provide quantitative input for phenomenological constitutive rules
in crystal plasticity. This assumes the existence of a theory. However, the form of crystal
plasticity theories that account for size effects is not known; several attempts are being made,
but this subject leaves many challenges for the future.
The second direction in which DDP is expected to become a major player is the horizontal
direction in Fig. 1, i.e. as a tool to analyze plasticity problems at the micron scale. With the
continuedminiaturizationofcomponentsthatisexpectedinthisnewcentury, thismaybecomea
major application area for DDP. Quantitativepredictions, evidently, require a three-dimensional
implementation and this is well-underway now (e.g. [4, 21], but there are still a number of
technical difﬁculties to be solved there [22].
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