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Enlargement of subgraphs of infinite graphs by




This article is a summary of a preprint [O] by the author. Some questions and
related issues, which are not stated in [O], will also be briefly described.
A connected graph is called transient (resp. recurrent) if simple random walk on
it is transient (resp. recurrent). Benjamini, Gurel‐Gurevich and Lyons [BGGL] showed
the cerebrating result claiming that the trace of simple random walk on a transient
graph is recurrent almost surely. If a connected subgraph of an infinite connected
graph is transient, then the infinite connected graph is transient. Therefore the trace
is somewhat “smaller” than the graph on which the simple random walk run. Now we
consider the following questions : How “far” are a transient graph  G and the trace  0
simple random walk on  G? More generally, how “far” are  G and a recurrent subgraph
 H of  G? How “many” edges of  G do we need to add to  H in order that the enlargement
of  H becomes transient?
There are numerous choices of edges of  G to be added to  H . In this article we add
infinitely many edges of  G to  H randomly. Specifically we add open edges of Bernoulli
bond percolation on  G to  H and consider the probability that the enlargement of  H is
transient.
We also consider questions of this kind for some properties other than transience.
Let  G be an infinite connected graph and  H be a subgraph of  G . Let  \mathcal{P} be a property
for subgraphs of  G . Assume that  G satisfies  \mathcal{P} and  H does not. Let  \mathcal{U}(H) be the graph
obtained by adding open edges of Bernoulli bond percolation on  G to  H , specifically, the
graph consisting of the connected components of unions of  H and Bernoulli percolation
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containing H. (see Definition 2.1 below.) Let  \mathbb{P}_{p} be the Bernoulli measure on the space
of configurations of Bernoulli bond percolation on  G such that each edge of  G is open
with probability   p\in  (0,1) . Then we consider the probability that  \mathcal{U}(H) satisfies  \mathcal{P} under
 \mathbb{P}_{p} . Let  p_{c,1}(G, H, \mathcal{P}) (resp.  p_{c,2}(G, H, \mathcal{P}) ) be the infimum of  p such that the probability
is positive (resp. one). For example, if  \mathcal{P} is being infinite and  H is a subgraph consisting
a vertex of  G and no edges, then  p_{c,1}(G, H, \mathcal{P})=p_{c}(G) and  p_{c,2}(G, H, \mathcal{P})=1.
We compare  p_{c,1}(G, H, \mathcal{P}) and  p_{c,2}(G, H, \mathcal{P}) with Hammersley’s critical probability
 p_{c}(G) . We focus on the following cases that  \mathcal{P} is being a transient subgraph, having
finitely many cut points, having no cut points, being a recurrent subset, and, being
connected. We also consider the case that  H is chosen randomly, specifically,  H is the
trace of simple random walk on  G.
We state related results. Benjamini, HäggstrOm and Schramm [BHS] considered
questions of this kind from a motivation different from ours. They introduced the notion
called “percolating everywhere” (See Subsection 3.4 for the definition) and considered
whether the following holds or not : if we add Bernoulli percolation to a percolat‐
ing everywhere subgraph  H then the enlargement of  H is connected and moreover
 p_{c} (enlargement of  H )  <  1 , Pp‐a.s. for any  p . This case can be described by our ter‐
minologies. Specifically,  G is  \mathbb{Z}^{d},  H is a percolating everywhere subgraph, and,  \mathcal{P}
is being connected and moreover  p_{c}(\mathcal{U}(H))  <  1 . They showed that if  d  =  2 then
 p_{c,2}(G, H, \mathcal{P})  =  0 by using planer duality, and, conjectured that it also holds for all
  d\geq  2 . Recently Benjamini and Tassion  [BeTa] showed the conjecture for all   d\geq  2 by
a method different from [BHS
§2. Framework
In this article a graph is a locally‐finite simple graph. Denote the sets of vertices and
edges of a graph  X by  V(X) and  E(X) , respectively. If we consider the  d‐dimensional
integer lattice  \mathbb{Z}^{d} then it is the nearest‐neighbor model.
Let  G be an infinite connected graph. We consider Bernoulli bond percolation on  G.
Denote a configuration by  \omega=(\omega_{e})_{e\in E(G)}  \in\{0, 1\}^{E(G)} . We say that an edge  e is open  i
 \omega_{e}=1 , and, closed otherwise. We say that an event  A\subset\{0, 1\}^{E(G)} is increasing (resp.
decreasing) if the following holds: whenever  \omega=(\omega_{e})  \in A and  \omega_{e}'  \geq\omega_{e} (resp.  \omega_{e}'  \leq\omega_{e} )
for any  e  \in  E(G) then  \omega'  \in  A . Let  C_{x} be the open cluster containing  x  \in  V(G) . We
remark that  \{x\}  \subset  V(C_{x}) holds. By convention we often denote the set of vertices
 V(C_{x}) by  C_{x} . Let  p_{c}(G) be Hammersley’s critical probability of  G . That is, for some
 x\in V(G) ,
 p_{c}(G)= \inf\{p\in (0,1) : \mathbb{P}_{p}(|C_{x}| =+\infty) >0\}.
Definition 2.1 (Enlargement of subgraph). Let  H be a subgraph of  G . Let
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 \mathcal{U}(H)  =\mathcal{U}_{\omega}(H) be a ra∪om subgraph of  G such that
 V(\mathcal{U}(H))  := \bigcup_{x\in V(H)}V(C_{x}) and  E(\mathcal{U}(H))  :=E(H)\cup  ( \bigcup_{x\in V(H)}E(C_{x})) :
If  H is connected then  \mathcal{U}(H) is also connected. If  H consists of a single vertex  x
with no edges then  \mathcal{U}(H) is identical to  C_{x}.
In this article a property, which is denoted by  \mathcal{P} , is a subset of the class of subgraphs
of  G which is invariant under any graph automorphism of  G . We consider a property
which is well‐defined only on a class of subgraphs of  G and call the class the scope  0
the property. For example, being a transient subgraph is defined only for connected
subgraphs of  G , and, the scope of being transient is the class of connected subgraphs
of  G . We denote  X\in \mathcal{P} (resp.  X\not\in \mathcal{P} ) if a subgraph  X of  G is in the scope of  \mathcal{P} and
satisfies (resp. does not satisfy)  \mathcal{P}.
Let  \mathcal{F} be the cylindrical  \sigma‐algebra on the configuration space  \{0, 1\}^{E(G)}.
Asuumption 2.2. We assume that  G , a subgraph  H of  G , and, a property  \mathcal{P}
satisfy the following :
(i)  G,  H and  \mathcal{U}(H) are in the scope of  \mathcal{P}.
(ii)  G\in \mathcal{P} and  H\not\in \mathcal{P}.
(iii) The event that  \mathcal{U}(H)  \in \mathcal{P} is  \mathcal{F}‐measurable and increasing.
If  H is chosen according to a probability law  (\Omega', \mathcal{F}', \mathbb{P}') , then we assume that
(i) and (ii) above hold  \mathbb{P}'-a.s. , and, the event  \mathcal{U}(H)  \in  \mathcal{P} is  \mathcal{F}'\otimes \mathcal{F}‐measurable, and,
increasing for  \mathbb{P}'-a.s.  \mathcal{F}'\otimes \mathcal{F} denotes the product  \sigma‐algebra of  \mathcal{F}' and  \mathcal{F}.
We remark that there is an example of a triplet  (G, H, \mathcal{P}) such that  \mathcal{U}(H)  \in \mathcal{P} is
not  \mathcal{F}‐measurable. (See  [O , Example 2.6].)
Definition 2.3 (A certain kind of critical probability).
 p_{c,1}(G, H,  \mathcal{P}) :=\inf\{p\in [0, 1] : \mathbb{P}_{p}(\mathcal{U}(H)
\in \mathcal{P}) >0\}.
 p_{c,2}(G, H,  \mathcal{P}) :=\inf\{p\in [0, 1] : \mathbb{P}_{p}(\mathcal{U}(H)
\in \mathcal{P})=1\}.
If  H obeys a law  \mathbb{P}' then we define  p_{c,i}(G, H, \mathcal{P}) ,  i  =  1 , 2, by replacing  \mathbb{P}_{p} above with
the product measure  \mathbb{P}'\otimes \mathbb{P}_{p} of  \mathbb{P}' and  \mathbb{P}_{p}.
If  H is a single vertex and  \mathcal{P} is being an infinite graph then the definitions  0
 p_{c,1}(G, H, \mathcal{P}) and  p_{c}(G) are identical and hence  p_{c,1}(G, H, \mathcal{P})  =p_{c}(G) . It is easy to see
that  p_{c,2}(G, H, \mathcal{P})=1.
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§3. Main results
We focus on each of the following properties : (i) being a transient subgraph, (ii)
having finitely many cut points, or, having no cut points, (iii) being a recurrent subset,
and, (iv) being a connected subgraph.
Scopes for properties (i) and (ii) are connected subgraphs of  G , and, scopes for (iii)
and (iv) are all subgraphs. We do not check whether  \{\mathcal{U}(H) \in \mathcal{P}\} is measurable. We
refer readers to [  O , Sections 3 to 6] for proofs of the following results. Approaches for
proofs are different according to assertions. Here we give sketches of proofs of some  0
them.
§3.1. Being a transient subgraph
Theorem 3.1 (Extreme cases). (i) There is a raph  G such that
 0<p_{c}(G) <p_{c,1}(G, H, \mathcal{P})=1.
(ii) There is a raph  G such that for any in nite recurrent subgraph  H of  G,
 p_{c,2}(G, H, \mathcal{P})=0.
For (i), we let  G be the graph which is constructed as follows: Take  \mathbb{Z}^{2} and attach
a transient tree  T such that  p_{c}(T)  =  1 to the origin of  \mathbb{Z}^{2} . This appears in Häggström
and Mossel [HM, Section 6].
For (ii), we let  G be an infinite connected line‐graph in Benjamini and Gurel‐
Gurevich [BGG, Section 2]. In their paper, it is given as a graph having multi‐lines,
but we can construct a simple graph by adding a new vertex on each edge.
We give rough figures of the two graphs explaining them.
Figure 1. Graph for Theorem 3.1 (i) Figure 2. Graph for Theorem 3.1 (ii)
The graph  G for Theorem 3.1 (ii) above has unbounded degrees. Now we consider
a case that  G has bounded degrees.
Theorem 3.2. Let  G  =  \mathbb{Z}^{d},  d  \geq  3 . Then for any  \epsilon  >  0 there is a recurrent
subgraph  H_{\epsilon} such that  p_{c,2}(G, H_{\epsilon}, \mathcal{P})  \leq\epsilon.
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The proof depends on a technical assertion [  O , Lemma 2.1] and we need the as‐
sumption that  \epsilon is positive for it. We are not sure whether there is a recurrent subgraph
 H of  \mathbb{Z}^{d} such that
 p_{c,2}(\mathbb{Z}^{d}, H, \mathcal{P})=0.
Theorem 3.3. Let  T be an in nite transient tree. The
(i) If  T' is a recurrent subtree of  T the
 p_{c,1}(T, T', \mathcal{P})=p_{c}(T) .
(ii) If  T' is an in nite recurrent subtree of  T the
  p_{c,2}(T, T',  \mathcal{P})=\sup { p_{c}(H) :  H is a transient subtree in  T and   E(H)\cap E(T')=\emptyset}.
Let  \mathbb{T}_{d} be the  d‐regular tree,  d\geq 2 . The value  p_{c,2} depends on choices of a subgraph
 T' as the following example shows.
Example 3.4. Let  T be the graph obtained by attaching a vertex of  \mathbb{T}_{3} to a
vertex of  \mathbb{T}_{4}.
(i) If  T' is a subgraph of  \mathbb{T}_{3} which is isomorphic to  (\mathbb{N}, \{\{n, n+1\} : n\in \mathbb{N}\}) , then
 p_{c,2}(T, T',  \mathcal{P})=p_{c}(\mathbb{T}_{3})= \frac{1}{2}.
(ii) If  T' is a subgraph of  \mathbb{T}_{4} which is isomorphic to  (\mathbb{N}, \{\{n, n+1\} : n\in \mathbb{N}\}) , then
 p_{c,2}(T, T',  \mathcal{P})=p_{c}(\mathbb{T}_{4})= \frac{1}{3}.
We now deal with Cayley graphs of finitely generated groups. (See Woess  [W,
Section 1.  E ] for the definition.) In this article all results concerning Cayley graphs  0
groups do not depend on choices of a generating set. Denote by  B(x, n) the open ball
with center  x and radius  n with respect to the graph metric. We say that a graph  G
has the degree of growth   d\in  (0, +\infty) if for any vertex  x of  G,
 0< \lim_{n} il   \frac{|B(x,n)|}{n^{d}}   \leq\lim_{narrow}\sup\frac{|B(x,n)|}{n^{d}}  <+1.
Theorem 3.5. Let  G be a Cayley graph of a finitely generated countable group
with the degree of rowth  d\geq 3 . Let  H be the trace of simple random walk on G. The
 p_{c,1}(G, H, \mathcal{P}) \geq p_{c}(G) .
The key point is to show that  \mathcal{U}(H) has at most the degree of growth 2, if  p<p_{c}(G) .
Let  G=\mathbb{Z}^{d},  d\geq 3 and  H be the trace of simple random walk on  G . Then by using
the transience of infinite cluster by Grimmett‐Kesten‐Zhang [GKZ,
 p_{c,2}(G, H, \mathcal{P}) \leq p_{c}(G) .
232 Kazuki kamura
Theorem 3.6. Let  G=\mathbb{Z}^{d},  d\geq 3 and  H be the trace of simple random walk  0
G. Then,
 p_{c,1}(G, H, \mathcal{P})=p_{c,2}(G, H, \mathcal{P})=p_{c}(G) .
In [BeTa, Subsection 1.2], examining properties for simple random walk on  \mathcal{U}(H)
is stated as an open question. The results in this subsection may give answers to the
question.
§3.2. Having finitely many cut points, or, having no cut points
In this subsection we assume that  G is a transient graph and  H is a recurrent
subgraph of  G.
Definition 3.7 (cut point). We say that a vertex  x  \in  V(G) is a cut point  i
we remove an edge  e containing  x , then the graph splits into two infinite connected
components.
Theorem 3.8. Let  G be a Cayley raph of a nitely generated countable roup
with the degree of rowth  d\geq 5 . Let  H be the trace of two‐sided simple random walk  0
G. Then if  p<p_{c}(G) , then  \mathcal{U}(H) has infinitely many cut points,  P^{o,0}\otimes \mathbb{P}_{p} ‐a.  s.
The key point is to show that
(3.1)  P^{o,0}\otimes \mathbb{P}_{p} (  0 is a cut point of  \mathcal{U}(H) )  >0.
We give a rough sketch of the proof of (3.1). We first show there exists a vertex
 z such that two simple random walks starting at  0 and  z respectively do not intersect
with positive probability. Then we “make” vertices in a large box closed and show the
two random walks do not return to the large box with positive probability. Finally we
choose a path connecting the two traces in a suitable way.
Theorem 3.9. Let  G  =  \mathbb{Z}^{d},  d  \geq  3 . Let  H be the trace of two‐sided simple
random walk on  \mathbb{Z}^{d} . If  p>p_{c}(G) then  \mathcal{U}(H) has no cut points  P^{0,0}\otimes \mathbb{P}_{p} ‐a.  s.
The following considers this problem at the critical point in high dimensions. It is
pointed out by Itai Benjamini. (personal communication). A recent paper by Fitzner
and van der Hofstad [FvdH, Theorem 1.4] claims that the decay rate for the two‐point
function  \mathbb{P}_{p_{c}(\mathbb{Z}^{d})}  (0 rightarrow x) is  |x|^{2-d} as  |x|  arrow  +\infty . This plays an important role in the
following.
Theorem 3.10 (at critical point). Let  G  =  \mathbb{Z}^{d},  d  \geq  3 . Let  H be the trace of
two‐sided simple random walk on  \mathbb{Z}^{d},  d  \geq  11 . Let  p  =p_{c} . Then  \mathcal{U}(H) has infinitely
many cut points  P^{o,0}\otimes \mathbb{P}_{p_{c}(\mathbb{Z}^{d})} ‐a.  s.
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§3.3. Being a recurrent subset
In this subsection we assume that  G is a transient graph. We say that a subset  A
of  V(G) is a recurrent subset if for some  x\in V(G)
 P^{x} (  S_{n}\in A i.o.  n )  >0.
Otherwise  A is called a transient subset. This definition does not depend on choices  0
a vertex  x\in V(G) .
We regard a recurrent subset as a subgraph and consider the induced subgraph (See
Diestel [  D , Section 1.1] for this terminology) of the recurrent subset. In other words,  i
 A is a recurrent subset of  V(G) then we consider the graph such that the set of vertices
is  A and the set of edges  \{\{x, y\} \in E(G) : x, y\in A\}.
Theorem 3.11 (Extreme cases). (i) There is a graph  G such that for any tran‐
sient subset  H of  G,
 0<p_{c}(G) <p_{c,1}(G, H, \mathcal{P})=1.
(ii) There is a graph  G such that for any infinite transient subset  H of  G,
 p_{c,2}(G, H, \mathcal{P})=0.
This assertion correspond to Theorem 3.1. Moreover, the two graphs in Theorem
3.1 (i) and (ii) give examples of graphs of this assertion, respectively.
Proposition 3.12. Let  G=\mathbb{Z}^{d},  d\geq 3 . Then for any transient subset  H of  G
 p_{c,1}(G, H, \mathcal{P}) \leq p_{c}(G) .
Theorem 3.13. Let  T be an infinite tree and  H be a transient subset of  T.
Then,  p_{c,1}(T, H, \mathcal{P})  =1.
Theorem 3.14. Let  G be a Cayley graph of a finitely generated countable group
with polynomial growth  d\geq 3 . Let  H be the trace of simple random walk on G. The
(i) If  d\geq 5,
 p_{c,1}(G, H, \mathcal{P})=p_{c,2}(G, H, \mathcal{P})=p_{c}(G) .
(ii) If  d=3 , 4,
 p_{c,1}(G, H, \mathcal{P})=p_{c,2}(G, H, \mathcal{P})=0.
Assertion (i) corresponds to Theorem 3.6. However, if  d=3 , 4, the result is different
from Theorem 3.6.
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§3.4. Being a connected subgraph
We say that a subgraph  H of  G is connected if for any two vertices  x and  y of  H
there are vertices  x_{0} , :::,  x_{n} of  H such that  x_{0}  =x,  x_{n}  =y , and,  \{x_{i-1}, x_{i}\} is an edge
of  H for each  i.
If  H is not connected, then,  \mathcal{U}(H) can be disconnected. For example, if  (V(G), E(G))=
 (\mathbb{Z}, \{n, n+1 : n\in \mathbb{Z}\}) and  (V(H), E(H))=(\mathbb{Z}, \emptyset) , then,
 \mathbb{P}_{p} ( \mathcal{U}(H) is connected)  =0,  p<  1.
We say that a subgraph  H of  G is percolating everywhere if  V(H)  =  V(G) and
every connected component of  H is infinite.
We introduce a notion concerning connectivity. For  A,  B\subset V(G) , we let
 E(A, B) :=\{\{y, z\}\in E(G) : y\in A, z\in B\}.
We say that  G satisfies (TI) if for every  A,  B  \subset  V(G) satisfy  V(G)  =  A\cup B,
 A\cap B  =  \emptyset and  |A|  =  |B|  =  +\infty , then  E(A, B) is an infinite set.  \mathbb{Z}^{d},  d  \geq  2 , satisfy
(TI). On the other hand  \mathbb{T}_{d},  d\geq 2 , does not satisfy (TI). The trace of two‐sided simple
random walk on  \mathbb{Z}^{d},  d\geq 5 , does not satisfy (TI) a.s.
Theorem 3.15. (i) If  G satis es  (TI) , then for any percolating everywhere sub‐
raph  H
 p_{c,1}(G, H, \mathcal{P})=p_{c,2}(G, H, \mathcal{P}) .
If the number of connected components of  H is nite, the
 p_{c,1}(G, H, \mathcal{P})=p_{c,2}(G, H, \mathcal{P})=0.
(ii) If  G does not satisfy  (TI) , then there is a percolating everywhere subgraph  H such
that
 p_{c,1}(G, H, \mathcal{P})=0 and  p_{c,2}(G, H, \mathcal{P})=1.
[BeTa, Question 3 in Subsection 1.2] considers the question whether  p_{c,2}(G, H, \mathcal{P})  >
 0 or not for any amenable transitive graph  G satisfying  p_{c}(G)  <  1 . By Benjamini‐Lyons‐
Peres‐Schramm [BLPS, Theorem 13.8], any non‐amenable graph  G contains a subgraph
 H which is a spanning forest (i.e. percolating everywhere graph with no cycle) and
 p_{c,1}(G, H, \mathcal{P})  >0.
§4. Questions
(1) Barlow and Taylor  [BaTa] introduced the notion of a discrete Hausdor di‐
mension on  \mathbb{Z}^{d}.  [BaTa] shows the discrete Hausdorff dimension of the trace of simple
Enlargement of subgraphs of infinite graphs by Bernoulli percolation : A summary 235
random walk on  \mathbb{Z}^{d},  d  \geq  3 , is almost surely 2. It might be interesting to consider the
case that  G  =  \mathbb{Z}^{d},  H is the trace, and  \mathcal{P} is a property concerning the value of the
dimension.
(2) Grimmett [  G , Theorem 8.92] states that  p  \mapsto  \mathbb{P}_{p}(|C_{0}| = +\infty) is infinitely
differentiable on  (p_{c}(\mathbb{Z}^{d}), 1) . Fix  (G, H, \mathcal{P}) . Then consider regularity of  p\mapsto \mathbb{P}_{p}(\mathcal{U}(H)  \in
P) on  (p_{c,1}(G, H, \mathcal{P}), p_{c,2}(G, H, \mathcal{P})) .
(3) For any  p_{1},  p_{2},  p_{3} with  0<p_{1}  <p_{2}  <p_{3}  <  1 , is there  (G, H, \mathcal{P}) such that
 (p_{c,1}(G, H, \mathcal{P}),p_{c,2}(G, H, \mathcal{P}),p_{c}(G))=(p_{1},p_{2},
p_{3}) ,  (p_{1},p_{3},p_{2}) , or,  (p_{2},p_{3},p_{1}) ?
Is there an example such that  0<p_{c,1}(G, H, \mathcal{P})  <p_{c}(G) ?
(4) We can consider this issue for site percolation in a manner similar to the bond
case.
(5) We may consider an analogous problem for continuum percolation.: Let  H be a
deterministic or random subsets of  \mathbb{R}^{d} and add the Gilbert disk model or more generally
the Poisson Boolean model (See Meester‐Roy [MR]) to  H.
Acknowledgement. The author thanks H. Duminil‐Copin for notifying me of the
reference  [BeTa].
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