Let P be a polyhedron with f s s-dimensional faces. We show that ~(log fs )
• t linear comparlsons are needed to determine if a point lies in P. This is used to establish an ~(n 2 log n) lower bound to the all-pairs shortest path problem between n points. (For a straight-line computation with two operations "+" and "m_in", Kerr [7] showed that cn 3 steps are needed.)
In this paper we prove that ~(n 2 log n)
comparisons between linear functions of edge weights are.,needed in the decision tree model. to some classical aspect of polyhedrons studied by mathematicians (the number of vertices, faces, etc.), and (2) it is worst-case bound O(n3(log log n)i/3/(log n)i/3), which is o(n3). It is likely that substantially better algorithms (say, 0(n2"2)) do not exist, potentially possible to derive from it t ~(g(x)) means e cg(x) for some positive constant c.
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ii non-linear lower bounds for other computational of B(P) is the minimum height of any decision problems, e.g. constructing minimum-cost spanning tree, and is denoted by C(P) .
trees (although Tarjan's result [15] suggests that a n~-linear lower bound ~n mi~imum-cQst spanning trees may be difficult to obtain).
Definitions and Notations
(i) Complexity of finding shortest paths.
Consider the all-pairs shortest path problem for a graph with n vertices and weights {wij}.
We are interested in the linear decision tree Note that no two elements of F (P) overlap.
S
The set of faces Fs(P ) is independent of the choice of ~i(x) That is, if Note that the corollary follows from Theorem 1
We first show that we can assume that in an optimal algorithm each query "lllxi:c" has c = 0 . Let T be a decision tree for B(P).
A node v is said to be inhomo~eneous if the associated query "El x "c" has c ~ 0 Without i i" loss of generality, we shall assume c > 0 since we can always ask an equivalent query 7 (-li)x i: (-c) otherwise.
We shall remove i~homogeneous nodes from T by performing the following operation for each inhomogeneous node v: eliminate v, the " >", and "=" branches of the subtree rooted at v; connect the "<" branch directly to the father of v.
The resulting tree T ~ clearly has a height no greater than the original tree T , and has no inhomogeneous nodes. It remains to show that T ~ is a decision tree algorithm for B(P) . Let a = min(clElixi:c is associated with some inhomogeneous node in T}, and let b = max{ II i I} be similarly defined. Then, for each x~D = {~I Ixil < a/Nb ~i} , the decision tree T always branches to the "<" path at each inhomogeneous node. Hence, the tree T ~ also works correctly for xED. 
(2) and (4) lead to 2 t. (N_s)t e IFs(Vt) I. (5) As the left-hand side of (5) is an increasing function of t, and C(P) e t, we have proved the lemma.
General discussions of the maximal number of faces of dimension's that a polyhedron can have are given in [6] and [12] . We now turn our attention to the polyhedron associated with the all-points shortest-paths problem.
4. The Shortest Paths Problem.
In this section we make use of results derived in the previous section to obtain an ~(n 2 log n) lower bound for the shortest paths problem. Theorem 1 can not be directly applied to the shortest paths problem, as the latter is not a polyhedral decision problem.
The shortest paths problem is, however, closely related to the following polyhedral decision problem, which is a special case of the verification problem for finding shortest paths . The following lemma relates the complexity for shortest paths L to the complexity of n B(p (n)) :
Lemma 2: L > C(p (n)) -n(n-l)/2 n Proof: Let T be an optimal decision tree algorithm for computing the shortest distance matrix (dij) from the input matrix (wij).
The height of T is L , by definition of L n n
We can obtain a decision tree T" for the problem B(P (n)) by modifiying T as follows.
Replace each leaf of T by a sequence of n(n-l)/2 distinct tests of the form "Is dij = wij.
Since at each leaf of T we have dij = fij(~), T" is a linear decision + tree. We construct T" so that w is accepted iff all of the newly added tests have x + (N-I) log x -log((N-l) X) = n2(log n -c log log n)/4 (6) it must also satisfy x ~ C(P (n)) . Now (6) implies x + (n2/2 -n/2 -l) log x = (5n21og n)/4 -(cn21og log n)/4 + O(n 2) 
Remarks.
(i) We have shown that L > (n21og n)/4 -(c log log n)/4 , and a n ~(n21og n) bound is the best we can obtain under this approach as loglFs(P) I < cn 2 log n for all s,
The best upper bound know (Fredman [5] ) is L n -< cn 2"5 Hence a large gap still exists even in this decision tree model.
(2) The linear decision tree model has received considerable attention in the recent literature ([3] , [5] , [7] , [ii] , [14] , [15] ).
This model only counts the number of branchings, and thus tends to underestimate the total running time (for example, it is conceivable that no shortest-paths algorithm can achieve cn 2-5 in total running time).
Nevertheless, the linear decision tree model enables us to study non-trlvlal lower bounds, and Theorem 1
has added yet another useful device in this model.
