ABSTRACT Future cyber-physical systems are expected to exploit autonomous robots to accomplish dangerous or complex missions composed of several tasks. A critical aspect is the availability of suitable mission planning strategies to react against external disturbances or hardware outages. Unfortunately, classic planning approaches may not take advantage of the ability of cyber-physical systems to collect a variety of information from sensors or IoT nodes, which can be used to forecast future events. Therefore, this paper proposes the adoption of predictive control for mission planning. Specifically, predictive control is used to compute online the best time instants when to change the assignment of tasks to robots by solving finite-horizon optimal control problems. The simulation results performed in comparison with ''legacy'' reactive and proactive strategies showcase the superiority of the proposed approach, especially in scenarios characterized by large disturbances.
I. INTRODUCTION
Cyber-physical systems (CPSs) exploit cooperating computational entities interacting with the surrounding environment. For instance, nodes based on the Internet of things (IoT) paradigm allow to gather information about the weather, the state of a building, or to interact with industrial plants. Moreover, mobile agents or autonomous robots can be used to accomplish various kinds of tasks, such as moving objects in space or approaching sensors that are unreachable by cellular or wireless connectivity. Nowadays, many applications take advantage of the CPS paradigm. We mention, among the others, smart buildings, precision agriculture, and Industry 4.0. As a consequence, CPSs are fundamental tools to allow robots to undertake complex duties in uncertain environments, e.g., to inspect large plants or to operate in dangerous areas. To this aim, a promising approach exploits autonomous robots cooperating to achieve mission objectives decomposed into basic tasks [1] . Unfortunately, environmental disturbances and hardware/software outages require to adjust at runtime the task-to-robot map [2] . Mission planning addresses such issue by considering how and when to change the assignment of tasks [3] . Task assignment directly influences the performances by defining how to map tasks. Such aspect has been already widely investigated in the literature [4] , [5] , and therefore the development of new algorithms is outside the scope of this paper. Instead, we concentrate on using predictive control to find when to change the allocation of tasks.
In general, the when is obtained as a by-product of other optimizations or triggered if the mission deviates too much from the expected outcome. As possible examples, [6] reacts against external events by deciding when to change the assignment of tasks, while [7] investigates three approaches to replan paths for mobile robots: at each move, at fixed time instants, and in response to an event. Clearly, the latter method postpones the replanning until it is convenient, thus implicitly deciding when to act. Similarly, [8] showcases the importance of when to change the behavior of autonomous agents.
The literature groups when to operate according to two main strategies: reactive and proactive [9] , [10] . Reactive planning triggers a new task assignment as the result of well-defined events, such as failures or performance losses. In slow-varying environments, this can limit the burden to compute new assignments at the price of ignoring future information. Since waiting for a given event to change the allocation of tasks may be unfeasible, a convenient choice for complex scenarios is proactive planning, which tries to anticipate events by considering at fixed time instants the impact of environmental disturbances or health of agents on the expected outcome of the mission [10] , [11] . This requires tuning when to replan, as too close actions may increase the computational effort due to frequent changes in the assignment of tasks, while sparse actions may lead to poor performances [12] . The works [13] and [14] show how to compute approximate optimal policies considering the status of each robot.
Inspired by the literature on manufacturing and distributed systems (see, e.g., [15] , [16] ), we propose to explicitly consider when to perform task assignment as much important as how. To overcome the limits of reactive and proactive techniques, a predictive mission planning (PMP) approach is proposed. The PMP optimizes performances and prevents too many changes of the task-to-robot map by finding the best time when to reassign existing tasks and allocate new ones according to a chosen assignment algorithm. It exploits a centralized decision maker with complete information on the robots and noisy predictions on outages, new task requests, and information on the environment. The future behavior of the agents is captured by a discrete-time dynamic model affected by disturbances.
Predictive control relies on a rich literature and intrinsic capacity of handling constraints and future information [17] . Many engineering problems have been solved through predictive control (see, e.g., [18] - [21] ), including CPS scenarios [22] , [23] . Concerning autonomous robots, [24] and [25] exploit predictive control for trajectory planning and area encircling, while [26] shows its use for safe landing. At the best of our knowledge, it has never been used to trigger the execution of task assignment algorithms at runtime, especially in CPS scenarios.
Summarizing, this paper introduces a mission planning framework using predictive control to select on line the best time instants when to change the assignment of tasks. The proposed approach allows agents to interact with the surrounding environment by exploiting future information built from past measurements coming from sensors, which is an important feature of CPSs. The following improvements have been done with respect to the preliminary work [27] : (i) the model of the evolution of tasks now considers deadlines; (ii) predictions of new task arrivals and external disturbances are no longer perfectly known; (iii) failures have been considered; (iv) the computational effort has been mitigated by a new solution technique based on random sampling optimization; (v) full scalability properties have been proved through additional simulations.
The rest of this paper is organized as follows. Section II introduces the model of the evolution of tasks. Section III reports the predictive control scheme. Section IV presents the indexes for performance evaluation. Section V discusses the simulation results. Lastly, Section VI concludes the paper. 
II. MOTIVATION AND PROBLEM FORMULATION
We first discuss an example motivating the need of changing the task assignment at runtime. Then, we formulate the problem investigated in this paper.
Let us consider two aerial robots A and B with different skills: A can fly in every direction and hover in a fixed position, while B can carry heavy payloads for long distances. Let us focus on a mission composed of five tasks, denoted by T 1 , . . . , T 5 . The first four tasks are the monitoring of a vast area, while the last one is the inspection of a limited space. According to the skills of the agents, assigning T 5 to A and T 1 , . . . , T 4 to B could be a convenient choice. Fig. 1 (left) sketches such assignment. Suppose that, at a certain time instant, A has already accomplished T 5 . Instead, B has finished T 1 and T 2 , it is running T 3 , and it has not yet started T 4 , for instance due to heavy weather. The overall duration of the mission could be reduced by changing the assignment of tasks to limit the execution delay of T 4 . Thus, it may be convenient to move T 4 from B to A, as depicted in Fig. 1 (right). The proposed PMP approach computes the best time instant when this change has to be done.
From now on, we focus on a generic network of N heterogeneous robots cooperating to complete a mission composed of M tasks. Each agent is subject to failures and is characterized by a set of abilities, i.e., it can execute only specific tasks, contained in an ordered queue. Only one task can be executed at a time and, if interrupted, it must be restarted from the beginning. Each task has a deadline, and expired tasks are permanently removed. We introduce a discrete-time dynamic model to describe how tasks evolve. We consider discrete time instants between 0 and a given horizon T representing the maximum length of a mission, i.e., t = 0, 1, . . . , T . In particular, we assume that the mission is aborted if some tasks are not completed within T . At each time t, three types of events may occur: (i) a new task is created and needs to be assigned; (ii) an existing task is removed because it is completed, its deadline is hit, or a failure happens; (iii) the task-torobot map is changed to increase performances. Events (i) and (ii) may occur at every time step, whereas (iii) can take place only at certain instants t ∈ T p {t 0 , t 1 , . . . , t p , t p+1 , . . .} chosen by the PMP scheme. We also assume that new tasks are not immediately assigned, but they are queued until the next time t ∈ T p . In the following, we will refer to the changes in the allocation of existing tasks and the assignment of new ones with the term ''reassignment''. Accordingly, the time steps in T p will be denoted as''reassignment instants''. We introduce suitable state, control, and input variables, whose detailed description is reported below and summarized in Table 1 . Specifically, we define the following state variables for t = 0, 1, . . . ,
1) q ij (t) ∈ N is the execution order of task j assigned to robot i. If q ij (t) = 1 the task is running, and if q ij (t) = k it is in the k-th position of the execution queue. If task j is not assigned to robot i, q ij (t) = 0; 2) r ij (t) ∈ N is the remaining execution time of task j assigned to robot i. If task j is not assigned to robot i, it is equal to 0.
Let us define the vector
collecting all the state variables. Moreover, we define the control input u(t) ∈ {0, 1} for t = 0, 1, . . . , T − 1. It is equal to 1 when a reassignment takes place, otherwise it is fixed to 0. The elements of the set T p are the time steps such that u(t) = 1. Thus, u(t) determines when to perform reassignments, which is the main goal of this paper. With a little abuse of notation, let u t u(t).
We define the following input variables for t = 0, 1, . . . , T , i = 1, . . . , N , j = 1, . . . , M . 1)r ij ∈ N is the nominal execution time of task j assigned to robot i; 2) τ j ∈ N is the deadline of task j. If the deadline is hit, the task is interrupted and removed from the mission; 3) b ij (t) ∈ N indicates the new execution order of tasks of robot i provided by the assignment algorithm. Specifically, b ij (t) = k indicates that task j reassigned to robot i is in the k-th position of the execution queue. If task j is not assigned to robot i, it is equal to 0. If task j is not moved to another agent, b ij (t) = q ij (t). 4) d ij (t) ∈ Z is an environmental disturbance. The value d ij (t) = k denotes a delay or speedup in the task execution of k time instants for task j assigned to robot i if k > 0 or k < 0, respectively; 5) δ ij (t) ∈ {0, 1} is the ability of robot i to perform task j.
It accounts for the heterogeneity of robots and failures. If δ ij (t) = 0 robot i is unable to execute task j, whereas if δ ij (t) = 1 it can accomplish it. A failure at time t is modeled by changing the ability to zero from t to t + 1; 
To avoid burdening the model, we define the auxiliary variable w ij (t) ∈ {0, 1} for t = 0, 1, . . . , T , i = 1, . . . , N , and j = 1, . . . , M . In more detail, w ij (t) = 0 when task j assigned to robot i has to be removed. This may happen if the task is completed (r ij (t) = 0), the deadline is hit (t > τ j ), or the robot must interrupt its execution due to a failure (δ ij (t) = 0). If no task has to be removed at time t, we have w ij (t) = 1.
The state variables evolve according to the following equations for t = 0, 1, . . . , T − 1, i = 1, . . . , N , and j = 1, . . . , M :
The function χ(·) is such that χ (z) = 1 if z = 1 and χ(z) = 0 otherwise. The functions χ (·), σ (·), and max(·), as well as products between the state variables and the control input make the system highly nonlinear. Since all the involved quantities are subsets of N, (1) is purely combinatorial. As it will be clear later on, this property is fundamental to devise the solution methods developed in Section III-A. System (1) is driven by the control input u(t), which acts as a switching signal between two temporal evolutions: the natural dynamics of tasks when u(t) = 0 and changes imposed by reassignments when u(t) = 1. Let us first describe equation (1) when u(t) = 0. Regarding the execution order q ij (t), we have q ij (t + 1) = 0 if task j has to be removed from robot i due to completion, expiration, or failure, i.e., if w ij (t) = 0. The execution order of remaining tasks on robot i is updated by subtracting the number of tasks (preceding j in the execution order) that left the system, computed through the sum over k. The remaining execution time r ij (t) reduces by 1 plus the delay/speedup d ij (t) if task j is running on robot i, i.e., if χ (q ij (t)) = 1. For nonrunning tasks, r ij (t) remains unchanged. As in the previous case, expired or completed tasks and those that cannot be executed due to failures, have to be removed from robot i. Accordingly, r ij (t + 1) is set to 0 with the variable w ij (t).
Then, we consider (1) when u(t) = 1. The execution order q ij (t) is updated through the input b ij (t) that is the output of the task assignment algorithm. The remaining execution time r ij (t) is equal to the nominal execution timer ij for tasks with a new allocation (such that χ(1 − σ (q ij (t)) + σ (b ij (t))) = 0), provided task j is assigned to robot i, i.e., σ (b ij (t)) = 1 since b ij (t) = 0. For non-reassigned tasks, i.e., tasks that have not changed their allocation from the previous reassignment instant (such that χ(1 − σ (q ij (t)) + σ (b ij (t))) = 1), r ij is multiplied by zero and the dynamics is ruled by the same mechanism of non-reassignment instants. Lastly, notice that (1) depends on the abilities of robots δ ij (t) both explicitly through the variable w ij (t) and implicitly since they affect the output b ij (t) of the task assignment algorithm.
Equation (1) can be rewritten in compact form as:
where t = 0, 1, . . . , T −1, f 0 (·) and f 1 (·) represent the dynamics at non-reassignment and reassignment instants, respectively, and the control input u t takes the role of a switching signal.
III. PREDICTIVE MISSION PLANNING
As discussed, the PMP approach selects the best time instants when to assign new tasks and change the allocation of existing ones. The new task-to-robot map is the outcome of the chosen task assignment algorithm, which is triggered when u t = 1. In general, a mission planning strategy must pursue the following goals: (i) reassign tasks to guarantee their termination in the smallest amount of time to increase performances; (ii) avoid expiration of tasks due to deadlines; (iii) allocate new tasks as soon as possible to reduce delays; (iv) prevent too frequent reassignments to mitigate the usage of resources. Unfortunately, pursuing goals (i)-(iii) may cause too frequent reassignments, which may lead to a large computational effort since each change in the task-to-robot map needs to run an instance of the assignment algorithm. Thus, (iv) mitigates the computational requirements and prevents too many resource-consuming migrations of tasks over agents. Clearly, a tradeoff among (i)-(iv) is needed since they are conflicting objectives, and we propose to search for it by solving optimal control problems requiring the minimization of a cost function over a moving horizon of length H . Specifically, an optimal control problem is solved at a given reassignment instant, with the goal of selecting the best time step for the next reassignment. The unknowns are the elements of the sequence of control inputs within such horizon. The first problem is solved at t 0 0 when the first allocation of tasks is performed, i.e., we assume u 0 = 1. The optimal control sequence u * t 0 +1 , . . . , u * t 0 +H computed by the PMP approach indicates when to perform the next reassignment, i.e., the time t 1 that u * t 1 = 1. In other words, the new reassignment of tasks can take place at any time in the interval [t 0 + 1, t 0 + H ], and the horizon H represents a maximum timeframe in which the next reassignment has to be performed. At t = t 1 , a new optimal control problem is solved over a time window of length H , and the output of the PMP approach is the optimal control sequence u * t 1 +1 , . . . , u * t 1 +H , which fixes the step t 2
for the next reassignment, i.e., the time such that u * t 2 = 1. The procedure is iterated until T is reached. All the steps t 0 , t 1 , . . . , t p , t p+1 , . . . are collected into the set T p , and no optimization is performed between two consecutive reassignment instants. Fig. 2 sketches the proposed approach for three generic times t p , t p+1 , and t p+2 .
For each optimal control problem, we suppose to have predictions of new task requests, external disturbances, and abilities of robots. Such information is affected by uncertainties, which are taken into account by minimizing a cost averaged over the prediction errors. In more detail, at a generic reassignment instant t p , we assume to know predictionsŝ(t),d ij (t), andδ ij (t) of s(t), d ij (t), and δ ij (t), respectively, for
wheres(t),d ij (t), andδ ij (t) are random variables representing the amount of uncertainty in the predictions. In general, the higher the quality of the predictions, the better the performances. For instance, information on new task requests may be inferred by evaluating the outcome of similar missions. For the case of disturbances caused by environmental conditions, sensors or IoT-specific devices can be used to obtain weather data or forecasts that can be exploited by the CPS framework to obtain suitable predictions. Lastly, historical data of the health of agents may be used to predict future outages. In this case, cloud-or fog-based frameworks can be used to run proper models to process the measurements collected via the CPS. VOLUME 7, 2019 To pursue goals (i)-(iv), the following cost function has to be minimized at each reassignment instant t ∈ T p :
where, for a generic vector v ∈ R n , the notation v t+H t stands for col v t , . . . , v t+H . The quantities c 1 , c 2 , c 3 , and c 4 are positive coefficients that weight the importance of the goals (i)-(iv), while E{·} is the expectation operator performed with respect to the uncertainties from time t + 1 to t + H , and it guarantees robustness to prediction errors. The first term in (3) evaluates the performances of the group of robots by considering the expected duration or completion of tasks and the ability of robots. The second term penalizes the expiration of tasks, as it is equal to the number of tasks for which the deadline has passed. The minimization of the third term reduces the time for which new tasks remain unallocated. Lastly, the fourth term penalizes too frequent reassignments, as it is inversely proportional to the time between two consecutive changes in the task allocation.
In the presence of large uncertainties on the predictions, more robust control strategies could be obtained by replacing the expectation with worst-case realizations of the uncertain quantities. This requires the solution of min-max optimization problems, with the disadvantage of the conservativeness of the solutions. Therefore, this paper does not contain a detailed discussion on this topic.
The evolution of tasks from time t to t + H is given by the dynamic model (2), which represents a constraint for the optimization procedure. Moreover, we impose that only one reassignment may take place within the horizon H , i.e., 
At least in principle, constraint (4) could be relaxed, but this burdens the notation and conflicts with the goal of limiting too frequent reassignments. To sum up, the following optimal control problem has to be solved at a certain reassignment instant t p ∈ T p . [17] , even if both methods share the similar idea of exploiting information on the future in a sliding window to optimize performances. In model predictive control an optimal control problem over a certain finite horizon is solved at each time t = 0, 1, . . . , T , with unknowns given by the control inputs within a window of length H . Once their optimal values have been found, only the first control action is retained and applied. At the next time instant the procedure is repeated, and a new optimal control problem with a one-step-forward shift of the horizon is solved. Instead, the proposed PMP scheme requires the solution of a finitehorizon optimal control problem only at the reassignment instants, i.e., when u t p = 1 rather than for all t = 0, 1, . . . , T .
All the values of the sequence u * t p +1 , . . . , u * t p +t p+1 that solve the problem are applied at the corresponding time steps rather than being discarded, where t p+1 is such that u * t p+1 = 1. A new optimization is performed at time t p+1 by considering again a window of length H .
A. SOLUTION METHODS
We propose two methods to solve Problem PMP. The first one uses an enumerative procedure to find exact optimal solutions, while the second one relies on random sampling optimization to compute approximate solutions. Both approaches are well suited to deal with the cost (3), which is highly nonlinear, nonsmooth, and nonconvex.
Let us denote by U t the set of admissible solutions of Problem PMP at time t. This set contains the controls u t+1 , . . . , u t+H ∈ {0, 1} H such that (4) holds. Thus, the elements of the set U t are the vectors u t+H t+1 with only one component equal to 1, whereas the others are fixed to 0. As a consequence, we propose to find the optimal solution u * t+1 , . . . , u * t+H by using an enumerative procedure that does not require integer mathematical programming algorithms. In fact, their use is difficult due to nonlinearity, nonsmoothness, and nonconvexity of the model and cost function. The best solution is found by computing the cost J t for all the elements of the set U t , and then by selecting as optimal the controls corresponding to the lowest value of J t . Unfortunately, this approach may be feasible only for ''short'' horizons H , as the cardinality |U t | of U t increases with H , thus requiring the evaluation of a great number of admissible solutions if H is large. In this case, the proposed approach may become too computationally demanding due to the need of executing the task assignment algorithm to evaluate the corresponding cost for each vector of U t .
The second solution method reduces the required effort and relies on an optimization procedure based on random sampling [28, Ch. 3] . Specifically, we focus on subsets of the full set U t of admissible solutions composed of randomlyselected samples chosen a priori, and we compute the values of the cost for each sample. The overall computational effort u (g) ← g-th element of the set U t 8:
for k from t + 1 to t + H do 10: if u
end if 13 :
end for 15 : is reduced since J t is evaluated for a smaller amount of points compared to the full enumerative procedure. The samples corresponding to the lowest values of the cost are taken as approximate optimal ones. This also allows to implement the PMP over commodity hardware and on arrays of limitedcapability devices, which is common for many CPS scenarios. Clearly, this approach requires a tradeoff between accuracy and computational effort (see Section V). In fact, the finer the sampling, the better the approximation of the optimal solution, but at the price of a larger computational burden. The pseudo-code for solving Problem PMP is reported in Algorithm 1. With a little abuse of notation, it denotes either the complete enumerative or the random sampling solution methods depending on whether U t is the complete set of admissible solutions or only a subset, respectively. The quantity u (g) is the g-th element of U t , i.e., a H -dimensional vector with components u
t+H , while J (g) is the corresponding cost. The function taskAssign is the implementation of the chosen task assignment algorithm, which has to be executed |U t | × H times. It depends on the current task-to-robot map (represented by the state vector x k ) and on the inputs d k . We point out that each run of taskAssign is simulated, i.e., its outputs are only used to compute the cost (3) and they are not actually applied. Clearly, the random sampling optimization requires a lower number of runs of the taskAssign function, which is the most demanding part from the computational viewpoint, as |U t | is reduced with respect to the full enumerative procedure. Let ζ be the average time (in seconds) required for a run of the taskAssign algorithm. The enumerative solution method requires H 2 calls to such a function, hence an average execution time of about H 2 ζ seconds is expected. If we assume to apply the random sampling optimization with H 2 /K samples, with K > 0, then the overall average simulation time is about H 2 ζ /K seconds, with a saving proportional to K . Lastly, notice that the proposed idea is independent of the specific choice of the assignment procedure, even if the outputs and computational requirements of Algorithm 1 depends on such choice.
IV. PERFORMANCE INDEXES
We introduce the following indexes to evaluate the performances of the PMP framework. The task duration index (TDI) accounts for the capability of robots to complete tasks as fast as possible by reducing delays:
The number of expired tasks (NET) measures the number of tasks that are not completed before the deadline:
The task allocation delay (TAD) is the interval between the arrival of new tasks and when a reassignment allocates them:
Since each variation of the task-to-robot map requires computation and exchange of information, an important index is the number of reassignment instants (NRI):
The TDI, NET, TAD, and NRI account for the goals (i), (ii), (iii), and (iv), respectively, described in Section III. They directly map a term of the cost function (3) on a time window extended from time 0 to T . To capture the tradeoff among the objectives (i)-(iv), the overall behavior of the robotic network is assessed by the planning performance index (PPI):
where the coefficients c 1 , c 2 , c 3 , and c 4 are the same of (3). We point out that the PPI considers the tradeoff over the entire simulation horizon T and not only in a time window of length H as the cost function (3). Besides, it prevents burdening the text and the presentation of numerical results. We consider also the mean task duration (MTD), which measures the execution time of tasks with respect to the nominal one:
Lastly, the makespan (MS) is the time required by the robots to complete all the tasks composing the mission. VOLUME 7, 2019
V. SIMULATION RESULTS
To evaluate the performances of the PMP, we conducted a simulation campaign using Matlab on a PC with a 2.6 GHz Intel Xeon CPU and 64 GB of RAM. We performed three rounds of tests, denoted as horizon impact and disturbance analysis, scalability analysis, and computational effort analysis.
We modeled the arrivals of new tasks, disturbances, and failures as random variables with Poisson probability distribution [29] , [30] . The magnitude and duration of disturbances were drawn from Gaussian distributions according to the literature of dynamic systems identification [31] . The three considered scenarios account for many practical situations where CPSs could operate, e.g., harsh environments or industrial settings characterized by a variety of architectural impairments and moving obstacles. Specifically, Scenario A represents an environment characterized by ''few'' external disturbances. Their arrivals are ruled by a Poisson process with rate equal to 0.03, while their magnitude and duration obey Gaussian distributions with means 1.5 and standard deviations 0.5 and 0.3, respectively. Scenario B is characterized by a ''medium'' amount of external disturbances. Their arrivals still obey a Poisson distribution, but the rate is increased to 0.05. Also the magnitude and duration of the disturbances are larger than in Scenario A, as they are drawn from Gaussian distributions with means 2.2 and standard deviations 0.5 and 0.3, respectively. Scenario C represents an environment affected by aggressive disturbances, with arrivals governed by a Poisson distribution with rate equal to 0.1. Their magnitude and duration are taken from Gaussian distributions with means 3.0 and standard deviations 0.5 and 0.3, respectively.
Without loss of generality, we assume that each robot is either able or unable to execute a task, i.e., δ ij (t) = 0 or δ ij (t) = 1, and at least one robot able to execute a given task exists. All the scenarios share the following stochastic quantities and parameters. The dynamics of failures are ruled by Poisson distributions with arrival rates 0.0003. The birth of new tasks is generated by a Poisson process with arrival rate 0.02. The number of new tasks at the time instants of new arrivals is drawn from a uniform distribution in the range [3, M /10] and rounded to the nearest integer. The nominal execution time of tasks is drawn from a uniform distribution in the range [10, 25] . The deadlines are generated by adding a random number following a uniform distribution in the range [50, 100] to the estimated time of completion of tasks. The simulation horizon T is chosen equal to 1000 steps.
The coefficients of the PMP were chosen by varying them until a ''satisfactory'' tradeoff among the performance indexes described in Section IV was achieved. Specifically, we searched for coefficients guaranteeing few expiring tasks without impacting too much on the duration of the mission or cause decays of the PPI. Even if a sensitivity analysis could be performed, this kind of investigation is part of ongoing research. Therefore, in this paper c 1 , c 2 , c 3 , and c 4 of (3) were fixed to 0.1, 100, 1, and 1, respectively. The large value of c 2 avoids too many expirations of tasks, which may cause the abortion of the mission despite of the other performance indexes. The prediction errors on new tasks (arrival time and number), external disturbances (arrival time, magnitude, and duration), and failures (arrival time) were generated using uniform distributions in the range [−1, +1]. The expectation in (3) was replaced by an empirical mean computed over 5 realizations of the random variables, which were large enough to approximate the expectation with a satisfactory accuracy. Without loss of generality, for the function taskAssign in Algorithm 1 we adopted the consensusbased bundle algorithm (CBBA) [32] , even if the PMP framework can be used with any other task assignment algorithm. Put briefly, the CBBA finds a task-to-robot map by means of an auction-based mechanism where agents bid for one or more tasks. To this aim, each robot computes its utility via a proper score function, which has been modified to take into account abilities, deadlines, and execution times. The CBBA does not guarantee an optimal allocation. However, this does not prevent to apply the PMP, as it aims at finding the best time instants when to perform reassignment, despite how the task-to-robot map is computed.
The performances of the PMP were tested against reactive and proactive approaches, denoted in tables and figures as ''REA'' and ''PRO'', respectively. The reactive approach triggers a new reassignment when new tasks and disturbances arrive or a failure happens. In the proactive approach, reassignments occur at fixed instants. Thus, the interval t p between two consecutive reallocations plays a crucial role. Specifically, a tradeoff between short t p and larger values is needed. In fact, this allows to balance more stable solutions at the price of more frequent changes in the task allocation with less frequent reassignments, possibly causing unstable behaviors. To tune the proactive approach, we performed Monte Carlo simulations with different values of t p . In particular, we selected t p = 15 as the optimal one since it provided the larger PPI averaged over 50 realizations of the arrivals of new tasks, disturbances, and failures.
A. HORIZON IMPACT AND DISTURBANCE ANALYSIS
These simulations quantify the impact on the performances of the control horizon H and of the disturbances. We focused on a scenario composed of N = 5 robots and M = 20 tasks, and we considered three values for H , i.e., H = 10, 30, and 50. To guarantee statistical relevance, we performed Monte Carlo simulations over 50 different realizations of the arrivals of new tasks, disturbances, and failures. Table 2 reports the mean results, while Fig. 3 depicts the boxplots of the PPI metric in all the considered scenarios. The exact solution of the PMP was computed by using the enumerative approach discussed in Section III-A.
Results showcase that the performance of the PMP increases with H , as more information about the future is taken into account. In particular, the ''few'' disturbances of Scenario A allows the reactive approach to guarantee good results, even if the PMP provides better performances for large values of H . Instead, the performance gap between the PMP and the other methods increases in Scenario B and C, due to their more noisy nature. In this case, the PMP takes advantage of its predictive flavor to optimize the reassignment instants by using future information. The reactive approach exhibits the worst performances due to its ''lazy'' nature, which impedes to anticipate failures or changes in the environment. The PMP guarantees the completion of tasks in a smaller amount of time compared to the other methods, as confirmed by low values of the task duration index.
Furthermore, notice that the number of reassignments of the PMP does not sensibly vary with the scenario, i.e., for H = 50 it is always almost equal to 22. By contrast, in the reactive approach, the number of reassignments increases with the disturbances since they are a trigger to change the task-to-robot map. Coherently, the task allocation delay index is equal to zero, whereas it is higher for the proactive and PMP approaches. All the methods provide almost the same number of expired tasks in Scenarios A and B, while in Scenario C the PMP completes a larger number of tasks in a shorter amount of time, as shown by the makespan.
B. SCALABILITY ANALYSIS
These tests evaluate the scalability of the PMP. First, we performed simulations for growing numbers of tasks by varying M from 10 to 40, with N and H fixed to 5 and 40, respectively. As before, we performed Monte Carlo simulations over 20 realizations of the arrivals of new tasks, disturbances, and failures. Fig. 4 depicts the boxplots the PPI in all the considered scenarios. Second, we checked the scalability of the PMP for an increasing number of robots. We varied N from 5 to 25 and fixed both M and H to 40. Again, we repeated 20 times the simulations, each one corresponding to different realizations of the stochastic variables. The boxplots of the PPI over the various simulations are reported in Fig. 5 . The exact solution of the PMP was computed by using the enumerative procedure discussed in Section III-A.
Results indicate that the PMP approach always achieves the best performances despite of the amount of tasks. In general, all the indexes increase with M , as large amounts of tasks correspond to more complex missions. Accordingly, the dispersion around the medians increase with M . The PMP outperforms reactive and proactive approaches also for increasing number of robots. The indexes reduce with N since the larger is the number of robots with fixed M , the easier is finding the best task-to-robot map. Coherently, the dispersion around the medians reduces if N grows.
C. COMPUTATIONAL EFFORT ANALYSIS
This investigation quantifies the computational requirements of the PMP, which are made up by (i) the time needed to compute when to change the assignment of tasks and (ii) the time required to compute how to assign them to robots.
The time (i) for the PMP approach is represented by the quantity T , which measures the average time (in seconds) needed to solve an instance of Problem PMP through the procedure reported in Algorithm 1. For the reactive and proactive strategies, the time (i) is equal to zero since they do not need computations to decide when to change the assignment of tasks. In fact, the reactive approach triggers a new task assignment as the result of well-defined events, while the proactive method operates at fixed, periodic time steps. The time (ii) is the effort needed to run an instance of the task assignment algorithm. Since all the methods share the same algorithm (i.e., the CBBA), the time (ii) is a constant.
Moreover, we report the overall simulation time, measured in seconds and denoted byT , which allows to capture the required computational effort in its entirety. To this aim, it considers the time needed to compute both when and how to change the task-to-robot map for the entire simulation length, i.e., from time 0 to T . We point out that the timê T is a ''fictitious'' quantity that measures the overall time spent to compute how and when tasks are reassigned. In other words, for the case of the PMP, it measures the time spent to execute all the instances of Algorithm 1 issued over the entire mission length, i.e.,T NRI · T . For the reactive and proactive methods,T reduces to the time needed to run the taskAssign function over the entire mission. Instead, T impacts on the behavior of the robots and represents a ''real'' quantity since it is defined as the average time needed to solve an instance of Problem PMP, i.e., agents have to wait T to know when to initiate the next reassignment phase. Table 3 reports both T andT required by all the considered approaches to handle the case of N = 5 agents and M = 20 tasks. Different control horizons H are considered to solve Problem PMP exactly by using Algorithm 1 with the enumerative procedure, i.e., |U t | = H . As shown, on the average, Scenario C is the most demanding one since the large amount of external disturbances complicates the search for the optimal solution. On the contrary, Scenario A is the least demanding one. The required efforts grow with H since the dimension of the unknowns increases and more information about the future is considered. Additionally, the larger is H , the higher is the number of runs of the task assignment algorithm, which increases the computational effort. In this perspective, the larger times required by the PMP with respect to the reactive and proactive approaches are due to the several runs of the task assignment algorithm to simulate the output of the allocation (see Algorithm 1). We point out that task assignment is typically computationally intensive and often requires heuristic approaches to mitigate the burden. Owing to the task-assignment-independent nature of our method, savings in the computational times could be obtained by choosing efficient algorithms to implement the taskAssign function. Moreover, to apply the PMP in real-world, CPS-enabled scenarios with strict time constraints, an additional tradeoff between H and the computational requirements of the used task assignment mechanism should be searched for.
As regards the computational effort and the scalability of the PMP approach, Table 4 reports the times T andT for different configurations of the robotic network with a fixed horizon H , equal to 40. Again, the exact solution of Problem PMP was computed by using the enumerative procedure reported in Section III-A. Similarly to Section V-B, we performed trials for growing numbers of tasks by varying M from 10 to 40, with N fixed to 5, as well as simulations by varying N from 10 to 25, with M fixed to 40. It turns out that, for all the considered approaches, the required computational burden grows almost linearly with N and M .
To ensure the feasibility of using the PMP in contexts with hard time constraints or in rapidly-evolving systems, we adopted the approximate solution method described in Section III-A. Therefore, instead of considering the ''full'' set U t with H elements as done up to now, we reduced the number of admissible solutions contained in the set U t through random sampling. We performed simulations with different numbers of samples by varying the cardinality of U t , starting from the case in which all the possible tuples of controls are considered, i.e., |U t | = H , up to |U t | = H /5 , where, for a generic real number z, z denotes the rounding to the nearest integer above z. In more detail, N , M , and H were fixed to 5, 20, and 40, respectively. We repeated the experiments for 50 realizations of the stochastic variables to have proper statistical relevance. Table 5 reports the mean results in comparison with the reactive and proactive heuristics. The ''good'' performances of the PMP with respect to the considered heuristics are still guaranteed, but T andT reduce almost linearly with |U t | since the most time-consuming step of Algorithm 1 is line 11 corresponding to the call of the task allocation procedure, which is repeated |U t | × H times. Coherently, compared to the savings in the computational time, the decay of performances if |U t | reduces is negligible. For instance, halving the number of admissible solutions corresponds to a decay of only 2% in the PPI and a saving of 50% in the computational time on the average. Hence, the random sampling optimization allows one to obtain relevant savings in the required effort without compromising accuracy too much, i.e., a good tradeoff between effectiveness and computational requirements is achieved.
VI. CONCLUSIONS
In this paper, we have presented an approach based on predictive control to select at runtime the best time instants when to change the task-to-robot map. Simulations have showcased the effectiveness of the PMP, which has also demonstrated to scale in the presence of a large number of tasks and robots.
Part of the ongoing research focuses on testing the PMP with various task assignment algorithms and in other use cases taking advantage of CPSs, such as inspection of industrial plants or precision agriculture applications. Besides, we plan to enrich the simulation framework by considering the impact of communications among agents. Future works will focus on the development of other optimization strategies, possibly providing a better tradeoff among the different performance indexes as well as between computational effort and effectiveness of the control strategy. Moreover, we will investigate the impact of the uncertainties in the predictions on the performances of the PMP approach.
