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A B S T R A C T   
Multi- and hyperspectral cameras on drones can be valuable tools in environmental monitoring. A significant 
shortcoming complicating their usage in quantitative remote sensing applications is insufficient robust radio-
metric calibration methods. In a direct reflectance transformation method, the drone is equipped with a camera 
and an irradiance sensor, allowing transformation of image pixel values to reflectance factors without ground 
reference data. This method requires the sensors to be calibrated with higher accuracy than what is usually 
required by the empirical line method (ELM), but consequently it offers benefits in robustness, ease of operation, 
and ability to be used on Beyond-Visual Line of Sight flights. The objective of this study was to develop and assess 
a drone-based workflow for direct reflectance transformation and implement it on our hyperspectral remote 
sensing system. A novel atmospheric correction method is also introduced, using two reference panels, but, 
unlike in the ELM, the correction is not directly affected by changes in the illumination. The sensor system 
consists of a hyperspectral camera (Rikola HSI, by Senop) and an onboard irradiance spectrometer (FGI AIRS), 
which were both given thorough radiometric calibrations. In laboratory tests and in a flight experiment, the FGI 
AIRS tilt-corrected irradiances had accuracy better than 1.9% at solar zenith angles up to 70◦. The system’s low- 
altitude reflectance factor accuracy was assessed in a flight experiment using reflectance reference panels, where 
the normalized root mean square errors (NRMSE) were less than ±2% for the light panels (25% and 50%) and 
less than ±4% for the dark panels (5% and 10%). In the high-altitude images, taken at 100–150 m altitude, the 
NRMSEs without atmospheric correction were within 1.4%–8.7% for VIS bands and 2.0%–18.5% for NIR bands. 
Significant atmospheric effects appeared already at 50 m flight altitude. The proposed atmospheric correction 
was found to be practical and it decreased the high-altitude NRMSEs to 1.3%–2.6% for VIS bands and to 2.3%– 
5.3% for NIR bands. Overall, the workflow was found to be efficient and to provide similar accuracies as the ELM, 
but providing operational advantages in such challenging scenarios as in forest monitoring, large-scale auton-
omous mapping tasks, and real-time applications. Tests in varying illumination conditions showed that the 
reflectance factors of the gravel and vegetation targets varied up to 8% between sunny and cloudy conditions due 
to reflectance anisotropy effects, while the direct reflectance workflow had better accuracy. This suggests that the 
varying illumination conditions have to be further accounted for in drone-based in quantitative remote sensing 
applications.   
1. Introduction 
The use of light-weight multi- and hyperspectral camera technolo-
gies are increasing rapidly in different applications. Combining these 
cameras with drones, also known as Unmanned Aerial Vehicles (UAV), 
can offer great prospects for various mapping and monitoring applica-
tions, such as forest health (Wallace et al., 2012; Näsi et al., 2015; Dash 
et al., 2017), precision agriculture (Jay et al., 2019; Oliveira et al., 2020) 
and mineral mapping (Jakob et al., 2017). There exists a number of 
technical implementations of miniaturized hyperspectral cameras 
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suitable for drone use, including hyperspectral pushbroom cameras by 
companies such as Headwall (Headwall Photonics, 2020) and SPECIM 
(SPECIM, 2020) and 2D cameras, for example, Senop (Senop, 2020), 
Cubert (Cubert, 2020), and Ximea (Ximea, 2020). Earlier research has 
shown that such hyperspectral cameras can be useful and accurate tools 
in drone-based remote sensing (Honkavaara et al., 2013; Suomalainen 
et al., 2014; Ristorto et al., 2015; de Oliveira et al., 2016; Yang et al., 
2017; Barreto et al., 2019). Miniature multispectral cameras, such as 
MicaSense RedEdge and Altum (MicaSense, 2020a), and Tetracam Mini- 
MCA (Tetracam, 2020), have spread widely in drone usage, as they are 
often smaller and cheaper than true hyperspectral cameras. Miniatur-
ized multi- and hyperspectral cameras are suitable for remote sensing 
drone applications, providing interesting and cost-effective techniques 
for accurate geometric and radiometric characterization of objects. 
Generally, a fundamental requirement for quantitative remote 
sensing analysis is the utilization of accurate reflectance factor values. 
Cameras measure radiance and save it as digital numbers (DN), but these 
cannot be used directly in quantitative analysis as they are affected by 
illumination changes and sensor uniformities (Smith and Milton, 1999). 
Thus radiometric calibration of the camera is the prerequisite for ac-
curate reflectance transformation. It normally involves dark current, flat 
field, spectral response, and absolute radiometric coefficients and allows 
the camera DNs to be converted to accurate at-sensor radiances (Aasen 
et al., 2018). Typically, remote sensing camera manufacturers provide 
camera calibration parameters that are estimated in laboratory condi-
tions, but, especially as the device ages, they may differ from the correct 
values applicable in field use. For example, Mamaghani and Salvaggio 
(2019a) assessed the manufacturer’s radiometric calibration of two 
MicaSense RedEdge cameras and observed that the difference in the 
overall radiance images came from the manufacturer’s vignette and 
radiometric calibration coefficients, while dark current and relative 
spectral response curves fitted well to their calibration. Overall, their 
own calibration provided lower errors in radiance and reflectance values 
than using the manufacturer calibration. 
The reflectance transformation of drone remote sensing images 
fundamentally requires determination of illumination conditions in the 
target area (Aasen et al., 2018). This can be achieved by: (1.) Simulating 
the irradiance using atmospheric radiative transfer models based on ac-
curate knowledge of the atmosphere composition (Clark et al., 2010; 
Zarco-Tejada et al., 2012); (2.) using reflectance reference targets with 
known reflectance factors placed in a well-illuminated position in the 
surveyed area (Aasen et al., 2018); (3.) Having an on-ground static de-
vice to continuously measure the irradiance during the flight (Burkart 
et al., 2014); (4.) Having an on-board irradiance sensor (commonly also 
referred as incident light sensor ILS, or sunshine sensor). All of the above 
methods are working solutions in stable clear-sky conditions in open 
areas. Currently, spectral drone processing workflows are often based on 
indirect reflectance transformation utilizing reference reflectance panels 
installed in the interest area and applying the empirical line method 
(ELM, method 2) (Del Pozo et al., 2014). However, in partially cloudy 
conditions, the ground-reference methods (2&3) work only locally and 
determining the parameters for the atmospheric model (1) becomes 
infeasible. Also, the ground-reference methods work ideally when 
placed on open terrain and the ground-level irradiance on panels or 
irradiance sensor matches accurately the above-canopy irradiance. 
Consequently these methods have challenges in e.g. forested areas and 
in areas where the surrounding objects block direct and diffuse skylight 
and reflect additional light. In order to overcome the non-local varia-
tions outside the representative panel’s area, some authors have pro-
posed to use multiple panels placed on the site, so that each image 
contains at least one calibration panel, to transform the DN value into 
surface reflectance (Wang and Myint, 2015; Iqbal et al., 2018). The 
direct reflectance method (4), uses a radiometrically calibrated 
downward-looking camera and upward-looking irradiance sensor 
allowing the reflectance factor transformation of the images in real time 
without on-site reflectance reference panels. Thus, it has potential to be 
effective in all of these conditions by always measuring the local irra-
diance. However, what is commonly overlooked, is that as the irradiance 
sensor reading is highly tilt sensitive. The irradiance sensor must be 
installed on top of the drone either on a stabilized gimbal or tilt-effects in 
data must be otherwise corrected. 
An on-board upward-looking irradiance sensor allows for obtaining 
the transformation to reflectance factors directly even in real time 
during the flight. Direct reflectance capability for both real-time and 
post-processed solutions is of interest for remote sensing applications 
(Oliveira et al., 2018). Fast and reliable direct reflectance trans-
formation using irradiance data collected for each image throughout the 
flight campaign is essential, especially, in unstable illumination condi-
tions (Honkavaara et al., 2013; Hakala et al., 2018) and in challenging 
areas, such as forests (Nevalainen et al., 2017) and waters (Ortiz et al., 
2017), where setting up properly illuminated reference panels for the 
ELM is not always feasible. Beyond-visible-line-of-sight (BVLOS) mis-
sions, that cover larger areas using drones, are becoming feasible in the 
near future. These missions would make the use of reference targets 
unsuitable in practical applications due to representing the illumination 
conditions only in a local area. Recently, point spectrometers attached to 
drone platforms have been used for measurements of reflectance of 
vegetation. Burkart et al. (2014) developed a drone spectrometer system 
based on a compact Ocean Optics STS spectroradiometer onboard the 
drone to measure the upwelling radiance, while another ground spec-
trometer acquires the irradiance over a white Spectralon panel. The air 
and ground systems are wirelessly synchronized for simultaneous white 
reference collection. The system was calibrated with corrections for dark 
current, stray light, spectral offset, and a cross-calibration using an ASD 
FieldSpec 4. This system was later applied as a flying goniometer to 
measure the bidirectional reflectance distribution function of vegetation 
(Burkart et al., 2015). However, point spectrometers data cannot be 
spatially separated in spectral pixels as in cameras, since each spectral 
measurement includes information from all objects within the FOV of 
the sensor (Aasen et al., 2018; Gautam et al., 2020). Multispectral 
cameras such as MicaSense RedEdge and Altum include an irradiance 
sensor (also called down-welling light sensor - DLS) and calibrated 
reflectance panel in order to accomplish the reflectance transformation 
(MicaSense, 2020a). With the Tetracam Micro-MCA, the sixth channel 
presents an irradiance sensor, called incident light sensor (ILS), which 
contains a band pass filter and an optical fiber (Tetracam, 2020). Jiang 
et al. (2019) assessed the Micro-MCA for monitoring winter wheat crops. 
They performed radiometric calibration on a Micro-MCA and compared 
the reflectance transformation using panels and ELM versus the direct 
reflectance using the camera irradiance sensor. Hakala et al. (2018) 
proposed a drone based remote sensing system for measuring the 
reflectance with a 2D frame format hyperspectral camera measuring the 
reflected radiance and a small Ocean Optics USB2000+ spectrometer 
(OO, Ocean Optics, Largo, FL, USA) integrated recording the down-
welling irradiance. As the gimbal used to compensate for the tilting of 
the spectrometer optics did not give acceptable results, the authors 
utilized a ground based spectrometer for compensating the impacts of 
tilting of the sensor. Bendig et al. (2020) flew their AirSIF sensor, which 
uses an Ocean Optics QE Pro spectrometer and a multiplexer that allows 
it to alternate observing upwelling radiance and downwelling irradi-
ance. As the cosine response of the irradiance probe was not accurate 
enough (Bendig et al., 2018), they developed a cross-calibration method 
where specific calibration coefficient between the upwelling and 
downwelling sensors are determined before flight using a Spectralon 
panel. Such coefficients are valid only for a short time, before illumi-
nation conditions or the solar zenith angle changes substantially, but the 
method can allow useful utilization of a low quality irradiance probe in 
short missions. 
In drone remote sensing, the atmospheric effects are often neglected 
due to the low flight altitudes (Hernández-López et al., 2012; Iqbal et al., 
2018). However, studies have indicated that atmospheric correction can 
be important for precise radiometric measurements also in drone-based 
J. Suomalainen et al.                                                                                                                                                                                                                           
Remote Sensing of Environment 266 (2021) 112691
3
multispectral (Guo et al., 2019; Mamaghani and Salvaggio, 2019b) and 
thermal (Heinemann et al., 2020) images. The atmospheric effects can 
be corrected using atmospheric models or two-point ELM (Aasen et al., 
2018). 
The objective of this study was to develop and assess a drone-based 
workflow for direct reflectance processing and implement it on our 
hyperspectral remote sensing system. Firstly, we will present the direct 
reflectance workflow with a novel atmospheric correction method. Next, 
we describe the thorough radiometric calibration procedures required. 
In this study, the system consists of the hyperspectral camera (Senop 
Rikola HSI, model 2018) and the FGI Aerial Image Reference System 
(FGI AIRS), which measures irradiance spectra in real-time, RTK (real 
time kinematic) GNSS (global navigation satellite system) position, and 
the roll-pitch-yaw orientation for each camera exposure (Suomalainen 
et al., 2018). Finally, we present results of flight experiments and assess 
the accuracy of the reflectance factors produced using the proposed 
workflow. 
2. Materials and methods 
2.1. Direct reflectance workflow 
In remote sensing data, the reflectance factor (R) of interest is usually 






With a clear atmosphere and low flying altitude, it is a common 
practice to assume that the drone-based at-sensor radiance is equivalent 
to the at-target radiance. This can be a harmless assumption at low alti-
tudes especially in cases where on-ground reflectance reference panels 
are used to determine the irradiance, as this introduces similar atmo-
spheric biases to both irradiance and radiance measurements. However, 
such cancelation does not occur if the irradiance is measured by an 
onboard sensor, and thus the importance of atmospheric effects (Fig. 1) 
is greater in such applications. 
For atmospheric correction in the direct reflectance workflow, we 
have developed a novel method that utilizes two reference panels of 
different reflectances. As visualized in the Fig. 1, the at-sensor radiance 









π τR1EAT + LDIF
LAS2 =
1
π τR2EAT + LDIF
(2)  
where τ is the atmospheric transmittance between the target and the 
camera, R1 and R2 are the reflectance factors of the panels, EAT is the at- 
target irradiance hitting the panels, and LDIF is the diffuse radiance 
component introduced by the atmosphere. If the panels are placed next 
to each other in a uniformly illuminated area on ground, it is fair to 
assume that the transmittance, irradiance, and diffuse radiance are 
equal for both panel observations. Unlike in the ELM approach, this 
assumption does not require the panels to receive the clean above- 
canopy irradiance, but they can be placed also e.g. in a narrow forest 
opening or even in a shadowed area, with the only requirement being 
that both panels are illuminated similarly. With these assumptions, even 
if the at-target irradiance is unknown, we can solve the diffuse radiance 





This equation allows determination of the diffuse radiance compo-
nent, which is valid for atmospheric correction only in the same illu-
mination conditions and at the same flight altitude as the imaging of the 
panels was done. To make the diffuse light correction usable in the 
whole mapping flight, we must handle two effects affecting the diffuse 
radiance. Firstly, if the illumination conditions change, due to e.g. 
clouds, the atmospheric diffuse radiance is expected to change also. 
Thus, instead of using the determined diffuse radiance in atmospheric 
correction, it is better to convert it to an atmosphere apparent reflec-
tance (RATM), which should be more stable in varying illumination. 
Secondly, if the distance to the target (h) varies from the distance during 
panel calibration (hpanel), this will also affect the thickness and effect of 
the atmosphere. Ideally, as the sensor-target distance varies over the 
view directions within the image, the correction should be calculated 
pixel-wise. At the low altitudes, we can assume that the atmosphere 
under the drone flight area is homogenous and thus the LDIF depends 
linearly on the sensor-target distance. With these two adjustments, we 







Strictly speaking, this atmosphere apparent reflectance is valid only 
Fig. 1. (Left) Irradiance (E), radiance (L), reflectance factor (R), and transmittance (τ) concepts affecting the drone observation between at-target (AT), above- 
canopy (AC), and at-sensor (AS) positions. (Right) Flowchart of the direct reflectance workflow. 
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in the very same solar and view angle geometry and in the surroundings 
at which it was determined in. There can be multiple effects affecting it. 
Firstly, the radiance following sun-terrain-atmosphere-sensor path var-
ies directly with reflectance of the surrounding terrain. Secondly, the 
anisotropic scattering in atmosphere causes that the sun-atmosphere- 
sensor component of the apparent reflectance should vary for camera 
pixels observing different view directions relative to sun. Thirdly, even 
in nadir view, the reflectance may not be perfectly stable when illumi-
nation geometry changes due to clouds. Taking these variations in RATM 
into account, could be a point of improvement for the atmospheric 
model, but for the sake of simplicity, we here make the assumption that 
the atmosphere apparent reflectance is constant for all pixels in varying 
illumination conditions. 
If the at-target irradiance incident on the panels is unknown, it is not 
possible to solve for the atmospheric transmittance from this panel data. 
Thus, the transmittance must be determined using other methods, e.g. 
by atmospheric simulation. In this study, we simulated the atmospheric 
transmittance between target on the ground and the camera at 100 m 
above-ground-level (AGL) altitude using the 6S simulation (Vermote 
et al., 1997) through the Py6S Python interface (Wilson, 2013). The 
simulation considered the “US Standard 1962” atmosphere model and 
“Urban” aerosol model, and it was repeated with two horizontal visi-
bility values (23 km and 10 km). The two transmittances are the pre-
calculated options that can be selected depending if the weather is 
perfectly clear or with slightly reduced visibility. The selected trans-
mittance spectrum for 100 m altitude is then scaled to the actual sensor- 




With the atmospheric transmittance and apparent reflectance 
determined, we can apply the atmospheric correction to the drone based 
observations: 










By inserting these to the Eq. 1, we get the equation for producing 











Although, the workflow utilizes on-ground reference panels for 
determining the atmospheric correction parameters, it can still be used 
in real-time direct reflectance processing. Unlike the ELM correction 
parameters, our parameters are mathematically defined in such a way 
that they are not directly dependent on absolute level of irradiance and 
thus they may be assumed to be relatively stable even in changing 
illumination. Also as a practical point, these parameters can be deter-
mined before the main flight or values from earlier flight in similar 
conditions may be reused, allowing real time processing of the data. 
2.2. Remote sensing equipment 
In this study, we used a hyperspectral frame camera (Fig. 2a) based 
on the Fabry-Perót interferometer (FPI) technology and manufactured 
by Senop Ltd., Oulu, Finland, (model Rikola HSI 2018). The adjustable 
FPI filter allows users to select the spectral bands of the hyperspectral 
cubes according to the requirements of the application (Mäkynen et al., 
2011). The FPI filter itself is not able to separate multiples of wave-
length, and thus the camera has a beam splitter and two monochrome 
CMOS sensors (de Oliveira et al., 2016), of which one is configured to 
record the visible bands (500–636 nm) and the other the VNIR/NIR 
bands (650–900 nm). The nominal focal length is 9 mm and image size is 
1010 × 1010 pixels with pixel size of 5.5 μm. The camera was set to 
collect 46 bands within the 504–908 nm range with spectral resolutions 
ranging between 3 and 10 nm (full width at half maximum, FWHM). 
Like most cameras without thermal-stabilization, the dark current in 
images varies with the system temperature. To counter this effect, in all 
of the experiments described in this paper, the camera has been turned 
on and its temperature has been allowed to stabilize at least 15 min 
before a dark current datacube is collected and the useful data is ac-
quired. A monochromator setup was used to determine the spectral 
response curves for each band (Pekkala et al., 2019). The central 
wavelengths and FWHMs determined from these are shown in Table 1. 
The camera acquires the spectral bands by scanning over a sequence FPI 
filter bandpass wavelengths. With 46 bands, this scan takes typically 1.1 
s to finish and a new scan can be started at 2 s intervals. If the camera 
platform is moving, each spectral band in the same cube is acquired at 
different position and attitude (Honkavaara et al., 2017). 
The FGI AIRS (Fig. 2b) is a sensor unit for drones that can provide the 
irradiance spectrum, Real Time Kinematic (RTK)/Post Processed Kine-
matic (PPK) GNSS position, and orientation for each frame acquired by 
the attached camera(s). For irradiance measurement, the FGI AIRS uses 
an Ocean Optics USB2000+ spectrometer (350–1000 nm, FWHM <1 
nm) equipped with diffuser optics with cosine response. Furthermore, to 
provide reliable irradiances on tilting drone platforms, the AIRS utilizes 
a novel tilt correction method based on three extra photodiode irradi-
ance sensors, that lay tilted 10◦ to opposite directions. The system 
hardware and processing methods are described in detail in (Suoma-
lainen et al., 2018). In this study, we present the cosine response cali-
bration and improvements made to the AIRS cosine collector optics, 
which improve the absolute accuracy of the AIRS irradiances in varying 
illumination conditions. 
A custom quadcopter drone (Fig. 2c) was utilized to carry the sensor 
payloads and to collect the remote sensing data. The drone has a payload 
capacity of 4 kg and flight time of 20 min with 2 kg payload. The 
hyperspectral camera and an RGB camera Sony A7R (Sony Corporation, 
Minato, Tokyo, Japan) were installed on a vibration suppressed mount 
under the drone pointing straight down. The AIRS was attached on the 
very top of the drone frame, to avoid obstructions in the hemispherical 
Fig. 2. (a) The Senop Rikola hyperspectral camera, (b) the Finnish Geospatial Research Institute Aerial Image Reference System (FGI AIRS), and (c) the custom drone 
with the sensors onboard. The black cone on the Rikola camera is a custom addition to help reduce stray light issues found in the camera optics. 
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fields-of-view of the irradiance sensors. The hyperspectral camera and 
the AIRS were connected with a trigger cable to allow synchronization of 
the devices. 
2.3. Irradiance sensor cosine response and absolute radiometric 
calibrations 
A prerequisite for any accurate irradiance measurement in varying 
illumination conditions is to ensure that the cosine response of the optics 
utilized is correct. The proper cosine response ensures that the sensor 
outputs the correct irradiance reading independent of the solar zenith 
angle and the cloud cover. 
In this study, the irradiance is measured onboard using the AIRS and 
the on-ground reference measurements are performed using an ASD 
FieldSpec 4 (Malvern Panalytical Ltd., Malvern, United Kingdom) with 
its Remote Cosine Receptors (RCR) irradiance probe. Thus, to measure 
cosine response of AIRS and ASD FieldSpec irradiance optics, we set up a 
laboratory test setup (Fig. 3) consisting of a rotator holding the irradi-
ance sensor, a homogenous beam of light, and a black box that mini-
mizes the amount of diffuse light. The irradiance probe was installed on 
a motorized rotator so that the axis of rotation went accurately through 
the optical center of the irradiance probe with geometric stability in 
order of one millimeter. The incident light was produced using a 1000 W 
power-stabilized QTH light bulb (Oriel 66886 and 69935, Newport 
Corporation, Irvine, CA, USA) placed at approximately 2-m distance 
from the point of measurement with no collimating optics but only an 
aperture to restrict a narrow beam of light. A collimated beam would 
introduce smaller r2 falloff errors than the uncollimated beam, but with 
our lamp and optics the collimated beam showed clear inhomogeneity 
reproducing the shapes of the lamp filament. The r2 error in measure-
ment is affected by instability of the physical center of the cosine optics 
due imperfectly centered axis of rotation (~ ±1 mm) and on the large 
illumination zenith angles by the possible shift of the effective optical 
center towards the more illuminated front edge of the diffuser. For the 
diffusers with 7.5 mm radius, the shift was estimated to be approxi-
mately in order of 1 mm. With the lamp at 2-m distance, each millimeter 
of offset in distance causes 0.1% error in measurement. With the given 
numbers, the r2 errors from an uncollimated beam were estimated to be 
smaller than the errors from inhomogenous collimated beam. To mini-
mize diffuse light disturbing the measurement, the sensor was placed in 
a box that was internally covered with spectrally black canvas with 
reflectance of approximately 0.05. The light beam was let in through an 
aperture (d = ~10 cm) to interact with the sensor. The non-intercepted 
part of the beam was let out through a slightly bigger aperture on the 
opposite side and later absorbed to a black canvas placed about 1 m 
away. 
To measure the sensor’s cosine response at all light incident angles, 
the irradiance probe was rotated through a range of ±95◦ from the di-
rection of the beam while measuring sensor irradiance reading. With the 
ASD FieldSpec, the rotator was stopped every 5 degrees where a spec-
trum measurement was taken and the angle of rotation was recorded 
manually. With AIRS, the measurements were taken during slow 
continuous rotation, sampling a spectrum at approximately 2◦ intervals, 
and the angles were recorded by the AIRS internal inclinometer. 
This setup was used to first characterize the cosine responses of the 
original ASD FieldSpec irradiance probe and the FGI AIRS 2018 irradi-
ance optics. As the cosine accuracies of all original optics were found to 
be insufficient, the measurement system was then used to test a series of 
modified ASD and AIRS optics to find probe geometries with near-ideal 
cosine responses. 
The geometries of both the ASD probe and modified AIRS optics 
follow the basic shadow ring geometry as shown in Fig. 4. With the ASD 
probe, the modifications to the original were kept at minimum and only 
the depth of the shadow ring was reduced by inserting 3D printed black 
rings of varying thickness around the base of the diffuser. Such modi-
fication reduces the response significantly at non-nadir illumination 
angles, but should have no significant effect in nadir illumination as the 
vertical edges of the diffuser are parallel to the light incidence angle and 
are surrounded by only black surface. Thus the edges are effectively not 
externally illuminated and the addition of a black ring has almost no 
effect to light reaching the sensor behind the diffuser. As the calibration 
of the ASD irradiance probe has originally been performed in nadir 
illumination, this meant that the modification did not affect its absolute 
calibration coefficients, but simply improved its accuracy on higher 
illumination zenith angles. In the optimization of the AIRS irradiance 
spectrometer and photodiode optics, all of the geometry parameters 
shown in Fig. 4 were adjusted. The shadow ring and the frame of the 
optics were 3D printed of black plastic. The diffusers were cut from a 
white PTFE pad and sanded to desired thickness. 
The new FGI AIRS irradiance optics were given an absolute 
Table 1 
Hyperspectral camera bands. The center wavelength and spectral resolution (FWHM) for each of the 46 bands. Units as nanometers.  
Center FWHM Center FWHM Center FWHM Center FWHM Center FWHM 
504.28 6.36 593.37 6.18 684.56 6.66 773.71 4.30 863.54 9.46 
512.91 7.26 601.40 6.49 693.97 6.82 782.85 5.95 873.07 9.21 
521.48 7.47 611.64 7.64 701.60 5.01 792.18 5.80 881.51 9.55 
530.75 6.75 620.27 8.30 711.43 4.43 800.88 6.46 890.21 9.03 
539.46 7.42 628.86 7.05 720.08 4.97 809.82 5.67 899.16 9.58 
548.45 6.64 643.80 6.76 728.95 3.92 818.49 6.62 908.17 8.90 
557.59 7.35 648.67 6.58 738.01 4.86 828.84 9.05   
566.28 6.47 657.82 7.58 746.76 4.11 837.57 10.16   
575.31 7.02 666.88 6.72 756.03 4.49 846.22 9.24   
583.98 6.60 676.21 7.52 764.56 3.67 855.44 9.93    
Fig. 3. The ASD FieldSpec irradiance probe inside the cosine response mea-
surement setup. A homogenous beam of light enters the box from the opening 
on right illuminating the irradiance probe in the center. The probe is rotated 
through angles ±95◦ from the beam direction to record irradiance readings at 
all light incident angles. 
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irradiance calibration by transferring the absolute calibration of the ASD 
FieldSpec irradiance probe to it. This was done by using the cosine 
response measurement setup described above. First, the ASD irradiance 
probe was placed in a well-determined position inside the black box 
pointing directly towards the light source (“nadir illumination geome-
try”) and a reference irradiance spectrum was measured. Next, the ASD 
probe was removed and AIRS sensor was placed in the same position and 
orientation to measure raw irradiance spectrum. Pseudo-irradiance 
spectrum was calculated by removing dark current from the raw irra-
diance spectrum and dividing the result with integration time. The new 
absolute irradiance calibration coefficient was determined as ratio of 
these two spectra. 
2.4. Hyperspectral camera radiance calibration 
The original radiometric calibration of the hyperspectral camera was 
found to have several non-idealities in the camera performance. Initial 
tests on the camera had revealed issues where the actual exposure time 
was apparently not matching the nominal exposure time and where 
imperfections in optics caused stray light issues in the image. To correct 
for these problems and to produce accurate absolute radiance images, 
we performed a series of calibration measurements and developed our 
own processing chain. 
The basic equation to convert the raw pixel digital numbers on band 





where DNij is the raw digital number in pixel [i, j], DCij is pixelwise dark 
current count, fijk is the flat field image, tint is the integration time of the 
camera, and ck is the bandwise absolute calibration coefficient. 
The flat-field calibration is described in detail in Kokka et al. (2019), 
but we give here also a short description of the process. The method 
consisted of scanning the field of view (FOV) of the camera with a 
broadband radiance source from an integrating sphere that covered the 
FOV only partially at the focus distance and combining the captured 
data cubes to produce a uniform radiance source filling the whole FOV. 
The camera was installed onto a two-axis rotary stage at 1 m distance 
from the aperture of the integrating sphere. The whole setup was 
enclosed in a black cabinet with two apertures to reduce stray light in 
the FOV of the camera. The measurements were done with a 1.2◦
rotation step size in both axes. The collected data was merged into a 
single data cube by removing the dark signal, removing pixel areas not 
irradiated directly by the source and the edges of the irradiated area in 
the images, and filtering high-frequency components. The flat-field 
correction matrix (fijk) was computed by convolving each spectral 
band with a Gaussian filter kernel. The flat-field calibration method 
obtained an average standard deviation of 0.40%. 
When testing the camera on different exposure times, we found out 
that Eq. 9 failed to produce constant radiances while only camera 
integration time was varied. Thus we had to apply a correction: 
tint = tnominal +Δt (10)  
where tnominal is the nominal exposure time set to the camera and Δt is 
calibration parameter for integration time offset. 
To determine the integration time offset, we set up a laboratory 
calibration experiment. The p50 panel was set standing up and illumi-
nated perpendicularly using the stabilized QTH light bulb from 
approximately 1.5 m distance. The hyperspectral camera and ASD 
FieldSpec spectrometer with 18◦ optics were installed on a static tripod, 
placed next to the beam of light at approximately 50 cm distance from 
the panel, and pointed at the center of the illuminated area. Then, 
hyperspectral camera images were acquired using nominal exposure 
times of 8 ms, 12 ms, 18 ms, 24 ms, and 30 ms. To validate stability of 
the illumination, for each hyperspectral image, a reference radiance 
spectrum was measured using the ASD FieldSpec. The integration time 
offset was then determined by minimizing the variation in processed 
camera radiances. 
The camera was also found to suffer from stray light and it was 
necessary to correct for these. The stray light issues in the camera are 
most likely caused by imperfections in the camera optics, which scatter 
light to the wrong parts of the sensor. To correct for stray light inside the 
camera, we determined a correction that follows an equation: 
L′ijk = Lijk − sk L̂k (11)  
where Lijk′ is the stray light corrected at-sensor radiance, L̂kis average 
radiance in the uncorrected image, and sk is the stray light calibration 
coefficient. This correction assumes that the average image intensity 
acts as good proxy for amount of diffusing light entering the camera 
optics. To block the diffuse light entering the lens from outside the 
camera field of view, we installed a black cone on the camera main lens 
(Fig. 2a) that blocks most of the light hitting the lens from outside FOV. 
The stray light calibration coefficient was determined in the labo-
ratory by taking images of constant targets in front of varying back-
grounds. Similar method has been proposed by Rykowski and Kreysar 
(2005). This was done by installing small black and white reflectance 
targets on a holder and illuminating them with the stabilized QTH light 
source. The camera was installed on a static tripod and pointed at the 
targets. Then the camera was used to acquire images of the targets (see 
Fig. 10) with black and white panels in the background. The sk was then 
linearly solved by assuming that the radiance of small targets should 
remain constant in images with different backgrounds. 
As the final calibration step, the absolute radiometric calibration (ck 
in Eq. 9) was determined in flight using AIRS irradiances and reflectance 
reference panels. The camera could also have been calibrated in a lab-
oratory using more traceable ASD FieldSpec calibration, but by per-
forming the calibration in conditions resembling real use maximizes the 
accuracy of direct reflectance factors produced with the camera+AIRS 
combination. The calibration data was acquired by hovering the drone 
with the hyperspectral camera and the FGI AIRS above the four refer-
ence panels (p50, p25, p10, p05) at 6 to 16 m altitude. The hyperspectral 
raw images were converted to pseudo at-sensor radiances using a band-
wise absolute calibration coefficient set to one (ck = 1 in Eq. 9). The 
pseudo at-sensor radiances recorded by the camera for each panel were 
manually extracted from images. The respective panel reference 
Fig. 4. Basic geometry of a shadow ring based cosine collector/irradiance 
optics. By adjusting the radiuses and thicknesses of the PTFE diffuser (rd and dd) 
and the shadow ring (rs and ds), it is possible to design an irradiance probe with 
near-ideal cosine response. 
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radiances were calculated using the AIRS irradiances and known 
reflectance factors of the panels. Using the p50 panel data, the ratio of 
the pseudo at-sensor radiance and the reference radiance was then 
determined to be the true value for ck. The radiances of the remaining 
panels were used for validation. 
2.5. Field experiment 
The experimental flights using the FGI drone and sensors were con-
ducted over the permanent calibration test field (Fig. 5) located in 
Sjökulla (60.242 N, 24.383 E), southern Finland (Honkavaara et al., 
2008). Altogether three permanent ground control points (GCPs) around 
the test field were surveyed using a Topcon Hiper HR RTK GNSS receiver 
(Topcon, Tokyo, Japan) with 6.4 mm horizontal and 12.24 mm vertical 
accuracy based on Topcon’s reported positioning performance (Topcon, 
2016). The average altitude of the site is 40 m above sea level. The flight 
campaign was carried out on 20 August 2019, between 13:30 and 14:30 
local time (UTC + 3 h). Over the course of the flights, the solar zenith 
angle changed from 47.8◦ to 48.8◦. 
For collecting validation data, four high-quality calibration panels 
were used. The panels, 1 m × 1 m in size and with nominal reflectances 
equal to 50%, 25%, 10%, and 5% (referred, respectively, p50, p25, p10, 
and p05), were placed on a balanced stand approximately 1 m above the 
ground. These panels have been built in-house by installing Zenith 
Polymer films (SphereOptics GmbH, Uhldingen, Germany) on flat 
aluminum honeycomb panels (6 mm Potmacore panels by Potma, Pello, 
Finland). Additionally, two panels with nominal reflectances of 50% 
(“GP”, matte paint on panel) and 3% (“BC”, carpet on panel) were placed 
directly on ground and used for independent atmospheric calibration. 
With both panel types, the panels’ nadir-view reflectance factors vary 
slightly with illumination direction and the nominal reflectances are not 
accurate enough to be used as the true reflectance factor. Thus, the ASD 
FieldSpec spectrometer and a white reference Spectralon panel (Lab-
sphere, Inc., North Sutton, NH, USA) were used to measure the nadir 
reflectance factor of each reference panel by averaging 10 
measurements. 
In the first experiment, we performed an elevator flight rising from 
10 m to 150 m AGL altitude acquiring hyperspectral datacubes and RGB 
images at 2.6 m intervals on average (Fig. 5). The purpose of the elevator 
flight was to assess the workflow and atmospheric effects at different 
altitudes. In the second experiment, two mapping flights consisting of 
four parallel flight lines at 100 m AGL altitude were flown repeatedly 
over the test field area and panels to evaluate stability of AIRS irradiance 
measurement and acquired reflectance factors in normal mapping use 
case. The ASD FieldSpec with the improved RCR was installed on a 
tripod next to the panels to record on-ground reference irradiances. 
During the campaign, the sky was mostly blue with approximately 1/ 
8th of the sky covered by fast-moving low altitude cumulus clouds. The 
elevator flight and the first mapping flight were performed during a fully 
clear period without significant cloud shadows in the test area. The 
second mapping flight contained data in both clear and cloud shadowed 
illuminations. 
Since the bands and spectral resolutions of the camera and irradiance 
sensors were different from each other, spectral resampling was needed 
to fuse the data. The hyperspectral camera was configured to acquire 46 
spectral bands as described in Table 1, while the ASD FieldSpec has a 
spectral resolution of 3.5 nm at the wavelengths of below 1000 nm, and 
the AIRS irradiance spectra have a resolution of 1 nm at the range of 350 
nm to 1000 nm. Thus, the ASD reference reflectance spectra and AIRS 
irradiance spectra were resampled to match the spectral responses of the 
hyperspectral camera bands by taking a weighted average using each 
band’s measured spectral response spectrum as weights. 
As the bands of the hyperspectral images acquired by Rikola camera 
are not aligned when the camera is moving, we estimated the position 
and orientations of each band of each data cube and corrected them by 
the relief displacement in an orthorectification process. This geometric 
processing followed a similar processing workflow as introduced by 
Honkavaara et al. (2017). First, exterior orientations of four key 
hyperspectral bands were determined simultaneously using AgiSoft 
Metashape Pro (v1.5; AgiSoft LLC, St. Petersburg, Russia) software. The 
photogrammetric image orientation process was performed to the RGB 
image data as well, in order to generate an accurate digital surface 
model of the area, which was used for the hyperspectral data orthor-
ectification. The image orientations were estimated using the “Align” 
method with “High” quality. The camera geometric calibration was 
performed simultaneously during the image orientation process (self- 
calibration). Altogether three GCPs were measured manually. 
Once the four bands of the data cubes were aligned in the Metashape, 
the in-house radBA software was used to orthorectify the image datasets 
following the process described in detail by Honkavaara et al., 2017. 
Firstly, the bands without orientations were matched to the aligned 
bands utilizing the sparse point cloud and exterior orientations were 
calculated using the space resection method. Next, to generate orthor-
ectified images with reflectance values, the synchronized AIRS irradi-
ance values for each band of the cubes were inserted in radBA. Finally, 
the images were orthorectied in radBA using the most-nadir method by 
taking the heights for each pixel from the Metashape DSM and the 
exterior and interior orientation parameters from the photogrammetric 
Fig. 5. (Left) An aerial image of the Sjökulla test site with a zoomed in view of the reflectance reference panels. (Right) The GPS flight paths and image positions from 
the elevator flight (red circles) and a mapping flight (blue crosses) above the reference panels. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 
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processing. With the elevator experiment data, each frame was orthor-
ectified separately. With the mapping experiment data, the fully sunny 
and fully cloudy images were selected manually and an orthomosaic was 
calculated for each dataset. 
For the atmospheric correction of the elevator flight, we selected four 
data cubes acquired at approximately 100 m altitude. The average at- 
sensor radiance spectrum in the center 7 × 7 pixels was extracted for 
BC and GP reference panels. At 100 m altitude the Rikola GSD is 7 cm, 
which left 3 pixels wide buffer between the sampled area and edge of the 
panel to minimize the adjacency effects. The atmosphere apparent 
reflectance for 100 m altitude was then determined by applying these at- 
sensor radiances, the concurrent AIRS irradiance, and in-situ ASD 
FieldSpec panel reflectance factors to Eqs. 3 and 4. As the atmospheric 
transmittance we used the 23-km visibility simulation data, which was 
scaled separately for each image altitude. These coefficient spectra were 
then resampled using the spectral response functions of the 46 hyper-
spectral camera bands to produce bandwise atmospheric correction 
coefficients. The atmospheric correction of each mapping flight was 
done similarly to the elevator flight. One image of the each respective 
block (sunny and cloudy) was selected to extract the radiance spectrum 
of BC and GP panels and to compute the atmospheric correction for each 
orthomosaic. 
To assess the accuracy of the radiometric calibration, the hyper-
spectral images from the elevator flight were transformed to reflectance 
factor data cubes with and without atmospheric correction. The reflec-
tance factors of the high-quality reference panel were extracted from 
each orthorectified data cube using similar 7 × 7 sampling methodology 
as described above in atmospheric correction. At lower than 100 m flight 
altitudes this allowed keeping safe adjacency effect buffers of over 3- 
pixels between the sampled area and edge of the panel, but at higher 
altitudes this buffer size dropped to marginally acceptable 1.5 pixels. By 
comparing these remote-sensing reflectance factors to the reference 
values measured in situ using the ASD FieldSpec, we computed the 
mean, root mean square error (RMSE), and normalized root mean square 
error (NRMSE) of the differences. 
To calculate ELM reflectance factors and to evaluate their accuracy, 6 
images from the sunny period of the mapping flight were selected. These 
6 images observed the panels p05–p50 from near nadir angle and, in 
mapping use, any one of them could have been picked for determining 
the ELM parameters. The Rikola at-sensor radiances for each panel were 
extracted from the images using the same 7 × 7 sampling methodology 
as described above. An average of the 6 spectra was taken to form mean 
panel radiances. The mean panel radiances of p05 and p50 and ASD 
FieldSpec in-situ reflectance factors, were used to calculate the param-
eters of a two-point ELM. The ELM was then used to transform the p10 
and p25 radiances from each image to reflectance factors. 
3. Results 
3.1. Cosine responses 
The cosine responses of the ASD irradiance probe and the 2018 AIRS 
irradiance optics were found to differ significantly from the ideal. The 
results are shown in Fig. 6 and Table 2. Besides the accuracy of the 
sensor for specific solar zenith angles, the accuracy in isotropic illumi-
nation is also an important quantity, as it is an estimation of accuracy 
outdoors under cloud cover. If the isotropic and directional signed sys-
tematic errors, as presented in Table 2, differ significantly from each 
other, the irradiance sensor will experience non-linearity in events when 
the sun emerges from or goes behind the clouds. Such error is trouble-
some in both direct reflectance- and ELM-based transformations, as the 
main purpose of the irradiance sensor is to correct the data over such 
events. 
Although the ASD FieldSpec spectrometer family has the reputation 
of being high-quality reference instruments, its irradiance probe in 
original form had unexpectedly the worst cosine response of all 
measured optics. Our data shows that due to non-ideal cosine response, 
the ASD probe overestimates irradiance by +6.4% in isotropic illumi-
nation (approximating cloudy conditions) and by +12.9% in directional 
illumination at 55◦ zenith angle. The 2018 AIRS spectrometer and 
photodiode irradiance optics, which were simple diffusers without 
shadow rings, also performed poorly. In isotropic illumination, the 
original spectrometer and photodiode optics underestimated the irra-
diance by − 6.0% and − 4.3%, respectively, and in directional illumi-
nation they were giving reasonably accurate readings only up to 50◦ or 
60◦ illumination zenith angles. 
To improve the irradiance accuracy, the ASD probe was modified. 
The main problem with the original ASD probe was that the sensor 
received too much light in the middle zenith angles (Fig. 6). This was 
corrected by adding a 3D printed black ring at the base of the diffuser, 
which reduced the height of the diffuser edge exposed to light (Fig. 7). 
Such a modification has no significant effect in nadir illumination angle, 
Fig. 6. (Left) The cosine responses of the AIRS and ASD FieldSpec RCR irradiance optics, before and after modification. Data is shown as average of spectral range 
400–800 nm, but there were no significant variations between wavelengths. (Right) Same data, but shown as relative deviation from ideal cosine. 
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where the edges receive no direct illumination, or in very high illumi-
nation zenith angles where the covered area is anyway in the shadow of 
the shadow ring. By iteration, we found that the best cosine response 
was produced with shadow ring depth (dd in Fig. 4) of 1.9 mm instead of 
the original 4.75 mm. With this modification the systematic errors due 
to non-ideal cosine response were reduced to only +0.1% in isotropic 
illumination and errors in the directional illumination remained within 
±1.5% up to 70◦ illumination zenith angle. 
The AIRS spectrometer and photodiode optics were redesigned using 
the shadow ring design. Through trial-and-error and many cosine 
response measurements, the optimum geometric parameters for the 
AIRS spectrometer were found to be [rd= 7.5 mm, dd = 4.0 mm, rs =
16.0 mm, ds = 2.0 mm] (Fig. 7). With the new spectrometer optics the 
systematic errors due to non-ideal cosine response, were reduced to only 
− 1.3% in isotropic illumination and errors in the directional illumina-
tion remained within ±1.9% for illumination zenith angle up to 70◦. For 
the AIRS photodiode optics, the optimum geometry was [rd = 5 mm, dd 
= 3.0 mm, rs = 10.25 mm, ds = 1.28 mm] (Fig. 7). With this shape the 
photodiode systematic errors were reduced to +2.3% in isotropic illu-
mination and errors in the directional illumination were within ±2.5% 
for up to 55◦ illumination zenith angle. Although these accuracies are 
worse than other improved optics, they do not directly translate to AIRS 
irradiance errors, as the photodiodes in AIRS are not used for absolute 
irradiance, but only their relative values are used in the tilt correction. 
3.2. Assessment of AIRS irradiance 
The AIRS irradiance data was assessed using the Sjökulla mapping 
flight data. The onboard AIRS irradiances had small deviations from the 
ASD FieldSpec irradiances measured on ground that are mostly linked to 
tilting and rotations of the UAV (Fig. 8). Using the ASD FieldSpec values 
as reference, the AIRS irradiance had NRMSE of 1.26% during a fully 
sunny period in the first mapping flight and 1.89% during the fully 
cloudy period in the second flight. During the sunny period, the ASD 
irradiance remained all the time between − 0.8% and + 0.8% of the 
period mean, while during the cloudy period they varied within − 2.6% 
and + 4.1% of the mean. 
3.3. Hyperspectral camera calibration 
The calibration measurement for determining the camera integration 
time offset parameter (Eq. 10) was implemented in the laboratory. The 
radiance spectra acquired using the hyperspectral camera of an illumi-
nated panel showed large variations when measured with different 
nominal integration times when processed using manufacturer’s radi-
ance processing (Fig. 9). An ASD FieldSpec reference measurements 
confirmed the stability of the illumination was better that ±0.7% during 
the whole experiment. By minimizing the variation in the processed 
radiance spectra, we determined the optimum value of the integration 
time offset to be − 0.20 ms. By applying the integration time correction 
and dark current correction using black frames acquired for each 
exposure time, the effect of exposure time was effectively removed. 
Table 2 
Irradiance systematic errors in different illumination geometries due to non-ideal cosine response, assuming the irradiance sensor is absolutely calibrated 
in nadir geometry. Geometries with systematic errors larger than 2.5% and 5% are highlighted in yellow and red. 
Isotropic Direct illuminaon zenith angle
10° 20° 30° 40° 50° 60° 70° 80°
ASD FieldSpec Original +6.4% +1.3% +3.5% +5.8% +8.5% +11.5% +12.2% +5.9% -10.8%
Modified +0.1% +0.4% +0.9% +1.2% +1.2% +1.4% +1.1% -0.1% -10.6%
AIRS 
Spectrometer
Original -6.0% -0.4% -0.4% -0.4% -1.4% -4.1% -8.2% -15.4% -30.3%
Modified -1.3% -0.4% -0.2% +0.2% -0.7% -0.6% -1.3% -1.9% -9.3%
AIRS Photodiode
Original -4.3% +0.2% +0.3% -0.5% -1.7% -3.3% -6.2% -11.7% -21.5%
Modified +2.3% +0.3% +1.0% +1.5% +1.9% +2.1% +3.3% +5.6% +1.9%
Fig. 7. (Left) The ASD FieldSpec RCR irradiance probe with the modification ring installed around the base of the diffuser. (Right) The improved FGI AIRS spec-
trometer and photodiode optics. 
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The camera stray light calibration measurement showed clear dif-
ferences in the target radiances measured against dark and light back-
grounds (Fig. 10). The stray light coefficient was then solved using the 
radiances of the dark target and whole image average radiances in the 
images with light and dark backgrounds. The coefficient spectrum is 
shown in Fig. 11. 
3.4. Assessment of direct reflectance workflow 
As a conventional method, the ELM was used to determine the 
reflectance factors of the panels during the sunny period in the mapping 
flight and, thus, to verify the compatibility of our direct reflectance 
workflow. The Fig. 12 left shows the radiances picked from the panels in 
6 images that observed the panels almost straight down. If a single image 
was used instead of average of six, this would have caused uncertainty to 
the ELM parameters. When comparing the 6 images, the p50 average VIS 
radiance had standard deviation of 1.0%, while in NIR the standard 
deviation was 0.5%. For the p05, the standard deviations were 1.8% in 
VIS and 5.2% in NIR. The Fig. 12 right shows the panel ELM reflectance 
factors in the 6 images. The ELM reflectance factors of the p25 showed 
NRMSEs of ±2.0% in VIS and ± 3.9% in NIR relative to the ASD 
FieldSpec measurement. For the p10 ELM reflectances, the NRMSEs 
were ± 2.7% in VIS and ± 4.8% in NIR. 
The proposed direct reflectance workflow was used to calibrate the 
image data acquired in the Sjökulla test field and assessed using the 
spectrometer reference data. Initially, the atmospheric correction was 
not applied to the calibration. Fig. 13 compares the ASD FieldSpec 
reflectance factors of the four high-quality reference panels with the 
reflectance values of the same targets averaged from nine images ac-
quired below 30 m altitude using our calibration method without the 
atmospheric correction. The low-altitude images allow assessment of 
system calibration without significant influence of atmospheric errors. 
Visually, all panels seem to fit well with the reference data in most of the 
bands. The p50 panel had relative errors (NRMSE) of ±2.00% and ab-
solute errors (RMSE) of ±0.009, in VIS bands, and ± 1.75% and ± 0.008, 
respectively, in NIR bands. Similarly the p25 had the NRMSE and RMSE 
of [±1.16%, ±0.0023] in VIS, and [±1.96%, ±0.004] in NIR, while the 
p10 had [±2.28%, ±0.0022] in VIS, and [±1.81%, ±0.0018] in NIR, 
and the p05 had [±3.56%, ±0.0024] in VIS, and [±2.69%, ±0.0018] in 
NIR. 
In order to assess atmospheric effects and accuracy of the proposed 
atmospheric correction at different altitudes, the images from the fully 
sunny elevator flight were processed to reflectance factors with and 
without the atmospheric correction. The reflectance factors of the 
reference targets were compared to the spectrometer reference values. 
Without atmospheric correction, the relative error increased with the 
increasing flight height, especially on the dark panels (Fig. 14). Images 
acquired at 50 m AGL presented relative differences higher than 5%, and 
the errors got worse the higher the altitude. The atmospheric correction 
significantly improved the effects on the dark panels, improving their 
accuracy to better than 5% level on all tested altitudes, but had only 
little effect on the bright panels (Fig. 14). 
The spectral effects of the altitude and atmospheric correction can be 
observed in Fig. 15, which presents the mean reflectance factors of the 
p05 and p50 panels from four images acquired at different flight alti-
tudes (5–20 m, 45–55 m, 95–105 m, and 145–155 m). After the atmo-
spheric correction, the reflectance factors of p05 became more similar 
for each altitude, while p50 had the opposite effect, deviating slightly 
Fig. 8. (Left) Time series of broadband irradiance (400–900 nm) during the mapping flights as measured on ground using the ASD FieldSpec and onboard using the 
AIRS. (Right) Average irradiance spectra during stable illumination periods in the mapping flights. For easier comparison, the spectral resolution of the AIRS data has 
been reduced to 3.5 nm FWHM to match the ASD FieldSpec resolution. 
Fig. 9. Radiance spectra of a gray panel in stable illumination measured using 
the Rikola camera. The nominal exposure time of the Rikola camera was set to a 
range of value in 8–30 ms, which should not affect the measured radiances, but 
with manufacturer’s calibration and processing method it does. With dark 
current and integration time corrections, the effect of exposure time was 
effectively removed. 
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more from the reference values. 
To quantify the accuracies of the calibration procedures at different 
heights and spectral range, we computed the NRMSEs for the four 
reference panels at different flight altitudes intervals with images cali-
brated without and with atmospheric correction (Table 3). Without at-
mospheric correction, panels p25 and p50 yielded NRMSEs better than 
2.5% for VIS and NIR bands for up to 125 m altitude, and better than 
3.7% for altitudes 125–150 m. For the p10, the NRMSEs varied from 
2.4%–4.1% in VIS bands and 1.8%–4% in NIR bands for flight heights up 
to 75 m. However, these values increased to 4%–6.4% in VIS bands and 
7.2%–11.8% in NIR bands, for flight altitudes of 75–150 m. For the 
darkest target (p05), the NRMSEs were 6% for up to 50 m flight altitude 
and 10.7%–18.5% for NIR bands and 9% for the VIS bands in the 
75–150 m altitude interval. After atmospheric correction, the NRMSE of 
the p05 target improved from 3.5–8.7% to 1.4–2.4%, for VIS bands, and 
from 2.3–18.5% to 1.5–5%, for NIR bands; the p10 yielded NRMSE of 
Fig. 10. The images and pseudo radiance spectra acquired in stray light coefficient calibration. The observed radiances of the small targets differ between the light 
and dark background images due to stray light effects occurring in the optics. After the stray light correction, targets on both images show almost identical radiances. 
Fig. 11. The stray light coefficient (sk) for the 46 bands used with the Rikola hyperspectral camera.  
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3% for all altitude intervals and spectral ranges. The 50% target had 
approximately 1% higher NRMSE in the 125–150 m interval than the 
result without atmospheric correction. Overall, the NRMSEs were at the 
worst cases 3.1%, 3.7% and 5.3%, respectively, for 75–100 m, 100–125 
m, and 125–150 m flight AGL altitudes. 
To evaluate the performance of the entire direct reflectance work-
flow in varying illumination condition, we compared the orthomosaics 
produced with sunny and cloudy images in 1 m ground sample resolu-
tion. We selected a rectangular area of size 50 m by 46 m within the 
mapping flight area, which included the white and black calibration 
gravels, agricultural cereal field, and the gravel field with weeds and 
most of the campaign equipment (Fig. 16). The bottom subplots 
compare the reflectance factors acquired in sunny and cloudy condi-
tions. The average relative difference for white gravel was +2.8% in VIS 
and + 6.7% in NIR, for black gravel, − 5.0% (VIS) and + 0.2% (NIR), and 
for grain field +0.45% (VIS) and + 5.2% (NIR). The largest relative 
differences of up to 200% appeared in the small areas that were shad-
owed by tall objects in the sunny data, but to show the more typical 
smaller errors these get saturated in Fig. 16. The effect of slope can be 
seen around the ditch that is between the gravel targets and the agri-
cultural field, where the south and north sloping edges of the ditch are 
showing opposite difference between the sunny and clouded data. 
Although the vegetated area appears relatively homogenous area in the 
RGB orthomosaic, it shows large variations in the reflectance factor 
difference image. This may partly be due to the vegetated area being in 
the outskirts of the mapping area and the area is not covered well by 
images from straight above. The shapes of the variations seen in Fig. 16, 
such as the triangle in the center top and the rectangles in top right 
corner, follow areas covered by single frames, which suggests that these 
are orthomosaicking artefacts. Such errors occur due to calibration 
Fig. 12. (Left) Panel radiances picked from six Rikola images during the sunny period of the mapping flight. These images were all good candidates for determining 
ELM parameters. (Right) Panel reflectance factors calculated using the ELM parameters determined from the p05 and p50 radiances and the ASD FieldSpec in-situ 
measurements. 
Fig. 13. Reflectance factor spectra of the reference panels as measured on ground using the ASD FieldSpec and as extracted from 9 low-fligth-altitude (<30 
m) images. 
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errors in individual frames, but lack of such features in the more central 
areas of the orthomosaic suggest that these are likely related to strong 
view angle reflectance anisotropy in vegetation. Similar artefacts are not 
visible in the gravels, which are located more centrally in the mapping 
area and that have been specifically selected as the test field calibration 
targets because they have low reflectance anisotropy effects. 
Fig. 17 shows scatter plots of atmospherically corrected reflectance 
factors from sunny and cloudy orthomosaics for the area shown in 
Fig. 15, where each 1-m pixel is one dot. The sunny and cloudy data 
showed high linear correlation (R2 > 0.99) when the darkest pixels 
(reflectance <0.05) were excluded. The darkest pixels were located 
mostly in the shadowed areas in the sunny data and thus were excluded 
from the regression statistics as outliers. The pixels in the cloudy images 
showed systematically approximately 4.3% lower reflectance factors in 
Fig. 14. Effect of altitude on observed reflectance factor without (left) and with (right) atmospheric correction relative to the on-ground spectrometer reference.  
Fig. 15. Reflectance factor spectra of panels p05 (Top) and p50 (Bottom) as measured using the ASD FieldSpec and as extracted from fully sunny elevator flight 
images at altitude ranges of 5–20 m, 45–55 m, 95–105 m and 145–155 m without (Left) and with (Right) atmospheric correction. 
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VIS and 8.1% lower values in NIR than the corresponding pixels in the 
sunny images. The atmospheric correction did not have impact in this 
evaluation. 
4. Discussion 
Traceable, real-time, and accurate spectral imaging using drones is 
one of the key future remote sensing technologies. In this research, we 
developed a calibrated and traceable direct reflectance drone-based 
hyperspectral imaging system and direct reflectance workflow for 
photogrammetric and remote sensing applications. Currently, ELM is the 
most used method for reflectance factor transformation of drone data. 
However, ELM’s performance is suitable in limited use cases, where 
there are available appropriate open areas to place the panels, the illu-
mination does not vary too quickly, and the mapped area is small 
enough (Aasen et al., 2018). In cases where ELM is not suitable, the 
direct reflectance transformation by means of an on-board irradiance 
sensor is a truly cost efficient method for quantitative remote sensing. 
In our mapping flight test, we showed that the FGI AIRS was able to 
measure the irradiance on board the drone with the NRMSE of 1.26% in 
sunny conditions and 1.89% in fully cloudy conditions relative to the 
ASD FieldSpec irradiance probe on ground. In our previous study, the 
preliminary assessment in a similar experiment with the old cosine 
collector optics showed ±2.5% NRMSE error between the AIRS and ASD 
FieldSpec irradiances (Suomalainen et al., 2018). The improvement in 
accuracy can be explained by the improved cosine collector optics and 
calibration, as well as by potentially more stable illumination conditions 
during the experiment. The AIRS was upgraded with improved cosine 
collector optics allowing it to measure irradiances onboard drones with 
absolute accuracy better than ±1.9% at solar zenith angles up to 70◦. 
This can be considered a decent accuracy for an on-board instrument as, 
e.g., the ASD FieldSpec irradiance probe, in its original form, was found 
to have up to ±12.5% errors. The AIRS result is slightly worse than the 
modified ASD FieldSpec probe with ±1.7% errors (our measurement) or 
the Kipp & Zonen SP Lite2-pyranometer with approximately ±1.5% 
errors (Kipp and Zonen, 2020) in the same zenith angle range. 
Our cosine response measurement on the ASD FieldSpec RCR 
irradiance probe raised serious concerns regarding the usability of this 
device with its original optics, as an accurate irradiance reference sys-
tem. Our results suggest that users who wish to use their ASD FieldSpec 
for high accuracy irradiance reference measurements, should check the 
cosine response of the optics and possibly modify their probe or apply a 
systematic correction based on the solar zenith angle. As a positive note, 
with the simple 3D-printed modification ring, we were able to improve 
the accuracy of our probe to a very acceptable level. 
Several remote sensing cameras, such as Headwall cameras, Parrot 
Sequoia, Micasense cameras, Senop Rikola HSI, MAIA, and Tetracam 
Mini-MCA, are already equipped with incident light sensors. However, 
to have any chance for an accurate absolute irradiance measurement on 
board a drone, a simple irradiance sensor, such as from those cameras, 
needs to be installed on a stabilized gimbal (Aasen et al., 2018), which in 
practice are rarely if ever used, or the readings need to be tilt corrected 
mathematically. For example, Hunt and Stern (2019) used a Tetracam 
Mini-MCA with its Incident Light Sensor (ILS) onboard a fixed-wing 
drone for mapping of agricultural fields and reported differences of 
27–57% in reflectance factors between flight lines due to tilt of the ILS. 
Similarly, Hakala et al. (2018) used an unstabilized onboard irradiance 
sensor on board a multirotor drone and it showed approximately ±8% 
errors in irradiance readings between opposite flight directions. Bendig 
et al. (2020), estimated that their onboard irradiance measurement had 
1.9% tilt errors in an experiment, where an upward looking irradiance 
probe was flown on very stable conditions with only 2◦ tilts. On 
commercially available solutions, the MicaSense DLS (“Downwelling 
Light Sensor”) and DLS2 are irradiance sensors that utilize mathematical 
tilt corrections. The DLS uses a simple correction based on the diffuse/ 
direct irradiance ratio and sun-sensor angle, while the DLS2 employs 
multiple tilted irradiance sensors in similar fashion as the AIRS does. 
Mamaghani and Salvaggio (2019b) measured and showed the cosine 
response of the DLS. Although, they did not draw the conclusion, from 
their figure it is possible to estimate that the DLS underestimated the 
irradiance by 4–14% at 40◦ solar zenith angle and by 30–40% at 70◦, 
indicating that cosine response of the optics has not been properly 
optimized in the DLS design. Although such large cosine errors make the 
DLS practically unsuitable for direct reflectance workflow, it can still be 
Table 3 
Error in reflectance factors (NRMSE) acquired in sunny conditions with and without atmospheric correction for each target and altitude range. Units are 













< 25 m 3.46 2.38 1.20 1.91 2.38 2.30 1.79 1.95 1.66 1.94
25 m - 50 m 4.72 2.95 1.30 2.30 3.08 6.02 2.57 1.99 2.01 3.57
50 m - 75 m 5.25 3.60 0.83 1.74 3.33 6.52 3.97 1.45 1.72 3.98
75 m - 100 m 5.10 4.06 0.99 1.68 3.40 10.69 7.22 1.73 1.92 6.58
100 m - 125 m 7.13 5.64 1.69 1.40 4.68 13.92 9.70 2.46 2.01 8.63










< 25 m 2.26 1.73 1.36 2.06 1.88 1.53 2.20 2.42 1.83 2.03
25 m - 50 m 2.14 1.50 1.72 2.58 2.03 2.81 2.18 2.81 2.37 2.56
50 m - 75 m 1.39 0.98 1.42 2.27 1.58 2.40 2.36 2.88 2.40 2.52
75 m - 100 m 1.93 1.10 2.03 2.45 1.94 3.10 2.71 2.77 2.78 2.85
100 m - 125 m 1.81 1.32 1.84 2.21 1.82 3.71 2.89 2.32 3.11 3.05
125 m - 150 m 2.38 1.47 2.12 2.58 2.18 4.93 3.02 2.55 5.28 4.12
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a useful tool, if combined with the ELM, for correction of relative 
changes in illumination during the mapping flight. Such a method has 
been demonstrated in e.g. Barker et al. (2019), where they observed that 
for their DLS the largest adjustments would be for the blue and NIR 
bands. To our knowledge, such cosine response data on the newer DLS2 
has not been published, but the official instruction from MicaSense still 
states that: “In addition to the DLS or sunshine sensor, we strongly recom-
mend that you continue to use a calibrated reflectance panel every time you 
collect data” (MicaSense, 2020b). Thus, the MicaSense DLSs, even with 
their tilt correction, and most of the other incident light sensors sold 
with other remote sensing cameras, do not seem to be devices designed 
for absolute irradiance measurements. Thus, they are not suitable for 
stand-alone direct reflectance processing and not directly comparable to 
the AIRS as they always require at least single-panel ELM to be used. We 
hope that, in upcoming years, the remote sensing camera manufacturers 
would introduce and demonstrate use of true direct reflectance capable 
irradiance sensors. 
In this paper, we also presented the procedure for absolute calibra-
tion of the hyperspectral camera, which included corrections for the 
dark signal, exposure time, stray light, and flat field effects. The Rikola 
hyperspectral camera was found to have − 0.20 ms offset between the 
nominal and effective exposure time. Although the technical reason why 
such an offset exists remains unknown to us, by applying the correction, 
we were able to remove the effect of camera exposure time in produced 
radiances. The camera was also found to suffer from stray light, which 
was equivalent to 8–13% of the average image intensity. The stray light 
calibration and correction are not commonly done for drone remote 
sensing cameras as for most users, the two-point ELM would automati-
cally remove such stray light effects, but the correction is required with 
direct reflectance processing where absolute radiances are required. If 
the stray light effects are significant, such calibration would also be 
necessary in single-panel ELM workflows. Finally, with the high-quality 
flat field and absolute calibrations, the camera was enabled to produce 
accurate, absolute, and traceable at-sensor radiances. 
To act as reference to the direct reflectance transformation method, 
we tested the accuracy of the traditional 2-point ELM on the sunny 
period of the mapping flight dataset. The sunny period had very stable 
illumination with variation of only ±0.8% providing near ideal condi-
tions for ELM. In the analysis we separated the errors in determining the 
ELM parameters from the errors in target observation. Firstly, the panels 
p50 and p05 were used to determine the ELM parameters. In the 6 im-
ages observing the panels almost straight down, the p50 and p05 panel 
radiances on images had standard deviations between 0.5% and 5.2%, 
with larger errors occurring especially on the darker panel and in NIR 
bands. These standard deviations represent error in a normal ELM use 
case where only a single image is used for determining the ELM 
Fig. 16. Comparison between sunny and cloudy atmosperically corrected reflectance factors. Top left: RGB orthomosaic; the white and black gravel and vegetation 
targets are outlined with dashed line. Top right: Digital Surface Model; Bottom: Relative difference in reflectance factors (sunny minus cloudy) in VIS and NIR bands 
scaled between − 15 to 15% (relative differences were up to 200% in shadows). 
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parameters. These observed variations may be partially due to noise and 
instability in the camera, but also the small deviations from the nadir 
view angle geometry can cause such significant errors. Secondly, in the 
assessment of the ELM reflectance factors, the panels p25 and p10 
showed NRMSE errors between ±2.0% and ± 4.8%, again with larger 
errors occurring especially on the darker panel and in NIR bands. By 
combining uncertainties in determining the ELM parameters and in 
target observation using propagation of error, the total ELM errors in our 
experiment fall between ±2.1% and ± 7.1%, depending on the wave-
length and the brightness of the target. These results are applicable only 
in the stable sunny conditions during the experiment and don’t take in to 
account errors e.g. in applicability of the calibration panel reflectances. 
In a typical ELM use case, the reflectance factors of the calibration panels 
are not measured in-situ, but an earlier reflectance measurement is used. 
This introduces additional errors to the ELM reflectances, as the re-
flectances of all panels vary significantly with the solar zenith angle, the 
cleanness of the panels may be different from the reflectance measure-
ment, and the panels may not be installed perfectly horizontal. Taking 
these additional errors and the very stable illumination condition during 
the experiment into account, especially the error of ±2.0% can be 
considered to be the best case scenario for ELM and in typical opera-
tional usage the error is bound to be much higher. 
The accuracies of the direct reflectance factors acquired at very low 
altitudes were assessed using the proposed calibration procedure and 
the four reference panels. Considering all panels imaged at altitudes 
below 25 m, the NRMSE was less than 2.5%. Jakob et al. (2017) pre-
sented an ELM workflow for a similar Rikola HSI camera using manu-
facturer’s radiometric calibration and evaluated its usability in drone- 
based mineral mapping applications. Their results showed with many 
samples over 50% deviations between airborne and field reflectance 
values, indicating some issues in the image calibration or the ELM 
reflectance conversion process. However, the spectral shapes produced 
using their method were reasonably good (R2: 0.85–0.99) and in the 
related article (Booysen et al., 2020) they showed that the method is 
good enough for mapping of rare earth elements. Minařík et al. (2019) 
carried out radiometric calibration method based on a laboratory 
radiometric properties and vicarious correction using an empirical line 
for a Tetracam μMCA multispectral camera. The NRMSEs after pro-
cessing all corrections ranged from 0.24 to 2.10% for images acquired at 
15 m altitude. Burkart et al. (2014) pointed out a high correlation (r2 >
0.99) in reflectance between UAV point spectrometers measurements at 
10 m altitude and the reference from ASD. Their ASD data varied with an 
average standard deviation of 4.1% while the UAV data presented 
average standard deviation of 0.59% of the UAV, which they stated to be 
due to the much larger footprint of the UAV spectrometer. Gautam et al. 
(2020) flew a point spectrometer system at 10 m altitude and obtained 
Fig. 17. Pixel-by-pixel comparison of the reflectance factors in the sunny and cloudy orthomosaics in VIS and NIR bands. With darkest pixels excluded (Refl <0.05), 
the both sunny and cloudy reflectance factor show high linear correlation (r > 0.99). The cloudy pixels show systematically approximately 4.3% lower reflectance 
factors in VIS and 8.1% lower values in NIR than the corresponding sunny pixels. 
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relative surface reflectance factors with errors of 5%–7% in the green 
region, 4%–6% in the red region, 2%–7% around the red edge, and 3%– 
6% in the NIR. 
In our tests at higher imaging altitudes, the atmospheric effects 
became significant and varied with the altitude and the wavelength. 
Without atmospheric correction, the bright panels p25 and p50 pre-
sented in average 2.5% NRMSEs for altitudes up to 125 m, and increased 
to 3.7% for altitudes 125–150 m. However, for the dark panels the errors 
increased significantly when increasing the altitude. Also, the effect was 
considerably higher for NIR bands than in VIS. For instance, p05 had at 
the 150 m altitude NRMSE of 18.6% in NIR bands, while VIS presented 
NRMSE of 8.7%. Guo et al. (2019) also observed similar atmospheric 
effects with respect to altitude and wavelengths for a multispectral 
camera MCA 6. A possible reason for the differences between VIS and 
NIR in our results can be the diffuse light coming from the surrounding 
vegetation, in the test site, which reflects highly in the NIR, and low in 
the VIS. Considering flight altitudes of 50–100 m, which are commonly 
used in agricultural applications, such atmospheric effects could influ-
ence the uncertainties of vegetation indices used for crop analyses. 
Based on our results, the atmosphere starts to significantly affect the 
signal especially on dark targets already at 50 m flight altitude. The ELM 
with two or more reflectance reference panels can correct for these ef-
fects, but the single-panel ELM, suggested by many drone camera 
manufacturers, will experience similar errors as seen in our experiment, 
if no additional atmospheric correction is applied. Our proposed atmo-
spheric correction method can also be used for correction of single-panel 
ELM data. 
By applying the proposed atmospheric correction, our relative ac-
curacies of p05 at altitude range 125–150 m improved from 3.5–8.7% to 
1.4–2.4% for VIS bands, and from 2.3–18.6% to 1.5–5.0% for NIR bands. 
Overall, considering all panels and altitudes up to 150 m, NRMSE was 
1.0–2.6% for VIS bands and 1.5–5.3% for NIR bands. Previous research 
has investigated the use of irradiance spectrometers onboard drones in 
order to transform the camera radiance to reflectance. (Mamaghani and 
Salvaggio, 2019b) compared the reflectance transformation using ELM 
and an irradiance sensor for MicaSense RedEdge-3 for different altitudes 
(46 m, 69 m, 91 m, 114 m). Their results showed that ELM produced 
better estimates than their direct reflectance method. For the altitude of 
45 m, their average signed reflectance error using the DLS sensor was 
approximately − 0.021 (std ±0.04), while at the highest altitude (114 m) 
the average reflectance error was about − 0.039 (std ±0.072). Yang et al. 
(2017) obtained 5% error in the radiometric calibration of a snapshot 
hyperspectral camera using ELM for reflectance transformation. In Hunt 
and Stern (2019) the direct reflectance factors acquired using a Tetra-
cam Mini-MCA and its ILS differed from Landsat 8 OLI reflectances by 
more than 20%. Edwards et al. (2019) reported reflectance factor ac-
curacy of 6–12%, for Parrot Sequoia, when comparing the standard 
manufacturer’s process, which uses a “sunshine sensor” and a reference 
panel measurement before and after the flight, to the airborne ELM. 
Similarly, Cao et al. (2019) tested accuracies of standard MicaSense 
RedEdge and Airinov MultiSpec 4C workflows against in-situ re-
flectances and found out that “the accuracy of the raw reflectance values 
may be low.” Compared to these other reported accuracies, the accuracy 
of the proposed direct reflectance method outperforms most standard 
camera manufacturer’s processes and is aligned in accuracy with the 
conventional two-panel ELM approach. 
We also tested the performance of the proposed direct reflectance 
workflow in varying cloud conditions. When comparing the sunny and 
cloudy orthomosaics pixel-by-pixel, the non-shadowed pixels (refl 
>0.05) showed high linear correlation (R2 > 0.988). The pixels that 
showed lower than 0.05 reflectance factor were mostly pixels shadowed 
by 3D objects in the field in sunny data, and can be considered as outliers 
in the analysis. The pixels on the cloudy orthomosaic showed system-
atically lower reflectance factors (− 4.3% in VIS and − 8.1% in NIR) than 
their sunny counterparts. The possible measurement error explanations 
for this disparity could be inaccurate atmospheric correction and 
nonlinearities in the radiance/irradiance measurements. However, these 
are not likely explanations. Firstly, the atmospheric correction had 
virtually no effect on the disparity. Secondly, our thorough calibrations 
rule out any camera radiance nonlinearity effects. With the irradiance 
measurement, the imperfect cosine response of optics would cause such 
nonlinearity errors when illumination geometry switches between 
directional (sunny) and isotropic (cloudy). Our cosine calibration results 
(Table 2) showed that with the original ASD RCR optics such a change 
from 49◦ solar zenith angle directional to isotropic geometry, would 
cause − 5% signed error in irradiance measurement. However, with the 
improved ASD optics this error should be only − 1.3% and with AIRS 
optics only − 0.7%. Additionally, our irradiance data shows that the ir-
radiances of ASD and AIRS agree with better than 2% accuracy both in 
sunny and clouded illuminations. With technical reason ruled out, the 
observed difference is most likely caused by the natural reflectance 
anisotropy effects that occur in the targets. The reflectance anisotropies 
(or Bidirectional Reflectance Distribution Function, BRDF) of the 
Sjökulla black and white reflectance-target gravels have earlier been 
measured with the FIGIFIGO instrument (Suomalainen et al., 2009) and 
have been published by Peltoniemi et al. (2009) as “Black_Gravel” and 
“White_Gravel2”. Unfortunately, the measurements were taken only on 
one solar zenith angle and they do not allow accurate estimation of 
isotropic reflectance factors, but the data shows that the gravels in 
general are darkest when observed from nadir and get brighter at sloped 
view angles especially in backscattering direction. In the published data, 
we can see that with the white gravel the directional effects are larger 
than 15% and with black gravel over 100% relative to the nadir view. 
Kimes et al. (1987) studied errors on determining the albedo of the 
targets using the directional reflectance observations. Albedo is closely 
related to the hemispherical-directional reflectance factor that is 
observed in the cloudy images, and in their results of vegetated targets at 
50◦ solar zenith angle the directional (sunny) reflectance factor differs 
from the albedo between − 20% and + 50% depending on the vegetation 
density and leaf angle. Relative to the variations shown in the FIGIFIGO 
measurements and Kimes et al. albedo results, it seems plausible that the 
4.3% and 8.1% discrepancies in sunny and cloudy reflectance factors 
can be explained by illumination geometry effects. 
5. Conclusions 
In this study, we demonstrated all steps necessary to develop a 
rigorous direct method for reflectance transformation, which is one of 
the greatest bottlenecks in multi- and hyperspectral drone remote 
sensing. To allow direct reflectance processing, we carried out thorough 
laboratory calibrations for the irradiance sensor (AIRS) and the hyper-
spectral frame camera. Absolute irradiance accuracy of the FGI AIRS was 
enhanced by redesigning and optimizing the cosine responses of the 
incident light optics. The images of Rikola hyperspectral camera were 
calibrated with corrections for the dark signal, exposure time, stray 
light, and flat field effects, and field experiments were used to verify the 
accuracy of calibration. The experiments suggest that, in the direct 
reflectance workflow, even a visibly clear atmosphere significantly af-
fects drone image data, and the effects can be seen especially with low- 
reflectance targets already at 50-m flight altitude. The proposed atmo-
spheric correction method was found to be practical in field use and 
provided accurate reflectance factors throughout different altitudes and 
wavelengths. The method requires the use of two reflectance reference 
panels placed at the take-off or mapping area, but, unlike in ELM, the 
correction is not affected by the illumination changes e.g. due to clouds. 
Although not tested yet in this study, following the theory the panels can 
also be placed more freely than in the ELM, e.g. in a narrow forest 
opening or even in a shadowed area, with only requirement being that 
both panels are illuminated similarly. Our results showed that the pro-
posed direct reflectance workflow can provide reflectance factors with 
accuracy similar to the multi-panel ELM, while being suitable also for 
long-range BVLOS flights extending far from the calibration panels. The 
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drone direct reflectance methodology was found to be efficient and 
being advantageous especially in cases where ELM is not practical, such 
as in forest monitoring or in large-scale autonomous mapping tasks. 
The onboard irradiances were found to have better than 2% accuracy 
both in sunny and cloudy conditions. The evaluation datasets were 
selected so that both the images and the irradiance sensor of the drone 
were both either in direct sunlight or cloud shadow. The method would 
not be able to do a good correction e.g. in cases where terrain is partially 
shadowed by clouds or where the clouds cast shadows differently on the 
irradiance sensor than on the scene down below. Calibrating images 
acquired in such conditions would be more complex and require intro-
duction of cloud shadow detection algorithms and more indirect esti-
mation of pixelwise irradiances. If such methods are not available in the 
processing chain, the authors can only suggest discarding of the partially 
illuminated images from analysis. Furthermore, our results confirmed 
that the object reflectance anisotropy behaved differently under 
different conditions, which should be accounted for in further 
developments. 
However, even with the partially illuminated images removed, 
combining the well-calibrated sunny and clouded reflectance factor 
images may introduce unwanted variations. Our study showed that, the 
target reflectance factors acquired in fully sunny and cloudy conditions 
had up to 8% systematic differences. This disparity was likely to be due 
to different response of the object reflectance on different illumination 
conditions, i.e. the object reflectance anisotropy. The reflectance 
anisotropy effects where view direction and solar zenith angle affect the 
reflectance factor of targets are already well acknowledged by the sat-
ellite and airborne remote sensing communities, but direct reflectance 
capable drone systems introduce a practical question on comparability 
of sunny and cloudy reflectance factors. Naturally the areas affected by 
shadows cast by e.g. trees and other tall objects give completely different 
reflectance factor in sunny and clouded condition, but also more subtle 
BRDF effects can change the observed reflectance factors on significant 
magnitude, as our results showed. If the direct reflectance drone systems 
are used in varying illumination conditions, the reflectance anisotropy 
characteristics of the objects, instead accuracy of measurement tech-
nique, may be the limiting factor for best possible accuracy of quanti-
tative remote sensing. Improving the accuracy beyond this would 
require introduction of BRDF corrections that handle also illumination 
geometry changes to the drone workflow. 
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UAV-based photogrammetry and Hyperspectral imaging for mapping bark beetle 
damage at tree-level. Remote Sens. 7, 15467–15493. https://doi.org/10.3390/ 
rs71115467. 
Nevalainen, O., Honkavaara, E., Tuominen, S., Viljanen, N., Hakala, T., Yu, X., 
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