The study of large networks has attracted a lot of attention in recent years (cf.
The property we are concerned with here is the community structure of networks. The term "community" is used to refer to those subsets of the vertex set that have a higher density of edges within their "interior" than along their "boundary". Such subsets were studied, e.g., in [17] , [28] , [35] , [32] , and [10] .
A new approach was proposed by M. Newman and M. Girvan [11] in 2002. Their algorithm, dubbed "GN algorithm" by F. Radicchi [29] , begins with the entire original network, computes each edge's "betweenness", and proceeds by deleting one edge at a time according to its (continuously updated) "betweenness". It works quite well for many networks. However, it does not unambiguously determine a community structure (i.e., a partition of the network's vertex set), but rather a hierarchy, and its complexity is relatively high, i.e., it is O(m 2 n) where m is the number of its edges and n is that of its vertices.
Tyler et al [34] introduced a faster variant of that algorithm using a Monte Carlo method to estimate the relevant parameters. Wu and Huberman [39] proposed an algorithm of complexity O(n 3 lg n) that is motivated by properties of resistor networks and avoids edge cutting. Next, F. Radicchi et al [29] introduced "weak" and "strong" communities, thus motivating a slightly different edge parameter resulting in an algorithm of complexity O(m 4 /n 2 ). Then, M. Newman and M. Girvan [26] introduced "modularity" to quantify a network's "clusterability" that led to an algorithm whose complexity is approximately O(mn) [24] which was later improved by A. Clauset et al [7] . J. Reichardt et al [31] found a method for the identification of fuzzy communities. And very recently, J. P. Bagrow and E. M. Bollt [3] developed a method of complexity O(n 3 ) while A. Clauset developed a method for finding "local" community structures [6] .
Remarkably, a very straight-forward approach published by M. Grötschel and Y. Wakabayashi in 1989 [12] and 1990 [13] was completely ignored in this context: Observe that
• identifying a "community structure" in a network is nothing but adding and eliminating edges in a somehow "most parsimonious" way so that the network becomes a disjoint union of cliques (i.e., complete subgraphs), • and that such networks are characterized by the property that any two distinct incident edges are part of a (necessarily uniquely determined) triangle in which case the network is said to be a target network.
Thus, describing the edges of a graph G = (V, E) with vertex set V and edge set E ⊆ V 2 in terms of the associated indicator function
is easily seen to be a target network if and only if
Consequently, all we need to do is to define what the term "most parsimonious" should mean in this context. The most simple way to measure the deviation of the original network G = (V, E) from a target network N = (V, F ) is of the total number #(E F ) of added or eliminated edges which can be rewritten as
a penalty function that is apparently an affine bilinear function of the two indicator functions. So, following the approach worked out so excellently in [13] , we can use (integer) linear programming (ILP) to find an optimal target network relative to that penalty function.
However, ILP can also easily accommodate more complex penalty functions: We are allowed to specify, for every 2-subset {u, v} ∈ V 2 of V , an arbitrary positive or negative number recording an a priori measure for the likelihood of the pair u, v being contained in the same community within the community structure we want to detect, and then use ILP to determine that target network for which the resulting penalty function
is minimized. Note that the numbers L apr (uv) could be derived from the overall graph structure as well as from any additional information we may have been given. In particular, it may be tempting to experiment with the various "betweenness" parameters discussed in the literature quoted above.
Currently, we are using the "CPLEX" software package [14] to investigate this approach experimenting, just for a start, with a parameterized a priori likelihood function of the form
where deg G (x) is of course, for any vertex x in a graph G = (V, E) , the number #N G (x) of vertices in the G-neighbourhood N G (x) := {y ∈ V : {x, y} ∈ E}, and s is a positive real number that we use for appropriately calibrating our penalty function.
Remarkably, increasing the control parameter s from 1 to larger and larger values, the running time of the ILP problem becomes shorter and shorter until a value s * is found for which its running time is approximately that of the associated relaxed LP problem, the solutions of both problems coincide (i.e., the relaxed problem has an integral solution), and the resulting community structure is approximately that considered by other researchers to be a "good" one.
To give some examples, consider first the well known data regarding "Zachary's karate club" [41] that describes a simple graph with 34 vertices.
The (final) result of our algorithm is illustrated in Fig. 1 by the partition line. It coincides with the real-world situation resulting at s * := 39. The time t(s) ILP needs to find a solution is represented in Figure 2 , the proportion between the optimal value of the ILP problem and the associated relaxed LP problem is represented in Figure 3 , and the proportion between the respective computation times is represented in Figure 4 .
The second example is the "Chesapeake Bay Food Web" [11] . Chesapeake Bay is a large estuary on the east coast of the United States. The network of the food web of marine organisms living in this bay was first compiled by Baird and Ulanowicz [4] . Following [11] , we use 33 taxa to represent the ecosystem's most prominent taxa. The edges indicate trophic relationships (i.e. who eats whom). The network and the result of our algorithm is shown in Figure 5 . We also compare, in Figure 8 , our result with that of the GN-algorithm [11] .
The third example is the "Ideal Graph", where two 15-vertices cliques are connected by one common vertex with one edge, respectively. The fourth example is a protein network involving 101 proteins. Our algorithm reveals their structures qutie well, but we skip the results here (to be published elsewhere and available upon request) and, instead, shortly discuss the time complexity of our approach:
Recall first that, in general, there is no a priori polynomial bound for ILP problems as many NP-hard problems can be stated as ILP problems, and it is in principle impossible to provide polynomial upper bound for the time required for finding the exact solution of an NP-hard problem using variants of branch-andbound methods or similar machinery as in integer linear programming (implying that, if P=NP could be shown to hold, the resulting algorithms will therefore not be of this type). So, one cannot give a sensible rigorous analysis of the complexity for our algorithm yielding polynomial bounds.
However, it is also well known software packages such as CPLEX perform well in most cases and yield, in all practical cases, very efficient algorithms. And indeed, the actual total computation time needed for the four examples (including variation of s) is surprisingly small: Consequently, we believe that the approach outlined above will be practically useful and will easily be able to compete successfully (as one useful alternative) with the currently more popular network-clustering algorithms. Figure 8 . The results of the GN-algorithm (right) and our algorithm for CPB.
