The method of Conjugate Gradients is known to converge for symmetric positive definite systems of equations. This paper applies it to non-symmetric and ill-conditioned matrices. In order to facilitate convergence, an approximate inverse is used to precondition the Conjugate Gradient method. This is achieved by applying Newton's method. Three versions of Newton's method are introduced to compute the approximate inverse. Convergence of each version is compared. Numerical experimentation is done for some known ''ill-conditioned'' problems.
INTRODUCTION
The Conjugate Gradient method is a popular iterative method for solving a system of linear equations, Ax ¼ b, where A is an n Â n square, symmetric, positive-definite matrix, x 2 R n is an unknown vector, and b 2 R n is a known vector. The method was first introduced by Hestenes and Stiefel in 1952, but it took some time before it became widely used as a standard solver for many realworld problems [7] . If A is symmetric positive definite and n Â n, then the Conjugate Gradient method is known to converge in at most n iterations. On the other hand, if A is not symmetric, the Conjugate Gradient method is not effective. This paper deals with non-symmetric and some ill conditioned matrices. In order to facilitate convergence, preconditioning is applied.
Preconditioners can be categorized into two groups -explicit and implicit. For both explicit and implicit preconditioning, several techniques have been developed to accelerate the method of Conjugate Gradients [7] . This paper employs an explicit preconditioner in the form of an approximate inverse. If M denotes this approximate (right and=or left) inverse, then the preconditioned system becomes AMx ¼ Mb or MAx ¼ Mb.
Newton's method [23] is used to compute the approximate inverse by a very simple algorithm. This paper examines three variations of Newton's method and compares their numerical results. One of the variations introduced here is not found in the literature, and the potential of this method will be explored.
This study applies the Conjugate Gradient method to systems of equations involving the Hilbert matrix, several tridiagonal matrices, and diagonally dominant matrices. Among other applications, the Hilbert matrix appears in inter-polation=approximation problems, while diagonally dominant matrices often appear in the theory of vibrations in a string or beam. Tridiagonal matrices appear in the numerical solution of partial differential equations (such as the parabolic, elliptic, and hyperbolic equations). Examples of Navier Stokes Equation and the Heat Equation problem are also presented.
When A is not a square matrix, the least squares problem for solving Ax ¼ b consists of minimizing the functional, FðxÞ ¼ min x k Ax À b k 2 by setting its derivative to zero, and obtaining normal equations as: A T Ax ¼ A t b. These normal equations can be solved by the Conjugate Gradient method [2, 7, 17, 18, 25] . This method is applied to large systems of normal equations and the numerical results are compared to those of the preconditioned Conjugate Gradient method.
This paper examines how preconditioners can improve the efficiency of the Conjugate Gradient method for non-symmetric, ill-conditioned systems. The matrices studied are 5 Â 5, 30 Â 30, and 128 Â 128. All the computations are performed by MATLAB [31] on a PC with 266 MHz capability and 64M RAM.
THE CONJUGATE GRADIENT METHOD

Algorithm and Implementation of the Conjugate Gradient Method
The Conjugate Gradient method (CG) is an iterative method for solving a system of linear equations, Ax ¼ b. The outline of the Conjugate Gradient method is as follows:
1: Choose an initial guess x 0 to Ax ¼ b
The above algorithm needs to be modified slightly to allow introduction of a preconditioner M which is discussed later. If M ¼ I, then Algorithm 1.1 is the same as steps 1 to 7 above with some minor rewriting [2] .
The algorithm of the Conjugate Gradient Method, which is based on [2] , is as follows:
The Conjugate Gradient Method without a preconditioner involves one matrixvector multiplication and two inner products per iteration. The computation is relatively simple. Also, three vectors are updated during each iteration, which requires nominal memory. The flops of the method will be computed in Section 3.
Convergence of the Conjugate Gradient Method
The theoretical convergence of CG has been studied by many authors [1, 20, 25, 27, 28] , where some have used Chebyshev polynomials to estimate the rate of convergence [20, 25] , and found that the convergence rate depends on the distribution of eigenvalues of A. When eigenvalues are clustered together, CG converges faster [4, 9, 20, 27] . This can be seen from the error bound that is expressed in terms of the spectral condition number of A and the energy norm. The spectral condition number of A is defined as
where l max ðAÞ and l min ðAÞ are the largest and the smallest eigenvalues of A in absolute value, respectively. The energy norm of a vector y is defined as
Suppose x is the exact solution of Ax ¼ b. Then the following error bound can be obtained [2, 9, 14, 25] .
where i is the number of iterations, and, s, the amplification factor for error is given by, 
PRECONDITIONING
Introduction to Preconditioners
As discussed earlier, the rate of convergence of CG depends on the spectral condition number k 2 ¼ l max ðAÞ=l min ðAÞ of the coefficient matrix. Using a preconditioner, the distribution of eigenvalues can be changed in such a way that the difference between l max and l min becomes small; i.e., k 2 % 1. Hence, s in (1.22) becomes small and the rate of convergence can be improved.
the system can be solved directly by x ¼ A À1 b, but since it is not easy to compute A À1 , instead, the approximate inverse M % A À1 is computed. Thus, ideally, the eigenvalues of AM would be clustered around 1.
When the size of the coefficient matrix A is large, preconditioning is helpful in reducing the number of the iterations. Also, when the coefficient matrix is illconditioned and the condition number too large, a preconditioner can reduce the condition number and make the CG method more effective.
Preconditioners can be classified into two types-the implicit and the explicit types [5] . A preconditioner is implicit if it requires the solution of a linear system within each step of the iteration and will be expensive in terms of CPU time. With implicit preconditioning, a nonsingular matrix M % A À1 is defined implicitly, and applying the matrix to the system Ax ¼ b, requires that we solve a linear system with M [12] . On the other hand, in explicit preconditioning, M is known. It is simple to implement [7] and the application of an explicit preconditioner requires matrix-vector products only.
The most important example of implicit preconditioning is an incomplete LU (ILU) decomposition. Here, M ¼L LŨ U, whereL L andŨ U are triangular matrices that approximate the L and U factors of A. When this method is applied, two triangular systems need to be solved. Fortunately this is not expensive in computational terms. Other implicit preconditioning include Successive Overrelaxation (SOR) [22] , Symmetric Successive Overrelaxation (SSOR) [2, 6, 22] , and Incomplete Cholesky (IC) [4] .
The most popular example of explicit preconditioning is based on polynomial approximations of A À1 . The use of polynomial preconditioners based on Chebyshev polynomials started in 1959 [20, 25] . Other methods such as Neumann series approximations were developed later [7, 14] . Another example of explicit preconditioning is Sparse Approximate Inverse, which directly constructs a matrix that approximates the inverse of A. This method has been proven to be efficient [5] , and even if the matrix A does not have a stable ILU decomposition, the construction of an approximate inverse is sometimes possible [5] . However, this method is rather expensive [5, 7, 9] .
In this paper, an approximate inverse is used as the ''explicit'' preconditioner. Newton's method is used to compute right approximate inverses. This method can be implemented before the main iteration loop in the algorithm of the CG method.
Newton's Method
This method is modeled after Newton-Raphson's method for solving the scalar problem f ðxÞ ¼ 0, where f ðxÞ ¼ 1
x À R used to compute the reciprocal of a number R without performing division [11] . Using this f ðxÞ in the equation
The matrix-vector generalization of this equation is,
with an initial guess
is satisfied [3, 11] .
Pan and Schreiber [23] suggest that,
Ben-Israel and Cohen [3] suggest that a ¼ 1 k AA T k 1 . This paper uses (2.3) so that a matrix-matrix multiplication is avoided. Newton's iteration is numerically stable, but since it includes two matrix-matrix multiplications, the computation can be expensive. In order to reduce the cost, Chow and Saad [11] suggest to drop some elements in M, but they warn that this may destroy the convergence properties of Newton's iteration. Pan and Schreiber [23] introduce two acceleration methods: by scaling based on singular values, and by cubic polynomials. The former method, based on singular values, is examined in this paper. Another scaling method, to be called ''Norm-scaling'', not found in the literature, is also introduced in Section 2.2.2.
Acceleration by Scaling Based on Singular Values
The iteration is defined by
where M 0 is given by (2.2). This scaled iteration was first presented by Schreiber.
In [23] , Pan and Schreiber choose a kþ1 so that it can minimize a bound on the maximum distance of any nonzero singular value of M k A from 1. In other words, sðM k AÞ needs to be close to 1 so that 2I À M k A will converge to I. Assuming s min and s max such that
where s r and s 1 are the smallest and largest singular values of A, respectively, are known. Take
for M 0 of (2.2), and take
where r 0 ¼ a 0 s min and r kþ1 ¼ a kþ1 ð2 À r k Þr k . See [25] for more details concerning the optimality of the acceleration parameters. Since s min and s max are unknown, instead of (2.5), we take
ð2:7Þ
Putting the above equations together, the algorithm for computing the preconditioner, M, where, M % A À1 , is constructed as follows:
ALGORITHM 2.1 Accelerated Newton's Iteration
The sequence of fM k g converges to A À1 .
Find singular valuesðs 1 ! s 2 ! Á Á Á ! s r Þ; of A:
Acceleration by Norm-Scaling
This method uses the norms of A as an acceleration parameter. Unlike the former scaling method, this method uses the same iteration form (2.1) as the non-scaled Newton's iterations. Besides, while the former method updates its acceleration parameter at each iteration, the latter does not-it scales only before the iteration. Before the iteration, A is multiplied by
j a ij j and k A k 1 ¼ max
j a ij j . And then, after an approximate inverse of the scaled matrix is computed, it is scaled again so that an approximate inverse of A is obtained. Here (2.8) is again used as the second scalar since
The motivation for this approach is that Newton's method is often accelerated by a scalar as shown above. Also, it has been observed that a non-scaled Newton's iteration converges to the inverse of a matrix A when column sums of A are all ones. Such matrices whose column sums are all ones are called probability matrices and are often used in statistics and dynamical systems. The algorithm of the scaled Newton's iterations is as follows:
similar results are obtained, as given in Section 3.
The Conjugate Gradient Method on the Normal Equations, CGNE
When A is not a square matrix, the least squares problem
is often applied to solve the system of equations. Setting the derivative of (2.13) to zero, the normal equation can be obtained, as:
The conjugate gradient method can be applied to Eq. (2.13) [2, 7, 17, 18, 25] . The method is abbreviated as CGNE. An important technique is that A T A does not need to be explicitly computed [5, 25] . Instead, when finding a and b, (1.8) and (1.18) become as
Formulas (2.15) and (2.16) can be written as quotients of norms. The algorithm [18] is shown below:
The matrix A T A is positive definite, but CGNE becomes inefficient for some problems with a large condition number, and converges very slowly [2, 7] . The results will be compared to those of other preconditioning methods.
The preconditioned Conjugate Gradient method on Normal Equation (PGCNE) has also been developed [4, 6, 7, 22] . The algorithm usually uses an implicit preconditioner, at the cost of extra flops.
Note: Commercial software MATLAB (version 5), [31] , is equipped with a function called pcg. This function solves a system of linear equations Ax ¼ b by implicitly preconditioning the Conjugate Gradient Method. The preconditioned system My ¼ z is solved by a backslash \; i.e., y ¼ M \ z, instead of computing an approximate inverse of M. The operation ''backslash'' uses a ''least-squares'' process in the background. Since our paper deals with explicit preconditioners, we will not make use of the function pcg.
NUMERICAL RESULTS
This section employs the preconditioned CG to solve Ax ¼ b. As a possible coefficient matrix A, the following matrices were used: Hilbert's matrix; a diagonally dominant matrix; and several tridiagonal matrices, ranging in size from 5Â5 to 30Â30. Diagonally dominant matrices appear in the theory of vibrations, in computational fluid dynamics and other fields of science. Tridiagonal matrices are seen in partial differential equations such as parabolic, elliptic, and hyperbolic equations.
The Conjugate Gradient Method on Symmetric and Non-symmetric Matrices
It is a well known fact that if A is nÂn, symmetric and positive-definite, then the CG method will solve Ax ¼ b in exactly n iterations. During this study, several ''random'' symmetric matrices were used. Indeed, CG method converged to the correct solution in n iterations. This happened in the absence of preconditioning. The choice of starting vectors had no effect on convergence.
Similarly, for random, non-symmetric matrices, various starting vectors were tried, but ''divergence'' in the CG method was observed. However, when an appropriate preconditioning technique was employed with non-symmetric matrices, the CG method converged. As already mentioned, preconditioned is done by the approximate inverse of A, and computed with Newton-Raphson method.
Newton's Method
This section summarizes the efficiency of computing an approximate inverse of a 30Â30 matrix by using Newton's method.
Comparison of Acceleration Parameters for Norm-Scaled Newton's Method
The algorithm of Accelerated Newton's method uses acceleration parameter b. This study compared two acceleration parameters: 1= maxðk A k 1 ; k A k 1 Þ and 1= k A k 2 to find that both gave identical results for a 30Â30 random matrix. However, since computing k A k 2 requires more flops than computing k A k 1 and k A k 1 , this paper uses a scaling, 1= maxðk A k 1 ; k A k 1 Þ ¼ b.
An approximate inverse of A was computed by three variations of Newton's methods -non-scaled, scaled by singular values, and scaled by norms. These methods were applied to a variety of matrices, e.g., the Hilbert matrix, a diagonally dominant random matrix, and four tridiagonal matrices. All of these matrices were 30Â30. Using the approximate inverse of A, the system Ax ¼ b was solved by the Conjugate Gradient method preconditioned by the above mentioned Newton's methods. The following abbreviations are used: CGNN: CG with non-scaled Newton's method. CGN1: CG with the singular-value-scaled Newton's method. CGN2: CG with the norm-scaled Newton's method.
The system was solved by the non-preconditioned Conjugate Gradient method (NPCG) as well. The right-hand side vector b of Ax ¼ b was set so that the exact solution is the vector of 1's. The zero vector is used as the initial guess for CG so that r 0 ¼ b À Ax 0 ¼ b. The stopping criterion for CG is set to k x n À x nþ1 k< 1:0 Â 10 À7 .
When applied to CG, the stopping criteria for all Newton's methods are set to 0.1. CGNN and CGN2 yield similar results though the latter yields much smaller residual. The error is smallest for CGN1, but the number of total flops is large. The summary of this extensive experimentation is presented in the next section.
Summary of Newton's Methods
The stopping criterion does not affect the quality of the convergence of the singular-value-scaled Newton's method and the norm-scaled Newton's method. On the other hand, the convergence of non-scaled Newton's iteration is almost always improved when the stopping criterion is changed to 0.01, For the Hilbert matrix, Newton's methods do not converge to A À1 , but with CG, CGNN, CGN1, and CGN2 converge to the exact solution. CGN2 yields larger residual than the others. For this matrix, NPCG converges to the exact solution. This is expected since Hilbert's matrix is symmetric.
For the random, non-symmetric, diagonally dominant matrix, all the three methods converge to A À1 . CGN1 and CGN2 converge to the exact solution. The latter takes more flops but yields smaller error. NPCG does not converge. Preconditioning is definitely a helpful tool for this matrix.
For the tridiagonal matrix 1, coming from the heat equation, Newton's methods converge to A À1 . CGNN, CGN1, and CGN2 converge to the exact solution, while NPCG does not.
For tridiagonal matrix 2, which is symmetric, all the Newton's methods yield a good approximate inverse. As with the Hilbert matrix, which is also symmetric, NPCG converges to the exact solution without aid of preconditioning.
For tridiagonal matrix 3 (heat equation with special boundary conditions) all the preconditioning methods are helpful. All the errors and residuals are small.
For tridiagonal matrix 4, which is close to singular, Newton's methods do not yield an accurate approximate inverse; however, when they are applied to CG, the preconditioned CGNN, CGN1, and CGN2 converge to the exact solution though the errors from CGNN and CGN2 are slightly large. Table 3 .21 is a summary of CG with Newton's methods. The stopping criteria for all Newton's methods are set to 0.1. It may be noticed that CGNN, CGN1, and CGN2 indeed improve the convergence of CG.
The preconditioned CG methods are expensive. Particularly, CGN2 always takes more flops than CGN1. Even if the iterations of CG are saved, sometimes the saving is too small to make up the cost of expensive preconditioners. However, in terms of accuracy, CGN1, and CGN2 are good methods. When the ap-proximate inverse is accurate, CG can converge almost instantly and accurately to the exact solution.
Preconditioned Conjugate Gradient Method on Large Matrices
This section solves a large system Ax ¼ b. The coefficient matrices are the Hilbert matrix and three sparse matrices. The size of all matrices is 128Â128. The right-hand side vector b is set so that the exact solution is the vector of 1's. The zero vector is used as the initial guess so that r 0 ¼ b À Ax 0 ¼ b. The following methods are applied. CGNN: CG with non-scaled Newton's method. CGN1: CG with the singular-value-scaled Newton's method. CGN2: CG with the norm-scaled Newton's method. NPCG: CG with no preconditioning.
The first column of the tables represents the following comparison items:
1) Iterations for preconditioner;
2) The one norm k I À AÃ A À1 k 1 ;
3) The Euclidean norm k I À AÃ A À1 k 2 ;
4) The trace ðAÃ A À1 Þ;
5) The spectral condition number k 2 before preconditioning; 6) The spectral condition number k 2 after preconditioning; Also, for CGN1, CGN2, some graphs of the eigenvalues of an original and the preconditioned matrix are presented.
Hilbert's matrix is symmetric, and as expected, the generic CG method without any preconditioning is quite effective. In Table 3 .41 it is observed that all of the methods yield small residuals, but larger errors are observed for CGN2. The results of CGNN in the above table are obtained by the stopping criterion k M n À M nþ1 k< 0:1. When the setting is changed to 0.01, unlike the earlier examples in Section 3.2, CGNN does not improve. The error grows from 0.0148 to 31.3021 but is not shown in the table. Figures 3.1 and 3. 2 are the plots of the eigenvalues of the 128Â128 Hilbert matrix before and after being processed by CGNN with 0.1 and 0.01, respectively. When k M n À M nþ1 k< 0:01, the eigenvalues of the preconditioned matrix are scattered. CGN1 and CGN2 show a similar pattern; however, for the former, the eigenvalues scatter on the real axis, while they are clustered around 0 and 1 for the latter. Because the eigenvalues are clustered around 0, k 2 is large for each case. NPCG, on the other hand, is efficient even without preconditioning, the reason being that Hilbert's matrix is symmetric.
Example of Sparse Matrix 1
This matrix, A, is from a one dimensional fluid dynamics problem of computing a flow through a converging-diverging nozzle [10] , by solving the Navier Stokes Equation:
@Q @t þ @F @x ¼ R The preconditioned eigenvalues are scattered within a radius of 1.5. where Q is vector of conserved variables, F is a flux vector, and R contains the effect of viscosity. The matrix, whose original size is 300Â300, has been reshaped by trimming the excess columns and rows so that our PC can handle it. This way, the effects of boundary conditions on the Navier Stokes Equation are lost, but the effect of discretization of the Partial Differential Operators is included in A. This matrix is nonsymmetric, and the number of nonzero elements is 1129. These non-zero elements appear in a band of width 12, around the main diagonal. The maximum and minimum elements of this ill-conditioned matrix are 122.9985 and À125.2665, respectively. Table 3 .42, on the next page, presents the results of CGN2 and its convergergence yielding small errors and residuals. Other methods, NPCG, CGNN, and CGN1, do not converge. For CGN2, k 2 is 1.0000; hence, s is very small, and instant convergence is achieved. The number of total flops is quite large because most of the effort for this method is used in the computation of the approximate inverse.
The following pages present the plots of the eigenvalues of the actual matrix A and after it has been conditioned. The eigenvalues of preconditioned matrices are clustered around 0 for each case. As discussed in Section 1, when the eigenvalues are close to 0, k 2 becomes large and CG does not converge to the exact solution. This is evident in Table 3 .42, on the next page. Figure 3 .10 shows the eigenvalues for CGN2. Similar to the previous two figures, the upper part includes the plots of two sets of eigenvalues, and the lower part shows the eigenvalues of the preconditioned matrix. Unlike the previous two examples, the eigenvalues are clustered around 1, not 0. Hence, k 2 is 1.0000 and thus, with small s, CG converges in 1 iteration.
Sample eigenvalue distributions are shown in the next few figures. This sparse matrix is from a heat-conduction problem [26] . The problem approximates the steady temperature distribution in a winding with a rectangular cross-section. The equation for the temperature U is given by:
where K is the thermal conductivity, q is the amount of heat generated per unit area per second, and l is the eigenvalue. For illustrative purposes, we take l ¼ 3 and q=K ¼ 100, respectively. Then equation (3.2) becomes
Let U be the solution of equation (3. 3) inside the square x ¼ 0; 1; y ¼ 0; 1, satisfying the following boundary conditions:
This figure shows the distribution of eigenvalues of the preconditioned matrix on a larger scale. The eigenvalues are vertically clustered around 1. 
. . . ; 20, and j ¼ 1; . . . ; 20. 20 mesh points including those on the boundaries are created. Writing equation (3.4) at each mesh point, a system of equations, Ax ¼ b, is obtained. Each matrix and vector represent the following:
and I is the 4Â4 identity matrix. For testing purposes, the system is expanded to 128 equations, maintaining the boundary conditions. Also, instead of the vector of À1, b is chosen so that the exact solution x is the vector of 1. Clearly A is non-symmetric and ill-conditioned. Figure 3 .13 shows the sparsity of this matrix. It is 128Â128, and the number of non-zeros elements is 568. The maximum and minimum elements are 6 and À9.5, respectively. Table 3 .43 presents the results of all the methods on this sparse matrix. All the methods converge to the exact solution. However, NPCG yields rather large error norms and residuals compared to the others. For CGNN, CGN1, and CGN2 k 2 ¼ 1:0000; hence, s is very small, and instant convergence is achieved. The stopping criterion for the preconditioner of CGNN is set to 0.01. The results are identical to those for CGN2.
As discussed in Section 1, when the eigenvalues are close to 1, k 2 % 1; hence, s in inequality 1.4 becomes very small, which implies the fast convergence. On the other hand, when the eigenvalues are close to 0 or very large, k 2 becomes large and convergence cannot be achieved. The following pages present figures of the eigenvalues distributions. Figures 3.14, an 3 .15 are the plots for NPCG and CGN1, respectively. In both figures, the eigenvalues of the non-preconditioned 
Example of Sparse Matrix 3
Slight changes on the boundaries are made in sparse matrix 2 of the last example in order to construct this sparse matrix. A negative sign is given to the element A(1,2), and the element of the bottom right corner of A is changed to 100. This matrix is ill-conditioned with the conditioned number 629.5399, and will be a severe test for the methods described in this paper. Table 3 .44 on the next page presents the results of all the methods. CGNN, and CGN1 fail to converge to the exact solution. The errors and residual for NPCG are small compared to those of CGNN and CGN1, but NPCG takes 200 iterations. CGN2 converges to the exact solution yielding small energy norms and residuals.
Figures of the eigenvalues follow the table. The pattern of the original eigenvalues is slightly different from that of sparse matrix 2; some eigenvalues are scattered on the complex plane and one eigenvalue l ¼ 100 is found on the real axis. In Figure 3 .19 and 3.20, the eigenvalues of the preconditioned matrix are clustered around zero. In Figure 3 .21, the eigenvalues of the preconditioned matrix are clustered around 1. When the eigenvalues are clustered around 1, as in CGN2, the method converges as expected. small s. On the other hand, for the methods that do not converge, the eigenvalues are clustered around 0 and large values of k 2 are found in the table, shown on the next page. This is in agreement with our discussion in section 1.2.
CONCLUSION AND FUTURE DIRECTIONS.
We examined how preconditioning can improve the convergence of the Conjugate Gradient method when it is applied to non-symmetric and=or ill-conditioned matrices. The preconditioning methods we used are based on an approximate inverse which was computed by Newton's method.
Besides the usual Newton's method, we have introduced two accelerated Newton's methods. Newton's method scaled by the singular values, CGN1 [23] is found to be effective, but it fails to converge to the exact solution when applied to ill-conditioned matrices whose eigenvalues include complex numbers. Newton's method scaled by the maximum of the one-norm and the infinity-norm is also found to be effective. CGN2 (CG with the Newton's method scaled by the norm) converges to the exact solution for almost all the cases except when the coefficient matrix is close to singular. The accuracy of Newton's method scaled by the '*' represents the eigenvalues of the original matrix while 'o' represents the eigenvalues of the preconditioned matrix. Note that the 'o' eigenvalues are clustered about 1. norm is better than the non-scaled Newton's and the singular-value-scaled Newton's method. However, the speed of convergence was not particularly improved when compared with usual Newton's method. In order to increase the speed, another accelerating method such as scaling by singular values could have been applied. When preconditioning is successful, the eigenvalues of the preconditioned matrix are clustered together around 1, hence, k 2 is close to 1 and s is very small. This results in fast convergence of CG. When the eigenvalues are clustered together around 0, k 2 is large and s is close to 1, which implies slow convergence. Studying how the distribution of the eigenvalues of the preconditioned matrix AÃ A À1 changes in each iteration may be helpful to understand the nature of the convergence and to improve its speed.
As expected, all the preconditioning methods presented in this paper are expensive. Since Newton's method was developed for sparse matrices, it is too expensive for dense matrices. In this paper, we did not apply the ''numerical dropping'' in order to avoid the potential risk of losing the accuracy, but that is a possible approach to maintain sparsity [5, 11] .
Other preconditioning methods are listed in Section 2. Compared to them, approximating an inverse by Newton's method may not be so sophisticated. However, based on the results of our numerical experiments, we would like to conclude that CGN2 has the potential to become a good tool in solving nonsymmetric and ill-conditioned systems. To make CGN2 a better preconditioning tool, a thorough understanding of the theoretical aspect of CGN2 is necessary. This paper applied the preconditioned CG to linear systems only. As a possible future work, we could apply it to a nonlinear system and study its convergence behavior. Also it will be interesting to study the distribution of the eigenvalues of any matrix preconditioned by other techniques such as column-oriented Minimal Residual method, triangular factorization, or an incomplete LU decomposition. In a future work, the authors will look at another variant of CG, called the Global Minimal Residual Method [32] .
