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THE DIXMIER CONJECTURE AND THE SHAPE OF POSSIBLE
COUNTEREXAMPLES II
JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND CHRISTIAN VALQUI
Abstract. We continue with the investigation began in “The Dixmier conjec-
ture and the shape of possible counterexamples”. In that paper we introduced
the notion of an irreducible pair (P,Q) as the image of the pair (X, Y ) of the
canonical generators of W via an endomorphism which is not an automor-
phism, such that it cannot be made “smaller”, we let B denote the minimum
of the greatest common divisor of the total degrees of P and Q, where (P,Q)
runs on the irreducible pairs and we prove that B ≥ 9. In the present work we
improve this lower bound by proving that B ≥ 15. In order to do this we need
to show the the main results of our previous paper remain valid for a family
of algebras (W (l))l∈N that extend W .
Introduction
In this paperK is a characteristic zero field,W is the Weyl algebra onK, that is the
unital associative K-algebra generate by elements X,Y and the relation [Y,X ] = 1.
In [1] Dixmier posed a question, nowadays known as the Dixmier conjecture: is
an algebra endomorphism of the Weyl algebra W on a characteristic zero field,
necessarily an automorphism? Currently, the Dixmier conjecture remains open.
In 2005 the stable equivalence between the Dixmier and Jacobian conjectures was
established in [8] by Yoshifumi Tsuchimoto. In [3] we introduced the notion of an
irreducible pair (P,Q) as the image of the pair (X,Y ) of the canonical generators
of W via an endomorphism which is not an automorphism, such that it cannot
be made “smaller”. Following the strategy of describing the generators of possible
counterexamples, we proved the following result: If the Dixmier conjecture is false,
then there exist and irreducible pair (P,Q) such that the support of both P and Q
is subrectangular. We also made a first “cut” at the lower right edge of the support
of such pairs, which gave us a lower bound for
B := min{gcd(v1,1(P ), v1,1(Q)), where (P,Q) is an irreducible pair}.
We managed to prove that B ≥ 9.
In the present work we will start with an irreducible subrectangular pair (P,Q),
and cut further the lower right edge of the support. For this we need to embed P
and Q in a bigger algebra W (l), basically adjoining fractional powers of X . As a
K-linear space W (l) is K[X,X−1/l, Y ] and the relation [Y,X ] = 1 is preserved.
In the first four sections we carry over the results of [3] from W to W (l). This
comprehends basically the leading terms associated to a valuation, the correspond-
ing polynomials fP,ρ,σ and the (ρ, σ)-bracket. Using the same differential equation
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found in [3] we arrive at the Theorem 3.5, which asserts the existence of a (ρ, σ)-
homogeneous element F with [P, F ] = ℓρ,σ(P ). As in [3], it is a powerful tool to
restrict the possible geometric shapes of irreducible pairs and of some pairs con-
structed out of them.
The central technical result in this article is Proposition 4.3 which generalizes [3,
Prop.6.2]. It allows to “cut” the right lower edge of the support of a given pair
in W (l). Starting from an irreducible pair (P0, Q0), in Theorem 6.1 we generate a
finite chain of pairs (Pi, Qi), with [Pi, Qi]ρi,σi = 0 for all but the last pair.
Proposition 4.3 also allows to increase the lower bound for B from 9 to 15. For
this we only have analyze extensively two cases
1
m
enρ,σ(P ) /∈ {(3, 6), (4, 6)},
which is done in Proposition 5.1. To eliminate the possibility of B = 15 we would
have to analyze the cases (5, 10) and (6, 9), and for B = 16 we need to analyze
(6, 10) and (4, 12). Instead of making such an extensive analysis, we will develop
an algorithm to carry out an exhaustive search for the smallest possible complete
chain (Sj) as in Proposition 6.2, probably with the use of computers.
The present work yields the necessary tools for that purpose, which will increase
significatively the lower bound for B. Additionally, it also indicates precisely the
exact location of the corners of the possible counterexamples, which simplifies the
search.
1 Preliminaries
In order to continue with the study of the irreducible pairs introduced in [3] it is
convenient to consider some extensions of the Weyl algebraW . On these extensions
we will make similar constructions as in [3], thus extending several results of that
paper.
For each l ∈ N, we define an algebraW (l) as the Ore extension A[Y, id, δ], where
A is the algebra of Laurent polynomials K[Zl, Z
−1
l ] and δ : A→ A is the derivation,
defined by δ(Zl) =
1
lZ
1−l
l . Suppose that l, h ∈ N such that l|h and let d := h/l.
We have
[Y, Zdh] =
d−1∑
i=0
Zih[Y, Zh]Z
d−i−1
h =
d
h
Zd−hh =
1
l
(Zdh)
1−l.
Hence there is an inclusion ιhl : W
(l) →W (h), given by ιhl (Zl) := Z
d
h and ι
h
l (Y ) := Y .
We will write X
1
l and X
−1
l instead of Zl and Z
−1
l , respectively. With this
notation the map ιhl satisfies ι
h
l (X
1
l ) = (X
1
h )d. We will consider W (l) ⊆ W (h) via
this inclusion. Note that W ⊆W (1).
Similarly, for each l ∈ N, we consider the commutative K-algebra L(l), generated
by variables x
1
l , x
−1
l and y, subject to the relation x
1
l x
−1
l = 1. In other words
L(l) = K[x
1
l , x
−1
l , y]. Obviously, there is a canonical inclusion L(l) ⊆ L(h), for each
l, h ∈ N such that l|h. We let Ψ(l) : W (l) → L(l) denote the K-linear map defined
by Ψ(l)
(
X
i
l Y j
)
:= x
i
l yj . As in [3], let
V := {(ρ, σ) ∈ Z2 : gcd(ρ, σ) = 1 and ρ+ σ ≥ 0}
and
V := {(ρ, σ) ∈ V : ρ+ σ > 0}.
Now we extend to the algebras W (l) and L(l) some well know definitions and
notations given in [3] for W and the polynomial algebra L := K[x, y].
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Definition 1.1. For all (ρ, σ) ∈ V and (i/l, j) ∈ 1lZ×Z we write
vρ,σ(i/l, j) := ρi/l+ σj.
Notations 1.2. Let (ρ, σ) ∈ V. For P =
∑
a i
l
,jx
i
l yj ∈ L(l) \ {0}, we define:
- The support of P as
Supp(P ) :=
{(
i
l
, j
)
: a i
l
,j 6= 0
}
.
- The (ρ, σ)-degree of P as vρ,σ(P ) := max
{
vρ,σ
(
i
l , j
)
: a i
l
,j 6= 0
}
.
- The (ρ, σ)-leading term of P as
ℓρ,σ(P ) :=
∑
{ρ i
l
+σj=vρ,σ(P )}
a i
l
,jx
i
l yj .
- w(P ) :=
(
i0
l ,
i0
l − v1,−1(P )
)
such that
i0
l
= max
{
i
l
:
(
i
l
,
i
l
− v1,−1(P )
)
∈ Supp(ℓ1,−1(P ))
}
,
- ℓc(P ) := a i0
l
j0
, where
(
i0
l , j0
)
= w(P ).
- ℓt(P ) := a i0
l
j0
x
i0
l yj0 , where
(
i0
l , j0
)
= w(P ).
- w(P ) :=
(
i0
l − v−1,1(P ),
i0
l
)
such that
i0
l
= max
{
i
l
:
(
i
l
− v−1,1(P ),
i
l
)
∈ Supp(ℓ−1,1(P ))
}
,
- ℓc(P ) := a i0
l
j0
, where
(
i0
l , j0
)
= w(P ).
- ℓt(P ) := a i0
l
j0
x
i0
l yj0 , where
(
i0
l , j0
)
= w(P ).
Notations 1.3. Let (ρ, σ) ∈ V. For P ∈W (l) \ {0}, we define:
- The support of P as Supp(P ) := Supp
(
Ψ(l)(P )
)
.
- The (ρ, σ)-degree of P as vρ,σ(P ) := vρ,σ
(
Ψ(l)(P )
)
.
- The (ρ, σ)-leading term of P as ℓρ,σ(P ) := ℓρ,σ
(
Ψ(l)(P )
)
.
- w(P ) := w
(
Ψ(l)(P )
)
.
- ℓc(P ) := ℓc
(
Ψ(l)(P )
)
.
- ℓt(P ) := ℓc(P )X
i0
l Y j0 , where
(
i0
l , j0
)
= w(P ).
- w(P ) := w
(
Ψ(l)(P )
)
.
- ℓc(P ) := ℓc
(
Ψ(l)(P )
)
.
- ℓt(P ) := ℓc(P )X
i0
l Y j0 , where
(
i0
l , j0
)
= w(P ).
Notation 1.4. We say that P ∈ L(l) is (ρ, σ)-homogeneous if P = 0 or P = ℓρ,σ(P ).
Moreover we say that P ∈ W (l) is (ρ, σ)-homogeneous if Ψ(l)(P ) is so.
Definition 1.5. Let P ∈ W (l) \ {0}. We define
stρ,σ(P ) = w(ℓρ,σ(P )) for (ρ, σ) ∈ V \ (1,−1)
and
enρ,σ(P ) = w(ℓρ,σ(P )) for (ρ, σ) ∈ V \ (−1, 1).
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Lemma 1.6. For each l ∈ N, we have
Y jX
i
l =
j∑
k=0
k!
(
j
k
)(
i/l
k
)
X
i
l
−kY j−k.
Proof. It follows easily using that
[Y,X
i
l ] =
i
l
X
i
l
−1, [Y j , X
i
l ] = [Y,X
i
l ]Y j−1 + Y [Y j−1, X
i
l ]
and an induction argument. 
For l ∈ N and j ∈ Z, we set
W
(l)
j/l :=
{
P ∈ W (l) \ {0} : P is (1,−1)-homogeneous and v1,−1(P ) =
j
l
}
∪ {0}.
Remark 1.7. It is easy to see that W
(l)
j/l is a subvector space of W
(l). Moreover,
by Lemma 1.6, we know that W (l) is a 1lZ-graded algebra with W
(l)
j/l the (1,−1)-
homogeneous component of degree jl , and by [2, Lemma 2.1], we know that W
(l)
0 =
K[XY ], and hence commutative.
Proposition 1.8. Let P,Q ∈W (l) \ {0}. The following assertions hold:
(1) w(PQ) = w(P )+w(Q) and w(PQ) = w(P )+w(Q). In particular PQ 6= 0.
(2) ℓρ,σ(PQ) = ℓρ,σ(P )ℓρ,σ(Q) for all (ρ, σ) ∈ V.
(3) vρ,σ(PQ) = vρ,σ(P ) + vρ,σ(Q) for all (ρ, σ) ∈ V.
(4) stρ,σ(PQ) = stρ,σ(P ) + stρ,σ(Q) for all (ρ, σ) ∈ V.
(5) enρ,σ(PQ) = enρ,σ(P ) + enρ,σ(Q) for all (ρ, σ) ∈ V.
The same properties hold for P,Q ∈ L(l) \ {0}.
Proof. For P,Q ∈W (l)\{0} this follows easily from Lemma 1.6 using that ρ+σ > 0
if (ρ, σ) ∈ V. The proof for P,Q ∈ L(l) \ {0} is easier. 
Let A = (a1, a2) and B = (b1, b2) in R
2. As in [3] we say that A and B are
aligned if A×B := det
( a1 a2
b1 b2
)
is zero.
Definition 1.9. Let P,Q ∈ L(l) \ {0}. We say that P and Q are aligned and write
P ∼ Q, if w(P ) and w(Q) are so. Moreover we say that P,Q ∈ W (l) \ {0} are
aligned if Ψ(l)(P ) ∼ Ψ(l)(Q). Note that
- By definition P ∼ Q if and only if ℓ1,−1(P ) ∼ ℓ1,−1(Q).
- ∼ is not an equivalence relation (it is so restricted to {P : w(P ) 6= (0, 0)}).
- If P ∼ Q and w(P ) 6= (0, 0) 6= w(Q), then w(P ) = λw(Q) with λ 6= 0.
Proposition 1.10. Let P,Q ∈ W (l) \ {0}. The following assertions hold:
(1) If P ≁ Q, then
[P,Q] 6= 0 and w
(
[P,Q]
)
= w(P ) + w(Q) − (1, 1).
(2) If w(P ) ≁ w(Q), then
[P,Q] 6= 0 and w
(
[P,Q]
)
= w(P ) + w(Q)− (1, 1).
Proof. We only prove item (1) since item (2) is similar. Let w(P ) =
(
r
l , s
)
and
w(Q) =
(
u
l , v
)
. Since
(
s
1
)(
u/l
1
)
−
(
v
1
)(
r/l
1
)
= (r/l, s)× (u/l, v) 6= 0, using Lemma 1.6
one can check that
ℓt
(
[P,Q]
)
=
((
s
1
)(
u/l
1
)
−
(
v
1
)(
r/l
1
))
ℓc(P )ℓc(Q)X
r+u
l
−1Y s+v−1.
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So, w
(
[P,Q]
)
= w(P ) + w(Q)− (1, 1). 
Remark 1.11. For all P,Q ∈W (l) \ {0} and each (ρ, σ) ∈ V, we have
[P,Q] = 0 or vρ,σ([P,Q]) ≤ vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ).
2 The bracket associated with a valuation
Definition 2.1. Let (ρ, σ) ∈ V and P,Q ∈ W (l) \ {0}. We say that P and Q are
(ρ, σ)-proportional if [P,Q] = 0 or vρ,σ([P,Q]) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ).
Definition 2.2. Let l ∈ N and (ρ, σ) ∈ V. We define
[−,−]ρ,σ :
(
W (l) \ {0}
)
×
(
W (l) \ {0}
)
→ L(l)ρ,σ,
by
[P,Q]ρ,σ =
{
0 if P and Q are (ρ, σ)-proportional,
ℓρ,σ([P,Q]) if P and Q are not (ρ, σ)-proportional.
Lemma 2.3. Let (ρ, σ) ∈ V and let P and Q be (ρ, σ)-homogeneous elements of
W (l) \ {0}. Assume that σ ≤ 0.
(1) If w(P ) ≁ w(Q), then [P,Q] 6= 0 and w([P,Q]) = w
(
ℓρ,σ([P,Q])
)
.
(2) If w(P ) ≁ w(Q), then [P,Q] 6= 0 and w([P,Q]) = w
(
ℓρ,σ([P,Q])
)
.
Proof. We only prove item (1) since item (2) is similar. Write
P =
α∑
i=0
λiX
r
l
− iσ
ρ Y s+i and Q =
β∑
j=0
µjX
u
l
− jσ
ρ Y v+j ,
with λ0, λα, µ0, µβ 6= 0. Since, by Lemma 1.6,
X
i
l Y jX
i′
l Y j
′
=
j∑
k=0
k!
(
j
k
)(
i′/l
k
)
X
i+i′
l
−kY j+j
′−k,
we obtain that
[P,Q] =
α∑
i=0
β∑
j=0
max{s+i,v+j}∑
k=0
λiµjcijkX
r+u
l
− (i+j)σ
ρ
−kY s+v+i+j−k ,
where
cijk = k!
(
s+ i
k
)(
u/l− jσ/ρ
k
)
− k!
(
v + j
k
)(
r/l − iσ/ρ
k
)
.
Note that cij0 = 0. Furthermore c001 6= 0, because w(P ) ≁ w(Q). Consequently,
since ρ+ σ > 0,
ℓρ,σ([P,Q]) =
α∑
i=0
β∑
j=0
λiµjcij1x
r+u
l
− (i+j)σ
ρ
−1ys+v+i+j−1.
Using again that c001 6= 0, we obtain that
w([P,Q]) =
(
r + u
l
− 1, s+ v − 1
)
= w
(
ℓρ,σ([P,Q])
)
,
as desired. 
Proposition 2.4. Let P,Q,R ∈ W (l) \ {0} such that [P,Q]ρ,σ = ℓρ,σ(R), where
(ρ, σ) ∈ V. Assume that σ ≤ 0. We have
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(1) If stρ,σ(P ) ≁ stρ,σ(Q), then
stρ,σ(P ) + stρ,σ(Q)− (1, 1) = stρ,σ(R).
(2) If enρ,σ(P ) ≁ enρ,σ(Q), then
enρ,σ(P ) + enρ,σ(Q)− (1, 1) = enρ,σ(R).
Proof. We only prove item (1) and leave the proof of item (2), which is similar, to
the reader. Let P1 and Q1 be (ρ, σ)-homogeneous elements of W
(l) \ {0}, such that
vρ,σ(P − P1) < vρ,σ(P1) and vρ,σ(Q−Q1) < vρ,σ(Q1). (2.1)
Since
[P,Q] = [P1, Q1] + [P1, Q−Q1] + [P − P1, Q],
and, by Remark 1.11, we have
vρ,σ([P1, Q−Q1]) ≤ vρ,σ(P1) + vρ,σ(Q−Q1)− (ρ+ σ)
< vρ,σ(P1) + vρ,σ(Q1)− (ρ+ σ)
= vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ)
and
vρ,σ([P − P1, Q]) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ),
it follows from the fact that P and Q are not (ρ, σ)-proportional, that
vρ,σ([P,Q]− [P1, Q1]) < vρ,σ([P,Q]). (2.2)
Note that (2.1) and (2.2) imply
ℓρ,σ(P ) = ℓρ,σ(P1), ℓρ,σ(Q) = ℓρ,σ(Q1) and ℓρ,σ([P,Q]) = ℓρ,σ([P1, Q1]).
Consequently, by item (1) of Proposition 1.10 and item (1) of Lemma 2.3,
stρ,σ(P ) + stρ,σ(Q)− (1, 1) = stρ,σ(P1) + stρ,σ(Q1)− (1, 1)
= w(P1) + w(Q1)− (1, 1)
= w([P1, Q1])
= w
(
ℓρ,σ([P1, Q1])
)
= w
(
ℓρ,σ([P,Q])
)
= w
(
ℓρ,σ(R)
)
= stρ,σ(R),
as desired. 
Proposition 2.5. Let (ρ, σ) ∈ V and P,Q ∈W (l) \ {0}. Assume that σ ≤ 0. If
ℓρ,σ(P ) =
α∑
i=0
λix
r
l
− iσ
ρ ys+i and ℓρ,σ(Q) =
β∑
j=0
µjx
u
l
− jσ
ρ yv+j ,
with λ0, λα, µ0, µβ 6= 0, then
[P,Q]ρ,σ =
∑
λiµjcijx
r+u
l
− (i+j)σ
ρ
−1ys+v+i+j−1.
where cij =
(
u
l −
jσ
ρ , v + j
)
×
(
r
l −
iσ
ρ , s+ i
)
.
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Proof. Write
P =
α∑
i=0
λiX
r
l
− iσ
ρ Y s+i +RP and Q =
β∑
j=0
µjX
u
l
− jσ
ρ Y v+j +RQ.
Since RP = 0 or vρ,σ(RP ) < vρ,σ(P ), and RQ = 0 or vρ,σ(RQ) < vρ,σ(Q), from
Remark 1.11 it follows that
[P,Q] =
α∑
i=0
β∑
j=0
λiµj
[
X
r
l
− iσ
ρ Y s+i, X
u
l
− jσ
ρ Y v+j
]
+ R, (2.3)
where R = 0 or vρ,σ(R) < vρ,σ(P ) + vρ,σ(Q) − (ρ + σ). Now, since ρ+ σ > 0 and
by Lemma 1.6,
X
i
l Y jX
i′
l Y j
′
=
j∑
k=0
k!
(
j
k
)(
i′/l
k
)
X
i+i′
l
−kY j+j
′−k,
we obtain that[
X
r
l
− iσ
ρ Y s+i, X
u
l
− jσ
ρ Y v+j
]
= cijX
r+u
l
− (i+j)σ
ρ
−1Y s+v+i+j−1 +Rij , (2.4)
with Rij = 0 or vρ,σ(Rij) < vρ,σ(P )+vρ,σ(Q)−(ρ+σ). Combining (2.3) with (2.4),
we obtain that
[P,Q] =
α∑
i=0
β∑
j=0
λiµjcijX
r+u
l
−
(i+j)σ
ρ
−1Y s+v+i+j−1 +RPQ,
where RPQ = 0 or vρ,σ(RPQ) < vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ). Now, since
vρ,σ
(
X
r+u
l
− (i+j)σ
ρ
−1Y s+v+i+j−1
)
= vρ,σ(P ) + vρ,σ(Q)− (ρ+ σ),
the result follows immediately. 
Corollary 2.6. Let (ρ, σ) ∈ V and P,Q, P1, Q1 ∈ W
(l) \ {0}. Assume that σ ≤ 0.
If ℓρ,σ(P ) = ℓρ,σ(P1) and ℓρ,σ(Q) = ℓρ,σ(Q1), then [P,Q]ρ,σ = [P1, Q1]ρ,σ.
Proof. By Proposition 2.5. 
Corollary 2.7. Let (ρ, σ) ∈ V and P,Q ∈ W (l) \ {0}. If [P,Q]ρ,σ = 0 and σ ≤ 0,
then
stρ,σ(P ) ∼ stρ,σ(Q) and enρ,σ(P ) ∼ enρ,σ(Q).
Proof. This follows immediately from Proposition 2.5, since
stρ,σ(P )× stρ,σ(Q) = c00 and enρ,σ(P )× enρ,σ(Q) = cαβ ,
where we are using the same notations as in the statement of that result. 
Remark 2.8. Until now all definitions and notations we have introduced, when
applied to P ∈ W ⊆ W (1), coincide with those given in [3]. This is not the case
with the following definition.
Definition 2.9. Given P ∈ L(l) \ {0} and (ρ, σ) ∈ V with σ ≤ 0, we write
f
(l)
P,ρ,σ :=
γ∑
i=0
aix
i ∈ K[x],
if
ℓρ,σ(P ) =
γ∑
i=0
aix
r
l
− iσ
ρ ys+i with a0 6= 0 and aγ 6= 0.
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Now, for P ∈W (l) we set f
(l)
P,ρ,σ := f
(l)
Ψ(l)(P ),ρ,σ
. Note that
stρ,σ(P ) =
(r
l
, s
)
, enρ,σ(P ) =
(r
l
−
γσ
ρ
, s+ γ
)
(2.5)
and
ℓρ,σ(P ) = x
r
l ysf
(l)
P,ρ,σ(x
− σ
ρ y). (2.6)
Remark 2.10. Let (ρ, σ) ∈ V with σ≤ 0 and let P ∈ W \ {0}. Comparing Defini-
tion 2.9 and [3, Def. 1.20], we obtain that
f
(l)
P,ρ,σ(x) = fP,ρ,σ(x
ρ).
The same formula is valid for P ∈ L \ {0}.
Remark 2.11. Let (ρ, σ) ∈ V with σ ≤ 0. From Proposition 1.8 it follows immedi-
ately that
f
(l)
PQ,ρ,σ = f
(l)
P,ρ,σf
(l)
Q,ρ,σ for P,Q ∈ W
(l) \ {0}.
The same result holds for P,Q ∈ L(l) \ {0}.
Item (2) of the following theorem justifies the terminology “(ρ, σ)-proportional”
introduced in Definition 2.1.
Theorem 2.12. Let P,Q ∈W (l)\{0} and (ρ, σ) ∈ V with σ ≤ 0. Set a := 1ρvρ,σ(Q)
and b := 1ρvρ,σ(P ).
(1) If [P,Q]ρ,σ 6= 0, then there exist h ∈ N0 and c ∈ Z, such that
xhf[P,Q] = cfP fQ + axf
′
P fQ − bxf
′
QfP ,
where fP := f
(l)
P,ρ,σ, fQ := f
(l)
Q,ρ,σ and f[P,Q] := f
(l)
[P,Q],ρ,σ.
(2) If [P,Q]ρ,σ = 0 and a, b > 0, then there exist λP , λQ ∈ K×, m,n ∈ N and a
(ρ, σ)-homogeneous polynomial R∈L(l), with gcd(m,n)=1 and m/n=b/a,
such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n.
Proof. Write
ℓρ,σ(P ) =
α∑
i=0
λix
r
l
− iσ
ρ ys+i and ℓρ,σ(Q) =
β∑
j=0
µjx
u
l
− jσ
ρ yv+j ,
with λ0, λα, µ0, µβ 6= 0. By Proposition 2.5,
[P,Q]ρ,σ =
∑
λiµjcijx
r+u
l
− (i+j)σ
ρ
−1ys+v+i+j−1,
where cij :=
(
u
l −
jσ
ρ , v + j
)
×
(
r
l −
iσ
ρ , s+ i
)
. Set
F (x) :=
∑
i,j
λiµjcijx
i+j .
Note that if [P,Q]ρ,σ = 0, then F = 0, and if [P,Q]ρ,σ 6= 0, then F = xhf[P,Q],
where h is the multiplicity of x in F . Note that
a =
(u
l
, v
)
×
(
−
σ
ρ
, 1
)
and b = −
(
−
σ
ρ
, 1
)
×
(r
l
, s
)
.
Let
c :=
(u
l
, v
)
×
(r
l
, s
)
.
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Clearly cij = c+ ia− jb. Since∑
i,j
λiµjx
i+j = fP fQ,
∑
i,j
iλiµjx
i+j = xf ′P fQ and
∑
i,j
jλiµjx
i+j = xf ′QfP .
we obtain
F = cfP fQ + axf
′
P fQ − bxf
′
QfP . (2.7)
Item (1) follows immediately from this fact. Assume now that [P,Q]ρ,σ = 0 and
that a, b > 0. In this case F = 0 and, in particular, c = c00 =
F (0)
λ0µ0
= 0. Hence, (2.7)
becomes
af ′P fQ − bf
′
QfP = 0. (2.8)
Let l¯ ∈ N be such that a¯ := l¯a and b¯ := l¯b are natural numbers. Since (2.8) implies
(f a¯P /f
b¯
Q)
′ = 0, there exists λ ∈ K×, such that f a¯P = λf
b¯
Q. Hence, there are g ∈ K[x]
and λP , λQ ∈ K×, such that
fP = λP g
m and fQ = λQg
n, (2.9)
where m := b¯/ gcd(a¯, b¯) and n := a¯/ gcd(a¯, b¯). Now, note that
{(
s,− rl
)
, (ρ, σ)
}
is
a basis of Q×Q as a Q-vector space, since(
s,−
r
l
)
× (ρ, σ) =
(r
l
, s
)
.(ρ, σ) = vρ,σ(P ) = ρb > 0,
where the dot denotes the usual inner product. Hence, from
ρb
(u
l
, v
)
.
(
s,−
r
l
)
= ρb
(u
l
, v
)
×
(r
l
, s
)
= ρbc = 0 = ρa
(r
l
, s
)
.
(
s,−
r
l
)
and
ρb
(u
l
, v
)
.(ρ, σ) = vρ,σ(P )vρ,σ(Q) = vρ,σ(Q)vρ,σ(P ) = ρa
(r
l
, s
)
.(ρ, σ),
it follows that b¯(u, lv) = a¯(r, ls). Consequently m(u, lv) = n(r, ls), and so there
exists (p, q¯) ∈ Z×N0, such that
(u, lv) = n(p, q¯) and (r, ls) = m(p, q¯).
In particular l|nq¯ and l|mq¯, and so l|q¯, since m and n are coprime. Hence,(u
l
, v
)
= n
(p
l
, q
)
and
(r
l
, s
)
= m
(p
l
, q
)
, (2.10)
where q := q¯/l. If g =
∑γ
i=0 νix
i with νγ 6= 0, then, by (2.9) and (2.10),
R :=
γ∑
i=0
νix
p
l
−i σ
ρ yq+i
fulfills
ℓρ,σ(P ) = x
r
l ysfP (x
− σ
ρ y) = λP
(
x
p
l yqg(x−
σ
ρ y)
)m
= λPR
m
and
ℓρ,σ(Q) = x
u
l yvfQ(x
− σ
ρ y) = λQ
(
x
p
l yqg(x−
σ
ρ y)
)n
= λQR
n.
In order to finish the proof it suffices to check that R ∈ L(l). First note that R
belongs to the field of fractions of L(l), because Rm, Rn ∈ L(l) and gcd(m,n) = 1.
But then R ∈ L(l), since Rm ∈ L(l). 
Lemma 2.13. Let C,E ∈ W (l) \ {0}, m ∈ N and (ρ, σ) ∈ V. If [C,E] 6= 0, then
[Cm, E] 6= 0 and ℓρ,σ([C
m, E]) = mℓρ,σ(C)
m−1ℓρ,σ([C,E]).
Moreover [Cm, E]ρ,σ 6= 0 if and only if [C,E]ρ,σ 6= 0.
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Proof. Since
[Cm, E] =
m−1∑
i=0
Ci[C,E]Cm−i−1
and, by Proposition 1.8,
ℓρ,σ(C
i[C,E]Cm−i−1) = ℓρ,σ(C)
m−1ℓρ,σ([C,E]),
we have
ℓρ,σ([C
m, E]) = mℓρ,σ(C)
m−1ℓρ,σ([C,E]),
In order to prove the last assertion note that, again by Proposition 1.8,
vρ,σ([C
m, E]) = vρ,σ(C
m) + vρ,σ([C,E])− vρ,σ(C),
and so
vρ,σ([C
m, E]) = vρ,σ(C
m) + vρ,σ(E)− (ρ+ σ)
if and only if
vρ,σ([C,E]) = vρ,σ(C) + vρ,σ(E)− (ρ+ σ),
which by Definition 2.2, means that [Cm, E]ρ,σ 6= 0⇔ [C,E]ρ,σ 6= 0. 
Lemma 2.14. Let A,B ∈ L(l) and C ∈ L(l
′), where l|l′. If AC = B, then C ∈ L(l).
Proof. Consider the K(y)-polynomial algebras K(y)[x
1
l ] ⊆ K(y)[x
1
l′ ]. By the divi-
sion algorithm there exists D,R ∈ K(y)[x
1
l ] such that
CA = B = DA+R and R = 0 or degl(R) < degl(A),
where degl denotes usual the degree in x
1
l . Let degl′ be the degree in x
1
l′ . Since
degl′ =
l′
l degl′ the result follows from the uniqueness of the division algorithm. 
Theorem 2.15. Let (ρ, σ)∈V with σ≤0 and let C,D∈W (l) \{0} with vρ,σ(C)>0.
If
[Ck, D]ρ,σ = ℓρ,σ(C
k+j) for some k ∈ N and j ∈ N0, (2.11)
then there exists a (ρ, σ)-homogeneous element E ∈W (l), such that
[Ct, E]ρ,σ = tℓρ,σ(C
t) for all t ∈ N.
Proof. By equality (2.11) and items (2) and (3) of Proposition 1.8, we have
(k + j)vρ,σ(C) = kvρ,σ(C) + vρ,σ(D)− (ρ+ σ) and ℓρ,σ([C
k, D]) = ℓρ,σ(C
k+j),
and so,
vρ,σ(D) = jvρ,σ(C) + ρ+ σ and f
(l)
[Ck,D],ρ,σ
= f
(l)
Ck+j,ρ,σ
. (2.12)
Hence, by item (1) of Theorem 2.12 and Remark 2.11, there exist h∈N0 and c∈Z,
such that
xhfk+j = cfkg + ax(fk)′g − bxfkg′,
where
f := f
(l)
C,ρ,σ, g := f
(l)
D,ρ,σ, a :=
1
ρ
vρ,σ(D) and b :=
1
ρ
vρ,σ(C
k) =
k
ρ
vρ,σ(C).
Note that, since
a =
j
k
b+ ε,
with ε := 1 + σρ , the pair (f, g) fulfills the condition PE(k, j, ε, b, c), introduced
in [3, Def. 1.23]. By [3, Prop. 1.24] there exists g¯ ∈ K[x] such that g = f j g¯. Set
α := deg f , β := deg g and write
ℓρ,σ(C) =
α∑
i=0
λix
r
l
−iσ
ρ ys+i and ℓρ,σ(D) =
β∑
i=0
µix
u
l
−iσ
ρ yv+i,
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with λ0, λα, µ0, µβ 6= 0. By item (2) of Proposition 1.8,
ℓρ,σ(C
k) = ℓρ,σ(C)
k =
(
α∑
i=0
λix
r
l
−i σ
ρ ys+i
)k
=
kα∑
i=0
λ¯ix
k r
l
−i σ
ρ yks+i
with each λ¯i ∈ K. Let γ := β − jα be the degree of g and write g¯ =
∑γ
i=0 ηix
i.
Note that η0 6= 0, since f j(0)η0 = f j(0)g¯(0) = g(0) 6= 0. We define
E := k
γ∑
i=0
ηiX
u
l
−j r
l
−i σ
ρ Y v−js+i.
We claim that E ∈ W (l
′), where l′ := lcm(l, ρ). For this it suffices to check that
v − js ≥ 0.
We consider the two cases
stρ,σ(D) ∼ stρ,σ(C) and stρ,σ(D) ≁ stρ,σ(C).
Note that ( rl , s) = stρ,σ(C) 6= (0, 0), since vρ,σ(stρ,σ(C)) = vρ,σ(C) > 0. Hence, if
stρ,σ(D) ∼ stρ,σ(C), then there exists λ ∈ K such that(u
l
, v
)
= stρ,σ(D) = λ stρ,σ(C) = λ
(r
l
, s
)
.
Consequently, by the first equality in (2.12),
jvρ,σ(C) + ρ+ σ = vρ,σ(D) = vρ,σ(stρ,σ(D)) = λvρ,σ(stρ,σ(C)) = λvρ,σ(C),
which implies λ > j, since vρ,σ(C) > 0 and ρ+σ > 0. But then v−js = (λ−j)s ≥ 0
as we want. Assume now that stρ,σ(D) ≁ stρ,σ(C). Then
stρ,σ(D) ≁ stρ,σ(C
k),
since stρ,σ(C
k) = k stρ,σ(C) by item (4) of Proposition 1.8. Hence, equality (2.11),
Proposition 2.4 and item (4) of Proposition 1.8 yields
stρ,σ(D) + k stρ,σ(C)− (1, 1) = (k + j) stρ,σ(C),
which implies
(
u
l , v
)
= j
(
r
l , s
)
+(1, 1), and so v− js = 1 > 0, which ends the proof
of the claim.
Now, since η0 6= 0 and ηγ 6= 0, we have g¯ = f
(l)
1
k
E,ρ,σ
. Thus, by Proposition 1.8
and equality (2.6),
ℓρ,σ
(
1
k
ECj
)
= ℓρ,σ
(
1
k
E
)
ℓρ,σ(C)
j
= x
u−jr
l yv−jsg(x−
σ
ρ y)
(
x
r
l ysf(x−
σ
ρ y)
)j
= x
u
l yvg(x−
σ
ρ y)
= ℓρ,σ(D).
Consequently, by Lemma 2.14, ℓρ,σ(E) ∈ L(l) and, since Ψ(l)(E) = ℓρ,σ(E), we
have E∈W (l). Moreover, by Corollary 2.6, equality (2.11) and item (2) of Propo-
sition 1.8, [
Ck,
1
k
ECj
]
ρ,σ
= [Ck, D]ρ,σ = ℓρ,σ(C
k+j) = ℓρ,σ(C)
k+j . (2.13)
Hence
[
Ck, 1kEC
j
]
ρ,σ
6= 0, and so, by items (2) and (3) of Proposition 1.8,
vρ,σ
([
Ck,
1
k
ECj
])
= vρ,σ(C
k) + vρ,σ
(
1
k
ECj
)
− (ρ+ σ)
= (k + j)vρ,σ(C) + vρ,σ(E)− (ρ+ σ)
(2.14)
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and [
Ck,
1
k
ECj
]
ρ,σ
= ℓρ,σ
([
Ck,
1
k
ECj
])
= ℓρ,σ
([
Ck,
1
k
E
]
Cj
)
=
1
k
ℓρ,σ([C
k, E])ℓρ,σ(C)
j
= ℓρ,σ([C,E])ℓρ,σ(C)
k+j−1,
(2.15)
where the last equality follows from Lemma 2.13. Hence, again by Proposition 2.7
vρ,σ
([
Ck,
1
k
ECj
])
= (k + j − 1)vρ,σ(C) + vρ,σ([C,E]). (2.16)
Combining now (2.14) with (2.16), and (2.13) with (2.15), we obtain
vρ,σ([C,E]) = vρ,σ(C) + vρ,σ(E)− (ρ+ σ) and ℓρ,σ([C,E]) = ℓρ,σ(C).
Hence [C,E]ρ,σ = ℓρ,σ(C) 6= 0, and thus, by Lemma 2.13 and item (2) of Proposi-
tion 1.8, we have
[Ct, E]ρ,σ = ℓρ,σ([C
t, E]) = tℓρ,σ(C)
t−1ℓρ,σ([C,E]) = tℓρ,σ(C)
t = tℓρ,σ(C
t),
for all t ∈ N. 
Recall from [3] that V is endowed with an order relation such that
(1,−1) < (ρ, σ) < (−1, 1)
for all (ρ, σ) ∈ V and that
(ρ1, σ1) ≤ (ρ, σ)⇔ (ρ1, σ1)× (ρ, σ) ≥ 0 for all (ρ1, σ1), (ρ, σ) ∈ V.
Definition 2.16. Let P ∈ W (l) \ {0}. We define the set of valuations associated
with P as
Val(P ) := {(ρ, σ) ∈ V : # Supp(ℓρ,σ(P )) > 1},
and we set Val(P ) := Val(P ) ∪ {(1,−1), (−1, 1)}. We make a similar definition for
P ∈ L(l) \ {0}.
For each (r/l, s) ∈ 1lZ × Z \ Z(1, 1) there exists a unique (ρ, σ) ∈ V such that
vρ,σ(r/l, s) = 0. In fact clearly
(ρ, σ) :=
{(
− lsd ,
r
d
)
if r − ls > 0,(
ls
d ,−
r
d
)
if r − ls < 0,
where d := gcd(r, ls), fulfill the required condition, and the uniqueness is evident.
Definition 2.17. For (r/l, s) ∈ 1lZ × Z \ Z(1, 1), we define val(r/l, s) to be the
unique (ρ, σ) ∈ V such that vρ,σ(r/l, s) = 0.
Remark 2.18. Note that if P ∈W (l) \ {0} and (ρ, σ) ∈ Val(P ), then
(ρ, σ) = val
(
enρ,σ(P )− stρ,σ(P )
)
.
Our aim is to prove Proposition 2.23, and therefore we fix P ∈ W (l) \ {0} and
(ρ, σ) ∈ V. We set en := enρ,σ(P ) and st := stρ,σ(P ) and we consider the following
two sets of valuations
Valsup(ρ, σ) :=
{
val
((
i
l
, j
)
−en
)
:
(
i
l
, j
)
∈Supp(P ) and v−1,1
(
i
l
, j
)
>v−1,1(en)
}
and
Valinf(ρ, σ) :=
{
val
((
i
l
, j
)
−st
)
:
(
i
l
, j
)
∈Supp(P ) and v1,−1
(
i
l
, j
)
>v1,−1(st)
}
.
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Lemma 2.19. The following assertions hold:
(1) If (ρ1, σ1) ∈ Valsup(ρ, σ), then (ρ1, σ1) > (ρ, σ).
(2) If (ρ1, σ1) ∈ Valinf(ρ, σ), then (ρ1, σ1) < (ρ, σ).
Proof. We only prove item (1) and leave the other one to the reader. Clearly, if
(i/l, j) ∈ Supp(P ) and vρ,σ(i/l, j) = vρ,σ(P ),
then (i/l, j) ∈ Supp
(
ℓρ,σ(P )
)
, and so v−1,1(i/l, j) ≤ v−1,1(en). Consequently, if
(i/l, j) ∈ Supp(P ) and v−1,1(i/l, j) > v−1,1(en),
then vρ,σ(i/l, j) < vρ,σ(P ) = vρ,σ(en). This means
vρ,σ(a, b) < 0, (2.17)
where (a, b) := (i/l, j)− en. Note that v−1,1(i/l, j) > v−1,1(en) now reads
b− a = v−1,1(a, b) > 0.
But then
(ρ1, σ1) := val
(
(i/l, j)− en
)
= val(a, b) = λ(b,−a),
for some λ > 0. Hence
0 > vρ,σ(a, b)
= aρ+ bσ
= −
1
λ
(σ1ρ− ρ1σ)
= −
1
λ
(ρ, σ)× (ρ1, σ1).
This yields (ρ, σ)× (ρ1, σ1) > 0, and so (ρ1, σ1) > (ρ, σ), as desired. 
Lemma 2.20. Let P , (ρ, σ), st and en be as before. We have:
(1) If (i/l, j) ∈ Supp(P ), (ρ1, σ1) > (ρ, σ) and v−1,1(i/l, j) ≤ v−1,1(en), then
vρ1,σ1(i/l, j) ≤ vρ1,σ1(en). (2.18)
Moreover, if (ρ1, σ1) 6= (−1, 1), then equality holds if and only if
(
i
l , j
)
= en.
(2) If (i/l, j) ∈ Supp(P ), (ρ1, σ1) < (ρ, σ) and v1,−1(i/l, j) ≤ v1,−1(st), then
vρ1,σ1(i/l, j) ≤ vρ1,σ1(st).
Moreover, if (ρ1, σ1) 6= (1,−1), then equality holds if and only if
(
i
l , j
)
= st.
Proof. We prove item (1) and leave the proof of item (2), which is similar, to the
reader. Set (a, b) := (i/l, j)− en. Then, by the hypothesis,
ρσ1 − σρ1 > 0 and b− a ≤ 0.
Hence
bρσ1 + σρ1a− aρσ1 − bσρ1 ≤ 0, (2.19)
and the equality holds if and only if b=a. We also know that vρ,σ(i/l, j) ≤ vρ,σ(en),
which means that ρa+ σb ≤ 0. Since ρ1 + σ1 ≥ 0, we obtain
ρ1ρa+ σ1σb+ ρ1σb + σ1ρa = (ρa+ σb)(ρ1 + σ1) ≤ 0. (2.20)
Summing up (2.19) and (2.20), we obtain
0 ≥ ρρ1a+ σσ1b+ ρσ1b+ σρ1a = (ρ+ σ)(ρ1a+ σ1b),
and so vρ1,σ1(a, b) ≤ 0, as desired. Moreover, if the equality is true, then (2.19) is
also an equality, and so b = a. Hence 0 = vρ1,σ1(a, a) = (ρ1 + σ1)a, which implies
that a = 0 or (ρ1, σ1) = (−1, 1). Thus, is (ρ1, σ1) 6= (−1, 1) and equality holds
in (2.18), then (i/l, j) = en. 
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Definition 2.21. If Valsup(ρ, σ) 6= ∅, then we define
Succ(ρ, σ) := minValsup(ρ, σ)
and if Valinf(ρ, σ) 6= ∅, then we define
Pred(ρ, σ) := maxValinf(ρ, σ).
Lemma 2.22. The following assertions hold:
(1) Succ(ρ, σ) ∈ Val(P ) and en = stSucc(ρ,σ)(P ).
(2) Pred(ρ, σ) ∈ Val(P ) and st = enPred(ρ,σ)(P ).
Proof. We only prove (1) since (2) is similar. As above we set en := enρ,σ(P ).
Write (ρ1, σ1) := Succ(ρ, σ). By definition, there exists an (i0/l, j0) ∈ Supp(P ),
such that
v−1,1(i0/l, j0) > v−1,1(en) and (ρ1, σ1) = val
(
(i0/l, j0)− en
)
.
Consequently,
(i0/l, j0) 6= en and vρ1,σ1(en) = vρ1,σ1(i0/l, j0). (2.21)
Hence (ρ1, σ1) 6= (−1, 1), since, on the contrary, vρ1,σ1(en) < vρ1,σ1(i0/l, j0). We
claim that vρ1,σ1(P ) = vρ1,σ1(en), which, by (2.21), proves that (ρ1, σ1) ∈ Val(P ).
In fact, assume on the contrary that there exists (i/l, j) ∈ Supp(P ) with
vρ1,σ1(i/l, j) > vρ1,σ1(en) (2.22)
By item (1) of Lemmas 2.19 and 2.20, necessarily v−1,1(i/l, j) > v−1,1(en), and so
(a, b) := (i/l, j)− en fulfills b− a > 0. Hence
(ρ2, σ2) := val
(
(i/l, j)− en
)
= val(a, b) = λ(b,−a)
with λ > 0. Now (2.22) leads to
0 < (ρ1, σ1).(a, b)
=
1
λ
(ρ2σ1 − σ2ρ1)
=
1
λ
(ρ2, σ2)× (ρ1, σ1),
which implies that (ρ2, σ2) < (ρ1, σ1). But this fact is impossible, since (ρ1, σ1) is
minimal in Valsup(ρ, σ) and (ρ2, σ2) ∈ Valsup(ρ, σ). This proves the claim and so
Succ(ρ, σ) ∈ Val(P ).
Finally we will check that en = stρ1,σ1(P ). For this, it suffices to prove that
any (i/l, j) ∈ Supp(ℓρ1,σ1(P )) fulfills v1,−1(i/l, j) ≤ v1,−1(en) or, equivalently, that
v−1,1(i/l, j) ≥ v−1,1(en). To do this we first note that by item (1) of Lemma 2.19 we
have (ρ1, σ1) > (ρ, σ). Since, moreover (i/l, j) ∈ Supp(P ) and (ρ1, σ1) 6= (−1, 1),
using item (1) of Lemma 2.20, it follows that if v−1,1(i/l, j) < v−1,1(en), then
vρ1,σ1(i/l, j) < vρ1,σ1(en), which is a contradiction. 
Proposition 2.23. Let P ∈ W (l) \ {0} and let (ρ1, σ1) > (ρ2, σ2) consecutive
elements in Val(P ). The following assertions hold:
(1) If (ρ1, σ1) ∈ Val(P ) and (ρ1, σ1) > (ρ, σ) ≥ (ρ2, σ2), then
(ρ1, σ1) = Succρ,σ(P ).
(2) If (ρ2, σ2) ∈ Val(P ) and (ρ1, σ1) ≥ (ρ, σ) > (ρ2, σ2), then
(ρ2, σ2) = Predρ,σ(P ).
(3) If (ρ1, σ1) > (ρ, σ) > (ρ2, σ2), then
{stρ1,σ1(P )} = Supp(ℓρ,σ(P )) = {enρ2,σ2(P )}.
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Proof. (1) By item (1) of Lemmas 2.19 and 2.22 it is clear that the existence of
Succ(ρ, σ) implies
(ρ, σ) < Succ(ρ, σ) and Succ(ρ, σ) ∈ Val(P ).
Hence (ρ1, σ1) ≤ Succ(ρ, σ). So we must prove that Succ(ρ, σ) exists and that
(ρ1, σ1) ≥ Succ(ρ, σ). For the existence it suffices to prove that Valsup(ρ, σ) 6= ∅.
Assume on the contrary that Valsupρ,σ(P ) = ∅. Then, by definition
v−1,1(i = l, j) ≤ v−1,1(enρ,σ)(P ) for all (i/l, j) ∈ Supp(P ).
Consequently, since (ρ, σ) < (ρ1, σ1) < (−1, 1), by item (1) of Lemma 2.20,
Supp(ℓρ1,σ1(P )) = {enρ,σ(P )},
and so (ρ1, σ1) /∈ Val(P ), which is a contradiction.
Now we prove that (ρ1, σ1) ≥ Succ(ρ, σ). Since (ρ1, σ1) is the minimal element of
Val(P ) greater than (ρ, σ), it suffices to prove that there exists no (ρ3, σ3) ∈ Val(P )
such that Succ(ρ, σ) > (ρ3, σ3) > (ρ, σ). In other words that
Succρ,σ(P ) > (ρ3, σ3) > (ρ, σ) =⇒ (ρ3, σ3) /∈ Val(P ).
So let us assume Succ(ρ, σ) > (ρ3, σ3) > (ρ, σ) and let (i/l, j) ∈ Supp(ℓρ3,σ3(P )).
We assert that (i/l, j) = enρ,σ(P ), which shows that Supp(ℓρ3,σ3(P )) = {enρ,σ(P )},
and consequently that (ρ3, σ3) /∈ Val(P ). In fact, if v−1,1(i/l, j) ≤ v−1,1(enρ,σ(P )),
this follows from item (1) of Lemma 2.20, applied to (ρ3, σ3) instead of (ρ1, σ1).
Assume now that v−1,1(i/l, j) ≥ v−1,1(enρ,σ(P )). Since, by item (1) of Lemma 2.22,
we know that stSucc(ρ,σ)(P ) = enρ,σ(P ), we have
v1,−1(i/l, j) ≤ v1,−1(en) = v1,−1
(
stSucc(ρ,σ)(P )
)
.
Hence, applying item (2) of Lemma 2.20, with Succ(ρ, σ) instead of (ρ, σ) and
(ρ3, σ3) instead of (ρ1, σ1), and taking into account that (i/l, j) ∈ Supp(ℓρ3,σ3(P )),
we obtain
vρ3,σ3(i/l, j) = vρ3,σ3
(
stSucc(ρ,σ)(P )
)
.
Consequently, since (ρ3, σ3) 6= (1,−1), it follows, again by item (2) of Lemma 2.20,
that (i/l, j) = stSucc(ρ,σ)(P ) = enρ,σ(P ), which proves the assertion.
(2) It is similar to the proof of item (1).
(3) We first prove that if (ρ1, σ1) ∈ Val(P ), then
{stρ1,σ1(P )} = Supp(ℓρ,σ(P )).
Since {enρ,σ(P )} = Supp(ℓρ,σ(P )), this fact follows from item (1) and item (1) of
Lemma 2.22. This conclude the proof of the first equality in the statement when
(ρ1, σ1) ∈ (−1, 1). Now, a symmetric argument shows that if (ρ2, σ2) > (1,−1),
then
{enρ2,σ2(P )} = Supp(ℓρ,σ(P )).
Assume now that (ρ1, σ1) = (−1, 1) and (ρ2, σ2) 6= (1,−1). Then, by item (1) of
Lemmas 2.19 and 2.22, we have Valsup(ρ2, σ2) = ∅. Hence
v−1,1(i/l, j) ≤ v−1,1(enρ2,σ2(P )),
for all (i/l, j) ∈ Supp(P ). Consequently, enρ2,σ2(P ) ∈ Supp
(
ℓ−1,1(P )
)
, and so
st−1,1(P ) = enρ2,σ2(P ) + (a, a),
for some a ≥ 0. But necessarily a = 0, since a > 0 leads to the contradiction
vρ2,σ2(st−1,1(P )) = vρ2,σ2(enρ2,σ2(P ) + (a, a)) = vρ2,σ2(P ) + a(ρ2 + σ2).
Thus
{stρ1,σ1(P )} = {enρ2,σ2(P )} = Supp(ℓρ,σ(P )).
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Similarly, if (ρ1, σ1) 6= (−1, 1) and (ρ2, σ2) = (1,−1), then
{stρ1,σ1(P )} = {enρ2,σ2(P )} = Supp(ℓρ,σ(P )).
Finally we assume that (ρ1, σ1) = (−1, 1) and (ρ2, σ2) = (1,−1). Since Val(P ) = ∅,
it follows from Lemma 2.22 that
Valsup(ρ, σ) = ∅ = Valinf(ρ, σ).
Hence
v−1,1(P ) = v−1,1(enρ,σ(P )) and v1,−1(P ) = v1,−1(stρ,σ(P )). (2.23)
But, since enρ,σ(P ) = stρ,σ(P ), it follows easily from (2.23) that P = ℓ−1,1(P ), and
so,
{en1,−1(P )} = {w(P )} = {w(P )} = {st−1,1(P )} = Supp
(
ℓρ,σ(P )
)
,
as desired. 
Proposition 2.24. Let P ∈W (l) \ {0} and let (ρ′, σ′) ∈ V al(P ). We have:
(1) If (ρ, σ) ∈ B satisfy σ < 0 and (ρ′, σ′) < (ρ, σ), then
vρ,σ
(
stρ′,σ′(P )
)
< vρ,σ
(
enρ′,σ′(P )
)
,
(2) If (ρ, σ) ∈ B satisfy (ρ, σ) < (ρ′, σ′), then
vρ,σ
(
stρ′,σ′(P )
)
> vρ,σ
(
enρ′,σ′(P )
)
.
The same properties hold for P ∈ L(l) \ {0}.
Proof. We prove item (1) and leave the proof of item (2), which is similar, to the
reader. By definition
(ρ′, σ′) < (ρ, σ)⇐⇒ ρ′σ − σ′ρ > 0⇐⇒ σ −
ρσ′
ρ′
> 0,
where the last equivalence follows from the fact that ρ′ > 0. Now, set
stρ′,σ′(P ) =
(r
l
, s
)
and enρ′,σ′(P ) =
(r
l
−
γσ′
ρ′
, s+ γ
)
Since (ρ′, σ′) ∈ V al(P ) we have γ ∈ N. Consequently,
vρ,σ
(
enρ′,σ′(P )
)
− vρ,σ
(
stρ′,σ′(P )
)
= σγ −
ρσ′γ
ρ′
> 0,
as desired. 
3 Fixed points of (ρ, σ)-brackets
The aim of this section is to construct F ∈ W such that [F, P ]ρ,σ = ℓρ,σ(P ) and
[F, P ]ρ,σ = ℓρ,σ(P ) for suitable pairs (P,Q) and some given (ρ, σ) ∈ V.
Theorem 3.1. Let C∈W (l) and let (ρ, σ)∈V with σ ≤ 0. Suppose that
vρ,σ(C) > 0 and ℓρ,σ(C) 6= ζℓρ,σ(D
h), for all D ∈W (l), ζ ∈ K× and h > 1.
If there exist n,m ∈ N and A,B ∈W (l) such that
(1) ℓρ,σ(A) = ℓρ,σ(C
n),
(2) ℓρ,σ(B) = ℓρ,σ(C
m),
(3) c := gcd(n,m) /∈ {n,m},
(4) ℓρ,σ([A,B]) = λℓρ,σ(C
h), for some h ∈ N0 and λ ∈ K
×,
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then there exist D ∈W (l), µ ∈ K× and k, j0 ∈ N, such that
[D,Ck]ρ,σ = µℓρ,σ(C
k+j0 ).
Proof. Take A and B satisfying the hypothesis of the statement with c minimum.
Set
m1 := m/c, n1 := n/c, D0 := A
m1 −Bn1
and
X :=
{
D = D0 +
∑
i,j∈N0
λijA
iBj ∈W (l) : in+ jm < cn1m1 and λij ∈ K
}
.
We claim that each element D ∈ X satisfies
ℓρ,σ([D,B]) = m1λℓρ,σ(C
nm1−n+h) (3.1)
and
ℓρ,σ([D,A]) = n1λℓρ,σ(C
mn1−m+h). (3.2)
In fact, this is true for D0 since, by Proposition 1.8, Lemma 2.13 and items (1)
and (4), we have
ℓρ,σ([D0, B]) = ℓρ,σ([A
m1 , B]) = m1λℓρ,σ(C
nm1−n+h).
and similarly
ℓρ,σ([D0, A]) = n1λℓρ,σ(C
mn1−m+h).
In particular D0 6= 0. So, in order to establish (3.1) and (3.2), it suffices to show
that
vρ,σ(ℓρ,σ([A
iBj , B])) < (nm1 − n+ h)vρ,σ(C)
and
vρ,σ([A
iBj , A]) < (mn1 −m+ h)vρ,σ(C),
for all i, j such that in+ jm < n1m1c. But this follows from the fact that, again
by Proposition 1.8, Lemma 2.13 and items (1), (2) and (4),
ℓρ,σ([A
iBj , B]) = ℓρ,σ([A
i, B]Bj) = iλℓρ,σ(C
ni+mj−n+h)
and
ℓρ,σ([A
iBj , A]) = ℓρ,σ(A
i[Bj , A]) = jλℓρ,σ(C
ni+mj−m+h).
Now, by Remark 1.11, equality (3.1) implies that for D ∈ X
vρ,σ(D) + vρ,σ(B)− (ρ+ σ) ≥ vρ,σ(C
nm1−n+h),
and so, by item (2),
vρ,σ(D) > vρ,σ(C
nm1−n+h)− vρ,σ(B) = (nm1 −m− n+ h)vρ,σ(C) (3.3)
for all D ∈ X . Hence, there exists D1 ∈ X such that vρ,σ(D1) is minimum. We
have two alternatives:
[D1, B]ρ,σ 6= 0 or [D1, B]ρ,σ = 0. (3.4)
Note that
j0 := nm1 − n−m+ h ≥ c(n1m1 − n1 −m1) = c
(
(n1 − 1)(m1 − 1)− 1
)
> 0,
since gcd(n1,m1) = 1 and n1,m1 > 1 by item (3). Hence, in the first case, the
thesis holds with k = m and µ = m1λ, because, by item (2), Corollary 2.6 and (3.1),
[D1, C
m]ρ,σ = [D1, B]ρ,σ = m1λℓρ,σ(C
nm1−n+h).
Assume now that [D1, B]ρ,σ = 0. We are going to show that this alternative is
impossible, because it implies that c is not minimum. In other words, that
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(*) there exist A¯, B¯ ∈ W (l), λ¯ ∈ K× and n¯, m¯, c¯, h¯ ∈ N with c¯ < c, such
that (1), (2), (3) and (4) hold, with A¯, B¯, λ¯, n¯, m¯, c¯ and h¯ instead of A,
B, λ, n, m, c and h respectively.
With this purpose in mind, we claim that there exist λ1 ∈ K× and r ∈ N, such
that
ℓρ,σ(D1) = λ1ℓρ,σ(C
r), r < n1m1c, r > c and c ∤ r (3.5)
In fact, by Corollary 2.6 and item (2), we know that [D1, C
m]ρ,σ = [D1, B]ρ,σ = 0,
which by Lemma 2.13 implies that [D1, C]ρ,σ = 0. Hence, by Theorem 2.12, there
exists R = ℓρ,σ(R) ∈ L(l), ζ, ξ ∈ K× and r, s ∈ N, such that
ℓρ,σ(D1) = ζR
r and ℓρ,σ(C) = ξR
s.
Besides, by the conditions required to C, it must be s = 1 and so, Proposition 1.8,
ℓρ,σ(D1) =
ζ
ξr ℓρ,σ(C
r), which proves the equality in (3.5) with λ1 =
ζ
ξr . Moreover
rvρ,σ(C) = vρ,σ(D1) ≤ vρ,σ(D0) = vρ,σ(A
m1 −Bn1) < n1m1cvρ,σ(C),
where the last inequality follows from the fact that, by items (1) and (2),
ℓρ,σ(A
m1) = ℓρ,σ(C
cn1m1) = ℓρ,σ(B
n1).
Thus r < n1m1c. Note that by (3.3) and the equality in (3.5),
rvρ,σ(C) = vρ,σ(D1) > (nm1 −m− n+ h)vρ,σ(C) ≥ c(m1n1 −m1 − n1)vρ,σ(C).
Hence
r > c(m1n1 −m1 − n1) = c
(
(m1 − 1)(n1 − 1)− 1
)
≥ c, (3.6)
where the last equality holds, as before, sincem1, n1 ≥ 2 andm1 6= n1. Next we will
prove that c does not divide r. Assume on the contrary that c|r. By [3, Lemma 4.1]
and the first inequality in (3.6) there exist a1, b1 ≥ 0 such that
a1n1 + b1m1 =
r
c
.
Consequently
a1n+ b1m = r < cn1m1,
and so D2 := D1 − λ1Aa1Bb1 ∈ X . Moreover, since by items (1) and (2), and the
equality in (3.5),
λ1ℓρ,σ(A
a1Bb1) = λ1ℓρ,σ(C
a1n+b1m) = λ1ℓρ,σ(C
r) = ℓρ,σ(D1),
we get vρ,σ(D2) < vρ,σ(D1), which contradicts the minimality of vρ,σ(D1). Thus c
does not divide r.
Set c¯ := gcd(c, r) and A¯ := 1λ1D1. By (3.5), we know that
ℓρ,σ(A¯) = ℓρ,σ(C
n¯),
where n¯ := r > c > c¯. Moreover, by [3, Lemma 4.2] there exist a, b ≥ 0, such
that gcd(r, an + bm) = c¯. Note that a > 0 or b > 0, because c¯ 6= r. In particular
c¯ < c ≤ min(n,m) ≤ an+ bm. Let B¯ := AaBb. By Proposition 1.8 and items (1)
and (2),
ℓρ,σ(B¯) = ℓρ,σ(C
m¯),
where m¯ := an + bm. So, in order to verify that (*) holds, it only remains to
establish (4). But, since,
λ1[A¯, B¯] = [D1, A
aBb] = [D1, A
a]Bb +Aa[D1, B
b].
and, by Proposition 1.8, Lemma 2.13, items (1) and (2), and equalities (3.1)
and (3.2)
ℓρ,σ([D1, A
a]Bb) = an1λℓρ,σ(C
m¯+c(m1n1−m1−n1)+h)
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and
ℓρ,σ(A
a[D1, B
b]) = bm1λℓρ,σ(C
m¯+c(m1n1−m1−n1)+h),
we have
ℓρ,σ([A¯, B¯]) = λ¯C
h¯,
with
λ¯ :=
λ
λ1
(an1 + bm1) 6= 0 and h¯ := m¯+ c(m1n1 −m1 − n1) + h > 0,
as desired. 
Corollary 3.2. Let (ρ, σ) ∈ V with σ ≤ 0, and let C ∈W (l) such that
vρ,σ(C) > 0 and ℓρ,σ(C) 6= ζℓρ,σ(D
h) for all D ∈W (l), ζ ∈ K× and h ∈ N.
If there exist n,m ∈ N and A,B ∈W (l) such that
(1) ℓρ,σ(A) = ℓρ,σ(C
n),
(2) ℓρ,σ(B) = ℓρ,σ(C
m),
(3) c := gcd(n,m) /∈ {n,m},
(4) ℓρ,σ([A,B]) = λℓρ,σ(C
h), for some h ∈ N0 and λ ∈ K
×,
then
Supp(ℓρ,σ(C)) 6= {(j, j)} for all j.
Proof. Assume on the contrary that ℓρ,σ(C) = dX
jY j for some d ∈ K× and some j.
By Theorem 3.1 there exist D ∈ W (l), µ ∈ K×, k ∈ N and j0 ∈ N0, such that
[D,Ck]ρ,σ = µC
k+j0 . Now, by Corollary 2.6, we can assume that D is (ρ, σ)-
homogeneous. Write D =
∑
drsX
r/lY s. Since, by Remark 1.11,
[drl,rX
rY r, dkXkjY kj ] = 0
and, by Lemma 1.6,
ℓρ,σ([drsX
r/lY s, dkXkjY kj ]) = (s− r/l)kjdrsd
kxr/l+kj−1ys+kj−1 for all r 6= sl,
we have
ℓρ,σ([D, d
kXkjY kj ]) =
∑
r 6=sl
(s− r/l)kjdrsd
kxr/l+kj−1ys+kj−1 (3.7)
On the other hand, by Proposition 1.8 and Corollary 2.6,
ℓρ,σ([D, d
kXkjY kj ]) = ℓρ,σ([D,C
k]) = µℓρ,σ(C
k+j0 ) = µdk+j0x(k+j0)jy(k+j0)j ,
which contradicts (3.7). 
Lemma 3.3. Let (ρ, σ) ∈ V and (i/l, j) ∈ 1lZ×Z such that vρ,σ(i/l, j) > 0. Then
there exists (ρ′′, σ′′) < (ρ, σ) such that
vρ′,σ′(i/l, j) > 0 for all (ρ
′′, σ′′) < (ρ′, σ′) < (ρ, σ).
Proof. Suppose first that i/l < j and take (ρ′′, σ′′) := λ(jl,−i) with λ = 1gcd(jl,i) .
Since
(ρ′′, σ′′)× (ρ′, σ′) = λ(ρ′i+ σ′jl) = lλvρ′,σ′(i/l, j),
we have
(ρ′′, σ′′) < (ρ, σ) and vρ′,σ′(i/l, j) > 0 for all (ρ
′′, σ′′) < (ρ′, σ′).
Suppose now that i/l ≥ j and take (ρ′′, σ′′) := (1,−1). Let (ρ¯, σ¯) = λ(−jl, i) with
λ = 1gcd(jl,i) . Since
(ρ′, σ′)× (ρ¯, σ¯) = λ(ρ′i + σ′jl) = λlvρ′,σ′(i/l, j),
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we have
(ρ, σ) < (ρ¯, σ¯) and vρ′,σ′(i/l, j) > 0 for all (ρ
′, σ′) < (ρ¯, σ¯).
The thesis follows immediately from these facts. 
Corollary 3.4. Let (ρ, σ) ∈ V and P,Q ∈ W (l) such that [Q,P ] ∈ K×. If
[Q,P ]ρ,σ = 0, then there exists (ρ
′′, σ′′) < (ρ, σ) such that
[Q,P ]ρ′,σ′ = 0 for all (ρ
′′, σ′′) < (ρ′, σ′) < (ρ, σ).
Proof. By hypothesis
vρ,σ(1, 1) < vρ,σ(P ) + vρ,σ(Q).
Let (i/l, j) ∈ Supp(P ) and (i′/l, j′) ∈ Supp(Q) be such that vρ,σ(P ) = vρ,σ(i/l, j)
and vρ,σ(Q) = vρ,σ(i
′/l, j′). By Lemma 3.3, there exists (ρ′′, σ′′) < (ρ, σ) such that
vρ′,σ′
(
(i/l, j) + (i′/l, j′)− (1, 1)
)
> 0 for all (ρ′′, σ′′) < (ρ′, σ′) < (ρ, σ).
Hence,
vρ′,σ′(1, 1) < vρ′,σ′(P ) + vρ′,σ′(Q),
from which the thesis follows immediately. 
Theorem 3.5. Let P,Q ∈W (l) and (ρ, σ) ∈ V with σ ≤ 0. Suppose that
[Q,P ] = 1, vρ,σ(P ) > 0, vρ,σ(Q) > 0,
[P,Q]ρ,σ = 0,
vρ,σ(P )
vρ,σ(Q)
/∈ N,
vρ,σ(Q)
vρ,σ(P )
/∈ N.
Then
(1) If (ρ, σ) /∈ Val(P ), then v1,−1(ℓρ,σ(P )) 6= 0.
(2) v1,−1(stρ,σ(P )) 6= 0.
(3) There exists a (ρ, σ)-homogeneous element F ∈W (l), such that
[P, F ]ρ,σ = ℓρ,σ(P ) and [Q,F ]ρ,σ =
vρ,σ(Q)
vρ,σ(P )
ℓρ,σ(Q).
Furthermore
vρ,σ(F ) = ρ+ σ and f
(l)
[P,F ],ρ,σ = f
(l)
P,ρ,σ,
where f
(l)
[P,F ],ρ,σ and f
(l)
P,ρ,σ are the polynomials introduced in Definition 2.9.
Proof. By item (2) of Theorem 2.12, there exist λP , λQ ∈ K×, m,n ∈ N and a
(ρ, σ)-homogeneous polynomial R ∈ L(l), such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n.
Clearly we can assume that
R 6= ζSh, for all S ∈ L(l), ζ ∈ K× and h > 1.
Let C ∈W (l) such that Ψ(l)(C) = R. By Proposition 1.8,
ℓρ,σ(P ) = λP ℓρ,σ(C
m), ℓρ,σ(Q) = λQℓρ,σ(C
n)
and
ℓρ,σ(C) 6= ζℓρ,σ(D
h) for all D ∈W (l), ζ ∈ K× and h > 1.
Moreover, since, by item (3) of Proposition 1.8,
vρ,σ(P ) = mvρ,σ(C) and vρ,σ(Q) = nvρ,σ(C), (3.8)
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we deduce that vρ,σ(C)>0 and gcd(m,n) /∈{m,n}. Thus, the conditions of Theo-
rem 3.1 and Corollary 3.2 are fulfilled with
A :=
1
λQ
Q, B :=
1
λP
P, h := 0 and λ :=
1
λPλQ
.
Consequently, if (ρ, σ) /∈ Val(P ), then Supp(ℓρ,σ(C)) = {(i, j)} with i 6= j, and so,
Supp(ℓρ,σ(P )) = {(mi,mj)}. Item (1) follows immediately from this fact. In order
to prove item (2) we know that by Proposition 2.23, Lemma 3.3 and Corollary 3.4
there exists (ρ′, σ′) < (ρ, σ) such that
Supp(ℓρ′,σ′(P )) = {stρ,σ(P )}, Supp(ℓρ′,σ′(Q)) = {stρ,σ(Q)},
vρ′,σ′(P ) > 0, vρ′,σ′(Q) > 0 and [P,Q]ρ′,σ′ = 0.
We claim that P , Q and (ρ′, σ′) satisfy the hypothesis required P , Q and (ρ, σ)
in the statement to of this theorem. By the above discussion, to do this, it only
remains to prove that
σ′ ≤ 0 and
vρ′,σ′(P )
vρ′,σ′(Q)
/∈ N ∪
{
1
n
: n ∈ N
}
.
The inequality follows directly from the fact that
(ρ′, σ′) < (ρ, σ) ≤ (1, 0),
since σ ≤ 0. Let us verify the second condition. By item (2) of Theorem 2.12, there
exist λ¯P , λ¯Q ∈ K×, m¯, n¯ ∈ N and a (ρ′, σ′)-homogeneous polynomial R¯ ∈ L(l), such
that
ℓρ′,σ′(P ) = λ¯P R¯
m¯ and ℓρ′,σ′(Q) = λ¯QR¯
n¯.
Hence
{stρ,σ(P )} = Supp(ℓρ′,σ′(P )) = m¯Supp(R¯) =
m¯
n¯
Supp(ℓρ′,σ′(Q)) =
m¯
n¯
{stρ,σ(Q)},
Thus,
m¯
n¯
vρ,σ(Q) = vρ,σ
(m¯
n¯
stρ,σ(Q)
)
= vρ,σ(stρ,σ(P )) =
m
n
vρ,σ(Q),
where the last equality follows form (3.8). Consequently,
vρ′,σ′(P )
vρ′,σ′(Q)
=
vρ′,σ′(ℓρ′,σ′(P ))
vρ′,σ′(ℓρ′,σ′(Q)
=
m¯
n¯
=
m
n
/∈ N
⋃{ 1
n
: n ∈ N
}
.
as desired. Applying item (1) to P , Q and (ρ′, σ′), we obtain
v1,−1(stρ,σ(P )) = v1,−1(ℓρ′,σ′(P )) 6= 0
which proves item (2). Now, by Theorem 3.1, there exist D ∈ W (l), µ ∈ K× and
k, j0 ∈ N, such that
[D,Ck]ρ,σ = µC
k+j0 ,
and so, by Theorem 2.15, there exists a (ρ, σ)-homogeneous element E ∈W (l), such
that
[Ct, E]ρ,σ = tℓρ,σ(C
t) for all t ∈ N.
Hence, by Corollary 2.6,
[P,E]ρ,σ = [λPC
m, E]ρ,σ = mℓρ,σ(λPC
m) = mℓρ,σ(P )
and
[Q,E]ρ,σ = [λQC
n, E]ρ,σ = nℓρ,σ(λQC
n) = nℓρ,σ(Q).
If we set F := 1mE, then we have
[P, F ]ρ,σ = ℓρ,σ(P ) and [Q,F ]ρ,σ =
n
m
ℓρ,σ(Q).
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Note now that vρ,σ(P ) = mvρ,σ(C) and vρ,σ(Q) = nvρ,σ(C), and so
n
m
=
vρ,σ(Q)
vρ,σ(P )
.
Finally it is clear that [P, F ]ρ,σ = ℓρ,σ(P ) implies
vρ,σ(P ) = vρ,σ(P ) + vρ,σ(F )− (ρ+ σ) and ℓρ,σ([P, F ]) = ℓρ,σ(P ).
Consequently the last assertions in item (3) are true. 
Proposition 3.6. Let (ρ, σ) ∈ V such that σ ≤ 0, let P, F ∈ W (l) \ {0} and let
f
(l)
F,ρ,σ and f
(l)
P,ρ,σ be as in Definition 2.9. Assume that F is (ρ, σ)-homogeneous and
that [P, F ]ρ,σ = ℓρ,σ(P ). Then f
(l)
F,ρ,σ is separable and every irreducible factor of
f
(l)
P,ρ,σ divides f
(l)
F,ρ,σ.
Proof. By item (1) of Theorem 2.12, there exist h ≥ 0 and c ∈ Z, such that
xhfP = cfP fF + axf
′
P fF − bxf
′
F fP ,
where a := 1ρvρ,σ(F ), b :=
1
ρvρ,σ(P ), f
(l)
P := fP,ρ,σ and fF := f
(l)
F,ρ,σ. Hence,
the pair of polynomials (fP , fF ) satisfies the condition PE(1, 0, a, b, c) introduced
in [3, Def. 1.23]. Since fP 6= 0 6= fF the result follows from [3, Prop. 1.24]. 
4 Cutting the right lower edge
The central result of this section is Proposition 4.3, which loosely spoken cuts the
right lower edge of the support of an irreducible subrectangular pair.
Y
X
P
We cut a piece of the support
Figure 1
This result is used in Section 5 to determine lower bounds for
B := min{gcd(v1,1(P ), v1,1(Q)), where (P,Q) is an irreducible pair}.
In the last section we prove the existence of a complete chain of corners for a given
an irreducible pair, that are compatible with Proposition 4.3.
Lemma 4.1. Let Ai ∈ W (l) \ {0} (i = 0, . . . , n) and let (ρ, σ) ∈ V. Suppose that
there exists q ∈ Q such that vρ,σ(Ai) = q for all i and set A :=
∑n
i=0Ai. Then
A 6= 0 and vρ,σ(A) = q ⇐⇒
∑
i
ℓρ,σ(Ai) 6= 0
⇐⇒ A 6= 0 and ℓρ,σ(A) =
∑
i
ℓρ,σ(Ai).
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Proof. This is clear since the isomorphism of K-vector spaces Ψ(l) : W (l) → L(l),
introduced at the beginning of Section 1, preserves the (ρ, σ)-degree. 
For ϕ ∈ Aut(W (l)), we will denote by ϕL the automorphism of L(l) given by
ϕL(x
1/l) := Ψ(l)(ϕ(X1/l)) and ϕL(y) := Ψ
(l)(ϕ(Y )).
Proposition 4.2. Let (ρ, σ) ∈ V and λ ∈ K. Assume that σ ≤ 0 and ρ|l. Consider
the automorphism of W (l) defined by ϕ(X1/l) = X1/l and ϕ(Y ) = Y +λXσ/ρ. Then
ℓρ,σ(ϕ(P )) = ϕL(ℓρ,σ(P )) and vρ,σ(ϕ(P )) = vρ,σ(P ) for all P ∈ W
(l) \ {0}.
Furthermore,
ℓρ1,σ1(ϕ(P )) = ℓρ1,σ1(P ) for all (ρ, σ) < (ρ1, σ1) < (−1, 1).
Proof. By item 3) of Proposition 1.8,
vρ,σ
(
ϕ(X
i
l Y j)
)
= ivρ,σ(X
1
l ) + jvρ,σ(Y + λX
σ
ρ ) =
i
l
ρ+ jσ = vρ,σ(X
i
l Y j),
for all i ∈ Z and j ∈ N0. Hence,
vρ,σ(ϕ(P )) = vρ,σ(P ) for all P ∈ W
(l) \ {0}, (4.1)
since ϕ is bijective and therefore induce and isomorphism between the gradations
associate with the (ρ, σ)-filtrations. We fix now a P ∈ W (l) \ {0} and write
P =
n∑
i=0
λiX
r
l
−i σ
ρ Y s+i +R,
where R = 0 or vρ,σ(R) < vρ,σ(P ). By (4.1), Lemma 4.1 and item (2) of Proposi-
tion 1.8
ℓρ,σ(ϕ(P )) = ℓρ,σ
(
n∑
i=0
λiϕ
(
X
r
l
−i σ
ρ Y s+i
))
= ℓρ,σ
(
n∑
i=0
λiX
r
l
−iσ
ρ (Y + λX
σ
ρ )s+i
)
=
n∑
i=0
λiℓρ,σ
(
X
r
l
−iσ
ρ (Y + λX
σ
ρ )s+i
)
=
n∑
i=0
λix
r
l
−i σ
ρ (y + λx
σ
ρ )s+i
= ϕL
(
n∑
i=0
λix
r
l
−iσ
ρ ys+i
)
= ϕL(ℓρ,σ(P )),
as desired. Let (ρ1, σ1) ∈ V such that (ρ, σ) < (ρ1, σ1). Then ρ1σ < ρσ1, and so
ℓρ1,σ1(Y + λX
σ
ρ ) = y.
Hence, by Proposition 1.8,
ℓρ1,σ1
(
ϕ(X
i
l Y j)
)
= ℓρ1,σ1
(
X
i
l (Y + λX
σ
ρ )j
)
= x
i
l yj
and
vρ1,σ1
(
ϕ(X
i
l Y j)
)
=
i
l
ρ1 + jσ1 = vρ1,σ1(X
i
l Y j),
which implies that
vρ1,σ1(ϕ(R)) = vρ1,σ1(R) for all R ∈ W
(l) \ {0}. (4.2)
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Fix now P ∈W (l) \ {0} and write
P =
∑
{(i/l,j):ρ1i/l+σ1j=vρ1 ,σ1(P )}
λi/l,jX
i
l Y j +R,
with R = 0 or vρ1,σ1(R) < vρ1,σ1(P ). Again by (4.1), Lemma 4.1 and item (2) of
Proposition 1.8
ℓρ1,σ1(ϕ(P )) = ℓρ1,σ1
(∑
i/l,j
λi/l,jϕ(X
i
l Y j)
)
= ℓρ1,σ1
(∑
i/l,j
λi/l,jX
i
l (Y + λX
σ
ρ )j
)
=
∑
i/l,j
λi/l,jℓρ1,σ1
(
X
i
l (Y + λX
σ
ρ )j
)
=
∑
i/l,j
λi/l,jx
i
l yj
= ℓρ1,σ1(P ),
as desired. 
For the rest of this section we assume that K is algebraically closed.
Let P,Q ∈ W (l) and let (ρ, σ) ∈ V. Write
stρ,σ(P ) =
(r
l
, s
)
and f(x) := xsf
(l)
P,ρ,σ(x).
Let ϕ ∈ Aut(W (l
′)) be the automorphism defined by
ϕ(X
1
l′ ) := X
1
l′ and ϕ(Y ) := Y + λX
σ
ρ ,
where l′ := lcm(l, ρ) and λ is any element of K such that the multiplicity mλ of
x− λ in f(x) is maximum.
Proposition 4.3. If
(a) σ ≤ 0,
(b) [Q,P ] = 1,
(c) (ρ, σ) ∈ Val(P ) ∩ Val(Q),
(d) vρ,σ(P ) > 0 and vρ,σ(Q) > 0,
(e) [P,Q]ρ,σ = 0.
(f)
vρ,σ(Q)
vρ,σ(P )
/∈ N and vρ,σ(P )vρ,σ(Q) /∈ N,
(g) v1,−1
(
enρ,σ(P )
)
< 0 and v1,−1
(
enρ,σ(Q)
)
< 0,
then, there exists (ρ′, σ′) ∈ V such that
(1) (ρ′, σ′) < (ρ, σ) and (ρ′, σ′) ∈ Val(ϕ(P )) ∩ Val(ϕ(Q)),
(2) v1,−1
(
enρ′,σ′(ϕ(P ))
)
< 0 and v1,−1
(
enρ′,σ′(ϕ(Q))
)
< 0,
(3) vρ′,σ′(ϕ(P )) > 0 and vρ′,σ′(ϕ(Q)) > 0,
(4)
vρ′,σ′ (ϕ(P ))
vρ′,σ′ (ϕ(Q))
=
vρ,σ(P )
vρ,σ(Q)
,
(5) For all (ρ, σ) < (ρ′′, σ′′) < (−1, 1) the equalities
ℓρ′′,σ′′(ϕ(P )) = ℓρ′′,σ′′(P ) and ℓρ′′,σ′′(ϕ(Q)) = ℓρ′′,σ′′(Q)
hold,
(6) enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
(
r
l +
sσ
ρ −mλ
σ
ρ ,mλ
)
,
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(7) enρ′,σ′(ϕ(Q)) = stρ,σ(ϕ(Q))) and enρ′,σ′(ϕ(P )) =
vρ,σ(P )
vρ,σ(Q)
enρ′,σ′(ϕ(Q)),
(8) It is true that
v0,1(enρ′,σ′(ϕ(P ))) < v0,1(enρ,σ(P )) or enρ′,σ′(ϕ(P )) = enρ,σ(P ).
Furthermore, in the second case enρ,σ(P ) + (σ/ρ,−1) ∈ Supp(P ),
(9) vρ,σ(ϕ(P )) = vρ,σ(P ) and vρ,σ(ϕ(Q)) = vρ,σ(Q),
(10) [ϕ(Q), ϕ(P )]ρ,σ = 0.
(11) There exists a (ρ, σ)-homogeneous element F ∈ W (l), which is not a mono-
mial, such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ.
Furthermore, if enρ,σ(F ) = (1, 1), then stρ,σ(ϕ(P )) = enρ,σ(P ),
Note that
- if l′ = 1, then ϕ induces an automorphism of W ,
- σ′ < 0, since σ ≤ 0 means (ρ, σ) ≤ (1, 0), and so (ρ′, σ′) < (ρ, σ) ≤ (1, 0)
implies σ′ < 0,
- vρ,σ(F ) = ρ+ σ > 0 implies that stρ,σ(F ) 6= (0, 0) 6= enρ,σ(F ).
enρ,σ(P )
ℓρ,σ
P ϕ(P )
X X
Y Y
ℓρ′,σ′
enρ′,σ′
(
ϕ(P )
)
= stρ,σ
(
ϕ(P )
)
enρ,σ(P )
= enρ,σ
(
ϕ(P )
)
ℓρ,σ
(ρ, σ) (ρ, σ)
(ρ′, σ′)
Figure 2. Ilustration of Proposition 4.3
Proof. Note that ρ+ σ > 0, ρ > 0 and ρ 6= −σ since (ρ, σ) ∈ V and σ ≤ 0. We will
use freely these facts. By item (3) of Theorem 3.5 we can find a (ρ, σ)-homogeneous
element F ∈W (l) such that
[P, F ]ρ,σ = ℓρ,σ(P ), vρ,σ(F ) = ρ+ σ and f
(l)
[P,F ],ρ,σ = f
(l)
P,ρ,σ, (4.3)
where f
(l)
[P,F ],ρ,σ and f
(l)
P,ρ,σ are the polynomials introduced in Definition 2.9. We
claim that
1 ≤ #factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ), (4.4)
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where factors(f
(l)
P,ρ,σ) denotes the number of linear different factors of f
(l)
P,ρ,σ. In
fact, the first inequality follows from the fact that (ρ, σ) ∈ Val(P ), while the sec-
ond one follows from Proposition 3.6. Note that, by the very definition of f
(l)
F,ρ,σ,
Condition (4.4) implies that F is not a monomial.
By (2.5) and the definition of ℓρ,σ(P ) there exist b0, . . . , bγ ∈ K with b0 6= 0 and
bγ 6= 0, such that
ℓρ,σ(P ) =
γ∑
i=0
bix
r
l
− iσ
ρ ys+i,
and, again by (2.5),
enρ,σ(P ) =
(r
l
−
γσ
ρ
, s+ γ
)
. (4.5)
By Definition 2.9,
f(x) =
γ∑
i=0
bix
i+s.
Let (M0,M) := enρ,σ(F ). From the second equality in (4.3), we obtain
M0 =
ρ+ σ − σM
ρ
. (4.6)
We assert that
1 ≤ #factors(f) ≤M. (4.7)
The first inequality if fulfilled because of (4.4). In order to prove the second one we
begin by noting that, by the first equality in (4.3) and item (1) of Proposition 2.4,
stρ,σ(F ) = (1, 1) or stρ,σ(F ) ∼ stρ,σ(P ), (4.8)
and that stρ,σ(F ) 6= (0, 0) because of the second equality in (4.3). Hence, if s > 0,
then stρ,σ(F ) 6= (u, 0). Consequently, by (2.5) and (4.4),
# factors(f) = # factors(f
(l)
P,ρ,σ) + 1 ≤ deg(f
(l)
F,ρ,σ) + 1 ≤M.
On the other hand, if s = 0, then again by (2.5) and (4.4),
# factors(f) = # factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ) ≤M,
as desired, proving the assertion.
For the sake of simplicity we set N := γ + s. Since deg f = N , by (4.7) there
exists at least one factor x− λ of f with multiplicity mλ greater or equal to N/M .
We take λ ∈ K such that the multiplicity of x− λ in f(x) is maximum. We have
f(x) =
N∑
i=mλ
ai(x − λ)
i with ai ∈ K, amλ , aN 6= 0 and mλ ≥
N
M
. (4.9)
Note that, since stρ,σ(P ) = (r/l, s), by equality (2.6) we have
ℓρ,σ(P ) = x
r
l ysf
(l)
P,ρ,σ(x
− σ
ρ y) = x
r
l
+sσ
ρ (x−
σ
ρ y)sf
(l)
P,ρ,σ(x
− σ
ρ y) = x
k
l′ f(x−
σ
ρ y),
where k := rl
′
l +
l′sσ
ρ . So, by Proposition 4.2,
ℓρ,σ(ϕ(P )) = ϕL
(
ℓρ,σ(P )
)
= x
k
l′ f(x−
σ
ρ y + λ) =
N∑
i=mλ
aix
k
l′ (x−
σ
ρ y)i,
since ϕL(x
−σ/ρy) = x−σ/ρy + λ. But then, by the first equality in (2.5),
stρ,σ(ϕ(P )) =
(
k
l′
−mλ
σ
ρ
,mλ
)
=
(
r
l
+
sσ
ρ
−mλ
σ
ρ
,mλ
)
. (4.10)
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Note also that by (4.5),
enρ,σ(P ) =
(r
l
−
γσ
ρ
,N
)
=
(k
l′
−
Nσ
ρ
,N
)
. (4.11)
We claim that
v1,−1(stρ,σ(ϕ(P )) < 0. (4.12)
First note that by Proposition 4.2 (with l replaced by l′),
vρ,σ(ϕ(P )) = vρ,σ(P ) and vρ,σ(ϕ(Q)) = vρ,σ(Q). (4.13)
So, item (9) holds and the hypothesis of Theorem 3.5 are fulfilled for ϕ(P ), ϕ(Q),
(ρ, σ) and l′. Item (2) of that theorem gives
v1,−1(stρ,σ(ϕ(P )) 6= 0. (4.14)
On the other hand, by the first equality in (4.3) and item (2) of Proposition 2.4,
enρ,σ(F ) = (1, 1) or enρ,σ(F ) ∼ enρ,σ(P ).
In the first case
Supp(F ) ⊆ {(1, 1), (1 + σ/ρ, 0)}, (4.15)
and so deg(f
(l)
F,ρ,σ) ≤ 1. Hence, by (4.4),
1 ≤ #factors(f
(l)
P,ρ,σ) ≤ deg(f
(l)
F,ρ,σ) ≤ 1, (4.16)
and consequently in (4.15) the equality holds. Thus, stρ,σ(F ) = (1+ σ/ρ, 0), which
implies that l′ = l and, by (4.8), also implies that s = 0. Therefore k = r, N = γ
and f
(l)
P,ρ,σ = f. So, by (4.16)
f = aN (x− λ)
N .
where aN is as in (4.9). But then mλ = N = γ and so, by (4.10) and (4.11),
stρ,σ(ϕ(P )) =
(
r
l
− γ
σ
ρ
,N
)
= enρ,σ(P ),
which finishes the proof of item (11) and yields (4.12), since v1,−1(enρ,σ(P )) < 0.
In the second case, by (4.11)
(M0,M) := enρ,σ(F ) ∼ enρ,σ(P ) = (N0, N),
where
N0 :=
r
l
−
γσ
ρ
=
k
l′
−
Nσ
ρ
. (4.17)
Since, by (4.7)
M ≥ 1 and N := deg(f) ≥ #factors(f) ≥ 1,
we have N0N =
M0
M . Hence, by (4.6), (4.9) and (4.17),
kρ
l′(ρ+ σ)
=
k/l′
1 + σ/ρ
=
N0 +N
σ
ρ
M0 +M
σ
ρ
=
N(N0/N + σ/ρ)
M(M0/M + σ/ρ)
=
N
M
≤ mλ,
which, combined with (4.10), gives
v1,−1(stρ,σ(ϕ(P ))) =
k
l′
−mλ
σ
ρ
−mλ =
(
σ + ρ
ρ
)(
kρ
l′(ρ+ σ)
−mλ
)
≤ 0.
Taking into account (4.14), this yields (4.12), ending the proof of the claim. Now,
by item (2) of Theorem 2.12, there exist relatively prime m¯, n¯ ∈ N, λP , λQ ∈ K×
and a (ρ, σ)-homogeneous R ∈ L(l) such that
n¯
m¯
=
vρ,σ(Q)
vρ,σ(P )
, ℓρ,σ(P ) = λPR
m¯ and ℓρ,σ(Q) = λQR
n¯. (4.18)
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Hence, again by Proposition 4.2,
ℓρ,σ(ϕ(P )) = λPϕL(R)
m¯ and ℓρ,σ(ϕ(Q)) = λQϕL(R)
n¯. (4.19)
Consequently, by items (4) and (5) of Proposition 1.8,
stρ,σ(ϕ(P )) = m¯ stρ,σ(ϕL(R)), enρ,σ(ϕ(P )) = m¯ enρ,σ(ϕL(R)) (4.20)
and
stρ,σ(ϕ(Q)) = n¯ stρ,σ(ϕL(R)), enρ,σ(ϕ(Q)) = n¯ enρ,σ(ϕL(R)), (4.21)
and so
stρ,σ(ϕ(P )) =
m¯
n¯
stρ,σ(ϕ(Q)) and enρ,σ(ϕ(P )) =
m¯
n¯
enρ,σ(ϕ(Q)). (4.22)
We assert that
v0,1(stρ,σ(ϕL(R))) ≥ 1. (4.23)
In fact, otherwise v0,1(stρ,σ(ϕL(R))) = 0, and so
stρ,σ(ϕL(R)) = (h, 0) with h ∈
1
l′
Z.
Then
vρ,σ(ϕL(R)) = vρ,σ(stρ,σ(ϕL(R))) = ρh < 0, (4.24)
since ρ > 0 and, by (4.12) and (4.20),
h = v1,−1(stρ,σ(ϕL(R))) < 0.
But, by item (3) of Proposition 1.8, the second equality in (4.18), and the facts
that ϕL is (ρ, σ)-homogeneous, and, by hypothesis, vρ,σ(P ) > 0, we have
vρ,σ(ϕL(R)) = vρ,σ(R) > 0,
which contradicts (4.24). Hence inequality (4.23) is true. Take now
(ρ′, σ′) := max{(ρ′′, σ′′) ∈ Val(ϕ(P )) : (ρ′′, σ′′) < (ρ, σ)}
and
(ρ¯, σ¯) := max{(ρ′′, σ′′) ∈ Val(ϕ(Q)) : (ρ′′, σ′′) < (ρ, σ)}.
By Proposition 2.23
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P ))) and enρ¯,σ¯(ϕ(Q)) = stρ,σ(ϕ(Q))). (4.25)
Combining the first equality with equality (4.10), we obtain item (6). Moreover,
by the first equalities in (4.13) and (4.25),
vρ,σ(enρ′,σ′(ϕ(P ))) = vρ,σ(stρ,σ(ϕ(P )) = vρ,σ(ϕ(P )) = vρ,σ(P ) > 0,
where the last inequality is true by hypothesis. Consequently
enρ′,σ′(ϕ(P )) 6= (0, 0). (4.26)
We claim that
(ρ′, σ′) = (ρ¯, σ¯). (4.27)
In order to prove this we proceed by contradiction. Assume that (ρ′, σ′) > (ρ¯, σ¯).
Then
stρ,σ(ϕ(Q))) = enρ′,σ′(ϕ(Q)) = stρ′,σ′(ϕ(Q)), (4.28)
where the first equality follows from Proposition 2.23, and the second one, from the
fact that (ρ′, σ′) 6∈ Val(ϕ(Q)). Furthermore
enρ′,σ′(ϕ(P )) 6= stρ′,σ′(ϕ(P )) (4.29)
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since (ρ′, σ′) ∈ Val(ϕ(P )). Now, by (4.25), (4.22) and (4.28),
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P ))
=
m¯
n¯
stρ,σ(ϕ(Q))
=
m¯
n¯
enρ′,σ′(ϕ(Q))
=
m¯
n¯
stρ′,σ′(ϕ(Q)).
(4.30)
We assert that
enρ′,σ′(ϕ(P )) ≁ stρ′,σ′(ϕ(P )). (4.31)
Otherwise, by the inequalities in (4.26) and (4.29) there exists µ ∈ K \ {1} such
that
stρ′,σ′(ϕ(P )) = µ enρ′,σ′(ϕ(P )).
which implies that
vρ′,σ′(ϕ(P )) = µvρ′,σ′(ϕ(P )). (4.32)
On the other hand, by (4.30)
vρ′,σ′(ϕ(Q)) =
n¯
m¯
vρ′,σ′(ϕ(P )),
which combined with equality (4.32), gives
vρ′,σ′(ϕ(P )) = 0 = vρ′,σ′(ϕ(Q)).
But this contradicts Remark 1.11, since [ϕ(Q), ϕ(P )] = 1 and ρ′ + σ′ > 0. Hence
the condition (4.31) is fulfilled. Combining this fact with (4.30), we obtain
stρ′,σ′(ϕ(Q)) ≁ stρ′,σ′(ϕ(P )).
Hence [ϕ(Q), ϕ(P )]ρ′,σ′ 6= 0, by Corollary 2.7. Then, since [ϕ(Q), ϕ(P )] = 1, it
follows from item (1) of Proposition 2.4 that
stρ′,σ′(ϕ(P )) + stρ′,σ′(ϕ(Q)) − (1, 1) = stρ′,σ′(1) = (0, 0), (4.33)
which implies that
v0,1(ℓρ′,σ′(ϕ(Q))) ∈ {0, 1}, (4.34)
because the second coordinates in (4.33) are non-negative. But, by (4.19), (4.23),
(4.28), item (4) of Proposition 1.8, and the fact that n¯ > 1, by the first equality
in (4.18),
v0,1(enρ′,σ′(ϕ(Q))) = v0,1(stρ,σ(ϕ(Q))) = nv0,1(stρ,σ(ϕL(R))) > 1,
which contradicts (4.34). Consequently, (ρ′, σ′) > (ρ¯, σ¯) is impossible. Similarly
one can prove that (ρ′, σ′) < (ρ¯, σ¯) is also impossible, and so (4.27) is true.
Using (4.22), (4.25), (4.27), and the fact that m¯/n¯ = vρ,σ(P )/vρ,σ(Q), we obtain
enρ′,σ′(ϕ(Q)) = stρ,σ(ϕ(Q)))
and
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
vρ,σ(P )
vρ,σ(Q)
enρ′,σ′(ϕ(Q)), (4.35)
which proves item (7) and combined with (4.12), also proves item (2). Hence
(ρ′, σ′) 6= (1,−1), since otherwise
v1,−1(ϕ(P )) < 0 and v1,−1(ϕ(Q)) < 0,
which is impossible, because it contradicts Remark 1.11, since [ϕ(Q), ϕ(P )] = 1.
This concludes the proof of item (1). Now item (3) follows, since by (4.35),
vρ′,σ′(ϕ(P )) ≤ 0⇐⇒ vρ′,σ′(ϕ(Q)) ≤ 0,
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and so, again by Remark 1.11, the falseness of item (3) implies
vρ′,σ′(1) = vρ′,σ′
(
[ϕ(Q), ϕ(P )]
)
≤ vρ′,σ′(ϕ(Q)) + vρ′,σ′(ϕ(P )) − (ρ
′ + σ′) < 0,
which is impossible. Item (4) also follows from (4.35), item (5) from Proposi-
tion 4.2 and item (10) from item (9) and the facts that [ϕ(Q), ϕ(P )] = [Q,P ] and
[Q,P ]ρ,σ = 0. Finally we prove Item (8). Note that by item (6) and (4.10)
enρ′,σ′(ϕ(P )) = stρ,σ(ϕ(P )) =
(
k
l′
−mλ
σ
ρ
,mλ
)
, (4.36)
and so by (4.11),
v0,1(enρ′,σ′(ϕ(P ))) = mλ ≤ N = v0,1(enρ,σ(P )),
Furthermore, if the equality holds, then by (4.11) and (4.36),
enρ′,σ′(ϕ(P )) = enρ,σ(P ) and x
sf
(l)
P,ρ,σ(x) = f(x) = aN (x− λ)
N ,
where aN is as in (4.9). But deg(f
(l)
P,ρ,σ) > 0 and x ∤ f
(l)
P,ρ,σ, since (ρ, σ) ∈ Val(P )
and f
(l)
P,ρ,σ(0) 6= 0. Hence, from the last equality it follows that λ 6= 0, s = 0 and
stρ,σ(P ) = (k/l
′, 0). So, by (2.6)
ℓρ,σ(P ) = x
k
l′ f(x−
σ
ρ y) = aNx
k
l′ (x−
σ
ρ y − λ)N =
N∑
i=0
aN
(
N
i
)
λN−ix
k
l′
−iσ
ρ yi.
Consequently, (k
l′
−
(N − 1)σ
ρ
,N − 1
)
∈ Supp(P ),
since λ 6= 0. This finishes the proof because
enρ,σ(P ) +
(σ
ρ
,−1
)
=
(k
l′
−
(N − 1)σ
ρ
,N − 1
)
by (4.11). 
The following definition generalize [3, Def. 2.2].
Definition 4.4. Let l ∈ N. For each (r, s) ∈ 1lZ × Z \ Z(1, 1), we define val(r, s)
to be the unique (ρ, σ) ∈ V such that vρ,σ(r, s) = 0.
Remark 4.5. Note that if P ∈ W (l) \ {0} and (ρ, σ) ∈ Val(P ), then
(ρ, σ) = val
(
enρ,σ(P )− stρ,σ(P )
)
.
Proposition 4.6. Let P,Q ∈ W (l) and let (ρ, σ) ∈ V such that conditions (a),
(b), (c), (d) and (f) of Proposition 4.3 are fulfilled. Assume that
vρ,σ(Q)
vρ,σ(P )
= nm with
n,m > 1 and gcd(n,m) = 1. Then
1
m
enρ,σ(P ) 6=
(
r¯ −
1
l
, r¯
)
,
for all r¯ ≥ 2.
Proof. We will assume that
1
m
enρ,σ(P ) =
(
r¯ −
1
l
, r¯
)
, (4.37)
for some fixed r¯ ≥ 2 and we will prove successively the following two items:
(1) [P,Q]ρ,σ = 0, v1,−1(enρ,σ(P )) < 0 and v1,−1(enρ,σ(Q)) < 0.
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(2) ρ|l and there exist ϕ ∈ Aut(W (l)) and (ρ1, σ1) ∈ V with (ρ1, σ1) < (ρ, σ),
such that P1 := ϕ(P ), Q1 := ϕ(Q) and (ρ1, σ1) satisfy conditions (a), (b),
(c), (d) and (f) of Proposition 4.3 (more precisely, these conditions are
fulfilled with (P1, Q1) playing the role of (P,Q) and (ρ1, σ1) playing the
role of (ρ, σ)). Furthermore,
vρ1,σ1(P1)
vρ1,σ1(Q1)
=
vρ,σ(P )
vρ,σ(Q)
and
1
m
enρ1,σ1(P1) =
(
r¯ −
1
l
, r¯
)
.
Item (2) yields an infinite, descending chain of valuations (ρk, σk), such that ρk|l.
But there are only finitely many ρk’s with ρk|l. Moreover, 0 < −σk < ρk, so
there are only finitely many (ρk, σk) possible, which provide us with the desired
contradiction.
We first prove item (1). Set A := 1m enρ,σ(P ) and suppose [P,Q]ρ,σ 6= 0. Since
vρ,σ(P ) = vρ,σ(mA), vρ,σ(Q) = vρ,σ(nA) and [P,Q] = 1,
under this assumption we have
vρ,σ (mA+ nA− (1, 1)) = vρ,σ(P ) + vρ,σ(Q)− vρ,σ(1, 1) = 0.
Consequently,
vρ,σ(A) =
ρ+ σ
m+ n
and ρ
(
mr¯l + nr¯l −m− n− l
)
= −σ
(
mr¯l + nr¯l − l
)
, (4.38)
where for the second equality we use assumption (4.37). Let
d := gcd(mr¯l + nr¯l − l,m+ n−mr¯l − nr¯l + l) = gcd(l,m+ n).
From the second equality in (4.38), it follows that
ρ =
mr¯l + nr¯l − l
d
and σ =
m+ n−mr¯l − nr¯l + l
d
=
m+ n
d
− ρ, (4.39)
and so ρ+ σ = (m+ n)/d. Hence, by the first equality in (4.38),
vρ,σ(P ) = mvρ,σ(A) =
m(ρ+ σ)
m+ n
=
m
d
and vρ,σ(Q) = nvρ,σ(A) =
n
d
.
We will see that we are lead to
v1,−1(P ) ≤ 0 and v1,−1(Q) ≤ 0, (4.40)
which is impossible, since [P,Q] = 1. In order to prove (4.40), it suffices to check
that if (i, j) ∈ 1lZ ×N0 and i > j, then vρ,σ(i, j) > max{vρ,σ(P ), vρ,σ(Q)}. But,
writing (i, j) = (j + sl , j) with s ∈ N, we obtain
vρ,σ(i, j) =ρj + ρ
s
l
+
m+ n
d
j − ρj by (4.39)
=
s(mr¯ + nr¯ − 1)
d
+
m+ n
d
j by (4.39)
≥
(m+ n)r¯ − 1
d
≥
m+ n
d
since r¯ ≥ 2 and m+ n ≥ 1.
>max{m/d, n/d}
=max{vρ,σ(P ), vρ,σ(Q)}.
This concludes the proof that [P,Q]ρ,σ=0. Now, by Corollary 2.7 and the assump-
tion (4.37), we have
v1,−1(enρ,σ(P )) = mv1,−1
(
r¯ −
1
l
, r¯
)
< 0
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and
v1,−1(enρ,σ(Q)) =
n
m
v1,−1(enρ,σ(P )) < 0,
which finishes the proof of item (1).
We now prove item (2). By Item (1), the hypothesis of Proposition 4.3 are
satisfied. Let (ρ′, σ′) and ϕ be as in its statement. Set
P1 := ϕ(P ), Q1 := ϕ(Q) and (ρ1, σ1) := (ρ
′, σ′).
By items (1), (3) and (4) of Proposition 4.3, we know that
vρ1,σ1(P1)
vρ1,σ1(Q1)
=
vρ,σ(P )
vρ,σ(Q)
,
and that conditions (a), (c), (d) and (f) of that proposition are fulfilled for P1, Q1
and (ρ1, σ1). Moreover condition (b) follows immediately from the fact that ϕ is
an algebra automorphism. It remains to prove that
ρ | l and
1
m
enρ1,σ1(P1) =
(
r¯ −
1
l
, r¯
)
. (4.41)
By item (11) of Proposition 4.3, there is a (ρ, σ)-homogeneous element F , which is
not a monomial, such that
[P, F ]ρ,σ = ℓρ,σ(P ) and vρ,σ(F ) = ρ+ σ. (4.42)
By item (2) of Proposition 2.4,
enρ,σ(F ) = (1, 1) or enρ,σ(F ) ∼ enρ,σ(P ).
By items (6) and (11) of Proposition 4.3, in the first case we have
1
m
enρ1,σ1(P1) =
1
m
stρ,σ(P1) =
1
m
enρ,σ(P ) =
(
r¯ −
1
l
, r¯
)
.
Hence, by item (8) of the same proposition,
enρ,σ(P ) +
(
σ
ρ
,−1
)
∈ Supp(P ) ⊆
1
l
Z×Z.
Since enρ,σ(P ) ∈
1
lZ×N0, this implies that(
σ
ρ
,−1
)
∈
1
l
Z×Z,
and so ρ|σl. But then ρ|l, since gcd(ρ, σ) = 1. This finishes the proof of (4.41)
when enρ,σ(F ) = (1, 1).
Assume now that enρ,σ(F ) ∼ enρ,σ(P ). Then, since
(
r¯ − 1l , r¯
)
is indivisible in
1
lZ×N0, we have
enρ,σ(F ) = µ
1
m
enρ,σ(P ) = µ
(
r¯ −
1
l
, r¯
)
with µ ∈ N. (4.43)
We claim that
µ = 1, r¯ = 2 and ρ = l.
By item (2) of Theorem 2.12 there exist λP , λQ ∈ K× and a (ρ, σ)-homogeneous
polynomial R∈L(l), such that
ℓρ,σ(P ) = λPR
m and ℓρ,σ(Q) = λQR
n. (4.44)
Note that R is not a monomial, since (ρ, σ) ∈ Val(P ). By item (5) of Proposition 1.8
and the assumption (4.37), we have
enρ,σ(R) =
(
r¯ −
1
l
, r¯
)
. (4.45)
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Hence, by item (2) of Proposition 2.24,
v1,−1(stρ,σ(R)) > v1,−1(enρ,σ(R)) = −
1
l
. (4.46)
Since, by item (2) of Theorem 3.5 and item (4) of Proposition 1.8,
v1,−1(stρ,σ(R)) =
1
m
v1,−1(stρ,σ(P )) 6= 0,
from inequality (4.46) it follows that
v1,−1(stρ,σ(R)) > 0. (4.47)
Moreover, by equality (4.43) and the second equality in (4.42)
vρ,σ
(
µ
(
r¯ −
1
l
, r¯
)
− (1, 1)
)
= 0,
which implies that
ρ(µr¯l − µ− l) = −σ(µr¯l − l). (4.48)
Let
d := gcd(µr¯l − µ− l, µr¯l − l) = gcd(µ, l). (4.49)
By equality (4.48)
ρ =
µr¯l− l
d
and σ =
µ− µr¯l + l
d
=
µ
d
− ρ.
Hence
ρ =
µr¯l − l
d
and ρ+ σ =
µ
d
. (4.50)
So,
vρ,σ
(
j +
s
l
, j
)
=
µj
d
+
(µr¯ − 1)s
d
≥
µr¯ − 1
d
for all j ∈ N0 and s ∈ N. (4.51)
If r¯ > 2 or µ > 1, this yields
vρ,σ
(
j +
s
l
, j
)
>
1
d
= vρ,σ(R),
where the last equality follows from (4.45) and (4.50). Hence, no (i, j) ∈ 1lZ ×N
with i > j lies in the support of R, and so v1,−1(stρ,σ(R)) ≤ 0, which contradicts
inequality (4.47). Thus, necessarily r¯ = 2 and µ = 1, which, by equality (4.49) and
the first equality in (4.50), implies d = 1 and ρ = l. This finishes the proof of the
claim. Combining this with (4.43) and (4.45), we obtain
enρ,σ(F ) = enρ,σ(R) =
(
2−
1
ρ
, 2
)
. (4.52)
Now, by (2.5), there exists γ ∈ {1, 2}, such that
stρ,σ(R) =
(
2−
1
ρ
+
γσ
ρ
, 2− γ
)
=
(
1 +
(γ − 1)σ
ρ
, 2− γ
)
,
where the last equality follows from the fact that, by the second equality in (4.50),
we have ρ+ σ = 1. But the case γ = 1 is impossible, since it contradicts inequal-
ity (4.47). Thus, necessarily
stρ,σ(R) =
(
1 +
σ
ρ
, 0
)
=
(
1
ρ
, 0
)
. (4.53)
Note that from equalities (4.52) and (4.53) it follows that deg
(
f
(ρ)
R,ρ,σ
)
= 2. Hence,
by Remark (2.11) and the first equality in (4.44),
f
(ρ)
P,ρ,σ = a(x− λ)
2m or f
(ρ)
P,ρ,σ = a(x− λ)
m(x− λ′)m,
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where a, λ, λ′ ∈ K× and λ′ 6= λ. Let f be as in Proposition 4.3. By item (4) of
Proposition 1.8, the first equality in (4.44) and equality (4.53),
stρ,σ(P ) =
(
m
ρ
, 0
)
and f = f
(ρ)
P,ρ,σ.
Let mλ be the multiplicity of x− λ in f. By item (6) of Proposition 4.3,
enρ1,σ1(P1) = stρ,σ(P1) =
(m
ρ
−mλ
σ
ρ
,mλ
)
=
{
(m,m) if mλ = m,
(2m−m/ρ, 2m) if mλ = 2m,
where for the computation we used that ρ+σ = 1. In order to finish the proof it is
enough to show that the case mλ is impossible, which will follow from item (2) of
Theorem 3.5, if we can show that its hypothesis are satisfied by P1, Q1 and (ρ, σ).
But this is true by items (9) and (10) of Proposition 4.3. 
5 Computing lower bounds
Our next aim is to determine a lower bound for the value
B := min{gcd(v1,1(P ), v1,1(Q)), where (P,Q) is an irreducible pair}.
More precisely, we will prove that B > 14. In a forthcoming article we will carry
these results over from Dixmier pairs to Jacobian pairs, where this first result
already improves the lower bound for the greatest common divisor of the degrees
given in [5] and [6] which is B > 8. We will also try to raise this lower bound to at
least 52, which would imply that
max{deg(P ), deg(Q)} ≥ 156,
improving thus the result of [4], which says that a Keller map F with deg(F ) < 101
is invertible.
Let (P,Q) be an irreducible pair and let (ρ, σ) ∈ Val(P ). Assume that σ < 0.
By [3, Prop. 6.3 (1) and (2)], we know that there exist λP , λQ ∈ K×, n,m ∈ N,
a (ρ, σ)-homogeneous element R ∈ L and a (ρ, σ)-homogeneous element F ∈ W ,
which is not a monomial, such that n,m > 1, gcd(m,n) = 1 and
ℓρ,σ(P ) = λPR
m, ℓρ,σ(Q) = λQR
n, (5.1)
[F, P ]ρ,σ = ℓρ,σ(P ), vρ,σ(F ) = ρ+ σ. (5.2)
enρ,σ(F ) 6= (1, 1), enρ,σ(F ) = µ enρ,σ(R) with 0 < µ < 1. (5.3)
vρ,σ(P )
vρ,σ(Q)
=
v1,1(P )
v1,1(Q)
=
m
n
. (5.4)
Proposition 5.1. It is true that
1
m
enρ,σ(P ) /∈ {(3, 6), (4, 6)}.
Proof. Write
(r, s) := enρ,σ(R) =
1
m
enρ,σ(P ) and (r
′, s′) := (µr, µs) = enρ,σ(F ).
Since
ρr′ + σs′ = vρ,σ(F ) = ρ+ σ,
we have
ρ(r′ − 1) = −σ(s′ − 1), (5.5)
which determines (ρ, σ) as a function of enρ,σ(F ), because gcd(ρ, σ) = 1, σ < 0 and
enρ,σ(F ) 6= (1, 1). Note that the equality (5.5) means that
(ρ, σ) = val
(
(r′, s′)− (1, 1)
)
.
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Also, we note that R is not a monomial since (ρ, σ) ∈ Val(P ), and so there exists
γ ∈ N, such that
stρ,σ(R) = (r + γσ, s− γρ) ∈ N0 ×N0. (5.6)
Next, we prove separately that (r, s) 6= (3, 6) and (r, s) 6= (4, 6).
Proof of (r, s) 6= (3, 6). Assume by contradiction that (r, s) = (3, 6). Then, by
the equality in (5.3) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) = (2, 4). (5.7)
Hence, by [3, Prop. 6.3 (6)], and equalities (5.5) and (5.6),
(ρ, σ) = (3,−1) and stρ,σ(R) = (1, 0). (5.8)
Note now that, by (5.7) and [3, Lemma 5.6],
ℓ3,−1(F ) = µ0xy + µ1x
2y4 with µ0, µ1 ∈ K
×.
Hence, by [3, Def. 1.20],
fF,3,−1 = µ0 + µ1x.
Moreover, since, by [3, Def. 1.20],
st3,−1(R) = (1, 0) and en3,−1(R) = (3, 6),
we have
deg(fR,3,−1) = 2.
So, by the first equalities in (5.1) and (5.2), and [3, Rem. 1.21 and Prop. 4.6],
fR,3,−1 = µ(µ0 + µ1x)
2 with µ ∈ K×.
Consequently, by Remark 2.10,
f
(1)
R,3,−1 = µ(µ0 + µ1x
3)2.
Hence, by the first equality in (5.1), the second one in (5.8), item (4) of Proposi-
tion 1.8 and Remark 2.11,
st3,−1(P ) = (m, 0) and f
(1)
P,3,−1 = µ
m(µ0 + µ1x
3)2m.
This implies that the polynomial f, introduced at the beginning of this Section, e-
quals f
(1)
P,3,−1, and that the multiplicity mλ of each linear factor x−λ of f equals 2m.
So, if we verify that Conditions (a)–(g) of Proposition 4.3 are satisfied, we can and
will apply it with λ ∈ K an arbitrary root of f. Now we proceed to check the
above mentioned conditions. Items (a)–(b) are trivial and items (c)–(f) follow
from [3, Prop. 3.6, 3.7 and Rem. 3.9]. Finally, item (g) is satisfied, since, by (5.1)
and [3, Prop 1.9 (5)], we have
v1,−1
(
en3,−1(P )
)
= mv1,−1
(
en3,−1(R)
)
= −3m
and
v1,−1
(
en3,−1(Q)
)
= nv1,−1
(
en3,−1(R)
)
= −3n.
Let ϕ ∈ Aut(W (3)) and (ρ′, σ′) ∈ V be as in Proposition 4.3. Set
P1 := ϕ(P ), Q1 := ϕ(Q), ρ1 := ρ
′ and σ1 := σ
′.
By item (1), (3), (4) and (6) of Proposition 4.3 we know that P1, Q1 and (ρ1, σ1)
satisfy conditions (a), (c), (d) and (f) in the statement of that proposition, and
that
enρ1,σ1(P1) = st3,−1(P1) = (5m/3, 2m). (5.9)
Moreover condition (b) of Proposition 4.3 is trivially satisfied. This contradicts
Proposition 4.6 for P1, Q1, l = 3, (ρ1, σ1) and r¯ = 3, and eliminates so the case
(r, s) = (3, 6).
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Proof of (r, s) 6= (4, 6). Assume by contradiction that (r, s) = (4, 6). Then, by
equality (5.3) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) = (2, 3). (5.10)
Hence, by [3, Prop. 6.3 (6)], and equalities (5.5) and (5.6),
(ρ, σ) = (2,−1) and stρ,σ(R) = (1, 0). (5.11)
Note now that, by (5.7) and [3, Lemma 5.6],
ℓ2,−1(F ) = µ0xy + µ1x
2y3 with µ0, µ1 ∈ K
×.
Hence, by [3, Def. 1.20],
fF,2,−1 = µ0 + µ1x.
Moreover, since, by [3, Def. 1.20],
st2,−1(R) = (1, 0) and en2,−1(R) = (4, 6),
we have
deg(fR,2,−1) = 3.
So, by equality (5.1) and [3, Rem. 1.21 and Prop. 4.6],
fR,2,−1 = µ(µ0 + µ1x)
3 with µ ∈ K×.
Consequently, by Remark 2.10,
f
(1)
R,3,−1 = µ(µ0 + µ1x
2)3.
Hence, by the first equality in (5.1), the second one in (5.8), item (4) of Proposi-
tion 1.8 and Remark 2.11,
st2,−1(P ) = (m, 0) and f
(1)
P,2,−1 = µ
m(µ0 + µ1x
2)3m.
This implies that the polynomial f, introduced at the beginning of this Section, e-
quals f
(1)
P,2,−1, and that the multiplicity mλ of each linear factor x−λ of f equals 3m.
So, if we verify that Conditions (a)–(g) of Proposition 4.3 are satisfied, we can and
will apply it with λ ∈ K an arbitrary root of f. Now we proceed to check the
above mentioned conditions. Items (a)–(b) are trivial and items (c)–(f) follow
from [3, Prop. 3.6, 3.7 and Rem. 3.9]. Finally, item (g) is satisfied, since, by (5.1)
and [3, Prop 1.9 (5)], we have
v1,−1
(
en2,−1(P )
)
= mv1,−1
(
en2,−1(R)
)
= −2m
and
v1,−1
(
en2,−1(Q)
)
= nv1,−1
(
en2,−1(R)
)
= −2n.
Let ϕ ∈ Aut(W (2)) and (ρ′, σ′) ∈ V be as in Proposition 4.3. Set
P1 := ϕ(P ), Q1 := ϕ(Q), ρ1 := ρ
′ and σ1 := σ
′.
By item (1), (3), (4) and (6) of Proposition 4.3 we know that P1, Q1 and (ρ1, σ1)
satisfy conditions (a), (c), (d) and (f) in the statement of that proposition, and
that
enρ1,σ1(P1) = st2,−1(P1) = (5m/2, 3m). (5.12)
Moreover condition (b) of Proposition 4.3 is trivially satisfied. This contradicts
Proposition 4.6 for P1, Q1, l = 2, (ρ1, σ1) and r¯ = 2, and eliminates so the case
(r, s) = (4, 6). 
Proposition 5.2. Let
B := min{gcd(v1,1(P ), v1,1(Q)), where (P,Q) is an irreducible pair}.
We have B > 14.
THE DIXMIER CONJECTURE AND THE SHAPE OF POSSIBLE COUNTEREXAMPLES II37
Proof. Let (P,Q) be an irreducible pair such that B = gcd(v1,1(P ), v1,1(Q)). Let
(P0, Q0) and (ρ, σ) be as in [3, Prop. 6.2]. Thus, (P0, Q0) is an irreducible pair,
σ < 0 and (ρ, σ) ∈ Val(P0) ∩ Val(Q0). Hence, by [3, Prop. 6.3 (1)], there exists
λP0 , λQ0 ∈ K
×, a (ρ, σ)-homogeneous element R ∈ L \ {0}, and m,n ∈ N, with
m,n > 1 and gcd(m,n) = 1, such that
ℓρ,σ(P0) = λP0R
m, ℓρ,σ(Q0) = λQ0R
n (5.13)
and
m
n
=
vρ,σ(P0)
vρ,σ(Q0)
=
v1,1(P0)
v1,1(Q0)
. (5.14)
From the first equality in (5.13) and [3, Prop. 1.9 (5)], it follows that
1
m
enρ,σ(P0) = enρ,σ(R),
while, equality (5.14) implies that
gcd(v1,1(P0), v1,1(Q0)) =
1
m
v1,1(P0).
On the other hand, by [3, Prop. 6.2 (2)],
v1,1(P0) = v1,1(P ) and v1,1(Q0) = v1,1(Q), (5.15)
and so
B = gcd(v1,1(P0), v1,1(Q0)) =
1
m
v1,1(P0) ≥ v1,1(enρ,σ(R)) = r + s,
where (r, s) := enρ,σ(R). Since, by [3, Prop. 6.2 (g)], we have r < s, it follows
from [3, Prop. 6.3 (3) and (5)], that if if r + s ≤ 14, then
(r, s) ∈ {(3, 9), (4, 8), (6, 8), (4, 10), (3, 6), (4, 6)}. (5.16)
Furthermore, by conditions (5.2) and (5.3) there exist a (ρ, σ)-homogeneous element
F ∈W \ {0}, such that
[F, P0]ρ,σ = ℓρ,σ(P0), vρ,σ(F ) = ρ+ σ,
enρ,σ(F ) 6= (1, 1), enρ,σ(F ) = µ enρ,σ(R) with 0 < µ < 1.
Write (r′, s′) := enρ,σ(F ), so that
(r′, s′) = µ(r, s). (5.17)
Since
ρr′ + σs′ = vρ,σ(F ) = ρ+ σ,
we have
ρ(r′ − 1) = −σ(s′ − 1), (5.18)
which determines (ρ, σ) as a function of (r′, s′) because gcd(ρ, σ) = 1, σ < 0 and
(r′, s′) 6= (1, 1). Finally, since (ρ, σ) ∈ Val(P ), we know that R is not a monomial.
Hence there exists γ ∈ N, such that
stρ,σ(R) = (r + γσ, s− γρ) ∈ N0 ×N0. (5.19)
Now we will analyze each of the possibilities for (r, s) in (5.16) and see that none
of them can hold. First of all we note that cases (r, s) = (3, 6) and (r, s) = (4, 6)
are covered by Proposition 5.1.
(r, s) = (3, 9). By (5.17) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) = (2, 6).
Hence, by (5.18) and (5.19),
(ρ, σ) = (5,−1) and stρ,σ(R) = (2, 4),
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which contradicts [3, Prop. 6.3 (6)].
(r, s) = (4, 8). By (5.17) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) ∈ {(2, 4), (3, 6)}.
If (r′, s′) = (2, 4), then by (5.18) and (5.19),
(ρ, σ) = (3,−1) and stρ,σ(R) ∈ {(3, 5), (2, 2)}
and if (r′, s′) = (3, 6), then again by (5.18) and (5.19),
(ρ, σ) = (5,−2) and stρ,σ(R) = (2, 3).
Both cases are impossible by [3, Prop. 6.3 (6)].
(r, s) = (6, 8). By (5.17) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) = (3, 4).
Hence, by (5.18) and (5.19),
(ρ, σ) = (3,−2) and stρ,σ(R) ∈ {(4, 5), (2, 2)},
which also contradicts [3, Prop. 6.3 (6)].
(r, s) = (4, 10). By (5.17) and [3, Prop. 6.3 (4)], necessarily
(r′, s′) := enρ,σ(F ) = (2, 5).
Hence, by (5.18) and (5.19),
(ρ, σ) = (4,−1) and stρ,σ(R) ∈ {(3, 6), (2, 2)}.
Again by [3, Prop. 6.3 (6)], the case st4,−1(R) = (2, 2) is impossible. So, we can
assume that st4,−1(R) = (3, 6). As above of [3, Lemma 2.4], let
Valinf4,−1(P0) := {val ((i, j)− st) : (i, j) ∈ Supp(P0) and v1,−1 (i, j) > v1,−1(st)} ,
where st := st4,−1(P0). Since, by [3, Prop. 1.9 (4) and Prop. 3.6], and the first
equality in (5.13)
v1,−1(st4,−1(P0)) = v1,−1(st4,−1(R)) = −3m < 0 and v1,−1(P0) > 0,
we have Valinf4,−1(P0) 6= ∅. Let
(ρ1, σ1) := Pred4,−1(P0) := max(Valinf4,−1(P0)).
By [3, Lemma 2.7 (2)], we know that
(ρ1, σ1) ∈ Val(P0) and enρ1,σ1(P0) = st4,−1(P0). (5.20)
By (5.1) and (5.4) there exists λ′P0 , λ
′
Q0
∈ K×, a (ρ1, σ1)-homogeneous element
R1 ∈ L \ {0}, and m1, n1 ∈ N, with m1, n1 > 1, gcd(m1, n1) = 1, such that
ℓρ1,σ1(P0) = λ
′
P0R
m1
1 and ℓρ1,σ1(Q0) = λ
′
Q0R
n1
1 . (5.21)
and
m1
n1
=
vρ1,σ1(P0)
vρ1,σ1(Q0)
=
v1,1(P0)
v1,1(Q0)
. (5.22)
Combining the last equality with (5.14), we obtain that m1/n1 = m/n, which im-
plies m1 = m and n1 = n, since gcd(m1, n1) = 1 = gcd(m,n). Consequently, by
the equality in (5.20), [3, Prop. 1.9 (4) and (5)], and the first equalities in (5.13)
and (5.21),
enρ1,σ1(R1) =
1
m
enρ1,σ1(P0) =
1
m
st4,−1(P0) = st4,−1(R0) = (3, 6),
which is impossible by Proposition 5.1. 
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6 Compatible complete chains
In this last section we construct a sequence of pairs (Pj , Qj) in W
(lj) using Propo-
sition 4.3, and prove that the sequence is finite. Associated with this sequence are
certain triples Aj =
(
Aj , (ρj , σj), lj
)
, with Aj ∈
1
lj
Z×N, which form a compatible
complete chain of corners of the support of the last pair.
Y
X
A0
A1
Aν
Pν
Figure 3. A complete chain A0, . . . , Aν
The smallest of such compatible complete chains, i.e., with v1,1(A0) minimal,
will give a lower bound for B, improving Proposition 5.2. Until now, the smallest
compatible chain found starts at A0 = (9, 21).
Let (P,Q) be an irreducible pair in W . By [3, Prop. 3.6 and 3.8] there exist
m,n ∈ N, such that m,n > 1, gcd(m,n) = 1 and v1,1(P )v1,1(Q) =
m
n .
Theorem 6.1. There exist ν ∈ N, ψ ∈ Aut(W ) and families(
(Pj , Qj), (ρj , σj), lj
)
0≤j≤ν
and (ϕj)1≤j≤ν , (6.1)
with P0 = ψ(P ), Q0 = ψ(Q), l0 = 1, such that
(1, 0) > (ρ0, σ0), v1,1(P0) = v1,1(P ), v1,1(Q0) = v1,1(Q), (6.2)
and
lj = lcm(lj−1, ρj−1), Pj , Qj ∈ W
(lj), (ρj , σj) ∈ V,
ϕj ∈ Aut(W
(lj)), Pj = ϕj(Pj−1), Qj = ϕj(Qj−1),
(6.3)
for all j ≥ 1. Furthermore they fulfill:
(1) [Qj, Pj ] = 1 for all j,
(2) v1,−1(enρj ,σj (Pj)) < 0 and v1,−1(enρj ,σj (Qj)) < 0 for all j,
(3) (ρj , σj) ∈ Val(Pj) ∩ Val(Qj) for all j ≥ 0,
(4) vρj ,σj (Pj) > 0 and vρj ,σj (Qj) > 0 for all j,
(5)
vρj,σj (Pj)
vρj,σj (Qj)
= mn for all j,
(6) enρj ,σj (Pj) =
m
n enρj ,σj (Qj) for all j,
(7) (ρj−1, σj−1) > (ρj , σj) for j = 1, . . . , ν,
(8) The equalities
vρj−1,σj−1 (Pj)=vρj−1,σj−1 (Pj−1) and vρj−1,σj−1 (Qj)=vρj−1,σj−1 (Qj−1)
hold for j = 1, . . . , ν,
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(9) The equalities
ℓρ′′,σ′′(Pj) = ℓρ′′,σ′′ (Pj−1) and ℓρ′′,σ′′ (Qj) = ℓρ′′,σ′′(Qj−1)
hold for j = 1, . . . , ν and (ρj−1, σj−1) < (ρ
′′, σ′′) < (−1, 1),
(10) enρj ,σj (Pj) = stρj−1,σj−1(Pj) for j = 1, . . . , ν,
(11) For each j = 1, . . . , ν there exists a (ρj−1, σj−1)-homogeneous element Fj−1
in W (lj−1), which is not a monomial, such that
vρj−1,σj−1 (Fj−1) = ρj−1 + σj−1
and
[Pj−1, Fj−1]ρj−1,σj−1 = ℓρj−1,σj−1 (Pj−1).
Furthermore,
enρj−1,σj−1(Fj−1) = (1, 1) =⇒ stρj−1,σj−1 (Pj) = enρj−1,σj−1(Pj−1),
(12) [Qj, Pj ]ρj ,σj = 0 for j = 0, . . . , ν − 1,
(13) [Qν , Pν ]ρν ,σν = 1.
For the sake of simplicity in the sequel we will write Tj :=
(
(Pj , Qj), (ρj , σj), lj
)
.
Proof. Let ψ ∈ Aut(W ) and (P0, Q0) be as in [3, Prop. 6.2]. Set
ρ0 := ρ, σ0 := σ, and l0 := 1.
The assertions in conditions (6.2) follow from [3, Prop. 6.2 (2) and (a)]. Further-
more, items (b)–(g) of [3, Prop. 6.2] imply items (1)–(5) and (12) for T0. Finally
item (6) is consequence of item (5) and [3, Rem. 3.11] (Note that items (7)–(11)
and (13) only make sense for j > 0).
Assume that we have T0, . . . , Tj0 and ϕ1, . . . , ϕj0 such that conditions (6.3) and
items (1)–(12) are fulfilled for j <j0, and that conditions (6.3) and items (1)–(11)
are fulfilled for Tj0 and ϕj0 . If [Qj0 , Pj0 ]ρj0 ,σj0 6= 0, then we set ν := j0. Clearly,
since [Qν , Pν ] = 1, item (13) is true. If [Qj0 , Pj0 ]ρj0 ,σj0 = 0, then (Pj0 , Qj0) and
(ρj0 , σj0 ) fulfill the conditions required to (P,Q) and (ρ, σ) in the hypothesis of
Proposition 4.3 with l := lj0 . Applying that proposition we obtain
- (ρ′, σ′) ∈ V,
- a (ρ, σ)-homogeneous element F of W (l),
- ϕ ∈ Aut(W (l
′)), such that
ϕ(X
1
l′ ) = X
1
l′ and ϕ(Y ) = Y + λX
σ
ρ ,
in which l′ := lcm(ρj0 , l) and λ ∈ K is any element such that the multiplicity
of x−λ in xsj0 f
(l)
Pj0 ,ρj0 ,σj0
(x) is maximum, where sj0 is the second coordinate
of stρj0 ,σj0 (Pj0 ).
which enjoy the properties established there, in items (1)–(11). We set
lj0+1 := l
′, ϕj0+1 := ϕ, Pj0+1 := ϕj0+1(Pj0 ) and Qj0+1 := ϕj0+1(Qj0).
Now it is clear that items (1)–(11) are fulfilled for j = j0 + 1.
Next we will prove that this process is finite. By item (8) of Proposition 4.3 we
know that
v0,1(enρj+1,σj+1(Pj+1)) ≤ v0,1(enρj ,σj (Pj)).
Hence, since v0,1(enρj ,σj (Pj)) ∈ N0 for all j, it suffices to prove that for each j
there are only finitely many k ≥ 0 such that
v0,1(enρj+k,σj+k(Pj+k)) = v0,1(enρj ,σj (Pj)). (6.4)
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We claim that if (6.4) is fulfilled for k = 1 and j, then ρj |lj , and therefore lj+1 = lj .
In fact, again by item (8) of Proposition 4.3, in this case
enρj ,σj (Pj) +
(σj
ρj
,−1
)
∈ Supp(Pj) ⊆
1
lj
Z×Z.
Since enρj ,σj (Pj) ∈
1
lj
Z×Z, we obtain that (σj/ρj,−1) ∈
1
lj
Z×Z, i.e.,
σj
ρj
=
h
lj
,
for some h ∈ Z. But then ρj |σj lj , and so ρj |lj, since gcd(ρj , σj) = 1. This proves
the claim.
Now, If (6.4) is fulfilled for k = 0, . . . , k0, then ρj+k|lj for k = 0, . . . , k0. So
there are only finitely many ρj+k possible. But 0 < −σj+k < ρj+k, so there are
only finitely many (ρj+k, σj+k) possible. Since (ρj+k+1, σj+k+1) < (ρj+k, σj+k), we
have proved that for each j there are only finitely many k ≥ 0 such that (6.4) is
fulfilled, which concludes the proof of the theorem. 
To each triple Tj as in Theorem 6.1 we associate the triple Sj := (Aj , (ρj , σj), lj),
where Aj :=
1
m enρj ,σj (Pj).
Proposition 6.2. Let (Sj)j=0,...,ν be a family associated with the irreducible pair
(P,Q), according to Theorem 6.1. The following facts hold:
(1) l0 = 1 and lj = lcm(ρj−1, lj−1) for j = 1, . . . , ν,
(2) Aj ∈
1
lj
N×N for all j,
(3) v1,−1(Aj) < 0 and vρj ,σj (Aj) > 0 for all j,
(4) (1, 0) > (ρ0, σ0) and (ρj−1, σj−1) > (ρj , σj) for j = 1, . . . , ν.
(5) vρj−1,σj−1(Aj) = vρj−1,σj−1(Aj−1) for j = 1, . . . , ν.
(6) For all j, there exist A′j ∈
1
lj
N×N such that
vρj ,σj (A
′
j) = vρj ,σj (Aj) and v1,−1(A
′
j) > v1,−1(Aj).
(7) If Aj 6= Aj+1, then
ρj+σj
vρj,σj (Aj)
Aj ∈
1
lj
N×N.
(8) vρν ,σν (Aν) =
ρν+σν
n+m .
Proof. Item (1) is true by the unnumbered conclusions in Theorem 6.1, item (3) by
items (2) and (4) of Theorem 6.1, and item (4) by item (7) of the same theorem
and the first condition in (6.2). We now prove item (2). By the definition of Aj
and item (6) of Theorem 6.1,
mAj = enρj ,σj (Pj) ∈
1
lj
Z×N0 and nAj = enρj ,σj (Qj) ∈
1
lj
Z×N0.
Since gcd(m,n) = 1 this implies that Aj ∈
1
lj
Z×N0. Write Aj = (c, d). It remains
to see that c, d > 0. But this follows from the fact that, by item (3)
c < d and ρjc > −σjd.
In fact, since ρj > −σj > 0, from the second inequality it follows that if c ≤ 0, then
d < 0, which is impossible since d ∈ N0. Consequently c > 0, which, for the first
inequality, implies that d > 0.
Item (5) follows immediately from the fact that, by items (8) and (10) of Theo-
rem 6.1
vρj−1,σj−1(Pj−1) = vρj−1,σj−1(Pj) = vρj−1,σj−1(enρj ,σj (Pj)).
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By item (3) of Theorem 6.1, to prove item (6) it suffices to take A′j :=
1
m stρj ,σj (Pj).
Now, let us note that
vρν ,σν (Pν) + vρν ,σν (Qν)− (ρν + σν) = vρν ,σν (1) = 0,
because [Qν , Pν ]ρν ,σν = 1. Hence, since
mvρν ,σν (Aν) = vρν ,σν (Pν)
and, by item (5) of Theorem 6.1, we have
nvρν ,σν (Aν) = vρν ,σν (Qν),
item (8) is true. It remains to prove item (7). Let Fj ∈W (lj) be as in item (11) of
Theorem 6.1. If enρj ,σj (Fj) = (1, 1), then items (10) and (11) of Theorem 6.1 yield
enρj+1,σj+1(Pj+1)) = enρj ,σj (Pj),
and so Aj = Aj+1. Thus we can assume enρj ,σj (Fj) ∼ enρj ,σj (Pj). But then, there
exists λ ∈ Q such that
λAj = enρj ,σj (Fj) ∈
1
lj
Z×N0,
and applying vρj ,σj we obtain
ρj + σj = vρj ,σj (Fj) = λvρj ,σj (Aj).
So,
λ =
ρj + σj
vρj ,σj (Aj)
.
Write λAj = (c, d). In order to finish the proof we must check that c, d > 0. But,
this follows immediately from the fact that Aj ∈
1
lj
N ×N by item (2), and λ > 0
by item (3). 
Remark 6.3. Assume that (Sj)j=0,...,ν is a family that satisfies Conditions (1)–(7)
of Proposition 6.2. Then in order that Condition (8) be also fulfilled it must be
m+ n =
ρν + σν
vρν ,σν (Aν)
.
Note that, there is only a finite number of pairs (m,n) satisfying this equality, such
that m,n > 1 and gcd(m,n) = 1.
Example 6.4. We next give some examples of families (Sj)j=0,1,2 which fulfill
items (1)-(8) of Proposition 6.2.
(1) The first family (Sj)j=0,1,2 is
S0 = ((9, 21), (3,−1), 1),
S1 = ((13/3, 7), (5,−3), 3),
S2 = ((11/15, 1), (3,−2), 15).
By Remark 6.3, we know that n + m = 5. Consequently (m,n) = (2, 3)
or (m,n) = (3, 2). Assume that the family (Sj)j=0,1,2 is constructed from
a irreducible pair (P,Q), according to Proposition 6.2. If (m,n) = (2, 3),
then by the definition of A0 and item (6) of Theorem 6.1,
en3,−1(P0) = (18, 42) and en3,−1(Q0) = (27, 63).
Similarly, if (m,n) = (3, 2), then
en3,−1(P0) = (27, 63) and en3,−1(Q0) = (18, 42).
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(2) The second family (Sj)j=0,1,2 is
S0 = ((6, 30), (6,−1), 1),
S1 = ((3/2, 3), (9,−4), 6),
S2 = ((11/18, 1), (9,−5), 18).
By Remark 6.3, we know that n + m = 8. Consequently (m,n) = (3, 5)
or (m,n) = (5, 3). Assume that the family (Sj)j=0,1,2 is constructed from
a irreducible pair (P,Q), according to Proposition 6.2. If (m,n) = (3, 5),
then by the definition of A0 and item (6) of Theorem 6.1,
en6,−1(P0) = (18, 90) and en6,−1(Q0) = (30, 150).
(3) The third family (Sj)j=0,1,2 is
S0 = ((9, 36), (9,−2), 1),
S1 = ((5/3, 3), (2,−1), 9),
S2 = ((2/3, 1), (18,−11), 18).
By Remark 6.3, we know that n +m = 7. Consequently (m,n) = (2, 5),
(m,n) = (3, 4), (m,n) = (4, 3) or (m,n) = (5, 2). Assume that the family
(Sj)j=0,1,2 is constructed from a irreducible pair (P,Q), according to Propo-
sition 6.2. If (m,n) = (2, 5), then by the definition of A0 and item (6) of
Theorem 6.1,
en9,−2(P0) = (18, 72) and en9,−2(Q0) = (35, 180).
Similarly, if (m,n) = (3, 4), then
en9,−2(P0) = (27, 108) and en9,−2(Q0) = (36, 144).
(4) The fourth family (Sj)j=0,1,2 is
S0 = ((14, 42), (4,−1), 1),
S1 = ((6, 10), (7,−4), 4),
S2 = ((6/7, 1), (28,−23), 28).
By Remark 6.3, we know that n + m = 5. Consequently (m,n) = (2, 3)
or (m,n) = (3, 2). Assume that the family (Sj)j=0,1,2 is constructed from
a irreducible pair (P,Q), according to Proposition 6.2. If (m,n) = (2, 3),
then by the definition of A0 and item (6) of Theorem 6.1,
en4,−1(P0) = (28, 84) and en4,−1(Q0) = (42, 126).
(5) The fifth family (Sj)j=0,1,2 is
S0 = ((17, 85), (17,−3), 1),
S1 = ((46/17, 4), (17,−11), 17),
S2 = ((13/17, 1), (17,−12), 17).
By Remark 6.3, we know that n + m = 5. Consequently (m,n) = (2, 3)
or (m,n) = (3, 2). Assume that the family (Sj)j=0,1,2 is constructed from
a irreducible pair (P,Q), according to Proposition 6.2. If (m,n) = (2, 3),
then by the definition of A0 and item (6) of Theorem 6.1,
en17,−3(P0) = (34, 170) and en17,−3(Q0) = (51, 255).
44 JORGE A. GUCCIONE, JUAN J. GUCCIONE, AND CHRISTIAN VALQUI
Remark 6.5. After we set the first version of [3] on arXiv, Yucai Su draw our
attention to [7], where some properties of so called Dixmier pairs are studied. In
particular Theorem 5.2 of [7] states that a certain shape of Dixmier pairs can be
achieved. Via automorphisms we have brought an irreducible pair into the shape
of (Pν , Qν), this shape can be further be brought into the same shape stated in [7],
by the automorphism of W (l) given by
X1/l 7→
(
ρ+ σ
ρ
)1/l
Xρ/(l(ρ+σ)) and Y 7→ X1−ρ/(ρ+σ)Y,
where ρ = ρν , σ = σν and l = lcm(ρr + σr, lr).
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