We demonstrate a method to solve Dirichlet problems for semilinear elliptic equations on certain domains by a combination of change of variables, variational method and supersub-solutions method. We show that Dirichlet problems for a semilinear elliptic equation have a least one solution as long as a relationship between the growth rate of the nonlinear term and the size of the domain is satisfied. The result can be applied to semilinear elliptic equations with super-critical growth.
Introduction and Results.
Let Ω be a bounded domain in i? n , n > 2. We consider the Dirichlet problem for a semilinear elliptic equation = f (x,u) in Ω; \u = 0 on dΩ, where Δ is the standard Laplace operator, f(x^u) is a local Holder continuous function denned on Ω x R. Throughout the paper, we assume that: for all x e Ω, t e R.
The main result of paper is
Theorem 1. There is a constant c(n,q) depending only on n and q, such that if we assume (i) (t);
(2) |Ω| <c(n,q then (DQ) has at least one solution.
When q < ^|, a result similar to Theorem 1 was shown in [3] . The method used in [3] is the variational method. When q > ^|, a direct variational approach does not work. We shall use a combination of changes of variables, super-sub-solutions method and variational method to show the result.
As in [3] , since the result requires the volume of the domain Ω to be dominated by something related to the nonlinear term, we need to distinguish the result from the triviality of using an implicit function theorem to get a similar result. Here are a few points. First of all, an implicit function theorem tells us that (D o ) has at least one solution when the size of the domain Ω is small, but usually one will not be able to get an explicit upper bound for the size of the domain as we do here. Secondly, in the case that M 2 is small relative to M u the bound in Theorem 1 is not necessarily small at all. Lastly, the bound obtained in the result is invariant under the scaling of the domain (as explained in [3] ).
When /(#,0) = 0 on Ω, (D o ) has a trivial solution u -0. And (1) and (2) in Theorem 1 are not enough to assure the existence of a nontrivial solution as indicated by the well known Pohozaev identity [5] for the case that f(x,t) = Itl 9 " 1 *, q > ^f and Ω is any ball (see [6] also). To get a non-trivial solution, additional conditions are needed. Let X x be the first eigenvalue of -Δ on Ω with Dirichlet boundary conditions. Then we have Theorem 2. There is a constant c(n,q) depending only on n and q, such that if (1) (t); (2) \n\<c(n,q
Remark. Any function f(x,t) will satisfy (3) in Theorem 2 if near t = 0, t > 0, f(x,t) behaves like ct β for some c > 0 and β < 1. Indeed, (3) assures that (D o ) has a family of very small positive subsolutions. And (3) can be replaced by any other conditions which assure the existence of small positive subsolutions for (D o ).
The ideas of the proofs: since there is no restriction on g, one can not use the variational method directly to solve (D o ). What we shall do is to combine a change of variable and the variational method to construct a pair of super-sub-solutions. For the purpose of illustration, we give a rough sketch of the proof of Theorem 1 here. Let / + (x,t) = max{/(x,t),0}, f~(x, t) = min{/(rr, £), 0}. We look at a pair of quasilinear elliptic equations (α is a constant to be chosen).
(
and
If we can solve (1) and (2) for u λ and u 2 , then u 2 < t*i, and we have a pair of super-sub-solutions. Thus (Z) o ) has a solution (for example, see Theorem 6.5 in [4] ).
Usually it is not a good idea to solve a semilinear equation by looking at a quasilinear one. But here a change of variable will change the whole picture.
Thus the change of variable has transformed the quasilinear equation into semilinear one with sub-critical growth! Now we can use the variational method and the method used in [3] to get a super-solution u λ . A subsolution u 2 can be obtained similarly.
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Proofs.

Proof of Theorem 1.
We may assume that f(x,0) is not identically zero, otherwise u = 0 is a trivial solution.
Step 1: Existence of a super-solution u\.
We may assume / + (#i,0) > 0 for some x λ € Ω, otherwise u λ = 0 is a super-solution.
Let a > later. Consider
(3)
. The exact value of a will be determined
It is clear that every solution of (4) corresponds to a solution of (3).
. Then fi(x,v) > 0 for all v and is Holder continuous about v. (f) implies that for all *υ
Here we observe that critical growth if a > < a±| if α > . Thus /i(a:,t;) has subConsider the functional
We shall show that J a (v) has a nontrivial critical point for suitable choice of a (and under the assumption of Theorem 1). Then the regularity theory (see [1] ) and the maximum principle imply that the non-trivial critical point is a positive solution to (4 Now a standard argument in critical point theory (see [2] or [6] ) implies that J(v) has at least one nontrivial critical point v 2 (such that J(v 2 ) < 0).
Step 2: Existence of a sub-solution u 2 .
This part is almost identical to Step 1. We just sketch here. We may assume f~{x 2 i 0) < 0 for some x 2 G Ω, otherwise u 2 = 0 is a subsolution.
Let a > max I ( It is clear that every solution of (12) corresponds to a solution of (11).
Once again we notice that *±^ < s±| w hen α > < g " 1 )< n~2 ). Thus f 2 (x,v) has sub-critical growth in v if a > (g^X*-2 ),
Consider the functional
where F 2 {x,v) = f£ f 2 (x^s)ds.
We shall show that I a (υ) has a nontrivial critical point for suitable value a (and under the assumptions of Theorem 1). Then the maximum principle implies that the non-trivial point is a negative solution of (12). Thus I(v) has at least one nontrivial critical point v 4 .
Step 3: Existence of at least one solution.
Since u 2 < u λ is a pair of super-sub-solutions to (D o ), (D Q ) has a solution by Theorem 6.5 in [4] . D Remark 1. Prom the proof we see that the choice of a is not unique. The choice of a will certainly have impact on the magnitude of the constant c(n, q) in (9). Naturally one interesting question is for which value of a is the constant c(n,q,a) in (8) maximized. It is easy to check that the constant c(n, g, α) defined in (8) will tend to zero as a -> oo, so one might think that c(n, ςr, a) attains the maximum value when a is small. The smallest value that a can take is max { ^" 1 )] n " 2 ), l| if q φ s±|. And if q = 2±|, then a can take any value arbitrary close to 1 (but greater than 1). It is not difficult to see that in any case the constant c(n, q) in Theorem 1 can be obtained by choosing a = max j (q-i)(w-2) ^ Λ j n c^ ^ αT he proof of Theorem 1 can be modified to obtain a more general version. for all x G Ω, t < 0.
Then we have Proof. The proof here is more or less the same as that for Theorem 1. We only indicate the necessary changes here.
Once again, we may assume that u = 0 is not a solution, otherwise there is nothing to prove.
Let φ(t) be a smooth function defined by φ(t) = 0 if t < 1, φ(t) = 1 if t > 2, and 0 < φ(t) < 1 on 1 < t < 2. For any small positive constant 0 < δ < 1, It is clear that any solution of (18) is a super-solution of (D o ) and any solution of (19) is a sub-solution of (A)) Since u 2 < Uι for any solutions u 2 and Uι of (19) and (18) respectively, we only have to show that (18) and (19) have solutions.
Here we shall sketch the proof that (18) has a solution (under the assumption that / + (a;,0) is not identically zero, otherwise 0 is a super-solution). (17)) can be two different numbers. That is, f(x,t) and F(x,t) can have different growth rates. If this is the case, the constant c(n,qι) will be changed accordingly. Finally if q x < s±| 9 we can take a = 1 in the proof and replace F(x,t) by F + (x,t) = max{F(z,£),0} in (14). Thus we have recovered the main result in [3] .
When /(#,0) = 0, (Z? o ) has a trivial solution u -0. Then the main interest in this case is in non-trivial solutions. On the other hand, the conditions in Theorem 1 are not enough to assure a nontrivial solution. 
