Abstract. B. N. Datta and K. Datta have proposed an efficient parallel algorithm for the single-input pole assignment problem when the spectrum set to be assigned is pairwise distinct and disjoint from the spectrum of the dynamical matrix. This paper first presents a theoretical analysis of that algorithm and then presents the necessary modifications on it for an arbitrary spectrum. Based on the modified algorithm, the authors present two new algorithms for the problem and give some results on controllability that are of independent interests.
Introduction. Given the time-invariant linear dynamical system :(t) Ax(t) + bu(t),
where A e nn and b e n l, an important problem in control theory is the eigenvalue assignment problem commonly known as the pole-assignment problem; that is, to find a vectorfsuch that the spectrum of the matrix, A bf r is equal to the prespecified and conjugated complex number set f (#1, #2, #n}. One application of this problem is the stabilization of a controllable system; that is, if the dynamic system has some disturbance, how to choose a vector f such that the closed-loop system comes back to the stable position. It is well known that this problem has a unique solution if and only if the pair (A, b) is controllable [10] .
There exist several sequential methods for computing the vectorf. Some well-known and important methods are found in [1 ] , [2] , [5] - [7] , and [9] . In [4] , B. N. Datta and K. Datta proposed a parallel algorithm for solving the above problem. This algorithm implicitly assumes that the eigenvalues to be assigned are pairwise distinct and different from those of A. The main aim of this paper is to modify that method for any self-conjugated set r, proposing some modifications of that parallel algorithm to obtain the vectorfsuch that A bf r has the desired spectrum for any set f.
We point out here that a multi-input version of t,he Datta-Datta single-input parallel algorithm was also proposed in [3] . This multi-input version also implicitly assumes that the set of eigenvalues to be assigned is disjoint from the spectrum of A and pairwise distinct.
The paper is organized as follows. First, in 2 we present a short description of the algorithm given in [4] that is the starting point of our analysis. Then in 3 we give some controllability results and theoretical analysis of that algorithm proving necessary and sufficient conditions on the validity of that algorithm. In 4 we study the modification when f fq a(A) 4: (where o-(A) denotes the spectrum ofA), and in 5 we give a general algorithm when f fq a(A) : and some eigenvalue has multiplicity greater than one.
Finally, in 6 we illustrate our algorithms with some numerical experiments with the help of MATLAB. n) and a 4:0 (see [6] and [7] [4] proves that the above algorithm provides the vector f such that a(A bf r) ft, assuming that the matrix T obtained in Stage II is invertible. We prove that the nonsingularity of T is guaranteed when the elements of the set f are pairwise distinct and when no element of fl is in a(A) (see Proposition 3). Thus the above assumptions in the algorithm given in [4] are not a restriction because it works implicitly with these conditions. As we shall see in the next section, the nonsingularity of T is related with the consistency of the systems (H-M)t c of Stage II. 3 . Consistency and nonsingularity. In general, the matrix T obtained by solving (1) is not invertible if some eigenvalue has multiplicity greater than one as Proposition shows. Furthermore, in the case that ft N a(A) 4: , the matrix T cannot be constructed from the systems of Stage II, as can be seen in Proposition 2. From the above remarks, we observe that the algorithm given in [4] 
(b) By Lemma (i) and the last remark, we have the following direct sums:
C"= span {3",, 3"_,..., 3",_ ,, 3 [5] For the next proposition we consider, for each p 1, 2 n, the following partition of the matrix H-tiI and the vectors t; and c. We are now ready to prove Theorem 1. Proof The proof is analogous to that of Proposition 3. 7] The assumption that the complex numbers of f are pairwise distinct in Theorem 2 is necessary as the following example shows. (7) is equivalent to solving the matrix system (8) HT cu r T diag (i),
where u r is a row vector constructed in the proposed algorithm: its ith entry is 0 if e o-(H) and otherwise. From (8) note that the matrix H-cu rT-1 is diagonalizable as in the case of [4] . However, in the general case where the spectrum to be assigned has some eigenvalue with multiplicity greater than one, the matrix H curt -1 is not similar to a diagonal matrix as the following proposition shows. Suppose that t and t2 are solutions of (H-cg -uI)x 0. Then (10) (H-uI)ti cgTti zic, (ii) # <t a(H). In this case i 4 0, 1, 2 (otherwise the unique solution is the trivial one). Equation (10) Since the system (H-taI)x c has unique solution, then t and t2 are linearly dependent. We conclude that dim Ker (H-cg 7-taI) 1. Remark. Proposition 4 suggests that when there are in the set ft eigenvalues with multiplicity greater than one, the matrix diag (t*) in (8) may be substituted by the matrix J defined in (9) to compute the matrix T. Now we discuss how to choose the vector u so that the matrix system (11)
HT-cu TJ provides n consistent linear systems. Later, we shall see in Theorem 3 that the matrix T constructed from the solutions of these consistent systems is invertible. (17), we obtain/3 -1 and then one solution of the last system will be tl 
If/zi a(H).
Solve the system (H-#iI)t(imi)= c. Proof We need to prove that the matrix T [t{), t2), :.., where
p is nonsingular. We will proceed in three steps.
Step 1. #i a(H). We can proceed by induction on re(i)as in the proof ofProposition 3. We start in this case in the reverse order because the first linear system we solve is (H-#iI)tli) c. Then we obtain that the rank of /2 corresponding to this eigenvalue is m(i).
Step 2. IAi . a(H). Taking into account the structure of the particular solutions (14) and (18), the block
has rank re(i).
Step 3 [4] in their algorithm. We performed experiments with Algorithms I and II. MATLAB [8] was used for implementing our algorithms. The norm of the difference vector of the eigenvalues assigned and the eigenvalues of W-cg r is 0(9 10-8). 
