Processing Units (GPUs), becomes a real challenge concerning practical implementations. In this paper, we propose a parallel algorithm for Elliptic Curve (EC) point multiplication in order to compute EC cryptography on these platforms. The proposed approach relies on the usage of the Residue Number System (RNS) to extract parallelism on high-precision integer arithmetic. Results suggest a maximum throughput of 9827 EC multiplications per second and minimum latency of 29.2 ms for a 224-bit underlying field, in a commercial Nvidia 285 GTX GPU. Performances up to an order of magnitude better in latency and 122% in throughput are achieved regarding other approaches reported in the related art. An experimental analysis of the scalability, based on OpenCL descriptions of the proposed algorithms, suggest that further advantage can be obtained from the proposed RNS approach for GPUs and EC curves supported by underlying finite fields of smaller size, regarding implementations on general purpose multi-cores.
INTRODUCTION
The recent developments on computing architectures suggest that computing devices tend to contain an increasing number of simpler cores as a way to boost the computational power of such parallel devices. However, these developments demand an extra effort to design efficient and scalable algorithms to exploit the parallel capabilities of the computing platforms. Introducing a controlled additional penalty may result in enhanced parallelization solutions that take advantage of the existing massive multi-core platform's capabilities.
Examples of massive parallel computing devices are Graphical Processing Units (GPUs). GPUs have been increasingly used as a powerful accelerator in several high computational demanding applications [1] . The huge computational power of a GPU allied with its low cost, mainly because of mass production for the gaming market, turn the GPUs interesting for General Purpose Processing (GPGPU) [1] . Applications that take advantage of the GPU computing power can be found in different fields, such as physics [2, 3] , biology [4] , cryptography [5, 6] , and of course image and video processing and coding.
The general purpose Central Processing Units (CPUs), which are present in every single desktop or laptop, nowadays tend to contain increasingly more cores, although less numerous and individually more complex than the GPU's cores. Nevertheless, the evolution of GPUs and CPUs tends to approach both solutions to the same path, hence the constraints and performance guidelines for both devices tend to be common.
The different applications may have different properties that turn them more or less suitable to be implemented on massive parallel platforms, namely: (i) low data dependencies, allowing to compute in parallel instances over independent data sets; (ii) regular description, allowing for the identification of different single computation flows to enhance the parallelization and scalability for data sets with different sizes; (iii) low 2 S. Antão et al. number of memory accesses, taking advantage of the huge processing power reducing stalling effects waiting for data from memory; and (iv) high computation over small input/output data, reducing the impact of the communication delays in the overall performance. Considering the above properties, despite the different application fields, implementations on massive parallel platforms have similar challenges that demand designing/redesigning algorithms to use extensive parallel processing on independent data sets.
In this paper, we get through the efficient implementation of asymmetric cryptography supported on Elliptic Curves (ECs) on massive parallel computation devices. EC cryptography arose as a promising competitor to the widely used Rivest-Shamir-Adleman (RSA), due to the reduced key size required to provide the same security. The algorithms used in EC cryptography do not meet all the requirements for a direct and efficient implementation on highly parallel computing devices. In particular, the EC point multiplication with a scalar (private key), which is the most computational demanding operation in EC cryptography, represents a demanding computation which input is a small data set represented by three integers of up to 521 bits, consisting of a private and a public key [7] . Yet, the EC point multiplication is constructed on several successive steps where the scalar is browsed, and there are data dependencies between the successive steps.
In order to overcome the inefficiency due to the data dependencies and compute in parallel the EC point multiplication, we propose in this paper to use the Residue Number System (RNS) approach [8] . RNS is an alternative representation of integer numbers in several smaller residues for an established basis. With the operands sharing a common RNS representation, the computation can be performed in parallel on each residue (channel). Hence, RNS representation is an attractive approach to enhance the parallelization of algorithms. We combine the RNS representation with the Montgomery ladder algorithm for EC point multiplication in order to obtain high performance implementations of EC cryptography supported on massive parallel computation devices. We propose parallel algorithms and evaluate their efficiency on both GPUs and multi-core CPUs, in order to conclude about the best practices and generalize the results for other parallel architectures.
This paper is organized as follows. In Section 2, we provide background on the operations required by EC cryptography supported on the underlying field GF (p), and give an overview of the RNS arithmetic. Section 3 describes in detail the Montgomery method to efficiently perform multi-precision modular multiplication with RNS representation. Section 4 proposes the RNS-based algorithms and presents the main aspects for implementing them in a GPU architecture with CUDA. Section 5 discusses the obtained experimental results and accesses the obtained performance figures regarding the related art. In Section 5.3, based on an OpenCL implementation, the results are generalized for different architectures and ECs supported on differently sized underlying fields. Finally, Algorithm 1 Montgomery Ladder Algorithm Require: EC point G ∈ E(a, b, p), k-bit scalar s. Ensure: P = sG ∈ E(a, b, p). 1 : P = G, Q = 2G; 2: for l = k − 2 down to 0 do 3: if s l = 1 then 4: P = P + Q, Q = 2Q; 5: else 6: Q = P + Q, P = 2P ; 7: end if 8: end for Section 6 draws some conclusions from the developed work and obtained results.
EC AND RNS BACKGROUND
This section provides the background on EC over GF (p) and RNS arithmetic required for the rest of this paper.
EC cryptography over GF(p)
An EC E(a, b, p) over the finite field GF (p), with p a prime, is a set composed by a point at infinity O and the points P i = (x i , y i ) ∈ GF (p) × GF (p) that verify the following equation:
In order to obey smoothness conditions, the parameters a and b verify −(4a 3 + 27b 2 ) = 0 mod p. By establishing the addition and doubling operation over the EC points, and by applying it recursively, it is possible to obtain the multiplication of a point P by a scalar s as Q = P +P +· · ·+P = sP . It is known to be computationally hard to compute s knowing Q and P (Elliptic Curve Discrete Logarithm Problem) [9] . The EC point addition and doubling are performed with operations over the underlying field GF (p) applied to the points' coordinates. It is known that it is possible to obtain the x R coordinate of a point addition R = P + Q, knowing the x coordinates of P , Q and P − Q. This observation motivated the proposal of a double and add algorithm that does not require the y coordinate, known as the Montgomery Ladder for EC [10] . Algorithm 1 presents the Montgomery Ladder method for obtaining P = sG, where s is a scalar with size k (the most significant bit of s, s k−1 = 1).
The operations over the coordinates, used to obtain the EC point operations, require modular inversion, which is a computationally demanding operation over a finite field. In order to avoid a large number of inversions, the traditional (affine) representation of the coordinates is replaced by a projective representation. The projective representation introduces an extra coordinate Z. In order to transpose between RNS based Elliptic Curve Point Multiplication 3 the standard projective (X) and the affine (x) representations of a coordinate, the equivalence x ⇔ X/Z holds. The projective versions of point addition and doubling to support Algorithm 1 are the following (for s l = 0) [10] :
For s l = 1, the formula used to double P is used to double Q instead. Note that the expressions in (2) do not require the y coordinate of an EC point. At the end of Algorithm 1, the affine x and y coordinates can be obtained from the projective ones (X P ,Z P ) and (X Q ,Z Q ), which involves a modular inversion [10] :
As it can be concluded from Algorithm 1, each iteration of the loop has data dependencies from the previous iteration, which is an extra difficulty toward the design of a parallel algorithm. Moreover, the sizes of the prime p for standardized EC are 192, 224, 256, 384 and 521 bits [7] . Thus, the operations over the coordinates would require a datapath of the same size. In order to adapt the coordinates' size to the processing cores' datapath (usually 32-bit or 64-bit width) and expose more parallelism, we propose to use an RNS representation of the field elements. This representation allows parallelizing the field operations among the available processing cores, providing the required degree of parallelization toward an efficient implementation.
RNS overview
The RNS is based on the Chinese Remainder Theorem (CRT), which states that, for a given basis B n consisting of n relatively prime integers (m 1 , m 2 , . . . , m n ), there is a unique representation for the integer X < M in the form
For two integers X and Y represented in RNS with the same basis, the operation Z = X ⊗ Y mod M can be performed directly on the channels by computing z j = x j ⊗ y j mod m j , where ⊗ represents addition, subtraction or multiplication. As suggested above, the advantage of using the RNS representation is the possibility of splitting the computation in n parallel flows (henceforth called channels), each one operating modulo a different m i . The conversion from binary to the RNS representation for an integer X can be accomplished by computing the residues x j directly and in parallel. For the opposite conversion, there are two methods that can be used: the Mixed Radix System (MRS), which uses sequential processing, and the CRT, which allows parallelizing the computation [11] .
The MRS method employs an intermediate mixed radix representation during the conversion. The binary representation X can be obtained from the mixed radix digits x i as follows:
The mixed radix digits are obtained from the RNS representation of X using a recursive method [12] , which is not suitable for parallel implementations [6] . Since this method does not suggest being worthwhile for GPU architectures, we do not consider this method in the present work. The alternative method relies on the CRT definition for computing the binary representation:
where M i = M/m i , | · | m i denotes an operation modulo m i , and |1/M i | m i is the multiplicative inverse of M i modulo m i . In (5) , the subtraction of αM allows obtaining the required reduction modulo M. Two main methods have been used to compute the constant α. An extra modulus m e can be defined and all the operations performed not only on the basis B n , but also on this extra modulus (Shenoy and Kumaresan [13] ). Hence, the RNS representation of the integer X is (x 1 , x 2 , . . . , x n , x e ). Applying the reduction modulo m e to (5) , it is obtained that
Rewriting (6), α can be obtained as follows:
Since α < n, choosing m e ≥ n results in α = |α| m e . Another possible method to compute α involves a successive fixed point approximation approach (Kawamura et al. [14] ). Knowing that X < M or X/M < 1, this method observes that (5) can be rewritten as
Since (8) requires costly divisions by m i , an approximation (α) to this expression is suggested:
where r is such that 2 r−1 < m i ≤ 2 r , and trunc q (ξ i ) sets the r−q least significant bits of ξ i to zero, with q < r. The parameter 4 S. Antão et al.
β is a corrective term that should be carefully chosen such that α =α. The authors state a set of inequalities that allow choosing good values for β supported on the maximum initial approximation errors, respectively:
In [14] two Theorems are stated concerning the computation of the valueα and its relationship with β and the errors stated in (10) . One of these Theorems refers to the computation of a non-exact, although bounded, value ofα that allows a non-exact RNS to binary conversion. The other Theorem refers to an exact conversion, suggesting that if a value of β is chosen such that 0 ≤ n( + δ) ≤ β < 1 and 0 ≤ X < (1 − β)M, then α =α.
RNS MONTGOMERY MULTIPLICATION
In order to perform EC arithmetic with RNS, we should not only provide a method to add and to multiply, but also to reduce. The Montgomery Modular Multiplication is an efficient method that allows replacing the reduction modulo an integer N (usually a prime) by a reduction modulo R = 2 k , which can be very easily accomplished operating on the binary representation of an integer [15] . This method evaluatesZ = (XY )R = XȲ R −1 mod N , operating in a so-called Montgomery domain for which a field element X is replaced byX = XR mod N . An RNS version of the Montgomery modular multiplication algorithm can be designed [8] . The RNS version follows the same concepts of the binary version. However, with the RNS representation it is no longer easy to reduce modulo a power of 2. Instead, defining an RNS basis B n with dynamic range M, it is easy to reduce an element represented with the basis B n modulo the dynamic range M. It only requires reducing modulo m i in each one of the RNS channels. Hence, in the RNS Montgomery Multiplication version R = M, thus the following expression is evaluated instead:Z
In order to make the RNS version to behave correctly, the conditions M > N and gcd(M, N ) = 1 must be verified. One of the drawbacks of the RNS version is its impossibility to represent M −1 in B n . Therefore, it is required to set another basis B n with dynamic rangeM such thatM > M, gcd(M, M) = 1 and gcd(M, N) = 1 to evaluate (11) .
With the modified Montgomery modular multiplication algorithm we need to compute U = (T + QN )M −1 , where T =XȲ . It is easy to see that U ≡XȲ M −1 mod N . As the inverse of M cannot be defined in B n , an extra RNS basisB n is set, which will be used to compute U . The division by M is accomplished by multiplying by its inverse, which maintains the multiplication result bounded and avoids the reduction modulo N. Hence, we must ensure that M|(T + QN ) ⇔ T + QN ≡ 0 mod M. Therefore, we must set the value of Q such that the aforementioned conditions are verified. To ensure this, we need to compute Q in each RNS channel i for the basis B n :
After computing the value of Q, we can use one of the conversion methods based on the CRT referred to in Section 2.2 to convert the value of Q to the basisB n . In this basis, for each RNS channel i we compute: Figure 1 depicts an overview of the aforementioned described base extension method. The conversion between bases, base extension, can be achieved by applying any of the RNS to binary conversion algorithms described in Section 2.2 modulo each of the new basis moduli. In other words, n parallel instances of an RNS to binary conversion algorithm are computed, each one over a different RNS channel of the new basis. In the RNS version of the Montgomery multiplication algorithm, the most costly steps are precisely the conversion between bases, since all the other steps correspond to independent operations in each RNS channel. Addressing this problem, an offset during the conversion of Q from B n toB n can be allowed. As (5) suggests, the conversion from an RNS basis implies the computation of a constant α that multiplied by the dynamic range M corrects an offset in the conversion to maintain the result bounded by M. In [8] it is suggested to use the CRT conversion without the correction term introduced by α during the first conversion (B n toB n ). With this approach, after the conversion we obtain a value ofQ = Q + αM that contains an offset. With this offset, the value of U is given bŷ
Since α < n,Û < (n + 2)N . In order to feed this result in subsequent multiplications, we must chose M such that M > (n + 2) 2 N , since this condition complemented with the condition QN < N M ensures that the multiplication result iŝ
In summary, with this method the computation of α during one conversion is avoided while keeping the multiplication result bounded by an acceptable value (note that n << N).
THE EC PARALLEL ALGORITHMS
In this section, we propose parallel algorithms for EC point multiplication supported onAlgorithm 1, based on the projective representation of the EC coordinates, and by adopting RNS arithmetic, as introduced in Section 2. We target and evaluate the proposed algorithms for a particular Nvidia GPU (Nvidia GTX 285 GPU) platform and EC using the CUDA framework [16] , in order to identify the performance guidelines prior to the generalization for any type of curve and parallel computing device. For this particularization a general EC standardized by NIST is considered for a prime number p with 224 bits, where a = −3 [7] . Since it is a standard, using this curve may enhance the inter-operability of the algorithms with other application following the standard. Nevertheless, this standardized curve was not chosen because of any performance issue, since the adopted algorithms are able to offer the same performance for other curve parameters, namely, other underlying finite fields. Hence, the proposed algorithms suit the demands of industrial or military users interested in more generic algorithms, generic curves or generic underlying finite fields to enhance security or due to patent issues [17] . The Algorithm 1 to multiply a point G by the scalar s, can be split into two sections: the initialization section and the loop controlled by the scalar. The initialization computes P = G and Q = 2G, and each iteration of the main loop computes the operations in (2) . The schedule in Table 1 can be adopted to perform each of the EC point multiplication's loop iterations; this schedule is only for s l = 0. The loop schedule for s l = 1 can be obtained by commutating P and Q in the loop section of Table 1 . In Table 1 is also presented a schedule for the initialization section of the algorithm. Note that the EC point multiplication algorithm's schedule (Montgomery Ladder) only has two inputs: the EC parameter b and the x coordinate of the input point G (x G ). The scheduling is organized around sets of multiplications and additions. Each multiplication set is composed of several independent field multiplications, and 
each addition set is composed of field additions/subtractions and multiplications by small constants. The generic flow of the proposed parallel algorithms is presented in Fig. 2 . In step 1, n threads perform the required EC arithmetic in the n channels determined by each of the basis B n andB n . The operations performed prior the reduction will constrain the minimum number of RNS channels (number of threads), since the operations will determine the required dynamic range which must bound the precision of the operations. Higher number of RNS channels will allow for higher parallelization but will also increase the reduction complexity, thus the best trade-off must be achieved. In this paper, different operations are considered prior to the reduction, namely the operations that compute a complete iteration of the EC point multiplication algorithm's loop (see type I algorithm in Section 4.2), and the operations that compound a single multiplication and addition set of each loop's iteration (see type II algorithm in Section 4.3). Also, in this step the reduction is prepared by computing the value Q (see (12) ) in basis B n , which is required for the following reduction steps. In the step 2, the conversion of Q toQ is accomplished. In this conversion an offset is allowed as described in Section 3, since it allows reducing the conversion complexity without a significant penalty in increased precision. Hence, in step 2, the resultÛ in (14) is also computed. Since during conversion the results of all the RNS channels of the basis B n are required, a synchronization barrier is adopted before step 2.
Step 3 is responsible for computing the value α in (5) , which is required to correct the offset that occurs in the final conversion fromB n to B n that will take place in step 4. Computing α is a single task for a single thread that gathers information onÛ from all RNS channels as the methods to compute this constant in Section 2.2 suggest; thus a synchronization barrier is required prior to this step.
Step 4 convertsÛ in basisB n to basis B n , removing the offset quantified by α obtaining the final reduced result U .
In the following sections, we give insight into the GPU parallel architecture that will be used for evaluating the proposed algorithms, and describe these algorithms with details. Two main algorithms are tested: a Type I algorithm, which requires higher dynamic range (more RNS channels), and a Type II algorithm, which demands lower dynamic range. As it will be shown, the type II algorithm is much more efficient to perform the EC point multiplication on GPUs than the type I algorithm. Nevertheless, for the sake of completeness, we present both types of algorithms and the respective experimental results, discussing the advantages of the type II compared with the type I algorithm.
General purpose processing on GPUs
Tesla is a typical architecture of a GPU that consists of several general purpose scalar processors grouped in multiprocessor cores that allows for general purpose processing [18] . Figure 3 depicts an overview of the Tesla architecture, adopted in the modern NVIDIA GPUs. Furthermore, the NVIDIA Compute Unified Device Architecture (CUDA) allows programmers to easily develop applications for these devices.
In order to exploit data parallelism on GPUs, CUDA provides different units of parallelism. The smallest unit is the thread, and each multiprocessor is able to run up to 32 simultaneous threads, which have their own register file. A group of threads that run simultaneously in a multiprocessor is called a warp, and the way the threads in a warp are executed obeys a SIMD flow. Whenever there is divergence in the executed threads of a warp, the execution is serialized as only one thread is executed at a time. The threads are organized in a higher level parallelism abstraction unit called a block. Different blocks are independent and can run in parallel by using the several multiprocessors. A group of blocks that is executed in parallel in the existent multiprocessor cores is called a grid. The way a sequential algorithm can be parallelized in threads and blocks mainly depends on the multiprocessor local resources (shared memory, cache, registers availability) and on the data dependencies.
In each multiprocessor there is a 16 kB shared memory, and a 8 kB symbols cache that can be used for read only data (constants). Despite possible conflicts between different threads, the memory inside a multiprocessor is accessed in the same amount of time as a register. There is also a global memory, where the initialization data is written by the GPU host. The global memory has a higher accessing latency (40-60 times higher than the shared memory latency [19] ), thus its utilization and accessing patterns should be judiciously set to avoid long stall periods by a multiprocessor. Each scalar processor core has pipelined floating point adders and multipliers, which can be used for integer arithmetic. With CUDA a 24-bit multiplication is performed in the same time as other 32-bit integer operations, such as addition.A 32-bit integer multiplication is 4 times slower. Moreover, it is not possible to obtain the 16 most significant bits of a 24-bit multiplication; only the 32 least significant bits are available.
An alternative to the CUDA framework for programming GPUs is the Open Computing Language (OpenCL) framework [20] . OpenCL is a programming framework that allows users to program once and execute across heterogeneous platforms consisting not only of GPUs but also CPUs and other accelerators [21] . OpenCL supports a language based on C++ for coding kernels (functions that execute on OpenCL devices), and provides an Application Programming Interface (API) recently standardized. Two main API layers are provided: (i) a platform layer API for hardware abstraction that allows querying, selecting and initializing computing devices, and also creating computing contexts and queues; (ii) a runtime API layer for managing resources and executing computing kernels, as well as for scheduling the execution on the available resources. It provides on-line or off-line compilation and generates computing kernel executables. With OpenCL data is communicated between the host and computing devices as a buffer object, which is an unstructured buffer such as C++ arrays of scalars, vectors or other user-defined structures (these data structures are accessed in the kernel programs via pointers). The programming of the kernels is made in the C++ programming language, with well-defined numerical accuracy, and IEEE 754 rounding with specified maximum error.
Several GPU and CPU providers developed support for OpenCL implementations. E.g.: (i) Nvidia supports OpenCL on the CUDA compliant GPU devices [22] ; (ii) AMD developed the ATIstream technology that allows running OpenCL implementations on the ATI GPUs, as well as on the AMD multi-core processors [23] ; and (iii) Apple supports OpenCL on the Mac platforms (both CPU and GPU) that natively ships with the Mac OS X operating system. In comparison with frameworks that target single devices (e.g. the CUDA framework for NVIDIA GPUs), the flexible implementations based on OpenCL may present some overhead due to the management implied in handling such flexibility.
Type I algorithm
Let us assume that the GPU inputs and outputs are in the RNS format. These assumptions are based on the fact that the computational demanding core of the algorithm is in the loop for computing the resulting X and Z projective coordinates.
Regarding the operation schedule in Table 1 , for each EC point multiplication 11 variables are required to store intermediate data. To perform modular operations among the RNS channels, a multiplication has to be performed with full precision, in order to perform reduction. Hence, since we can only obtain a 32-bit result from a multiplication, we must use input operands of 16 bits. Thus, each RNS channel compute 16-bit arithmetic modulo a basis element of the form 2 k − c, with k = 16 and c ≥ 0. The required number of RNS channels depends on the range to represent the field operations result. The number of EC point multiplications performed in parallel in each multiprocessor depends on the available memory required to efficiently store intermediate data and constants. Several variables have to be loaded and stored in each EC point multiplication step for each RNS channel. Thus, with this intensive memory usage, global memory should only be used to store the input data and the final results. Hence, the number of multiplications handled by each multiprocessor is constrained by the size of the shared memory.
The type I algorithm is based on the RNS Montgomery Multiplication introduced in Section 3. The projective coordinates of the input point are stored in global memory, and the scalar is stored in constant memory. The type I algorithm 8 S. Antão et al. obtains the resulting projective coordinates X P , Z P , X Q and Z Q of the complete loop in Table 1 prior to the reduction. Note that for the type I algorithm the inputs are not in the Montgomery domain. Hence, the unreduced results are then multiplied by M mod N, using the method introduced in Section 3, in order to obtain the partial reduced values. Multiplying by M mod N allows canceling the factor M −1 mod N introduced by the Montgomery multiplication method, thus the output remains in the same domain as the inputs. Thereafter, for the type I algorithm, the schedule in Table 1 is modified to the schedule in Table 2 . Considering the results in [6] that compare the Shenoy et al. and Kawamura et al. methods for computing α (see Section 2.2) on a GPU, in order to obtain the final results in the basis B n from the results in the basisB n , we follow the former approach (based on (7)) because it allows achieving better performance.
Let us find the required dynamic range to compute the Table 2 loop without having to reduce intermediary results mod M. As explained in Section 3, the maximum value of an output, in the base extension method, is smaller than u = (n + 2)N , where n is the number of channels and N = p, with p the prime that defines the underlying field GF (p). We also know that the EC parameter b < N. Since Table 2 loop operations are equivalent to (2) , the maximum value of a projective coordinate prior to the multiplication by M mod N is
Considering the inequalities above, the maximum value we are willing to reduce is upper bounded by (8N +16)u 4 (M mod N). Therefore, recalling that during the reduction we are interested in computing (14), we must ensure that M ≥ (8N + 16)u 4 , since this condition allows bounding the resultÛ < ((8N
We define a moduli set composed of 2n elements of the form 2 16 − c i , with c i an odd number, and c 1 = 1; and compose the bases B n andB n of elements of this moduli set assuring M <M. The required number of elements in order to satisfy M ≥ (8N + 16)u 4 in each base was found to be n = 72. The extra element used to compute (7) is 2 k such that 2 k > n; note than any number 2 k is relative prime to B n andB n .
The multiplication by M mod N and the following reduction is accomplished simultaneously for all the unreduced results X P , Z P , X Q and Z Q . Table 3 details the operations performed in each step of the algorithm flow in Fig. 2 by each of n threads. Since we are also interested in low latency, an EC point multiplication is accomplished in a single block of threads, which runs in a single multiprocessor, allowing for the threads to cooperate. We refer to any of the unreduced results X P , Z P , X Q and Z Q as V , and W = M mod N . Each element of B n (m i ) and 
reduce X P , Z P , X Q , Z Q B n (m i ) is assigned to the thread i. There is one thread associated with an element m e = 2 k , being the thread responsible for computing (7) and the required operations mod m e . Each thread performs arithmetic mod an element of the bases B n andB n . Step in Figure 2 Computation for thread i
Step 1 Initialization or loop operations in Table 2 (mod m i ) and
Step 3 Init. or loop operations in Step
The steps presented in Table 3 uses the following precomputed constants:
Since the steps presented in Table 3 are computed to obtain four reduced results simultaneously, the result μ = {M i modm j ,M i mod m j , M i mod m e ,M i mod m e } is computed only once and shared by the four different running reductions in each iteration. The latency value for the type I algorithm would not be practical in real applications (latency > 1 s), as observed from Table 6 . The main drawbacks of the type I algorithm are related with the number of synchronizations, the number and size of the divergent code sections (computed in series by a single thread), and with the complexity of computing the result μ every iteration needed. Synchronization barriers and divergence cannot be removed once (7) has to be computed before the next dependent steps. The computation of μ exhibits quadratic complexity, and thus trading the required dynamic range (RNS channels) by the number of calls of the base extension algorithm may improve the performance. Replacing this computation by table look-ups will not be efficient since we would require 2n(n + 1) entries: for n = 72 and 16-bit entries, this corresponds to 21,024 bytes, which exceeds the shared memory capacity.
Type II algorithm
Once the potential inefficiencies of the type I algorithm are identified, a type II algorithm is proposed. These inefficiencies are mainly due to the large M/N ratio in the type I algorithm, which is caused by a higher dynamic range M, resulting in reduced performance in the basis extension method. The dynamic range considered in type II algorithm only supports the computation of a set of multiplications and a set of additions in Table 1 prior to a reduction or, in other words, prior to a base extension. Considering the modifications introduced by the type II algorithm, the schedule in Table 1 is updated to the schedule in Table 4 .
Let us find the required dynamic range to compute any set of multiplications followed by a set of additions in Table 4 . As explained in Section 3, the maximum value of the output, in the base extension method, is smaller than u = (n + 2)N , where n is the number of channels and N = p, with p the prime that defines the underlying field GF (p). We also know that the EC parameter b < N, and x G < N. Performing an analysis on Table 4 , similar to the one presented in (16) , the required dynamic range has its lower bounds in Z Q (initialization step, add. 2), bounded by 4(u + 4N), or in X P (loop step, add. 4) bounded by 9u. By using u = (n + 2)N , we get that 9u > 4(u + 4N) for n > 1. Since a minimum n = 14 is required to represent N in 16-bit channels, the precision is bounded by 9u. Performing an analysis as the one presented in (15) , considering that the multiplication inputs are bounded by 9u, setting M > (9u) 2 /N = (9(n + 2)) 2 N will bound the multiplication output (addition input) tô
which is the bound from where we depart. For a 224-bit prime N, the condition M > (9(n + 2)) 2 N results in n = 15, considering that the moduli that compound the RNS bases are obtained as in the type I algorithm, i.e. are of the form 2 k − c [24] . The type II algorithm also follows the flow in Fig. 2 and its steps. The steps detailed in Table 5 already contain the optimizations to the type II algorithm, where X and Y are any input of a multiplication set in the initialization or loop in Table 4 , and Z is an output. Similarly to type I algorithm, each thread has one correspondent element of B n (m i ) andB n (m i ). There is a thread that is associated with an element m e = 2 k , being the thread responsible for computing α in (7) and all the required operations mod m e , assuming a divergent behavior for this purpose.
In the RNS Montgomery Multiplication (Section 3), there are several constants employed. These constants can be more efficiently applied if merged into only one [25] . These changes allow saving memory and computation resources. The following summarizes the merging of constants and the required changes in the RNS Montgomery Multiplication: 
(v) The operandsx in the basisB n are stored asξ x = |x|M i | −1 m i |m i . Note that the results of this basis are not needed to retrieve the final results, thus the algorithm output remains in the same format.
The latency for the optimized algorithm was measured and is 263.0 ms (see Table 6 ) for the complete point multiplication, Step in Figure 2 Computation for thread i
Step 1 z i = x i y i r i mod m i
Step
Step 3 z e = regardless of the data transfers. We also exploited the effect of getting the constants from shared memory, copying them at a first moment, from the constant memory since shared memory allows up to 16 simultaneous accesses while constant memory allows only 1. However, the results of this modification did not prove fruitful, since the latency was 1.2% higher (266.1 ms) as Table 6 suggests. With the reduction of the RNS precision regarding the type I algorithm, a table look-up for the results μ is now possible, since for n = 15 only 960 bytes are required. We implemented two versions of the algorithm that use the table look-up stored in shared memory, computed at the beginning, and a pre-computed table loaded in constant memory. The obtained latency is 97.0 ms for the shared memory look-up approach, and 111.5 ms (15% higher) for the constant memory look-up as Table 6 suggests. These results suggest that the look-up is a good option, and also that the memory conflicts in accessing the constant memory start having a significant impact while the latency is decreasing.
The reduction operation over the RNS channels using the C '%' operation is known to be very demanding in the GPU platforms. Since a basis element has the form m = 2 16 − c, when we compute an operation we get a result z = z H 2 16 z = cz H + z L ; 3: end while 4: z = min(z , z − m); 5: return z accomplished recurring to Algorithm 2. Note that the step 4 of Algorithm 2 returns the correct result since we are considering unsigned arithmetic. The maximum number of iterations in the loop is constrained by the maximum value of c. In the adopted basis, for computing (m − 1) 2 only up to 2 iterations are required. This bounds the required number of iterations to reduce after a multiplication, which avoids the evaluation of loop conditions. Following the same idea, for an addition z = (x +y) mod m we can compute only z = min(x +y, x +y −m) and for a subtraction z = (x − y) mod m we can compute z = min(x − y, x − y + m). The computation of the minimum corresponds to only one GPU instruction, and allows avoiding conditions that can potentially create divergent sections of the program, thus serializing the computation. Employing this optimized reduction technique, the latency of the EC point multiplication algorithm is reduced to 33.4 ms (2.9 times lower than the previous best implementation) as Table 6 suggests.
The Kawamura et al. method for computing α in (5) can be used instead of the Shenoy et al. method by computing (9) as explained in Section 2.2. In the current GPU implementation we have to choose the RNS channel's precision r = 16. For this alternative conversion method, we must set the dynamic rangeM of the basisB n asM(1 − β) >Û , whereÛ is the multiplication result prior to the conversion fromB n to B n that is known to be bounded byÛ < (n + 2)N . Therefore, we have to compute the lower bound for β since we are not interested in increasing the dynamic rangeM for representingÛ due to this conversion. The bounds for β are ≤ β < 1, where is obtained from the approximation errors given by = n( + δ), and n is the number of channels (see (10) ). Since the moduli of the basisB n are obtained asm i = 2 r −c i , the minimum moduli magnitude is obtained whenc i is maximum. We denote the modulus with higherc i as k. Hence, the value of is given by
Following the same rational, the value of δ is obtained as
Recall that the trunc q () function truncates the q most significant bits, and hence the value of δ is upper bounded when the numerator has only the r − q less significant bits set.
Since we are interested in low values of β, we can assign
The value of β decreases while q increases, although the required precision for computing α with this method also increases with q. Hence, we shall obtain the minimum value of q that allows complyingM(1 − β) >Û without increasing the number of channels (n = 15) given by M > (9(n + 2)) 2 N . Let us compute the value of q for this purpose. By knowing thatM > M > (9(n + 2)) 2 N ,Û > (n + 2)N , andÛ < (1 − β)M, the following inequalities comply
.
We find that (21) provides an upper bound for β in order to maintain the number of channels n (for this particular case n = 15). With this upper bound (20) can be used to seek the minimum value of q that allows β to comply (21) . For this particular case (n = 15 and r = 16) q = 5. Once the value of q is set, the value of α in the step 3 of Table 5 can be obtained as
where = 2 q β . Note that the computation is obtained only with shift operations and an accumulation with maximum value n(2 q − 1). Table 6 ).
EXPERIMENTAL EVALUATION
In this subsection, we discuss the presented GPU implementations and summarize the results for the proposed algorithms. Relative assessment is also presented by considering the related art. Table 6 presents a summary for the obtained latency results for both proposed algorithms, and the different approaches for the type II algorithm. These results were obtained using the NVIDIA 285 GTX GPU and the release 3.1 of the CUDA tools. Table 7 summarizes the experimental setup employed in the measurements. Note that the stated latency results do not include the processing time that would be required for converting the inputs and outputs to and from RNS, respectively. Concerning the binary to RNS (forward) conversion of the inputs, each thread i involved in an EC point multiplication has to compute 12 S. Antão et al. 
Implementation and experimental results
Given that G can be split into n w-bit words ς j such that
the result g i can be obtained as
where the constant τ j = |2 (j −1)w | m i . Regarding thatg i can be obtained with the same method expressed in (24) , and since this method has less complexity than, for example, step 2 of Table 5 , we can estimate that the forward conversion impact in the performance is less than that for a base extension. Thus, since a base extension is performed for each bit of the scalar involved in the EC point multiplication, for a 224bit scalar the forward conversion penalty is <1/224 = 0.44%. Concerning the RNS to binary (reverse) conversion, the final result X can be obtained from the residuesx i by using (5) . With this purpose, each thread i computeξ iMi which can be accomplished with n − 1 multiply-and-add operations with wbit entries. The value −αM can be computed with n multiplyand-add operations with w-bit entries. Finally, an accumulation of all the valuesξ iMi and −αM retrieves the final result.
To compute the final accumulation, each thread i computes a digit with weight 2 (i−1)w with n additions and, finally, a single thread propagates the data that may be overlapping in the digits of different weights obtaining the final result with n − 1 additions. Hence, the final accumulation latency corresponds to 2n − 1 additions. Therefore, the computation ofξ iMi and the final accumulation have less complexity than step 4 and step 2 in Table 5 , respectively. Summarizing, the reverse conversion is faster than a single base extension. Given the aforementioned considerations, the impact of both forward and reverse conversions are expected to be negligible in the performance (<1%), and hence we do not consider them in the experimental results presented in this paper.
As suggested in Table 6 , the type I algorithm results in a huge latency penalty due to the large dynamic range employed in this approach, increasing the complexity of the base extension procedure, which is not compensated by the increased parallelism.
The proposed type II algorithm without look-up tables for the result μ suggests a latency of 263.0 ms for the complete point multiplication regardless of the data transfers. The effect of getting the required constants from shared memory, copying them at a first moment resulted in 1.2% higher (266.1 ms) latency, despite the shared memory allows up to 16 simultaneous accesses while the constant memory only allows 1.
A table look-up for the results μ is possible for the type II algorithm, since for n = 15 we require 960 bytes (2n(n + 1) look-up entries) to store the table, which fit both shared and constant memory. The solutions with the look-up table stored in shared memory, computed at the beginning, and a precomputed table loaded in the constant memory were evaluated. A latency of 97.0 ms is obtained for the shared memory look-up approach, and 111.5 ms (15% higher) for the constant memory look-up. These results suggest that the look-up is a good option, and also that the memory conflicts accessing constant memory begin to have a significant impact when the latency decreases.
With the introduction of the optimized reduction method and by merging constants, the proposed type II algorithm provides a latency of 33.4 ms as shown in Table 6 . The Kawamura method [14] (Version K) resulted in a latency figure improvement, since one EC point multiplication takes 29.2 ms to be computed, ∼12.6% lower than the version supported in the Shenoy method [13] (Version S) (see Table 6 ). The fact that the insertion of the Kawamura method result in lower latency, contradicts some former performance results concerning these two methods on GPUs [6, 26] . In [6] these two methods are evaluated in the base extension method, but separately from the application itself, in this case the RSA exponentiation. The results in [6] suggest that the Shenoy method is able to provide higher throughput, which can be measured as:
In [26] the base extension method is also evaluated for the EC point multiplication. The results in [26] suggested that the Shenoy method provides lower latency but the Kawamura method provides higher throughput. Although results in [26] are for the same application herein considered, they use a previous version of CUDA. Unfortunately, the CUDA profiling capabilities did not allow us to infer about the reason for the contradiction in the results between [26] and this work. Given that the correctness of the program is verified in this work and in [26] , the reason for the observed deviation is due to the CUDA programming framework and run-time environment improvements/modifications, thus proprietary information would be required to verify this issue. For an EC point multiplication we are using 15 threads corresponding to the 15 RNS channels. The CUDA framework allows for up to 512 threads per multiprocessor, thus we can perform more than one EC point multiplication per block, as long as we have enough shared memory. The different multiplications performed within the block can share the same constants, including the look-up tables. Regarding the shared memory constraint, we are able to run up to 20 EC point multiplications, which correspond to 300 threads per block. Figure 4 depicts the latency behavior while the number of multiplications per block is increasing. We compare the Version S (Shenoy method) and Version K (Kawamura method) methods since they present very close latency values for only one EC point multiplication. As explained, we expect a better performance for Version K. Actually, due to its expected efficiency, Version K motivated the design of cryptographic processors such as the one in [25] . As Fig. 4 suggests, the Version K performance is better than Version S for any number of simultaneous EC point multiplications. This result suggests that, despite the results in [6, 26] , the Version K is able to provide both lower latency and higher throughput than Version S. Moreover, the difference between the latencies of both versions tends to increase with the number of simultaneous EC point multiplications (4.2 ms for 1 EC point multiplication and 8.8 ms for 20 simultaneous EC point multiplications), which suggest that the advantage of the Version K will be even more pronounced regarding the throughput metric.
We can expand our throughput also by taking advantage of the 30 existent multiprocessors in the employed GPU by using several blocks of threads. Figure 5 shows the Version S latency while expanding the number of blocks, for different number of EC point multiplications per block. Figure 5 shows the shape of a step with the discontinuity at the 30-block mark while increasing the number of threads per block. The number of multiprocessors in the GPU is 30, thus this step is related with the ability of the compiler to assign different blocks to be computed simultaneously in the same multiprocessor. While the number of multiplications per block increases, the multiprocessors start being loaded with a larger amount of computation demands, hence the compiler starts splitting different blocks in sets of 30, computed in series by the 30 multiprocessors, and the gap increases. Figure 6 shows the Version K latency and the throughput behavior for different combinations of the number of blocks and multiplications per block. From Fig. 6 , we can confirm the existence of the step at the 30 blocks. Another result of Fig. 6 is that it is not worthwhile to use more than 30 blocks to achieve higher throughputs, especially for a large number of multiplications per block. The obtained results suggest a maximum throughput of 8579 operations (op)/s for the Version S, and 9827 op/s for the Version K. Version K can compute 600 EC point multiplications in 61.3 ms.
Despite the presented results referring to a 224-bit prime field, the proposed approach can be applied to any finite field given that the computational resources are not a limitation. The limitation for large finite fields arises from the available shared memory which, for the Version K implementation, must store twelve 2n variables (see Table 4 ) and the value μ introduced in Section 4.2 that has 2n 2 entries; the μ is the main contributor for the memory limitation since it grows quadratically with the number of channels. Since the channel width w = 16 bits, which corresponds to 2 bytes, the total memory required for a given n is 4(n 2 + 12n) bytes. Regarding the 16 385 bytes of shared memory available in the GPU in Table 7 , the maximum number of channels that can be supported is n = 58. Therefore, we estimate that the maximum dynamic range M must have <928 bits. Given that M > (9(n + 2)) 2 N (see Section 4.3), the maximum size of the prime N that defines the underlying finite field should be 908 bits. In the obtained experimental results, the latency of the data transfers between the GPU and the host CPU and vice versa were not considered because it is negligible with regard to the processing latency in the GPU. Experimental results suggest that, for the experimental setup in Table 7 , the latency of the data transfers ranges from 0.07%, for the configuration with 1 processing block and 1 EC point multiplication per block, to at most 0.19%, for the configuration with 60 processing blocks and 20 EC point multiplications per block.
Related art
The comparison with the related art, namely the experimental results, is not straightforward since different GPU platforms are employed, with different architectural characteristics and performances. Table 8 summarizes the related art performance figures compared with the work herein proposed. In this table we also included the results of the Version K algorithm for an OpenCL implementation to allow a performance comparison between the CUDA framework and the OpenCL implementation. This comparison suggests that similar latency values can be obtained but the throughput values are 1.3 times higher for the CUDA implementation. The decrease in the throughput figure for the OpenCL implementation results from overheads due to the enhanced flexibility of the implementation. It becomes more pronounced while the number of concurrent EC point multiplications in the GPU is increased. In [6] different approaches are proposed and compared to compute asymmetric cryptography, namely RSA and EC cryptography on a Nvidia 8800GTS GPU. For EC point multiplication, the authors only present results for a method based on the schoolbook-type multiplication with reduction modulo a Mersenne number. Due to the lack of inherent parallelism in this method, an EC point multiplication is performed in only one thread, and the number of threads per block is limited to 36, due to shared memory restrictions. The authors' implementation suggests a latency of 305 ms and a throughput of 1413 operations/s.
In [27] EC point multiplication is evaluated on a GPU for integer factorization (ECM). In this work, the authors use Montgomery representation for integers and set a multiprocessor as an 8-way array capable of simultaneously computing 8 field operations. Authors extrapolated a throughput figure that is about 2.14 times higher than the one in [6] ; however, results for the latency of an EC point multiplication are not provided.
A C++ library (PACE) that supports modular arithmetic on an Nvidia 9800GX2 GPU is evaluated in [19] . Using this library, the authors present results for an EC point multiplication. The Montgomery representation of integers is used to perform multi-precision arithmetic using the Finely Integrated Operand Scanning (FIOS) [15] . For 224-bit precision, results suggest a throughput of 1972 op/s. In [28] results for EC-based integer factorization suggest a throughput of 5895 op/s for a 192-bit Edward Elliptic Curve and The Computer Journal, 2011 an Nvidia 295 GTX GPU. The authors employ the Montgomery modular multiplication using a schoolbook algorithm and for the EC point multiplication the scalar is browsed in a doubleand -add algorithm using a windowed integer recoding method. Table 8 also present results for our best implementation running on an NVIDIA 8800GTS GPU, in order to perform a fair comparison with the other related art figures. However, due to register restrictions, it is not possible to apply the optimized implementation that runs on the 285 GTX platform. For the 8800 GTS, the implementation runs up to 12 multiplications per block. For this platform, Version K also offers better performance both in latency and throughput. Comparing the 9800 GX2 implementation with the 8800 GTS one, we have to bear in mind that the GPU of the former has more computational resources than the latter.
The proposed implementation surpasses in an order of magnitude the latency figures of the related art. The proposed implementation provides 59% more throughput than [19] with our 8800 GTS implementation. Moreover, 4% more throughput is achieved than the extrapolation described in [27] and 122% more throughput than [6] . Also, despite using a higher-end GPU, a smaller curve and an EC that requires less modular multiplications to perform the EC point multiplication, the authors in [28] report a throughput figure that is about 1.6 times lower than the one of the implementation herein proposed with the 285 GTX GPU. Table 9 presents results reported in the related art concerning platforms other than GPUs, with standard ECs otherwise specified. These results were gathered after a thorough review of the related art and are, to the best of our knowledge, the most competitive in terms of latency and throughput for EC point multiplication. The purpose of this table is neither to directly compare the presented results nor relatively assess the herein achieved ones, since different platforms have different computational capabilities and different aims. While ASIC implementations target both low power and static computation figures, General Purpose (GP) processors target an inexpensive and flexible implementation. FPGAs target a compromise between the two previous implementations. Also, this table does not introduce considerations on the circuit area and power efficiency of the implementations, which results in the ASIC implementations to suggest lower performance regarding other platforms such as FPGAs. Moreover, not only the devices that support the implementations but also the algorithmic approaches vary. Regarding the EC arithmetic, several EC types can be used (e.g. Edward and Montgomery ECs [29, 30] ) that are known to reduce the number of the required field operations, namely the field multiplications. Furthermore, different projective coordinates can be used to represent EC points that change the algorithmic demands in terms of field operations. Also, other algorithms to perform EC point multiplication can be used instead of the Montgomery Ladder, such as algorithms that involve recoding of the scalar in order to reduce the number of point additions when a double and add approach is used [29] . Despite the possible approaches, the work proposed herein focus is on the acceleration/parallelization of the field operations using RNS, addressing the Montgomery Ladder algorithm as an example to obtain the EC point multiplication over standard curves, which has the advantage of being resistant against time attacks. Thus, the same concepts and methodology herein presented can be easily applied to any other EC algorithm. The work in [31] proposes an RNS implementation of the EC point multiplication that supports the finite field multiplication in the Horner scheme. Still, it is not possible to relatively assess the results in [31] because they refer to an FPGA platform. Considering the aforementioned reasons, these results are intended only to provide a state of the art overview just to allow an easier contextualization of the work herein proposed and its performance metrics.
Regarding Table 9 , we can identify implementations supported in platforms other than GPUs that offer better latency figures than the proposed GPU implementation. This is due to the more complex datapath in these implementations, which are likely to suit in a more efficient way the requirements of the irregular EC point multiplication's flow. Concerning the throughput metric, some implementations beat the GPU's figures. Note that we estimate the throughput by assuming that the multi-core processors are able to provide an EC point multiplication in the same latency for each one of their single cores. Filtering the non-library-based implementations supported on general purpose platforms, we identify better throughputs in [29] (22 472 op/s) and in [35] (27 474 op/s). Nevertheless, we have to bear in mind that these implementations support special ECs (Montgomery and Twisted Edward curves) that allow a reduction of the field operations required to accomplish an EC point multiplication, while the results for the work herein proposed were obtained using standardized ECs [7] . Also, the implementation in [29] not only is obtained from a highly optimized assembly description, but also does not have the advantages of the Montgomery Ladder concerning side channel and time attacks. Instead, a scalar recoding method is used that allows avoiding additions in a double-and -add algorithm to compute the EC point multiplication. In Table 9 , we also present performance figures for three well-known optimized libraries with support for EC cryptography. We compiled the most recent version of both libraries Crypto++ [38] and MIRACL [39] for a system based on the quad-core 3.0 GHz AMD Phenom II general purpose processor using the GNU C and C++ compiler version 4.3.1, while the results for the OpenSSL-based library were obtained from the asymmetric cryptography benchmark repository eBACS [40] for a 224-bit standard curve. Results suggest that the proposed GPU solution supersede by up to 1.7 times the throughput metric of the library-based implementations except for the MIRACL library. In the last line of Table 9 is also included an implementation that does not use the RNS approach in the CPU. It results from a direct implementation of Algorithm 1 with the point addition and doubling in (2), using the GNU Multiple Precision Arithmetic Library (GMP), version 5.0.1 [41] . GMP is a library for multi-precision arithmetic that is highly optimized for several commercial CPUs, including the one in Table 10 . In this implementation the available parallelism of the CPU cores is exploited using OpenMP [42] , which is anAPI for programming shared memory parallel systems. Nevertheless, for the latency result, only one thread is running the application since no cooperation between threads exists while computing the EC point multiplication. This last implementation is the one with closer characteristics regarding the presented GPU implementation (same EC point multiplication algorithm, projective coordinates, and curve). Hence, it is the one that better allows for a relative assessment with the work herein proposed: despite a higher latency, the GPU implementation herein proposed provides more than 2.6 times more throughput than the result in Table 9 .
Generalization for other architectures
In Section 5, we presented the RNS-based algorithms for EC point multiplication and experimental evaluation on a GPU. The presented analysis allows pointing out the best direction toward an efficient implementation of the EC point multiplication algorithm: (i) a smaller dynamic range is desired since a huge parallelization of a single multiplication should not pay off the increase of the base extension complexity; (ii) it is worthwhile to precompute constants (e.g. the μ result) in the device instead of transferring them from memory, taking advantage of the enhanced computational power of the device regarding the memory access efficiency; and (iii) the Kawamura method (Version K) suggests more interesting performance, in terms of throughput and latency, than the Shenoy method (Version S). Following the aforementioned guidelines, in this Section we generalize the obtained results for other devices. Also, we develop an analysis of the scalability of the proposed algorithms for ECs supported on differently sized underlying finite fields. The presented analysis is based only on the versions S and K implementations, since these are the ones that suggest better performance.
In order to obtain a generic implementation of the proposed algorithms that target different devices, we programmed the Versions S and K of the algorithms with OpenCL [20] . In this generalization effort, two different devices are targeted: (i) a GPU and (ii) a multi-core CPU. Table 10 describes the experimental setup for the CPU. For the GPU, the experimental setup is the same as in Table 7 . Figure 7 depicts the latency figures for both the CPU and the GPU, as well as for several standard curves based on underlying fields with different sizes [7] . In these figures we also included the performance figures of the Montgomery Ladder Algorithm 1 implemented with the GMP Library and OpenMP reported in Table 9 . In Fig. 7 we observe that Version K offers more interesting latency metrics than Version S, which confirms the results obtained for the CUDA implementation in Table 6 . We do not intend to compare the CPU with GPU implementation since different technologies, aimed at different applications, are used. Nevertheless, from Fig. 7 , we observe that, for the Version K and the smaller field sizes, the CPU latency is up to 2.5 smaller than that of the GPUs, but for the larger field sizes, the results converge and the CPU latency is only 1.05 smaller. This suggests that the computation time does not increase with the field size in the GPU as fast as in the CPU. This effect may also be related with the thread switching in the CPU that introduces more penalty than in the GPU, where, for only one point multiplication per multiprocessor, there are also very few conflicts between threads. The commutation between threads can also be a reason for the high latency of the RNS approach regarding the OpenMP implementation in the CPU (up to 32 times higher for the 521-bit configuration). The OpenCL (and OpenMP) maximum throughput metrics are presented in Fig. 8 . The throughput values were obtained by increasing the number of point multiplications per OpenCL thread group (thread block in the CUDA terminology), while the available core's local memory (shared memory in CUDA) is enough to fit the required variables. The number of groups (blocks in CUDA) is the same as the number of available cores in the device (30 in the GPU and 4 in the CPU). The results in Fig. 8 suggest that the Version K in both CPU and GPU devices provides higher throughput (up to 1.19 and 1.02 more throughput for the GPU and CPU, respectively). Also, regarding the CUDA implementation, the OpenCL implementation provides 1.31 less throughput for the 224-bit configuration. These results also suggest that the GPU can exploit more the RNS capabilities providing a throughput more than an order of magnitude higher than that of the CPU's. It can also be observed that the GPU implementation provides up to two times more throughput for the smaller field sizes and up to 1.5 times less throughput for the larger field sizes when compared with the OpenMP implementation. This result suggests the existence of a break point from which the parallelization obtained by the RNS approach does not pay off the increase of the base extension complexity. This effect is the same behind the discussion in Section 5. This discussion concludes that the type I algorithm is not worthwhile regarding the type II algorithm approaches. The results in Fig. 8 also suggest that the CPU is not a suitable platform to take advantage of the RNS approach, providing up to 32 times less throughput for OpenCL implementations regarding the OpenMP approach, since it does not provide enough parallelism. In Fig. 9 we can observe the throughput metric behavior when the multiplications per OpenCL group increase for the smallest and largest underlying finite field employed in our tests. These results show that the increasing of the number of multiplications per block only affects the GPU implementation in both field sizes, since for the CPU implementations the behavior resembles a horizontal line. These results acknowledge the lack of parallelism in the CPU, which does not allow the RNS approach to be profitable.
CONCLUSIONS
In this paper, we have proposed parallel algorithms for EC point multiplication on a GPU by adopting a new RNS approach. This RNS approach achieves a higher level of parallelism, and thus higher performance in the massive parallel architecture of the GPU. We tested different implementation versions, which attempt to exploit different properties of the GPU platform. Experimental results suggest a maximum throughput of 9827 EC point multiplications per second and minimum latency of 29.2 ms, using an Nvidia 285 GTX GPU for an EC curve supported on a 224-bit underlying prime field. Moreover, up to an order of magnitude of reduction in latency and up to 122% throughput improvement are obtained regarding the results in the related art. The gains of the proposed implementation result from the higher utilization of the multiprocessor cores, by computing up to 20 simultaneous EC point multiplications in each GPU multiprocessor.
We also analyzed the scalability and the results for other architectures, programming the algorithms with OpenCL. Results suggest that the employed RNS approach is more advantageous for lower size underlying fields. Also, comparison of the different architectures' allowed concluding that a commercial CPU (with 4 cores) does not provide enough parallelism/thread commutation efficiency for a worthwhile implementation of the RNS approach. However, the number of cores is expected to significantly increase in general purpose processors, thus making the proposed algorithms also suitable for this type of multi-core processors.
