In presence of unstable dimension variability numerical solutions of chaotic systems are valid only 8 for short periods of observation. For this reason, analytical results for systems that exhibit this 9 phenomenon are needed. Aiming to go one step further in obtaining such results, we study the 10 parametric evolution of unstable dimension variability in two coupled bungalow maps. Each of 11 these maps presents intervals of linearity that define Markov partitions, which are recovered for the 12 coupled system in the case of synchronization. Using such partitions we find exact results for the 13 onset of unstable dimension variability and for contrast measure, which quantifies the intensity of The intensity of the UDV can be quantified by the em- 
of the global behavior of coupled chaotic maps [23] .
48
The lack of accurate results hinders the understand-49 ing of the UDV. Thus, the key question that this arti-50 cle will address is the analytical calculations for systems 51 that present such phenomenon. In the following pages, 52 * Corresponding author: desouzapinto@pq.cnpq.br we shall consider a simple spatially extended system com-53 posed by two identical bungalow maps [24] , which are 54 piecewise linear, and interacts by a diffusive coupling.
55
Such a system exhibits chaos synchronization and UDV 56 in the transversal direction to the synchronization sub-57 space, for certain parameters intervals [25] . Besides, this 58 map presents strong chaos for the entire parameter con-59 trol interval [26] . These features allows us to study the 60 parameter evolution of the UDV for arbitrary periods. 
73
In order to do this study, we must determine all possible itineraries. Considering the linearity of the map in each interval I α and the images of its ends,
, we obtain the graph indicated in Fig. 1 . 
whose eigenvalues are given by t 1,2 = (η 1 ± θ)/2 and
78
It is straightforward to apprehend that matrix (2),
79
with all η α = 1, represents the transfer matrix T 1 -as- (t 1 ) of the matrix T 1 (h T = ln 2) [28] . Moreover, the 87 invariant density of the map is given by the eigenvec- indicates the natural measure of the 90 α-th partition).
91
In matrix (2), the η α stands for any quantity that is 
97
The trace of the matrix is directly related to its eigenvalues by
Once we know the eigenvalues of T , we can determine 98 the trace of T n , whatever the value of n: the coefficient of stability is the product η 1 η 2 η 4 .
107
From now on we shall examine the case of two coupled 108 maps. We shall use the following version for the coupling: instance, the dynamics, for synchronization purposes,
114
will depend on their sum d ≡ δ + ε.
115
The map G keeps the unit square invariant when both 116 0 ≤ δ ≤ 1 and 0 ≤ ε ≤ 1 (we will deal only with 117 these intervals). This system have the property that 118 the dynamics it generates leave the straight line x = y 119 of the plane invariant and, consequently, the segment T n are related to the stability coefficients (eigenvalues)
190
of the n-periodic points.
191
Reference [3] introduces the quantity
193 called contrast measure, which quantifies the intensity of
194
UDV. In Eq. (9), the quantities µ i (p) read Now, using what was described above, we can quan-207 tify the UDV from the coefficients in Eq. (6) and the Eq. 
