Abstract. This paper describes how beginners of Icelandic as a foreign and second language responded to playing the first scene in Virtual Reykjavik, a video gamelike environment where learners interact with virtual characters -Embodied Conversational Agents (ECAs). This game enables learners to practice speaking and listening skills, to learn about the language and culture by solving various tasks. A mixed-method pilot study examined how six learners responded. The results were divided into how learners perceived (1) playing the game in general; (2) interaction with virtual characters; (3) multimodal behaviour of the virtual characters, in particular the speech, facial expressions, hand gestures and body movements; and (4) what the game helped them learn. In conclusion, some learners reported they learned to start speaking in Icelandic and that the spoken behaviour of virtual characters resembled real Icelanders.
Introduction
Virtual Reykjavik is an online language and culture training application (Vilhjálmsson, 2011) designed for beginning adult learners of Icelandic as a foreign or second language. This video game-like environment enables learners to practice spoken language by talking to virtual characters and listening skills by listening to the virtual characters' answers. Conversational interactions are a good source for authentic language input (Krashen, 1982) and output (Swain, 2007) with potentials of developing learner's language skills (Ellis, 1991) . Speaking is realised by means of Google speech recognition service for Icelandic; the speech is automatically transcribed for learners to read what has been said in a lower text window. Character responses are synthesised using the Ivona Text To Speech (TTS) system for Icelandic.
The current version uses game-based learning (Meyer, 2009) , task-based learning (Ellis, 2003) , and a communicative approach (Richards, 2006) , supporting learning of new vocabulary through text windows of cultural information and transcribed dialogues. The main menu is in Icelandic, where learners can hover over words with a mouse cursor and see their English translation. Learners can find cultural information about selected buildings and monuments in a pop-up window when in pause or 'freeze' mode.
Figure 1. Approaching strangers in Virtual Reykjavik
The virtual characters are designed to look and act lifelike (Prendinger & Ishuzuka, 2004) . In this context, they are also called ECAs because of their embodiment within a virtual environment, taking human form, and knowing how to use their body in conversations (Cassell, 2000) . They are able to "grasp situations, react to contingencies and look aware of their surroundings" (Pedica & Vilhjálmsson, 2012, p. 1) . Their social and conversational behaviour is multimodal and includes speech, facial expressions, hand gestures, head, and body movement. They are designed to look natural based on research into real-life behaviour. In this way, learners can get familiar with the social behaviour and learn about culture and language remotely.
In that respect, Prada and Paiva (2014) suggest that it is important to study human social interaction in order to help create a highly interactive exchange between human users and virtual agents; the effects are stronger if the artefacts, i.e. agents, present autonomous and proactive behaviour. About 144 video recordings capturing first encounters between native and non-native speakers in the same conversational situation as in this game were collected in downtown Reykjavik and analysed. This multimodal corpus provided authentic data for a discourse modelling. Specific communicative functions and behaviours associated with those functions were implemented into the architecture of the system that the virtual characters use to generate behaviour, allowing for a more realistic human-to-agent interaction.
In the first scenario, currently including only one scene, 
Method
A mixed-method approach consisting of a questionnaire, an interview and a video recording of each participant while playing was used. The pilot study took place in a laboratory setting. Participation was anonymous and informed consent was obtained. Six learners of six different nationalities participated; four female and two male, aged 22-31; three were temporary and three permanent residents. Five were beginners and one a false beginner (intermediate); their level of Icelandic was A1 on the Common European Framework of Reference for languages.
The objectives focused on examining how learners perceived: (1) playing the game in general; (2) the interaction with virtual characters that possess communicative skills based on conversations between people in the real-life situations, because interacting with such agents may promote communication skills (Johnson et al., 2004) and facilitate learning (Shaw, Johnson, & Rajaram, 1999) ; (3) the multimodal behaviour of the virtual characters; and (4) what the game helped them learn.
Learner's perception and learning effect
The results indicated that half of the learners found playing the game enjoyable and exciting, while two of six described it as frustrating and boring, and one as neither.
The enjoyment and excitement referred to the learners being able to talk to virtual characters and see what they were going to say. Frustration was mostly caused by the speech recognition not handling improper pronunciation of certain consonants, e.g. <ʁ> instead of <R>, and due to speaking too softly or fast into the microphone, but also by its lagging; moreover also by the lack of information about the goals of the game and not being able to ask questions other than those given in the tasks. Learners perceived boredom mostly due to the slow movement of the avatar. Two of six learners found the game easy and four as neither easy nor difficult. None of them found the game difficult.
Regarding the specific multimodal behaviour (Figure 2 ), spoken language was perceived as the most natural and variation was important: "[I]t wasn't just one góðan daginn [good day, with definite article], but also góðan dag [good day, without definite article] as well, so it seemed like you were actually speaking to someone". However, it was pointed out that in some cases the virtual characters did not respond adequately to all forms of greetings, such as blessuð [greeting a female], blessaður [greeting a male], etc. The reason is due to lack of informal greetings. Two learners described the facial expressions as robotic. Some learners also described the body movement as spontaneous. Hand gestures were registered only during pointing when virtual characters were giving directions or crossing their arms. Regarding the overall multimodal behaviour (Figure 3 ), some learners commented that when speaking to virtual characters they had difficulties being understood; also some virtual characters when standing on their own looked like "I-don'twanna-talk-to-you kind of". In addition, there was a slow pace of moving around; the interaction was sometimes distracted by focusing on the red speaking button, which signalised when the learner could speak; the interaction felt natural by half, but on the other hand cold by more than a half of learners mainly due to the lack of emotion expressed by the characters. Figure 3 . Perception of the overall behaviour
The game had a reported educational effect on five out of six learners; learning about famous places in downtown Reykjavik and to start talking in Icelandic. One learner found it pointless because of pronunciation issues and experiencing difficulty being 'not understood'. Overall, four learners stated that once the game is ready, it would help others learn about buildings and monuments and make it easier to start speaking and communicating in Icelandic. They felt that a virtual environment would be easier than learning in reality with real people face-to-face.
Conclusion
Five out of six learners found the game educational, of which three learners reported they learned (1) spoken language skills when initiating a conversation, and (2) about cultural sights and buildings in downtown Reykjavik. A gap between a passive and an active use of language can be bridged when learners get to practice the language in a conversation with virtual agents. Quoting from one learner: "I think it's very helpful, like when [the game] would be done, […] especially in practicing conversations, because when you learn a language the hardest part is to start speaking". In this way, the game may help facilitate face-to-face communication in reality. The game's ultimate goal is to promote learning of language and culture based on real language use with virtual characters acting like native speakers. However, the multimodal behaviour needs to be fine-tuned yet. Adding a smile at the end of a conversation, which can also be observed in recordings from real life, can make the virtual characters friendlier. It is, nonetheless, difficult to draw a general conclusion on whether or not the design of virtual characters can have a similar effect on learners in another computer game. Since the aim of the Virtual Reykjavik project is to create lifelike virtual characters with natural multimodal behaviours, more focus must be placed on incorporating those into the system, and more research needs to be done in real-language data to reach perfection in modelling believable embodied conversational agents for language learning games.
