Interest in artificial intelligence (AI) research has grown rapidly over the past few years, in part thanks to the numerous successes of modern machine learning techniques such as deep learning, the availability of large datasets and improvements in computing power. AI is proving to be increasingly applicable to healthcare and there is a growing list of tasks where algorithms have matched or surpassed physician performance. Despite the successes there remain significant concerns and challenges surrounding algorithm opacity, trust and patient data security. Notwithstanding these challenges, AI technologies will likely become increasingly integrated into emergency medicine in the coming years. This perspective presents an overview of current AI research relevant to emergency medicine.
Introduction
Artificial intelligence (AI) research is undergoing a resurgence, with some predicting that advances will transform society as fundamentally as electricity did. 1 Exponential advances in computing power, data storage and the increasing digitisation of information have contributed to the current growth in AI. AI technologies are likely to impact many aspects of emergency medicine in the near future. This perspective presents an overview of current AI research relevant to emergency medicine (Boxes 1-3).
Clinical image analysis
Advances in image recognition are directly applicable to many domains of medical image analysis. The availability of large labelled image datasets makes image analysis a fertile research domain. Deep learning (DL) techniques have been shown to detect pneumonia on chest X-ray accurately, achieve 3D segmentation of subdural haematomas on brain computed tomography (CT), and assess risk of cerebral aneurysm rupture and score CTs of patients with suspected acute ischaemic stroke as accurately as stroke specialists. [10] [11] [12] [13] DL applied to brain magnetic resonance imaging has been used to distinguish patients with a first episode psychosis from controls, and predict lifetime alcohol consumption. 14, 15 DL has also been applied to ultrasound (USG); demonstrating high accuracy in detecting abdominal free fluid on FAST (focused assessment with sonography for trauma) scans, classifying abdominal USG images and providing automated analysis of ejection fraction on echocardiogram. [16] [17] [18] DL has also enabled novel technologies, such as the use of a microwave based imaging helmet to accurately distinguish between ischaemic and haemorrhagic stroke in the prehospital environment. 19 
Clinical monitoring
Intelligent clinical monitoring may allow for early identification of deteriorating patients. The compensatory reserve index (CRI) uses various machine learning (ML) techniques to reveal subtle changes in finger arterial blood pressure (BP) waveform to predict impending cardiovascular instability. 20 CRI decreases in a linear fashion following voluntary haemorrhage, and the addition of CRI to the monitor screen has been associated with earlier identification of impending instability. 21, 22 Another ML model trained to assess vital signs issues cardiovascular instability alerts for intensive care unit stepdown patients on average 17 min and 51 s before onset of a cardiovascular instability event.
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Sepsis outcomes improve significantly with earlier detection and treatment. ML applied to heart rate and BP dynamics can independently predict sepsis 4 h prior to clinical onset. 24 Similarly, InSight is an accurate ML based sepsis prediction algorithm that is robust to missing data and uses the change in vital signs over time to also accurately predict sepsis and severe sepsis hours prior to onset. 25 A DL algorithm applied to electrocardiogram (ECG) analysis is able to detect 15 different arrhythmias, sinus rhythm and noise, more accurately than individual cardiologists.
Any system that attempts to give alerts must deal with the issue of false alarms that currently plague 'intelligent' monitors. A global research competition in 2015 focused on the use of ML to suppress false alarms in the intensive care unit. The winning model was able to suppress 80% of the false alarms while only suppressing 1% of the true alarms. 27 Future monitoring apparatus is likely to be less cumbersome than currently available systems. Novel technologies have been developed that utilise ML techniques to measure heart rate and respiratory rate using only video, without any patient contact. 28 ML has also been applied to cuff-less BP monitoring using a single arm band, and to accurately predict BP using ECG recording. 29, 30 Clinical outcome predictions AI algorithms are becoming better at predicting the future, often outperforming current clinical scoring systems. Using raw data obtained from over 200 000 patients entire electronic medical records (over 46 billion data points), Rajkomar and Oren et al. were able to predict in-hospital mortality with an area under the receiver operating characteristic curve of 0.93-0.94, validated across two sites. 31 ML has been applied to vital sign and medical record data to develop a scoring system for predicting cardiac arrest within 72 h, and has also been used to retrospectively predict defibrillation success for out-of-hospital cardiac arrest. 32, 33 ML based 'E-triage' has demonstrated equivalent or improved identification of patient outcomes compared with the Emergency Severity Index. 34 ML models have been developed that outperform 'TIMI' and 'GRACE' scores for cardiovascular risk, even when trained on medical records with significant missing and noisy data. 35 Liu et al. developed ML model that incorporated heart rate variability, a 5 min 12 lead ECG, and vital signs for predicting adverse cardiovascular outcomes. 36 The ML model outperformed TIMI without the need for invasive investigations. ML has also been used to accurately predict 30 day mortality following 'ST elevation myocardial infarction'. 37 Molaei et al. developed ML model to identify trauma patients likely to have a positive CT head. 38 Their algorithm outperformed the commonly used Canadian head CT algorithm. ML models have also outperformed the Trauma and Injury Severity Score (TRISS), and are capable of predicting the need for life-saving intervention in trauma patients. 39, 40 Population and social media analysis AI is likely to become useful in public health and disease surveillance. ML applied to twitter found that Tweets could be a useful supplementary influenza surveillance tool and correlate well with official statistics.
41,42 ML models have also been developed to classify suicide-related communication on twitter. 43 Natural language processing ML models have been applied to emergency medicine clinical documentation to detect influenza. 44 ML may also assist with the detection of novel
BOX 1. What is…

Artificial intelligence (AI)
• Can be defined as 'the theory and development of computer systems able to perform tasks normally requiring human intelligence'.
2
• Currently, AI remains mostly narrow in its applications. Achieving generalisability is a challenging and unsolved problem, despite some recent progresses. 3 Machine learning (ML)
• A subfield of AI that uses various methods to automatically detect patterns in data; then use these patterns to make predictions or decisions. 4 • Models often commence randomly, then improve over time through a process of training.
• Uses learning machines rather than rule-based machines.
• Broadly, supervised ML is trained on labelled data, whereas the data used in unsupervised ML is unlabelled.
Deep learning (DL)
• A type of ML that learns to represents complex and abstract concepts in terms of multiple simpler concepts by passing inputs through a large number of layers of interconnected nonlinear processing units. 5 • DL has been responsible for numerous recent breakthroughs in fields as diverse as image and speech recognition, speech synthesis, natural language processing and translation.
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BOX 2. Possible uses of artificial intelligence in the ED
• Patient's vitals monitored by algorithms, providing accurate early warning system for cardiovascular instability, sepsis or deterioration.
• Reduction in false alarms.
• Rapid screening, triaging and preliminary diagnosis of imaging and blood test results.
• Outcome predictions and risk stratification that outperform traditional metrics.
• Real time assisted ultrasound analysis. viral outbreaks, having been used to develop accurate and dynamic forecasting models for Zika virus using Google Trends. 45 
Home monitoring
Patients in the future may present to ED earlier at the prompting of algorithms, and with more information. ML has been used to analyse telemonitored respiratory sounds in order to predict acute exacerbations of chronic obstructive airway disease; detecting 75.8% of exacerbations early, at an average of 5 days in advance of the patient seeking medical attention. 46 Similarly, a ML model can predict a child's asthma control deterioration 1 week ahead of clinical symptoms. 47 Wrist-worn accelerometers can be used to sense seizures, and 'smart carpets' that use a floor based detection system and ML or smartphone audio systems can determine if an elderly fall had occurred.
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Issues and challenges
Many studies in this perspective are retrospective analyses of datasets. The use of AI technologies in clinical practice will require further validation in prospective studies and randomised control trials prior to widespread clinical adoption. Dealing with noisy data remains a challenge, although there have been good results recently using massive datasets. 31 Lack of universally recognised and utilised reporting/publication guidelines for ML and DL research in medicine adds difficulty to the evaluation of research quality; especially for clinicians without a strong mathematics/computer science background.
DL algorithms are often a 'black box' with the decision logic expressed in thousands (or millions) of numerical weights and biases. This opacity has ethical and legal implications and may foster distrust of AI systems by clinicians and patients. This has been recognised as a key issue for AI adoption and there is ongoing work to develop more human interpretable models, with some image recognition techniques now able to show 'hot spots' containing the pixels in the image that most influence the algorithm. Currently patients are likely to trust a doctor more than a machine, and the idea of their treatment being led by trained algorithmic models may not be accepted.
Humans are excellent at novelty detection; whereas state-of-the-art ML algorithms require significant amounts of labelled data to train and often perform poorly if shown something that deviates too significantly from their training dataset. Accuracy in these supervised models can also be inherently limited by the limits of human performance at labelling the data, and application of the technology is limited to domains where there are large amounts of labelled data available. Providing researchers with access to such large datasets can contravene privacy laws. Notably, the National Health Services (UK) was found to have failed to comply with data protection laws when it provided access to around 1.6 million patient records to Google DeepMind. 51 Deep learning is one of the most powerful AI techniques currently available; however, as with any technique, there are inherent limitations. Fundamentally, DL maps an input to an output. Despite impressive results it is not indicative of high-level rationality and reasoning. 52 We must be careful to not personify the algorithms and extrapolate intelligence or imagine that these systems truly understand the task that they are performing. 52 Perhaps the greatest challenge is integration of AI technologies into practice. Despite significant research successes, there remain very few instances of AI algorithms being successfully integrated into daily clinical practice in a complex and critical healthcare systems.
Future trends
AI research has seen significant benefit from the development of large and open data sets that provide high-quality training data, act as a benchmark for comparison between different models, and provide the opportunity for international competition. Ongoing efforts to create large freely accessible high-quality data sets, with international competitions providing financial incentives to solve important problems may benefit emergency medicine.
Current state-of-the-art models make use of architectures hand designed by experts and require the fine tuning of multiple 'hyper parameters'. There is interest in using ML itself to design and optimise ML architectures, and there have been recent advances in this area. 53 Just as computers were first only accessible to a very small group of highly skilled experts but have gone on to become easily usable consumer technology, advances in automating ML may allow easier access to powerful ML techniques to non-specialists.
A significant challenge is determining the best ways to implement AI systems into working clinical environments. It is likely that AI systems BOX 3. Possible uses of artificial intelligence (non-ED scenarios)
• Public health surveillance (e.g. influenza surveillance) through automated analysis of ED notes.
• Smart home monitoring allowing for earlier identification of falls or seizures.
• Personal monitoring allowing for early identification of asthma and chronic obstructive pulmonary disease exacerbations.
• Identification of individuals at high risk of suicide from social media analysis.
will be implemented initially as clinical decision support tools rather than replace clinicians. There are a number of areas of 'low hanging fruit', where current technology already equals or exceeds expert clinician performance that has the potential to make a large difference, including image analysis and clinical deterioration alerting.
Conclusions
Despite limitations, current AI techniques are very capable at solving well defined problems across a wide range of clinical domains. Such systems have the potential to augment many aspects of emergency patient care. The capabilities of AI technology will very likely improve over time, and the integration of such solutions into practice has potential to benefits patients, physicians, and the public through more efficient and accurate delivery of high-quality healthcare.
