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Equations
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Abstract. In this article we survey some basic results for the mag-
netic Schro¨dinger operator with external potential which has a strong
singularity. The following topics are treated under suitable decay con-
ditions on the magnetic field and external potential: Selfadjointness of
the operator, Growth estimates of generalized eigenfunctions, Princi-
ple of limiting absorption, Uniform resolvent estimates, and Smoothing
properties for corresponding evolution equations.
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1. Introduction and results
We consider the magnetic Schro¨dinger equation
−
n∑
j=1
{∂j + ibj(x)}2u+ c(x)u− κ2u = f(x), x ∈ Rn, (1)
where ∂j = ∂/∂xj (j = 1, · · · , n), i =
√−1, κ ∈ Π± = {κ ∈ C;±Reκ >
0, Imκ > 0}, bj(x) are real valued C1-functions of x ∈ Rn, c(x) is a real
valued continuous function of x ∈ Rn\{0} and f(x) ∈ L2 = L2(Rn). b(x) =
(b1(x), · · · , bn(x)) represents a magnetic potential. Thus the magnetic field
is defined by its rotation ∇ × b(x). The external potential c(x) may have a
singularity like O(|x|−2) at x = 0.
Notation: Let a · b and a × b respectively denote the inner product and
exterior product of a, b ∈ Rn. More generally, we put
∇ · v(x) = ∂1v1(x) + · · ·+ ∂nvn(x), ∇× v(x) = (∂jvk(x)− ∂kvj(x))1≤j<k≤n
for ∇ = (∂1, · · · , ∂n) and v(x) = (v1(x), · · · , vn(x)). We also put ∇b = ∇ +
ib(x), ∆b = ∇b · ∇b, r = |x|, x˜ = x/r and ∂r = x˜ · ∇. The inner product and
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norm of L2 are defined by
(f, g) =
∫
f(x)g(x)dx and ‖f‖ =
√
(f, f).
Here we specify by
∫
dx the integration over Rn. For function ξ = ξ(r) > 0
let L2ξ = L
2
ξ(R
n) be the weighted L2-space with norm
‖f‖ξ =
{∫
ξ(r)|f(x)|2dx
}1/2
<∞.
Moreover, for 0 < s < t we put Bs,t = {x; s < |x| < t}, Bt = {x; |x| < t},
B′t = R
n\Bt and St = {x; |x| = t}.
Throughout this paper we assume the existence of c∞(x) ∈ L∞ such that
(A1) c(x)− c∞(x) ≥ β
r2
with β > − (n− 2)
2
4
.
With this condition we define the operator L acting in L2 as follows:{
Lu = −∆bu+ c(x)u for u ∈ D(L),
D(L) = {u ∈ L2 ∩H2loc(Rn\{0}); (−∆b + c)u, r−1u ∈ L2}. (2)
Here Hj = Hj(Rn) (j = 1.2, · · · ) is the usual Sobolev space on Rn and H2loc(Ω)
is the H2−space on each compact set of the domain Ω.
Theorem 1. (i) If u ∈ D(L), then we have ∇bu ∈ [L2]n.
(ii) L gives a lower semibounded selfadjoint operator in L2.
(iii) If c(x) → 0 as |x| → ∞, then the essential spectrum σe(L) of L is
included in the half line [0,∞).
A proof is given in Mochizuki [12, Theorems 1.1 and 1.3] under a stronger
restriction on the singularity of c(x) (the so called Stummel conditions are re-
quired there). On the other hand, in Kalf-Schmincke-Walter-Wist [9, Theorem
3] is treated the case with b(x) ≡ 0 and c(x) having a strong singularity like
O(r−2). In both works (ii) is obtained, based on (i), as a Friedrichs extension
of lower semibouded symmetric operators ([5]).
Theorem 1 shows that κ2 with κ ∈ Π± is in the resolvent set of L. Thus,
equation (1) has a unique solution u = R(κ2)f ∈ L2, where R(κ2) = (L−κ2)−1
is the resolvent of L.
In order to study the essential spectrum of L we add the following condi-
tions.
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(A2) There exist constants R0 > 0 and C0 > 0 such that
max
{
|∇ × b(x)|,
∣∣∣∣c(x) + (n− 1)(n− 3)4r2
∣∣∣∣} ≤ C0µ(r), r = |x| > R0,
where µ = µ(r) is a smooth, positive L1-function of r ∈ R+ = (0,∞).
(A3) The unique continuation property holds for −∆b + c(x).
Theorem 2. Assume (A1) and (A2) with µ(r) also satisfying
µ(r) = o(r−1) as r →∞. (3)
Let λ > 0 and let u ∈ H2loc(Rn\{0}) solve the homogeneous equation
−∆bu+ c(x)u− λu = 0. (4)
If the support of u is not compact, then
lim inf
t→∞
∫
St
∣∣∣∣x˜ · ∇bu+ n− 12r u− iκu
∣∣∣∣2dS 6= 0,
where κ =
√
λ or = −√λ.
Theorem 3. Assume (A1), (A3) and (A2) with µ(r) satisfying (3) and also∫ ∞
r
µ(s)ds ≥ rµ(r) for r ≥ R0. (5)
Then the resolvent R(κ2) is continuously extended to Π±∪(0,∞) as an operator
from L2µ−1 to L
2
µ. Thus, the positive spectrum of L is absolutely continuous with
respect to the Lebesgue measure.
Theorem 2 gives a real generalization of the Rellich growth estimates for
the Laplace operator in exterior domain ([15]). A similar result
lim
t→∞ t

∫
St
∣∣∣∣x˜ · ∇bu+ n− 12r u− iκu
∣∣∣∣2dS =∞ (∀ > 0)
has been obtained in Ikebe-Uchiyama [7]. In this case we only use condition (3)
and it is not necessary to assume µ ∈ L1(R+). To show Theorem 2 we employ
the methods developed in Ja¨ger-Rejto [8] and Mochizuki [13] for non-magnetic
Schro¨dinger operators with oscillating long range potentials. Theorem 3 is then
a direct result of Theorem 2 (see e.g., Eidus [3], Mochizuki [12]).
Next, we shall show uniform resolvent estimates for κ ∈ Π±. To this aim
we restrict ourselves to the case n ≥ 3 and replace (A2) by some smallness
conditions.
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Theorem 4. (i) Let n ≥ 3. Assume (A1) and
(A4) max{|∇ × b(x)|, |c(x)|} ≤ 0r−2 in Rn,
where 0 < 0 < 1/4
√
2 (n = 3) or <
√
(n− 1)(n− 3)/8 (n ≥ 4). Then we have
for each κ ∈ Π±, ∫
1
r2
|u|2dx ≤ C1
∫
r2|f |2dx with
C1 =
8
1− 3220
(n = 3) or =
8
(n− 1)(n− 3)− 820
(n ≥ 4).
(ii) Let n ≥ 3. Assume (A1) and
(A5) max{|∇ × b(x)|, |c(x)|} ≤ 0 min{µ(r), r−2}, in Rn,
where µ(r) is a smooth, positive L1-function of r ∈ R+ satisfying also
µ′(r) ≤ 0 in R+. (6)
Then we have for each κ ∈ Π±,∫ {
µ(|∇bu|2 + |κu|2)− µ′n− 12r |u|
2
}
dx ≤ C2
∫
max{µ−1, r2}|f(x)|2dx
with C2 = 4‖µ‖L1
(
5 + 420C1
)
.
Remark 1 The functions (1 + r)−1−δ and (1 + r)−1[log(e+ r)]−1−δ (0 <
δ ≤ 1) are typical examples of µ(r). As is easily seen, all the conditions (3),
(5) and (6) are verified by these functions.
As a corollary of Theorem 4, we are able to obtain space-time weighted
estimates (smoothing properties, cf., Kato [10]) for the Schro¨dinger evolution
equation
i
∂u
∂t
− Lu = 0, u(0) = f ∈ L2, (7)
and for the relativistic Schro¨dinger evolution equation
i
∂u
∂t
−
√
L+m2u = 0, u(0) = f ∈ L2 (8)
with m ≥ 0. Note that the smoothing effects for (8) give those for the Klein-
Gordon (m > 0) or the wave equation (m = 0) in the energy space.
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Theorem 5. (i) Under the conditions of Theorem 4 (i), we have∣∣∣∣∫ ±∞
0
∥∥∥∥r−1 ∫ t
0
e−i(t−τ)Lh(τ)dτ
∥∥∥∥2dt∣∣∣∣ ≤ C1∣∣∣∣∫ ±∞
0
‖rh(t)‖2dt
∣∣∣∣
for h(t) satisfying r−1h(t) ∈ L2(R×Rn), and∣∣∣∣∫ ±∞
0
‖r−1e−itLf‖2dt
∣∣∣∣ ≤ 2√C1‖f‖2 for f ∈ L2.
(ii) Under the conditions of Theorem 4 (ii), we have∣∣∣∣∫ ±∞
0
‖min{µ(r)1/2, r−1}e−it
√
L+m2f‖2dt
∣∣∣∣ ≤ 4√max{C1, C2}‖f‖2.
Theorems 4 and 5 summarize the main results of the recent work of Mochizuki
[14]. Theorem 4 (i) generalizes the corresponding results of Kato-Yajima [11],
where the operator in question is restricted to the Laplace operator in Rn
(n ≥ 3). The Fourier transformation method employed there is not applicable
in our case. We are based on the partial integration method, and the proof of
Theorems 2, 3 and 4 are all reduced to one quadratic identity given in Proposi-
tion 1 of §3. Another important tools are modifications of the Hardy inequality
(Lemma 3 of §2 and Lemma 9 of §5).
Results similar to Theorem 5 have been studied by many authors in connec-
tion with local smoothing properties (see, e.g., Yajima [16], Cuccagna-Schirmer
[1], D’Ancona-Fanelli [2], Erdogan-Goldberg-Schlag [4] and Georgiev-Stefanov-
Tarulli [6]). Note that these works are restricted to the case where the vector
potential b(x) itself is required to be small and to decay sufficiently fast (the
smallness of b(x) is not required in [4]). On the other hand, no such a require-
ment is in our case, and the smallness is required on ∇ × b(x). To remove it
seems difficult without any decay conditions on b(x).
Theorems 1 to 5 will be proved in the following §2 to §6, respectively.
Finally, we give an extension of Theorem 4 (i) and add some remarks in §7.
Theorem 6 there asserts that the smallness of c(x) is not essential for uniform
resolvent estimates.
2. Proof of Theorem 1
In this section, we give a proof of Theorem 1 following Kalf et al [7, Theorem
3] (cf., also Mochizuki [12, Theorems 1.1 and 1.3]).
For α ∈ R and u ∈ H1loc(Rn\{0}) we have∣∣∣∣x˜ · ∇bu∣∣∣∣2 = ∣∣∣∣x˜ · ∇bu+ αr u− αr u
∣∣∣∣2
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=
∣∣∣∣x˜ · ∇bu+ αr u
∣∣∣∣2 −∇ · (x˜αr |u|2
)
+
(n− 2)α− α2
r2
|u|2. (9)
Integration this over B,t = {x ∈ Rn;  < |x| < t} gives the following
Lemma 1. We have∫
B,t
|x˜ · ∇bu|2dx =
∫
B,t
∣∣∣∣x˜ · ∇bu+ αr u
∣∣∣∣2dx
−
(∫
St
−
∫
S
)
α
r
|u|2dS +
∫
B,t
(n− 2)α− α2
r2
|u|2dx.
Lemma 2. (i) Let r−1u ∈ L2. Then we have
lim inf
→0
∫
S
r−1|u|2dS = 0, lim inf
ρ→∞
∫
Sρ
r−1|u|2dS = 0.
(ii) Let u ∈ L2. Then there exist sequences k → 0, tk →∞ (k →∞) such
that
∂r
∫
S1
rn|u(rω)|2dS
∣∣∣∣
r=k
≥ 0, ∂r
∫
S1
rn|u(rω)|2dSω
∣∣∣∣
r=tk
≤ 0.
Proof (i) is obvious since we have∫
r−2|u|2dx =
∫ ∞
0
r−1
∫
Sr
r−1|u|2dSdr <∞.
(ii) is also verified from the inequality∫
|u|2dx =
∫ ∞
0
r−1
∫
S1
rn|u(rω)|2dSωdr <∞.
2
Proof of Theorem 1 (i) By means of the Gauss formula we have for u ∈
D(L),
Re
∫
B,t
(−∆bu+cu)udx =
∫
B,t
(|∇bu|2+c|u|2)dx−Re
(∫
St
−
∫
S
)
(x˜·∇u)udS.
(10)
Combine this identity and Lemma 1. Then noting
−Re
∫
Sr
(x˜ · ∇u)udS = − 1
2r
∂r
∫
S1
rn|u(rω)|2dSω + n2r
∫
Sr
|u|2dS,
we obtain
Re
∫
B,t
(−∆bu+ cu)udx =
∫
B,t
∣∣∣∣x˜ · ∇bu+ αr u
∣∣∣∣2dx
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+
∫
B,t
(
(n− 2)α− α2
r2
+ c
)
|u|2dx
+
(∫
St
−
∫
S
)
n− 2α
2r
|u|2dS − 1
2r
[
∂r
∫
S1
rn|u(rω)|2dSω
]t

.
Put α = n/2 in this equation. Then since r−1u, |c|1/2u ∈ L2, the first inequality
of Lemma 2 (ii) shows ∫
Bt
∣∣∣∣∇bu+ n2ru
∣∣∣∣2dx <∞.
Going back to Lemma 1 with α = n/2 and using the first inequality of Lemma
2 (i), we conclude ∫
Bt
|∇bu|2dS <∞. (11)
On the other hand, since (10) reduces to
Re
∫
B,t
(−∆bu+ cu)udx ≥
∫
B,t
(|∇bu|2 + c|u|2)dx
−1
2
[
r−1∂r
∫
S1
rn|u(rω)|2dSω
]t

− n
2
∫
S
r−1|u|2dS,
the second inequality of Lemma 2 (ii) implies∫
B′
|∇bu|2dS <∞. (12)
(11) and (12) prove the assertion (i). 2
Let H1b be the completion of C
∞
0 = C
∞
0 (R
n) with respect to the norm
‖u‖H1b =
[∫ {|∇bu|2 + |u|2} dx]1/2 <∞. (13)
A modified Hardy inequality is given by
Lemma 3. Let u ∈ H1b . Then we have∫
(n− 2)2
4r2
|u|2dx ≤
∫
|x˜ · ∇bu|2dx.
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Proof Choose α =
n− 2
2
in Lemma 1. Then letting t→∞, we have∫
B′
|x˜ · ∇bu|2dx ≥
∫
S
n− 2
2r
|u|2dS +
∫
B′
(n− 2)2
4r2
|u|2dx.
By assumption, we can let → 0 to conclude the desired inequality. 2
Proof of Theorem 1 (ii) Let u, v ∈ D(L). Then with the help of (i),
especially noting
lim inf
→0
∫
S
|(x˜ · ∇bu)v|dS = lim inf
t→∞
∫
St
|(x˜ · ∇bu)v|dS = 0,
we easily see that
(Lu, v) =
∫ {∇bu · ∇bv + cuv} dx.
Since D(L) is dense in L2, this shows that L is a symmetric operator. Moreover,
by means of (A1) and Lemma 3,
(Lu, u) ≥
(
(n− 2)2
4
+ β
)
‖r−1u‖2 − C∞‖u‖2, C∞ = max |c∞(x)|, (14)
which proves the lower semi boundedness of L.
To show that L coincides with the Friedrichs extension of the differential
operator −∆b + c(x) in C∞0 (Rn\{0}), let {uk} ⊂ C∞0 (Rn\{0}) satisfying
s− lim
k→∞
uk = u in L2,
lim
j,k→∞
([−∆b + c](uj − uk), uj − uk) = 0.
It then follows from (14) that {r−1uk} forms a Cauchy sequence. Thus, r−1u ∈
L2.
This implies that D(L) coincides with the domain of the Friedrichs exten-
sion. 2
Proof of Theorem 1 (iii) Let L1 = L− c∞(x) with domain D(L1) = D(L).
Without loss of generality we can assume c∞(x)→ 0 as r →∞. Then since
(L1u, u) ≥ C(β)‖∇bu‖2, C(β) = 1 (n = 2), = 1 + 4β(n− 2)2 (n ≥ 3),
we easily see that the multiplication operator c∞(x) is L1-compact. This im-
plies σe(L) = σe(L1). L1 being positive, we conclude (iii). 2
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3. Proof of Theorem 2
First we prepare a quadratic identity for solutions u of equation (1). We put
v = e−iκrr(n−1)/2eσ(r)u, g = e−iκrr(n−1)/2eσ(r)f and rewrite (1) as follows:
−∇b · ∇bv +
(
−2iκ+ n− 1
r
+ 2σ′
)
x˜ · ∇bv
+
(
c+
(n− 1)(n− 3)
4r2
+ σ′′ − σ′2 + 2iκσ′
)
v = g. (15)
Let φ = φ(r) = e−2Imκrr−n+1ϕ(r), where ϕ(r) is a smooth, nonnegative func-
tion of r > 0. We multiply by φx˜ · ∇bv on both sides of (15) to obtain
−Re∇ · {(φ∇bv)x˜ · ∇bv}+ φ′|(x˜ · ∇bv|2 + φ
r
(|∇bv|2 − |(x˜ · ∇bv|2)
+
1
2
∇ · (φx˜|∇bv|2)−
(
φ′
2
+ φ
n− 1
2r
)
|∇bv|2
−Reφ{(x˜×∇bv) · (∇× ib)v}+ φ
(
2Imκ+
n− 1
r
+ 2σ′
)
|x˜ · ∇bv|2
+Reφ
(
c+
(n− 1)(n− 3)
4r2
+ σ′′ − σ′2 + 2iκσ′
)
vx˜ · ∇bv = Re
{
φgx˜ · ∇bv
}
.
Integrate this over BR,t. Then noting
∇bv = e−iκrr(n−1)/2
{
∇b(eσu) + x˜
(
n− 1
2r
− iκ
)
(eσu)
}
,
φ′(r) = φ(r)
(
−2Imκ− n− 1
r
+
ϕ′
ϕ
)
,
we obtain
Proposition 1. Let u ∈ H2loc(Rn\{0}) solves (1). Put uσ = eσu, fσ = eσf
and
θσ = θσ(x, κ) = ∇buσ + x˜
(
n− 1
2r
− iκ
)
uσ.
Then[∫
St
−
∫
SR
]
ϕ
{
−|x˜ · θσ|2 + 12 |θσ|
2
}
dS +
∫
BR,t
ϕ
{(
ϕ′
ϕ
− 1
r
)
|x˜ · θb|2
+
(
Imκ− ϕ
′
2ϕ
+
1
r
)
|θσ|2 + 2σ′|x˜ · θσ|2 + ReJσ(x, κ)
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+Re
[
(σ′′ − σ′2 + 2iκσ′)uσx˜ · θσ
]}
dx = Re
∫
BR,t
ϕfσx˜ · θσdx,
where
Jσ(x, κ) = −(x˜× θσ) · (∇× ib)uσ +
(
c+
(n− 1)(n− 3)
4r2
)
uσx˜ · θσ.
In this section we prove Theorem 2 based on this identity.
Lemma 4. Let u be a solution of the homogeneous equation (4). Then for each
λ > 0 and r > 0 we have
Im
[∫
Sr
(x˜ · ∇buσ)uσdS
]
= 0, (16)
∫
Sr
{∣∣∣∣x˜ · ∇buσ + n− 12r uσ
∣∣∣∣2 + λ|uσ|2}dS = ∫
Sr
|x˜ · θσ|2dS, (17)
where θσ = θσ(x,±
√
λ).
Proof We multiply by u on both sides of (4) and integrate by parts over
Br. Then the imaginary part gives
−Im
∫
Sr
(x˜ · ∇bu)udS = 0.
σ(r) being real, this implies (16). (17) is obvious from (16). 2
The following lemma is a direct consequence of (A2) and (17).
Lemma 5. Let u solve (4). Then there exists C3 > 0 independent of σ(r) such
that ∫
Sr
|Jσ(x, κ)|dS ≤ C3µ(r)
∫
Sr
|θσ|2dS for r > R0.
Proof of Theorem 2 We define F (r), Fσ,τ (r) as follows:
F (r) =
1
2
∫
Sr
{2|x˜ · θ|2 − |θ|2}dS,
Fσ,τ =
1
2
∫
Sr
{2|x˜ · θσ|2 − |θσ|2 + (σ′2 − τ)|uσ|2}dS,
where θ means θσ with σ ≡ 0 and τ = τ(r) > 0 is another weight function.
It follows from Proposition 1 with σ ≡ 0, ϕ ≡ 0, κ2 = λ > 0 and f ≡ 0 that
F (t)− F (R) =
∫
BR,t
{
1
r
(|θ|2 − |x˜ · θ|2) + ReJ(x,±
√
λ)
}
dx,
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where J means Jσ with σ ≡ 0. We choose R1 ≥ R0 such that 1
r
− C3µ(r) ≥ 0
for r ≥ R1. Then differentiating both sides and using Lemma 5, we obtain
d
dt
F (t) ≥ −2C3µ(t)F (t) for t ≥ R1.
Assume here that there exists a sequence rk →∞ such that F (rk) > 0. Then
we can choose rk ≥ R1 to obtain
F (t)
F (rk)
≥ exp
{
−2C3
∫ t
rk
µdr
}
.
Since µ(r) ∈ L1(R+), this proves the uniform positivity near infinity of F (t).
Next assume the contrary that F (r) ≤ 0 for r ≥ R2(≥ R1), and u does
not have compact support. In this case we put ϕ = r, κ2 = λ and f ≡ 0 in
Proposition 1, and subtract the identity
1
2
(∫
St
−
∫
SR
)
r
(
σ′2 − τ
)
|uσ|2 − 12
∫
BR,t
r
{
Re
[
(σ′2 − τ)uσx˜ · θσ
]
−
(
1
r
σ′2 + σ′′σ′ − 1
r
τ − 1
2
τ ′
)
|uσ|2
}
dx = 0.
Then it follows that
d
dt
[tFσ,τ (t)] =
∫
St
r
{
1
2r
|θσ|2 +ReJσ(r)+2σ′
∣∣∣∣x˜·∇buσ+ n− 12r uσ
∣∣∣∣2
+(σ′′−τ)uσ
(
x˜ · ∇buσ+ n− 12r uσ
)
+
(
1
r
σ′2 +σ′′σ′− 1
r
τ− 1
2
τ ′
)
|uσ|2
}
dS, (18)
where we have used Lemma 4 to obtain∫
St
2σ′
{
|x˜ · θσ|2 + Re[±i
√
λuσx˜ · θσ]
}
dS =
∫
St
2σ′
∣∣∣∣x˜ · ∇buσ + n− 12r uσ
∣∣∣∣2dS.
We choose here
σ(r) =
m
1− r
1−, τ(r) = r−2 log r
with m ≥ 1 and 1/3 <  < 1/2. Then noting (17) and assumption µ(r) =
o(r−1), we can show (as for the details, see e.g. Mochizuki [13]) that there
exists R3 ≥ R2 such that for any m ≥ 1,
d
dt
[tFσ,τ (t)] ≥
∫
St
r
(
1
2r
− o(r−1
)
|θσ|2dS ≥ 0 in t ≥ R3.
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Moreover, by assumption there exists R4 ≥ R3 such that
∫
SR4
|uσ|2dS > 0.
Thus, we can choose m large to satisfy Fσ,τ (R4) > 0. Combining these prop-
erties, we conclude that Fσ,τ (t) > 0 for t ≥ R4. Note here that
Fσ,τ (t) = e2σ
{
F (r) + σ′
d
dt
∫
S(r)
|u|2dS + (2σ′2 − τ)
∫
S(r)
|u|2dS
}
.
F (r) ≤ 0 near infinity by assumption, and the third term of the right becomes
nonpositive when r goes large. Hence,
d
dt
∫
S(t)
|u|2dS > 0
for r large enough.
The desired conclusion thus holds. 2
4. Proof of Theorem 3
We put
ϕ1(r) =
(∫ ∞
r
µ(s)ds
)−1
.
Then as is easily seen
ϕ′1(r) = µ(r)ϕ1(r)
2, (19)
and µϕ1 and hence ϕ′ = µϕ2 is not in L1(R+). Moreover, it follows from (5)
that
ϕ′1(s)
ϕ1(s)
ds = µ(r)ϕ1(r) ≤ 1
r
for r ≥ R0. (20)
We shall show that for any 0 < a < b < ∞, the resolvent R(κ2) ∈
B(L2µ−1 , L2µ) restricted in κ ∈ K± = {κ; a ≤ ±Reκ ≤ b, 0 < Imκ ≤ 1} is
continuously extended to K± ∪ [a, b].
The proof is based on Theorem 2 and the following two lemmas.
Lemma 6. Let u = R(κ2)f with κ ∈ K± and f ∈ L2µ−11 . Then there exists
C = C(K±) > 0 such that u = R(κ2)f satisfies
‖θ‖2ϕ′1,B′R ≤ C
{
‖u‖2µ + ‖f‖2µ−1
}
, R ≥ R4.
Proof We choose R ≥ R4 and t > R + 1 in Proposition 1, and put σ = 0
and ϕ = χϕ1 there, where χ = χ(r) is a smooth function such that χ(r) = 0
(r ≤ R) and χ(r) = 1 (r ≥ R+ 1). Then∫
St
ϕ1
(
|x˜ · θ|2 − 1
2
|θ|2
)
dS =
∫
BR,t
χϕ1
{
ϕ′1
2ϕ1
|θ|2
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+
(
1
r
− ϕ
′
1
ϕ1
)
(|θ|2 − |x˜ · θ|2) + 1
2
Re
[
J(x, κ)− fx˜ · θ¯]}dx
+
∫
BR,R+1
χ′ϕ1
(
|x˜ · θ|2 − 1
2
|θ|2
)
dx. (21)
It follows from (A2) and (19) that
ϕ1|J(x, κ)| ≤ C0ϕ1µ|ux˜ · θ¯±| ≤ C0ϕ′1/21 |x˜ · θ|µ1/22 |u|.
Moreover, by the ellipticity of equation (1), we see∫
B(R,R+1)
|θ|2dx ≤ C
{
‖u‖2µ + ‖f‖2µ−1
}
.
Thus, noting (20), applying the Schwarz inequality and letting t → ∞ in
(21), we obtain the assertion of the lemma. 2
Lemma 7. Let κ ∈ K± and f ∈ L2µ−1 . Then there exists R5 ≥ R4 such that
u = R(κ2)f satisfies for R ≥ R5,
a‖u‖2µ,B′R ≤ Cϕ1(R)
−1
{
‖x˜ · θ‖2ϕ′1,B′R + ‖u‖
2
µ + ‖f‖2µ−1
}
.
Proof By the Gauss formula
Im
∫
Br
fu¯dx = −Im
∫
Sr
(x˜ · ∇bu)u¯dS − Imκ2
∫
Br
|u|2dx.
It then follows that
Imκ2
∫
Br
|u|2dx+ Reκ
∫
Sr
|u|2dS = −Im
[∫
Sr
(x˜ · θ)udS +
∫
Br
fudx
]
.
Since Imκ2 and Reκ have the same sign, and since ±Reκ ≥ a > 0, multiplying
by µ(r) and integrating over (R,∞) with respect to r, we obtain
a‖u‖2µ,B′R ≤
∫
B′R
µ|x˜ · θ||u|dx+ ϕ1(R)−1
∫
|f ||u|dx.
The inequality of the lemma then follows from the relation µ1/2 = ϕ−11 ϕ
′1/2
1
and the Schwarz inequality. 2
Proof of Theorem 3 Let {κk, fk} ⊂ K± × L2µ−1 converge to {κ0, f0} as
k →∞. Since the other case is easier, we assume that ±κ0 =
√
λ ∈ [a, b]. Let
uk = R(κ2k)fk. Then since ϕ1(R)
−1 → 0 as R → ∞, the Rellich compactness
criterion, Lemmas 6 and 7 show that {uk} is compact in L2µ if it is bounded
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in the same space. Moreover, Lemma 6 shows that every accumulation point
u0 ∈ L2µ satisfies the inequality∥∥∥∥x˜ · ∇bu0 + (n− 12r − iκ0
)
u0
∥∥∥∥
ϕ′1
<∞.
The boundedness of {uk} is proved by contradiction. In fact, assume that
there exists a subsequence, which we also write {uk}, such that ‖uk‖µ → ∞
as k → ∞. Put vk = uk/‖uk‖µ. Then as it is explained above, {κk, vk} has a
convergent subsequence, and if we denote the limit by {κ0, v0}, then it satisfies
the homogeneous equation (4) with λ = κ20 and also
‖v0‖µ = 1,
∥∥∥∥x˜ · ∇bv0 + (n− 12r − iκ0
)
v0
∥∥∥∥
ϕ′1
<∞. (22)
The second inequality implies
lim inf
r→∞
∫
Sr
∣∣∣∣x˜ · ∇bv0 + (n− 12r − iκ0
)
v0
∣∣∣∣2dS = 0
since ϕ′1(r) /∈ L1([R5,∞)). Comparing this with Theorem 2, we see that v0
has a compact support in x ∈ Rn. Hence, v0 ≡ 0 by the unique continuation
property for solutions to (4). But this contradicts to the first equation of (22).
We have shown that the sequence {uk} is precompact in L2µ and satisfies
inequality (22). But if we apply Theorem 2 once more, then {uk} itself is shown
to converge.
The proof of Theorem 3 is thus completed. 2
5. Proof of Theorem 4
In this section we shall prove Theorem 4 by a series of lemmas for the solution
u = R(κ2)f of (1) (the proof of this and next sections are essentially the same
as in Mochizuki [14]).
Lemma 8. Let ϕ = ϕ(r) be a positive increasing function of r > 0 satisfying
ϕ′(r)
ϕ(r)
≤ 1
r
. (23)
Then we have∫
ϕ
(
Imκ+
ϕ′
2ϕ
){
|θ|2 + (n− 1)(n− 3)
4r2
|u|2
}
dx
≤
∫
ϕ (|f |+ max{|∇ × b|, |c|}|u|) |θ|dx.
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Proof In the identity of Proposition 1 we put σ ≡ 0. Then letting R → 0
and t→∞, we obtain∫
ϕ
{(
1
r
− ϕ
′
ϕ
)
(|θ|2 − |x˜ · θ|2) +
(
Imκ+
ϕ′
2ϕ
)
|θ|2 + ReJ(x, κ)
}
dx
= Re
∫
ϕfx˜ · θdx. (24)
Here
ϕ
∣∣∣∣J(x, κ)− (n− 1)(n− 3)4r2 ux˜ · θ
∣∣∣∣ ≤ ϕmax{|∇ × b|, |c|}|u||θ|
and
Re
∫
ϕ
(n− 1)(n− 3)
4r2
ux˜ · θdx =
∫
ϕ
(
Imκ− ϕ
′
2ϕ
+
1
r
)
(n− 1)(n− 3)
4r2
|u|2dx.
Substitute these relations to (24). Then assumption (23) on ϕ and the Schwarz
inequality show the inequality of the lemma. 2
Lemma 9. We have ∫
1
4r2
|u|2dx ≤
∫
|x˜ · θ|2dx.
Proof We begin with the identity∣∣∣∣∇bu∣∣∣∣2 = ∣∣∣∣∇bu+ x˜αr u
∣∣∣∣2 −∇ · (x˜αr |u|2
)
+
(n− 2)α− α2
r2
|u|2
which is similar to (9). Multiply by ξ = ξ(r) > 0 on both sides. Then
ξ|x˜ · ∇bu|2 =
∣∣∣∣x˜ · ∇b(√ξu) + αr√ξu
∣∣∣∣2 −∇ · [x˜(αr + ξ′2ξ
)
|
√
ξu|2
]
+
{
n− 1
r
(
α
r
+
ξ′
2ξ
)
+
(
α
r
+
ξ′
2ξ
)′
− 2α
r
(
α
r
+
ξ′
2ξ
)
+
(
α
r
+
ξ′
2ξ
)2}
|
√
ξu|2.
Integrating this over B,t, we have∫
B,t
ξ|x˜ · ∇bu|2dx =
∫
B,t
∣∣∣∣x˜ · ∇b(√ξu) + αr√ξu
∣∣∣∣2dx
−
[∫
St
−
∫
S
](
ξ′
2ξ
+
α
r
)
|
√
ξu|2dS
+
∫
B,t
{
(n− 2)α− α2
r2
+
(n− 1)ξ′
2rξ
+
2ξ′′ξ − ξ′2
4ξ2
}
|
√
ξu|2dx.
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We here replace u by v = e−iκr(n−1)/2u and choose ξ = r−n+1e−2Imκr and
α =
n− 2
2
. Then, since
ξ|v|2 = |u|2, ξ|x˜ · ∇bv|2 = |x˜ · θ|2
and
(n− 2)α− α2
r2
+
(n− 1)ξ′
2rξ
+
2ξ′′ξ − ξ′2
4ξ2
=
1
4r2
+ (Imκ)2,
letting → 0 and t→∞, we obtain the inequality of the lemma. 2
Proof of Theorem 4 (i) We choose ϕ = r in Lemma 8. Then noting (A4),
we have for any 0 <  ≤ 1,
1
2
∫ {
(1− )|θ|2 + (n− 1)(n− 3)
4r2
|u|2
}
dx ≤ 1

∫ (
r2|f |2 + 20r−2|u|2
)
dx.
Combining this and Lemma 9 leads us to
−2 + (n− 2)2− 820
8
∫
1
r2
|u|2dx ≤ 1

∫
r2|f |2dx.
Thus, we conclude the inequality of (ii) by choosing  = min{√80, 1}. 2
Lemma 10. Assume c(x) ≥ − (n− 2)
2
4r2
. Then for µ satisfying (6) we have
1
2
∫ {
µImκ
1
r
|u|2| − µ′n− 1
r
|u|2 + µ(|∇bu|2 + |κu|2)
}
dx
≤ 1
2
∫
µ
(
|θ|2 + (n− 1)(n− 3)
4r2
|u|2
)
dx+ ‖µ‖L1
∫
|f(x)||iκu|dx.
Proof We multiply by −iκu on both sides of (1) and integrate the real part
over Br to obtain
1
2
∫
Sr
{−|∇bu− iκu|2 + |∇bu|2 + |κ|2|u|2} dS
+Imκ
∫
Br
(|∇bu|2 + c|u|2 + |κu|2) dx = −Re∫
Br
fiκudx.
Multiply µ(r) on both sides and integrate over (0,∞). Then noting
µ|∇bu− iκx˜u|2 = −∇ · {x˜µn− 12r |u|
2}+ µ
(
|θ|2 + (n− 1)(n− 3)
4r2
|u|2
)
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+µ′
n− 1
2r
|u|2 − µImκn− 1
r
|u|2,
we obtain
1
2
∫ {
µImκ
n− 1
r
|u|2−µ′n− 1
2r
|u|2+µ (|∇bu|2 + |κu|2)}dx
+Imκ
∫ ∞
0
µdr
∫
Br
(|∇bu|2 + c|u|2 + |κu|2) dx
=
1
2
∫
µ
(
|θ|2 + (n− 1)(n− 3)
4r2
|u|2
)
dx+ Re
∫ ∞
0
µdr
∫
Br
f(x)iκudx.
Note here c(x) ≥ − (n− 2)
2
4r2
. Then Lemma 1 with α =
n− 2
2
and  = 0 shows
Imκ
∫ ∞
0
µdr
∫
Br
(|∇bu|2 + c(x)|u|2)dx
≥ −Imκ
∫ ∞
0
µdr
∫
Sr
n− 2
2r
|u|2dS = −
∫
µImκ
n− 2
2r
|u|2dx,
and the desired inequality holds. 2
Proof of Theorem 4 (ii) We combine Lemmas 10 and 8 with ϕ(r) =
∫ r
0
µ(σ)dσ.
It is obvious that this ϕ satisfies (23). Then since ϕ(r) ≤ ‖µ‖L1 , it follows that
1
2
∫ {
−µ′n− 1
2r
|u|2 + µ (|∇bu|2 + |κu|2)}dx
≤ 4‖µ‖2L1
∫
µ−1
(|f |2 + |max{|∇ × b|, |c|}u|2) dx+ ‖µ‖L1 ∫ |f ||iκu|dx.
Thus, noting
‖µ‖L1
∫
|f ||iκu|dx ≤ ‖µ‖2L1
∫
µ−1|f |2dx+ 1
4
∫
µ|κu|2dx,
we conclude∫ {
µ(|∇bu|2 + |κu|2)− µ′n− 12r |u|
2
}
dx
≤ 4‖µ‖2L1
∫
µ−1
(
5|f(x)|2 + 4|max{|∇ × b|, |c|}u|2) dx. (25)
The use of (A5) and the inequality of (i) implies that∫
µ−1|max{|∇ × b|, |c|}u|2dx ≤ 20C1
∫
r2|f |2dx.
Thus, substituting this in (25) gives the desired inequality. 2
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6. Proof of Theorem 5
The following proposition summarizes abstract results which allows us to em-
ploy the resolvent estimate for a selfadjoint operator to a space-time weighted
estimate for the associated evolution equation. As for the proof see, e.g.,
Mochizuki [14].
Let Λ be a selfadjoint operator in the Hilbert space H, and for z ∈ C\R
let R(z) be the resolvent of Λ. Suppose that A is a densely defined, closed
operator from H to another Hilbert space H1.
Proposition 2. Assume that there exists C > 0 such that
sup
z/∈R
‖AR(z)A∗f‖H1 <
√
C‖f‖H1 (26)
for f ∈ D(A∗). Then we have∣∣∣∣∫ ±∞
0
∥∥∥∥∫ t
0
Ae−i(t−τ)ΛA∗h(τ)dτ
∥∥∥∥2
H1
dt
∣∣∣∣ ≤ C∣∣∣∣∫ ±∞
0
‖h(t)‖2H1dt
∣∣∣∣, (27)
sup
t∈R±
∥∥∥∥∫ t
0
eiτΛA∗h(τ)dτ
∥∥∥∥2
H
≤ 2
√
C
∣∣∣∣∫ ±∞
0
‖h(t)‖2H1dt
∣∣∣∣ (28)
for each h(t) ∈ L2(R;D(A∗)), and∣∣∣∣∫ ±∞
o
‖Ae−itΛf‖2H1dt
∣∣∣∣ ≤ 2√C‖f‖2H (29)
for each f ∈ H.
Proof of Theorem 5 (i) Set Λ = L, H = H1 = L2 and A = r−1 (multipli-
cation operator). Then A∗ = A and R(z) = R(z), and if we let z = κ2, then it
follows from Theorem 4 (i) that
‖AR(z)A∗f‖ = ‖r−1R(z)A∗f‖ ≤
√
C1‖rA∗f‖ =
√
C1‖f‖.
Thus, the estimates (27) and (29) can be written as∣∣∣∣∫ ±∞
0
‖r−1
∫ t
0
e−i(t−τ)Lh(τ)dτ‖2dt
∣∣∣∣ ≤ C1∣∣∣∣∫ ±∞
0
‖rh(t)‖2dt
∣∣∣∣,
∣∣∣∣∫ ±∞
0
‖r−1e−itLf‖2dt
∣∣∣∣ ≤ 2√C1‖f‖2.
These are what to be proved. 2
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To show Theorem 5 (ii) we consider the Klein-Gordon equation
i∂tu = Λu, u(t) = {w(t), ∂tw(t)}, Λ =
(
0 i
−i(L+m2) 0
)
in the energy space H = H1b × L2, where H1b is the completion of C∞0 (Ω) in
the norm
‖f1‖2H1b =
1
2
∫
{|∇bf1|2 + (c(x) +m2)|f1|2}dx.
Then Λ with domain
D(Λ) = {f1 ∈ H1b ; ∆bf1 ∈ L2} × {f2 ∈ H1b ∩ L2}
forms a selfadjoint operator in H, and its resolvent is given by
R(z) = (L+m2 − z2)−1
(
z i
−i(L+m2) z
)
.
Let A : H → H1 = L2 be defined by
Af = min{
√
µ(r), r−1}
√
L+m2f1 for f = {f1, f2} ∈ H.
Then the adjoint operator A∗ is given by
A∗g =
{√
L+m2
−1
min{
√
µ(r), r−1}g, 0
}
for g ∈ L2.
Proof of Theorem 5 (ii) By definition
AR(z)A∗g = min{
√
µ(r), r−1}z(L+m2 − z2)−1 min{
√
µ(r), r−1}g (30)
for g ∈ D(A∗). Then since∫ ∣∣∣∣min{√µ, r−1}z(L+m2 − z − 2)−1f ∣∣∣∣2dx ≤ m2 ∫ r−2|(L+m2 − z2)−1f |2dx
+
∫
µ| −m2 + z2||L(L+m2 − z2)−1f |2dx,
using Theorem 4, we obtain
‖AR(z)A∗g‖ ≤
√
m2C1 + C2‖g‖.
We return to Proposition 3 with this inequality. Then (29) shows that∣∣∣∣∫ ±∞
0
‖Ae−itΛf‖2dt
∣∣∣∣ = ∣∣∣∣∫ ±∞
0
‖min{
√
µ(r), r−1}
√
L+m2w(t)‖2dy
∣∣∣∣
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≤ 2
√
m2C1 + C2‖f‖2H.
Since
w(t) = cos(t
√
L+m2)f1 +
√
L+m2
−1
sin(t
√
L+m2)f2,
choosing f = {√L+m2−1g, 0} and f = {0, g} for g ∈ L2, we obtain∣∣∣∣∫ ±∞
0
‖min{
√
µ(r), r−1} cos(t
√
L+m2)g‖2dy
∣∣∣∣ ≤√m2C1 + C2‖g‖2
and ∣∣∣∣∫ ±∞
0
‖min{
√
µ(r), r−1} sin(t
√
L+m2)g‖2dy
∣∣∣∣ ≤√m2C1 + C2‖g‖2,
respectively. These inequalities imply assertion (ii). 2
7. An extension of Theorem 4 (i) and final remarks
As is proved in Theorems 3 and 4, the resolvent R(κ2) of L satisfies the following
properties under (A1) and (A4).
(a) As an operator from L2ξ−1 to L
2
ξ , where ξ = (1 + r)
−2, R(κ2) is contin-
uously extended to κ ∈ C+ = {κ ∈ C; Imκ ≥ 0}.
(b) R(κ2) ∈ B(L2ξ−1 , L2ξ), κ ∈ C+, is a compact operator.
(c) (1 + |κ|)‖R(κ2)‖B(L2
ξ−1 ,L
2
ξ)
is uniformly bounded in κ ∈ C+.
Now, let us consider a perturbation of L:
L2 = L+ c2(x),
where c2(x) is a real valued L∞-function satisfying
(A6) |c2(x)| ≤ C(1 + r)−2 for some C > 0,
and the unique continuation property holds for −∆b + c(x) + c2(x).
(A7) L2 has at most a finite number of negative eigenvalues, and κ2 = 0 is
neither an eigenvalue nor a resonance of L2.
Under these conditions Theorem 4 (i) is easily extended to the operator L2.
Theorem 6. Let −λ0 be the largest negative eigenvalue of L2. Choose δ > 0
to satisfy δ2 < λ0, and let C+,δ = {κ ∈ C : 0 < Imκ ≤ δ}. Then there exists
C > 0 such that∫
(1 + r)−2|R2(κ2)f |2dx ≤ C
∫
(1 + r)2|f |2dx
for each κ ∈ C+,δ and f satisfying (1 + r)f ∈ L2.
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Finally, we summarize related problems not proved in this article.
1. The finiteness of negative eigenvalues should be ascertained under condi-
tion (A6).
2. It is not known, whether the essential spectrum σe(L) of L fills the non-
negative real line or not.
3. The inhomogeneous smoothing property corresponding to the first esti-
mate of Theorem 5 (i) is not obtained here for the relativistic Schro¨dinger
equation (9).
4. What happens when the smallness of the magnetic field ∇ × b(x) like
(A4) is not required?
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