Abstract: Using fractional calculus theory and Krasnoselskii's fixed point theorem, we establish the sufficient conditions for the controllability of impulsive fractional differential equations with infinite delay. An example is provided to illustrate the theory.
Introduction
In this work we discuss the existence of mild solutions for the controllability of impulsive fractional differential equations with infinite delay of the form C D α t k x(t) = Ax(t) + f (t, x t , x(t)) + Bu(t), t ∈ J k = (t k , t k+1 ], k = 0, 1, . . . , m, ∆x(t k ) = I k (x(t − k )), k = 1, 2, . . . , m, x(t) = φ(t), t ∈ (−∞, 0], (1.1) where C D α t k is the Caputo fractional derivative of order 0 < α < 1, T > 0, A : D(A) ⊂ E → E is the infinitesimal generator of an α-resolvent family (S α (t)) t≥0 , the solution operator (T α (t)) t≥0 is defined on a complex Banach space E, f : [0, T ] × B × E −→ E is a given function. B is a bounded linear operator from E into E, the control u ∈ L 2 (J; E), the Banach space of admissible controls. Here, 0 = t 0 < t 1 < . . . < t m < t m+1 = T, I k ∈ C(E, E), (k = 1, 2, . . . , m), are bounded functions, ∆x(t k ) = x(t + k ) − x(t − k ), x(t + k ) = lim h→0 x(t k + h) and x(t − k ) = lim h→0 x(t k − h) denotes the right and the left limit of x(t) at t = t k , respectively. we denote by x t the element of B defined by x t (θ) = x(t + θ), θ ∈ (−∞, 0]. Here x t represents the history of the state from −∞ up to the present time t. We assume that the histories x t belongs to some abstract phase space B, to be specified later, and φ ∈ B.
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Fractional differential equations have been of much interest to many researchers due to its applications in various fields, such as physics, chemistry, engineering, economy, aerodynamics, etc. see the books by Abbas et al. [1] , Hilfer [14] , Kilbas et al. [15] , Podlubny [20] , and the references therein. Now impulsive differential equations have become an important object of investigation in recent years stimulated by their numerous applications to problems arising in mechanics, electrical engineering, medicine, biology, ecology, etc., For more details on this theory and its applications we refer the monographs of Bainov and Simeonov [5] , Benchohra et al. [7] , Lakshmikantham et al. [16] , and Samoilenko and Perestyuk [23] and the papers [8, 9, 12, 13, 22] . Let us mention the recent book by Perestyuk et al. [19] which contains more interesting recent results on impulsive problems with discontinuous multivalued right hand side.
On the other hand, the most important qualitative behavior of a dynamical system is controllability. It is well known that the issue of controllability plays an important role in the analysis and design of control systems. Recently, controllability results for impulsive fractional evolution equations in infinite dimensional spaces has been investigated by many authors [25, 4] . Motivated by these works, we show that a particular class of impulsive fractional differential systems in Banach spaces is controllable provided that some conditions have to be satisfied.
The organization of this paper is as follows. In Section 2, we recall some definitions and preliminary results which will be used in this paper. In Section 3, we will consider the existence results for problem (1.1) by means of the application of Krasnoselskii's fixed point theorem. In Section 4, we will give an example to illustrate the main result. The main result of the present paper extend those considered by Shu et al. [24] for the problem (1.1) with B ≡ 0.
Preliminaries
In this section, we present some definitions and auxiliary results which will be needed in the sequel.
Let J = [0, T ], and (E, · ) be a complex Banach space. C = C(J, E) be the Banach space of continuous functions from J into E with the norm
L(E) be the Banach space of all linear and bounded operators on E. L 1 (J, E) the space of E−valued Bochner integrable functions on J with the norm
B r (x, E) represents the closed ball in E with the center at x and the radius r.
In this paper, we will employ an axiomatic definition for the phase space B which is similar to those introduced by Hale and Kato [11] . Specifically, B will be a linear space of functions mapping (−∞, 0] into E endowed with a seminorm . B , and satisfies the following axioms:
−→ E is such that x 0 ∈ B, then for every t ∈ J, x t ∈ B and
where C > 0 is a constant.
(A2) There exist a continuous function C 1 (t) > 0 and a locally bounded function C 2 (t) ≥ 0 in t ≥ 0 such that
for t ∈ [0, T ] and x as in (A1).
(A3) The space B is complete.
We need some basic definitions and properties of the fractional calculus theory which are used further in this paper.
Definition 2.1. Let α > 0 and f : R + → E be in L 1 (R + , E). Then the RiemannLiouville integral is given by:
Recall that the Laplace transform of a function f ∈ L 1 (R + , E) is defined by
if the integral is absolutely convergent for Re(λ) > ω. For more details on the Riemann-Liouville fractional derivative, we refer the reader to [9] .
Definition 2.2.
[20] The Caputo derivative of order α for a function f : [0, +∞) → E can be written as
Obviously, The Caputo derivative of a constant is equal to zero.
In order to defined the mild solution of the problems (1.1) we recall the following definition Definition 2.3. A closed and linear operator A is said to be sectorial if there are constants ω ∈ R, θ ∈ [ π 2 , π], M > 0, such that the following two conditions are satisfied:
Sectorial operators are well studied in the literature. For details see [10] .
Definition 2.4. [3] if
A is a closed linear operator with domain D(A) defined on a Banach space E and α > 0, the we say that A is the generator of an α-resolvent family if there exists ω ≥ 0 and a strongly continuous function S α : R + →L(E) such that {λ α : Re(λ) > ω} ⊂ ρ(A)) (ρ(A) being the resolvent set of A) and
In this case, S α (t) is called the α-resolvent family generated by A. 
in this case, S α (t) is called the solution operator generated by A.
For more details see [17, 21] .
Definition 2.6. The problem (1.1) is said to be controllable on the interval J if for every initial function φ ∈ B and x 1 ∈ E there exists a control u ∈ L 2 (J, E) such that the mild solution x(.) of (1.1) satisfies x(T ) = x 1 .
Theorem 2.7. (Krasnoselskii's fixed point Theorem) Let M be a closed convex and nonempty subset of a Banach space E. Let P and Q be two operators from M into E such that
ii) P is compact and continuous, iii) Q is a contraction mapping, then there exists z ∈ M such that z = P z + Qz.
Main results
In this section, we present and prove the controllability results for the system (1.1).
Before going further we need the following lemma ( [24] ).
Lemma 3.1. Consider the Cauchy problem
if f is Hölder continuous with exponent β ∈ (0, 1] and A is a sectorial operator, then the unique solution of the Cauchy problem (3.1) is given by
where
B r is a suitable path lying on (θ,ω) , S α (t) is the α-resolvent family and T α (t) is the solution operator generated by A.
Theorem 3.2. [6, 24] If α ∈ (0, 1) and A generates the solution operator T α (t), then for any x ∈ E and t > 0, we have
Let us consider the set of functions
Endowed with the seminorm
where x| J k is the restriction of
From Lemma 3.1, we can define the mild solution of system (1.1) as follows:
A function x ∈ B 1 is called a mild solution of (1.1) if it satisfies the following integral equation:
To establish our results, we impose the following hypotheses:
(H1) The semigroup S α (t) is compact for t > 0.
(H3) For each k = 1, 2, . . . , m, there exists ρ k > 0 such that
(H4) f : J × B × E −→ E is continuous, there exist two continuous functions
(H5) I k : E → E is continuous, and there exists Ω > 0 such that
has an inverse operator W −1 , which takes values in L 2 (J, E)/ ker W and there exist two positive constants M 1 and M 2 such that
(H7) Let
We need the following lemma. 
If z E < r, r > 0, then
Theorem 3.5. Assume that the hypotheses (H1) − (H7) are satisfied, and if
Proof. We transform the problem (1.1) into a fixed-point problem. Consider the operator N : B 1 −→ B 1 defined by :
Using hypothesis (H6) for an arbitrary function x(.) define the control
Clearly, fixed points of the operator N are mild solutions of the problem (1.1).
Let us define y(.) : (−∞, T ] −→ E as
Then y 0 = φ. For each z ∈ C(J, R) with z(0) = 0, we denote by z the function defined by
If x satisfies x = N x, then writing x(t) = y(t) + z(t) for t ∈ J, we have x t = y t + z t for t ∈ J, the expression of the control given by (3.4) becomes t 2 ] ; . . ., 5) and
. . .,
Moreover z 0 = 0.
Let
B 2 = {z ∈ B 1 suchthat z 0 = 0}.
For any z ∈ B 2 , we have
Thus (B 2 , . B 2 ) is a Banach space. We define the operator P : B 2 −→ B 2 by : t 2 ] ; . . .,
It is clear that the operator N has a fixed point if and only if P has a fixed point. So let us prove that P has a fixed point. Observe first that P is obviously well defined.
, and define the set
then B r is a bounded, closed-convex subset in B 2 . Now, let us prove that P has a fixed point. To this end, we proceed in three steps.
Step 1: P maps B r into itself. If z ∈ B r , from (H5) and (H6) it follows that
Let z ∈ B r , for t ∈ [0, t 1 ], then we have
Moreover, when t ∈ (t i , t i+1 ], i = 1, . . . , m, we have the estimate
which proves that P (B r ) ⊂ B r .
To prove that P is condensing operator, we introduce the decomposition P = P 1 +P 2 , where
We prove that P 1 is contraction, while P 2 is completely continuous.
Step 2: P 1 is a contraction.
Let z, z * ∈ B r , then for all t ∈ [0, t 1 ], we have
For t ∈ (t 1 , t 2 ], we have
Similarly, when t ∈ (t i , t i+1 ], i = 2, . . . , m, we get
Thus, for all t ∈ [0, T ], we have where
Actually, Q 1 and Q 2 tend to 0 as Q 1 , Q 2 independently of z ∈ B r . Indeed, in view of (3.3), we have
Hence, we deduce that lim u→v Q 1 = 0.
as u → v since S α is strongly continuous; we deduce that lim u→v Q 2 = 0. Claim 4: The set {P 2 z(t) : z ∈ B r } is relatively compact in E, for every t ∈ [0, T ]. It follows from the strong continuity of S α (.) and conditions (H1), (H4), that the set
Moreover, for z ∈ B r , from the mean value theorem for the Bochner integral, we obtain
for all t ∈ [0, T ]. As a result we conclude that the set {P 2 z(t) : z ∈ B r } is relatively compact in E, for every t ∈ [0, T ].
Finally, combining Claim 1 to Claim 4 with Ascoli's theorem, we conclude that the operator P 2 is completely continuous. Hence, by the Krasnoselkii fixed-point theorem (Theorem 2.7), we can conclude that P has a fixed point z on B r . This means that N has a fixed point x which is obviously a mild solution of the problem (1.1) and clearly, x(T ) = x 1 , which implies that the system (1.1) is controllable on (−∞, T ]. This completes the proof of the theorem.
An Example
In this section, we present an example to illustrate the above results. We consider the following integrodifferential model: where ω n (x) = 2 π sin(nx), n ∈ N is the orthogonal set of eigenvectors of A. It is well known that A is the infinitesimal generator of an analytic semigroup {T (t)} t≥0 in E and is given by T (t)ω = ∞ n=1 e −n 2 t (ω, ω n )ω n , ∀ω ∈ E, and every t > 0.
From these expressions, it follows that {T (t)} t≥0 is a uniformly bounded compact semigroup, so that R(λ, A) = (λ − A) −1 is a compact operator for all λ ∈ ρ(A). Let the phase space B = C((−∞, 0], E), the space of bounded uniformly continuous functions endowed with the following norm: Bu(t)(ζ) = µ(t, ζ).
With the above choices, we see that the system (4.1) is the abstract formulation of (1.1). Assume that the operator W : L 2 (J, X) → X defined by W u(.) = 
