inf -g(s)
n where (g, n) runs over all nonsingular g in H and n over all positive integers such that 1 2. 22 -log g ^ log h on B. n 2.3. Lemma. Let S, H, B be as above, and let s, h be selected as above. Then a (regular Baire) measure ra, representing s, supported by 73, can be found such 2.4. Theorem. Let f be continuous on the closed unit disc, and analytic inside. Let 0 ^ r ^ 1. Then f log | /(re") \de^ f T log | /(««) | d$.
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We shall give the proof as it illuminates the lemma.
Let A0 be the algebra of all /of the specified sort. Let H be the class of all |/|. Let S be the disc and B its boundary. If g is nonsingular in 77, g= | gt|, giGAo, then gi = eu+iv, u-\-ivGAo; and logg = M. For such a u, 1 r2" 2.5 -j u(reie)d6 m Ir(u) = w(0). 2tt J o
Thus the integral Ir "represents" the origin in the sense used above. For r = 1, the measure involved is supported by B. Because the measure is determined by its Fourier Stieltjes coefficients, it is the only measure on B representing 0. We therefore know that ra, (see 2.31) is the measure corresponding to the integral h, and that Ir represents 0. From 2.31 we obtain 2-6 7r(log |/|) g/i(log [/|).
We insert the definition of I" I\, multiply by 27r, and arrive at 2.41 as desired. Taking r = 0, we obtain 2.7 log |/(0)| gf log \f(e»)\d».
2ir J o
This special inequality holds also in the general case [I, 6.41] where it can be deduced from Lemma 2.3 by noting that the point j is itself a measure representing 5. These methods can be applied to any commutative Banach algebra [i] but nothing interesting is yet known to result. We apply them therefore to a special situation generalizing 2.4.
3. A generalization of analytic functions. Let [I, 4.21-4 .23] G be a discrete abelian group with a distinguished multiplicative subset G+ generating G. and containing the 1 of G. Such a system will be called an A-system (G, G+). The elements of G will be denoted by x, y, ■ • • . Let A be the space of homomorphisms (onto the complex numbers C) of the algebra A0 of continuous functions 0 on T (the character group of G) whose Fourier transforms I <b(oi)a(x)da vanish for x not in G+. Then A coincides with the class of complex homomorphisms of G+, and the Silov boundary of A is naturally identifiable with T [II, 4.6]. Following the ideas and notation of [II, 5.52], we let, for each I' in A, mf denote the harmonic measure on T. Among all regular Baire measures supported by T there is only one which represents f.
We shall now consider a proposition (3.2, below) which involves the multiplication of points, say f and n of A. The product %n is that point of A for which %n(x) =£(x)r](x) for each x in G+. Having selected f and t] from A, we can define an elementary integral 3.1 /(*) = f $({a)mfaa)
where $ runs through the space of complex-valued continuous functions on A. Now this integral represents the point s = f»7, in the sense that 7(0) =<p(s) for each 0 in Ao, as can be checked by selecting <1>(8) =0(8) =8(x) for each of (he x in G+. This, it will be noted, is precisely what is required of the integral on the left side of 2.31. For the measure on the right, one can and must take the harmonic measure m" because of the uniqueness mentioned a few lines above. An application of 2.3 now yields the desired result.
3.2. Lemma. For 0 in Ao, and f, n in A,
It pays to complicate this a bit. Replace <f>(a) by 0(0a). Then we obtain 3.22 j log-7--jm{fact) ^ I log -j----j mfaa) Our main objective is to see when 3.32 is positively infinite. (We remark in passing that, by 3.33, this makes <f> vanish at the point dn).
Let p be a non-negative element of A (which means that p(x)^0 for all x in G+). Then we can define p" for all m^O [II, 7.1].
3.4. Theorem.
For <p in A0 with \\<p\\ gl, and 9, p, u as above, 3.41 <b(6; p) ^ e"<b(6P"; p).
The proof consists of three parts: first a proof of 
where c(v) =ir~1(i+v2)~l. Further Tp is a certain compact subgroup (and dy means integrate with respect to the Haar measure). Of this, all that is relevant here is that if p = ra (a>0) then rr = r,,. The r is any real valued homomorphism of G which agrees with p wherever p is not 0, and itself never vanishes. If we let / serve as the r for r, and take p=ra, then 3.43 takes the form
where K(u) is independent of a, and non-negative. Let y» 00
x(a) = I K(u) (a2 + u2)~Hu. g (1 + a)0(0p<"+1>°; p) (by 3.31).
Consequently
(1 + a)»0(0p"°; p)
increases as the integer w increases, and is not less than 0(0; p). Let a = u/n and make n go to infinity. This yields 0(0; p) g e«0(0P»; p). 7/p ma^j G+ in a 1-1 way into the (multiplicative) non-negative reals then 0 = 0. If G+ is the set of elements greater than or equal to the identity in an archimedean ordering of G, and (3.51 holds where) J" is not a boundary point, then 0 = 0.
Proof. We can clearly factor a constant out of 0 achieving ||0|| ±£1 and retaining 3.51. Then 3.51 says that °o =0(1; p/3). Now 0(1; p/3) g (P\p) £ e«0(ft»»;p). If p (or f) never vanishes then p° = 1 so that 0 vanishes on pT^, which is a coset of the subgroup I> in T. Now T" is the set of a which are 1 wherever p = l (on G+). If p is 1-1, this is only for x = l in G+; and every a in T is 1 there, so that r' = r. Finally, if p is 1-1 then it cannot ever vanish. Hence 0 = 0.
In the archimedean case, ii f is not on T then p(x) ^ 1 for some x in G+. Let us take first the case where p(x) ^ 1 for some xj^l. Then p(x)^0
for all x in G+, because xn is co-final in G+ and (because p^l) p(x) never increases as we ascend in G+. For the same reason p(x) 5*1 except for x= 1. Thus p is 1-1 (and so 0 = 0). If p(x) =0 for some X5*l then p(x) =0 for all x5*1 in G+, and p (and also £") is the "center" of the disc (which we might call 0) :
3.53 0(0) = I <t>(a)da, (Haar integral).
We have now to deduce that 0 = 0 if 3.54 0(1; 0) = oo.
This says (of course) that 3.55 j log | 0(a) ] da = -oo.
Noting that 0 in 3.54 can be written as p-0, we have (by 3.31) for all p 3.56 0(p; 0) = oo.
We shall present two demonstrations of the fact that 3.56 implies 0 = 0. Our first proof ( §4) the more complicated, but has the merit of establishing a connection with some work of B. Jessen.
The second treatment is given in §5. It involves some of the ideas used by Jessen in the paper quoted in §4.
4. Connection of 0(p; 0) in the archimedean case with a function of B.
Jessen. B. Jessen [III, [500] [501] [502] has proved the following lemma.
4.1 (Jessen). Let F (u-\-iv) be almost periodic (in u), holomorphic and uniformly bounded for Uo<u<Uz, and nonzero. Suppose U\, w2, and c are given with u0<Ui<Ui<Ui and c>0. Then there exists a number ra such that if b>l then for all real a and all u such that Ui^u^Ui, we have /» a+b (log I F(u + iv) | m -log | F(u + iv) \ )dv < be a where \n\m means max (\n\, ra).
With the aid of this we can show that 3.54 implies 0 = 0.
As we have observed before, F(u-r-iv)=d>(pu+iv), (if it doesn't vanish identically) satisfies all the conditions of 4.1 with uQ chosen arbitrarily but positive, and p chosen arbitrarily. We select P5*0, 1. If 05*0 then Ft*0, since {p'"} is dense in T as p° = l and r" = r. -<p(pu;0) = lim -I log | <b(pu+iv) \ dv.
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Here we intend to assert also that the "mean" on the right exists.
It should not be supposed that Since £ has measure 1 in T, the integral over £ in 5.2 is equal to -0(p; 0). Let Fg(w) = 4>(pu'8) (w = u + iv, u ^ 0). Let 5 be the segment u = 1, -b^v^b.
Let Wi be the set of points not more than 1/3 away from S, and let Wi be the set of points not more than 2/3 away from 5. Using the fact that [F$] is a totally bounded family of functions bounded away from the zero function, one can prove (cf. 6. The continuity of 0(0; f) as a function of 0. In this section we assume that G is archimedean-ordered, just as we did in §5.
We have just proved that, for 0 in Ao, 0?*O, 6.1 K(<p) = I log | <p(pa)da ^ -co.
(The symbol P(0) is introduced for convenience at this time).
6.2. Lemma. Let 0 in Ao be given. Let e>0, and pEA be given, 0<p<l. Hence we will achieve our end if we show that the integral in 6.21 can be made uniformly less than e.
We will not bother to write the indices /3 on F, H henceforth, but we intend the indices to be the same. We use the closed sets S, Wi, Wi as in §5. Let Xi, • • • , x" be the zeros of F on Wi, and let X(w) = (w -xi) ■ ■ ■ (w -xn). We consider the modulus of 6.22 on the boundary /32 of Wi. The modulus of X~l depends essentially only on n, and that is fixed. The modulus of / becomes as small as we wish if r is small enough; and g becomes small if | F-H\ is small enough on Wi. For any positive q, we select an r so small, and an ra so small as to both serve as the ra (for that r) in 5.5 and also so small so that if of the right side of 6.26, we get an estimate of |P(0)-P(0)|, namely q/(p -q) plus « terms like 6.27. The latter go to zero with r. Now we finally select r, q to make this estimate as small as desired. In order to ensure 6.23, we need only have |0(f) -0(f) | <w on the "sub-disc" pA.
We now turn to the measures m, associated with points <r not at the center of the disc. We wish to study the continuity of 0(p; a). We can better adapt the earlier formulas if we study 0(r; p). Analogously to 6.1 we define 6.3 7(0) = J log | 0(ra) | mfaa) = -0(r; p). Now we suppose \p\ 9*1, \r\ 7^1; and by a rotation we can obtain 0<r, p< 1. Moreover, by the archimedean ordering, we can write r=pa, a>0. For \pEAo we define 77" analogously.
It is now a matter of studying F, H on and near the segment from a -bi to a + bi. The previous method of estimating | log \ F\ -log |77| | leads in the same way to the corresponding result. We combine it with 6.2. 6.4. Theorem.
Let 0 in A0 be given (where G+ is supposed archimedean ordered). Let r in A be given, \ r\ 5^0, 1, and suppose 0^0. Let p be given in A, \p\ F^l. Let e>0 be given. Then there exists a compact set in A -T, and an m>0, such that if (for any other \p in Ao) | 0(f) -0(f) | < m for all f in that compact set then Math. Soc. vol. 5 (1954) 
