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Abstract
This thesis focuses on theoretical quantum optics, with special emphasis on developing pro-
tocols in which engineered vacuum forces enable one to construct hybrid systems. In these
systems, atoms are combined with solid–state devices in order to take advantage of their unique
properties such as long coherence times of atoms and flexibility, tunability, scalability, and fast
response offered by solid–state systems. Special attention is given to the study of atom–surface
interactions with Rydberg atoms, where exact Fano–type diagonalization of the interaction
Hamiltonian is obtained showing that, not only do Rydberg atoms suffer energy shifts, the
presence of a surface leads to an alteration and admixture of the unperturbed eigenstates.
Of particular interest are dispersion forces on graphene systems. We investigate whether
and under which circumstances the Casimir–Polder potential between an atom and a graphene–
substrate system is dominated by the interaction with graphene such that the effect of the
substrate does not play an important role. We also explore the possibility to create a setup
where dispersion forces could be use to bend a graphene sheet. Placing an atom close, at
distances of a few hundred nanometers, to a free–standing graphene membrane we show that
temporal changes in the atomic state change the Casimir–Polder interaction, thereby leading
to the creation of a backaction force in the graphene sheet.
Finally, we look at nonlinear atom–surface coupling processes with the aim of proposing a
hybrid quantum circuit device in which individual field–excitations can be transferred between
atoms and surface polaritons on demand. Deeper investigations of nonlinear processes reveal the
existence of a sum rule for two–photon spontaneous decay rates that can be simply understood
as a redistribution of photonic modes across the frequency spectrum where the total integrated
number of modes is still conserved.
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Chapter 1
Introduction
The study of atom–surface interactions combines elements of atomic physics with quantum
optics, together with input from condensed–matter physics. Being usually dominant at short
distances, the study of Casimir–Polder interactions is important in a large variety of contexts
from cold atoms to nanotechnology having wide importance in the context of hybrid systems
which have multiple applications to quantum information processing. This thesis focusses on
the theoretical study of atom–surface interactions using macroscopic quantum electrodynamics.
A brief introduction to such interactions and the motivation for studying them is given in this
introductory chapter.
The arrival of quantum field theory in the first decades of the 20th century changed our
notion of fields and particles and the way we describe them. Planck’s attempt to solve the
problem of the black body radiation spectrum led to the first concept of zero–point energy [1, 2]
that, although not widely accepted by the scientific community in the beginning, appeared
naturally later in the theoretical framework of quantum field theory. According to quantum
field theory, the universe is made up by fermions — quanta of matter fields such as electrons —
and bosons — quanta of force fields such as photons, where both matter and force fields carry
zero–point energy [1]. With the gradual acceptance of the zero–point energy concept a new
perception of the quantum vacuum appeared. In classical mechanics, the idea of vacuum was
very simple, the vacuum was what remained after one emptied a container of all its particles.
However, in quantum physics, all fields fluctuate, at any given moment their value varies around
a mean value, as demanded by Heisenberg’s uncertainty principle. In that sense, even a perfect
vacuum at zero temperature contains fluctuations, they are an ubiquitous part of quantum field
theory with the mean energy corresponding to half the energy of a photon. One of the best
known consequences of vacuum fluctuations is the fact that an atom in an excited state will
return to its ground state by spontaneously emitting a photon — the spontaneous decay.
Another well known consequence of vacuum fluctuations is the Lamb shift. The Schro¨dinger
equation for the hydrogen atom predicts energy levels depending only on the principal quantum
number n. According to Dirac’s theory, spin–orbit coupling partially lifts this degeneracy, but
states with the same total angular momentum j such as 2S1/2 and 2P1/2 still remain degenerate
[1]. However, experiments indicated something different. In 1947, an experiment performed
by Lamb and Retherford [3] showed that the 2S1/2 energy level of hydrogen is in fact about
1060 MHz above the 2P1/2 level — the interaction between the electron and the vacuum that is
ignored in the Dirac equation causes an energy shift on 2S1/2. The Lamb shift can be understood
by modifying the Schro¨dinger theory in order for it to include the coupling to the vacuum field.
The discovery of the Lamb shift inspired the scientific community to study the quantum vacuum
and zero point energy in greater detail.
In 1946, E. M. Purcell discovered that when a boundary is imposed to the vacuum field such
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Figure 1.1: When two plates are placed close together, quantum fluctuations in the vacuum
exert radiation pressure on them. Since the allowed modes outside, the external pressure (red
arrows), are in average larger than the allowed modes inside the plates, the internal pressure
(green arrows), both plates are mutually attracted to each other.
as placing an atom or molecule near a surface, the spontaneous decay can be enhanced [4]. This
means that the imposed boundary conditions change the free space results such that both the
spontaneous decay and the Lamb shift of an atom or a molecule will be environment–dependent.
In 1948, H. Casimir predicted that vacuum fluctuations should also have an observable mechan-
ical effect in macroscopic physics and the simplest example would be the existence of a force
between two perfectly uncharged conducting plates [5]. According to classical electrodynamics,
two neutral unpolarized objects do not interact with each other (which means that an inter-
action can only occur if at least one of the objects is polarized or an electromagnetic field is
applied to one of the objects [6]). The introduction of quantum electrodynamics (QED), how-
ever, provided a full and consistent framework for describing field fluctuations. In his seminal
paper, H. Casimir concluded that in free space two metal plates should attract each other. In
free space, all frequencies are of equal importance; however, inside a cavity, since the field is
reflected between the walls, the situation becomes different in that the vacuum fluctuations
are suppressed or enhanced depending on whether integer multiples of half a wavelength can
fit exactly inside the cavity, nλ/2 = d with n an integer and d the distance between the two
plates. In those cases, the radiation pressure inside the cavity is stronger than outside and the
walls are pushed apart. At other wavelengths, the modes are not allowed inside the cavity and
the radiation pressure is smaller than outside and the walls are drawn towards each other. In
balance, there are fewer allowed modes inside the cavity than outside which means that the
attractive components are slightly stronger than repulsive ones and the Casimir force is there-
fore attractive [7] (see Fig. 1.1). These results were, although with a large experimental errors,
confirmed in 1957 by M. Sparnaay in an experiment with parallel metal plates [8]. More recent
experiments were performed by S. K. Lamoreaux [9] in 1997, where instead of two parallel
plates they used a plate and a sphere with large radius. With this experiment the Casimir force
was quantitatively measured within 15% of the value predicted by theory. Only in 2001, at the
University of Padua, the Casimir force between two parallel plates was finally measured with
little experimental error using microresonators [10].
Also in 1948, H. Casimir, together with D. Polder, predicted a change of the interaction
between two atoms or between an atom and a conducting surface due to vacuum fluctuations
[11]. Since atoms are polarizable objects, when two atoms or an atom and a surface are brought
close together, they will induce dipoles in each other and experience a dipole potential. Those
induced dipoles are a consequence of the field fluctuations. As they arise purely as a consequence
of the quantization of the electromagnetic field, these fluctuating polarisations and fields are
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mutually correlated and lead to an usually attractive dispersion force.
Dispersion forces can be divided into three categories: Casimir forces between two bodies,
Casimir–Polder forces between an atom and a body, and van der Waals forces between two
atoms. Hence, the Casimir–Polder force is possibly the most fundamental interaction between
an atom and a surface. The surface imposes a spatial boundary condition on the vacuum
fluctuations, and the resulting spatial dependence of these fluctuations induces a force on the
atom towards the surface. The Casimir–Polder interaction can be seen as nothing more than the
(distance–dependent) Lamb shift produced by the dielectric medium that provides the boundary
condition for the electromagnetic field.
Following the advances in laser cooling and trapping techniques in the 1980s, a new area of
experimental research has emerged. Laser–based techniques have allowed a remarkable amount
of control of light–matter interactions. With this control came the ability to study very large
atom based systems, from one single atom to large ensembles; trapping and manipulating single
atoms [12, 13], driving atoms into highly excited Rydberg states [14] or creating Bose–Einstein
condensates [15] became possible as a result of these advances. New complex microstructures
such as atom chips allow one to trap, cool and manipulate ensembles of ultracold atoms in the
vicinity of a surface [16]. As soon as it became possible to hold atoms at distances in the range
of 1 − 100 µm away from a surface, experiments revealed that the coupling between the atom
and the surface at these short distances would produce significant effects [17].
Thus, the study of these mechanisms is not only interesting from a theoretical point of
view but also has important applications in experimental physics. The technological advances
mentioned above opened unprecedented possibilities in the design of hybrid quantum systems
whose elementary building blocks, such as atoms and solid–state systems, are of different nature.
These hybrid quantum systems are of central importance to quantum information processing
schemes [18]. Different qubits can be represented by atomic systems (including atoms, polar
molecules and ions) [19, 20], spin impurities [21] or superconducting circuits based on Josephson
junctions [22]. Each one of these systems has its own advantages and disadvantages; the key
idea is to combine these different systems and build hybrid quantum structures that combine
the advantages of each one of them [23].
One of the advantages of working with atomic systems is that one can achieve long coherence
times. However, atoms interact with each other weakly, which can become a problem when one
wants, for instance, to achieve many–qubits entangled states [23], a potential route to overcome
this problem would be to use atoms in highly excited Rydberg states [24]. Another issue that
arises from using atoms is that, when compared to other solid–state systems, initialization,
operation and measurement times are very long. A possible way to overcome these issues could
be to combine atomic systems with other systems that allows fast operations [23]; well known
examples would include cavity quantum electrodynamics [25] and trapped ions [26].
It is expected that building hybrid systems would facilitate strong and tunable interactions
between atoms and photons. However, Casimir–Polder forces are often dominant and can
overpower externally applied forces or give rise to undesirable effects in these hybrid systems.
Nevertheless, given the ability of constructing such structures, the question arises as to whether
it would be possible to use those vacuum forces to one’s advantage. Understanding them
provides an opportunity to propose mechanisms in which engineered vacuum forces allow one
to interact with the solid–state system or, by tailoring the properties of vacuum forces, it would
be possible to build quantum circuits where individual photon excitations can be transferred to
atoms on demand.
Most of the protocols involving atom–cavity systems or atom–surface systems require the
ability to manipulate and control the energy flow of light. However, since photons do not
have charge, to control them efficiently by electrical means is shown to be rather resourceful.
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A promising way to achieve electric control of light at a surface could be through surface
waves such as surface plasmon polaritons or surface phonon polaritons [27]. Surface polaritons
1 are electromagnetic waves that propagate along an interface between two media, they are
transverse magnetic modes accompanied by collective oscillations of surface charges which decay
exponentially in the transverse directions. A localized surface polariton wave packet can be much
smaller than a wave packet in a dielectric. These features are considered promising for enabling
nano–photonics, as well as high field localization and field enhancement [28, 29].
Despite all the work done over the past decades, atom–surface interactions are still an
active area of research. The possibility of experimentally accessing new regimes and the rapidly
changing experimental developments continue to raise new questions that need to be addressed.
As a result, as experimental work advances, so should theory and one has to try to understand
and describe these systems correctly.
This thesis addresses a variety of possible hybrid systems whose interaction mechanism is
based on dispersion forces such as Casimir–Polder forces. We will begin in Chapter 2 by briefly
explaining the background of macroscopic QED and dispersion forces within the framework of
quantum perturbation theory. In Chapter 3, we will introduce the subject of Rydberg atoms.
We will show that dispersion forces have a sizeable effect on the levels of highly excited Rydberg
atoms when brought close to surfaces. We show that, not only do the Rydberg atoms suffer
energy shifts on the order of several GHz at micrometer distances, but the presence of a surface
also leads to alteration and admixture of states both at zero and finite temperatures. In Chap-
ter 4, we will introduce these dispersion forces in graphene systems. We study whether it would
be possible to use graphene sheets as a shield of a substrate underneath it, we will also discuss
the possibility to combine ultracold atoms with graphene membranes. Temporal changes in the
internal state of the atomic cloud change the Casimir–Polder interaction, thereby leading to the
creation of a backaction force in the graphene sheet. This setup could provide a controllable
way to engineer ripples in a graphene sheet. In Chapter 5, we will describe a new resonant
two–photon process between an atom and a planar interface. This second–order process in-
volving surface polaritons and excited atoms could be used as system to create a sophisticated
quantum circuit where the surface polaritons are used to transport information stored in the
atoms. Finally, the study of nonlinear interaction Hamiltonians led us to investigate, in Chap-
ter 6, the extension of the sum rule for the local mode density of the electromagnetic field that is
associated with the spontaneous decay rate in absorbing dielectric host materials to two–photon
decay rates.
1From now on we will use the term surface polariton to designate either phenomenon.
4
Chapter 2
Introduction to macroscopic
quantum electrodynamics
In this chapter, the reader is provided with an introduction to macroscopic QED and its un-
derlying physical concepts which are necessary to understand the main subjects of the thesis.
In Sec. 2.1, the quantization of the electromagnetic field in free space is described, then this
is expanded to include macroscopic magnetoelectric background media in Sec. 2.2. Finally, in
Sec. 2.3, we calculate the Casimir–Polder potential of an atom near a macroscopic body from
perturbation theory and illustrate these results with some simple examples.
Quantum field theory originated in the 1920s from the problem of creating a quantum
mechanical theory of the electromagnetic field. This theory was constructed by expressing the
field’s internal degrees of freedom as an infinite set of harmonic oscillators and by employing the
canonical quantization procedure to those oscillators [1]. The resulting theory was one of the
biggest successes of the twentieth century. In the last twenty years, the quantum theory of light
has been revived. The research into quantum optics that aims to study atomic systems near
inhomogeneous, dispersive, absorbing media is often named as macroscopic QED. These new
theories have been very successful in describing optical processes in linearly responding media,
as well as body–induced atomic processes which are driven by the coupling of the medium–
assisted field to the atomic dipole moment. Macroscopic QED is a theory for the quantized
electromagnetic field in the presence of linear, causal media and its interaction with atoms and
molecules. This theory is consistent with classical electromagnetism, in the sense that Maxwell’s
equations hold. Second, it is also consistent with quantum theory, in that the electric and
magnetic fields obey the correct commutation relations. Finally, this theory is also consistent
with statistical physics where the linear fluctuation–dissipation theorem is obeyed [30].
The focus of this work will be on ground–state Casimir–Polder forces 1 which means that
the electromagnetic field will be, in general, understood to be in its ground state. We will also
assume that the atom–body separation is sufficiently large to ensure that there is no overlap
between the electronic wavefunction and the body. Thus, no repulsive exchange forces will
be present which enables us to describe the atom as an electric dipole, neglecting possible
higher–order multipoles, and the body by its macroscopic magnetoelectric properties — the
Casimir–Polder forces are thus long–range interactions because they involve no overlap of the
1Please note that there are alternative naming conventions in the literature; the notions of van der Waals
and the Casimir–Polder forces are often used to distinguish between different separations (small/large) instead
of nature of the interacting objects (atom–atom/atom–body). At short separations, where the electromagnetic
interaction can be considered as instantaneous, dispersion forces depend only on one fundamental constant, the
Planck constant ~, this limit is called the van der Waals limit. At large separations, where the retardation of the
electromagnetic interaction becomes significant, the dispersion force depends on both ~ and the velocity of light
c, this limit is then called the Casimir–Polder limit.
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atomic wavefunction with that of the surface.
2.1 Quantization of the electromagnetic field in free space
In order to quantize the electromagnetic field one begins with the classical Maxwell’s equations;
in the absence of free currents and electric charges these equations take the form
∇ ·B (r, t) = 0, (2.1a)
∇×E (r, t) = −B˙ (r, t) , (2.1b)
∇ ·D (r, t) = 0, (2.1c)
∇×H (r, t) = D˙ (r, t) , (2.1d)
where the free–space relations that connect the dielectric displacement field D (r, t) with the
electric field E (r, t) and the magnetic field H (r, t) with the induction field B (r, t) are
D (r, t) = ε0E (r, t) , (2.2)
H (r, t) =
1
µ0
B (r, t) . (2.3)
Since ∇ · B (r, t) = 0 holds, one can define a vector potential as B (r, t) = ∇ ×A (r, t), then
Faraday’s law can be written as ∇×
[
E (r, t) + A˙ (r, t)
]
= 0. From this, it is possible to write
E (r, t) + A˙ (r, t) as a gradient of the scalar potential φ, such as E (r, t) + A˙ (r, t) = −∇φ (r, t).
In the Coulomb gauge, ∇ · A (r, t) = 0, Maxwell’s equations reduce to a wave equation for
A (r, t) such that
∇2A (r, t)− 1
c2
A¨ (r, t) = 0. (2.4)
To solve Eq. (2.4), one applies the procedure of separation of variables. Representing the
vector potential in terms of monochromatic modes, one obtains
A (r, t) =
∑
λ
Aλ (r)uλ (t) , (2.5)
where the summation is taken over all possible values of the wave vector and the polarization
degrees of freedom. The sum over λ therefore means
∑
λ
≡
2∑
σ=1
∫
d3k
(2π)
3
2
, where the sum over σ
represents the two possible transverse polarizations.
The mode functions Aλ obey the Helmholtz equation
∇2Aλ (r) + ω
2
λ
c2
Aλ (r) = 0. (2.6)
This is an eigenvalue equation for the Hermitian operator −∇2 with eigenvectors Aλ (r) and
eigenvalues ω2λ/c
2, hence the mode functions form a complete set of orthogonal functions. The
simplest solutions of (2.6) are plane waves Aλ (r) ∼ eσ (k) eik·r, with the dispersion relation
k2 =
ω2λ
c2
and eσ the polarization unit vectors. The temporal part of the wave equation reduces
to the differential equation of the harmonic oscillator
u¨λ (t) + ω
2
λuλ (t) = 0, (2.7)
which has the solutions uλ (t) = e
±iωλtuλ.
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The mode functions must also satisfy the condition∇ ·Aλ = 0 due to Coulomb gauge. Since
the Laplace operator −∇2 is Hermitian, one may choose the mode functions in such way that
the ortho–normalization relation
∫
d3rA∗λ (r) ·Aλ′ (r) = Nλδλλ′ , is valid, where Nλ denotes a
normalization constant. The modes may be regarded as forming a complete set of functions in
the space of transverse vector functions, and the completeness relation may be given as∑
λ
1
NλAλ (r)⊗A
∗
λ
(
r′
)
= δ⊥
(
r− r′) . (2.8)
Combining the spatial and temporal part in Eq. (2.5), one finds
A (r, t) =
2∑
σ=1
∫
d3k
(2π)
3
2
eσ (k)
[
ukσe
i(k·r−ωt) + u∗
kσe
−i(k·r−ωt)
]
, (2.9)
where the property ukσ = u
∗
−kσ as been used. Then it is possible to write
E (r, t) = −A˙ (r, t) = − d
dt
∑
λ
Aλ (r)uλ (t) ,
= i
2∑
σ=1
∫
d3k
(2π)
3
2
ωeσ (k)
[
ukσe
i(k·r−ωt) − u∗
kσe
−i(k·r−ωt)
]
, (2.10)
B (r, t) = ∇×A (r, t) =
∑
λ
∇×Aλ (r)uλ (t) ,
= i
2∑
σ=1
∫
d3k
(2π)
3
2
[k× eσ (k)]
[
ukσe
i(k·r−ωt) − u∗
kσe
−i(k·r−ωt)
]
. (2.11)
The total energy stored in the electromagnetic field, i.e. the Hamiltonian of the system is
therefore
H =
1
2
∫
dt
∫
d3r
[
ε0E
2 (r, t) +
1
µ0
B2 (r, t)
]
, (2.12)
where
E2 (r, t) =
2∑
σ′, σ=1
∫∫
d3k d3k′
(2π)3
ωω′eσ (k) · eσ′
(
k′
) [
ukσe
i(k·r−ωt) − u∗
kσe
−i(k·r−ωt)
]
×
[
uk′σ′e
i(k′·r−ω′t) − u∗
k′σ′e
−i(k′·r−ω′t)
]
,
(2.13)
B2 (r, t) = −
2∑
σ′, σ=1
∫∫
d3k d3k′
(2π)3
[k× eσ (k)]
[
k′ × eσ′
(
k′
)] [
ukσe
i(k·r−ωt) − u∗
kσe
−i(k·r−ωt)
]
×
[
uk′σ′e
i(k′·r−ω′t) − u∗
k′σ′e
−i(k′·r−ω′t)
]
.
(2.14)
Using the orthogonality of the polarization vectors, eσ·eσ′ = δσσ′ , and the relation (k× eσ) (k× eσ′) =
k2 (eσ · eσ′) = k2δσσ′ , one finds the Hamiltonian (2.12) as
H = −
2∑
σ=1
∫∫∫
d3r d3k d3k′
(2π)3
{
ukσuk′σe
i((k+k′)·r−(ω+ω′)t) − ukσu∗k′σei((k−k
′)·r−(ω+ω′)t)
−u∗
kσuk′σe
−i((k−k′)·r−(ω−ω′)t) + u∗
kσu
∗
k′σe
−i((k+k′)·r−(ω+ω′)t)
}
.
(2.15)
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Performing the integration over r and k′ and recalling that ukσ = u
∗
−kσ, one finds
H = 2ε0
2∑
σ=1
∫
d3k ω2 |ukσ|2 . (2.16)
Separating ukσ into their respective real and imaginary parts
qkσ =
√
ε0 (ukσ + u
∗
kσ) , (2.17)
pkσ = −iω√ε0 (ukσ − u∗kσ) , (2.18)
where qkσ and pkσ obey the Poisson bracket relation {qkσ, pk′σ′} = δ
(
k− k′) δσσ′ , brings the
Hamiltonian (2.12) into the form
H =
1
2
2∑
σ=1
∫
d3k
(
p2
kσ + ω
2q2
kσ
)
. (2.19)
This Hamiltonian is the sum of independent terms, each of which contains only one pair of
quantities qkσ, pkσ. Each term has the form of the Hamiltonian for a one–dimensional harmonic
oscillator. So one has converted the Hamiltonian of the classical electromagnetic field into an
infinite sum of uncoupled harmonic oscillators with frequencies ω = kc.
The quantization is performed by regarding the classical c–number functions qkσ. pkσ as
operators in an abstract Hilbert space:
qkσ → qˆkσ,
pkσ → pˆkσ,
with the commutation relation [qˆkσ, pˆk′σ′ ] = i~δ
(
k− k′) δσσ′ . One then defines non–Hermitian
operators
aˆσ (k) =
√
ω
2~
(
qˆkσ + i
pˆkσ
ω
)
, (2.20a)
aˆ†σ (k) =
√
ω
2~
(
qˆkσ − i pˆkσ
ω
)
, (2.20b)
which obey the commutation rules
[
aˆσ (k) , aˆ
†
σ′
(
k′
)]
= δ
(
k− k′) δσσ′ . Thus, one can write the
operator vector potential in the Schro¨dinger picture as
Aˆ (r) =
2∑
σ=1
∫
d3k
(2π)
3
2
√
~
2ε0ω
eσ
[
eik·raˆσ (k) + e
−ik·raˆ†σ (k)
]
. (2.21)
This plane wave expansion is a special case of the more general expansion
Aˆ (r) =
∑
λ
[
Aλ (r) aˆλ +A
∗
λ (r) aˆ
†
λ
]
, (2.22)
with the bosonic commutation rule
[
aˆλ, aˆ
†
λ
]
= δλλ′ .
If one now writes
qˆkσ =
√
2~
ω
(
aˆλ + aˆ
†
λ
2
)
, (2.23a)
pˆkσ =
√
2~
ω
(
aˆλ − aˆ†λ
2i
)
ω, (2.23b)
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the Hamiltonian is converted into a diagonal form,
Hˆ =
1
2
2∑
σ=1
∑
k
(
p2
kσ + ω
2q2
kσ
)
=
∑
λ
~ωλ
(
aˆ†λaˆλ +
1
2
)
. (2.24)
The last term in (2.24) E =
∑
λ
1
2
~ωλ is an infinite, but additive constant, that represents the
quantum mechanical ground–state energy (or the electromagnetic vacuum energy).
One has constructed a quantum theory for the electromagnetic field by examining the prop-
erties of the classical field and transferring them to the corresponding quantum theory, this
provides a unified framework for describing “field–like” objects which, in the case of the elec-
tromagnetic field, are photons. In quantum field theory, even the vacuum has a vastly complex
structure, it has all of the properties that a particle may have: spin, polarization, energy, and
so on. On average, most of these properties vanish: the vacuum is, after all, “empty” in this
sense. One important exception is the vacuum energy or the vacuum expectation value of the
energy, which is the last term that appears in (2.24) [31].
However, one might argue that this vacuum energy would not be physically relevant because
no absolute (only relative) energy measurements can be done. The ground–state energy depends
on the mode structure; the base level from which photon mode energies are counted can be
changed by altering the number and the structure of the allowed electromagnetic modes [30].
In the presence of macroscopic bodies (confining boundary conditions) this energy depends on
the geometry and their arrangement and can be altered by changing the geometry.
2.2 Field quantization in linear absorbing magnetoelectrics
The previous section described how to quantize the electromagnetic field in free space, but
what happens to the field quantization in magnetoelectric media? Maxwell’s equations in the
presence of a magnetoelectric background medium and in the absence of other external sources
or currents are the same as Eqs. (2.1) but, in this case, they have to be supplemented with the
constitutive relations for a linear, local, isotropic, dispersing and absorbing medium,
D (r, t) = ε0E (r, t) +P (r, t) , (2.25)
H (r, t) =
1
µ0
B (r, t)−M (r, t) , (2.26)
with P (r, t) being the polarization field and M (r, t) the magnetization field. In free space, we
found the equation
∇2Aλ (r) + ω
2
λ
c2
Aλ (r)→
(−∇2)Aλ (r) = ω2λ
c2
Aλ (r)
which showed that Aλ is an eigenvalue of the Hermitian operator −∇2 with eigenvalue ω
2
c2
. The
plane wave solutions Aλ ∼ eσeikλ·r form a complete set of solutions. However, in the presence
of magnetoelectric background media one needs to take into account the refractive index which
expresses the ratio of the speed of light in vacuum relative to that in the considered medium
n =
√
εrµr [31].
The response of materials to external fields generally depends on the frequency of the field.
This frequency dependence reflects the fact that a material’s polarization does not respond
instantaneously to an applied field. The response must always be causal (arising after the
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applied field). For this reason the permittivity ε (r, ω) is a complex function of the (angular)
frequency of the applied field,
ε (r, ω) = Re [ε (r, ω)] + iIm [ε (r, ω)] ,
the real and imaginary parts are respectively responsible for dispersion and absorption, and are
related through the Kramers–Kronig relations
Re [ε (r, ω)] =
P
π
∫
dω′
Im [ε (r, ω′)]
ω′ − ω , (2.27a)
Im [ε (r, ω)] = −P
π
∫
dω′
Re [ε (r, ω′)]
ω′ − ω , (2.27b)
where P is the principal value. All causal linear response functions satisfy relations of this kind.
Thus, one can write the refractive index as n˜ = n + iκ, the real part n of the refractive
index indicates the phase speed while the imaginary part κ indicates the amount of absorption
loss when the electromagnetic wave propagates through the material. Both n and κ depend
on frequency. Because of this, instead of plane waves, one will find the solutions to the wave
equation as damped waves, but these do not form a complete or orthogonal set of solutions.
Maxwell’s equations, together with the constitutive relations, cannot be transferred to quan-
tum theory by simply regarding the electromagnetic field vectors as operated–valued quantities,
as the operators would be damped [32]. The classical equations represent the field averages;
since they are not equations for the bare fields, they cannot be used to study the statistics
of fluctuating fields. Hence, transferring the classical equations to quantum theory can only
yield equations for the expectation values of the fields which can be damped. When not in free
space it is unavoidable to associate with absorption a corresponding source term in Maxwell’s
equations. With this in mind one introduces a noise polarization and magnetization — absorp-
tion is always associated with additional noise described by the noise polarization PN in the
constitutive equation [31]
D (r, t) = ε0E (r, t) +P (r, t) = ε0ε (r, t)E (r, t) +PN (r, t) . (2.28)
Assuming that the medium responds linearly and locally to externally applied fields the
most general relations between the fields that are consistent with causality and and the linear
dissipation–fluctuation theorem, this requires
P (r, t) = ε0
∫ ∞
0
dτχe (r, τ)E (r, t− τ) +PN (r, t) , (2.29)
where χe is the dielectric susceptibility, PN is the noise polarization and relative dielectric
permittivity is given by
ε (r, ω) = 1 +
∫ ∞
0
dτχe (r, τ) e
iωτ . (2.30)
The introduction of the noise polarization PN is also valid in linear classical physics and is
known as Langevin force. It is a driving force for the electromagnetic field.
In the same way one can define the magnetic field as
M (r, t) = κ0
∫ ∞
0
dτ χm (r, τ)B (r, t− τ)−MN (r, t) , (2.31)
H (r, ω) = κ0κ (r, ω)B (r, ω)−MN (r, ω) , (2.32)
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where χm is the magnetic susceptibility,MN is the noise magnetization and κ (r, ω) = µ
−1 (r, ω)
is the inverse magnetic permeability
κ (r, ω) = 1−
∫ ∞
0
dτχm (r, τ) e
iωτ . (2.33)
Maxwell’s equations are converted by Fourier transformation into
∇ ·B (r, ω) = 0, (2.34a)
∇×E (r, ω) = iωB (r, ω) , (2.34b)
ε0∇ · ε (r, ω)E (r, ω) = ρN (r, ω) , (2.34c)
∇×B (r, ω) = µ0jN (r, ω)− i ω
c2
ε (r, ω)E (r, ω) . (2.34d)
Note that the last two equations now contain source terms, where
ρN (r, ω) = −∇ ·PN (r, ω) (2.35)
is the noise charge density, and
jN (r, ω) = −iωPN (r, ω) +∇×MN (r, ω) (2.36)
is the noise current density. Both are connected by the continuity equation
∇ · jN (r, ω) = iωρN (r, ω) . (2.37)
Using Maxwell’s equations one finds
∇× κ (r, ω)∇×E (r, ω)− ω
2
c2
ε (r, ω)E (r, ω) = iωµ0jN (r, ω) , (2.38)
which yields the solution
E (r, ω) = iωµ0
∫
d3r′G
(
r, r′, ω
) · jN (r′, ω) , (2.39)
where G
(
r, r′, ω
)
is the classical Green tensor that satisfies[
∇× κ (r, ω)∇×−ω
2
c2
ε (r, ω)
]
G
(
r, r′, ω
)
= δ
(
r− r′) (2.40)
together with the boundary condition G
(
r, r′, ω
)→ 0 for ∣∣r− r′∣∣→∞. Note that the relative
permittivity ε (r, ω) and permeability µ (r, ω) = κ (r, ω)−1 of the (inhomogeneous) medium are
complex functions of frequency, whose real and imaginary parts satisfy the Kramers–Kronig
relations (2.27b). For absorbing media Imε (r, ω) > 0 and Imµ (r, ω) > 0→ Imκ (r, ω) < 0.
Since B (r, ω) = (iω)−1∇×E (r, ω), one also finds that
B (r, ω) = µ0∇×
∫
d3r′G
(
r, r′, ω
) · jN (r, ω) . (2.41)
The transition from classical to quantum theory and quantization of the medium–assisted
electromagnetic field now consists in decomposing the noise polarization and magnetization
fields in terms of two independent bosonic vector fields
PˆN (r, ω) = i
√
~ε0
π
Im ε (r, ω) fˆe (r, ω) , (2.42)
MˆN (r, ω) = i
√
~
µ0π
Imµ (r, ω)
|µ (r, ω)|2 fˆm (r, ω) , (2.43)
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and imposing the commutation rules[
fˆλ (r, ω) , fˆ
†
λ′
(
r′, ω′
)]
= δλλ′δ
(
ω − ω′) δ (r− r′) , (2.44a)[
fˆ †λ (r, ω) , fˆ
†
λ′
(
r′, ω′
)]
=
[
fˆλ (r, ω) , fˆλ′
(
r′, ω′
)]
= 0, (2.44b)
where λ, λ′ = e, m. The operators fˆ (r, ω) and fˆ † (r, ω) are the creation and annihilation
operators for the polariton excitation, that is, combined excitations of the applied field, matter
polarization field and the noise polarization field responsible for absorption. Those are the
dynamical variables for the system [31].
From Eq.(2.42) and (2.43), the Langevin noise current becomes
jˆN (r, ω) = −iωPˆN (r, ω) +∇× MˆN (r, ω) . (2.45)
In a way that the operator–valued electric field strength is given by
Eˆ (r) =
∫ ∞
0
dω Eˆ (r, ω) + h.c. (2.46)
Eˆ (r, ω) = iµ0ω
∫
d3r′G
(
r, r′, ω
) · jˆN (r, ω) . (2.47)
Thus the frequency components of the quantized Eˆ (r, ω) and Bˆ (r, ω) can be written as
Eˆ (r, ω) =
∑
λ=e,m
∫
d3r′Gλ
(
r, r′, ω
) · fˆλ (r′, ω) , (2.48a)
Bˆ (r, ω) = (iω)−1∇× Eˆ (r, ω) , (2.48b)
where
Ge
(
r, r′, ω
)
= i
ω2
c2
√
~
ε0π
Im ε (r′, ω)G
(
r, r′, ω
)
, (2.49a)
Gm
(
r, r′, ω
)
= −iω
c
√
− ~
ε0π
Imκ (r′, ω)
[
G
(
r, r′, ω
)×←−∇r′] . (2.49b)
When integrating over ω one finds the operators in the Schro¨dinger picture
Eˆ (r) =
∫ ∞
0
Eˆ (r, ω) dω + h.c., (2.50a)
Bˆ (r) =
∫ ∞
0
Bˆ (r, ω) dω + h.c.. (2.50b)
Using the general properties of the permittivity and the Green tensor, one can show that
the electric field is vanishing on its vacuum average〈
Eˆ (r)
〉
= 〈{0}| Eˆ (r) |{0}〉 = 0, (2.51)
while it exhibits non–zero fluctuations〈
∆Eˆ (r)2
〉
= 〈{0}| Eˆ2 (r) |{0}〉 − 〈{0}| Eˆ (r) |{0}〉2 ,
=
~µ0
π
∫ ∞
0
dω ω2Tr [ImG (r, r, ω)] , (2.52)
which are determined by the imaginary part of the Green tensor in consistence with the
fluctuation–dissipation theorem (where Tr denotes the trace).
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Finally, one introduces a Hamiltonian in terms of the bosonic dynamical variables fˆ (r, ω)
and fˆ † (r, ω). The constraint that one needs to impose is that the Hamiltonian should generate
a time evolution according to[ˆ
jN (r, ω) , Hˆ
]
= ~ω jˆN (r, ω)→
[
fˆ (r, ω) , Hˆ
]
= ~ω fˆ (r, ω) . (2.53)
From this constraint, one requires that Hˆ ∝ ~ωfˆ †fˆ+g
(
fˆ
)
+const. In the same way, one requires
that
[
fˆ † (r, ω) , Hˆ
]
= −~ωfˆ † (r, ω) will lead to g
(
fˆ
)
= 0 and Hˆ ∝ ~ωfˆ †fˆ . The Hamiltonian
should therefore be of the diagonal form
HˆF =
∫ ∞
0
dω
∫
d3r ~ωfˆ † (r, ω) · fˆ (r, ω) , (2.54)
which is bilinear in its dynamical variables.
The bilinear Hamiltonian can be used to generate the time–dependent Maxwell’s equations
from the Heisenberg equations of motion for the macroscopic fields. The full dynamics of the
electromagnetic field in the presence of an atom are described by the total Hamiltonian
Hˆ = HˆA + HˆF + Hˆint, (2.55)
where HˆA is the Hamiltonian of an atom with eigenenergies En = ~ωn and eigenstates |n〉
HˆA =
∑
n
~ωnAˆnn, (2.56)
Aˆmn is the atomic flip operator, Aˆmn = |m〉 〈n|, which describes transitions from the state |n〉
to the state |m〉. These operators obey the commutation rule[
Aˆkl, Aˆmn
]
= δlmAˆkn − δknAˆml. (2.57)
Finally, the electric–dipole interaction Hamiltonian, Hˆint, is
Hˆint = −dˆ · Eˆ (rA) = −
∑
m,n
dmn · Eˆ (rA) Aˆmn, (2.58)
where dmn = 〈m| dˆ |n〉 are the matrix elements of the dipole operator.
In these first sections, we have provided the foundations of macroscopic QED. These form
the basis for our investigations into the quantum mechanical effects related to the presence of
macroscopic bodies. Although we have derived the quantization for magnetodielectric materials,
in the remainder of this thesis we will focus the special case where the materials do not show any
magnetic response. We will consider only the Casimir–Polder potential of a purely electric atom
in front of a dielectric half space, thus, the subscript e of the bosonic field operator will from
now on be suppressed. In the following sections we will provide applications to these results,
calculating the Casimir–Polder potentials at zero and finite temperature of an atom close to a
macroscopic surface.
2.3 Casimir–Polder forces
Dispersion forces such as Casimir–Polder forces are electromagnetic forces that arise as imme-
diate consequences of correlated quantum ground–state fluctuations. After field quantization,
perturbation theory is applied in order to calculate the body–induced atomic energy shift, which
is regarded as the potential of the force to lowest–order perturbation theory. This section follows
closely Ref. [30].
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2.3.1 Perturbation theory
For weak atom–field coupling, the ground–state energy shift can be obtained from a perturbative
calculation. Consider the Hamiltonian of the system
Hˆ = Hˆ0 + Hˆint, (2.59)
where Hˆ0 is the unperturbed Hamiltonian and Hˆint is a small perturbation to Hˆ0. Since Hˆint
is linear in both atomic and field variables, the energy shift ∆E is to leading order given by
second–order perturbation theory,
∆E =
∑
k 6=g
〈g| Hˆint |k〉 〈k| Hˆint |g〉
Eg − Ek , (2.60)
the summation
∑
k 6=g
means
∑
k 6=g
=
∑
kA 6=0A
∫ ∞
0
dω
∫
d3r, where |g〉 = |0A〉 |{0}〉 is the ground state
of the system consisting of the atomic ground state and the vacuum of the electric field, |k〉 =
|kA〉 |1 (r, ω)〉 stands for the intermediate states allowed by the selection rules and |1 (r, ω)〉 =
fˆ † (r, ω) |{0}〉, the state containing a single field excitation.
The interaction Hamiltonian is given by Eq. (2.58) which means that
〈g| Hˆint |k〉 = 〈0A| 〈{0}|
(
−dˆ · Eˆ (rA)
)
|kA〉 ⊗ fˆ † (r, ω) |{0}〉 .
Let us start by considering only the field part 〈{0}| Eˆ (rA) ⊗ fˆ † (r, ω) |{0}〉 = 〈{0}| Eˆk (rA) ⊗
fˆ † (r, ω) |{0}〉. Recalling the expression for the electric field (2.48a), the commutation rules for
the operators fˆ † (r, ω), Eqs. (2.44) and the fact that fˆ †
(
r′, ω′
)
fˆ (r, ω) |{0}〉 = 0, one concludes
that
〈g| Hˆint |k〉 = −d0k ·Ge (rA, r, ω) . (2.61)
Using the linear fluctuation–dissipation theorem and the properties of the Green function
(see App. A), the energy shift (2.60) becomes
∆E = −µ0
π
∑
kA 6=0A
∫ ∞
0
dω
ωk0 + ω
ω2d0k · ImG (rA, rA, ω) · dk0.
The integral can be simplified via contour–integral techniques: first, using Imz = (z − z∗)/2i
and the properties of the Green function G∗(ω) = G(−ω∗), we write
∆E = −µ0
π
∑
kA 6=0A
[∫ ∞
0
dω
ωk0 + ω
ω2d0k ·G (rA, rA, ω) · dk0+
∫ −∞
0
dω
ωk0 − ωω
2d0k ·G (rA, rA, ω) · dk0
]
.
Since G(ω) is analytic in the upper frequency plane and introducing the imaginary frequency
ω = iξ, the integrals over the positive (negative) real half axis can be replaced by a contour
integral along the positive imaginary half axis and along an infinitely large quarter circle in the
first (second) quadrant of the complex frequency plane. The integrals along the quarter circles
vanish. We then find
∆E =
µ0
π
∑
kA 6=0A
∫ ∞
0
dξξ2
ωk0
ω2k0 + ξ
2
dk0 ·G (rA, rA, iξ) · d0k,
=
µ0
π
∑
kA 6=0A
∫ ∞
0
dξξ2
ωk0
ω2k0 + ξ
2
Tr [(d0k ⊗ dk0) ·G (rA, rA, iξ)] . (2.62)
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Figure 2.1: An atom interacting with an infinite dielectric plate.
The atomic polarizability is defined by
α (ω) = lim
ε→0
2
~
∑
kA 6=0A
ωk0
ω2k0 − ω2 − iωε
d0k ⊗ dk0. (2.63)
Inserting (2.63) into (2.62) yields
∆E =
µ0~
2π
∫ ∞
0
dξξ2Tr [α (iξ) ·G (rA, rA, iξ)] . (2.64)
This energy shift must include the free space shift, the Lamb shift. To extract the Casimir–
Polder potential, one notes that the Green tensor in the free-space region can be decomposed into
a sum G
(
r, r′, ω
)
= G0
(
r, r′, ω
)
+GS
(
r, r′, ω
)
of the free–space Green tensor G0
(
r, r′, ω
)
and
the scattering Green tensor GS
(
r, r′, ω
)
that accounts for the reflection of the electromagnetic
field from the body surfaces. The translationally invariant Green tensor G0
(
r, r′, ω
)
leads to a
position–independent Lamb shift–type contribution to the energy shift and can be therefore be
discarded. Hence, the position–dependent part is
∆E (rA) =
µ0~
2π
∫ ∞
0
dξξ2Tr
[
α (iξ) ·GS (rA, rA, iξ)
]
. (2.65)
Atom in front of a half–space
Let us consider an isotropic atom which is placed at zA > 0 above a semi–infinite dielectric half
space of finite permittivity ε2 and permeability µ2 at T = 0 (see Fig. 2.1). This is a good model
for plates whose thickness is large with respect to the atom–surface separation. As shown in
App. A.1, the Green function for this planar geometry reads
GS (zA, zA, ω) =
i
4π
∫ ∞
0
dkρ
kρ
k1z
[
RTE +RTM
(
1− 2k
2
1z
k2
)]
ei2k1zzA , (2.66)
where RTE,TM are the Fresnel reflection coefficients (see App. B). For most metals, one finds
that ε≫ µ and hence the magnetic effects are negligible compared to the corresponding electric
effects, such that the approximation
RTE =
µ2 (iξ) k1z − µ1 (iξ) k2z
µ2 (iξ) k1z + µ1 (iξ) k2z
→ k1z − k2z
k1z + k2z
, (2.67)
RTM =
ε2 (iξ) k1z − ε1 (iξ) k2z
ε2 (iξ) k1z + ε1 (iξ) k2z
(2.68)
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holds.
With kiz = iκiz → κiz =
√
ξ2
c2
εi (iξ) + k2ρ, one can also write the Casimir–Polder potential
as
UCP (zA) =
~µ0
8π2
∫ ∞
0
dξξ2α (iξ)
∫ ∞
ξ
c
dκ1ze
−2κ1zzA
[
κ1z − κ2z
κ1z + κ2z
−ε2 (iξ)κ1z − ε1 (iξ)κ2z
ε2 (iξ)κ1z + ε1 (iξ)κ2z
(
2κ21zc
2
ξ2
− 1
)]
.
(2.69)
Nonretarded limit: the near–field approximation
If one assumes that the atom–surface distance is less than the effective transition wavelength
zA
∣∣∣√ε (ω)∣∣∣ ω
c
≪ 1→ n0zA ≪ c
ωmax
,
and hence k2, k2 |ε (ω)| ≪ k2ρ →
k2
k2ρ
|ε (ω)| ≪ 1, it is possible to expand the expressions for k2z
and k1z about
k2
k2ρ
ε2 (ω) and
k2
k2ρ
ε1 (ω) and find kiz ∼ ikρ
(
1− 1
2
k2
k2ρ
εi (ω)
)
. Since the second
term is much smaller than one, it is possible to neglect it to find k1z, k2z → ikρ, which results
in
RTM =
κ1z − κ2z
κ1z + κ2z
→ 0,
RTE =
ε2 (iξ)κ1z − ε1 (iξ)κ2z
ε2 (iξ)κ1z + ε1 (iξ)κ2z
→ ε2 (iξ)− ε1 (iξ)
ε2 (iξ) + ε1 (iξ)
.
Performing the integration over κ1z and recalling that zA
ξ
c
≪ 1, the Casimir–Polder potential
becomes in this limit
UCP (zA) = − ~
16π2ε0z3A
∫ ∞
0
dξ α (iξ)
ε2 (iξ)− ε1 (iξ)
ε2 (iξ) + ε1 (iξ)
. (2.70)
Retarded limit: the far–field approximation
In the retarded limit, the atom surface distance zA is large when compared to the effective
transition wavelength and thus zA
ω
c
≫ 1 → zA ≫ c
ξ
. For convenience, one introduces a new
integration variable v = c
κ1z
ξ
and transforms the integral according to [33]
∫ ∞
0
dξ
∫ ∞
0
dkρ
kρ
κ1z
e−2k1zzA →
∫ ∞
1
dv
∫ ∞
0
dξ
ξ
c
e−2zAv
ξ
c (2.71)
where κ2z → ξ
c
√
ε2 (iξ)− 1 + v2.
The main contribution to the ξ− integral is determined by e−2zA ξc . As zA
λ
is very large, one
may set
α (iξ) ≃ α (0) ,
ξ (iξ) ≃ ξ (0) .
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This leads to the Casimir–Polder potential in the far field approximation as
UCP (zA) = − 3~cα (0)
64π2ε0z4A
∫ ∞
1
[(
2
v2
− 1
v4
)
ε2 (0) v − ε1 (0)
√
n2 (0)− 1 + v2
ε2 (0) v + ε1 (0)
√
n2 (0)− 1 + v2
− 1
v4
v −√n2 (0)− 1 + v2
v +
√
n2 (0)− 1 + v2
]
.
(2.72)
2.3.2 Casimir–Polder potential at finite temperature
So far, we have considered dispersion forces at zero temperature, but realistically one wants to
study the effects that finite temperature may bring. In this section, we will follow closely
Ref. [34]. In order to derive the Casimir–Polder potential at T = 0, one needs to solve
〈{0}| fˆ (r, ω) fˆ † (r′, ω′) |{0}〉, which is the vacuum correlation function〈
fˆ (r, ω) fˆ †
(
r′, ω′
)〉
T=0
≡ 〈{0}| fˆ (r, ω) fˆ † (r′, ω′) |{0}〉 = δ (r− r′) δ (ω − ω′) . (2.73)
For the general case, where T 6= 0, the term 〈{0}| fˆ (r, ω) fˆ † (r′, ω′) |{0}〉 acquires a temperature
correction factor. One derives a relation between the correlation function as〈
fˆ (r, ω) fˆ †
(
r′, ω′
)〉
= Tr
[
ρˆfˆ fˆ †
]
, (2.74)
where ρˆ is the density operator involving only the field Hamiltonian HˆF . Since ρˆ ∼ e−
HˆF
kBT with
HˆF being given by Eq. (2.54), one finds〈
fˆ (r, ω) fˆ †
(
r′, ω′
)〉
= (n¯th (ω) + 1) δ
(
r− r′) δ (ω − ω′) , (2.75)
where n¯th (ω) is the Bose–Einstein distribution
n¯th (ω) =
1
e
~ω
kBT − 1
. (2.76)
The Casimir–Polder shift can now be found by computing
∆E = −µ0
π
∑
k
∫ ∞
0
dω
ω2
ωk0 + ω
d0k · ImG (rA, rA, ω) · dk0 (n¯th (ω) + 1) ,
which we want to rotate once again to the imaginary axis. The energy shift (2.60) will now
depend on temperature, but the fact that the temperature is finite will lead to the existence of
poles when e~ω/kBT − 1 = 0 which means poles at frequencies ξj = 2πjkBT
~
where ξj , j ∈ N,
that are known as the Matsubara frequencies. They are poles on the imaginary axis and give the
thermal contributions for frequencies that are nonresonant with the atomic transitions. Once
rotated to the imaginary axis, the integral can be evaluated by expressing it as a limit of contour
integrals; we define a contour that goes along the real axis and then counterclockwise along a
semicircle in the upper half–plane at infinity and down to the imaginary axis where the poles
are located. From the residue theorem
∮
dξξ2F (iξ) [n¯th (iξ) + 1] = 2πi
∞∑′
j=0
kBT
i~
ξ2jF (iξj), one
finally gets
∆E = µ0kBT
∞∑′
j=0
ξ2jTr [α (iξj) ·G (rA, rA, iξj)] . (2.77)
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The j = 0 term only contributes half its weight to the total sum because this pole is located at
the origin and hence the closed contour only makes a small half circle around it.
So far, we have considered only the case where the atom is in thermal equilibrium with the
electromagnetic field. It is necessary to consider also the case where the atom could be prepared
in an eigenstate |n〉 (with eigenenergies ~ωn, transition frequencies ωnm = ωn − ωm and dipole
matrix elements dnm). At temperature equal to zero, this means that
∆E = −µ0
π
∑
k 6=n
∫ ∞
0
dω
ω2
ωkn + ω
dnk · ImG (rA, rA, ω) · dkn,
which means that there are poles on the real frequency axis which correspond to the atomic
transition frequencies. To perform this integral one needs to be careful about the pole. Since
ω2G (rA, rA, ω) is analytic in the upper half–plane, the same holds for ω
2G (rA, rA, ω) /(ω−ωnk).
Choosing the integration contour to the imaginary axis to trace the real axis, a small semicircle
over the pole at ω = ωnk and a large semicircle in the upper half–plane at infinity. From
Sokhotsky’s formula one knows that
1
a− x+ i0 = P
1
a− x − iπδ (a− x) .
But for any contour within this region the residue theorem tells us
∮
ω2G (rA, rA, ω) /(ω −
ωnk) = 0, so that at the end one finds the resonant contribution to be
∆E =
∑
k 6=n
µ0
2
{
ω2nkdnk ·G (rA, rA, ωnk) · dkn + ω2kndnk ·G (rA, rA, ωkn) · dkn
}
,
= µ0
∑
k 6=n
ω2kndnk · ReG (rA, rA, ωkn) · dkn. (2.78)
The Casimir–Polder potential acting on an atom in the initial state |n〉 is given by adding the
nonresonant Eq. (2.64) and the resonant part, Eq. (2.78),
UCP (rA) =
µ0~
2π
∫ ∞
0
dξξ2Tr [α (iξ) ·G (rA, rA, iξ)]
+ µ0
∑
k 6=n
ω2kndnk · ReG (rA, rA, ωkn) · dkn.
(2.79)
This result is the energy shift for an atom prepared in any state |n〉 at zero temperature. Thus,
to also account for the effect of finite temperature one has to write the resonant part as
∆E = −µ0
∑
k 6=n
ω2kn [Θ (ωnk) (n¯th (ωnk) + 1)dnk · ReG (rA, rA, ωnk) · dkn
−Θ(ωkn) n¯th (ωkn)dnk · ReG (rA, rA, ωkn) · dkn] ,
(2.80)
the summation extends over all the states above and below the initial atomic state allowed by
the selection rules. The first term accounts for the emission of a thermal photon, while the
second term account for the absorption of a thermal photon. From n¯th (−ω) = − (1 + n¯th (ω)),
one finds that the resonant contribution to the energy shift (2.60) for T 6= 0 is given by
∆E = µ0
∑
k 6=n
ω2knn¯th (ωkn)dnk · ReG (rA, rA, ωkn) · dkn. (2.81)
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Finally, one can conclude that the Casimir–Polder potential at a given temperature T acting
on an atom in the initial state |n〉 via dipole interaction is given by
UCP (rA) = µ0kBT
∞∑′
j=0
ξ2jTr [α (iξj) ·G (rA, rA, iξj)]
+ µ0
∑
k 6=n
ω2knn¯th (ωkn)dnk · ReG (rA, rA, ωkn) · dkn.
(2.82)
The Casimir–Polder potential (2.82) contains both nonresonant contributions (first term) and
resonant ones (second term), where the former accounts for nonresonant exchange of virtual
photons and the latter is due to the absorption and emission of thermal photons.
2.3.3 Specific examples
In order to illustrate these results, we are going to consider the following systems: an atom
held close to an infinitely thick plate and an atom between two infinitely thick plates. Here, we
calculate the surface–induced level shift, we will not define near or far field limits and hence,
the asymptotic approximations will not be used and we will resort to numerical techniques to
evaluate the Casimir–Polder potential.
The surface is described by the planar layer Green tensor and we have assumed a Drude–
Lorentz type model (see App. C) to describe the permittivity
ε (ω) = 1− ω
2
p
ω (ω + iγe)− ω2t
, (2.83)
where ωp, ωt and γ are the plasma frequency, transverse resonance frequency and the relaxation
rate, respectively. We are neglecting all the magnetic effects when compared to the correspond-
ing electric effects, so one finds RTE =
k1z − k2z
k1z + k2z
.
Infinitely thick plate
Let us first consider an atom in front of a sufficiently thick dielectric plate which may be modeled
by a semi–infinite half space. Taking ε1 (ω) ≡ 1 and ε2 (ω) given by (2.83), the Casimir–Polder
potential is given by Eq. (2.69). The distance dependence of the Casimir–Polder potential for a
two–level atom is illustrated in Fig. 2.2. The figure shows, as expected, that the Casimir–Polder
potential of a ground state atom is attractive for a non–magnetic medium. In the nonretarded
limit, the signs of the Casimir–Polder interaction of an atom with a conducting plate can be
better understood with an image–dipole model and the Coulomb interaction between them [30];
the electric dipole moment dˆ =
(
dˆx , dˆy , dˆz
)
of an atom at zA has its image placed at distance
−zA from the plate and is constructed by an interchange of positive an negative charges such
that dˆ′ =
(
−dˆx ,−dˆy ,−dˆz
)
. From classical electrodynamics the interaction energy of the dipole
and its image such as the one described is attractive [6].
Atom between two infinitely thick plates
Lets consider the simple case of an atom placed between two identical infinitely thick dielectric
plates, a Fabry–Perot cavity, which are separated by a distance d. The Green function associated
with a cavity is more complicated than the one for a single plate and the Casimir–Polder
19
✵ ✷ ✹ ✻ ✽ ✶✵
✲
✵
✳
✵✷✵
✲
✵
✳
✵✶✺
✲
✵
✳
✵✶✵
✲✵✳✵✵✺
✵✳✵✵✵
✇
 ✁
③
❆
❝
✂
✄
☎
✸
♣
➨
❡
✆
❯
✝
✞
❍
✟
✠
▲
✡
☛
✆
✸
➔
❞
☛
✆
↕
☞
Figure 2.2: Casimir–Polder potential of a two level atom situated in front of an infinitely thick
plate as a function of the distance between the atom zA, where ωpe/ω10 = 0.75, ωte/ω10 = 1.03,
γe/ω10 = γm/ω10 = 0.001. This result were calculated based on [33].
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Figure 2.3: Casimir–Polder potential of a two level atom situated between two infinitely thick
plates (ωpe/ω10 = 0.75, ωte/ω10 = 1.03, γe/ω10 = 0.001; which are separated by a distance
d = 10c/ω10 as function of the position of the atom zA. The dashed green curves are the
single–plate potentials for the same parameters. These results were calculated based on [33].
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potential follows [33]
UCP (zA) =
~µ0
8π2
∫ ∞
0
dξξ2α (iξ)
∫ ∞
ξ
c
dκ1z
[
e−2κ1zzA + e−2κ1z(d−zA)
]
×
[
1
DM1
κ1z − κ2z
κ1z + κ2z
− 1
DN1
ε (iξ)κ1z − κ2z
ε (iξ)κ1z + κ2z
(
2κ21zc
2
ξ2
− 1
)]
,
(2.84)
where
DM1 = 1−
[
κ1z − κ2z
κ1z + κ2z
]2
e−2κ1zd, (2.85)
DN1 = 1−
[
ε (iξ)κ1z − κ2z
ε (iξ)κ1z + κ2z
]2
e−2κ1zd. (2.86)
In Fig. 2.3, the Casimir–Polder potential for a two–level atom between two identical infinitely
thick dielectric plates is plotted. As a consequence of the multiple reflections, accounted for by
the denominators DM,N1 , the potential of an atom between the two plates should be different
from the sum of two single–plate potentials (see green curves in Fig. 2.3). However, for our
parameters, these multiple reflections are negligible which results from the smallness of the
relevant reflection coefficients together with the relatively large distance between the plates.
The multiple reflections would lead to a slight lowering of the potential in the region near the
midpoint between the two surfaces [33].
2.3.4 Experiments with rubidium gases in vapour cells
The experiment of Keaveney et. al. [35] allows the experimental measurement of the Casimir–
Polder shift of the D2 resonance line in rubidium (87Rb) vapour. The rubidium vapour is
confined between two sapphire plates, where the separation between the plates varies between
30 nm and 2 µm. Assuming that atoms close to the center of the cavity dominate the Casimir–
Polder shift and that the total potential is written in the form C3/z
3
A, for the transition 5S1/2 →
5P3/2, the C3 coefficient was experimentally found to be −4.1± 0.2× 10−15 Hz m3 [36].
Atom in front of a plate
Considering an isotropic atom placed above zA > 0 a semi–infinite dielectric half space (this is a
good model for plates whose thickness is large with respect to the atom–surface separation). The
material characteristics of the plates will influence the value for C3, the dielectric constant of the
material is often strongly dependent of the wavelength. According to the classical dispersion
theory of crystals [37], the dielectric function of solid crystalline media with j polar–optical
phonon modes can be expressed as
ε (ω) = ε∞
i∏
j
ω2LOj − ω2 − iωγLOj
ω2TOj − ω2 − iωγTOj
, (2.87)
where ε∞ is the high-frequency dielectric constant, ωLOj (γLOj), ωTOj (γTOj) are the frequencies
(damping factors) for the LO and TO phonons respectively, for the branch j, these parameters
are tabulated in Ref. [38]. Corrections were made to this model, by Stefan Y. Buhmann, in
order to include an additional resonance found in Palik [37].
If the atom–surface distance is less than the effective transition wavelength n0zA ≪ c
ωmax
,
one may use the nonretarded limit. Making this approximation in this particular case will only
make sense for very small distances (less than 200 nm) between the plates. Our numerical
simulation give a result for this case of C3 = −4.30× 10−15 Hz m3.
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Figure 2.4: Dependence of the coefficient C3 with temperature for a rubidium (
87Rb) atom next
to a sapphire plate.
Casimir–Polder potential at finite temperature
However, for this experiment, we need to consider the effects of finite temperature. Since the
occupation number n¯th(ω) is very small even at higher temperature, we assume that all of the
atoms are in the ground state. In the nonretarded limit, the coefficient C3 can be written as
C3 = −µ0kBTc
2
12π~2
∑
k
|dnk|2
∞∑
j=0
(
1− 1
2
δj0
)
ωkn
ω2kn + ξ
2
j
ε (iξj)− 1
ε (iξj) + 1
. (2.88)
Assuming the temperature to be T = 600 K, our numerical simulation give C3 = −4.37 ×
10−15 Hz m3. In Fig. 2.4, we show how the coefficient C3 evolves with temperature.
The relevant parameters of rubidium (87Rb) used in all numerical simulations were found
in Ref. [39].
22
Chapter 3
Dispersion forces with Rydberg
atoms
A simple way of increasing the Casimir–Polder force is to excite atoms into a Rydberg state.
Rydberg atoms are atoms with highly excited states of one or more valence electrons. Those are
relatively long–lived states with very large orbital radii [40]. Their large radius gives the Rydberg
states a very large transition dipole moment, which is one of the main interest in working with
them; their huge electric dipole moment offers various possibilities such as manipulation of
the Rydberg atoms with small gradients of electric field or the resulting very strong long–range
dipole–dipole interactions between two atoms at macroscopic distances [41]. Another important
property of Rydberg atoms is the fact that dipole–dipole interactions prevent multiple Rydberg
excitations; within a radius ablock, only a single atom can be excited to the Rydberg state, an
effect known as dipole blockade [42].
The primary motivation for the study of Rydberg atoms is to take advantage of the unique
opportunities afforded by their exaggerated properties which make them extremely sensitive to
small–scale perturbations of their environment and to dispersion forces [41]. A second important
aspect of atoms in Rydberg states is their regularity, that is, its regular dependence with
principal quantum number n [40] (see also Table 3.1). Due to their larger electric polarizability
the force on atoms in Rydberg states near a surface is several orders of magnitude larger than
the force on atoms in the ground state [43]. The transition dipole moments scale as n2 (see
Table 3.1), with the result that, in the nonretarded limit, the Casimir–Polder potential is
expected to increase with principal quantum number as n4. In Ref. [43], highly excited caesium
and sodium atoms were passed through a cavity of gold coated mirrors and the transmission
of the atoms was measured. Due to the attractive atom–surface interaction, the deflection of
the Rydberg atoms towards the metallic surface was observed for principal quantum numbers
n = 12−30. This interaction is 3−4 orders of magnitude larger than for ground state atoms. In
order to give a numerical example, in Table 3.2, we show the Casimir–Polder shift experienced
by a rubidium (87Rb) atom in front of a perfectly conducting plate at zA = 1 µm. The influence
of macroscopic bodies also modifies the atomic relaxation rates [30]. Earlier results [44] showed
a strong enhancement in the transition rates of Rydberg atoms near a surface
(
Γnk ∝ n4/z3A
)
.
Over the last years, the field of Rydberg atoms has seen an enormous resurgence due to
their extraordinary properties and the technological advances to coherently manipulate them.
There is currently some technological interest in using Rydberg atoms near surfaces (both
ultracold and at room temperature and beyond). Several proposals have been put forward to
realize photonic quantum devices, such as quantum gates and single–photon sources [45, 46, 47],
quantum computers [48, 49] and quantum simulators [50], ideas that could also be expanded to
Rydberg states of ions [51]. In all these situations, if one’s desire is to control atomic systems
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Table 3.1: Properties of Rydberg atoms. Table based on Ref. [40].
Property n dependence
Binding energy n−2
Energy between adjacent n states n−3
Orbital radius n2
Geometric cross section n4
Transition dipole moment between adjacent n states n2
Polarizability n7
Radiative lifetime n3
Fine–structure interval n−3
Table 3.2: Casimir–Polder energy shift for several states of a rubidium (87Rb) atom next to a
perfect plane conductor at a distance of zA = 1 µm calculated from second order perturbation
theory.
State δω (s−1)
5S1/2 -1817.26
27S1/2 1.76× 109
32S1/2 3.75× 109
40S1/2 9.91× 109
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with any precision, the surface effects need to be well understood.
In this chapter, the focus will mostly be on the physics of dispersion forces on Rydberg
atoms. After a brief introduction to the physics of Rydberg atoms in Sec. 3.1 and studying the
limits of second order perturbation theory in Sec. 3.2, in Sec. 3.3, we diagonalize the interaction
Hamiltonian in order to find out the eigenenergies of the combined atom–field system and,
in Sec. 3.4, the eigenfunctions in the presence of a macroscopic body. Numerical results and
concluding remarks are given in Sec. 3.5.
3.1 A brief introduction to Rydberg atoms
An atom in a Rydberg state has a valence electron in a large orbit far from the ionic core. In
such an orbit the outermost electron feels an almost hydrogenic Coulomb potential −1/r from
a compact ionic core consisting of a nucleus with Z protons and the lower electron shells filled
with Z − 1 electrons [40]. The nucleus is surrounded by closed electron shells which screens the
nuclear charge, the outer electron will in general see a nucleus with only one proton and will
behave much like the electron of a hydrogen atom. However, the behaviour of Rydberg atoms
will deviate from this approximation because they do not have circular orbits. For low orbital
angular momentum states, there is a high probability of finding the excited electron passing
through the core of shielding electrons, so the electron will see occasionally the unscreened ionic
core charge, modifying the Coulomb potential at short range. To adjust the relation for this
penetration of the inner core electrons, an angular momentum dependent correction term called
a quantum defect δn,l is introduced phenomenologically
EB = − Ry
(n− δn,l)2
, (3.1)
where the quantum defects can be approximated by
δn,l = δ0 +
δ2
(n− δ0)2
. (3.2)
The parameters δ0 and δ2 for rubidium can be found in Table 3.3. Due to these quantum defects
the energy levels are shifted in comparison to the hydrogen–like energy levels. One can see in
Fig. 3.1 that, since the quantum defect for nS states is ∼ 3, the energy of a Rydberg level n is
of the same order as magnitude of the hydrogen–like (n− 3) level.
The wavefunction for the valence electron is described by the Schro¨dinger equation[
− ~
2
2m
∇2 − e
2
4πε0r
]
ψ(r) = [En + V (r)]ψ(r). (3.3)
The several steps to calculate the radial wavefunctions are explained in Appendix D. To calculate
numerically the required dipole matrix elements needed for the Casimir–Polder force of the
isolated Rydberg atom a numerical program was written to compute them.
3.1.1 Dipole blockade
Suppose that one wants to resonantly excite a pair of atoms from the ground state to a Rydberg
state. If the atoms are moved closer together, the dipole–dipole interaction between them causes
the Rydberg state to be detuned from resonance with the laser preventing another excitation.
This process is known as dipole blockade [45]; it occurs when the interaction shift is larger than
the linewidth of the Rydberg state
V (R) > ~×max (Ω,Γr) , (3.4)
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Table 3.3: Quantum defects for s, p and d series for rubidium (87Rb). Values taken from
Ref. [52].
nS1/2 δ0 3.1311804
δ2 0.1784
nP1/2 δ0 2.6548849
δ2 0.2900
nP3/2 δ0 2.6416737
δ2 0.2950
nD3/2 δ0 1.34809171
δ2 -0.60286
nD5/2 δ0 1.34646572
δ2 -0.59600
___
___
___
___
___
___
___
___
___
----
----
----
----
----
n=28
n=29
n=30
n=31
n=32
n*=31
n*=32
n*=33
n*=33
n*=33
n*=32
n*=32
n*=31
n*=31
n*S n*P n*D nS
-2.6
-2.4
-2.2
-2.0
Energy H1013s-1L
Figure 3.1: Schematic energy level for rubidium (87Rb), where Ry = 109736.605 cm−1, of the
nS (with and without considering the quantum defects), nP and nD states where n∗ = n−δn,l.
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Table 3.4: Theoretical |C6| coefficients for n = 53, 62, and 82 of rubidium (87Rb). Values taken
from Ref. [55].
n |C6| (GHzµm6)
53 16.9
62 766
82 8870
where Γr is the natural linewidth and Ω is the power–broadened width. Since Rydberg states are
relatively long–lived, Ω≫ Γr for typical experimental parameters, the condition V (ablock) = ~Ω
defines the blockade radius ablock which for the van der Waals interactions V (R) = −C6~/a6block
is given by
ablock =
6
√
C6
Ω
, (3.5)
forming a sphere around the Rydberg atom in which only a single Rydberg excitation is allowed.
With the blockade radius ablock of several micrometers between neighbouring Rydberg atoms,
only a limited number of atoms can be resonantly excited to Rydberg states at the same time.
If larger numbers of Rydberg excitations are required, the laser line width has to be chosen large
enough to bridge the van der Waals shift between two neighbouring Rydberg atoms. This is
easily achieved by pulsed laser excitation, perhaps combined with slightly off–resonant driving.
In Ref. [53], the Rydberg excitation with pulsed lasers automatically comes with a broad enough
line width of typically several 10–100 MHz which is enough to excite atoms at close distances
simultaneously to Rydberg states.
A numerical evaluation of the interaction potential for rubidium for two Rydberg atoms in
a S–state and 30 < n < 95 in atomic units results in the scaling law [54]
C6 = n
11
(
11.97− 0.8486n+ 3.385× 10−3n2) . (3.6)
In Table 3.4 we give some examples for the theoretical values of the coefficient C6 of rubidium.
A pulse with 4 ns, such as the ones used in Ref. [53], will have a line width of at least 20 MHz
(∆E∆t ≥ ~/2), giving a ablock ≈ 1.2 µm for the rubidium 32S1/2 state. The larger the line
width of the pulsing laser, the smaller can be the blockade radius.
3.2 Limits of non–degenerate quantum perturbation theory
For weak atom–field coupling, the Casimir–Polder energy shift can be obtained from a pertur-
bative calculation, as we have seen in Chapter 2. It requires that the nature of the spectra
does not change qualitatively and the perturbed states can emerge from the unperturbed states
when the perturbation is turned on. However, for the application of perturbation theory, the
perturbation is assumed to be small, that is, the perturbation matrix element must be smaller
than the unperturbed energy differences,∣∣∣∣∣〈m| Hˆint |n〉E0m − E0n
∣∣∣∣∣≪ 1. (3.7)
This condition is only valid for ground–state and lowly–excited states.
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Figure 3.2: Change of energy of the rubidium (87Rb) 32S1/2 and 32P1/2 Rydberg states in
the presence of a gold plate. We compare it with the unperturbed energies of the 32S1/2 and
32P1/2,3/2 states.
However, when thinking about Rydberg atoms, one has to keep in mind that energy levels
between dipole–allowed states become closer and closer to each other and this condition may
no longer be fulfilled, see Fig. 3.1. The energy difference between adjacent Rydberg states with
principal quantum numbers n, n ± 1 scales with n−3 and the Casimir–Polder shift with n4.
Hence, with increasing quantum number n, the Casimir–Polder shift increases, but the energy
differences between adjacent states decreases (see Fig. 3.2) so that condition (3.7) no longer
applies.
In the case where second order perturbation theory can no longer be applied one needs to
look for the eigenvalues of the interaction matrix
Wij = 〈ψi| Hˆ |ψj〉 (3.8)
in a suitably chosen basis. In the following section, we will diagonalize the full Hamiltonian of
the atom–field system and show how this relates to the perturbative results.
3.3 Exact diagonalization of the interaction Hamiltonian
We begin with the computation of the exact eigenenergies of an atom in the presence of a macro-
scopic body. This will lead to a nonperturbative expression for the Casimir–Polder energy shift
that an atom experiences as a result of its interaction with the body–modified electromagnetic
field. In the electric–dipole approximation, the Hamiltonian that governs the dynamics of the
coupled atom–field system is Eq. (2.55),
Hˆ = HˆF + HˆA + Hˆint
=
∞∫
0
dω
∫
d3r ~ω fˆ †(r, ω) · fˆ(r, ω) +
∑
n
~ωnAˆnn −
∑
m,n
Aˆnmdnm · Eˆ(rA) . (3.9)
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Let us consider a two–level atom, with energy levels |1〉 and |0〉, where we set dˆ = dAˆ10+d∗Aˆ01.
The atomic Hamiltonian then reduces to
HˆA = ~ω0Aˆ00 + ~ω1Aˆ11. (3.10)
It is useful to introduce position–dependent photon–like annihilation and creation operators
aˆ (r, ω) and aˆ† (r, ω) according to Ref. [56] as
aˆ (r, ω) = − 1
~g (r, ω)
∫
d3r′d ·Ge
(
r, r′, ω
) · fˆ (r′, ω) , (3.11)
with the normalization factor
g (r, ω) =
√
µ0ω2
~π
d · ImG (r, r, ω) · d. (3.12)
The operator aˆ† (r, ω) can be used to define single–quantum excitations states,
|r, ω〉 = aˆ† (r, ω) |{0}〉 , (3.13)
and it obeys the commutation rule
[
aˆ (r, ω) , aˆ†
(
r, ω′
)]
= δ
(
ω − ω′). The states |r, ω〉 are
eigenstates of the field Hamiltonian HˆF such that
HˆF |r, ω〉 = ~ω |r, ω〉 . (3.14)
The interaction Hamiltonian can then be re–written as
Hˆint = ~
∞∫
0
dω
[
g (rA, ω) aˆ (rA, ω) + g
∗ (rA, ω) aˆ
† (rA, ω)
] (
Aˆ01 + Aˆ10
)
. (3.15)
Note that the rotating–wave approximation has not been applied.
The initial state is taken to be the atom in the state |0A〉 and the vacuum state of the field,
|0〉 = |0A〉 |{0}〉, which is connected to a (continuous) set of final states |1〉 = |1A〉 |rA, ω〉 [57].
Our purpose is to diagonalize the total Hamiltonian within this basis, that is to find the exact
solutions of Hˆ |ψ〉 = E |ψ〉, where
|ψ〉 = C0 |0A〉 |{0}〉+
∞∫
0
dω C1 (ω) |1A〉 |rA, ω〉 = C0 |0〉+
∞∫
0
dω C1 (ω) |1〉 . (3.16)
Application of the Hamiltonian and the commutation rules to the state |ψ〉 yields
Hˆ |ψ〉 = C0~ω0 |0〉+ C0~
∞∫
0
dω g∗(rA, ω) |1〉+ ~
∞∫
0
dω ωC1(ω) |1〉+ ~ω1
∞∫
0
dω C1(ω) |1〉
+ ~
∞∫
0
dω C1(ω)g(rA, ω) |0〉 .
(3.17)
On the other hand, we have
Hˆ|ψ〉 = ~Ω

C0 |0〉+
∞∫
0
dω C1 (ω) |1〉

 , (3.18)
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where we have written the eigenvalue as E = ~Ω. Comparing coefficients, one finds a set of
equations
(ω0 − Ω)C0 +
∞∫
0
dω C1(ω)g(rA, ω) = 0, (3.19a)
g∗(rA, ω)C0 + (ω + ω1 − Ω)C1(ω) = 0 (3.19b)
for the eigenfrequencies Ω.
In order to recognise the structure of these equations, we discretise the frequency integral
in Eq. (3.19a) according to
∞∫
0
dω C1(ω)g(rA, ω) 7→
N∑
i=1
∆ω C1(ω
(i))g(rA, ω
(i)). (3.20)
This leads to a set of N + 1 equations
(ω0 − Ω)C0 +∆ω
N∑
i=1
C1(ω
(i))g(rA, ω
(i)) = 0, (3.21a)
g∗(rA, ω
(i))C0 + (ω
(i) + ω1 − Ω)C1(ω(i)) = 0 (3.21b)
which can be brought into the matrix form
M · c = 0 (3.22)
with an (N + 1)–dimensional coefficient vector c = (C0, C
(1)
1 , . . . , C
(N)
1 )
T . The square matrix
M is an arrowhead matrix
M =


a r1 r2 · · · rN
c1 d1 0 · · · 0
c2 0 d2 · · · 0
...
...
...
. . .
...
cN 0 · · · · · · dN


(3.23)
with entries
a = ω0 − Ω , (3.24)
di = ω
(i) + ω1 − Ω , (3.25)
ri = ∆ω g(rA, ω
(i)) , (3.26)
ci = g
∗(rA, ω
(i)) . (3.27)
The eigenvalue equation (3.22) has a unique solution if the determinant of the matrix M
vanishes. It takes the form
detM = 0 = (ω0 − Ω)
N∏
i=1
(ω(i) + ω1 − Ω)−
N∑
i=1
∆ω|g(rA, ω(i))|2
∏
j 6=i
(ω(i) + ω1 − Ω) (3.28)
which is known as a Pick function [58]. Its solution is
0 = (ω0 − Ω)−
N∑
i=1
∆ω
|g(rA, ω(i))|2
ω(i) + ω1 − Ω
(3.29)
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which, upon performing the continuum limit by reversing relation (3.20), leads to the result
ω0 − Ω = P
∞∫
0
dω
|g(rA, ω)|2
ω + ω1 − Ω . (3.30)
Inserting the definition of the normalization factor g(rA, ω), Eq. (3.12), yields the final result
ω0 − Ω = µ0
~π
P
∞∫
0
dω
ω2d · ImG(rA, rA, ω) · d∗
ω + ω1 − Ω . (3.31)
Equation (3.31) is a transcendental equation for the eigenvalue Ω. Writing Ω = ω0 + δω0 and
noting that ωA = ω1 − ω0 is the (unperturbed) atomic transition frequency, Eq. (3.31) obtains
its more familiar form of
δω0 = −µ0
~π
P
∞∫
0
dω
ω2d · ImG(rA, rA, ω) · d∗
ω + ωA − δω0 . (3.32)
One recognises that it reproduces the result of Ref. [59] which was obtained by a different
nonperturbative method without resorting to exact diagonalization. Only if the energy shift δω0
is much smaller compared to the transition frequency ωA, Eq. (3.32) reverts to its perturbative
form without δω0 in the denominator under the frequency integral.
After rotating the frequency integral to the imaginary axis (assuming that there are no poles
on the real axis, i.e. ω1 − Ω > 0), the expression (3.31) becomes
ω0 − Ω = −µ0
~π
∞∫
0
dξ
ξ2d ·G (rA, rA, iξ) · d∗
ξ2 + (ω1 − Ω)2 . (3.33)
However, if ω1 − Ω < 0, there will be additional poles on the real axis that have to be taken
care of when performing the integration. Adding the resonant part to Eq. (3.31) becomes
ω0−Ω+ µ0
~π
∫ ∞
0
dξ
ξ2d ·G (rA, rA, iξ) · d∗
ξ2 + (ω1 − Ω)2 +
µ0
~
(ω1 − Ω)2 d·ReG (rA, rA, ω1 − Ω)·d∗ = 0 (3.34)
which, in the perturbative limit, reproduces exactly the results in Ref. [60].
In order to determine the coefficients C0 and C1(ω), we use the Fano diagonalization method
[57, 61] to write the formal solution of Eq. (3.19b) as
C1(ω) = −g∗ (rA, ω)
[
P 1
ω + ω1 − Ω + Z(Ω)δ (ω + ω1 − Ω)
]
C0. (3.35)
Inserting this solution into Eq. (3.19a), the as yet unknown function Z(Ω) becomes
Z(Ω) =
[
ω0 − Ω− P
∞∫
0
dω
|g (rA, ω) |2
ω + ω1 − Ω
]
1
|g (rA,Ω− ω1) |2 (3.36)
which is well–defined as the coupling function g(rA, ω) is a positive function.
Finally, the coefficient C0 is determined by normalization of the wavefunction |ψ〉, that now
can be written as
|ψ〉 = C0 |0〉 −
∞∫
0
dω g∗ (rA, ω)
[
P 1
ω + ω1 − Ω + Z(Ω)δ (ω + ω1 − Ω)
]
C0 |1〉 . (3.37)
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From the normalization 〈ψ|ψ〉 = 1, with 〈0|0〉 = 1 and 〈r, ω|r, ω′〉 = δ(ω′ − ω) and taking into
account that, from Eq. (3.30) it follows that the function Z(Ω) is equal to zero, one obtains the
result
|C0(Ω)|2 = 1
1 +
∫∞
0 dω
|g(rA,ω)|2
(ω+ω1−Ω)
2
. (3.38)
This result gives the probability of an atom to be in the initial state |0〉 when it is brought close
to a surface.
3.3.1 Extension to a multi–level atomic system
The treatment previously performed for a two–level system with one discrete and one continuous
set of states, can be easily extended to the case of one discrete state and multiple states of
different continua (atom and field) that may be distinguished by suitable quantum numbers. Let
us for simplicity reasons focus only on a three level atomic system, for this case the eigenvectors
to be determined have the form
|ψ〉 = C0 |0A〉 |{0}〉+
∞∫
0
dω (C1 (ω) |1A〉+ C2 (ω) |2A〉) |rA, ω〉 . (3.39)
The linearly independent eigenvector is determined by the same method applied previously [57].
The system of equations for the eigenfrequencies Ω obtained is analogous to Eq. (3.19)
(ω0 − Ω)C0 +
∞∫
0
dω [C1(ω)g1(rA, ω) + C2(ω)g2(rA, ω)] = 0, (3.40a)
g∗1(rA, ω)C0 + (ω + ω1 − Ω)C1(ω) = 0, (3.40b)
g∗2(rA, ω)C0 + (ω + ω2 − Ω)C2(ω) = 0, (3.40c)
where now, since we have different excited states we find
gn (rA, ω) =
√
µ0ω2
~π
dn0 · ImG (r, r, ω) · d∗0n. (3.41)
Again, the set of Eqs. (3.40) can be again brought into a matrix form M · c = 0. The square
matrixM is also a arrowhead matrix, the eigenvalues can be determined by setting detM = 0,
which leads to the result
ω0 − Ω− P
∞∫
0
dω
|g1(rA, ω)|2
ω + ω1 − Ω − P
∞∫
0
dω
|g2(rA, ω)|2
ω + ω2 − Ω = 0. (3.42)
If one wants to consider n atomic states, then it is straightforward to expand Eq. (3.42) to
ω0 − Ω−
∑
n
P
∞∫
0
dω
|gn(rA, ω)|2
ω + ωn − Ω = 0. (3.43)
Again one finds a transcendental equation for Ω which can be solved numerically. In Fig. 3.3
we show the results of the exact diagonalization in comparison with the results obtained with
second–order perturbation theory. In order to better understand the difference between the
two methods we have plotted in Fig. 3.4 the C3 coefficients (∆E = C3/z
3
A) obtained from both
theories. It becomes clear that second order perturbation theory does not reproduce the results
from the transcendental equation obtained by the exact diagonalization at small distances.
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Figure 3.3: Change of energy of the rubidium (87Rb) 32S1/2 and 32P1/2 Rydberg state in the
presence of a gold plate (black solid lines). We compare this self–consistent result with the
results from perturbation theory (black dashed lines).
Figure 3.4: Comparison of the C3 coefficients for rubidium (
87Rb) in the state 32S1/2 from
perturbation theory (blue dashed line) and from exact diagonalization (red line).
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Figure 3.5: EIT scheme to excite a Rydberg state via the route 5S1/2 → 5P1/2,3/2 → nS1/2.
Due to Casimir–Polder interaction the unperturbed state nS1/2 will contain admixtures of
other n, n′, n′′P1/2,3/2 states. The Casimir–Polder interaction can be probed experimentally by
probing an previously forbidden atomic transition nS1/2 → n′S1/2(n′D3/2,5/2).
3.4 Eigenstates in the presence of a macroscopic body
We already saw that the energies of the atoms are perturbed by the macroscopic surface.
The purpose of this section is to study the new eigenstates as the result of this perturbation.
According to Ref. [57], the original state
∣∣n0〉 is modified by an admixture of state of the
continuum. For an initial unperturbed states such as
∣∣00〉 = |0A〉 |{0}〉; there will be states
connected to them via the electric dipole Hamiltonian with the form
∣∣10〉 = |1A〉 |r, ω〉. The
eigenvectors of the matrix (3.23) are given by [58]
v =
x
‖x‖ , (3.44)
with
x = [1,−r1/d1,−r2/d2, . . . ,−rN/dN ]T . (3.45)
In the continuous limit, one can see that the initial state
∣∣00〉 will be modified as
∣∣01〉 = 1N
{∣∣00〉− ∫ ∞
0
dω
√
µ0
~π
ω
ω + ω1 − Ω
√
d01 · ImG (rA, rA, ω) · d10
∣∣10〉} , (3.46)
with N being the proper normalization factor. This result is in agreement with Eqs. (3.37) and
(3.38) and also with Ref. [57].
From those results we see that the exact eigenstates in the presence of a surface will be
mixtures between nS and nP states (dipole allowed). This can lead to forbidden transitions
becoming allowed by the presence of the macroscopic body. The admixture between states
could become then a new way of probing the Casimir–Polder interaction.
3.5 Example: a Rydberg atom above a gold surface
In order to better understand these results, let us consider a rubidium atom in a Rydberg state
next to a gold surface. The excitation into Rydberg states is accomplished by a two–photon
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Figure 3.6: Probabilities for an rubidium (87Rb) atom initially prepared in the state 32S1/2 to
remain in the state 32S1/2, |C0|2 (in blue) and to be mixed with the state 32P1/2, |C1|2 (in red),
as a function of the atom–surface distance.
excitation scheme; the most common one is through EIT 5S1/2 → 5P1/2,3/2 → nS1/2 (nD3/2,5/2)
scheme, as shown in Fig. 3.5, but the alternative route 5S1/2 → 6P1/2,3/2 → nS1/2 (nD3/2,5/2)
is also possible [54].
Due to the presence of the surface, the medium–assisted eigenstate can be written as∣∣(nS1/2)1〉 = CnS1/2 (zA) ∣∣(nS1/2)0〉+∑
k
CkP1/2,3/2 (zA)
∣∣(kP1/2,3/2)0〉 . (3.47)
The state mixture due to the Casimir–Polder interaction can be detected by probing a normally
dipole–forbidden transition such as nS1/2 → n′S1/2 (see Fig. 3.5).
The presence of the surface and consequent mixing of states will lead to some forbidden
transitions becoming weakly allowed. The Rabi frequency of those weakly allowed transitions,
for a laser field with amplitude E0, is given by
ΩnS1/2,n′S1/2 (zA) =
dnS1/2,n′S1/2 (zA) ·E0
~
. (3.48)
The transition dipole moments derive from the mixing of states due to the atom–surface inter-
action,
dnS1/2,n′S1/2 (zA) =
〈
nS1/2
∣∣ dˆ ∣∣n′S1/2〉 =∑
k
C∗kP1/2,3/2 (zA)
〈
kP1/2,3/2
∣∣ dˆ ∣∣n′S1/2〉
=
∑
k
C∗kP1/2,3/2 (zA)dkP1/2,3/2,n′S1/2 , (3.49)
depend on the atom–surface distance and could potentially be used as a measuring tool for
determining zA.
As an example of this effect, take the state 32S1/2 where, for simplicity, we only consider∣∣∣(32Smj=1/21/2 )1〉 = C32S1/2 (zA)
∣∣∣(32Smj=1/21/2 )0〉+ C32Pmj=1/2
1/2
(zA)
∣∣∣(32Pmj=1/21/2 )0〉
+ C
32P
mj=−1/2
1/2
(zA)
∣∣∣(32Pmj=−1/21/2 )0〉 . (3.50)
35
✵✳✶✺ ✵✳✷✵ ✵✳✷✺ ✵✳✸✵
✵✳✶
✵✳✷
✵✳✸
✵✳✹
✵✳✺
③
❆
❍♠ ▲
❞
❙
❙
➄
❞
❙
P
Figure 3.7: Body–induced transition dipole moment d32S1/2,33S1/2(zA) of a previously forbidden
atomic transition 32S1/2 → 33S1/2 for an rubidium (87Rb) atom. We have normalized this
result with the transition dipole moment d32S1/2,32P1/2 .
The transition dipole moment d32P,33S associated with the now weakly allowed atomic transition
32S1/2 → 33S1/2 is given by
d
32S
mj=1/2
1/2
,33S
mj=1/2
1/2
(zA) =
〈
32S
mj=1/2
1/2
∣∣∣ dˆ ∣∣∣33Smj=1/21/2 〉
= C∗
32P
mj=1/2
1/2
(zA)
〈
32P
mj=1/2
1/2
∣∣∣ dˆ ∣∣∣33Smj=1/21/2 〉
+ C∗
32P
mj=−1/2
1/2
(zA)
〈
32P
mj=−1/2
1/2
∣∣∣ dˆ ∣∣∣33Smj=1/21/2 〉 ,
(3.51)
with 〈
32P
mj=1/2
1/2
∣∣∣ dˆ ∣∣∣33Smj=1/21/2 〉 = (0, 0, d32P,33S) ,〈
32P
mj=−1/2
1/2
∣∣∣ dˆ ∣∣∣33Smj=1/21/2 〉 = (d32P,33S , d32P,33S , 0). (3.52)
In the non–retarded limit the Green tensor takes the form (see Append. A)
G(zA, ω) =
c2
32πω2z3A
ε(ω)− 1
ε(ω) + 1


1 0 0
0 1 0
0 0 2

 (3.53)
From that we can easily infer that the C
32P
mj=1/2
1/2
= C
32P
mj=−1/2
1/2
≡ C1. In Fig. 3.6, we show
the probabilities calculated according to Eq. (3.38) for the admixture of states 32S1/2/32P1/2
as a function of atom–surface distance zA. The ratio d32S,33S/d32S,32P ≡ dSS/dSP associated
with the now weakly allowed atomic transition in shown in Fig. 3.7. The presence of the
surface strongly alters the selection rules for the atomic transitions, thus allowing the transition
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32S1/2 → 33S1/2 to be probed. Conversely, the state admixture could be used to measure atom–
surface distances in situations in which optical imaging cannot be applied due to subwavelength
separations.
Concluding, we have shown that, despite the fact that perturbation theory can no longer
be rigorously applied for Rydberg atoms near a surface, its energy shift due to the dispersion
interaction can be obtained from an exact Fano–type diagonalization of the interaction Hamil-
tonian. Considering a discrete initial atomic state and a final continuum of states (atom and
field), we have diagonalized the energy matrix within this subset of states. We have shown that
in the presence of a macroscopic body there is a change in the atomic eigenstates which leads
to a change of the selection rules.
In the scenario of really small distances (hundred of nanometres) or really high principal
quantum number n, the deviation from second–order theory results need to be accounted for.
In any future spectroscopy experiments near surfaces with Rydberg atoms, the eigenenergies
and eigenstates from exact diagonalization need to be considered. Nevertheless, in the following
chapters, our parameters (distance and principal quantum number) are far away from these
constraints and the application of second–order perturbation theory can be done with no ap-
preciable errors. In Sec. 4.4, where these conditions start to break down, our intention was only
to show qualitatively that it is possible to change the surface with Casimir–Polder forces, thus,
since the results from exact diagonalization differ by less than 10% (see Fig. 3.4) we have also
applied the results obtained from second–order perturbation theory.
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Chapter 4
Casimir–Polder interactions of
atoms with graphene
It is no secret that graphene is going to revolutionize the 21st century. Its extraordinary elec-
tronic and optical properties hold great promise for applications in photonics and optoelectron-
ics. Regarding its applications, graphene–based electronics is the area that attracts most efforts
so far. Graphene offers an exceptional choice to replace Si–based technology [62], as well as to
replace ITO in solar cells and organic light–emitting diodes, touch screens and lighting applica-
tions [63]. The rapid evolution in nanotechnology in the last decade, with clean–room facilities,
e–beam lithography and scanning electron microscopy, made it possible to bring graphene to
the high standards of modern nanotechnology [63].
The technological push towards miniaturization evolved to the idea of devising small struc-
tures based on graphene, where neutral atoms and graphene are held in close proximity. For
instance, by placing graphene between different substrates or by patterning a given substrate,
it is possible to create optical and electrical properties that can be used for a series of different
devices and new applications such as new metamaterials with tunable properties [63]. There is
also considerable of interest in working with ultracold and condensed atoms in graphene systems
or to couple ultracold atoms to trapping potentials generated by removing adatoms from doped
graphene sheets [64].
New experiments designed to test extensions to the Standard Model have also provided
additional reasons to study the interactions in graphene systems. Hybrid quantum systems
which combine cold atoms with solid structures hold great promise for the study of fundamental
science, creating the possibility to built devices to measure precisely gravitational, electric and
magnetic fields [64]. For instance, many of these extensions to the Standard Model include
forces, due to compact extra dimensions, that would modify Newtonian gravity on sub–mm
scales [65]. By performing extremely careful force measurements near surfaces, it is hoped
that more stringent limits on the presence of such forces may be obtained. With this in mind
graphene systems seem to represent an important and attractive case to study.
In this chapter, the reader is provided with a short introduction to graphene physics in
Sec. 4.1. After briefly introducing graphene into the formalism of macroscopic QED in Sec. 4.2,
some numerical results for the Casimir–Polder shift of an atom near a (doped and undoped)
graphene sheet are shown. In Sec. 4.3, different shielding of vacuum fluctuations by single–layer,
double–layer and bilayer graphene are studied. In Sec. 4.4, we explore the possibility to create
ripples in graphene due to temporal changes in the atomic state of a cloud near a graphene sheet.
Finally, a brief introduction to surface polaritons in graphene systems is given in Sec. 4.5.
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4.1 A brief introduction to graphene
The existence of a true two–dimensional (2D) material with a thickness of a single atom was
believed to be impossible for a long time, as both finite temperature and quantum fluctuations
would destroy the 2D structure. In 2004, A. K. Geim et al. isolated for the first time such a 2D
material named as graphene [66]. The Nobel Prize in Physics for 2010 was awarded to A. K.
Geim and K. Novoselov at University of Manchester for groundbreaking experiments regarding
the 2D material graphene. Since the first publications of the Manchester group [66], the study
of graphene became an active field in condensed matter. A theoretical review of graphene
properties can be found in Refs. [67] and [68].
Although graphene is considered to have a 2D form, it is never atomically flat due to thermal
fluctuations associated with flexural phonons; free–floating graphene should always crumple at
room temperature, long–wavelength fluctuations can be created with little energy cost and
since they increase entropy they are favoured, so a sufficiently large 2D structure will bend and
crumble to form a 3D structure [67, 69]. As a consequence of these dynamical deformations,
there is still a debate as to whether graphene is truly a 2D structure or not. These fluctuations
can, however, be suppressed by anharmonic effects meaning that a true 2D membrane can exist,
but will exhibit strong height fluctuations [70].
Graphene is an allotrope of carbon whose structure is a flat monolayer of sp2–bonded carbon
atoms arranged in a regular hexagonal pattern. Graphene is the building block for graphitic
materials of all other dimensionalities, it can be wrapped up into 0D fullerenes, rolled into 1D
nanotubes or stacked into 3D graphite [62]. Graphite plays a key role in the production of this
material since it is itself made of stacked graphene planes bound by van der Waals forces; the
exfoliation of graphite can produce graphene crystallites as large as ∼ 1 mm2 [68]. These 2D
materials can be obtained by other several methods rather than exfoliation such as molecular
beam epitaxy (MBE) [71] and chemical vapour deposition (CVD) [72].
Although there is already a whole new class of 2D materials, obtained by exfoliation from
other 3D materials such as transition metal dichalcogenides — NbSe2, NbS2, TaSe2 or NbS2
—, layered manganites — La1−xSr1+xMn(2)O4(7) —, layered titanates — Na2Ti3O7, H2Ti3O7
— or layered cobaltates — NaCoO2, LiCoO2, [73], [63]; graphene still attracts so far most of
all experimental and theoretical efforts. The main reason for this fact is that isolated graphene
crystallites exhibit exceptional electronic quality. The most important properties of graphene
come from the fact that its electronic excitations can be described in terms of massless two–
dimensional Dirac particles [68]. At low energy and long wavelength, the electrons in graphene
are characterized by their speed of light — the Fermi–Dirac velocity vf ≃ c/300, where c is the
speed of light in vacuum.
Graphene has a very simple electronic band structure. Each carbon atom (electronic config-
uration 1s22s22p2) hybridizes with its three nearest neighbours according to the hybrid orbitals
sp2 and there is still one electron left in the pz orbital. The motion of electrons in the π−orbitals
in graphene can be described by a tight–binding Hamiltonian [68] where the electrons are consid-
ered to be tightly bound to the carbon atom to which they belong and the interactions between
different atomic sites are considered to be small perturbations. Because of that the resulting
wave function should be rather similar to the atomic orbital of the free atom [74, 75]. The
band structure of the π−electrons is composed of two bands, one at positive energies (particle
band) and another at negative energies (hole band). The transport properties of graphene are
mostly determined by the nature of the spectrum around two, non–equivalent, points ~K and
~K′ of the Brillouin zone (see Fig. 4.1). Close to these points the dispersion relation is conical
E(k) = ±vf~k [67] (see Fig. 4.2). Each pair of cones consists of a conical valence band with
the tip in the positive energy direction and a conical conduction band with the tip in the neg-
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ative energy direction. These cones are stacked upon each other and the two tips coincide [76].
Graphene cannot be considered a metal because it has a vanishing density of states, and it can-
not be considered a semiconductor or insulator because it does not have a gap in the spectrum
[63] — for this reason graphene is usually called a semi–metal or a zero–gap semiconductor.
The electronic mobility in graphene is hindered by disorder which can come from different
sources. Since σ–bonds are extremely exclusive and directional, this means that it is not easy
to replace a carbon atom by another of a different species, so natural graphene is a very pure
material with no extrinsic disorder [63]. Nevertheless, it is possible to change the physical and
chemical properties of graphene by other means of disorder such as doping (adsorption of atoms
or molecules), extended defects (such as folded regions or distrotions due to interactions with a
substrate), vacancies and topological defects or by application of strain, shear or pressure (such
as relative change in shape or size or distortions of its structure).
Figure 4.1: The structural lattice of graphene
is made out of two interpenetrating triangular
lattices, on the right one has the correspond-
ing Brillouin zone. From Ref. [67].
Figure 4.2: Electronic dispersion of graphene.
Zoom in of the energy bands close to one of
the Dirac points. From Ref. [67].
Figure 4.3: Draping and folding in graphene
membranes. Conical singularities are high-
lighted. From Ref. [77]. Figure 4.4: TEM image of a suspended
graphene membrane, indicated by arrows, one
can see monolayer graphene. From Ref. [69].
Graphene exhibits one of the largest in–plane Young’s modulus (∼ 1 TPa) and, although
it is easy to bend, it is extremely hard to stretch [77] — compression or dilation of the lattice
are energetically costly due to the large spring constant K of graphene ∼ 57 eV/A2 [67].
The bending of a graphene sheet has three main effects: the decrease of the distance between
carbon atoms, a rotation of the pz orbitals and a rehybridization between π and σ orbitals [67].
Graphene sheets try to respond to shear by bending isometrically almost everywhere; in the
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cases where bending alone cannot accommodate the state of stress or the boundary conditions
imposed by the geometry, these constraints are resolved by a local stretching. Hence, highly
localized scars or ridges constitute the basic elements 2D films and serve to focus large strains
and energy densities, and they are usually known as conical singularities [77] (see Fig. 4.3).
These nanometer–scale deformations or ripples exist in graphene regardless of whether it is
suspended (see Fig. 4.4) or placed on a substrate. These deformations occur because of the
modification of the distance and relative angle between the carbon atom due to the bending of
the graphene sheet and are responsible for the unusual metallic behaviour of graphene, even for
very low concentration of carriers where the electron localizations are expected.
The extreme membrane–like nature of graphene, together with the tough in–plane sigma
bonds, leads to the fact that graphene shrinks when it is warmed and it expands when it is
cooled — graphene has a negative thermal expansion coefficient [63]. When graphene is cooled,
the number of flexural modes is drastically reduced and the horizontal length of the graphene
sheet is increased.
4.2 Graphene systems in Casimir–Polder formalism
In this section, we study the Casimir–Polder interaction at zero temperature of an atom next
to a graphene system. As we have seen in Chapter 2, after finding the field quantization, it is
possible to apply perturbation theory and find the Casimir–Polder force between an atom and
a surface. For planar structures the Casimir–Polder potential can be written for a ground state
atom as in Eq. (2.64),
UCP (zA) =
~µ0
8π2
∫ ∞
0
dξξ2αat (iξ)
∞∫
0
dk‖
e−2k‖γ0zzA
γ0z
[
RTE +RTM
(
1−
2k2‖γ
2
0zc
2
ξ2
)]
(4.1)
where γiz =
√√√√1 + εi(iξ)
(
ξ2
c2k2‖
)
, αat(ω) is the atomic polarizability
1 [Eq. (2.63)] and εi(ω) is
the dielectric function of the medium i.
Equation (4.1) is valid only for zero temperature. We are assuming potential experimental
setups that could be performed at sufficiently low temperatures for thermal excitations to only
play a subordinate role; in addition, the distance of those atoms from the graphene sheet will
be much smaller than the thermal wavelength λT = hc/(kBT ). In situations in which either
assumption fails to hold, a replacement of the frequency integral by a Matsubara sum,
~
π
∞∫
0
dξ f(iξ) 7→ 2kBT
∞∑
n=0
(
1− 1
2
δ0n
)
f(iξn) , (4.2)
with Matsubara frequencies ξn = 2πkBTn/~ [60], has to be employed as seen in Section 2.3.2.
Thermal corrections become important only for kBT & ∆, where ∆ is the gap parameter
of quasiparticle excitations [78]. At finite temperature, the potential is well approximated by
inserting the temperature–dependent reflection coefficients in the lowest term in the Matsubara
sum (j = 0) while keeping the zero–temperature coefficients for all higher Matsubara terms.
However, it has been shown in Ref. [79], that at 300 K the static value of the polarizability
increases only by 10 percent. The TM reflection coefficient increases by one percent due to finite
temperature and TE coefficient vanishes at zero frequency. For this reason and considering
1In this chapter we have added the subscript at so it will not be confused with the fine structure constant α.
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the approach in Ref. [80], we have used the zero temperature form of polarizability with no
significant error during our calculations.
Due to graphene’s unique electronic structure, a full calculation of its electromagnetic re-
flection coefficients is in fact possible from first principles. In order to derive the reflection
coefficient of a graphene sheet, the dynamics of quasiparticles are described within the (2+1)–
dimensional Dirac model. This model incorporates the conical electron dispersion behaviour of
Dirac fermions, modelling graphene as a two–dimensional gas of massless Dirac fermions, where
low–energy excitations are considered Dirac fermions that move with a Fermi velocity.
An alternative approach to the Dirac model is the hydrodynamic model which considers
graphene as an infinitesimally thin positively charged flat sheet, carrying a homogeneous fluid
with some mass and negative charge densities. Although the hydrodynamic model might be
easier to handle, it does not reflect all the physics at play and the validity regimes between these
two models are still uncertain [64]. Previous work [81] compared the atom–surface interaction
with the different atoms considering the two different models, for all cases the magnitude of the
Casimir–Polder potential calculated from the Dirac model were always smaller than results ob-
tained using the hydrodynamic model, the difference between them increasing with the increase
of the atom–graphene separation.
Let us begin by describing an undoped graphene sheet, for which we will follow closely
Ref. [82]. Using the Dirac model for the description of the dynamics of quasiparticles in graphene
at zero temperature in external electromagnetic fields, one can, from the boundary conditions
of the fields, find the reflection coefficients for given values of the mass gap m and chemical
potential µ. For simplicity we will set m = µ = 0 (perfect Dirac cone) for which the difference
between this approximation for suspended graphene samples (m,µ ∼ 0.01 eV) is less than 1%
[82]. One then arrives at the reflection coefficients of a free standing graphene sheet in vacuum
as
RTM =
4πα
√
k20 + k
2
‖
4πα
√
k20 + k
2
‖ + 8
√
k20 + v˜
2k2‖
RTE = −
4πα
√
k20 + v˜
2k2‖
4πα
√
k20 + v˜
2k2‖ + 8
√
k20 + k
2
‖
(4.3)
where we define k20 = ξ
2/c2 and v˜ = (300)−1, and α = 1/137 is the fine structure constant.
An equivalent way is to calculate the reflection coefficients for graphene by matching the
dyadic Green function of free space and its derivatives on either side of a two–dimensional
conducting sheet. For those cases the reflections coefficients are reduced to [80]
RTM =
γ0zα‖(k‖, ω)
1 + γ0zα‖(k‖, ω)
, (4.4)
RTE =
(ω/ck‖)
2α⊥(k‖, ω)
γ0z − (ω/ck‖)2α⊥(k‖, ω)
, (4.5)
where
α(k, ω) = −e2χ(k, ω)
2ε0k‖
= i
σ(k, ω) k‖
2ε0ω
(4.6)
is given by the density–density correlation function χ(k, ω) [83, 84] or, alternatively, the con-
ductivity σ(k, ω) [85, 86]. The functions for doped and undoped graphene are derived based on
the band structure of graphene; the problem with this approach is that there are no transverse
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functions available in the literature for single sheets, only longitudinal functions [80]. It has
been shown in Ref. [87] that, for both zero and finite temperature, the retardation effects in
graphene systems are irrelevant. If we neglect the retardation effects, then there are no TE
modes and we can reduce γ0z → 1.
Note that the result produced by (4.3) are reproduced by (4.5) where for undoped graphene
χ(k, ω) = − g
16~
k2‖√
v2k2‖ − ω
(4.7)
holds. However, most materials naturally occur with charge doping where the Fermi level or
chemical potential µ is away from charge neutrality (µ = 0). Graphene can be doped chemically
with various gaseous species (acceptor or donor species) that influence the carrier mobility in
it, and several experiments have probed the influence of chemical dopants such as hydrogen,
nitrogen, potassium and boron just to mention a few examples [67]. Nonetheless, different from
what happens in semiconductors, doping in graphene does not mean the interchange of a carbon
atom by another atom of a different species but the adsorption of atoms on its surface. When the
graphene sheet is doped, the density–density correlation function becomes more complicated.
Following Ref. [80], the density–density correlation function on the imaginary frequency axis can
be written in terms of the dimensionless variables as k˜ = k‖/2kF and ξ˜ = ~ξ/2EF (EF = ~vFkF
and kF =
√
4πn/g), as
χ(k, ξ) = −D0

1 + k˜2
4
√
k˜2 + ξ˜2
(
π − f(k˜, ξ˜)
) (4.8)
where D0 =
√
gn
π~2v2
is the density of states at the Fermi level for doping concentration n, and
f(k˜, ξ˜) is defined as
f(k˜, ξ˜) = arcsin
(
1− iξ˜
k˜
)
+ arcsin
(
1 + iξ˜
k˜
)
− iξ˜ − 1
k˜
√√√√1−
(
iξ˜ − 1
k˜
)2
+
iξ˜ + 1
k˜
√√√√1−
(
iξ˜ + 1
k˜
)2
.
(4.9)
In real graphene there are deviations from the conical shapes of the band structure and other
bands also contribute, the functions described here are valid only for low frequencies (~ω <
4 eV).
Atom above a free standing graphene sheet
The simplest geometry is an atom at a distance zA from a perfectly flat graphene sheet. In
case of undoped graphene, the relevant reflection coefficients are Eqs. (4.3). In the framework
of this study, we compare the atom–graphene interaction to the interaction between an atom
and a perfect conductor, where RTM = 1 and RTE = −1. As an example, we have chosen a
ground–state rubidium atom at zero temperature. We found that the interaction between the
atom and graphene is about ∼ 5% of the interaction between an atom and a perfect conductor
(see Fig. 4.5). Using the Dirac model for graphene, it has already been shown that, at zero
temperature, the interaction between graphene and an ideal conductor is about 2.6% of the
interaction between two perfect conductors separated by the same distance [88].
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Table 4.1: Numerical results for the Casimir–Polder potential between rubidium (87Rb) atoms
in the ground state and graphene sheets at zA = 1 µm.
doping density (cm−2) UCP(s
−1)
no doping -90.987
1010 -121.940
1011 -165.489
1012 -244.768
1013 -371.140
When the graphene sheets are doped, one has to use the reflection coefficients given by
Eq. (4.5) with χ(k, iξ) defined by Eq. (4.8). The results are shown in Fig. 4.5 and Table 4.1,
where we present the results for doping densities 1010, 1011, 1012 and 1013 cm−2.
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Figure 4.5: Casimir–Polder potential between a ground state rubidium (87Rb) atom and a doped
graphene sheet. The upper solid line (blue) is the result for undoped graphene, while the dashed
curves (green) are for doping densities 1010, 1011, 1012 and 1013 cm−2, respectively, from top to
bottom. The solid bottom line (red) is the result for a perfect conductor.
4.3 Shielding vacuum fluctuations with graphene
Hybrid quantum systems which combine cold atoms with solid structures hold great promise for
the study of fundamental science, creating the possibility to build devices to measure precisely
gravitational, electric and magnetic fields [64]. A quick estimate shows that the Casimir–Polder
force dominates gravity by several orders of magnitude at micrometer distances. The force of
gravity
(
FG = Gmatommobject/r
2
)
felt by a rubidium atom (matom = 1.42 × 10−22 g) next to
an object of 1 g is FG (zA = 1 µm) ≈ 9.5× 10−27 N. At the same distance, the Casimir–Polder
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force for the ground–state atom near a perfect conductor is FCP (zA = 1 µm) ≈ −7.5× 10−25 N
which is almost 80 times larger than gravity, and for a Rydberg state (we choose 26S1/2) one
finds FCP (zA = 1 µm) ≈ 4.7 × 10−19 N which is more than 107 larger and, therefore, in both
cases is the dominant force. It is consequently necessary to find a system that is simple enough
in order to either be able to calculate its dispersion effect to high enough precision, or to provide
a shield against vacuum fluctuations of another (macroscopic) body.
Graphene has been shown to be a strong absorber of electromagnetic radiation, it interacts
strongly with light over a wide wavelength range, particularly in the far infrared and terahertz
parts of the spectrum due to its high carrier mobility and conductivity [89]. Considering that
graphene is only one atomic layer thick, the absorption coefficient of η = πe2/(~c) ≈ 2.3% is
quite remarkable [90]. In Ref. [91] new systems made of several layers of graphene are shown
to be an effective shield for terahertz radiation, while letting visible light pass. These studies
brought the attention of the development of transparent mid– and far–infrared photonic devices.
With graphene’s absorption properties in mind we investigate the possibility of shielding
electromagnetic vacuum fluctuations of a macroscopic body placed nearby. The purpose of this
study is to investigate whether and under which circumstances the Casimir–Polder potential be-
tween an atom and a graphene–substrate system is dominated by the interaction with graphene
such that the effect of the substrate does not play an important role. This knowledge will allow
us to manipulate the Casimir–Polder potential of a layered system by placing the graphene at
different graphene–substrate distances or by patterning it into different shapes.
4.3.1 Graphene sheet above a gold substrate
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Figure 4.6: Scheme of an atom standing above a free standing graphene sheet above a substrate.
For a single graphene layer, the system will in effect be a layered medium of the structure
1 ∤ 2 | 3, where the graphene sheet (denoted by ∤) separates the free–space regions 1 and 2, the
index 3 denotes the substrate (subscript s) with permittivity ε(ω). The Fresnel coefficients (see
Appendix B) for this geometry can be written as
R˜TE =
RTEG +R
TE
0s e
2ik0zd + 2RTEG R
TE
0s e
2ik0zd
1−RTEG RTE0s e2ik0zd
, (4.10)
R˜TM =
RTMG +R
TM
0s e
2ik0zd − 2RTMG RTM0s e2ik0zd
1−RTMG RTM0s e2ik0zd
, (4.11)
please note that for graphene R12 = R21 and T
TE
G = 1+R
TE
G but T
TM
G = 1−RTMG . The reflection
coefficients for TE and TM waves at the interface between free space and the substrate are the
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usual Fresnel coefficients
RTM0s =
εsγ0z − γsz
εsγ0z + γsz
, (4.12)
RTE0s =
γ0z − γsz
γ0z + γsz
. (4.13)
In the following, we will present various results for the Casimir–Polder interaction with both
doped and undoped graphene sheets. For the substrate we have chosen gold, a material used
in several experimental setups, whose permittivity we describe by a Drude–Lorentz model (see
Appendix C).
Undoped graphene sheet
In this simple geometry with only one graphene sheet, the total Casimir–Polder potential of
the system is limited by the potential of a single graphene sheet and the potential for the gold
substrate; at small distances d between graphene and substrate the Casimir–Polder interaction
felt by the atom is dominated by the substrate. With increasing distance d, the Casimir–Polder
potential is well approximated by that of a single graphene sheet.
In order to measure the shielding effect of graphene, we fix the atomic position at zA = 1 µm,
vary the distance d between the graphene and the substrate, and normalize these results to the
Casimir–Polder potential without the substrate at the same distance zA.
Due to the recent interest in working with atoms in Rydberg states, one might look at the
differences that may arise from having an atom in an excited state rather than in its ground
state. The atomic transition frequencies of a Rydberg atom are in a window of frequencies in
which graphene absorbs well [89, 91], so that one would expect a larger Casimir–Polder shift
for the atom–graphene–gold system than for the corresponding atom–gold system.
For the calculation of the interaction energy between an atom in a excited state and a
surface one needs to add a resonant part to the usual nonresonant Casimir–Polder potential.
The Casimir–Polder potentials for a selection of rubidium Rydberg states are shown in Fig. 4.7
compared with the corresponding results for the ground state. We can clearly see that for the
excited states, the shielding properties of graphene are highlighted for smaller graphene–surface
distances. The differences between the different states reflect the resonances of the different
atomic transition frequencies allowed for each state.
Doped graphene sheet
For doped graphene one needs to use the density–density correlation function Eq. (4.8) in the
reflection coefficients Eq. (4.5). In Fig. 4.8 we show the results for different doping concentrations
for fixed atom–graphene and graphene–gold distances. One can see from this result that for
high doping concentration the shielding effect of graphene is slightly better than the ones with
lower concentration. This is due to the fact that the conductivity increases and therefore the
graphene sheet more and more resembles a perfect conductor (see Fig. 4.5).
Note that these results also change for different atomic eigenstates, whose effects are shown
in Fig. 4.9 (the curves were calculated for a doping concentration of n = 1012 cm2). Each atom
has different frequency transitions that influence the strength of the atom–graphene coupling.
In the same way, different doping concentrations will also influence the absorbance of graphene,
Fig. 4.5, so it is expected that each concentration and each atomic state will have unique results.
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Figure 4.7: Normalized Casimir–Polder potential of a rubidium (87Rb) atom in the ground state
(black line), 32S1/2 (blue dotted line), 43S1/2 (green dashed line) and 54S1/2 (red dashed line)
at zA = 1 µm for different distances d between the undoped graphene sheet and gold.
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Figure 4.8: Normalized Casimir–Polder potential of a rubidium (87Rb) atom in the ground state
at zA = 1 µm and d = 2 µm for different doping density.
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Figure 4.9: Normalized Casimir–Polder potential of a rubidium (87Rb) atom in the ground
state (black line), 32S1/2 (blue dotted line), 43S1/2 (green dashed line) and 54S1/2 (red dashed
line),at zA = 1 µm for different distances d between doped graphene (n = 10
12 cm2) and gold.
4.3.2 Two graphene sheets above a substrate
For more than one sheet, one uses the generalized reflection coefficient [92]. For two free standing
graphene sheets (see Fig. 4.10) our system will be layered medium of structure 1 ∤ 2 ∤ 3|4, where
the mediums 1,2 and 3 are vacuum, the medium 4 is substrate and ∤ represent the graphene
layers. The reflection coefficients for modes TE and TM will then be
R˜TE =
RTEG + R˜
TE
23 e
2ik0zdG−G + 2RTEG R˜
TE
23 e
2ik0zdG−G
1−RTEG R˜TE23 e2ik0zdG−G
, (4.14)
R˜TM =
RTMG + R˜
TM
23 e
2ik0zdG−G − 2RTMG R˜TM23 e2ik0zdG−G
1−RTMG R˜TM23 e2ik0zdG−G
, (4.15)
where
R˜TE23 =
RTEG +R
TE
0s e
2ik0zd + 2RTEG R
TE
0s e
2ik0zd
1−RTEG RTE0s e2ik0zd
, (4.16)
R˜TM23 =
RTMG +R
TM
0s e
2ik0zd − 2RTMG RTM0s e2ik0zd
1−RTMG RTM0s e2ik0zd
. (4.17)
In Fig. 4.11 we showed the results for a ground state atom next to a double graphene
layer. In this case, we have fix the atomic position at zA = 1 µm, and vary the distance d
between the graphene–graphene and the substrate, we show different examples of graphene–
graphene distance dG−G; all the results are normalized to the Casimir–Polder potential without
the substrate at same distance zA and dG−G. The results show that for two layers the shielding
does not improve by much, the total distance between the atom and the substrate is larger than
in the previous case because we also need to take into account the graphene–graphene distance.
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Figure 4.10: Scheme of an atom standing above two free standing graphene sheets above a
substrate.
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Figure 4.11: Normalized Casimir–Polder potential of a rubidium (87Rb) atom in the ground
state at zA = 1 µm for different distances d between the graphene–graphene system and the
substrate; we show different examples of graphene–graphene distance dG−G = 0.05 µm (red
large dashed line), dG−G = 0.5 µm (green medium dashed line) and dG−G = 1 µm (blue doted
line). In black, for comparison one has the result for only one graphene sheet.
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4.3.3 Bilayer graphene above a substrate
In the manufacturing of graphene, layers of varying thickness are typically generated. Besides
the ‘pure’ form of single–layer graphene, bilayers of two weakly bound sheets are common. The
natural form for bilayer graphene is the AB–stacking, which is the basis of graphite. However,
alternative stackings are also available where one layer is rotated by some angle relative to the
other [86]. In this section, we will focus on AB–stacking in which half the atoms are aligned on
top of one another whereas the other half are located above the center of the hexagonal lattice
of the opposite layer.
The conductivity of AB–stacked bilayer graphene can be found in Refs. [85, 86] for both
doped and undoped cases. The longitudinal conductivity for undoped AB–stacking (µ = 0) at
zero temperature can be given by
σxx(ω) =
e2
2~
[(
ω + 2γ
2(ω + γ)
+
ω − 2γ
2(ω − γ)Θ(ω − 2γ)
)
Θ(ω)
+
γ2
2ω2
[Θ(ω − γ) + Θ(ω + γ)] Θ(ω − γ)
]
.
(4.18)
and the perpendicular conductivity is given by
σzz(ω) =
e2
4~
(
γd
~vF
)2 [ ω
2(ω + γ)
+
ω
2(ω − γ)Θ(ω − 2γ)
]
Θ(ω) (4.19)
where Θ(x) is the Heaviside step function, γ = 0.4 eV is the interlayer hopping energy and
d = 3.3 A˚ the interlayer distance.
The conductivity at imaginary frequencies as required for the nonresonant Casimir–Polder
potential can be obtained from the Kramers–Kronig relation
σ(iξ) =
2
π
∫ ∞
0
dω
ω Imσ(ω)
ω2 + ξ2
. (4.20)
In Fig. 4.12, we show the Casimir–Polder potential of an atom (in either its ground state or a
Rydberg state) next to a graphene bilayer. When compared to a single graphene sheet, a bilayer
of graphene does not provide a better shielding for a ground state atom and for an excited one
the results are much worse, see Fig. 4.7. The inclusion of the spin–orbit coupling should be also
considered to calculate the conductivity in order to cover other possible effects [86].
Concluding, we have shown in this Section that, to some extent, for an atom–graphene–
substrate system the Casimir–Polder potential is dominated by the graphene potential specially
for the cases of Rydberg atoms, where the only exception was the bilayer graphene case. For
graphene–substrate distances larger than 4µm we verified for all studied systems that one or
more graphene membranes shield the effect of electromagnetic vacuum fluctuations emanating
from a substrate for either ground or Rydberg states. The optical absorption in graphene is
dominated by intraband transitions in the far–infrared spectral range and by interband tran-
sitions from mid–infrared to ultraviolet [93]. The coupling of graphene with different atomic
states will lead to different couplings as we could verify from the results obtained from ground
and highly excited states. Each state has different frequency transitions which will influence
the strength of the atom–graphene coupling.
These results show that shielding the Casimir–Polder forces can be a rather tricky subject.
It has been proposed that, since hydrogen switchable mirrors are shiny metals which become
optically transparent upon exposure to hydrogen, the Casimir force between them should be
stronger in air than in hydrogen. However, this has been proven in Ref. [94] not to be true.
The reason is that although the mirrors are indeed shiny metals in air, which means they reflect
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Figure 4.12: Normalized Casimir–Polder potential of a rubidium (87Rb) atom in the ground
state (black line), 32S1/2 (blue dotted line), 43S1/2 (green dashed line) and 54S1/2 (red dashed
line), at zA = 1 µm for different distances d between the graphene bilayer and gold.
more, this change in optical properties only affects the optical range of frequencies. To have an
effective change in the Casimir interaction one would need to have a mirror which is strongly
reflecting in all frequencies [95]. In the same way this happens with graphene. If one looks at
the results for pattern graphene in Ref. [89] it would be possible to tune out the resonant part
of the Casimir–Polder interaction for an atom in the excited state. However, to be able to shield
out the nonresonant part one would need to have a material which is broadband absorbant.
The knowledge of how to control and manipulate graphene systems opens the possibility
of a number of novel research possibilities. A layered structure made from graphene could be
used as an effective shield for the effects of a substrate laying underneath it. By patterning the
graphene into disks and ribbons, one would be able to create tunable filters, where the disks
and nanoribbons would shield the substrate and the void regions would only feel the effects of
the substrate. Several factors could still be included to make these calculations more realistic.
Among them are non–zero temperature, corrugation of the freestanding graphene sample, and
presence of impurities. However, for clean enough samples, these factors are normally considered
as perturbations, not changing the essentials of the Dirac model [88].
4.4 Controlled ripple texturing of suspended graphene mem-
brane due to coupling with ultracold atoms
With the advances in trapping and coherently manipulating clouds of ultracold atoms near
microstructured solid–state surfaces [16], the possibility of constructing hybrid atom/solid–state
quantum systems has attracted considerable attention. Such a hybrid system would consist of
atoms that are manipulated by laser light, and a solid–state system that could for instance
be controlled by electrical currents. The influence of the solid–state substrate on the atomic
dynamics is well established; dispersion potentials [30] and their consequences such as quantum
reflection [96] and line shifts [97] are well understood.
However, a backaction of the atom cloud on the solid–state system is rather challenging.
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Atoms can be regarded as mechanical oscillators, and so the impedance mismatch due to the
large mass difference between a single atom and a mechanical oscillator limits the atom–surface
coupling [98]. The routes that have been taken so far to alleviate this discrepancy are either to
select a subsystem within the solid–state device such as a vortex inside a superconductor, or to
decrease the effective size of the macroscopic system as done with nanomechanical oscillators. It
has been proposed that laser light could be used to couple the motion of ultracold trapped atoms
to the vibrational modes of a mechanical oscillator. In recent experiments, using magnetic [99] or
surface–force coupling [100], atoms are used to study vibrations of micromechanical oscillators.
In Ref. [101], the backaction of the atoms onto the oscillator vibrations was observed as well as
the effect of the membrane vibrations on to the atoms.
We are looking for a coupling mechanism between atoms and a solid–state system that is
strong enough to provide a mutual interaction between them. In this Section, we show that
the Casimir–Polder force [30] can provide precisely that. As was shown in Chapter 3, a way of
increasing the Casimir–Polder force is by exciting atoms to Rydberg states, thus any cycling
transition between the ground state and an excited state translates into an oscillating dispersion
force.
The coupling could be increased by minimizing the impedance mismatch using oscillators
with low mass such as carbon nanotubes or graphene membranes. Suspended graphene mem-
branes can be created with diameters which are comparable with the diameter of a sodium
(Na) Bose–Einstein condensate (BEC) with repulsive interactions (∼ 55 µm), which are much
larger than that of BECs with attractive interactions [64]. Free–standing graphene membranes
have a key advantage over the bulk systems studied in previous works, as the membrane can be
cleaned by passing a current through it in order to heat it and remove adsorbates [64].
In the resulting hybrid quantum system, driving the atomic cloud to excited states could be
used to engineer ripples on a graphene membrane. Ripples are an intrinsic feature of graphene
sheets which influences its electronic properties; ripples can suppress quantum corrections be-
cause they lead to a fluctuating position of the Dirac point, which may be viewed as exposure of
graphene to a random gauge field A, this gauge fields breaks down the time–reversal symmetry
in the vicinity of the Dirac points [102]. Effectively, the ripples will lead to the replacement
i~∇ → i~∇+ eA/c [77, 102, 103].
The ability to control ripple structures could allow a device design based on local strain and
selective bandgap engineering [63]. The possibility of constructing an all–graphene circuit, one of
the big goals in graphene’s science, could be achieved by taking a graphene sheet and patterning
the different devices and leads by means of appropriate cuts. In Ref. [103] it has been proposed
to deposit graphene onto substrates with regions that can be controllably strained on demand
or by exploring substrates with thermal expansion heterogeneity, the generation of strain in the
graphene lattice is then capable of changing the in–plane hopping amplitude in an anisotropic
way. Controlled ripple texturing using both spontaneously and thermally generated strains was
first reported in Ref. [104], where they were able to control ripple orientation, wavelength and
amplitude by controlling boundary conditions and making use of graphene’s negative thermal
expansion coefficient.
In the following, we evaluate the Casimir–Polder force between a single graphene sheet and
a rubidium (87Rb) atom in various energy eigenstates and determine the minimal number of
atoms needed to excite a ripple. For the calculation of the interaction potential we assume the
sheet to be infinitely extended, thereby neglecting possible effects that may arise from the finite
extent of the flake. For planar structures, the Casimir–Polder potential of an atom in an energy
eigenstate |n〉 at a distance zA away from the macroscopic body with permittivity ε(ω) at zero
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Table 4.2: Numerical results for the Casimir–Polder force between rubidium (87Rb) atoms in
different atomic states and graphene sheet and the number of atoms needed to excite a ripple
of 1 nm.
T = 0K T = 300K
Atomic State FCP(N) Natoms FCP(N) Natoms
zA = 200 nm∣∣26S1/2〉 2.29× 10−16 70 −1.89× 10−15 9∣∣29S1/2〉 3.72× 10−16 43 −4.08× 10−15 4∣∣32S1/2〉 5.72× 10−16 28 −8.15× 10−15 2∣∣34S1/2〉 7.47× 10−16 22 −1.25× 10−14 2
zA = zmin(n)∣∣26S1/2〉 8.88× 10−15 2 −7.36× 10−14 1∣∣29S1/2〉 6.04× 10−15 3 −6.65× 10−14 1∣∣32S1/2〉 4.25× 10−15 4 −6.05× 10−14 1∣∣34S1/2〉 3.41× 10−15 5 −5.69× 10−14 1
temperature can be written as Eq. (2.79),
UCP (zA) =
~µ0
8π2
∫ ∞
0
dξ ξ2αat(iξ)
∞∫
0
dk‖
e−2k‖γ0zzA
γ0z
[
RTE +RTM
(
1−
2k2‖γ
2
0zc
2
ξ2
)]
+
µ0
4π
∑
k 6=n
ω2nkd0k · dk0
∫ ∞
0
dκ0ze
−2κ0zzARe
[
RTE +RTM
(
1 +
2κ20zc
2
ω2
)]
.
(4.21)
where the reflection coefficients will be described by Eqs. (4.3). When considering finite tem-
perature, we follow the approximations explained in Section 4.2 and Eq. 2.82.
For ground state rubidium atoms the force FCP (zA) = −∇AUCP (zA) for zA = 200 nm is
rather small — FCP(5S1/2) = −1.05 × 10−22 N. In Table 4.2 we show numerical values of the
Casimir–Polder force acting on rubidium atoms in different Rydberg states. One observes that
the force is attractive for ground–state atoms, but repulsive for highly excited atoms. This is due
to the increased contributions of the resonant Casimir–Polder force associated with real–photon
transitions as opposed to the nonresonant force components due to virtual–photon exchanges. A
handy feature of Rydberg atoms is thus the tunability of their interaction strength by choosing
a particular Rydberg state [40, 54]. The excitation into Rydberg states with principal quantum
numbers ranging from n = 20 up to the ionization threshold are typically accomplished by
a two–photon excitation scheme (for an experimental review, see Ref. [54]). Positioning the
atom cloud at a fixed distance away from the surface, one can then excite atoms to the desired
Rydberg state. The backaction of the atoms, mediated by the Casimir–Polder force, onto the
membrane will be a periodic bending force Fb. Thus, when driving an atom from its ground state
to a Rydberg state and back, one cycles between an attractive (when the atom is in the ground
state) and a repulsive interaction (when the atom is in the Rydberg state) between atom and
graphene sheet. In addition, it is well known that a free–floating graphene sheet would always
crumple at room temperature, hence the need to support the graphene sheet by a substrate.
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At very low temperatures, the graphene membrane experiences a combination of the following
forces: (a) Fpin the substrate–pinning force that prevents the graphene membrane from sliding
and (b) Fb the bending force due to the Casimir–Polder potential, see Fig. 4.13. Measurements
b
FpinFpin
b
FpinFpin
(a) (b)
Fb
z z ±∆z
Figure 4.13: Schematic diagram (not to scale) showing an atom next to a suspended graphene
membrane. The arrows indicate the two forces Fpin, Fb at interplay in the system.
on layered graphene sheets of thickness between 2 and 8 nm have provided spring constants that
scale as expected with the dimensions of the suspended section, and range from 1 to 5 N/m
[105]. Other experiments studied the fundamental resonant frequencies from electromechanical
resonators made of graphene sheets [106]. For mechanical resonators under tension T the
fundamental resonance mode f0 is given by
f0 =


[
A
√
E
ρ
t
L2
]2
+A20.57
T
ρL2wt


1/2
(4.22)
where E is Young’s modulus, ρ is the mass density; t, w, L are the thickness, width and length
of the suspended graphene sheet and A is a clamping coefficient (A is equal to 1.03 for doubly
clamped beams and 0.162 for cantilevers). The effective spring constant of the fundamental
resonance mode is given by κeff = meffω
2, where meff = 0.735Lwtρ [106]. In the limit of
vanishing tension, the fundamental resonance mode is f0 = A
√
E/ρ t/L2. However, we have to
assume a finite value for the tension, for which we choose T = 0.1 nN. Tension between graphene
and trenches is a random process depending on the production technique and the interaction
with the substrate and for that reason very difficult to control [106]. Using the known values
for bulk graphite ρ = 2200 kg/m3 and E = 1.0 TPa, for a graphene cantilever with t =0.3 nm,
L =3 µm and w =2 µm the force needed to create a curvature on graphene with 1 nm amplitude
is approximately 16 fN. In order to create a force necessary to produce a ripple of a determined
amplitude — AFM imaging measures amplitudes in graphene sheets from 0.7 to 30 nm [104]
— one has to excite N atoms from the cloud.
Upon inspection of Table 4.2 one observes that, for a cloud of cold 87Rb atoms at a fixed
distance of 200 nm from the graphene membrane, one would need to excite one or more atoms
in order to create a ripple with 1 nm amplitude. The blockade radius and the need to excite
more than one atom to a Rydberg state is no obstacle as previously discussed in Sec. 3.1.1.
Finite temperatures increase the backaction of the atom on the graphene sheet and decreases
the number of atoms needed. However, one has to have in mind that the rising of temperature
may lead to other effects which may influence our experimental set up.
The interplay between atom–surface distance and principal quantum number n is of crucial
importance in this process. For fixed atom–surface distance, the interaction increases with n so
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Table 4.3: Minimal number of atoms required to generate a ripple with 1 nm amplitude. The
atoms are assumed to be held at their respective minimal distances at zero temperature.
Atomic State zmin(n) Nmin(n)∣∣23S1/2〉 62 nm 1∣∣30S1/2〉 106 nm 3∣∣36S1/2〉 153 nm 6∣∣43S1/2〉 218 nm 12
that fewer atoms are needed to induce a desired ripple amplitude. However, due to its increasing
size, there is a limit to how close a Rydberg atom can possibly be brought to a surface, or to
what Rydberg state an atom at a given distance can be excited. This limiting distance can
be estimated simply from the classical atomic radius as zmin(n) &
√
5n2aB where aB is the
Bohr radius and the numerical factor
√
5 has been chosen to ensure that its wavefunction does
not overlap with the surface. We see that the number of atoms decreases when placed at their
minimal distance and, at finite temperature, this number may decrease to only one atom needed
to create a 1 nm ripple.
An estimate of the number of atoms in a given Rydberg n state needed to generate a ripple
with amplitude 1 nm can thus be obtained as follows. Since the dipole moment for Rydberg
atoms scales as n2, the Casimir–Polder force in the nonretarded limit scales as FCP ∝ n4/z4A
(see Chapter 3). Then we take the force on a reference state, say 32S1/2 from Table 4.2 at
zero temperature, and equate the necessary number of atoms to generate a force of, say 16 fN.
Together with the constraint on distance, zmin(n) & n
2(0.118 nm), this yields a lower bound on
the number of required atoms as Nmin(n) & 3.6 × 10−6n4. This result seems counterintuitive
at first in the sense that exciting to higher Rydberg states does not seem to increase the force
and lower the number of required atoms. This fact is due to the competition of increasing force
at fixed distance and larger minimal separation with increasing n. Numerical values for an
estimate of the number of atoms needed to be held at their respective minimal distances are
provided in Table 4.3.
Realization of the proposed setup requires placing and controlling an atom very close to
a surface. Achieving such control is challenging because atom–surface forces are comparable
with typical trapping forces for cold atoms in this regime. Atomic ensembles have been stably
trapped using magnetic traps formed by patterned electrodes at distances of 500 nm from a
surface [107, 100] and down to 215 nm by using optical dipole traps based on evanescent waves
[108, 109]. In Ref. [110], a tightly focused optical tweezer is used to achieve a minimum trap
distance of about 100 nm for realistic laser intensities.
In conclusion, we have shown that it is possible to create ripples in a graphene membrane
due to laser–controlled atom–surface interactions. Because atoms in different quantum states,
in particular highly excited Rydberg states, show vastly different interaction strengths, the
modification of the Casimir–Polder potential creates an effective force on the graphene sheet.
This ability to control and manipulate ripples opens up a number of novel research possibilities
such as the investigation of the effects of ripples on graphene’s electrical and optical properties.
The key idea in quantum emulators setups with cold gases (bosons, fermions or mixtures) is to
control and simulate other systems of interest, based on the universality of quantum mechanics.
Atom–light interaction can be used to generate artificial gauge potentials acting on neutral
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atoms [111]. In the same way, by tailoring ripples in graphene via Casimir–Polder forces we are
indeed also causing on to graphene the same effects as those induced by an effective magnetic
fields, creating in the same way an artificial gauge potential. This technique also provides a route
towards coherent manipulation of atom–graphene systems. For example, an atom in a coherent
superposition of ground and (highly) excited states leaves the sheet in a similar superposition of
curvatures, thus providing an effective backaction between cold atoms and a solid–state system
that leaves the hybrid system potentially in an entangled state. We expect such quantum effects
only to be achievable for amplitudes smaller than 1 nm which have been shown to exist [112].
The advantage of smaller ripples is also the lower number of atoms required for their excitation.
Another major advantage of using such a hybrid system is the fact that one could implement
a true non–destructive quantum measurement of the atomic state by testing only the graphene
sheet.
4.5 Surface waves in graphene
Collective excitations, such as plasmons, in graphene hold great promise for technological appli-
cations. Graphene is a zero–gap semiconductor which can be doped to high values of electron
or hole concentration by applying an external voltage [66]. This kind of control over electrical
properties of materials is at the heart of modern electronics. However, that also can lead to
changes in the optical properties of graphene and has strong impact on the interband transitions
[29]. It is expected that plasmons or plasmon–polaritons and their associated optical fields can
be readily and easily electrically tuned by varying the carrier density in real–time [28] or by
building metamaterials with spatially separated graphene sheets [113].
3D uniform and isotropic plasmas can support in zero magnetic field both longitudinal
plasmons and transverse electromagnetic modes. The electric field vector in the longitudi-
nal/transverse waves is parallel/perpendicular to the wave vector. In a 2D electron gas, from
the spectrum of electromagnetic modes, one can see that the TM/TE modes may exist if and
only if the imaginary part of the local dynamic conductivity of the 2D gas is positive/negative
[114]. The Dirac spectrum of electrons in graphene leads to a radically new feature of the elec-
trodynamic response of the electron–hole plasma in graphene as compared to usual 2D electron
gases. In a conventional 2D electron gas only the longitudinal modes, more exactly TM — 2D
plasmons and plasmon–polaritons — may exist under standard experimental conditions, this is
due to its parabolic dispersion spectrum. However, due to the linear ‘relativistic’ spectrum of
charge carriers, graphene is predicted to support a transverse electric (TE) mode [114].
Surface plasmons are electromagnetic waves that propagate along a surface of a metal.
Similar propagating waves are expected for graphene; owing to the two–dimensional nature of
the collective excitations, the confinement of graphene plasmons is expected to be much stronger
than that of metallic surface plasmons. In graphene, it is expected that plasmon polaritons and
their associated optical fields can be readily tuned electrically by varying the carrier density,
however launching and detecting them is still a challenge [28].
Graphene’s complex conductivity depends on the frequency, the charged particle scattering
rate which represents the loss mechanism, temperature and chemical potential (Fermi energy)
[115]. The surface conductivity of graphene can be rapidly modulated via changing its chemical
potential which depends on the carrier density and can be controlled by gate voltage, electric
field, magnetic field and chemical doping. Depending on the level of chemical potential, the
imaginary part of graphene’s conductivity can be positive or negative in different ranges of
frequencies [116]. When the imaginary part of the conductivity is positive, graphene behaves
as a very thin metal layer capable of supporting only transverse magnetic surface plasmon–
polaritons waves; on the other hand, when it is negative, transverse magnetic modes are no
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longer supported but instead a weakly guided transverse electric surface plasmon–polariton wave
might be present [114, 115]. That way, depending on the chemical potential, the frequencies
of those new TE modes are widely tunable across the range from radio waves to infrared
frequencies, they propagate along the graphene layer with a velocity close to the velocity of
light and have weak damping even at room temperatures [114].
In conclusion, there are major advantages for graphene when compared with the usual metal
surfaces. The field of surface plasmon–polaritons supported by graphene is tightly confined on
the graphene surface with an effective index capable of reaching ∼ 70 in the far–infrared region
[115] compared to a typical value of ∼ 1.03 for metals. Also the damping loss is relatively low
with the propagation length could reach dozens of wavelengths of surface plasmon–polaritons
[113]. However, the most important advantage of graphene is the capability to dynamically tune
the conductivity of graphene by means of chemical doping or gate voltage in real time, locally
and inhomogeneously [115]. By using different values of gate voltage at different locations across
the single layer it is possible to create certain desired conductivity patterns providing exciting
possibilities for tailoring and manipulating surface plasmon–polaritons waves across graphene.
A promising way to achieve and develop an efficient hybrid quantum device would be to
control individual excitations through plasmon–polaritons in graphene that could be transferred
to atoms placed next to it on demand. The theoretical study of coherent exchange of information
between atoms and polaritons needs to be performed before it can be realized experimentally.
In Chap. 5, we describe a second–order effect involving excited atoms and surface polaritons
that could be used as a system to create such a sophisticated information–processing circuit.
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Chapter 5
Coupled surface polaritons and the
Casimir–Polder force
One of the key ideas in quantum information processing is to combine atoms with solid–state
systems and build hybrid quantum architectures that would acquire the advantages of each of
the different components. The ability to manipulate the energy flow of light would be crucial for
those systems. Since it is hard to control photons efficiently by electrical means in a surface, a
promising way to achieve electric control of light in surfaces could be through surface polaritons.
Atoms and surface polaritons are very distinct quantum objects with different characteristics
which make them suitable to perform different tasks. Atoms are very good candidates for
storing and manipulating quantum information. The extremely promising results in the field
of Rydberg atoms, both in ultracold atoms or in thermal vapours, show that they make very
good candidates to build quantum gates [117, 118]. Surface polaritons appear at the interface of
two media. They represent particular solutions of the Maxwell equations which correspond to
waves propagating parallel to the interface and whose amplitude decreases exponentially when
moving away from the surface. They are capable of interacting and being moved around on a
surface, making them a very attractive means of transporting quantum information from one
point to another [119]. Upon taking advantage of the individual properties of atoms and surface
polaritons and their different properties, it is possible to propose sophisticated quantum circuits
[120].
Atom–polariton couplings lead to the (nonresonant) Casimir–Polder interaction between an
atom and a planar interface that, in the nonretarded limit, scales as 1/z3A (Chap. 2). Moreover,
it has already been shown that it is possible to turn the (usually attractive) Casimir–Polder
interaction into a repulsive force by a resonant coupling between an atom and an excitation of
a surface polariton [121]. Similarly, it has been shown that the atom–surface coupling can dras-
tically modify atomic branching ratios, because of surface–induced enhancement of a resonant
decay channel [122].
In this Chapter, we analyse a new type of near–field effect involving surface polaritons
inspired by the experiment of Ku¨bler et al. [97] with hot rubidium (87Rb) vapour in glass cells.
The idea in these experiments is to confine thermal vapours of — typically alkali — atoms in
spectroscopy microcells whose thickness lies in the 1 − 100 µm range. These vapour cells are
typically made of (transparent) dielectric materials such as sapphire, quartz or fluoride crystals
(see Fig. 5.1). In this experiment electromagnetically induced transparency (EIT) is used to
study Rydberg atoms in a confined geometry (two–dimensional cell) (see Fig. 5.2). With this
technique it possible to make a direct measurement of the dephasing mechanisms of the Rydberg
state and of the Rydberg state energy shift. EIT has been demonstrated to be an efficient
method for optically detecting highly excited Rydberg states in confined geometries which has
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Figure 5.1: Picture of extremely thin vapor
cells used in current experiments to confine
thermal vapours. These are typically made of
(transparent) dielectric materials such as sap-
phire, quartz or fluoride crystals. (Adapted
from OCR team at Paris XIII University)
Figure 5.2: Experimental setup used in [97].
The two ovens allow for independent control
of the temperature of the wedge and reservoir,
moving the cell relative to the laser beams
changes the thickness of the rubidium (87Rb)
vapour layer. From Ref. [97].
Figure 5.3: Comparison of the level shift as a
function of cell thickness for the 32S1/2 and
43S1/2 states. This plot confirms a weaker
32S1/2 interaction with the wall due to differ-
ences in the dipole moments. However, the
curve ’43S1/2 scaled’, where the data for the
43S1/2 state is scaled to the dipole moment of
the 32S1/2 state, indicates that the differences
cannot come only due to the differences in the
dipole moments. From Ref. [97].
Figure 5.4: Comparison of the shift scales as
function of the cell thickness. In this article,
it is proposed that for 43S1/2 the transition
energies can couple resonantly to the surface
polariton modes, hence, the wall interactions
dominate the shift of the state energy and one
finds a z−3A dependent interaction scaling. For
32S1/2, there is no resonant coupling with the
surface polaritons and the expected scaling
should go as D−1, where D is the cell thick-
ness due to the integration over all distances.
From Ref. [97]
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Figure 5.5: Scheme of resonance between the atomic transition and one surface polariton which
leads to the creation of a second polariton Ω1 ≈ ω10 +Ω2.
the advantage of not resorting to field ionization [123]. There are excellent theoretical treatments
of EIT by Gea–Banacloche et al [124] and M. Fleischhauer et al [125]. The experimental results
by Ku¨bler et al. (see Figs. 5.3 and 5.4) indicated an energy shift that is larger and with a
different scaling as compared to the one we would expect from Casimir–Polder interactions.
These results indicate that a description of the atom–surface interactions should also include a
nonlinear coupling between the atomic transitions and surface polariton.
Casimir–Polder interactions between an atom and a macroscopic body are typically regarded
as due to the exchange of virtual photons, which is strictly true only at zero temperature. How-
ever, at finite temperature, real–photon exchange can provide a significant contribution to the
overall dispersion interaction. Here, we describe a new two–photon resonant process between
an atom and a planar interface. In order to understand recent experimental results with hot
atomic vapours in glass microcells, we derive in the following section a quantum mechanical
description in order to understand in detail the possible coupling between atoms and surface
polaritons. We derive a nonlinear effective Hamiltonian to explain how atoms can couple res-
onantly to the surface polariton modes of the dielectric medium which leads to second–order
energy exchanges. This chapter is organized as follows, we begin by deriving an effective second
order atom–polariton coupling Hamiltonian in Sec. 5.1 followed by extending these results to
thermal states in Sec. 5.1.2 and making some concluding remarks in Sec. 5.2. Other surface
effects such as adatoms are analysed in Sec. 5.3
5.1 Effective atom–polariton coupling
In this section, we derive the quantum mechanical description for an effective nonlinear atom–
polariton interaction. The situation we envisage is depicted in Fig. 5.5 in which an atomic
transition is coupled resonantly to two surface polariton modes of the dielectric material. This
corresponds to second–order energy exchanges with the atomic transition energy matching the
difference in polariton energies. To illustrate our basic idea, we consider the interaction of
an atomic transition of frequency ω10 between two eigenstates |0〉 and |1〉 with two surface
polaritons with corresponding center frequencies Ω1 and Ω2 (Ω1 6= Ω2) for whom the condition
Ω1 ≈ ω10 + Ω2 is satisfied. The polariton resonance frequencies Ω1 and Ω2 are assumed to be
far from any other atomic transition frequency ωmn.
Heisenberg’s equations of motion
˙ˆ
O =
i
~
[Hˆ, Oˆ] for the dynamical variables and the atomic
61
transition operators follow from the total Hamiltonian Hˆ = HˆF + HˆA + Hˆint as
˙ˆ
f(r, ω, t) = −iωfˆ(r, ω) + 1√
~πε0
ω2
c2
√
Im ε(r, ω)
∑
k,l
Aˆkldkl ·G∗(rA, r, ω) , (5.1)
˙ˆ
Amn(t) = iωmnAˆmn − i
~
∑
k
[(
Aˆkndkm − Aˆmkdnk
)
· Eˆ(rA)
−Eˆ†(rA) ·
(
Aˆkndkm − Aˆmkdnk
)]
.
(5.2)
Formal integration of Eq. (5.2) yields
Aˆmn(t) = e
iωmntAˆmn − i
~
∑
k
t∫
0
dt′ eiωmn(t−t
′)
{[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]
· Eˆ(rA, t′)
−Eˆ†(rA, t′) ·
[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]} (5.3)
which, inserted back into the equation of motion for the dynamical variables of the medium–
assisted field, Eq. (5.1), yields the first iteration of the equations of motion for the dynamical
variables as
˙ˆ
f(r, ω, t) = −iωfˆ(r, ω) + ω
2
c2
√
Im ε(r, ω)
~πε0
∑
m,n
eiωmntAˆmndmn ·G∗(rA, r, ω)
+
1
~πε0
∑
k,m,n
t∫
0
dt′
∞∫
0
dω′
∫
d3r′
ω2ω′2
c4
√
Im ε(r, ω)Im ε(r′, ω′)eiωmn(t−t
′)
× dmn ·G∗(rA, r, ω)
[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]
×
[
G(rA, r
′, ω′) · fˆ(r′, ω′, t′)−G∗(rA, r′, ω′) · fˆ †(r′, ω′, t′)
]
.
(5.4)
Equation (5.4) is now a nonlinear operator equation that is capable of describing resonant
processes involving two polaritons. This is despite the fact that the original Hamiltonian is
bilinear in all operators (see Chap. 2). The effective nonlinearity appears as a consequence of
the iteration. In order to pick out the resonant interactions from the equation of motion, we
introduce as usual slowly varying amplitude operators as
ˆ˜
f(r, ω, t) = fˆ(r, ω, t)eiωt and ˆ˜Amn(t) =
Aˆmn(t)e
−iωmnt and apply the Markov approximation. This involves taking the slowly varying
amplitude operators out of the integral at the upper time t. For simplicity let us demonstrate
this for one of the terms in Eq. (5.4),
I1(r, ω, t) ≡ 1
~2
∑
k,m,n
t∫
0
dt′
∞∫
0
dω′
∫
d3r′ eiωmn(t−t
′)Aˆkn(t
′)
× dmn ·G∗e(rA, r, ω)dkm ·Ge(rA, r′, ω′) · fˆ(r′, ω′, t′)
∼= 1
~2
∑
k,m,n
∞∫
0
dω′
∫
d3r′ dmn ·G∗e(rA, r, ω)Aˆkn(t)
× dkm ·Ge(rA, r′, ω′) · fˆ(r′, ω′, t)
t∫
0
dt′ei(ωmk+ω
′)(t−t′) .
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|1〉
|0〉
d1k
dk0
|k〉
Figure 5.6: The transition from |1〉 to |0〉 is mediated by the virtual transitions via the state
|k〉.
The integrals can be approximated in the long–time limit, i.e. by extending the upper limit of
integration to infinity and assuming that the atomic transitions are well away from the field
resonances, so that
∫ t
0
dt′ei(ωmk+ω
′)(t−t′) ∼ − 1
i(ωmk + ω′)
. This leads to the result
I1(r, ω, t) =
1
~2
∑
k,m,n
∞∫
0
dω′
∫
d3r′ dmn ·G∗e(rA, r, ω)
Aˆkn(t)dkm ·Ge(rA, r′, ω′)
i(ωmk + ω′)
fˆ(r′, ω′, t).
(5.5)
The other three terms in Eq. (5.4) can be approximated in an analogous way.
For our investigation one needs to keep in mind that the polariton spectrum is not continuous
but consists of a quasidiscrete set of lines of midfrequencies Ων and widths γν , where the
linewidths are typically very much smaller than the line center separations γν ≪ (Ων+1 −
Ων−1)/2. We then divide the ω axis into intervals ∆ν = [(Ων−1 + Ων)/2, (Ων + Ων+1)/2].
Recalling the resonance condition Ω1 ≈ ω10 + Ω2, we apply the rotating–wave approximation
and finally arrive at the effective equation of motion describing the dynamics of the resonant
atom–polariton coupling where now the frequency integrals have to be taken over the linewidth
of the surface polaritons,
˙ˆ
f(r, ω) = −iωfˆ(r, ω)− i
∫
d3r′
∫
∆ν
dω′
[
gˆ(r, r′, ω, ω′) · fˆ(r′, ω′)
]
. (5.6)
Here we have introduced the abbreviation
gˆ(r, r′, ω, ω′) = −Aˆ10
~
∑
k
[
dk0 ·G∗e(rA, r, ω)⊗ d1k ·Ge(rA, r′, ω′)
ωk1 + ω′
− d1k ·G
∗
e(rA, r, ω)⊗ dk0 ·Ge(rA, r′, ω′)
ω0k + ω′
] (5.7)
for the operator–valued coupling tensor. As one can see from the structure of gˆ(r, r′, ω, ω′),
the atom–polariton coupling is mediated by a virtual atomic transition from |1〉 → |0〉 via an
intermediate state |k〉 (see Fig. 5.6) with dipole moments d1k and d0k. The equation of motion
(5.4) can be thought of as being generated by the effective second order interaction Hamiltonian
˙ˆ
f = (i~)−1[fˆ , HˆF + Hˆ(int)eff ] , (5.8)
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where
Hˆ(int)eff = ~
∫
d3r′
∫
d3r
∫
∆ν
dω
∫
∆ν′
dω′ fˆ †(r, ω) · [gˆ(r, r′, ω, ω′)− gˆ†(r, r′, ω, ω′)] · fˆ(r′, ω′) .
(5.9)
This Hamiltonian describes the effective creation of one polariton excitation with a simultaneous
annihilation of another. In the specific scenario depicted in Fig. 5.5, only the term involving
gˆ(r, r′, ω, ω′) will contribute to the near–resonant interaction Hamiltonian.
5.1.1 Coupling to singly excited polaritons
We consider an atom at a distance zA from a flat surface of multi–resonance Drude–Lorentz
permittivity
ε(ω) = 1 +
∑
j
ω2Pj
ω2Tj − ω2 − iωΓj
(5.10)
with plasma frequencies ωPj and transverse resonance frequencies ωTj . The Green tensor for
a half–infinite dielectric medium (subscript d) in vacuum (subscript v) can be given as (see
Appendix A)
G(r, r, ω) =
i
8π
∫ ∞
0
dkρ
kρ
kvz
e2ikvzzA
×

RTE(ω)


1 0 0
0 1 0
0 0 0

+RTM(ω) c2ω2


−k2vz 0 0
0 −k2vz 0
0 0 2k2ρ




(5.11)
where RTE and RTM are the Fresnel reflection coefficients. In the nonretarded limit the ap-
proximation kvz = kdz = ikρ can be made and the Green tensor of such a surface reduces to
G(r, r, ω) ≃ z−3A G′(ω) with
G
′(ω) =
c2
32πω2
R˜TM(ω)


1 0 0
0 1 0
0 0 2

 (5.12)
where now R˜TM(ω) = (ε(ω)−1)/(ε(ω)+1). The general condition to obtain p−polarized surface
waves is given by the dispersion relation
ε(ω)kvz + kdz = 0 . (5.13)
When taken to the nonretarded limit (k → ∞) it exhibits resonances where the associated
modes are the surface polaritons (strictly speaking, there are poles in the complex frequency
plane where ε(ω) = −1).
Combining these two equations, one sees that the local density of states ω2ImG(r, r, ω) near
a given polariton resonance can be approximated by a single Lorentzian peak of mid–frequency
Ων and width γν ,
ω2ImG(r, r, ω) ≃ Ω2νImG(r, r,Ων)
γ2ν/4
(ω − Ων)2 + γ2ν/4
. (5.14)
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Note that the off–resonance condition required to derive Eq. (5.5) can now be quantified as
|ωmk−Ων | ≫ γν . For the given polariton resonances, it is useful to define the respective single–
polariton excitations (similar to the generic construction of quantum–mechanical single–photon
wave packets, cf. Ref. [56]) as
|1(rA,Ων)〉 =
√
2
πγν
∫
∆Ων
dω
∫
d3s
1
g(rA,Ων)
G
∗
e(rA, s, ω) · fˆ †(s, ω) |{0}〉 (5.15)
with the normalization factor
g(rA,Ων) =
√
µ0
~π
Ω2νTr [ImG(rA, rA,Ων)] . (5.16)
Using the integral relations for the Green tensor, (see Appendix A), the integral over frequency
can be approximated in the long–frequency limit by extending the upper limit of integration to
infinity using the definition for normalization of a Lorentzian function∫ ∞
−∞
1
π
γ/2
(ω − Ω)2 + γ2/4 = 1. (5.17)
One easily checks that the states (5.15) are indeed properly normalized, 〈1(rA,Ων) |1(rA,Ων)〉 =
1. Note that the states |1(rA,Ων)〉 carry a vector index as well as the continuous space and
frequency labels.
In our envisaged situation of a resonant coupling between a single atomic transition and
the difference between two polariton resonances, the energies of the initial and final states are
identical. Degenerate first–order perturbation theory asserts that the interacting potential is
[126]
Ueff =
√∣∣∣〈K| Hˆeff |I〉∣∣∣2. (5.18)
Here |I〉 = |1A〉 |01〉 |12〉 stands for the tensor product of the initial excited atomic state |1A〉
and a singly excited polariton with frequency Ω2, and |K〉 = |0A〉 |11〉 |02〉 denotes the tensor
product of the final atomic state |0A〉 and a single excitation in the polariton with frequency
Ω1. The single-polariton states |1ν〉 ≡ |1(rA,Ων)〉 are defined according to Eq. (5.15) and |0ν〉
denotes the polariton ground state |0ν〉 = |{0}〉, ∀ω ∈ [Ων − δω/2,Ων + δω/2].
Using the commutation rules of the operators as well as the properties of the Green function,
together with the definition of the Lorentzian lineshape, Eq. (5.14), we find that the effective
interaction potential can be written in the form
Ueff = −µ0Ω1Ω2
2
√
γ1γ2
Tr [ImG(rA, rA,Ω1)] Tr [ImG(rA, rA,Ω2)]∑
k
{
Tr [ImG(rA, rA,Ω1) · d0k ⊗ dk1 · ImG(rA, rA,Ω2)] Ω1 + ω0k
(Ω1 + ω0k)2 + γ
2
1/4
− Tr [ImG(rA, rA,Ω1) · dk1 ⊗ d0k · ImG(rA, rA,Ω2)] Ω1 + ωk1
(Ω1 + ωk1)2 + γ
2
1/4
}
.
(5.19)
Comparing Eq. (5.19) with the Casimir–Polder potential at finite temperature Eq. (2.82),
∆ENR = µ0kBT
∞∑′
j=0
ξ2jTr [α(iξj) ·G(rA, rA, iξj)]
+ µ0
∑
k 6=n
ω2knn¯th(ωkn)dnk · ReG(rA, rA, ωkn) · dkn,
(5.20)
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we note that the effective potential scales with the atom–surface distance zA in exactly the
same way as nonresonant Casimir–Polder potential (∝ z−3A ). The effective Hamiltonian (5.9) is
quadratic in the field variables and contributes to the potential (5.18) at (degenerate) first–order
perturbation theory. The nonresonant potential arises from a Hamiltonian which is linear in
the field variables, contributing only in second–order perturbation theory. In both cases, we
therefore obtain a result that is quadratic in the atom–field coupling, or, equivalently, linear in
the imaginary part of the Green tensor (the local mode density).
The total potential experienced by the atom is the sum of the nonresonant (attractive)
Casimir–Polder potential and the resonant coupling between the atoms and the surface polari-
tons,
∆ETotal = ∆ENR +∆ER. (5.21)
Using Eqs. (5.12) and (5.14), the respective energy shifts for the nonresonant and (second–order)
resonant interactions in the nonretarded limit considering an isotropic atom are
∆ENR = −µ0c
2kBT
12π~z3A
∑
k
|dnk|2
∞∑′
j=0
ωkn
ω2kn + ξ
2
j
ε(iξj)− 1
ε(iξj) + 1
+
µ0c
2
24πz3A
∑
k
n¯th(ωkn) |dnk|2Re
[
ε(ωkn)− 1
ε(ωkn) + 1
] (5.22)
and
∆ER = −µ0Ω1Ω2
2z3A
√
γ1γ2
Tr [ImG′(Ω1)Tr ImG′(Ω2)]
×
∑
k
{
Tr
[
ImG′(Ω1) · d0k ⊗ dk1 · ImG′(Ω2)
] Ω1 + ω0k
(Ω1 + ω0k)2 + γ
2
1/4
− Tr [ImG′(Ω1) · dk1 ⊗ d0k · ImG′(Ω2)] Ω1 + ωk1
(Ω1 + ωk1)2 + γ
2
1/4
}
,
(5.23)
recall Eq. (5.12).
5.1.2 Thermal states
As we are dealing with thermally excited surface polaritons the concept of perturbation theory
has to be extended from pure states described by a single state vector to a statistical mixture
or ensemble of states [127]. The density matrix for a thermal state with temperature T can be
written in the Fock basis |n〉 as
ρˆth =
∑
n
pn |n〉 〈n| =
∑
n
e−n~Ωn/kBT
Z(T )
|n〉 〈n| (5.24)
where Z(T ) =
∑
m
e−m~Ωm/kBT denotes the partition function.
So far we have computed the interaction energy for the situation in which there is initially
only one excited polariton with frequency Ω2 and in the final state only one polariton with
frequency Ω1 [see Eq. (5.18)]. This has to be generalized to thermal states in which there can
be initially m polaritons with frequency Ω1 and n polaritons with frequency Ω2. In this case,
we rewrite the result of the perturbation theory as∣∣∣〈K| Hˆeff |I〉∣∣∣2 = Tr [Hˆeff ρˆinHˆeff |K〉 〈K|] (5.25)
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where
ρˆin = ρˆth(Ω1)⊗ ρˆth(Ω2)⊗ |1A〉 〈1A| ,
=
∑
n,m
p(1)m p
(2)
n |m1, n2〉 〈m1, n2| ⊗ |1A〉 〈1A| . (5.26)
Due to the form of the effective interaction Hamiltonian Hˆ(int)eff ∝ fˆ †(r, ω)fˆ(r′, ω′) the only final
state |K〉 that provides a non–vanishing matrix element will be |K〉 = |(m+ 1)1, (n− 1)2〉 |0A〉.
Recalling that fˆ |k〉 =
√
k |k− 1〉 and fˆ † |k〉 = √k + 1 |k+ 1〉, one finds∣∣∣〈K| Hˆeff |I〉∣∣∣2 = ∑
m,n
p(1)m p
(2)
n (m+ 1)(1)(n)(2)U
2
eff ,
= [n¯th(Ω1) + 1] n¯th(Ω2)U
2
eff . (5.27)
Finally, the resonant energy shift ∆ER for thermal states will be given as
∆ER = Ueff
√
[n¯th(Ω1) + 1] n¯th(Ω2). (5.28)
This result is intuitively clear, as the initial polariton with frequency Ω2 has to be thermally
populated before the resonant interaction can take place.
5.2 Application to the Drude–Lorentz model
We have described a protocol for an hybrid system based upon atom–surface polariton interac-
tions. In order to better understand the results obtained in the previous section, let us apply the
general results for the potentials (5.22) and (5.28) with (5.23) to the envisaged Drude–Lorentz
model (5.10). For this scenario with two well–separated narrow polariton resonances, (in this
case the width of the polariton resonance γ is approximately the same as the width of the
Drude–Lorentz resonance Γ of the material), the effective potential becomes
∆ER ∼ − µ0c
2
128πz3A
ωP1ωP2√
Ω1Ω2
×
√
[n¯th(Ω1) + 1] n¯th(Ω2)
∑
k
5 |d0k| |dk1|
12
×
{
Ω2 − ωk1
(Ω2 − ωk1)2 + γ21/4
− Ω1 + ωk1
(Ω1 + ωk1)2 + γ
2
1/4
} (5.29)
where we have taken into account the conservation of energy to rewrite the term in brackets.
Similarly, the nonresonant Casimir–Polder potential for a one–polariton model is
∆ENR ∼ − µ0c
2
48πz3A
kBT
~
∑
ν
ω2P |d1ν |2
Ωων1
+
µ0c
2
24πz3A
∑
ν
n¯th(ων1) |d1ν |2
× Re
[
ω2P
2(ω2T − ω21ν − iω1νΓ) + ω2P
]
.
(5.30)
For typical cell materials such as sapphire [38] and quartz [128] the resonant second–order
shift was evaluated numerically for atoms typically used in these type of experiments such as
rubidium. For the temperatures at which these experiments are performed, typically between
350–600 K, the surface polaritons frequencies are thermally populated. In comparison to the
nonresonant Casimir–Polder shift (which is in the order of several GHz for Rydberg atoms) the
resonant second–order shift is too small (only several kHz) to be relevant. Although detailed
67
experimental results are available, a comparison between theory and the experimental work
cannot be performed because of lack of information about the real cell material properties.
We now investigate which intermediate atomic transitions might provide the largest nonlin-
ear effect. In order to have an effect that is comparable to then nonretarded Casimir–Polder
interaction, there has to be a matching atomic transition between energetically close states —
note that the transition |1〉 → |0〉 does not need to be allowed by the selection rules — i.e.
the intermediate state |k〉 has to be close to the initial and final states |1〉 and |0〉. The reason
for this constraint is the rapidly decreasing magnitude of the dipole transition matrix element
between states with increasing energy difference. Therefore, the dominant contribution will
come from an intermediate state |k〉 approximately halfway between initial and final states.
In this case the difference between the resonant and nonresonant terms will come from
the last line in Eq. (5.29). Its maximum value is obtained whenever ω0k or ω1k is one of
Ω1 ± γ1/2; away from these points the numerical value of this term decreases. As we have
assumed throughout our calculations that all atomic transitions are far from any single-polariton
resonance, the Lorentzian peaks have to be broad, i.e. γ1 has to be large. This in turn means
that, in order for this nonlinear effect to be comparable to the nonresonant Casimir–Polder
potential, a strongly dissipative material is needed. Note that we assumed in our derivation
that linewidths need to smaller than the line center separations which does not exclude the
possibility of the peaks to be broad, in fact that is a characteristic that one observes in real
polariton spectra.
With these considerations in mind, we give some estimates to show that it would possible
to access this phenomenon. For our purpose we choose the 27S1/2 → 26S1/2 transition in
rubidium. In order for the second–order process to be relevant, one has to find a material with
surface polariton frequencies whose difference matches that atomic transition (∼ 17 cm−1). For
example, let us choose a material with surface polaritons at 73 and 90 cm−1 (which we model as
two narrow resonances with γ ∼ 0.03Ω, in which case Imrp(Ω) > 100). With an atom–surface
distance of zA = 1 µm, the Casimir–Polder shift due to the second–order process is ∆E
R =
−2.74619×107s−1. As the total level shift can be calculated to be ∆ETotal = −1.07583×108s−1,
the resonant second–order process contributes around 25% to the total Casimir–Polder shift and
is thus expected to be experimentally accessible.
Although cell materials that are used in current experiments have usually been studied in
depth, experimental findings present large discrepancies, due to variations in the quality of the
sample, the degree of its impurities and the orientation of the crystal axes [129]. Proper (ex-
perimental) characterization of the cell material and its resonances is a crucial step in modeling
this process. For instance, the materials used to construct the cell are usually anisotropic, so
birefringence will be present. The surface resonances associated with the ordinary (extraordi-
nary) refractive index are shifted in frequency of the mode vibrating along the extraordinary
(ordinary) axis. In Ref. [121], a critical influence on the birefringence of the material has been
observed, where it is shown that changing the crystal orientation is a way of continuously tuning
the surface polariton frequency.
For instance, let us focus on SiO2 Type−α (Crystalline) quartz at room–temperature. Its
optical properties have been the subject of numerous studies. In the 100 − 102 µm spectral re-
gion, the optical constant n (refractive index) and k (extinction coefficient) have been obtained
in detail. These parameters are generally obtained by Kramers–Kroning analysis of reflectance
data [37]. In realistic cases where ε (ω) possesses several resonances, there is no simple expres-
sion for the dielectric permittivity. However, if the resonances are sufficiently narrow we can
approximate ε (ω) as a sum of Lorentzian–type resonances. According to classical dispersion
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theory of crystals, the dielectric function model can be fitted to
ε (ω) = ε0 +
∑
j
4πρjω
2
j
ω2j − ω2 + iγjωωj(
ω2j − ω2
)2
+ γ2jω
2ω2j
, (5.31)
where ε = ε1 + iε2, ε1 = n
2 − k2 and ε2 = 2nk,
n2 − k2 = ε0 +
∑
j
4πρjω
2
j
ω2j − ω2(
ω2j − ω2
)2
+ γ2jω
2ω2j
, (5.32)
2nk =
∑
j
4πρjω
2
j
γjωωj(
ω2j − ω2
)2
+ γ2jω
2ω2j
, (5.33)
and the summation is over the lattice oscillators. Each oscillator is described by its strength
ρj , width γj and resonance frequency ωj [128].
Quartz has a trigonal structure, this structure is such that it has an axis of symmetry with
no equivalent axis in the plane perpendicular to it. This axis is known as the optical axis of
the material and the light with linear polarization parallel and perpendicular to it has unequal
indices of refraction, n‖ (extraordinary ray) and n⊥ (ordinary ray), respectively [130]. The
dielectric permittivities of the ordinary mode ε‖ (ω) and the extraordinary mode ε⊥ (ω) can be
expressed via analytical equations of the type (5.31).
For a birefringent dielectric the important observable is
ε (ω) =
√
ε‖ (ω) ε⊥ (ω). (5.34)
In the nonretarded limit this approximation is exact. Using the data given in the literature
[128], one observes that Im R˜TM,‖ (ω) has six resonances (see Fig. 5.7) and ImR˜TM,⊥ (ω) five
(see Fig. 5.8). In Fig. 5.9, we represent R˜TM (ω) using the geometric average of the two axes.
Note that for all frequencies we have chosen the square root with positive imaginary part. The
general shape of this figure results from a mixing of the eleven resonances. It can happen that
the ω‖ and ω⊥ are so close that they give only one resonance or that the wings of the resonances
contribute to form small peaks between them. According to our resonant coupling, the maxima
of Im R˜TM (ω) will be the frequencies of the quartz surface polaritons, in the sense that these
are the frequencies where our resonance effects exist.
5.3 Other surface effects
Atoms next to a hot glass will experience various several types of unwanted interactions that
have to be taken into account. In particular, ions and electrons are likely to stick to the dielectric
surface and might produce large electric fields. Surface effects due to adatoms can also occur
in this type of experiment and influence the level shifts observed. When working with atoms
near surfaces it is likely that some of the atoms will be adsorbed to the surface. Depending
on the substrate, it is possible for the electrons in the adatoms and substrate to redistribute
themselves, leading to a nonzero electric field from initially neutral objects (see Fig. 5.10).
On an insulator such as glass, there is little fractional charge transfer and the atom–substrate
bond is primarily due to van der Waals forces [131]. Between rubidium and glass there is
expected to be no significant charge transfer, the electron orbitals of rubidium adsorbates on
glass are nevertheless perturbed, thus altering the polarizability and the effect of the fractional
charge transfer is to produce a dipole comprised of a positively charged ion with a negative
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Figure 5.7: Im R˜TM,‖ (ω) for α–quartz derived from Eq. (5.31).
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Figure 5.8: Im R˜TM,⊥ (ω) for α–quartz derived from Eq. (5.31).
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Figure 5.9: Im R˜TM (ω) for α–quartz derived from Eq. (5.31).
Figure 5.10: Schematic depiction of adsorbed ions and electrons at the surface cell. (Adapted
from µ–cell group at Stuttgart University)
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image charge inside the substrate, for van der Waals forces, the bond length (effective typical
distance) is about ∼ 5 A˚ between the positive ion and the negative image charge [131].
The electric field produced by the surface dipole will polarize the trapped atom and it will
experience an attractive potential according to
Udip (zA) = −α0
2
E2dip (zA) , (5.35)
where α0 is the static polarizability of the atom and Edip (zA) is the dipolar field at distance zA
from the surface. This electric field is produced by a patch of uniformly distributed rubidium
atoms deposited on the surface. With nontrivial distribution the electric field will have different
near– and far–field spatial dependences. Considering the simplified picture that the field is the
result of the sum of the electric field produced by each of the dipole moments, where we treat
each adsorbate as an electric dipole oriented perpendicular to the surface,
Edip =
1
4πε0
2d
z3A
ez. (5.36)
where for N atoms one would find Etotal = NEdip.
In Ref. [97], the upper limit on the electric field is found to be ∼ 4 V/cm at a wedge gap
of 1 µm, which gives a rather small number of atoms (around 300) when compared to the
estimated number made by previous experiments [131], [132]. Following, we have calculated
the energy shift (5.35) due to this estimated electric field 4 V/cm for the 32S1/2 and 43S1/2
states of rudibium obtaining a shift of ∼ 2× 108 Hz and of ∼ 2× 109 Hz, respectively which are
large but do not yet compete with the Casimir–Polder potential (see Figs. 5.11 and 5.12 for a
comparison of different number of adatoms). As one can see if more atoms are added then this
potential could become large enough to compete with Casimir–Polder potential.
There are different pictures that could be drawn to explain adatoms on a surface. For
instance, if instead of considering a line of dipoles creating the electric field, we consider the
adatoms in a pointlike approximation. In this case, the electric field would behave as 1/z2,
which is a different scaling law compared with the dipole picture. In Ref. [131], power law
fittings of the frequency shift show that the electric field falls off with a power law indicating
that the spatial distribution of adatoms that is somewhere between a point distribution and a
line of dipoles.
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Figure 5.11: Frequency shift as a function of the distance between the 32S1/2 rubidium (
87Rb)
atom and a surface, after a number N of absorbates had accumulated on the surface.
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Figure 5.12: Frequency shift as a function of the distance between the 43S1/2 rubidium (
87Rb)
atom and a surface, after a number N of absorbates had accumulated on the surface.
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Chapter 6
Sum rule for spontaneous
two–photon emission
The interaction of atoms with electromagnetic fields has been extensively studied in both free
space and in or near absorbing media. It is well known that the presence of macroscopic bodies
drastically changes the properties of the electromagnetic field when compared to those in free
space. In particular, it modifies the local density of states of the electromagnetic field which
can be tailored almost at will by the choice of material and its geometry. Lately, artificial
metamaterials have enhanced these possibilities even further. The modification of the local
density of states results in changes in the emission rates of excited atoms or molecules due to
surface-assisted decay (Purcell effect [4]) as well as the related dispersion (Casimir–Polder) [11]
interaction between atoms and macroscopic bodies. In this chapter we propose to study another
nonlinear effect, the spontaneous two–photon emission. This a process where an excited atom
decays to its ground (or some other lower lying) state by the simultaneous and spontaneous
emission of a photon pair. Although the energy of each individual photon of the pair is not
determined, the sum of the two photon energies has to add up to the transition energy. The
generation of two photon coherent states plays a key role in quantum computing and quantum
cryptography [133].
Let us start by reviewing the results for one–photon decay. The dynamics of the combined
atom–field system is, as we have seen, governed by the Hamiltonian (2.55) and it can be de-
scribed by the Heisenberg equations of motion for the operators
˙ˆ
O =
i
~
[
Hˆ, Oˆ
]
. The internal
atomic dynamics is governed by the solution of the coupled set of Heisenberg equations of mo-
tion for the atomic flip operator Aˆmn which governs the transition between different states, and
the bosonic field operator fˆ (r, ω, t), which governs the creation/annihilation of field excitations.
From a self–consistent solution of those equations one can find the rate of spontaneous decay in
the presence of a dielectric macroscopic body of the excited state |1〉 that, at zero temperature,
is given by [30]
Γ(ω10) =
2ω210
~ε0c2
d10 · ImG(rA, rA, ω10) · d01. (6.1)
The rate of spontaneous decay in vacuum Γ0 = ω
3
10 |d10|2 /(3π~ε0c3) is recovered by inserting
the free–space Green tensor G(0)(r, r′, ω) into Eq. (6.1). The Green function G(r, r′, ω) not
only includes the effect of the macroscopic body, but also modifications to the electric field seen
by the atom [134].
Because the spontaneous decay rate is directly proportional to the local density of states
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ω2ImG(rA, rA, ω), the existence of a sum rule such as
∫ ∞
0
dω10
Γ′(m)(ω)− Γ(0)(ω)
Γ(0)(ω)
= 0 (6.2)
means that the dielectric surroundings merely redistributes the local density of states. This
result was first obtained in Ref. [135] for nonabsorbing dielectric materials, based on a related
sum rule for the refractive index [136], but was extended later to absorbing dielectric host
materials in Ref. [134] where it is understood that only contributions from radiative decay
processes enter the quantity Γ′(m)(ω). This sum rule can be interpreted as a conservation law
for the integrated density of states.
In this chapter, we investigate whether one can extend this sum rule to two–photon decay
rates near a dielectric body. We will start by deriving a general formula for calculating the rate
from an upper state |1〉 to a lower state |0〉 by spontaneous emission of two photons within the
framework of macroscopic QED, in Sec. 6.1, followed by extending the sum rule to two–photon
decay rates in Sec. 6.2, and we give concluding remarks in Sec. 6.3.
6.1 Theoretical model
We derive the quantum mechanical description for a spontaneous two–photon emission where
an excited atom decays by the emission of photon pairs, see Fig. 6.1. This phenomenon allows
any combination of photon energies satisfying total energy conservation ω10 ≈ ω + ω′. The
photon frequencies ω are assumed to be far from other atomic transition frequency ωmn. To
|1〉
ω10
ω
ω′|0〉
|k〉
Figure 6.1: Scheme of a two photon emission.
do so we derive an effective Hamiltonian in order to describe this nonlinear process similar to
the procedure outlined in Chapter 5. Following this method one will arrive at Eq. (5.4), which
is a nonlinear operator equation that is capable of describing resonant processes involving two
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photons,
˙ˆ
f(r, ω, t) = −iωfˆ(r, ω) + i
~
∑
m,n
eiωmntAˆmndmn ·G∗e(rA, r, ω)
+
1
~2
∑
k,m,n
t∫
0
dt′
∞∫
0
dω′
∫
d3r′ eiωmn(t−t
′)dmn ·G∗e(rA, r, ω)
×
[
Aˆkn(t
′)dkm − Aˆmk(t′)dnk
]
×
[
Ge(rA, r
′, ω′) · fˆ(r′, ω′, t′) +G∗e(rA, r′, ω′) · fˆ †(r′, ω′, t′)
]
.
(6.3)
In order to pick out the resonant interactions from the equation of motion, we introduce slowly
varying amplitude operators as
ˆ˜
f(r, ω, t) = fˆ(r, ω, t)eiωt and ˆ˜Amn(t) = Aˆmn(t)e
−iωmnt and apply
the Markov approximation. This involves taking the slowly varying amplitude operators out of
the integral at the upper time t. The integrals can be approximated in the long–time limit, i.e.
by extending the upper limit of integration to infinity and assuming that the atomic transitions
are well away from the field resonances, so that
∫ t
0
dt′ei(ωmk+ω
′)(t−t′) ∼ − 1
i(ωmk + ω′)
, see, e.g.,
Ref. [31].
Recalling the resonance condition ω10 ≈ ω + ω′, we apply the rotating-wave approximation
and finally arrive at the effective equation of motion describing the two–photon emission [137]
˙ˆ
f(r, ω) = −iωfˆ(r, ω) +
∫
d3r′
∫
dω′
[
gˆ(r, r′, ω, ω′) · fˆ †(r′, ω′)
]
. (6.4)
Here we have introduced the abbreviation
gˆ(r, r′, ω, ω′) = − 1
~2
∑
k,m,n
dmn ·G∗e(rA, r, ω)
[
Aˆmk
dnk ·G∗e(rA, r′, ω′)
i(ωkn − ω′) +Aˆkn
dkm ·G∗e(rA, r′, ω′)
i(ω′ − ωmk)
]
(6.5)
for the operator–valued coupling tensor. As one can see from the structure of gˆ(r, r′, ω, ω′), the
two–photon emission is mediated by a virtual atomic transition.
The equation of motion (6.3) can be thought of as being generated by the effective second-
order interaction Hamiltonian
˙ˆ
f = (i~)−1[fˆ , HˆF + Hˆ(int)eff ] , (6.6)
where
Hˆ(int)eff = i~
∫
d3r′
∫
d3r
∫
dω
∫
dω′ fˆ †(r, ω) · gˆ(r, r′, ω, ω′) · fˆ †(r′, ω′) + h.c. . (6.7)
In principle, the effective interaction Hamiltonian allows one to solve the coupled atom–field
dynamics in the presence of a two–photon resonance with the initial condition of the atom being
in an excited state and the medium–assisted electromagnetic field in its ground state [138]. If
the system is initially in the state |I〉 = |1A〉 |{0}〉 |{0}〉 which stands for the tensor product of
the initial excited atomic state |1A〉 and the electromagnetic vacuum state and decays to the
state |F 〉 = |0A〉 |1(rA, ω)〉
∣∣1(rA, ω′)〉 that denotes the tensor product of the final atomic state
|0A〉 and two field excitations with |1i(r, ω)〉 = fˆ †i (r, ω) |{0}〉, then the system wave function at
time t can be written as
|ψ(t)〉 = C1(t)e−iω1t |1A〉 |{0}〉 |{0}〉
+
∫
d3r
∫
d3r′
∫
dω
∫
dω′C0(t)e
−i(ω+ω′−ω0)t × |0A〉 |1(rA, ω)〉
∣∣1(rA, ω′)〉 (6.8)
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From the time–dependent Schro¨dinger equation i~
d |ψ〉
d t
= Hˆ |ψ〉 one finds
C˙1(t) =
1
~2
∫
d3r
∫
d3r′
∫
dω
∫
dω′C0(t)e
−i(ω+ω′−ω01)t
×
∑
k
{
Ge (rA, r
′, ω′) · d0kGe (rA, r, ω) · dk1
i (ω0k − ω′) +
Ge (rA, r
′, ω′) · dk1Ge (rA, r, ω) · d1k
i (ω′ − ωk1)
}
,
(6.9)
C˙0(t) =
(
− 1
~2
)
C1(t)e
−i(ω+ω′−ω01)t
×
∑
k
{
d1k ·G∗e (rA, r, ω)dk0 ·G∗e (rA, r′, ω′)
i(ω0k − ω′) +
dk0 ·G∗e (rA, r, ω)d1k ·G∗e (rA, r′, ω′)
i(ω′ − ωk1)
}
.
(6.10)
Formally integrating Eq. (6.10) and taking C0(t = 0) = 0 one finds
C0(t) =
(
− 1
~2
)∫ t
0
dt′C1(t
′)ei(ω+ω
′−ω01)t′
×
∑
k
{
d1k ·G∗e (rA, r, ω)dk0 ·G∗e (rA, r′, ω′)
i(ω0k − ω′) +
dk0 ·G∗e (rA, r, ω)d1k ·G∗e (rA, r′, ω′)
i(ω′ − ωk1)
}
.
(6.11)
If we substitute the result Eq. (6.11) into Eq. 6.9 we obtain
C˙1(t) =
∫ t
0
dt′K(t− t′)C1(t′), (6.12)
where we have defined the kernel function K(t− t′) as
K(t− t′) = 1
~4
∑
k
∫
d3r
∫
d3r′
∫
dω
∫
dω′ e−i(ω+ω
′−ω01)(t−t′)
× Tr [Ge (rA, r′, ω′) ·Ge (rA, r, ω) ·G∗e (rA, r, ω) ·G∗e (rA, r′, ω′)]
×
∣∣∣∣ 1ω1k − ω′ +
1
ω′ − ωk0
∣∣∣∣
2
|d0k · dk1|2 .
(6.13)
Using the linear fluctuation–dissipation theorem for the Green functions, it is possible to simplify
the kernel function to
K(t− t′) = µ
2
0
π2~2
∑
k
∫
dω
∫
dω′ e−i(ω+ω
′−ω01)(t−t′)Tr
[
ImG
(
rA, rA, ω
′
) · ImG (rA, rA, ω)]
× ω2ω′2
∣∣∣∣ 1ω1k − ω′ +
1
ω′ − ωk0
∣∣∣∣
2
|d0k · dk1|2 .
(6.14)
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Following closely Ref. [138], applying the Markov approximation and πδ(ω−a) =
∫ ∞
0
dt eit(ω−a),
we find that the emission rate can be written as
Γ(m)(ω10) =
µ20
π~2
∫ ω10
0
dωTr
[
ImG(rA, rA, ω) · ImG(rA, rA, ω10 − ω)
]
× (ω10 − ω)2ω2
∑
k
|d0k · dk1|2
∣∣∣∣ 1ω1k − ω +
1
ω − ωk0
∣∣∣∣
2
,
(6.15)
which has been derived in Ref. [133] via a slightly different method.
In order to calculate the sum rule for two–photon decay, we introduce the spontaneous
two–photon decay rate in free space
Γ(0)(ω10) =
1
2
∫ ω10
0
dω
8(ω10 − ω)3ω3
πc6~2ε0
∑
k
|d0k · dk1|2
∣∣∣∣ 1ω1k − ω +
1
ω − ωk0
∣∣∣∣
2
. (6.16)
The factor 1/2 is included since the same photon pair occurs twice when integrating from
0 → ω10. This result was first obtained in 1931 by Maria Go¨ppert–Mayer [139] who first
investigated multi–photon processes using quantum mechanics.
6.2 Two–photon sum rule
Following the arguments in Ref. [134], our goal is to find the integral
∞∫
0
dω10
Γ′(m)(ω10)− Γ(0)(ω10)
Γ(0)(ω10)
. (6.17)
Here it is understood that we are only interested in spontaneous emission involving propagating
photons, which explicitly excludes the nonradiative decay in which the photon is absorbed by
the material. In the sum rule (6.2), the quantity Γ′(ω) is the spontaneous decay rate from
which all the nonradiative contributions have been subtracted. In order to show the analogous
relation for the combination (6.17), we use the linearity of the Green function G(r, r′, ω) and
decompose it as G(r, r′, ω) = G(0)(r, r′, ω) +G(S)(r, r′, ω) where G(0)(r, r′, ω) is the free-space
(bulk) contribution andG(S)(r, r′, ω) is the scattering part. In order to exclude the nonradiative
part let us write
G′(r, r′, ω) = G(0)(r, r′, ω) +G(S)
′
(r, r′, ω) (6.18)
with
G(S)
′
(r, r′, ω) = G(S)(r, r′, ω)−G(nr)(r, r′, ω) (6.19)
where the superscript (nr) stands for the nonradiative (dipole–dipole) contributions.
The product ImG(rA, rA, ω) · ImG(rA, rA, ω10 − ω) then becomes a sum of four terms
Tr [ImG(rA, rA, ω) · ImG(rA, rA, ω10 − ω)] = Tr
[
ImG(0)(rA, rA, ω) · ImG(0)(rA, rA, ω10 − ω)
]
+Tr
[
ImG(S)
′
(rA, rA, ω) · ImG(S)′(rA, rA, ω10 − ω)
]
+Tr
[
ImG(0)(rA, rA, ω) · ImG(S)′(rA, rA, ω10 − ω)
]
+Tr
[
ImG(S)
′
(rA, rA, ω) · ImG(0)(rA, rA, ω10 − ω)
]
.
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(6.20)
The last two terms are easily dealt with. If we insert the explicit frequency dependence
G(0)(rA, rA, ω) ∝ ω into the sum rule (6.17), this reduces, ignoring all frequency–independent
factors, to performing the integral∫ ∞
0
dω
ImG(S)
′
(rA, rA, ω)
ω
, (6.21)
which is equal to zero by virtue of the single–photon sum rule (6.2) [134].
Let us now focus on the remaining two terms on the rhs of Eq. (6.20). The first term is
already being subtracted in the sum rule (6.17) by means of normalization. The second term
on the rhs of Eq. (6.20) can be reduced, once again ignoring all frequency–independent factors,
to the integral
∫ ω10
0
dω
c2
ω(ω10 − ω)ImG
(S)′(rA, rA, ω) ·ImG(S)′(rA, rA, ω10−ω) =
∫ ω10
0
dω f(ω) ·g(ω10−ω),
(6.22)
where we have defined the functions
f(ω) = g(ω) =
c
ω
ImG(S)
′
(rA, rA, ω).
Equation (6.22) is nothing but a convolution (or rather an autocorrelation) integral. A convolu-
tion is defined as a mathematical operation between two functions producing a third function.
Over a finite range, we can write the integral in Eq. (6.22) as∫ ω10
0
dω f(ω) · g(ω10 − ω) = (f ∗ g)(ω10). (6.23)
One of its properties says that if f and g are integrable functions, then the integral of their
convolution on the whole space is simply obtained as the product of their integrals:∫
dx (f ∗ g)(x) =
[ ∫
dx f(x)
][ ∫
dxg(x)
]
. (6.24)
when integrated over the entire x−axis if f and g are integrable functions, and extending the
frequency integral in (6.22) to cover the whole real axis by using the Schwarz reflection principle
G(r, r, ω) = G∗(r, r,−ω∗), the frequency integral over (6.22) decomposes into the product[ ∫ ∞
−∞
dω10
c
2ω10
ImG(S)
′
(rA, rA, ω10)
][ ∫ ∞
−∞
dω10
c
2ω10
ImG(S)
′
(rA, rA, ω10)
]
. (6.25)
Both of them comprise a single–photon sum rule [134] and hence vanish identically. Thus, we
find that the two–photon sum rule
∞∫
0
dω10
Γ′(m)(ω10)− Γ(0)(ω10)
Γ(0)(ω10)
= 0 (6.26)
is indeed valid for radiative two–photon decay processes. Equation (6.26) is therefore the
sought extension to the single-photon sum rule (6.2) to effective nonlinear processes. Again,
nonradiative contributions have to be subtracted from the Green function in order to make this
sum rule work. We thus interpret Eq. (6.26) again merely as a redistribution of photonic modes
across the frequency spectrum whose total (integrated) number is nonetheless conserved.
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6.3 Example: atom in a center of a microcavity
To test our results let us calculate Eq. (6.26) for a specific example. For highly symmetric
geometric arrangements such as an atom in a center of a microcavity surrounded by dielectric
material (see Fig. 6.2) analytic expressions for G(S)(rA, rA, ω) can be found. If, as an example,
ε(ω)
Rcav
b
Figure 6.2: Atom at the centre of a spherical microcavity of radius Rcav.
an atom is located exactly at the center of the microcavity, the Green function becomes [140]
G(S)(rA, rA, ω) =
iω
6πc (
i+ z(n+ 1)− iz2n− z3n2/(n+ 1)) eiz
sin z − z(cos z + in sin z) + iz2n cos z − z3(cos z − in sin z)n2/(n2 − 1) ,
(6.27)
with z = Rω/c and n =
√
ε(ω).
Expanding the coefficient in powers of R, one finds a leading term that is proportional to
the inverse cube of the atom–surface distance. This is attributed to resonant energy transfer
to the absorbing dielectric surroundings which is a nonradiative decay process. The next–to–
leading terms (the induction terms) are proportional to the inverse atom–surface distance and
correspond to absorption of real photons [140]. To extract the radiative part, these terms have
to be subtracted from the original Green function (6.27).
The integral that has to be performed,
∫ ∞
−∞
dω
c
2ω
ImG(S)
′
(rA, rA), has a highly oscillatory
integrand (see Fig. 6.3). Hence, the integral will average out to zero, showing indeed that
Eq. (6.26) holds.
Concluding, we have shown that, for an atom in the center of a microcavity, the spontaneous
two–photon decay rate obeys a sum rule of the from (6.26). These results can be extended to
other geometries. The existence of sum rules involving Green functions could be useful in
many different contexts from solid state physics to quantum optics. We have demonstrated the
influence of localized surface polariton resonances on the fundamental multiphoton process, the
tailoring of local mode densities by structured materials would allow the nonlinear coupling of
atoms to polaritons to be tuned.
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Figure 6.3: Radiative part of the Green function.
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Chapter 7
Summary and outlook
Over the last few years, a variety of hybrid quantum systems have been proposed and already
experimentally demonstrated that combine the advantages of the individual systems in terms
of coherence and flexibility of addressing. Examples are proposals for hybrid nanosystems,
experiments with cold atoms and superconductors, and cold atoms with carbon nanotubes. In
this thesis, we have focussed on various possible hybrid systems whose interaction mechanism
is based on dispersion forces such as Casimir–Polder forces. The purpose was to understand
how atomic properties are influenced by a macroscopic body, and the potential backaction on
the macroscopic object.
As discussed in Chapter 3, the huge dipole moments of Rydberg states make them ideal
for studying dispersion forces. A number of theoretical proposals exist to realise experimental
hybrid systems where Rydberg atoms are brought close to a surface specially in setups with
applications in quantum information. Due to their larger electric polarizability, the Casimir–
Polder force on atoms in Rydberg states is orders of magnitude more than the force on atoms in
ground state. We began by studying the limits for the application of perturbation theory and
obtained the dispersion interaction from an exact Fano–type diagonalisation of the interaction
Hamiltonian. We have also shown that near a surface, due to the admixture of states, there
is a change in the free–space selection rules for the atomic transitions providing a new way
of probing the Casimir–Polder interaction. Those are important surface effects that should be
taken into account when performing experiments with Rydberg states.
In the following chapters we provided several examples for possible hybrid systems; in
Sec. 4.4, we presented a possibility to combine ultracold atoms with graphene membranes.
Temporal changes in the atomic state of the atomic cloud, from ground to Rydberg state,
changes the Casimir–Polder interaction, thereby leading to the creation of a backaction force
in the graphene sheet. This hybrid setup could provide a controllable way to engineer ripples
in a graphene sheet. We described, in Chapter 5, a new second–order effect involving surface
polaritons and Rydberg atoms that could be used as system to create a sophisticated quantum
circuit where the surface polaritons are used to transport information stored in the atoms.
We have also provided some features of atom–surface interactions that could be helpful in
experimental setups. In Sec. 4.3, we have shown that shielding the Casimir–Polder forces is
rather difficult, for a complete shielding of a substrate one would need to have a material that
is broadband absorbing. Nevertheless, we obtain that for graphene–substrate distances larger
than 4 µm for all studied systems (doped/undoped graphene sheets and bilayer graphene) one or
more graphene membranes shield the effect of electromagnetic vacuum fluctuations emanating
from a substrate.
Finally, Chapter 6 has been devoted to the fact that a sum rule for the local mode density of
the electromagnetic field exists that is associated with the spontaneous decay rate in absorbing
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dielectric host materials. With the help of such sum rules the tailoring of local mode densities
by choice of material, its structure and geometry allows one to tune the nonlinear coupling of
atoms to polaritons.
It is hoped that the procedures and results outlined in this thesis will aid current exper-
imental work but also provide techniques and ideas for future work in the quantum optics
experiments. We have proposed several novel mechanisms in which engineered vacuum forces
can be used to our advantage. Apart from graphene and dielectric surfaces, it is also possible to
consider to construct hybrid systems with photonic crystals where the designing of resonances
through geometry can be made possible, leading to a great flexibility in tailoring vacuum forces.
It is also of great importance to design structures that are capable of achieving practical propa-
gation distances if one wishes to interchange information from one point to another. Although
these structures will have a much more complicated geometry and, as consequence, a more
complex Green function describing them, it is a mandatory step for the future to understand
and model these types of surfaces.
Many corrections could be added to our calculations to make them more realistic. Among
them is the introduction of a self–consistent method to calculate Casimir–Polder level shifts and
admixture of states. The change in the eigenstates should be included in the dipole moments;
thus, a method that is logically consistent throughout the calculations needs to be performed
in order to account all these changes (δω˜mn and d˜mn) at each step. Only performing such a
self–consistent method would one get an accurate result.
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Appendix A
Green functions
A Green function is the fundamental solution of an inhomogeneous differential equations subject
to specific initial or boundary conditions. Let L be a linear differential operator and consider
the differential equation
Lφ (x) = s (x) , (A.1)
where s (x) is a given function called the source and φ (x) is the unknown function. A Green
function of the linear differential operator L is any solution of
LG (x) = δ (x) , (A.2)
with all the boundary conditions of the given problem. Once the Green function has been
determined, Eq. (A.1) can be easily solved, with the solution
φ (x) =
∫
dy G (x− y) s (y) . (A.3)
Let us restrict ourself to our special case where one needs to find the fundamental solution to
the Helmholtz equation
∇× κ (r, ω)∇×E (r, ω)− ω
2
c2
ε (r, ω)E (r, ω) = iµ0ωj (r, ω) (A.4)
with in principle arbitrary dielectric permittivity ε (r, ω) and inverse magnetic permeability
κ (r, ω) = µ−1 (r, ω). The solution of the Helmholtz equation can be written in terms of the
dyadic Green function as [30]
E (r, ω) = iµ0ω
∫
d3r′G
(
r, r′, ω
) · j (r′, ω) , (A.5)
where the dyadic Green function satisfies
∇× κ (r, ω)∇×G (r, r′, ω)− ω2
c2
ε (r, ω)G
(
r, r′, ω
)
= δ
(
r− r′) (A.6)
with the boundary condition that G
(
r, r′, ω
)
vanishes as
∣∣r− r′∣∣ → ∞. Equation (A.6) has
a unique solution provided that the strict inequalities Imε (r, ω) > 0 and Imµ (r, ω) > 0 hold,
which means that all the dielectric media have to be passive, that is, they have to be an absorbing
media.
The Green function inherits the analytical properties of the permeability and permittivity,
those properties are collected in Table A.1.
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Table A.1: Properties of the dyadic Green function. Table based on Ref. [30]
General properties
Schwarz Reflection Principle G∗
(
r, r′, ω
)
= G
(
r, r′,−ω∗)
Onsager Reciprocity Theorem G
(
r′, r, ω
)
= GT
(
r, r′, ω
)
Linear Fluctuation–Dissipation Theorem∫
d3s
{
ω2
c2
Imε (s, ω)G (r, s, ω) ·G∗ (s, r′, ω)
+Imκ (s, ω)
[
G (r, s, ω)×←−∇
]
· [∇×G (s, r′, ω)]} = ImG (r, r′, ω)
Relations between the original GF and its dual
ω2
c2
G∗
(
r, r′, ω
)
= −κ (r, ω)∇×G (r, r′, ω)×←−∇ ′κ (r′, ω)− κ (r, ω) δ (r− r′)
∇×G∗ (r, r′, ω)×←−∇ ′ = −ε (r, ω) ω2
c2
G
(
r, r′, ω
)
ε
(
r′, ω
)
+ ε (r, ω) δ
(
r− r′)
∇×G∗ (r, r′, ω) = −ε (r, ω)G (r, r′, ω)×←−∇ ′κ (r′, ω)
G∗
(
r, r′, ω
)×←−∇ ′ = −κ (r, ω)∇×G (r, r′, ω) ε (r, ω)
r
ε(ω), µ(ω)
r′
Figure A.1: Schematic representation of possible paths of observation. One can construct a
direct path from the source r′ to the observation point r (dashed line) and a path that involves
scattering from a macroscopic object (dotted path).
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A.1 Green functions for a planar interface
The calculations in this section are based on Ref. [92]. The determination of the Green function
for three dimensional configurations of dielectric bodies is very involved in most cases. The
Green tensor can be decomposed into the translationally invariant bulk part G(0)
(
r− r′, ω)
corresponding to the vacuum region where the atom is situated in, plus the scattering part
G(s)
(
r, r′, ω
)
that accounts for the presence of the magnetodielectric bodies,
G
(
r, r′, ω
)
= G(0)
(
r− r′, ω)+G(s) (r, r′, ω) . (A.7)
The bulk contribution G(0) describes the propagation in a homogeneous background medium
and the scattering part G(s) describes the scattering path, see Fig. A.1. The decomposition
Eq. A.7 is due to the linearity of the Helmholtz equation and it is clear that G(s) is a solution
to the homogeneous Helmholtz equation.
One would like to expand the Green tensor into a complete set of orthogonal vector wave
functions. In a source–free region filled with a homogeneous medium, the electric and magnetic
fields both satisfy the homogeneous vector Helmholtz equation
∇×∇× F (r)− k2F (r) = 0. (A.8)
Considering a solution ψ (r,k) of the scalar Helmholtz equation(∇2 + k2)ψ (r,k) = 0, (A.9)
and choosing a constant pilot vector c, the vector wave functions
M (r,k) = ∇× (cψ (r,k)) , (A.10)
N (r,k) =
1
k
∇×M (r,k) , (A.11)
are solutions of (A.8).
In order to complete the set of functions, we need to introduce a irrotational vector wave
function, since M (r,k) and N (r,k) are divergence free but not curl–free, so
L (r,k) =∇ψ (r,k) (A.12)
is needed to represent fields with non–zero divergence.
The three vector functions are mutually orthogonal due to
∫
d3rψa (r)ψb (r) = 0. Given
that the vector wave functions are complete, we can use them to expand the Green tensor as
G
(
r, r′, ω
)
=
∫
d3k [M (r,k)⊗ a (k) +N (r,k)⊗ b (k) + L (r,k)⊗ c (k)] . (A.13)
Using the orthogonality relations, one finds∫
d3rM (r,k) ·M (r,−k) = (2π)3 k2‖δ
(
k− k′) , (A.14a)∫
d3rN (r,k) ·N (r,−k) = (2π)3 k2‖δ
(
k− k′) , (A.14b)∫
d3rL (r,k) · L (r,−k) = (2π)3 k2δ (k− k′) , (A.14c)
with k2 = k2‖ + k
2
z .
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The completeness relation takes the form
δ
(
r− r′) = ∫ d3k
(2π)3
[
M (r,k)⊗M (r,−k)
k2‖
+
N (r,k)⊗N (r,−k)
k2‖
+
L (r,k)⊗ L (r,−k)
k2
]
.
(A.15)
Inserted it into the Helmholtz equation
∇×∇×G (r, r′, ω)− k20G (r, r′, ω) = δ (r− r′) , (A.16)
with k20 =
ω2
c2
ε (r, ω), we deduce that
a (k) =
M (r′,−k′)
(2π)3 (k2 − k0) k2‖
, (A.17a)
b (k) =
N (r′,−k′)
(2π)3 (k2 − k0) k2‖
, (A.17b)
c (k) = −L (r
′,−k′)
(2π)3 k20k
2
, (A.17c)
and, therefore, the dyadic Green function becomes
G
(
r, r′, ω
)
=
1
(2π)2
∫
d3k
(
M (r,k)⊗M (r′,−k)
(k2 − k0) k2‖
+
N (r,k)⊗N (r′,−k)
(k2 − k0) k2‖
− L (r,k)⊗ L (r
′,−k)
k20k
2
)
.
(A.18)
The dyadic Green function is highly singular. Since k2 = k2x+k
2
y+k
2
z and d
3k = dkxdkydkz,
the kz integral can be performed first. The first term has a pole at kz = ±
√
k20 − k2‖, the second
term has additional poles at k = 0 because N =
1
k
∇×M, but this contribution is canceled by
precisely the same poles in the third term. The residue contribution of this pole satisfies the
dispersion relation k2x + k
2
y + k
2
z = 0, rendering it static in nature.
In cartesian coordinates, the solution to
(∇2 + k2)ψ (r,k) = 0 is
φ (r,k) = eikxx+ikyy+ikzz = eik·r. (A.19)
One may choose the pilot vector as c = zˆ, then L (r,k)L (r,−k) ∼ zˆzˆk2zeik·(r−r
′). When
kz →∞, there appears a problem when one tries to close the integration contour in the upper
complex kz − plane. We thus rewrite
G
(
r, r′, ω
)
=
1
(2π)2
∫
d3k
[
M (r,k)⊗M (r′,−k)
(k2 − k0) k2‖
+
N (r,k)⊗N (r′,−k)
(k2 − k0) k2‖
−
(
L (r,k)⊗ L (r′,−k)
k20k
2
− zˆzˆe
ik·(r−r′)
k20
)]
− 1
(2π3)
∫
d3k
zˆzˆeik·(r−r
′)
k20
.
(A.20)
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Jordan’s lemma now holds true for the deformed integration path in the kz − plane for all the
terms in the first integral. The pole contributions at kz = ±i
√
k2x + k
2
y cancel each other from
the second and third terms of the integral
G
(
r, r′, ω
)
=
i
8π2
∫
d2k‖
[
M
(
k‖,±k0z, r
)⊗M (−k‖,∓k0z, r′)
k0zk2‖
+
N
(
k‖,±k0z, r
)⊗N (−k‖,∓k0z, r′)
k0zk2‖
]
− zˆzˆ
k20
δ
(
r− r′) ,
(A.21)
with k0z =
√
k20 − k2x − k2y. Note that the now M and N functions are discontinuous functions
at z = z′.
Now we want to find the Green function for a multilayer dielectric structure that is composed
of two infinite half spaces, see Fig. 2.1. From the boundary conditions for the electric field at
the interface between the two media, we know that
zˆ×G(1) = zˆ×G(2), (A.22a)
zˆ×∇×G(1) = zˆ×∇×G(2). (A.22b)
We may write the bulk Green tensor in the source region as
G(0)
(
r, r′, ω
)
=
i
8π2
∫
d2k‖
[
M
(
k‖,±kz, r
)⊗M (−k‖,∓kz, r′)
kzk2‖
+
N
(
k‖,±kz, r
)⊗N (−k‖,∓kz, r′)
kzk2‖
]
− zˆzˆ
k20
δ
(
r− r′) .
(A.23)
Using cylindrical coordinates (ρ, φ, z), the solution of the scalar Helmholtz equation is
ψn (r, kρ, kz) = Jn (kρρ) e
ikzz+inφ, (A.24)
where Jn (kρρ) is the Bessel function of first kind,∫ 2pi
0
dφ
∫ ∞
−∞
dz
∫ ∞
0
dρψn (r, kρ, kz)ψ−n′ (r,−kρ,−kz) =
4π2δnn′δ
(
kz − k′z
) δ (kρ − kρ)
kρ
. (A.25)
The presentation becomes simpler if ψn is written in terms of even and odd functions, such
as
ψen (r, kρ, kz) = Jn (kρρ) cos (nφ) e
ikzz,
ψon (r, kρ, kz) = Jn (kρρ) sin (nφ) e
ikzz.
Choosing the pilot vector cˆ = eˆz, we find for M (kz) =∇× (cˆψn)
Mon (kz) =
(
n
ρ
Jn (kρρ) cos (nφ) eˆρ − d
dρ
Jn (kρρ) sin (nφ) eˆφ
)
eikzz,
Men (kz) =
(
−n
ρ
Jn (kρρ) sin (nφ) eˆρ − d
dρ
Jn (kρρ) cos (nφ) eˆφ
)
eikzz.
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In the same way, since N (kz) =
1
k
∇×M (kz),
Non (kz) =
1
k
[
ikz
d
dρ
Jn (kρρ) sin (nφ) eˆρ +
ikzn
ρ
Jn (kρρ) cos (nφ) eˆφ
+k2ρJn (kρρ) sin (nφ) eˆz
]
eikzz,
Nen (kz) =
1
k
[
ikz
d
dρ
Jn (kρρ) cos (nφ) eˆρ − ikzn
ρ
Jn (kρρ) sin (nφ) eˆφ
+k2ρJn (kρρ) cos (nφ) eˆz
]
eikzz.
Since the integrands do not depend on kφ, one can easily perform the angular integration
over kφ
G0
(
r, r′, ω
)
=
i
8π2
∫ dk2‖
k2‖kz
[
Me
on
(±ksz)⊗M′e
on
(∓kz) +Ne
on
(±kz)⊗N′e
on
(∓kz)
]
− eˆzeˆz
k2
δ
(
r− r′) ,
= − eˆzeˆz
k2
δ
(
r− r′)+ i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρkz
×


Me
on
(kz)⊗M′e
on
(−kz) +Ne
on
(kz)⊗N′e
on
(−kz) if z ≥ z′
Me
on
(−kz)⊗M′e
on
(kz) +Ne
on
(−kz)⊗N′e
on
(kz) if z ≤ z′
(A.26)
where kz > 0 represents waves traveling in the positive z direction and kz < 0 represents waves
traveling in the negative z–direction.
The scattering part of the Green tensor can be constructed in a similar way using dyadic
products of vector wave functions,
G(11)s
(
r, r′, ω
)
=
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk1z
[
R
(11)
M Meon
(k1z)⊗M′e
on
(k1z)
+R
(11)
N Neon
(k1z)⊗N′e
on
(k1z)
]
,
(A.27)
G(12)s
(
r, r′, ω
)
=
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk1z[
T
(12)
M Meon
(k2z)⊗M′e
on
(−k2z) + T (12)N Neon (k1z)⊗N
′
e
on
(−k2z)
]
,
(A.28)
G(21)s
(
r, r′, ω
)
=
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk1z[
T
(21)
M Meon
(−k2z)⊗M′e
on
(k1z) + T
(21)
N Neon
(−k2z)⊗N′e
on
(k1z)
]
,
(A.29)
G(22)s
(
r, r′, ω
)
=
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk2z[
R
(22)
M Meon
(−k2z)⊗M′e
on
(−k2z) +R(22)N Neon (−k2z)⊗N
′
e
on
(−k2z)
]
,
(A.30)
where TM,N and RM,N are the Fresnel transmission and reflection coefficients, that need to be
determined from the boundary conditions of the system, see App. B.
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A.1.1 Example: calculation of the Casimir–Polder potential
Our work focus mostly on calculating the Casimir–Polder potential for an atom near a planar
surface, in order to illustrate how the previous results can be employed let us consider, for
simplicity, the Casimir–Polder potential neglecting the effects of temperature,
UCP (rA) =
µ0~
2π
∑
k
∫ ∞
0
dξξ2tr [α (iξ) ·G (zA, zA, iξ)] . (A.31)
At the planar interface, we need to find
trG (zA, zA, iξ) = G
(11)
s (zA, zA, iξ) ,
=
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk1z
×
[
R
(11)
M Meon
(k1z)Me
on
(k1z) +R
(11)
N Neon
(k1z)Ne
on
(k1z)
]
.
(A.32)
Using the trigonometric relationship cos (α± β) = cosα cosβ ∓ sinα sinβ, the Green function
becomes
G(11)s (zA, zA, ω) =
i
4π
∫ ∞
0
dkρ
∞∑
n=0
2− δn0
kρk1z
{
R
(11)
M
[
n2
ρ2
J2n (kρρ) +
(
d
dρ
Jn
(
k2ρ
))2]
+
R
(11)
N
k2
[
−k21z
(
d
dρ
Jn (kρρ)
)2
− k
2
1zn
2
ρ2
J2n (kρρ) + k
4
ρJ
2
n (kρρ)
]}
ei2k1zzA .
(A.33)
Using the following results for series of Bessel functions [141],
J20 (z) + 2
∞∑
k=1
J2k (z) = 1,
2
∞∑
k=n
kΓ (n+ k)
Γ (k − n+ 1)J
2
k (z) =
(2n)!
(n!)2
(z
2
)2n
,
J0 (mR) = J0 (mρ) J0 (mr) + 2
∞∑
k=1
Jk (mρ) Jk (mr) cos (kφ) ,
with R =
√
r2 + ρ2 − 2rρ cosφ, putting φ = 0, one finds
∞∑
k=0
(2− δk0)
[
d
dr
Jk (mr)
]2
= 0.
One finally gets to
G(11)s (zA, zA, ω) =
i
4π
∫ ∞
0
dkρ
kρ
k1z
[
R
(11)
M +R
(11)
N
(
1− 2k
2
1z
k2
)]
ei2k1zzA . (A.34)
Upon substituting
k1z =
√
k2ε1 (ω)µ1 (ω)− k2ρ = i
√
ξ2
c2
ε1 (iξ)µ1 (iξ) + k2ρ = iκ1z,
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with dκ1z =
kρ
κ1z
dkρ, this results in
G(11)s (zA, zA, iξ) =
1
4π
∫ ∞
ξ
c
dκ1z
[
R
(11)
M −R(11)N
(
2κ21zc
2
ξ2
− 1
)]
e−2κ1zzA . (A.35)
For the particular cases where we do not need the trace of the Green function, the equal–
position Green tensor for a semi–infinite half space which contains for z < 0 a homogeneous,
dispersing and absorbing magnetodielectrics medium reads for z > 0
G (r, r, ω) =
i
8π
∫ ∞
0
dkρ
kρ
k1z
e2ik1zzA

R
(11)
M


1 0 0
0 1 0
0 0 0


+R
(11)
N
c2
ω2


−k21z 0 0
0 −k21z 0
0 0 2k2ρ



 .
(A.36)
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Appendix B
Fresnel coefficients
Electromagnetic waves propagating in a planarly layered, isotropic medium can be reduced to
the study of two uncoupled scalar wave equations which can be reduced to one–dimensional
wave equations [92]. In the source–free case, the vector wave equations can be reduced to two
scalar equations that are decoupled from each other. They characterize two types of waves,
the transverse electric TE (or s–polarization, or ⊥), where the electric field is transverse to the
directions where µ and ε vary and the transverse magnetic TM waves (or p–polarization, or ‖),
where the magnetic field is transverse to that direction.
At the interface the phase of the incident, reflected and transmitted waves (see Fig. B.1)
must be equal
(ki · r− ωit) = (kr · r− ωrt) = (kt · r− ωtt) . (B.1)
From r = 0, it follows that ωi = ωr = ωt and, from t = 0, ki · r = kr · r = kt · r, which means
that all propagation vectors lie in the same plane.
Boundary conditions at the interface of the two media can be derived from the fundamental
boundary conditions of Maxwell’s equations that require that nˆ×E and nˆ×B be continuous in
a source free region [6]. For TE waves, we find the following relations for the field amplitudes,
Ei + Er = Et, (B.2a)
Bi cos θi −Br cos θr = Bt cos θt, (B.2b)
In the same way, for TM waves, the boundary conditions will show us
Bi +Br = Bt, (B.3a)
Ei cos θi − Er cos θr = Et cos θt, (B.3b)
where from reflection law one knows θi = θr. The amplitude of the electric and magnetic field
are related as E = cB/n, where n is the refractive index.
The calculations in this Appendix are based on Ref. [92]. Let us consider an incident TE
wave on a planar surface, where the electric field sticks in and out of the incident plane, for both
regions one can reduce this to a one dimensional problem. In the upper half–space, medium
1, both incident and reflected waves are present and on the lower half, medium 2, only the
transmitted wave, such that
e1y (z) = e0e
−ik1zz +RTEe0e
ik1zz, (B.4)
e2y (z) = TTEe0e
−ik2zz, (B.5)
where RTE and TTE are the ratio of the amplitude of the reflected and transmitted wave to the
amplitude of the incident wave and kiz =
√
k2i − k2x and k2i = ω2µiεi.
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Medium 1
Medium 2
ε2(ω), µ2(ω)
ε1(ω), µ1(ω)
z
x
(i)
(r)
(t)
θi θr
θt
Et = Et0e
i(kt·r−ωt)
Er = Er0e
i(kr·r−ωt)Ei = Ei0e
i(ki·r−ωt)
Figure B.1: Reflection and transmission of a plane wave at an interface.
From Eqs. (B.2) at z = 0, one arrives
e0e
−ik1zz +RTEe0e
ik1zz = TTEe0e
−ik2zz z=0−−→ 1 +RTE = TTE,
µ−11k1ze
−ik1zze0 (1−RTE) = µ−12 k2zTTEe0e−ik2zz z=0−−→
k1z
µ1
(1−RTE) = k2z
µ2
TTE,
where in order to simplify them we have to recall the relations kz = k cos θ and n = ck/ω.
The Fresnel reflection and transmission coefficients for TE fields can be found by solving the
previous equations
RTE =
µ2 (ω) k1z − µ1 (ω) k2z
µ2 (ω) k1z + µ1 (ω) k2z
, (B.6a)
TTE =
2µ2 (ω) k1z
µ2 (ω) k1z + µ1 (ω) k2z
. (B.6b)
For the TM fields, where the electric field is in the plane of incidence, the same procedure
can be performed. One starts with
h1y (z) = h0e
−ik1zz +RTMh0e
ik1zz,
h2y (z) = h0e
−ik2zzTTM ,
using the boundary conditions Eq. (B.3), the Fresnel coefficients are
RTM =
ε2 (ω) k1z − ε1 (ω) k2z
ε2 (ω) k1z + ε1 (ω) k2z
, (B.7a)
TTM =
n1
n2
2ε2 (ω) k1z
ε2 (ω) k1z + ε1 (ω) k2z
. (B.7b)
The relations between the Fresnel coefficients are given by
1 +RTE = TTE, (B.8)
1 +RTM =
n2
n1
TTM. (B.9)
Those come directly from the boundary conditions of the fields at the interface.
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Figure B.2: Reflection from a three–layer medium
B.1 Three–layer medium
Extending the two–layer medium to a three–layer medium (see Fig. B.2) is quite straight for-
ward. Once again we start by looking at an incident TE wave, in the medium 1, 2 and 3 the
waves can be written as
e1y = A1
[
e−ik1zz+R˜12e
2ik1zd1+ik1zz
]
,
e2y = A2
[
e−ik2zz+R23e
2ik2zd2+ik2zz
]
,
e3y = A3e
−ik3zz. (B.10)
where R˜12 is the reflection coefficient for a downgoing wave in medium 1 and the upgoing wave
amplitude at the interface z = −d1 and R23 is the reflection coefficient for a downgoing wave
in the medium 2 reflected by the region 3.
By imposing the boundary conditions at the interface, the unknown parameters A1,2,3 and
R˜12 can be found
A2e
ik2zd1 = A1e
ik1zd1T12 +R21A2R23e
2ik2zd2−ik2zd1 ,
A1R˜12e
ik1zd1 = R12A1e
ik1z + T21A2R23e
2ik2zd2−ik2zd1 .
Solving the previous equations one finds
A2 =
T12A1e
i(k1z−k2z)d1
1−R21R23e2ik2z(d2−d1)
,
R˜12 = R12 +
T12R23T21e
2ik2z(d2−d1)
1−R21R23e2ik2z(d2−d1)
. (B.11)
R˜12 is the generalized reflection coefficient for the three–layer medium that relates the amplitude
of the upgoing wave to the amplitude of the downgoing wave in region 1. Since, for TE modes
the condition Tij = 1 + Rij holds, and for the cases where Rij = −Rji, the above can be
simplified as
R˜12 =
R12 +R23e
2ik2z(d2−d1)
1−R21R23e2ik2z(d2−d1)
. (B.12)
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In a general N–layer medium, the generalized reflection coefficient at the interface between
region i and i+ 1, R˜i,i+1 can be written as
R˜i,i+1 = Ri,i+1 +
Ti,i+1R˜i+1,i+2Ti+1,ie
2iki+1,z(di+1−di)
1−Ri+1,iR˜i+1,i+2e2iki+1,z(di+1−di)
. (B.13)
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Appendix C
Simple model for the permittivity:
the Drude–Lorentz model
The simplest model for the conductivity of a material was developed originally by Drude. It
states that, in a metal where there are a certain number n0 of electrons per unit volume, the
electrons are free to move under the action of applied electric fields, nevertheless they are subject
to damping forces due to collisions [75].
If we consider a very low density, we can assume that the local electric field is the same as
the applied field where we can neglect the difference between the applied electric field and the
local field. The equation of movement of an electron with charge −e connected by a harmonic
force in an electric external field E (r, t) is
m
[
d2r
dt
− γ dr
dt
+ ω20r
]
= −eE (r, t) , (C.1)
where γ is the damping constant and ω20 =
k
m
. The original Drude model considered that the
electrons were not bound to atoms, meaning that ω0 → 0, which is a good approximation to
the case of electrons in a metal. The Drude–model was extended later by H.A. Lorentz, also
known as the Drude–Lorentz model, and treats the electrons as damped harmonically bound
particles subject to external electric fields and thus, include ω0 6= 0.
The effects of the magnetic field can be neglected for rapidly oscillating fields, E = E0e
−iωt,
where E0 is the electric field at the average position of the electron. The polarization P is given
by P = Np, where p = −er. Assuming r = r0e−iωt, then
m
(−ω2r− iωγr+ ω20r) = −eE (r, t) (C.2)
and
p = −er = e
2E0
m
(
ω20 − ω2 − iωγ
) . (C.3)
If there are N molecules per volume unit with Z electron, where fi electrons have connecting
frequency ωi and damping constant γi, one finds
P = N
∑
i
fi
e2E0
m
(
ω2i − ω2 − iωγi
)E0. (C.4)
By the definition P = χE, the electric susceptibility becomes
χ (ω) =
N e2
mε0
∑
i
fi
1
ω2i − ω2 − iωγi
, (C.5)
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Table C.1: Drude parameters for various conductors. Values are taken from Ref. [142].
Material ωp (rad/s) γ (rad/s)
Au 1.37× 1016 4.12× 1013
Al 2.25× 1016 1.22× 1014
Cu 1.12× 1016 4.41× 1013
Fe 6.23× 1015 2.79× 1013
Ni 7.44× 1015 6.53× 1013
ITO 3.33× 1015 1.68× 1014
where ωp =
√
N e2
ε0m
is the plasma frequency. With ε (ω) = ε0 (1 + χ (ω)) we find
ε (ω) = ε0
[
1 +
∑
i
fi
ω2p
ω2i − ω2 − iωγi
]
. (C.6)
In the Drude model limit where ω0 → 0, we find,
ε (ω) = ε0
[
1−
∑
i
fi
ω2p
ω2 + iωγi
]
. (C.7)
One can find the Drude parameters for various conductors in the Table C.1.
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Appendix D
Evaluating dipole matrix elements
D.1 Schro¨dinger equation for Rydberg atoms
The wavefunction for hydrogen–like atoms, such as Ryberg atoms can be found by solving the
Schro¨dinger equation for the valence electron moving in the central potential of the nucleus and
core electrons which is given by[
− ~
2
2m
∇2 − e
2
4πε0r
]
ψ(r) = [En + Vd(r)]ψ(r) (D.1)
where Vd(r) = αd/2r
4 takes into account the polarization of the cloud of inner electrons that
surround the nucleus. Due to the symmetry of the problem, one writes the Laplace operator in
spherical coordinates such as
∇2 = 1
r2
∂
∂r
(
r2
∂
∂r
)
+
1
r2 sin θ
∂
∂θ
(
sin θ
∂
∂θ
)
+
1
r2 sin2 θ
∂2
∂φ2
. (D.2)
The wavefunction ψ(r) can be separated into angular and radial equations in the usual way
ψ(r) = R(r)Y (θ, φ), so that
− ~
2
2m
[
Y (θ, φ)
r2
d
dr
(
r2
dR(r)
dr
)
+
R(r)
r2 sin θ
∂
∂θ
(
sin θ
∂Y (θ, φ)
∂θ
)
+
R(r)
r2 sin2 θ
∂2Y (θ, φ)
∂φ2
]
+
[
− e
2
4πε0r
− En − V (r)
]
R(r)Y (θ, φ) = 0 (D.3)
Multiplying by −2mr2/~R(r)Y (θ, φ) one finds[
1
R(r)
d
dr
(
r2
dR(r)
dr
)]
− 2mr
2
~2
[
− e
2
4πε0r
− En − Vd(r)
]
= −
[
1
sin θY (θ, φ)
∂
∂θ
(
sin θ
∂Y (θ, φ)
∂θ
)
+
1
sin2 θY (θ, φ)
∂2Y (θ, φ)
∂φ2
]
. (D.4)
Since the r.h.s. does not depend on the variable r and the l.h.s. does not depend on the
variables θ, φ, it is possible to write[
1
R(r)
d
dr
(
r2
dR(r)
dr
)]
− 2mr
2
~2
[
− e
2
4πε0r
− En − Vd(r)
]
= l(l + 1), (D.5)
1
Y (θ, φ)
[
1
sin θ
∂
∂θ
(
sin θ
∂Y (θ, φ)
∂θ
)
+
1
sin2
∂2Y (θ, φ)
∂φ2
]
= −l(l + 1). (D.6)
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The solutions to the angular part are the well–known spherical harmonics, those are the
solutions to the angular part of any potential with spherical symmetry. To solve the radial part
we introduce the variable change u(r) = rR(r) so that
dR(r)
dr
=
[
r
du(r)
dr
− u(r)
]
1
r2
,
d
dr
[
r2
dR(r)
dr
]
= r
d2u(r)
dr2
.
Then we find
d2u(r)
dr2
− 2m
~
[
− e
2
4πε0r
− En − V (r) + ~
2
2m
l(l + 1)
r2
]
u(r) = 0. (D.7)
To evaluate the solutions to the radial equation we usually need to resort to numerical methods.
In numerical physics the Numerov method is normally used to find solutions of the radial
Schro¨dinger equation for arbitrary potentials.
D.2 Numerov method
Numerov method is a numerical technique which allow us to integrate a second–order differential
equations. In the absence of the first derivative,
d2f
dx2
+ k(x)f(x) = 0. (D.8)
Numerov method tries to achieve an extra precision in the approach to the second derivative.
In the limit when h→ 0 the second derivative can be written as
f ′′(x) =
f(x+ h)− 2f(x) + f(x− h)
h2
. (D.9)
Performing the Taylor expansion of the function f(x) one finds
f(x+ h) = f(x) + hf ′(x) +
h2
2
f ′′(x) +
h3
3!
f ′′′(x) +
h4
4!
f ′′′′(x) + · · · ,
f(x− h) = f(x)− hf ′(x) + h
2
2
f ′′(x)− h
3
3!
f ′′′(x) +
h4
4!
f ′′′′(x) + · · · .
Adding both equations one gets to
f(x+ h) + f(x− h) = 2f(x) + h2f ′′(x) + h
4
12
f ′′′′(x) +O(h6),
rearranging we find
f ′′(x) =
f(x+ h) + f(x− h)− 2f(x)
h2
− h
2
12
f ′′′′(x) +O(h6). (D.10)
If one wants to solve Eq. (D.9), in order to eliminate errors to the fourth derivative one
applies the operator 1 +
h2
12
d2
dx2
so
f ′′(x) +
h2
12
f ′′′′(x) + k(x)f(x) +
h2
12
d2
dx2
(
k(x)f ′′′′(x)
)
= 0 (D.11)
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Substituting this result to the approximation Eq. (D.10), one sees that the terms of fourth order
cancel to find the result
f(x+ h) + f(x− h)− 2f(x)
h2
+ k(x)f(x) +
h2
12
d2
dx2
[
k(x)f ′′′′(x)
]
+O(h6) = 0 (D.12)
Substituting one will finally find
f(x+ h) =
Cxf(x)− Cx−hf(x− h)
Cx+h
(D.13)
where
Cx = 2 +
5h2
6
k(x),
Cx−h = 1− h
2
12
k(x− h),
Cx+h = 1− h
2
12
k(x+ h), (D.14)
Given appropriate bounds in x at which the integration is to begin and to end, Eq. (D.13) may
be used to compute the value f(x+ h) given those of f(x) and f(x− h), or the value f(x− h)
knowing f(x+ h) andf(x).
Numerical method
In order to numerically solve the radial equation, let us start by defining a dimensionless variable
x = r/a0, where a0 = 4πε0~
2/me2 is the Bohr radius, then Eq. (D.7) becomes
d2u(x)
dx2
+
[
2
x
+
2ma20
~2
En +
α∗d
2x4
− l(l + 1)
x2
]
u(x) = 0, (D.15)
where α∗d = 9.023 in atomic units for the case of rubidium. For numerical purposes it is better
to rescale the dimensionless distance and the radial wavefunction. This rescaling lengthens
the period of the oscillations of the radial wavefunction near the core, avoiding the numerical
problems that appear when computing highly oscillatory functions, so we set v =
√
x and
χ(v) = u(v2)/
√
v to transform Eq. (D.15) into
d2χ(v)
dv2
−
[
(2l + 3/2)(2l + 1/2)
v2
− 4Env
2
R∞
− 8− 2α
∗
d
v6
]
χ(v) = 0, (D.16)
where R∞ =
~2
2ma20
is the Rydberg constant (in units of energy).
D.3 Dipole matrix elements
The dipole matrix element of a given atomic transition from one state ψ1(r) to another state
ψ2(r) is given by
d = 〈er〉 =
∫
d3~rψ∗2(r) erψ1(r) (D.17)
Taking into the account the decomposition of the wavefunction into its radial R(r) and
angular part Y (θ, φ), the integral may be expressed as∫ ∞
0
dr er2R∗n2l2Rn1l1
∫
dΩY ∗n2l2 eˆ · rYn1l1
=
∫ ∞
0
dr er3R∗n2l2Rn1l1
∫
dΩY ∗n2l2 eˆ · rˆYn1l1 , (D.18)
with eˆ = (ex, ey, ez).
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Radial part
So for the calculation of the radial part one needs to calculate the radial wavefunction as we
have shown in the Section D.2. With the changes of variables performed, the radial integral is
transformed in∫ ∞
0
dr er3R∗n2l2Rn1l1 = 2ea0
∫ ∞
0
dv v2χ∗n2,l2v
2χn1,l1 . (D.19)
Angular part
To evaluate the angular part
〈
l′j′m′j
∣∣ eˆ · rˆ |ljmj〉, we first convert it to a mlms basis where ml
is the quantum number for the z−component of the orbital momentum and ms the quantum
number for the z−component of spin. The transformation is performed by
〈
l′j′m′j
∣∣ eˆ · rˆ |ljmj〉 = ∑
mlm
′
lms
Cj,l,1/2mj ,ml,msC
j′,l′,1/2
m′j ,m
′
l,m
′
s
〈
Yl′m′l
∣∣∣ eˆ · rˆ |Ylml〉 (D.20)
It is possible to express eˆ · rˆ in terms of spherical harmonic functions such that
eˆ · rˆ = ex sin θ cosφ+ ey sin θ sinφ+ ez cos θ
=
√
4π
3
(
ezY10 +
−ex + iey√
2
Y11 +
ex + iey√
2
Y1−1
)
. (D.21)
Then the angular part reduces to perform the integral∫ 2pi
0
dφ
∫ pi
0
sin θdθ Yl1,ml1 (θ, φ)Yl2,ml2 (θ, φ)Yl3,ml3 (θ, φ) =√√√√ 1
4π
3∏
i=1
(2li + 1)
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
ml1 ml2 ml3
)
(D.22)
The integral with three spherical harmonics can be computed using the Clebsch–Gordan coef-
ficients which are tabulated.
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Appendix E
Introduction to surface
plasmon–polaritons
Surface polaritons appear at the interface of two mediums. They represent particular solutions
of Maxwell equations which correspond to waves propagating in parallel to the interface and
whose amplitude decreases exponentially when moving away from the surface. This is the reason
why they are called surface waves because they stay confined to the proximity of the surface.
This Appendix is an introductory chapter to the physics of surface polaritons. We will
focus on the conditions of existence of surface waves on an interface separating vacuum of any
material. It is important to separate two specific cases: the plasmon–polaritons at a metal
surface and phonon–polariton surface for a polar material, which will be our case of study.
There are good references on this subject, for an introduction see solid–state physics books
such as Ashcroft and Mermin [75] or Kittel [74].
E.1 Bulk polaritons in a crystal
Let us describe the interactions that may exist between phonons (vibrational quanta of energy)
and photons (electromagnetic quanta of energy). Phonons may have mechanic, phonic or ther-
mal origin, they are associated with elastic waves which propagate inside a crystal via vibration
of different atomic (or ionic) planes which constitute them. They can be of two types, the
longitudinal phonons, where the vibration is parallel to the vector wave or propagation, and the
transversal phonons, where the vibration is perpendicular to the wave vector.
In a monoatomic crystal, for one given wave vector there is a acoustic longitudinal phonon
and two acoustic transversal phonons. Acoustic phonons are coherent movements of atoms of
the lattice out of their equilibrium positions. For a crystal with more than one atom (different
charge or mass), instead of the only three distinct branches in the dispersion relation, more
branches appear. These new branches correspond to optic phonons because they have high
frequencies than the acoustic phonons. Optical phonons are out–of–phase movement of the
atoms in the lattice, which means that if one atom moving to the left then its neighbour to
the right. The optic modes produce a non–zero dipolar moment which may be excited with an
electric field. The coupling phonon–photon is called polariton. A polariton can only exist in
polar crystals and between a transverse optical phonon and a transverse electromagnetic wave.
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Figure E.1: Geometry of the system in study.
E.2 Surface plasmon–polaritons
Consider a system where space is divided in two linear, non–magnetic half–infinite media, see
Fig. E.1. They are separated by a plane interface at z = 0 where for z < 0, ε (ω) = ε1 (ω) and for
z > 0, ε (ω) = ε2 (ω). In this geometry, it is possible to describe waves, which are solutions for
the Maxwell’s equations, propagating in parallel to the interface and whose amplitude decreases
exponentially with the distance from the interface. From the boundary conditions of Maxwell’s
equations, it is possible to see that these surface wave solutions are always transverse magnetic
(polarization p) and no surface TE (polarization s) waves can exist [143].
Considering a propagating electromagnetic wave given by
E = E0 exp [i (Kx+ kzz − ωt)] . (E.1)
The boundary conditions for a electromagnetic wave at the interface between two materials are
kz1
ε1
+
kz2
ε2
= 0
K2 + k2zi = εik
2
0, i = 1, 2
(E.2)
where k0 = ω/c. Solving both equations one finds the dispersion relation for the wave vector
parallel to the wave surface as
K2 = k20
ε1 (ω) ε2 (ω)
ε1 (ω) + ε2 (ω)
. (E.3)
This equation is the dispersion relation of a surface polariton.
Considering a medium 2 where the propagation is done with no attenuation, which means
ε2 (ω) is positive and real, the surface polariton can only exist for ε1 < 0, and we call it the
active medium. Also, K will not be real if ε1 + ε2 < 0 → ε1 < −ε2. For our purpose of study,
medium 2 consists of free space, thus ε2 (ω) = 1 for all ω, and the surface polariton can only
exist for ε1 < −1.
Let us, for purposes of simplicity, consider the Drude oscillator model without losses, where
ε (ω) = 1− ω
2
P
ω2
. (E.4)
At low K, the surface polariton behaves like a photon, ω = cK. However, as K →∞ increases,
the dispersion relation bends over and reaches a horizontal asymptotic limit corresponding to
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Figure E.2: Dispersion relation of a surface polariton. Adapted from [143].
the surface polariton frequency, see Fig. E.2. The surface polariton frequencies ωSP are the
ones that satisfy ε (ωSP ) = −1,
ωSP =
ωp√
2
. (E.5)
For the case of a material with losses, Γ 6= 0 and ε (ω) becomes complex number εi = ε′i + iε′′i .
So the dispersion relation of the surface polariton can be written as
K = K ′ + iK ′′
=
[
k0
(
ε′1ε2
ε′1 + ε2
)1/2]
+ i
[
k0
(
ε′1ε2
ε′1 + ε2
)3/2 ε′′1
2ε
′2
1
]
.
(E.6)
Looking at the dispersion relation we realize that ω and K are also complex. One solution
cannot be found because the dispersion function does not provide two independent equations
and we have four unknowns Re (ω), Im (ω) , Re (K) and Im (K).
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