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Zusammenfassung
In dieser Arbeit untersuchen wir die Normalformtheorie eindimensionaler
Fermi-Pasta-Ulam-Ketten. Wir zeigen, dass ungerade periodische Ketten sowie
Ketten mit Dirichlet-Randbedingungen eine Birkhoff-Normalform vierter Ord-
nung zulassen, die zudem in fast allen Fa¨llen Kolmogorovs Nichtentartungsbe-
dingung erfu¨llt, sodass wir das klassische KAM-Theorem anwenden ko¨nnen, was
eine seit langem bestehende Vermutung besta¨tigt.
Fu¨r gerade periodische Ketten erhalten wir eine resonante Normalform vier-
ter Ordnung, von der wir zeigen, dass sie integrierbar ist. Zudem analysieren
wir die Bla¨tterung des Phasenraums dieser integrablen Approximation gerader
periodischer Ketten in Niveaumengen der Integrale.
Abstract
In this thesis we study the normal form theory of one-dimensional Fermi-
Pasta-Ulam chains. We prove that odd periodic chains and chains with Dirichlet
boundary conditions admit a fourth order Birkhoff normal form, which satisfies
Kolmogorov’s nondegeneracy conditions for almost all parameter values. Hence
we can apply the classical KAM theorem to these types of chains, thereby prov-
ing a long standing conjecture.
For even periodic chains we obtain a resonant fourth order normal form,
which we show to be integrable. Furthermore we analyze the foliation of the
phase space of this integrable approximation of even periodic chains into level
sets of the integrals.
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Introduction
And certainly the atoms did not move by volition,
nor did they place themselves by sharp intelligence,
nor did they agree what movements to produce,
but they, being many and moving about in many ways,
are constantly being buffeted and given motion,
and by trying every kind of combination
and motion, finally they fall into the arrangements
and the patterns of which the sum of things consists.
Lucretius [50] (Book I, lines 1021-1028)
The Fermi-Pasta-Ulam problem
The simulations performed in the early 1950’s by the physicist Enrico Fermi
(1901-1954), the computer scientist John Pasta (1918-1981), and the mathe-
matician Stanislaw Ulam (1909-1984), in a “professional configuration foreshad-
owing the disciplinary alliance of the future” [84], can without exaggeration be
considered as having revolutionized the field of dynamical systems, which for
about half a century had seen less progress than other areas of mathematical
physics such as quantum mechanics and general relativity.
Before discussing the simulations of Fermi, Pasta, and Ulam (in the sequel
called “FPU”) and their paradoxical outcome in greater detail, let us briefly “set
the stage” by giving a quick review of the situation in the field of dynamical
systems in the middle of the twentieth century.
The entire history of the theory of mechanics, and in particular dynamical
systems, is also a history of mutual influence between mathematical and physical
research, a process which is continuing until the present time. The formaliza-
tion of mechanics at the beginning of the seventeenth century is associated with
the names of Galileo Galilei (1564-1642) and Johannes Kepler (1571-1630), who
discovered some of the laws of terrestrial and celestial mechanics, respectively.
It was Isaac Newton (1643-1727), who showed that the phenomena in these two
areas could actually be described by the same principles, for the formulation of
which he also (co-)invented calculus. The laws of mechanics were then refor-
mulated by Joseph-Louis Lagrange (1736-1813) and William Rowan Hamilton
ix
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(1805-1865), who formulated them in terms of evolutions in configuration and
phase space, respectively, and it is the framework of Hamilton which is still
widely used to describe (classical) mechanical systems, but which also turned
out to be a suitable starting point for the description of quantum-mechanical
systems. An important contribution was Joseph Liouville’s (1809-1882) theo-
rem stating that if the energy of a system is conserved, then any volume of
initial conditions in phase space must be conserved throughout the evolution.
Towards the end of the nineteenth century, the investigation of physical systems
with a (very) large number of particles led to the new field of statistical me-
chanics (pioneered, among others, by Ludwig Boltzmann (1844-1906)), which
soon was (and still is) interwoven with probability theory, since the macroscopic
description of such systems primarily consists of probabilistic statements.
On the other hand, it was Henri Poincare´ (1854-1912) who pioneered the
qualitative study of dynamical systems, since it soon became clear that many
important systems could not be solved analytically. Poincare´ also developed
the method of perturbations to investigate systems which could be considered
as small perturbations of an integrable system, and it is precisely this method
that Kolmogorov used half a century later in his seminal work. And even though
Kolmogorov applied this method to systems which are not a priori described sta-
tistically, the main result of his theory is a statement of somewhat probabilistic
nature - we will formulate it precisely in this thesis.
As mentioned above, in the first half of the twentieth century, despite some
important contributions e.g. by George David Birkhoff (1884-1944), the theory
of dynamical systems did not evolve as rapidly as other areas of mathematical
physics. A lot of work was devoted to the notion of ergodicity, and most people
believed in the “ergodic hypothesis”, namely that arbitrarily small perturbations
could turn an integrable system into an ergodic one (on each energy surface).
Ironically, it was Fermi [19] himself who published a “proof” of this hypothesis,
which however later turned out to be incorrect.
When the MANIAC-I computer was built in 1952 by the Theoretical Division
(headed by Nicholas Metropolis (1915-1999)) of the Los Alamos National Labo-
ratory, it was Fermi’s ingenious idea to use it also as a tool for the simulation of
physical systems. Thus he proposed to test the ergodicity hypothesis mentioned
above on a comparatively simple system. Precisely, he intended to observe en-
ergy sharing among nonlinearly coupled rigid masses in one-dimensional chains
with fixed endpoints (in the sequel called FPU chains). However, instead of the
expected outcome, the results would eventually turn out to be “a challenge for
the foundation of physics” [13]. Let us first briefly turn to a system of linearly
coupled masses.
The behavior of such a system, i.e. a system in which the force on each mass
point depends linearly on the distance between itself and its two nearest neigh-
bors, is completely predictable and best described in terms of normal or Fourier
modes, in which the Hamiltonian (the total energy) of the system is the sum of
the energies of the single modes, i.e. the system can be described as a system
of uncoupled harmonic oscillators with no exchange of energy between different
modes. When the forces between the masses are assumed to be nonlinear, as in
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the setup of FPU’s simulation, additional coupling terms appear in the Hamil-
tonian, which according to the principles of statistical mechanics led Fermi to
the expectation that the energy would eventually be equally distributed among
the different modes (equipartition), or, as Weissert [84] puts it, “energy should
march through the sequence of harmonic modes like champagne spilling down a
pyramid of glasses”. It was the intent of the FPU experiments to measure the
rate of this expected “thermalization”. The number of particles was chosen as
16, 32, or 64 (apparently related to the binary arithmetic of the computer used
for the simulation), and the simulations were performed over 14’000 to 19’000
time cycles.
However, this thermalization was not observed, the energy was not equipar-
titioned among the Fourier modes. As initial condition, the entire energy was
concentrated in the first mode, and it never seemed to be dispersed beyond the
first few modes. More precisely, the energy seemed to oscillate between these
first few modes in a “quasi-periodic” way. As stated in [16], the FPU “paradox”
(as the results were henceforth called) “shows that nonlinearity is not enough to
guarantee equipartition of energy”. This apparent contradiction to the expec-
tations demanded an explanation - however, at the time (1954), there was no
general theory accomplishing this task, and Fermi immediately recognized the
importance of the observations. Unfortunately, due to his death in November
1954, he could not contribute to resolving the paradox any more - his death also
considerably delayed the publication of the surprising results. The year in which
the report [20] of Fermi, Pasta, and Ulam was finally published (1955) is now
widely considered as the “birth” of the FPU problem, and in the last few years
numerous reviews on the history of the FPU problem have been published (see
e.g. [23, 12, 7, 88]), especially at the occasion of the fiftieth centenary (2005) of
the publication of the original report.
Since then, various explanations have been offered to explain the surprising
results of the FPU simulations. Following the review articles [7] or [16], one can
distinguish two types of explanations, the perturbative and the “soliton-based”
approaches. In this thesis, we primarily follow the former approach and show
that for all three types of chains and all parameter values, the FPU Hamilto-
nian can be approximated by an integrable system up to fourth order. In other
words, we construct a fourth-order integrable model for FPU chains. Further-
more, in the case of the odd periodic and the Dirichlet chains, we show that for
almost all parameter values, the KAM theorem can be applied locally around
the equilibrium point. The KAM theorem is a result by Andrej Kolmogorov
(1903-1987), Vladimir Arnol’d (*1937), and Ju¨rgen Moser (1928-1999) assert-
ing that the “majority” of the orbits of a slightly perturbed integrable system
remains quasi-periodic, under a certain nondegeneracy condition on the frequen-
cies of the unperturbed system. We will return to it in a moment and precisely
state it in chapter 2.
Even though we thus rigorously confirm the long-standing conjecture that
the KAM theorem can be applied to FPU chains, it seems unlikely that this
already “explains” the FPU paradox, since it remains unclear whether the en-
ergy levels and initial conditions chosen by Fermi, Pasta, and Ulam fit into the
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“scheme” of the KAM theorem. In particular, since the admissible energy levels
for our application of KAM to FPU appear to be becoming smaller and smaller
as the number of particles tends to infinity, it seems rather unlikely that the
KAM theorem is sufficient for the desired explanation of the FPU paradox.
However, we do not only rely on the KAM theorem, we also plan to numer-
ically implement the dynamics of our integrable fourth-order approximation. If
such an implementation would produce results close to FPU’s original results,
we think that this would be a considerable contribution towards an explanation
of the FPU paradox.
Perturbative approaches were however already proposed before the KAM
theorem became well-known among mathematical physicists. The first analyti-
cal approach to the FPU problem was given by Ford [21] in 1961, arguing that
the missing ergodicity in the FPU was based on arithmetical properties of the
unperturbed chain (here, contrary to the approach to be developed in this thesis,
“unperturbed” means the system of uncoupled harmonic oscillators). Further
work in this direction was done by Jackson [39, 40] and Ford and Waters [22].
The KAM theorem then provided new and strong theoretical support to
the claim that “typical” nonlinear systems exhibit nonergodic behavior. Note
that although Kolmogorov’s original work dates from 1954 and the proofs of
his conjecture by Arnol’d and Moser from 1962 and 1963, it took some time
before their work became well known among the phycisists working on the FPU
problem. It is interesting to note that although “FPU” and “KAM” started
more or less in the same year - 1954 -, it took at least a decade before it
was realized that the latter possibly could contribute to the explanation of the
former. This delay was probably caused or at least prolonged by political reasons
(since “FPU” originally was a primarily American and “KAM” a primarily
Soviet research area).
The first connection between FPU and KAM was made by Izrailev and
Chirikov [38] in 1966. However, in this paper it was not rigorously proved
that the FPU system actually fulfills the hypotheses of the KAM theorem,
the discussion was more about the admissible relative size of the perturbation
beyond which the stability asserted by the KAM theorem would “break down”,
leading to what today is called “strong stochasticity threshold” (some results in
this direction can e.g. be found in [89, 61]). The KAM theorem then became
widely known in the physics community through the article by Walker and Ford
[83] where it was primarily discussed as a possible explanation of the results of
the He´non-Heiles simulation [31], a connection first observed by Gustavson [29].
Whereas after the discovery of the integrability of the Toda lattice [18, 30, 51],
it was clear that the three-particle He´non-Heiles-system could be treated as a
perturbation of the (three-particle) Toda lattice, this remained unclear in the
case of FPU chains (with an arbitrary number of particles).
In the 1960’s, the Japanese school around Saito, Hirooka, and Toda also
became active in the research on the dynamics of nonlinear chains, in the be-
ginning however completely unaware of the (at the time still largely American)
discussion of the FPU results. These Japanese researchers even started their
own numerical simulations, and according to [16] obtained results which some-
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what resembled the FPU results, but they only published them after having
finally learned about the FPU experiments.
In the subsequent years, the only significantly new approach towards the
application of the KAM theorem to FPU chains was Nishida’s idea [58] of using
Birkhoff normal forms to obtain a nondegenerate integrable system, which was
further elaborated by Sanders [75]. The transformation to these Birkhoff normal
forms however requires the validity of certain nonresonance conditions, which
Nishida did not prove. It was only recently that Rink [70] proved Nishida’s con-
jecture, i.e. actually carried through the transformations rigorously in certain
special cases of the parameter values. In the general case, this has not been fully
accomplished yet - as Weissert notes in his book [84] on (the first 20 years of)
the history of the FPU problem, “Once again, although the claim was made for
KAM as the probable explanation for FPU, the conditions for the theorem had
not been established rigorously”. As already mentioned above, it is one of the
main goals of this thesis to rigorously establish this connection, but with the
somewhat broader goal of obtaining an integrable fourth-order approximation
to the FPU Hamiltonian.
But first let us mention another theorem providing a stability result for
perturbed integrable systems, which is much less well known than the KAM
theorem, namely the results of “Nekhoroshev type” asserting stability of the
motion of the perturbed system under a condition slightly stronger (and more
difficult to check) than Kolmogorov’s nondegeneracy, namely “steepness” of
the unperturbed Hamiltonian. However, the results of this type hold for all
sufficiently small perturbations, not just for a majority as in the case of the
KAM theorem. Thus, this type of results is of “deterministic” rather than
“probabilistic” nature, whereas there is the drawback of the slightly stronger
assumptions on the unperturbed Hamiltonian. We will give a brief overview of
Nekhoroshev’s results (and their more recent versions) in section 2.
Another issue to be mentioned in this connection, is the work of the “Italian
school” on the concept of metastability. It can be considered as a refinement of
the research thread initiated by Izrailev and Chirikov connecting FPU chains
and the KAM theorem. This concept was first introduced in [24] and has been
further developed in the sequel. Its main point is the observation of numerical
evidence of the existence of two different time scales. As in FPU’s original
experiments, as initial condition the entire energy is concentrated in the lowest
frequency mode. After a first time scale, one observes (up to an exponentially
small tail) a constant energy distribution among the first few low frequency
modes (on different energy levels), whereas complete equidistribution of energy
among all modes is observed only on a second, much longer time scale. However,
a thorough theoretical justification in particular of this second time scale has
apparently not yet been obtained.
The other approach towards explaining the FPU results consists of consider-
ing the continuum limit of the FPU chain and trying to gain insight into the dis-
cretized chain through an investigation of this continuum limit. It was Zabusky
[85, 86] who first took this approach in 1962 and 1963, and then together with
Kruskal in the famous paper [87] of 1965, where the discovery of “soliton” so-
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lutions of the periodic KdV equation (introduced in 1895 by Korteweg and de
Vries [44]) was reported. By this they meant solitary wave solutions which have
the property of passing through one-another and afterwards almost recovering
their initial state despite the nonlinear interaction. Thus, they found a behavior
which closely resembled the FPU observations. Even though the relation be-
tween the continuous and the discrete models were not made adequately clear
at the time, the discovery of solitons subsequently led to a variety of related
results. In particular, the periodic KdV equation was shown by Gardner et al.
[26, 27] to be completely integrable, which together with the integrability of the
Toda lattice mentioned above strongly suggested that this might explain the
FPU results. However, here the problem is that even though the KdV equation
can be seen as the continuum limit of the FPU and Toda chains (in a sense
which we will not explain precisely, since we do not pursue this approach), it
seems to be difficult to explain how the properties of the continuum limit can
be used to explain the behavior of the original discrete FPU chain. Until now,
there is a lot of research going on in this area, which we cannot exhaustively
discuss. Moreover, the FPU problem also has connections with many other ar-
eas of physics such as e.g. Bose-Einstein condensation and quantum chaos - we
refer to [7] for a review of some of these issues. Furthermore, there is a huge
amount of research on the Toda lattice, a special FPU chain whose especially
strong integrability properties lead to many important conclusions. In particu-
lar, via the “Lax formalism” [47] one can precisely consider the Toda lattice as
a discrete analogue of the KdV equation, and it is one of our ongoing research
projects [32, 33, 34] to develop an analogue of Kappeler and Po¨schel’s normal
form theory for the KdV equation [42] for the periodic Toda lattice.
Concerning the Toda lattice, we emphasize that even though it is not the
subject of this thesis, it has served as a motivation for our work on arbitrary
FPU chains. In particular, it seems to be very important that the family of
dynamical systems given by the family of FPU chains contains an integrable
system, namely the Toda lattice! From a methodological point of view, this
seems to be the “bottom line” of our work.
Of course, the two main threads of explanation of the FPU results, the
perturbative approach and the observation of solitons in the continuum limit,
do not contradict each other - as Weissert [84] notes, “it might also be said that
each of these solutions describes essentially the same phenomenon from a slightly
different perspective”. In any case, the whole history of the FPU problem can
be seen as another excellent example of the mutual influence of physical and
mathematical research - in this case made possible by the availability of digital
computers for scientific research. The research areas “FPU” and “KAM” both
started around 1954, but as already noted, it took more than 10 years before it
was realized that the latter could contribute to the explanation of the former.
Moreover, FPU chains are one of the most prominent examples of systems
outside the realm of celestial mechanics to which the KAM theorem has been
proved to be applicable. This remark holds even more in the case of the Nekhoro-
shev theorem - here we however do not fully investigate for which parameter
values it can be applied, since Nekhoroshev’s original criteria of “steepness” are
xv
quite difficult to check. We only apply a recent version of the theorem proven
by Po¨schel where the steepness is replaced by the stronger notion of convexity
(but which also holds around an elliptic equilibrium and not only around a torus
of full dimension).
Besides contributing to the discussion of the FPU paradox, we also consider
this thesis to be a “case study” in the theory of normal forms and perturbations
of integrable systems, in the sense that we have applied the theoretical tools
of these areas to a specific system (or a specific class of systems) which has
played an important role in the development of dynamics in general. Finally,
in the case of even periodic chains, where it turns out that we cannot directly
apply the KAM theorem due to resonances, our analysis of the geometry of the
moment map of the corresponding integrable system reveals surprisingly rich
dynamics.
To conclude this introduction, let us make some remarks concerning the
epistemological significance of the research on FPU chains. As Weissert [84]
notes, the fact that the obtained results contradicted the assumptions is not the
only issue to be considered: “In the history and philosopy of science, the general
problem of experimental evidence that contradicts the hypothesis underlying
the experiment itself is not new. However, the FPU problem is the first such
case where the evidence came from the results of a simulation instead of an
experiment.”
As remarked in [7], the FPU problem can actually be seen as having initiated
a new method of research in the physical sciences besides theoretical and ex-
perimental physics, namely a “synergetic” cooperation between phycisicts and
computers, a term already used by Ulam [80]. The abundant use of this ap-
proach nowadays (also in many areas outside physics) easily lets us forget that
50 years ago, the use of computers not just as a simple calculational device, but
as a tool for studying “entire” physical systems, was revolutionary. The main
idea of this type of experiments consists of letting theoretical predictions and
numerical studies mutually influence each other, in particular of unexpected
numerical results giving rise to new theoretical insights.
The use of computers as a tool for the simulation of physical processes itself
raises a number of epistemological issues. The main one probably is the question
of why one should believe that results of a simulation actually tell us something
about physical reality. Apart from the problems arising from the discretization
of continuous processes necessary for a numerical implementation, one always
makes some approximations and simplifying assumptions in the formulation of
specific mathematical models. And there are also the philosophical issues of
whether experimenters are biased in the interpretation of the outcomes of their
results by certain implicit assumptions (regardless of whether the experiments
are performed in the laboratory or on a computer). Since it is far beyond the
scope of this thesis to discuss these issues, we just mention some literature where
these questions are discussed, e.g. [82] or [25]. In any case, we are convinced
that the FPU experiments and all the work stimulated by them are an extremely
interesting “case study” for the philosophy and history of science. For instance,
it would be very interesting to investigate in which sense the research on the
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FPU problem and its related issues can be seen as a “paradigm change” in the
sense of Kuhn [45] or how Kuhn’s notions should be further developed in order
to cope with the doubtless “revolutionary” research initiated by the paradoxical
FPU results. We will not discuss these questions in this thesis.
Summarizing our results, we prove that FPU chains can be seen as higher
order perturbations of a fourth order integrable system, and that in the case of
odd periodic and Dirichlet chains the classical KAM theorem can be applied to
these chains locally around the fixed point, i.e. for low energies, for almost all
parameter values. For the even periodic chains, we cannot apply the classical
KAM thoerem, but we investigate the dynamics of the moment map of the cor-
responding integrable system, thereby finding hyperbolic or elliptic dynamics,
depending on suitably chosen bifurcation parameters.
Outline of the thesis
Let us first remark that this thesis essentially is an extended version of our
papers [35] and [36]. In chapter 1 we begin by presenting the formal setup of
the FPU model, thereby emphasizing several special cases of certain parameter
values which are of particular interest. By distinguishing between different
types of parity and boundary conditions, we arrive at three different types of
chains, the odd periodic, the even periodic, and the Dirichlet chains. We then
present all our results on these three types of chains. Whereas for the odd
periodic and the Dirichlet chains we obtain Birkhoff normal forms up to order
four and some nondegeneracy and convexity results, allowing us to apply the
perturbation theory results by KAM and Nekhoroshev, for the even periodic
chain we obtain a resonant normal form up to order four. We show that this
(truncated) resonant fourth order normal form is a completely integrable system
and analyze the foliation of its phase space by the moment map given by its
integrals. In particular, we show that this integrable system exhibits hyperbolic
dynamics.
In chapter 2, we give an overview of the theoretical background of our work.
We first review the notions of a Hamiltonian system and the special case of an
integrable one, and then explain what we mean by a Birkhoff normal form up to a
certain order. Afterwards we discuss the KAM and Nekhoroshev theorems, and
we mention some recent improvements of these theorems which have increased
their applicability by weakening their hypotheses. In particular, we discuss
the different types of nondegeneracy and convexity properties of the Hessian of
the unperturbed Hamiltonian which are necessary for the application of these
theorems.
The following chapter 3 is the central part of the thesis. Here we perform all
computations necessary for the proof of the normal form theorems on our three
types of chains. These computations essentially consist of carrying through a
series of transformations bringing the FPU Hamiltonian into the desired form.
Even though these computations may seem unmotivated, we try to convince
the reader that they are strongly inspired by our work on the periodic Toda
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lattice (which is not contained in this thesis). Nevertheless, all computations
are completely self-contained. We also try to emphasize the crucial role played
by the parity of the number of particles, as in the case of an even number of
particles in the periodic chain there are certain fourth order resonances which
do not appear in the odd case. For Dirichlet chains, we do not have to repeat
all calculations of the periodic chain - it turns out that these chains can be
treated as an invariant submanifold of even periodic chains, and in this special
case of even periodic chains, the fourth order resonances mentioned above are
no obstruction to the transformation to Birkhoff normal form of order four.
Finally, in the general case (of even periodic chains) we prove the integrability
of the truncated fourth order resonant normal form, which comes somewhat
surprisingly, since it was previously assumed that we have this property only in
certain special cases.
Chapter 4 contains the proofs of the theorems on the nondegeneracy and
convexity properties of the Hessian of the odd periodic and Dirichlet chains.
We do not only prove that the Hessian of these two chains is nondegenerate
for almost all parameter values (in a sense to be made precise), we also derive
some explicit formulas and asymptotic estimates for some of the exceptional
parameter values, i.e. those where the Hessian is not nondegenerate. For some of
these exceptional parameter values, we also investigate whether the alternative
notion of isoenergetic nondegeneracy holds.
In chapter 5, the third and last major part of the thesis, we study the
geometry of the phase space of the truncated resonant normal form of the even
periodic chain. We investigate how the moment map given by the integrals
found in chapter 3 foliate this phase space into invariant level sets, and it turns
out that one can find a very rich geometry. Distinguishing between regular and
critical points of the phase space, we perform various reductions depending on
the rank of the differential of the moment map at these critical points in order
to gain further insight into the structure of the level sets associated to these
critical points. In particular, after reducing to two degrees of freedom, we find
four critical points of rank zero, and we obtain a bifurcation in the space of
suitably chosen parameters which determine the type (elliptic or hyperbolic) of
these critical points, and we discuss the question of homo- or heteroclinic orbits.
After another reduction, we briefly discuss the remaining critical points.
Finally, in chapter 6 we discuss the relevance of our results and possible
directions for future research. The question of relevance is not easy to be an-
swered and in particular depends on the results of some ongoing numerical work
implementing some of our transformations.
Almost all proofs of the theorems presented in this thesis contain a lot of
very explicit and tedious computations. Therefore and in order not to destroy
the “direct line of arguments”, we put some of these computations in appen-
dices. Nevertheless, we point out that these appendices are an essential part
of the thesis. Appendix A contains some computations in the transformation
of the odd chain into Birkhoff normal form up to order two, in particular the
(very elementary) reduction to relative coordinates, since we are not interested
in the (linear) motion of the center of mass coordinate. Appendix B contains
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a complete classification of the fourth order resonances - it is essentially an
extended and more detailed version of number theoretic results of the litera-
ture. However, it may be possible to prove (some of) these results using the
integrability of the (full) periodic Toda lattice - as a proof of a number the-
ory result by dynamical systems methods this would also be interesting from a
methodological viewpoint. In Appendix C we give the details of the treatment
of the Dirichlet chain as an invariant submanifold of the even periodic chain.
Appendix D contains the proof of a combinatoral lemma necessary to prove one
of the results on the asymptotic width of the “convexity interval” of the odd
periodic chain. Whereas this result may be of questionable independent inter-
est, we have included it, together with its lengthy proof, because we consider
the combinatorial method of its proof to be of some interest. In Appendix E
we discuss the spectral properties of a matrix which is important for the non-
degeneracy discussion of the Dirichlet chain. Finally, Appendix F contains the
(straightforward) classification of the four fixed points of rank zero of the re-
duced moment map of the truncated resonant normal form of the even periodic
chain mentioned above.
Chapter 1
Results
In this first chapter we state all our results on normal forms and nondegeneracy
properties of one-dimensional FPU chains. First we describe the setup, and then
we list our results and their applications, separated by the type of boundary
conditions and the parity of the number of particles. Whereas the original FPU
simulations were performed for Dirichlet boundary conditions, for the theoretical
treatment it turns out to be convenient to first investigate chains with periodic
boundary conditions and then treat chains with Dirichlet boundary conditions
as an application of the former ones.
1.1 Setup
As explained in the introduction, in this thesis we consider nonlinear chains with
N particles of equal mass, normalized to be one, as introduced by Fermi, Pasta,
and Ulam, and known as FPU chains. Let us now give the precise model of such
chains. A FPU chain consists of a string of particles moving on the line or the
circle interacting only with their nearest neighbors through nonlinear springs.
Its Hamiltonian is given by
HV =
1
2
N∑
n=1
p2n +
N∑
n=1
V (qn − qn+1), (1.1)
where V : R → R is a smooth potential. The corresponding Hamiltonian
equations read (1 ≤ n ≤ N)
q˙n = ∂pnHV = pn,
p˙n = −∂qnHV = −V ′(qn − qn+1) + V ′(qn−1 − qn).
Here qn denotes the displacement of the n’th particle from its equilibrium
position and pn its momentum. We assume either N particles and periodic
1
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boundary conditions,
(qi+N , pi+N ) = (qi, pi) ∀i ∈ {0, 1}, (1.2)
orN ′ (moving) particles and Dirichlet boundary conditions, i.e. fixed endpoints,
q0 = qN ′+1 = 0. (1.3)
We will treat Dirichlet chains as an application of periodic chains with an even
number of particles, hence we first concentrate on periodic chains. Although
Dirichlet chains can thus be viewed “structurally” as an application of the theory
of periodic chains, they are of great independent interest, in particular because
the FPU simulations were originally carried through for chains with Dirichlet
boundary conditions.
Without loss of generality, the potential V : R → R is assumed to have a
Taylor expansion at 0 of the form
V (x) = κ
(
1
2
x2 − α
3!
x3 +
β
4!
x4 + . . .
)
, (1.4)
where κ is the (linear) spring constant normalized to be 1 and α, β ∈ R are
parameters measuring the strength of the nonlinear interaction. The minus sign
in front of the parameter α in the expansion (1.4) turns out to be convenient
for later computations. Substituting the expression (1.4) for V into (1.1), the
corresponding expansion of HV is given by
HV =
1
2
N∑
n=1
p2n+
1
2
N∑
n=1
(qn+1−qn)2+ α
3!
N∑
n=1
(qn+1−qn)3+ β
4!
N∑
n=1
(qn+1−qn)4+. . . . (1.5)
For any FPU chain, the total momentum P = 1N
∑N
n=1 pn is an integral
of motion, and therefore the center of mass Q = 1N
∑N
n=1 qn evolves with con-
stant velocity. Hence any FPU chain can be viewed as a family of Hamiltonian
systems of N−1 degrees of freedom, parametrized by the vector of initial condi-
tions (Q,P ) ∈ R2 with Hamiltonian independent of Q. In particular, for N = 2
any FPU chain is integrable, and hence we will concentrate on the case N ≥ 3.
Further note that for any vector (Q,P ) ∈ R2, the origin in R2N−2 is an equilib-
rium point of the corresponding system. The momentum of such an equilibrium
point is given by the constant vector (p1, . . . , pN ) = P (1, . . . , 1).
The frequencies (ω0k)1≤k≤N−1 of the linearization of an arbitrary FPU chain
at (q, p) = (0, 0) are easily computed to be
ω0k = 2 sin
kπ
N
.
The corresponding resonance lattice is given by{
l = (l1, . . . , lN−1) ∈ ZN−1
∣∣∣N−1∑
k=1
lk sin
kπ
N
= 0
}
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and generated by the vectors l(k), 1 ≤ k ≤ N − 1, defined by l(k) = ek − eN−k,
where ei, 1 ≤ i ≤ N − 1, denotes the standard basis in RN−1.
It turns out that the properties of periodic chains near the equilibrium point
strongly depend on the parity of the number N of particles. If N is odd, these
chains can be transformed into Birkhoff normal form of order four, whereas if N
is even, there are resonances making the analogous transformations impossible.
We do not present a group-theoretic explanation of this fact. On the other hand,
in the case of Dirichlet boundary conditions, the chains with an odd and an even
number N ′ of particles behave similarly, i.e. these chains can be transformed
into Birkhoff normal form of order four, independently of the parity of N ′.
There are some parameter values in the expansion (1.5) which are of special
importance, because of historical, phenomenological, or structural reasons. The
case α = 0 is known as the β-chain, the case β = 0 as the α-chain, and the case
β = α2 is a fourth order approximation of the Toda lattice. The potential of
the full Toda lattice is the exponential function, i.e. V (x) = κe−x, introduced
by Toda [79] and extensively studied in the sequel - for an overview see e.g.
[78]. It turns out that the (full) Toda lattice with periodic boundary conditions
is completely integrable, as was shown independently by Flaschka [18], He´non
[30], and Manakov [51], and as mentioned in the introduction, it is one of our
ongoing projects [32, 33, 34] to develop a normal form theory for the periodic
Toda lattice in analogy to Kappeler and Po¨schel’s work on the periodic KdV
equation [42]. In the sequel, we will however denote by Toda chain any FPU
chain with β = α2.
1.2 Odd periodic chains
For any point (x, y) = (xk, yk)1≤k≤N−1 ∈ R2N−2 we introduce the variables
I = (Ik)1≤k≤N−1 ∈ RN−1 by
Ik =
1
2
(x2k + y
2
k). (1.6)
Further we define the function Hα,β : R
N−1 → R, given by
Hα,β(I) := 2
N−1∑
k=1
sin
kπ
N
Ik+
1
4N
N−1∑
k=1
ckI
2
k+
β − α2
2N
∑
l 6=m
1≤l,m≤N−1
sin
lπ
N
sin
mπ
N
IlIm, (1.7)
where ck ≡ ck(α, β) := α2 + (β − α2) sin2 kpiN .
Our main results on odd periodic chains are the following ones:
Theorem 1.2.1. Let α, β ∈ R with (α, β) 6= (0, 0). If N ≥ 3 is odd, then any
periodic FPU chain admits a Birkhoff normal form of order 4. More precisely,
there are canonical coordinates (xk, yk)1≤k≤N−1 so that the Hamiltonian of any
FPU chain, when expressed in these coordinates, takes the form
NP 2
2
+Hα,β(I) +O(|(x, y)|5)
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with Hα,β(I) given by (1.7).
Corollary 1.2.2. Near the equilibrium state, any FPU chain with an odd num-
ber N of particles can be approximated up to order 4 relative to its center of
mass coordinates by an integrable system of N − 1 harmonic oscillators which
are coupled at fourth order except if β = α2 (Toda case).
Denote by Qα,β the Hessian of Hα,β(I) at I = 0. Note that Qα,β is an
(N − 1)× (N − 1) matrix which only depends on the parameters α and β.
Theorem 1.2.3. (i) For any given α ∈ R \ {0}, det(Qα,β) is a polynomial
in β of degree N − 1 and has N − 1 pairwise different real zeroes. When
listed in increasing order, the zeroes βk = βk(α) satisfy
0 < β1 < α
2, 2α2 < β2 < . . . < βN−1
and contain the N−12 distinct numbers
α2 ·
(
1 + sin−2
kπ
N
) (
1 ≤ k ≤ N − 1
2
)
.
For these N−12 numbers, Qα,β is not isoenergetically nondegenerate.
When considered as functions βk = β
(N)
k (α) of N , the zeroes β1 and β2
satisfy
β1 → α2, β2 → 2α2 (N →∞). (1.8)
Moreover index(Qα,β), defined as the number of negative eigenvalues of
Qα,β, is given by
index (Qα,β) =


1 for β < β1,
0 for β1 < β < β2,
N − 2 for β > βN−1.
Hence Hα,β is convex if and only if β1 < β < β2.
(ii) For α = 0, det(Q0,β) is a polynomial in β of degree N − 1, and β = 0
is the only zero of det(Q0,β). It has multiplicity N − 1, and the index of
Q0,β is given by
index (Q0,β) =
{
1 for β < 0,
N − 2 for β > 0.
1.3 Even periodic chains
Periodic FPU chains with an even number N of particles do not admit a Birkhoff
normal form up to order four due to resonances except if β = α2 (Toda case).
Applied to even periodic FPU chains, our method of analyzing odd periodic
FPU chains leads to a resonant Birkhoff normal form up to order four.
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Besides the variables I = (Ik)1≤k≤N−1 defined by (1.6), it turns out to be
convenient to introduce the variables M = (Mk)1≤k≤N−1, J = (Jk)1≤k≤N−1,
and L = (Lk)1≤k≤N−1. They are defined on R2N−2 and take values in RN−1,
given by
Mk=
1
2
(xkyN−k−xN−kyk) ; Jk= 1
2
(xkxN−k+ykyN−k) ; Lk=
1
2
(Ik−IN−k) . (1.9)
Note that for any 1 ≤ k ≤ N − 1, (Mk, Jk, Lk) = (−MN−k, JN−k,−LN−k) as
well as IkIN−k =M2k + J
2
k , or(
Ik + IN−k
2
)2
=M2k + J
2
k + L
2
k, (1.10)
i.e. Mk, Jk, Lk are the Hopf variables expressed in xk, yk, xN−k, yN−k. They
describe the image of the Hopf map from the three-dimensional sphere of radius
1
2 (Ik + IN−k) centered at the orgin of R
4. Further introduce
Rα,β(J,M) :=
β − α2
4N
(
R(J,M) +RN
4
(J,M)
)
(1.11)
where
R(J,M) = 4
∑
1≤k<N4
sin
2kπ
N
(
JkJN
2 −k −MkMN2 −k
)
(1.12)
and
RN
4
(J,M) =
{
J2N
4
−M2N
4
if N4 ∈ N,
0 otherwise.
(1.13)
Note that for α, β ∈ R with β = α2 (Toda case), the expression Rα,β vanishes.
Our main results on even periodic FPU chains are the following ones:
Theorem 1.3.1. Let α, β ∈ R with (α, β) 6= (0, 0). If N ≥ 4 is even, there
are canonical coordinates (xk, yk)1≤k≤N−1 so that the Hamiltonian of any FPU
chain, when expressed in these coordinates, takes the form HtruncV (I, J,M) +
O(|(x, y)|5) where
HtruncV (I, J,M) =
NP 2
2
+Hα,β(I)−Rα,β(J,M) (1.14)
and where Hα,β(I) and Rα,β(J,M) are given by (1.7) and (1.11), respectively.
As already mentioned, the HamiltonianHV in general (i.e. if β 6= α2) cannot
be transformed into Birkhoff normal form up to order four due to resonances.
Nevertheless, the Hamiltonian truncated at order four, HtruncV , given by (1.14),
can be proved to be integrable. The form of the resonance lattice introduced
above suggests that Ik+IN−k (1 ≤ k ≤ N2 ) are integrals of HtruncV in involution.
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To find the remaining commuting integrals we express Hα,β(I) in terms of Ik +
IN−k (1 ≤ k ≤ N2 ) and a remainder term,
Hα,β(I) = H
(2)(I) +H
(4)
α,β(I) +
1
2N
N
2 −1∑
k=1
d−k IkIN−k (1.15)
where
H(2)(I) = 2
N
2 −1∑
k=1
sin
kπ
N
(Ik + IN−k) + 2IN
2
,
H
(4)
α,β(I) =
1
4N
N
2 −1∑
k=1
d+k (Ik + IN−k)
2 +
β
4N
I2N
2
+
β − α2
N
IN
2
N
2 −1∑
k=1
sin
kπ
N
(Ik + IN−k)
+
β − α2
2N
∑
1≤k,l<N
2
k 6=l
sin
kπ
N
sin
lπ
N
(Ik + IN−k)(Il + IN−l),
and
d−k ≡ d−k (α, β) := −α2 + (β − α2) sin2
kπ
N
.
By (1.10), one has IkIN−k = J2k + M
2
k for any 1 ≤ k ≤ N2 − 1 so that the
remainder term 12N
∑N
2 −1
k=1 d
−
k IkIN−k in (1.15) can be written as
1
2N

 ∑
1≤k<N4
(
d−k (J
2
k +M
2
k ) + d
−
k˜
(J2
k˜
+M2
k˜
)
)
+ d−N
4
(
J2N
4
+M2N
4
) ,
where the latter term is defined to be 0 if N4 /∈ Z, and where k˜ ≡ k˜(k) = N2 − k.
Combined with the expression (1.11) for Rα,β(J,M) the Hamiltonian H
trunc
V in
(1.14) then takes the form
HtruncV =
NP 2
2
+H(2)(I) +H
(4)
α,β(I) +
1
2N
∑
1≤k≤N4
Kk(I, J,M) (1.16)
where for 1 ≤ k < N4
Kk(I, J,M) = d
−
k (J
2
k+M
2
k ) + d
−
k˜
(J2
k˜
+M2
k˜
)− 2(β−α2) sin 2kπ
N
(JkJk˜−MkMk˜)
(1.17)
and
KN
4
(I, J,M) =
{
−α2J2N
4
+ (β − 2α2)M2N
4
if N4 ∈ N,
0 otherwise.
(1.18)
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Note that KN
4
(I, J,M) can (in the case N4 ∈ N) also be written as
KN
4
(I, J,M) = −β − α
2
2
(
J2N
4
−M2N
4
)
+
β − 3α2
2
(
J2N
4
+M2N
4
)
, (1.19)
in analogy to (1.17).
Theorem 1.3.2. Let N ≥ 4 be an even integer. Then for any α, β ∈ R with
(α, β) 6= (0, 0) the truncated FPU Hamiltonian HtruncV given by (1.14) is com-
pletely integrable. The following N − 1 quantities are functionally independent
integrals in involution:
(Ik + IN−k)1≤k≤N2 , (Ik + IN2 +k)1≤k<N4 , (Kk)1≤k≤N4 . (1.20)
Remark: In the case β = α2, it follows from (1.17) and (1.19) that the
integrals Kk(I, J,M) only depend on the action variables Ik, as M
2
j + J
2
j =
IjIN
2 −j for any 1 ≤ j <
N
2 .
Before turning to the geometry of the moment map of the integrable sys-
tem of Theorem 1.3.2, we state our normal form and nondegeneracy results for
Dirichlet chains.
1.4 Dirichlet chains
As indicated above, FPU chains with Dirichlet boundary conditions can be
treated as invariant submanifolds of even periodic chains. To make this precise,
consider a chain with N ′ (N ′ ≥ 3, not necessarily even) moving particles and
Hamiltonian given by
HDV =
1
2
N ′∑
n=1
p2n +
N ′∑
n=1
V (qn − qn+1) (1.21)
with boundary conditions (1.3).
Our main results on Dirichlet FPU chains are the following ones:
Theorem 1.4.1. Let α, β ∈ R with (α, β) 6= (0, 0). Then any FPU chain with
N ′ ≥ 3 moving particles with Dirichlet boundary conditions admits a Birkhoff
normal form of order 4, i.e. there are canonical coordinates (xk, yk)1≤k≤N ′ so
that HDV takes the form
(N ′ + 1)P 2
2
+HDα,β(I) + O(|(x, y)|5)
where I = (I1, . . . , IN ′) is given by (1.6) and H
D
α,β(I) is of the form
2
N ′∑
k=1
skIk +
1
16(N ′+1)
N ′∑
k=1
(
α2+3(β−α2)s2k
)
I2k +
β − α2
32(N ′+1)
I2N′+1
2︸ ︷︷ ︸
only if N′+12 ∈N
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+
β − α2
16(N ′+1)

 ∑
l 6=m
1≤l,m≤N′
4slsmIlIm−
N ′∑
k=1
s2kIkIN ′+1−k

, (1.22)
where in (1.22), the numbers sk := sin
kpi
2N ′+2 for any 1 ≤ k ≤ N ′ are pairwise
different.
Corollary 1.4.2. Near the equilibrium state, any FPU chain with N ′ moving
particles and Dirichlet boundary conditions can be approximated up to order 4
by an integrable system of N ′ harmonic oscillators which are coupled at fourth
order except if β = α2 (Toda case).
Denote by QDα,β the Hessian of H
D
α,β(I) at I = 0. Note that Q
D
α,β is an
N ′ ×N ′ matrix which only depends on the parameters α and β.
Theorem 1.4.3. (i) For any given α ∈ R\{0}, det(QDα,β) is a polynomial in
β of degree N ′ and has N ′ real zeroes (counted with multiplicities). When
listed in increasing order, the zeroes βk = βk(α) satisfy
β1 ≤ . . . ≤ β⌈N′+12 ⌉ < α
2 < β⌈N′+32 ⌉
≤ . . . ≤ βN ′ .
Moreover index(QDα,β), defined as the number of negative eigenvalues of
QDα,β, is given by
index (QDα,β) =


⌈N ′+12 ⌉ for β < β1,
0 for β⌈N′+12 ⌉
< β < β⌈N′+32 ⌉
,
⌊N ′−12 ⌋ for β > βN ′ .
Hence QDα,β is convex if and only if β⌈N′+12 ⌉
< β < β⌈N′+32 ⌉
.
(ii) For α = 0, det(QD0,β) is a polynomial in β of degree N
′, and β = 0 is the
only zero of det(QD0,β). It has multiplicity N
′, and the index of QD0,β is
given by
index (QD0,β) =
{
⌈N ′+12 ⌉ for β < 0,
⌊N ′−12 ⌋ for β > 0.
1.5 Geometry of the moment map of the trun-
cated even periodic chain
The integrals listed in (1.20) can be partitioned into ⌊N4 ⌋+1 groups of integrals
which depend only on mutually disjoint subsets of the variables (xk, yk)1≤k≤N−1.
As a consequence, the phase space T ∗RN−1 ofHtruncV is the direct sum of ⌊N4 ⌋+1
invariant subspaces, T ∗RN−1 =
⊕
0≤k≤N4 Pk, with
Pk = {(xk, yk)1≤k≤N−1 ∈ T ∗RN−1|xj = yj = 0 ∀ j /∈ {k,N − k, k˜, N − k˜}},
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and the foliations of P0, PN
4
(if N4 ∈ N), and Pk for 0 < k < N4 into level sets
of the integrals can be analyzed separately. We now briefly describe the results
obtained by the analysis of the foliations of PN
4
∼= T ∗R2 (if N4 ∈ N) by the
integrals IN
4
+ I 3N
4
, KN
4
, and of Pk ∼= T ∗R2 (for 0 < k < N4 ) by the integrals
Ik + IN−k, IN
2 −k + IN2 +k, Ik + IN2 +k, Kk (whereas P0
∼= T ∗R is simply foliated
into circles by IN
2
).
Note that in the case β − α2 = 0 the integrals of Theorem 1.3.2 can be
replaced by the action variables I1, . . . , IN−1, so it remains to analyze the case
β − α2 6= 0. Instead of α and β, it turns out to be convenient to use the
bifurcation parameter
γ :=
α2
α2 − β .
The geometry of the moment map M ≡ (H,K) : T ∗R2 → R2 with H :=
IN
4
+ I 3N
4
and K := KN
4
can be analyzed as follows. We use the Hopf variables
defined in (1.9), in which K is given by a constant multiple of (1+ γ)M2 + γJ2
(M ≡ MN
4
, J ≡ JN
4
), and observe that the origin of T ∗R2 is the only critical
point of M of rank 0, with M−1{(0, 0)} = {(0, 0)}. Then we use a Hopf map to
reduce the integral K to level sets of H , obtaining for the reduced vector field
Xγ induced by K the formula
Xγ =


(−2γJL, 2(1 + γ)ML,−2MJ) γ /∈ {−1, 0},
(0, L,−J) γ = 0,
(−L, 0,M) γ = −1.
One then sees that in the case γ /∈ {−1, 0}, the reduced vector field Xγ admits
six fixed points, four of which are elliptic and the other two hyperbolic fixed
points connected by heteroclinic Xγ-orbits.
To analyze the foliation of T ∗R4 by the moment map M ≡ (H1, H2, G,K) :
T ∗R4 → R4 with H1 := Ik + IN−k, H2 := IN
2 −k + IN2 +k, G := Ik + IN2 +k,
and K := Kk, we proceed similarly. We write 1, 2 for the indices k,
N
2 − k,
again introduce the Hopf variables (Mi, Ji, Li)1≤i≤2 by (1.9), and, after briefly
discussing the critical points of M of rank one and two, reduce to level sets of
H1 and H2 through a symplectic reduction given by the product of two Hopf
maps. By this procedure, we obtain a reduced moment map
Mγ : S
2
r1 × S2r2 → R2, (Mi, Ji, Li)1≤i≤2 7→ (G,Kγ),
where (ri)1≤i≤2 are the values of (Hi)1≤i≤2, together with two reduced Hamilto-
nian vector fields Y and Xγ of G and Kγ . We show that there exist four critical
points of Mγ of rank zero, namely (Mi, Ji, Li)1≤i≤2 = ε(0, 0, r1, 0, 0,±r2), where
ε ∈ {±}. It turns out to be convenient to introduce the second bifurcation pa-
rameter
r :=
r1
r2
.
Whereas the two points ε(0, 0, r1, 0, 0,−r2) turn out to be elliptic for all param-
eter values, on the two points ε(0, 0, r1, 0, 0, r2) we prove the following theorem:
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Theorem 1.5.1. Assume that 1 ≤ k < N4 , 0 < r ≤ 1, ε ∈ {±}, and γ ∈ R. The
critical point ε(0, 0, r1, 0, 0, r2) of Mγ is a hyperbolic fixed point of the vector
field Xγ if and only if∣∣∣∣
(
γ + sin2
kπ
N
)√
r +
(
γ + cos2
kπ
N
)
1√
r
∣∣∣∣ < 2 sin 2kπN . (1.23)
Otherwise it is an elliptic fixed point of Xγ . If (1.23) is satisfied, the stable and
unstable manifolds of ε(0, 0, r1, 0, 0, r2) both have dimension two. In the case
r < 1, the connected component of M−1γ {ε(r1−r2, 0)} containing ε(0, 0, r1,0, 0, r2)
is a 2-dimensional torus pinched at ε(0, 0, r1, 0, 0, r2) and consists of homoclinic
Xγ-orbits. In the case r = 1, M
−1
γ {(0, 0)} is a 2-dimensional torus pinched at
the two points ±(0, 0, r1, 0, 0, r1), and M−1γ {(0, 0)}\{±(0, 0, r1, 0, 0, r1)} consists
of heteroclinic Xγ-orbits.
On the critical points of Mγ with rank dMγ = 1 we have the following result:
Theorem 1.5.2. Assume that 1 ≤ k < N4 , 0 < r ≤ 1, and γ ∈ R. If a point
(Mi, Ji, Li)1≤i≤2 ∈ S2r1 × S2r2 \ {±(0, 0, r1, 0, 0,±r2)} is a critical point of Mγ
with rank dMγ = 1, then (M2, L2) = λ(M1,−J1) for some λ ∈ R, and
(r21−L21)2L22+(r22−L22)2L21+2(r21−L21)(r22−L22)(2L1L2−(d1,γL1+d2,γL2)2) = 0.
Given any point (M1, J1, L1) ∈ S2r1 \{±(0, 0, r1)} there exist at most eight points
(M2, J2, L2) ∈ S2r2 \ {±(0, 0, r2)} such that (Mi, Ji, Li)1≤i≤2 is a critical point
of Mγ with rank dMγ = 1.
By another symplectic reduction, we briefly discuss the type (hyperbolic or
elliptic) of these critical points of Mγ with rank dMγ = 1.
1.6 Applications
Although the results desribed in the previous two sections 1.4 and 1.5 are already
applications of Theorems 1.3.1 and 1.3.2 on the existence and integrability of
the fourth order resonant normal form of even periodic chains, here we discuss
those applications of our results which are relevant for an “explanation” of the
FPU results.
The first application is that it rigorously follows that the classical KAM
theorem can be applied to odd periodic and Dirichlet FPU chains locally around
the equilibrium point. As mentioned in the introduction, this confirms long
standing conjectures which have never been proved in full generality - we hope
to close this gap with this thesis.
Precisely, Theorems 1.2.1 and 1.2.3 allow to apply for any given α ∈ R
the classical KAM theorem (Theorem 2.4.1) near the equilibrium point to odd
periodic chains with Hamiltonian HV for a real analytic potential V (x) =
1
2x
2−
α
3!x
3 + β4!x
4 + . . . with β ∈ R \ {β1(α), . . . , βN−1(α)}. Moreover, note that for
any given α ∈ R \ {0}, the Hessian Qα,β of Hα,β is positive definite for any
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β satisfying β1(α) < β < β2(α), in particular for α
2 ≤ β ≤ 2α2. Hence one
can apply Nekhoroshev’s theorem (Theorem 2.4.2) near the equilibrium point
to odd periodic chains with Hamiltonian HV for such β’s.
In the case of even periodic chains, we cannot directly apply the classical
KAM or Nekhoroshev theorems because of the resonant terms in the fourth
order normal form, and it is an open question whether more recent extensions
of the KAM theorem (see e.g. [91]) can be applied in this situation.
Moreover, Theorems 1.4.1 and 1.4.3 again allow to apply for any given α ∈
R the classical KAM theorem near the equilibrium point to Dirichlet chains
for a real analytic potential V (x) = 12x
2 − α3!x3 + β4!x4 + . . . with β ∈ R \{β1(α), . . . , βN ′(α)}. Moreover, as for any given α ∈ R \ {0}, QDα,β is positive
definite for β⌊N′−12 ⌋
(α) < β < β⌊N′+12 ⌋
(α), one can apply Nekhoroshev’s theorem
near the equilibrium point to Dirichlet chains for a potential V with such β’s.
As emphasized in the introduction, we do not only rely on the KAM theo-
rem in our attempts towards an explanantion of the FPU results, since it is not
clear whether the energy levels and initial conditions are covered by the appli-
cations of the KAM and Nekhoroshev theorems to FPU chains just described,
especially in the case of large N . However, for all three types of FPU chains
we have constructed an approximation of the FPU Hamiltonian up to order
four (proven in Theorems 1.2.1, 1.3.1, and 1.4.1) which is completely integrable
(which is clear for odd periodic and Dirichlet chains and proven for even peri-
odic chains in Theorem 1.3.2). We plan to numerically implement the dynamics
of these integrable approximations and compare the resulting trajectories with
the original results of Fermi, Pasta, and Ulam (and more recent simulations of
the “full” FPU Hamiltonian), and if these two types of simulations yield “simi-
lar” results, we think that our results could be considered as an important step
towards explaining the FPU results.
1.7 Related work
The literature on FPU chains is huge, and it seems almost impossible to give a
complete overview; we have given some references in the introduction, a lot of
citations can also be found in the survey papers [23] and [7].
A large part of our work can be viewed as an extension to the case of arbitrary
α, β ∈ R of work on the β-chain by Rink in various papers [69, 70, 71, 73] and
his thesis [72]. In particular, Theorems 1.2.1, 1.2.3, and 1.3.2 are related to
results contained in [70], and Theorems 1.4.1 and 1.4.3 to results in [73]. Our
study of the foliation of the phase space of the truncated even periodic chain
finally is an extension of [71]. It is especially surprising that the integrability
of the truncated even periodic chain holds not only for the β-chain, but for
the general α-β-chain. Related computations for the periodic β-chain have also
been performed by Poggi and Ruffo [66].
Although our work can thus be seen under this viewpoint, it is important
to notice that our approach has been shaped not by the consideration of the
historically important cases of the α- or the β-chain, but rather by our work on
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the periodic Toda lattice [32, 33, 34]. (We again emphasize that the proofs of our
results are independent of these papers.) It turns out that the same canonical
transformations which near the equilibrium bring the Toda lattice into Birkhoff
normal form can be used for any FPU chain. Thus, in our view, the most special
case of an FPU chain is not the α- or the β-chain, but rather the Toda lattice
with its especially strong integrability properties.
It is another question for which potentials V (x) the full FPU Hamiltonian
HV (and not just the truncated Hamiltonian H
trunc
V ) is integrable. For some
contributions in this direction see [11], [68], and [28]; it seems likely that besides
the (full) Toda lattice, there are not many other potentials with this property.
One of the most important open problems in the field of FPU chains is
the investigation of the dynamics of these chains when the number of particles
gets larger and larger - this is strongly related to the “soliton-based” approach
mentioned in the introduction. It is likely that our results on FPU chains
with Dirichlet boundary conditions can be used for this purpose. For recent
contributions in this direction see e.g. [5, 6]. It is actually one of our projects
to investigate the “behavior” of our results in the limit N →∞.
Chapter 2
Theoretical background
In this chapter we explain the theoretical background of the thesis, namely
Hamiltonian and in particular integrable systems, Birkhoff normal forms, and
some theorems on perturbed integrable systems. We largely follow the exposi-
tion in [42].
2.1 Hamiltonian systems
Here we give a brief overview of the abstract Hamiltonian formalism, which
is suitable for the mathematical description of physical systems. Let M be a
smooth manifold of finite dimension without boundary, which is connected (but
not necessarily compact), and let F = C∞(M). (For a review of the notion of a
smooth manifold, we refer to any textbook on differential gemometry, e.g. [46].)
Definition 2.1.1. A Poisson bracket on M is a skew-symmetric bilinear map
{·, ·} : F× F → F,
which satisfies the Leibniz rule,
{FG,H} = F{G,H}+G{F,H} ∀F,G,H ∈ F,
and the Jacobi identity,
{F, {G,H}}+ {G, {H,F}}+ {H, {F,G}} = 0 ∀F,G,H ∈ F. (2.1)
A smooth manifold with a Poisson bracket is called a Poisson manifold.
Furthermore, a flow Φt on a Poisson manifold is called a Poisson system, if
there exists a function H ∈ F, the Hamiltonian of the system, such that
F˙ :=
d
dt
F ◦ Φt|t=0 = {F,H} ∀F ∈ F.
13
14 CHAPTER 2. THEORETICAL BACKGROUND
Since the map F → F, F 7→ {F,H} is a derivation, there exists a unique vector
field XH , the Hamiltonian vector field associated to H , such that
{G,H} = XHG = 〈dG,XH〉 ∀G ∈ F,
where 〈·, ·〉 denotes the dual pairing between T ∗M and TM . Note that due to
the skew-symmetry of the Poisson bracket, we also have 〈dG,XH〉 = −〈dH,XG〉,
hence we can regard XH as a function of dH , which is linear. In other words,
there exists a unique map K : T ∗M → TM , the Poisson structure, mapping
each fiber T ∗pM linearly into TpM , such that XH = KdH . Since M is finite-
dimensional, if the Poisson structureK is nondegenerate, i.e. has a trivial kernel,
it must be a bijection, and we can consider the inverseK−1 : TM → T ∗M . This
defines a bilinear form ν on vector fields by
ν(X,Y ) := 〈K−1X,Y 〉. (2.2)
The form ν defined by (2.2) is skew-symmetric and nondegenerate (since K is
a bijection). Moreover, by the Jacobi identity (2.1), dν = 0, i.e. ν is closed. In
other words, ν is a symplectic form onM (a closed, nondegenerate 2-form), and
(M, ν) is a symplectic manifold. Conversely, given a symplectic manifold (M, ν),
one defines an isomorphism between TM and T ∗M at each point through X 7→
ν ◦ X , the symplectic structure, and obtains for any H ∈ F the Hamiltonian
vector field XH of H by XH = JdH , which then allows to construct a Poisson
bracket on M by
{F,G} = ν(XF , XG) ∀F,G ∈ F.
Hence, in our finite-dimensional setting, symplectic forms and nondegenerate
Poisson brackets are equivalent notions, and in the sequel we will not strictly
distinguish between them.
An important class of diffeomorphisms of a Poisson or symplectic manifold
are the diffeomorphisms preserving the underlying structure.
Definition 2.1.2. A diffeomorphism Φ of a Poisson manifold is called canon-
ical, if it preserves the Poisson bracket, i.e. if {F,G} ◦ Φ = {F ◦ Φ, G ◦ Φ} for
any F,G ∈ F.
A diffeomorphism Φ of a symplectic manifold is called symplectic, if it pre-
serves the symplectic form, i.e. if Φ∗ν = ν.
The standard example of a Poisson manifold is R2n = Rn×Rn with Poisson
bracket {F,G}0 = 〈Fq, Gp〉0−〈Fp, Gq〉0, where 〈·, ·〉0 denotes the standard scalar
product in Rn. For a Hamiltonian H , the coordinate functions evolve by
q˙i = {qi, H}0 = Hpi , p˙i = {pi, H}0 = −Hqi .
In terms of symplectic forms, the standard symplectic form obtained from this
standard Poisson bracket is ν0 =
∑n
i=1 dqi ∧ dpi.
If the position coordinates are identified modulo 2π and thus are angular
coordinates, the phase space is Tn × Rn, where Tn = Rn/2πZn, and the coor-
dinates are denoted by
(θ, I) = (θ1, . . . , θn, I1, . . . , In)
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and called action-angle coordinates.
2.2 Integrable systems
We call a Hamiltonian system with n degrees of freedom integrable, if it admits n
functionally independent integrals in involution, which implies that the system
can be (formally) solved for any initial data by quadratures.
Definition 2.2.1. A Hamiltonian system on a Poisson manifold M of dimen-
sion 2n is called integrable, if its Hamiltonian H admits n functionally inde-
pendent integrals F1, . . . , Fn in involution, i.e.
(i) {H,Fi} = 0 for 1 ≤ i ≤ n everywhere on M ,
(ii) {Fi, Fj} = 0 for 1 ≤ i, j ≤ n everywhere on M , and
(iii) dF1 ∧ . . . ∧ dFn 6= 0 on an open dense subset of M .
For example, in standard action-angle coordinates (θ, I) ∈ Tn × Rn any
Hamiltonian which depends only on the action variables I1, . . . , In is integrable
with integrals Fi = Ii for any 1 ≤ i ≤ n. This example however is also typical
for the case of a general integrable system, at least if one of its leaves (the
inverse images F−1(c) for some c ∈ Rn and F = (F1, . . . , Fn)) is compact and
connected, as the theorem of Liouville-Arnol’d-Jost-Mineur [4, 41] on the “semi-
global” existence of action-angle coordinates and its corollaries assert. We will
not cite this theorem here, since we will not apply it in the thesis.
In the sequel, we assume that an integrable Hamiltonian H = H(I) is given
in action-angle coordinates (θi, Ii)1≤i≤n with (nonvanishing) integrals I1, . . . , In.
The equations of motion are then given by
θ˙i = ωi(I) =
∂H
∂Ii
(I), I˙i = 0, 1 ≤ i ≤ n,
which can be immediately integrated to θ(t) = θ0 + ω(I0)t, I(t) = I0. The
solution curves are straight lines winding around the underlying invariant torus
TI0 = T
n × {I0} with constant frequencies
ω(I0) = (ω1(I
0), . . . , ωn(I
0)).
These tori are called Kronecker tori. The properties of the flow on such a
Kronecker torus strongly depend on the arithmetical properties of the frequency
vector ω. We distinguish between two cases:
(i) The frequencies ω1, . . . , ωn are nonresonant, or rationally independent, if
〈k, ω〉 6= 0 for allk ∈ Zn \ {0}.
On such a torus, the orbits are dense and the flow ergodic.
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(ii) The frequencies ω are resonant, or rationally dependent, if there exists
some k ∈ Zn \ {0} such that
〈k, ω〉 = 0.
On such a torus, the orbits are not dense. Each orbit is dense on some
lower dimensional torus.
We will see below that it is necessary to single out a sharper version of case (i),
the strongly nonresonant frequencies (see (2.6)).
2.3 Birkhoff normal form
Another type of integrable systems is given in standard canonical cartesian
(rectangular) coordinates w = (q, p) on Rn×Rn with a Hamiltonian of the form
H = H(q21 + p
2
1, . . . , q
2
n + p
2
n).
Such systems are integrable with integrals Fi = q
2
i + p
2
i (1 ≤ i ≤ n). This type
of systems arises in the study of equilibria of Hamiltonian systems. One then
also has the variables Ii =
q2i+p
2
i
2 (1 ≤ i ≤ n), which can be thought of as action
coordinates, but are functions of the rectangular coordinates (q, p).
Consider now such an isolated equilibrium of a Hamiltonian system on some
2n-dimensional symplectic manifold, i.e. an isolated singular point of the Hamil-
tonian vector field. Neglecting an irrelevant additive constant, the Hamiltonian,
when expressed in the coordinates w = (q, p) near the equilibrium with coordi-
nates q = 0, p = 0, then has the form
H =
1
2
〈Aw,w〉 + . . .
where A is the symmetric 2n × 2n-Hessian of H at the equilibrium point and
the dots stand for terms of higher order in w. We now assume that the equi-
librium point w = 0 is elliptic, i.e. the spectrum of the linearized system,
w˙ = JAw, is purely imaginary, spec(JA) = {±iλ1, . . . ,±iλn} with real num-
bers λ1, . . . , λn. Here J =
(
0 Idn
−Idn 0
)
is the standard symplectic structure
of R2n. If spec(JA) is simple, there exists a linear symplectic change of coor-
dinates which brings the quadratic part of the Hamiltonian into normal form.
Denoting the new coordinates by the same symbols as the old ones one has
〈Aw,w〉 =
n∑
i=1
λi(q
2
i + p
2
i ).
Definition 2.3.1. A Hamiltonian H is in Birkhoff normal form up to order
m ≥ 2, if it is of the form
H = N2 +N4 + . . .+Nm +Hm+1 + . . . , (2.3)
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where the Nk, 2 ≤ k ≤ m, are homogeneous polynomials of order k, which
are actually functions of q21 + p
2
1, . . . , q
2
n + p
2
n, and where Hm+1 + . . . stands
for (arbitrary) terms of order strictly greater than m. If this holds for any
m, the Hamiltonian is said to be in Birkhoff normal form and the coordinates
(qi, pi)1≤i≤n are referred to as Birkhoff coordinates.
Note that if a Hamiltonian H admits a Birkhoff normal form of order m,
the coefficients of the expansion (2.3) up to order m are uniquely determined,
as long as the normalizing transformation is of the form id + . . . . However,
the normalizing transformation is by no means unique.
There are well known theorems guaranteeing the existence of a Birkhoff
normal form up to order m assuming that the frequencies λ1, . . . , λn satisfy
certain nonresonance conditions - see e.g. Theorem 4.3 in [42]. However, in the
case investigated in this thesis, one-dimensional FPU chains, the nonresonance
conditions for m = 4 are not satisfied. We will thus not use these general
theorems but rather show by explicit computations that arbitrary odd periodic
and Dirichlet FPU chains admit a Birkhoff normal form up to order four, while
even periodic FPU chains only admit a resonant fourth order normal form
except in the Toda case. Birkhoff’s original work can be found in [8].
2.4 Perturbed integrable systems
Since many interesting physical systems can be viewed as perturbations of an
integrable Hamiltonian system, one is interested in whether the foliation of
invariant tori of the unperturbed system can still be found in the perturbed
system. The theorems of KAM and Nekhoroshev theory give some answers to
this question.
We consider a Hamiltonian in action-angle coordinates (θ, I) ∈ Tn×D (where
D is a bounded domain in Rn) of the form
H = H0(I) +Hε(θ, I) (2.4)
with an unperturbed integrable Hamiltonian H0 and a perturbation Hε, which
for simplicity we assume to be of the form Hε(θ, I) = εH1(θ, I). The unper-
turbed system is nondegenerate, if the frequencies vary with the actions locally
in a one-to-one manner, i.e. if the frequency map
I 7→ ω(I) = ∂H0
∂I
(I)
is a local diffeomorphism everywhere in D. This is equivalent to requiring that
for any I ∈ D, the frequency map ω(I) satisfies Kolmogorov’s condition
det
∂ω
∂I
(I) = det
∂2H0
∂I2
(I) 6= 0. (2.5)
Whereas a dense set of tori is destroyed and a generic Hamiltonian system
therefore is not integrable [52] (first results in this direction are due to Poincare´
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[59]), it was Kolmogorov’s discovery that the majority of tori survives a small
perturbation, namely those whose frequencies ω are not only nonresonant but
strongly nonresonant in the sense that they satisfy a diophantine or small divisor
condition of the form
|〈k, ω〉| ≥ α|k|τ for all k ∈ Z
n \ {0}. (2.6)
We denote for fixed τ > 0 by ∆α the set of all ω ∈ Rn satisfying (2.6) for
some given α > 0. It can be shown that almost every ω ∈ Rn belongs to
some ∆α in the sense that if τ > n− 1 one has the Lebesgue measure estimate
meas(Ω \ ∆α) = O(α). The parameter α in (2.6) can however not be chosen
arbitrarily small for a given perturbation Hε, it has to satisfy a condition of the
form α >>
√
ε. For the statement of the theorem, we will fix α and thus obtain
an upper bound on the parameter ε measuring the size of the perturbation.
Moreover, from a bounded domain Ω ⊂ Rn we define the subsets Ωα ⊂ Ω by
Ωα := {ω ∈ Ω|ω ∈ ∆α, dist (ω, ∂Ω) ≥ α}.
It can be shown that these sets Ωα are Cantor sets, i.e. that they are closed,
perfect, and nowhere dense, and that they satisfy the same Lebesgue measure
estimate as the sets ∆α, if the boundary of Ω is piecewise smooth.
We now state the main theorem of Kolmogorov, Arnol’d, and Moser [43,
3, 53]. For simplicity, we cite its version from [42] for systems in action-angle
coordinates, and not the version for systems given in rectangular coordinates,
which we will apply in this thesis. The latter can be found in [62] or [74]
- its main condition, namely the nondegeneracy of the frequency map of the
unperturbed system, is the same as in the original version for systems in action-
angle coordinates.
Theorem 2.4.1. Suppose the Hamiltonian
H = H0 +Hε
is real analytic on the closure of Tn ×D, where D is a bounded domain in Rn.
If the frequency map of the integrable Hamiltonian is a diffeomorphism D → Ω,
then there exists a constant δ > 0 such that for
|ε| < δα2
all Kronecker tori (Tn, ω) of the unperturbed system with ω ∈ Ωα persist as
Lagrangian tori, being only slightly deformed. Moreoever, they depend in a Lip-
schitz continuous way on ω and fill the phase space Tn×D up to a set of measure
O(α).
For a proof of Theorem 2.4.1, besides the original references mentioned above
we refer to Po¨schel’s papers [62, 65].
Let us remark that several of the conditions listed in Theorem 2.4.1 can
be weakened. On the one hand, neither the unperturbed Hamiltonian nor the
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perturbation have to be real analytic, it suffices that they are differentiable of
class Cl for sufficiently large l (depending on the dimension n). On the other
hand, the nondegeneracy condition can be replaced by other conditions on the
frequency map I 7→ ω(I), e.g. by isoenergetic nondegeneracy. To be precise, we
call the unperturbed Hamiltonian H0 isoenergetically nondegenerate in D if for
any I ∈ D,
det
(
∂2H0/∂I
2 ∂H0/∂I
∂H0/∂I 0
)
(I) = det
(
∂ω(I)/∂I ω(I)
ω(I) 0
)
6= 0. (2.7)
For a KAM theorem for systems satisfying (2.7) we refer to [1]. Note that
the conditions (2.5) and (2.7) are independent, i.e. none of the two conditions
implies the other one (see [10] for an illustration of this fact by examples).
Further, it has been shown that instead of nondegeneracy or isoenergetic
nondegeneracy, it suffices to require that the image of the frequency map I 7→
ω(I) does not lie in any hyperplane in Rn passing through the origin (see e.g.
[10] or [77]). Ru¨ssmann then found criteria for this requirement involving terms
of arbitrarily high order of the Taylor expansion ofH0(I). In terms of the Taylor
coefficients up to order 2, Ru¨ssmanns nondegeneracy condition means that for
any I ∈ D, the columns of the Hessian of H0 are complementary in Rn to ω(I),
i.e. the n× (n+ 1)-matrix (
∂ω(I)/∂I ω(I)
)
(2.8)
has rank n. One easily sees that both (2.5) and (2.7) imply that the matrix
(2.8) has rank n. There exist many further developments in KAM theory, in
particular relaxations of other assumptions of the classical KAM theorem - for
an extensive discussion see e.g. [48].
Even though Theorem 2.4.1 or its extensions discussed above guarantee the
persistence of a majority of the invariant tori of an integrable system under a
sufficiently small perturbation, the theorem is of somewhat probabilistic nature,
since the tori whose frequencies do not satisfy the small divisor condition (2.6)
are dense among all invariant tori of the unperturbed system (as are the tori who
do satisfy (2.6)). It was Nekhoroshev [54, 55, 56] who first proved a type of result
providing bounds on the variation of all orbits over a finite, but exponentially
long time interval, under a slightly stronger assumption than the nondegeneracy
of the KAM theorem, namely “steepness”. In [56], he gives algebraic criteria for
convexity, involving the coeffients of higher order terms of the Taylor expansion
of H0(I), and in [37], Il’yaschenko gives an (analytic) criterion for steepness.
Because Nekhoroshev’s notion of “steepness” seems rather difficult to check
for a given system, we do not cite his original result here, but a more recent
version by Po¨schel [64] applicable to an elliptic equilibrium. Instead of Nekhoro-
shev’s steepness, the assumption on the unperturbed Hamiltonian is convexity.
Precisely, we assume that the Hamiltonian H is given in rectangular coordinates
(xi, yi)1≤i≤n by
H = 〈α, I〉+ 1
2
〈QI, I〉+B(I) + P (x, y),
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where as above I = (I1, . . . , In) with Ij =
1
2 (x
2
j + y
2
j ) for 1 ≤ j ≤ n, the term B
is of order 3 in I and absent for 4 ≤ l ≤ 5 and P = Ol+1(x, y) is of order l + 1
in x and y. The integrable unperturbed Hamiltonian
H0 = 〈α, I〉 + 1
2
〈QI, I〉+B(I)
is assumed to be convex in I for small I, which is equivalent to Q being positive
definite. The following theorem was first proved in [17] or [57]; Po¨schel gave a
new proof based on a method by Lochak [49]. Let |I| = |I1|+ . . .+ |In|.
Theorem 2.4.2. Suppose Q is positive definite. Then for every orbit of the
Hamiltonian H with |I(0)| < δ2 sufficiently small one has
|I(t)− I(0)| < cδ2+λa for |t| < 1|α|e
dδ−λa (2.9)
with
a =
1
2n
, λ = l − 3,
where the constants c and d only depend on Q and the dimension n.
It is likely that Theorem 2.4.2 is also true if the unperturbed Hamiltonian
is only quasi-convex instead of convex; Po¨schel proved such a theorem in [63],
however only for systems in action-angle coordinates and not for systems in
rectangular coordinates, as we typically have in a neighborhood of an isolated
equilibrium.
Since this assumption of quasi-convexity instead of convexity considerably
extends the applications of Theorem 2.4.2 to a given system, let us quantify the
notion of quasi-convexity. Let Q(I) := ∂
2H0
∂I2 (I) be the Hessian of the integrable
unperturbed Hamiltonian H0 at I ∈ D, and let l,m > 0. We define H0 to be
m-convex, if the inequality
〈Q(I)ξ, ξ〉 ≥ m‖ξ‖2 ∀ ξ ∈ Rn (2.10)
holds at every point I in D. As a generalization, we define H0 to be l,m-quasi-
convex, if at every point I ∈ D either (2.10) or
|〈ω(I), ξ〉| > l‖ξ‖ ∀ ξ ∈ Rn (2.11)
holds. Note that although quasi-convexity is a generalization of convexity, it
is still stronger than the original notion of steepness. We will however not
investigate for the systems considered in this thesis for which parameter values
the definition of quasi-convexity is fulfilled - this remains an open question.
Chapter 3
Normal form computations
In this chapter we perform all computations necessary for obtaining the various
normal forms for FPU chains with the three different types of parities and
boundary conditions, as stated in Theorems 1.2.1, 1.3.1, and 1.4.1. Whereas
we obtain Birkhoff normal forms of order four for odd periodic and Dirichlet
chains, we obtain a resonant normal form of order four for even periodic chains,
which we then show to be completely integrable.
3.1 Odd periodic chains
We start with formula (1.5) for the Hamiltonian HV of periodic FPU chains in
the “physical” coordinates (qn, pn)1≤n≤N . We will prove Theorem 1.2.1 by four
(explicit) transformations. The third and fourth of these transformations come
up “naturally” if one tries to eliminate the non-normal form terms step by step,
i.e. in increasing order. The first transformation - introducing relative coordi-
nates - is an “immediate” consequence of neglecting the motion of the center
of mass coordinate. The second transformation however seems unmotivated; it
comes up by following our procedure of constructing Birkhoff coordinates for
the periodic Toda lattice [33] which in turn is a finite-dimensional analogue of a
method used by Kappeler and Po¨schel [42] for the periodic KdV equation. We
have put some of the computations which are necessary for these first two steps
in Appendix A.
We first introduce relative coordinates,
vi := qi+1 − qi (1 ≤ i ≤ N − 1) and vN := 1
N
N∑
i=1
qi, (3.1)
and denote by (ui)1≤i≤N the corresponding conjugate variables. It turns out
that uN = N ·P =
∑N
i=1 pi and qN+1−qN = −
∑N−1
k=1 vk. The Hamiltonian HV
in (1.5), when expressed in these coordinates, takes the form HV =
NP 2
2 + H˜V
with H˜V = Hu +Hv, where Hu and Hv only depend on u = (ui)1≤i≤N−1 and
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v = (vi)1≤i≤N−1, respectively, and are given by
Hu =
1
2
(
u21 +
N−2∑
l=1
(ul+1 − ul)2 + u2N−1
)
,
Hv =
1
2

N−1∑
k=1
v2k +
(
N−1∑
k=1
vk
)2+ α
3!

N−1∑
k=1
v3k −
(
N−1∑
k=1
vk
)3
+
β
4!

N−1∑
k=1
v4k +
(
N−1∑
k=1
vk
)4+O(v5).
More details of this transformation to relative coordinates can be found in sec-
tion A.1.
To bring H˜V = Hu + Hv into Birkhoff normal form up to order two we
introduce new coordinates (ξk, ηk)1≤k≤N−1. It turns out to be convenient to
use complex notation, i.e. for 1 ≤ k ≤ N − 1{
ζk =
1√
2
(xk − iyk),
ζ−k = ζk = 1√2 (xk + iyk).
(3.2)
where the minus sign in the definition of ζk is chosen so that dζk ∧ dζ−k =
idξk ∧ dηk. The vector ζ = (ζk)1≤|k|≤N−1 is an element in the space
Z := {z = (zk)1≤|k|≤N−1 ∈ C2N−2 : z−k = zk ∀ 1 ≤ k ≤ N − 1}. (3.3)
Further, for the rest of this thesis, we introduce the notations
sk := sin
kπ
N
, λk :=
√
|sk| =
√∣∣∣∣sin kπN
∣∣∣∣ (0 ≤ |k| ≤ N − 1). (3.4)
The proposed linear transformation Z → R2N−2, ζ 7→ (v, u) is then defined
by
u1(ζ) =
1√
N
∑
1≤|k|≤N−1
λkζk, (3.5)
ul+1(ζ) − ul(ζ) = 1√
N
∑
1≤|k|≤N−1
λke
2piilk/N ζk (1≤ l≤N − 2), (3.6)
−uN−1(ζ) = 1√
N
∑
1≤|k|≤N−1
λke
2pii(N−1)k/N ζk (3.7)
and
vl(ζ) =
1√
N
∑
1≤|k|≤N−1
λke
2piilk/N e−ipik/N ζk (1 ≤ l ≤ N − 1). (3.8)
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Note that (3.7) is actually a consequence of (3.5) and (3.6). As explained in
[34] it follows from the construction of the Birkhoff map of the periodic Toda
lattice that this map is a canonical isomorphism. In order to keep this thesis
self-contained, we have included a proof of this fact in section A.2.
When expressed in the new coordinates, Hu and Hv take the form
Hu(ζ) =
1
2
G2(ζ),
Hv(ζ) =
1
2
G2(ζ) + αG3(ζ) + βG4(ζ) +O(ζ
5),
where
G2 := 2
N−1∑
k=1
skζkζ−k, (3.9)
G3 :=
1
6
√
N
∑
(k,k′,k′′)∈K3
(−1)(k+k′+k′′)/Nλkλk′λk′′ζkζk′ζk′′ , (3.10)
G4 :=
1
24N
∑
(k,k′,k′′,k′′′)∈K4
(−1)(k+k′+k′′+k′′′)/Nλkλk′λk′′λk′′′ζkζk′ζk′′ζk′′′ , (3.11)
with
K3 := {(k, k′, k′′) ∈ Z3 : 1 ≤ |k|, |k′|, |k′′| ≤ N − 1
and k + k′ + k′′ ≡ 0 mod N} (3.12)
and
K4 := {(k, k′, k′′, k′′′) ∈ Z4 : 1 ≤ |k|, |k′|, |k′′|, |k′′′| ≤ N − 1
and k + k′ + k′′ + k′′′ ≡ 0 mod N}. (3.13)
Note that G2, G3, and G4 are independent of α and β. In particular they already
came up in [34] when we computed the Birkhoff normal form of the periodic
Toda lattice. For a detailed derivation of the formulas for G2, G3, and G4 see
section A.1. Summarizing the results of this section we have that
H˜V (ζ) = G2(ζ) + αG3(ζ) + βG4(ζ) +O(ζ
5)
is in Birkhoff normal form up to order two. As a consequence, ζ = 0 is an
elliptic fixed point of the Hamiltonian H˜V .
We now begin by transforming H˜V (ζ) into its Birkhoff normal form up to
order four. Here we follow a standard procedure - see e.g. section 14 in [42].
The phase space Z, defined in (3.3), is endowed with the Poisson bracket
{F,G} = i
∑
1≤|k|≤N−1
σk
∂F
∂ζk
∂G
∂ζ−k
,
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where σk = sgn (k) is the sign of k. The Hamiltonian vector field XF associated
to the Hamiltonian F is then given by XF = i
∑
1≤|k|≤N−1 σk
∂F
∂ζ−k
∂
∂ζk
. With a
first canonical transformation we want to eliminate the third order term αG3 in
H˜V (ζ). By a by now standard precedure we construct such a canonical trans-
formation on the phase space Z as the time-1-map Ψ1 := X
t
αF3
|t=1 of the flow
XtαF3 of a real analytic Hamiltonian αF3 which is a homogeneous polynomial in
ζk (1 ≤ |k| ≤ N − 1) of degree 3 and solves the homological equation
{G2, αF3}+ αG3 = 0. (3.14)
To simplify the notation we momentarily write F instead of αF3 and H instead
of H˜V . Assuming for the moment that (3.14) can be solved and that X
t
F is
defined for 0 ≤ t ≤ 1 in some neighbourhood of the origin in Z, we can use
Taylor’s formula to expand H ◦XtF around t = 0,
H ◦XtF =H ◦X0F +
∫ t
0
d
ds
(H ◦XsF )ds
=H +
∫ t
0
{H,F} ◦XsF ds
=H + t {H,F}+
∫ t
0
ds
∫ s
0
ds′
d
ds′
({H,F} ◦Xs′F )
=H + t {H,F}+
∫ t
0
(t− s){{H,F}, F} ◦XsF ds. (3.15)
When evaluating this expression at t = 1, one gets
H ◦Ψ1 =G2 + {G2, F}+
∫ 1
0
(1 − t){{G2, F}, F} ◦XtFdt
+αG3 +
∫ 1
0
{αG3, F} ◦XtF dt+ βG4 +O(ζ5).
Using that {G2, F}+ αG3 = 0, the latter expression is simplified and we get
H ◦Ψ1 = G2 +
∫ 1
0
t {αG3, F} ◦XtF dt+ βG4 +O(ζ5).
Integrating by parts once more and taking into account that F ≡ αF3 is homo-
geneous of degree 3 one obtains, in view of (3.15),
H˜V ◦Ψ1 = G2 + 1
2
{αG3, αF3}+ βG4 +O(ζ5). (3.16)
Note that {G3, F3} is homogeneous of order 4. Hence our first step is achieved. It
remains to solve (3.14). Since G3 contains only monomials with (k, k
′, k′′) ∈ K3
(cf (3.12)), also F3 need only contain such monomials,
F3 =
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ζkζk′ζk′′ (3.17)
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which leads to
{G2, F3}= 2i
∑
1≤|k|≤N−1
skζ−k
∂F3
∂ζ−k
=−2i
∑
(k,k′,k′′)∈K3
(sk + sk′ + sk′′ )F
(3)
kk′k′′ζkζk′ζk′′ . (3.18)
The following result is due to Beukers and Rink (cf. [70, 73]):
Lemma 3.1.1. For any (k, k′, k′′) ∈ K3,
sk + sk′ + sk′′ 6= 0.
Let us remark that Lemma 3.1.1 also follows from the integrability of the
Toda lattice (cf. [34]). We include the self-contained proof due to Beukers and
Rink.
Proof. Suppose that (k, k′, k′′) ∈ K3 satisfies sk+ sk′ + sk′′ = 0. It follows from
k + k′ + k′′ ≡ 0 mod N that either sk′′ = −sk+k′ or sk′′ = sk+k′ , according to
whether k + k′ + k′′ ≡ 0 or k + k′ + k′′ ≡ N mod 2N .
In the first case, it follows that
2i sin
kπ
N
+ 2i sin
k′π
N
− 2i sin
(
kπ
N
+
k′π
N
)
= 0. (3.19)
Setting x := e
ikpi
N and y := e
ik′pi
N , one can rewrite (3.19) as
0 = x− 1
x
+ y − 1
y
− xy + 1
xy
= (1 − x)(1 − y)(1− xy) 1
xy
. (3.20)
It follows that any solution of (3.20) contradicts the assumption (k, k′, k′′) ∈ K3,
in particular 1 ≤ |k|, |k′|, |k′′| ≤ N − 1. Indeed, solutions with x = 1 (i.e. k ≡ 0
mod 2N), y = 1 (i.e. k′ ≡ 0 mod 2N), or xy = 1 (i.e. k + k′ ≡ 0 mod 2N and
thus k′′ ≡ 0 mod 2N), contradict this assumption.
In the second case, we have instead of (3.19)
2i sin
kπ
N
+ 2i sin
k′π
N
+ 2i sin
(
kπ
N
+
k′π
N
)
= 0. (3.21)
With x, y as above, it now follows from (3.21) that
0 = x− 1
x
+ y − 1
y
+ xy − 1
xy
= −(1 + x)(1 + y)(1− xy) 1
xy
.
Again we conclude that any solution of (3.21) contradicts the assumption 1 ≤
|k|, |k′|, |k′′| ≤ N − 1. Indeed, solutions with x = −1 (i.e. k ≡ N mod 2N),
y = −1 (i.e. k′ ≡ N mod 2N), or xy = 1 (i.e. k + k′ ≡ 0 mod 2N and thus
k′′ ≡ N mod 2N), contradict this assumption.
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By Lemma 3.1.1, one can define F3 as follows
iF
(3)
kk′k′′ :=


G
(3)
kk′k′′
2(sk+sk′+sk′′ )
(k, k′, k′′) ∈ K3,
0 otherwise.
Then {G2, αF3}+αG3 = 0. Written more explicitly, the nonzero coefficients of
F3 are
iF
(3)
kk′k′′ =
(−1)(k+k′+k′′)/N
6
√
N
√
| sin kpiN sin k
′pi
N sin
k′′pi
N |
2 sin kpiN + 2 sin
k′pi
N + 2 sin
k′′pi
N
. (3.22)
In a second step we normalize the 4th order term βG4+
α2
2 {G3, F3} in (3.16).
We decompose this sum into its contribution to the Birkhoff normal form and
the rest, to be transformed away in a moment. Let us first compute {G3, F3}
in a more explicit form:
{G3, F3}= i
∑
1≤|k|≤N−1
σk
∂G3
∂ζk
∂F3
∂ζ−k
=
∑
1≤|k|≤N−1
σk
∂G3
∂ζk
∂(iF3)
∂ζ−k
=
1
N
∑
1≤|k|≤N−1
σk

3
6
∑
1≤|l|,|m|≤N−1,
l+m=−k+rN
(−1)rλkλlλmζlζm


·

3
6
∑
1≤|l′|,|m′|≤N−1,
l′+m′=k+r′N
(−1)r′ λkλl′λm′
2(s−k+sl′+sm′)
ζl′ζm′


=
1
8N
∑
1≤|k|≤N−1
∑
1≤|l|,|m|,|l′|,|m′|≤N−1
l+m−rN=−k
l′+m′−r′N=k
(−1)r+r′ skλlλmλl′λm′
s−k + sl′ + sm′
ζlζmζl′ζm′ ,
where for the latter equality we used that σkλ
2
k = sk. Setting
εlml′m′ :=
l +m+ l′ +m′
N
(3.23)
one then gets
{G3, F3}= 1
8N
∑
1≤|k|≤N−1
∑
l+m≡−kmodN
l′+m′≡kmodN
(−1)εlml′m′ λlλmλl′λm′−1+(sl′+sm′)/sk ζlζmζl
′ζm′
=
1
8N
N−1∑
k=1
∑
l+m≡−kmodN
l′+m′≡kmodN
(−1)εlml′m′ λlλmλl′λm′−1 + (sl′ + sm′)/sk ζlζmζl
′ζm′
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+
1
8N
N−1∑
k=1
∑
l+m≡kmodN
l′+m′≡−kmodN
(−1)εlml′m′ λlλmλl′λm′−1− (sl′ + sm′)/sk ζlζmζl
′ζm′
=
1
8N
N−1∑
k=1
∑
l+m≡−kmodN
l′+m′≡kmodN
(
1
−1 + (sl′+sm′)/sk +
1
−1− (sl+sm)/sk
)
· (−1)εlml′m′λlλmλl′λm′ζlζmζl′ζm′ .
Note that for k = l′ +m′ + r′N with 1 ≤ k ≤ N − 1 and r′ ∈ Z we have
sk = |sl′+m′ |.
Introduce1 for any (l,m, l′,m′) ∈ K4
clml′m′ =


1
−1+ sl′+sm′
|s
l′+m′
|
− 1
1+
sl+sm
|sl+m|
if l+m 6≡ 0 modN,
0 otherwise.
(3.24)
We then get
α2
2
{G3, F3} = α
2
16N
∑
(l,m,l′,m′)∈K4
clml′m′(−1)εlml′m′λlλmλl′λm′ζlζmζl′ζm′ . (3.25)
Combined with formula (3.11) for G4, the quantity βG4 +
α2
2 {G3, F3} becomes
1
24N
∑
(k,k′,k′′,k′′′)∈K4
(−1)εkk′k′′k′′′ (β+3α
2
2
ckk′k′′k′′′ )λkλk′λk′′λk′′′ζkζk′ζk′′ζk′′′ . (3.26)
We now decompose (3.26) into its contribution to the Birkhoff normal form of
HV and the rest, and we denote by πN the projection onto the former one,
whereas the latter one will be (partially) transformed away by a second trans-
formation Ψ2.
Lemma 3.1.2. The normal form part of βG4 +
α2
2 {G3, F3} is given by
πN
(
β G4 +
α2
2
{G3, F3}
)
=
1
4N

N−1∑
l=1
(α2+(β−α2)s2l )|ζl|4+2
∑
1≤l 6=m≤N−1
(β−α2)sl sm|ζl|2|ζm|2

. (3.27)
Proof. The indices k, k′, k′′, k′′′ of the terms in βG4 + α
2
2 {G3, F3} contributing
to the normal form satisfy (k, k′, k′′, k′′′) ∈ KN4 , where
KN4 := {(k, k′, k′′, k′′′) ∈ K4| ∃ 1 ≤ l ≤ m ≤ N − 1 such that
{k, k′, k′′, k′′′} = {l,−l,m,−m}}. (3.28)
1To keep the formula for clml′m′ as simple as possible we have not symmetrized the coef-
ficients clml′m′ .
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In the case l = m, {l,−l, l,−l} in (3.28) is viewed as a set-like object whose two
elements l and −l each have multiplicity two.
We investigate πN (βG4) and πN (
α2
2 {G3, F3}) separately. Let us start with
βG4. We distinguish the cases l = m and l 6= m in KN4 . For l = m, there are(
4
2
)
= 6 distinct permutations of (k, k′, k′′, k′′′) in KN4 , whereas for l 6= m, all
4! = 24 permutations of (l,m,−l,−m) are distinct. Hence we have
πN (βG4) =
β
24N

6N−1∑
l=1
s2l |ζl|4 + 24
∑
1≤l<m≤N−1
sl sm|ζl|2|ζm|2


=
β
4N

N−1∑
l=1
s2l |ζl|4 + 2
∑
1≤l 6=m≤N−1
sl sm|ζl|2|ζm|2

 . (3.29)
Now let us compute πN (
α2
2 {G3, F3}). We have to single out the matches of
(3.28) for which in addition the coefficient ckk′k′′k′′′ in (3.25) does not vanish,
i.e.
k + k′ 6≡ 0mod N and k + k′ + k′′ + k′′′ ≡ 0 mod N.
There are two quadruples (k, k′, k′′, k′′′) in KN4 which satisfy these additional
conditions,
k + k′′ = 0
k′ + k′′′ = 0 or
k + k′′′ = 0
k′ + k′′ = 0 . (3.30)
In both cases, we have sk′′ + sk′′′ = −(sk + sk′), and therefore (3.24) reduces to
ckk′k′′k′′′ =
−2|sk+k′ |
|sk+k′ |+ sk + sk′ . (3.31)
Note that (3.31) remains valid for k + k′ = N , since in this case sk+k′ = 0 and
sk + sk′ > 0 as k and k
′ must satisfy 1 ≤ k, k′ ≤ N − 1, but not for k + k′ = 0,
since in this case |sk+k′ |+ sk + sk′ = 0.
We first compute the diagonal part of πN
(
1
2{G3, F3}
)
. In this case, the two
possibilities in (3.30) coincide and the solutions are
(k, k′, k′′, k′′′) =
{
(l, l, −l,−l)
(−l,−l, l, l) , (3.32)
where 1 ≤ l ≤ N − 1. The sum of the coefficients ckk′k′′k′′′ for the two cases
listed in (3.32) is
cl,l,−l,−l + c−l,−l,l,l = −2|s2l|
(
1
|s2l|+2sl +
1
|s2l|−2sl
)
=
−4s22l
s22l−4s2l
= 4 cot2
lπ
N
.
We now turn to the off-diagonal part of πN
(
1
2{G3, F3}
)
. The quadruples
(k, k′, k′′, k′′′) ∈ K4 satisfying (3.30) for given {l,m} ⊆ {1, . . . , N − 1} with
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l < m, (k, k′) = (±l,±m), and (k′′, k′′′) = (±l,±m), are
(k, k′, k′′, k′′′) =


(l, m, −l,−m)
(l, −m,−l, m)
(−l, m, l, −m)
(−l,−m, l, m)
. (3.33)
The remaining matches are obtained from (3.33) by permuting the first and
second or the third and fourth columns on the right hand side of (3.33), bringing
the total number of all matches to 16 = 4 ·4. Note that by formula (3.31), these
permutations leave the value of the coefficients ckk′k′′k′′′ invariant. Taking the
sum of the coefficients ckk′k′′k′′′ for all the quadruples listed in (3.33), we obtain
4(cl,m,−l,−m+ cl,−m,−l,m + c−l,m,l,−m + c−l,−m,l,m)
=−8
(
|sl+m|
|sl+m|+ sl + sm +
|sl−m|
|sl−m|+ sl − sm
+
|sl−m|
|sl−m| − sl + sm +
|sl+m|
|sl+m| − sl − sm
)
=−16
(
s2l−m
s2l−m − (sl − sm)2
+
s2l+m
s2l+m − (sl + sm)2
)
=
−16(2s2l−ms2l+m − s2l−m(sl + sm)2 − s2l+m(sl − sm)2)
s2l−ms
2
l+m + (sl−sm)2(sl+sm)2−s2l−m(sl+sm)2−s2l+m(sl−sm)2
=−16,
since s2l−ms
2
l+m = (sl − sm)2(sl + sm)2. Collecting terms, we thus have
πN
(
α2
2
{G3, F3}
)
=
α2
16N

N−1∑
l=1
4 cos2
πl
N
|ζl|4 − 16
∑
1≤l<m≤N−1
sl sm|ζl|2|ζm|2


=
α2
4N

N−1∑
l=1
(1− s2l )|ζl|4 − 2
∑
1≤l 6=m≤N−1
sl sm|ζl|2|ζm|2

 . (3.34)
Adding up (3.29) and (3.34), we obtain (3.27).
Now we want to remove [as much as possible of] the term (Id− πN )(βG4 +
α2
2 {G3, F3}) from the Hamiltonian (3.16), H˜V ◦ Ψ1, by a second coordinate
transformation Ψ2. In view of formulas (3.11) and (3.25) for G4 and
1
2{G3, F3},
respectively, and in complete analogy to the first step we look for a transforma-
tion Ψ2 of the form Ψ2 = X
t
F4
|t=1 with
F4 =
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
kk′k′′k′′′ζkζk′ζk′′ζk′′′ , (3.35)
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where F
(4)
σ(k,k′,k′′,k′′′) = F
(4)
(k,k′,k′′,k′′′) for any permutation σ(k, k
′, k′′, k′′′) of the
quadruple (k, k′, k′′, k′′′) ∈ K4\KN4 . We would like to determine the coefficients
of F4 in such a way that
{G2, F4} = −(Id− πN )
(
βG4 +
α2
2
{G3, F3}
)
. (3.36)
As in (3.18) one gets
{G2, F4} = −i
∑
(k,k′,k′′,k′′′)∈K4\KN4
(sk + sk′ + sk′′ + sk′′′)F
(4)
kk′k′′k′′′ζkζk′ζk′′ζk′′′ ,
(3.37)
and equation (3.36) combined with (3.26) leads to
i(sk + sk′ + sk′′ + sk′′′ )F
(4)
kk′k′′k′′′ (3.38)
=
1
24N
(−1)εkk′k′′k′′′ (β + 3α
2
2
cSkk′k′′k′′′ ) · λkλk′λk′′λk′′′
for any quadruple (k, k′, k′′, k′′′) in K4 \ KN4 . Here cSkk′k′′k′′′ denotes the sym-
metrized version of ckk′k′′k′′′ ,
cSkk′k′′k′′′ :=
1
4!
∑
σ∈S4
cσ(k,k′,k′′,k′′′). (3.39)
The following lemma due to Beukers and Rink (cf. [70]) determines the quadru-
ples (k, k′, k′′, k′′′) ∈ K4 \ KN4 for which sk + sk′ + sk′′ + sk′′′ = 0. Let us
introduce
Kres4 := K
+
res ∪K−res ⊆ K4
where
K±res :=
{
(k, k′, k′′, k′′′) ∈ K4| ∃ l ∈ N : 1 ≤ l ≤ N
4
so that
{k, k′, k′′, k′′′} = {±l,±l∓N, N
2
∓ l,−N
2
∓ l}
}
.
Note that if N is odd, then Kres4 = ∅.
Lemma 3.1.3. Let (k1, k2, k3, k4) ∈ K4 \KN4 . Then
sk + sk′ + sk′′ + sk′′′ = 0 if and only if (k, k
′, k′′, k′′′) ∈ Kres4 .
In particular, if N is odd, then sk + sk′ + sk′′ + sk′′′ 6= 0.
For the convenience of the reader a detailed proof of Lemma 3.1.3 is given
in Appendix B. It is likely that Lemma 3.1.3 also can be proved using the
integrability of the Toda lattice (cf. [34]), which would be a remarkable fact
insofar as it would be a proof of a number-theoretic fact with methods of the
theory of dynamical systems.
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By Lemma 3.1.3, if N is odd, (3.38) can be solved for any (k, k′, k′′, k′′′) ∈
K4 \ KN4 determining the coefficients F (4)kk′k′′k′′′ with (k, k′, k′′, k′′′) ∈ K4 \
KN4 in such a way that F
(4)
σ(k,k′ ,k′′,k′′′) = F
(4)
(k,k′,k′′,k′′′) for any permutation
σ(k, k′, k′′, k′′′) of (k, k′, k′′, k′′′) ∈ K4 \KN4 . With this choice of F4 the canon-
ical transformation Ψ2 is then defined by X
t
F4
|t=1. Composing Ψ1 and Ψ2, we
obtain the transformation Ξ := Ψ1 ◦Ψ2. We have proved the following
Proposition 3.1.4. Assume that N ≥ 3 is odd. The real analytic symplectic
coordinate transformation ζ = Ξ(z), defined in a neighborhood of the origin in
Z, transforms the Hamiltonian H˜V into its Birkhoff normal form up to order 4.
More precisely,
H˜V ◦ Ξ = G2 + πN
(
βG4 +
α2
2
{G3, F3}
)
+O(z5), (3.40)
with G2 and πN (βG4 +
α2
2 {G3, F3}) given by (3.9) and (3.27), respectively.
Theorem 1.2.1 can now be proved easily.
Proof of Theorem 1.2.1. Proposition 3.1.4 provides the Taylor series expansion
of H˜V in terms of the actions I = (Ik)1≤k≤N−1 given by (1.6). More precisely,
H˜V ◦ Ξ = Hα,β(I) +O(z5), where Hα,β(I) is defined by
2
N−1∑
k=1
sk Ik +
1
4N
N−1∑
k=1
(α2 + (β − α2)s2k)I2k +
β − α2
2N
∑
l 6=m
1≤l,m≤N−1
slsmIlIm. (3.41)
This proves Theorem 1.2.1.
3.2 Even periodic chains
Now we assume that N is even. To obtain the normal form of the FPU Hamil-
tonian as claimed in Theorem 1.3.1 we continue the investigations of the pre-
vious section. According to Lemma 3.1.3, equation (3.38) might have no so-
lution F
(4)
kk′k′′k′′′ for (k, k
′, k′′, k′′′) ∈ Kres4 . We first compute the projection
πres(βG4 +
α2
2 {G3, F3}) of βG4 + α
2
2 {G3, F3} onto those terms which are in-
dexed by quadruples (k, k′, k′′, k′′′) ∈ Kres4 , i.e. the projection onto the resonant
non-normal form part of βG4 +
α2
2 {G3, F3}.
Lemma 3.2.1. Assume that N is even. The resonant non-normal form part
of βG4 +
α2
2 {G3, F3} is given by
πres
(
βG4 +
α2
2
{G3, F3}
)
= −β − α
2
4N
(R+RN
4
) (3.42)
where
R = 2
∑
1≤l<N4
s2l
(
ζlζ−N+lζN
2 −lζ−N2 −l + ζ−lζN−lζN2 +lζ−N2 +l
)
(3.43)
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and
RN
4
=


1
2
(
ζ2N
4
ζ2− 3N4
+ ζ23N
4
ζ2−N4
)
if N4 ∈ N
0 otherwise.
(3.44)
Proof. Consider the formula (3.26) for βG4+
α2
2 {G3, F3}. At this point we need
to consider the symmetrized version (3.39) of the coefficients cklk′l′ defined by
(3.24). We claim that for any (k1, k2, k3, k4) ∈ Kres4
cSk1k2k3k4 =
1
4!
∑
σ∈S4
ckσ(1)kσ(2)kσ(3)kσ(4) = −
2
3
. (3.45)
Observe that ck1k2k3k4 is invariant under the transpositions k1 ↔ k2 and k3 ↔
k4. Hence (3.45) follows once we prove that
4(ck1k2k3k4+ck1k3k2k4+ck1k4k2k3+ck2k4k1k3+ck2k3k1k4+ck3k4k1k2)=−16. (3.46)
Note that any element (k1, k2, k3, k4) ∈ Kres4 is, mod 2N , a permutation of an
element of the form (l,−N + l, N/2− l,−N/2− l) with 1 ≤ |l| ≤ N/4. For such
quadruples one gets by a straightforward computation
ck1k2k3k4 + ck3k4k1k2 = −2− 2 = −4
and, with cl = cos
lpi
N ,
ck1k3k2k4 + ck2k4k1k3 = −
4
2 + 2(sl + cl)
− 4
2− 2(sl + cl) = −
4
s2l
as well as
ck1k4k2k3 + ck2k3k1k4 = −
4
2 + 2(sl − cl) −
4
2− 2(sl − cl) =
4
s2l
.
Substituting these three identities into the left hand side of (3.46) leads to the
claimed identity (3.46).
Moreover, by the definition (3.23) of εlml′m′ one has for any (k1, k2, k3, k4) ∈
Kres4 and any σ ∈ S4, that εσ(k1,k2,k3,k4) = ±1 and hence
(−1)εσ(k1,k2,k3,k4) = −1.
Further,
λk1λk2λk3λk4 =
∣∣∣∣sin lπN cos lπN
∣∣∣∣ = 12
∣∣∣∣sin 2lπN
∣∣∣∣ = 12 |s2l|.
Combining all these computations we get
πres
(
βG4 +
α2
2
{G3, F3}
)
=
1
24N
∑
(k1,k2,k3,k4)∈Kres4
(−1)(β + 3α
2
2
cSk1k2k3k4)λk1λk2λk3λk4ζk1ζk2ζk3ζk4
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= −4! (β − α
2)
24N
∑
1≤l<N4
s2l
2
(
ζlζ−N+lζN
2−lζ−N2−l + ζ−lζN−lζN2+lζ−N2+l
)
−3! (β − α
2)
24N
· 2
4
(
ζ2N
4
ζ2− 3N4
+ ζ2−N4
ζ23N
4
)
︸ ︷︷ ︸
only if N4 ∈N
(3.47)
= −β − α
2
4N
(R +RN
4
),
with R and RN
4
as defined by (3.43) and (3.44), respectively. Hence Lemma
3.2.1 is proved.
By Lemma 3.2.1, if N is even, equation (3.38) can be solved for any quadru-
ple (k, k′, k′′, k′′′) ∈ K4 \ (KN4 ∪ Kres4 ) in such a way that F (4)σ(k,k′ ,k′′,k′′′) =
F
(4)
(k,k′,k′′,k′′′) for any permutation σ(k, k
′, k′′, k′′′) of (k, k′, k′′, k′′′). With this
choice of F4 the canonical transformation Ψ2 is then defined by X
t
F4
|t=1. Com-
posing Ψ1 and Ψ2, we obtain the transformation Ξ := Ψ1 ◦Ψ2 and have proved
the following
Proposition 3.2.2. Assume that N is even. The real analytic symplectic coor-
dinate transformation ζ = Ξ(z), defined locally in a neighborhood of the origin
z = 0 in Z, transforms the Hamiltonian H˜V into the resonant Birkhoff normal
form up to order 4,
H˜V ◦Ξ = G2 + πN
(
βG4 +
α2
2
{G3, F3}
)
+ πres
(
βG4 +
α2
2
{G3, F3}
)
+O(z5),
with G2, πN (βG4 +
α2
2 {G3, F3}), and πres(βG4 + α
2
2 {G3, F3}) given by (3.9),
(3.27), and (3.42), respectively.
Proof of Theorem 1.3.1. We start with the formula for H˜V ◦Ξ given by Propo-
sition 3.2.2 and treat the normal form terms G2 + πN (βG4 +
α2
2 {G3, F3}) and
the resonant normal form terms πres(βG4 +
α2
2 {G3, F3}) separately. With the
action variables I = (Ik)1≤k≤N−1 defined by (1.6) we see that G2 + πN (βG4 +
α2
2 {G3, F3}) = Hα,β(I), where Hα,β(I) is defined by (3.41). Concerning the
term πres(βG4+
α2
2 {G3, F3}), we first express it in terms of the real variables
(xk, yk)1≤k≤N−1, related to the ζk’s by xk = (ζk+ζ−k)/2 and yk = (ζ−k−ζk)/2i.
Note that
ζlζ−N+lζN
2 −lζ−N2 −l + ζ−lζN−lζ−N2 +lζN2 +l
= 2 Re (ζlζ−N+lζN
2 −lζ−N2 −l)
=
1
2
(
(xlxN−l + ylyN−l)(xN
2 −lxN2 +l + yN2 −lyN2 +l)
−(xlyN−l − xN−lyl)(xN
2 −lyN2 +l − xN2 +lyN2 −l)
)
= 2
(
JlJN
2 −l −MlMN2 −l
)
, (3.48)
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where for any 1 ≤ k ≤ N − 1, Jk and Mk are given by (1.9). Hence R, given by
(3.43), can be expressed in terms of Jk and Mk as follows
R(J,M) = 2
∑
1≤l<N4
s2l
(
ζlζ−N+lζN
2 −lζ−N2 −l + ζ−lζN−lζN2 +lζ−N2 +l
)
= 4
∑
1≤l<N4
sin
2lπ
N
(
JlJN
2 −l −MlMN2 −l
)
. (3.49)
Similarly, if N4 ∈ N, one concludes from (3.48) that RN4 , given by (3.44), can be
expressed as
RN
4
(J,M) =
1
2
(
ζ2N
4
ζ2− 3N4
+ ζ23N
4
ζ2−N4
)
= J2N
4
−M2N
4
. (3.50)
Theorem 1.3.1 now follows from the formulas (3.41), (3.49), and (3.50).
We now turn to the proof of Theorem 1.3.2, i.e. the integrability of the
truncated Hamiltonian (1.14). Denote by {·, ·} the standard Poisson bracket on
R2N−2. In a straightforward way one computes the Poisson brackets between
the variables I,M, J, L ∈ RN−1, given by (1.6) and (1.9) (cf. [15], p. 28):
Lemma 3.2.3. The Poisson brackets between the variables Ik, Jk, Mk (1 ≤
k ≤ N − 1) are given by
{Il, Ik} = {Jl, Jk} = {Ml,Mk} = 0, (3.51)
{Jl, Ik} = −Ml(δkl − δk+l,N ), (3.52)
{Ml, Ik} = Jl(δkl − δk+l,N ), (3.53)
As a consequence, one obtains the following relations between the variables Mk,
Jk, and Lk, 1 ≤ k ≤ N − 1:
{Mk, Jl} = Ll(δk+l,N − δkl),
{Jk, Ll} = Mk(δk+l,N − δkl),
{Lk,Ml} = Jl(δk+l,N − δkl).
First note that the list of functions of Theorem 1.3.2,
(Ik + IN−k)1≤k≤N2 , (Ik + IN2 +k)1≤k<N4 , (Kk)1≤k≤N4 , (3.54)
contains N −1 terms regardless whether N4 is an integer or not. In addition, for
any 1 ≤ k < N4 , the terms Ik+ IN−k, IN/2−k+ IN/2+k, Ik+ IN/2+k,Kk are func-
tions of the eight variables xk, yk, xN/2−k, yN/2−k, xN/2+k, yN/2+k, xN−k, and
yN−k, the term IN/2 is a function of the two variables xN/2, yN/2, and, in the
case N/4 ∈ N, the terms IN
4
+ I 3N
4
,KN
4
are functions of the four variables
xN/4, yN/4, x3N/4, y3N/4. Hence we obtain a partition of the 2N − 2 variables
x1, y1, . . . , xN−1, yN−1 into xN4 y + 1 pairwise disjoint sets of variables, and all
Poisson brackets between variables of different sets of this partition vanish.
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Lemma 3.2.4. The N − 1 functions listed in (3.54) are pairwise in involution.
Proof. The functions in (3.54) depend on only one of the xN4 y + 1 pairwise
disjoint sets of variables. As the Poisson brackets between terms depending on
variables of different sets vanish, it remains to check that functions of (3.54)
with the same k are in involution with each other. In view of the formulas
(1.17) and (1.19) for Kl and KN/4, respectively (recall that J
2
j +M
2
j = IjIN−j
for any 1 ≤ j < N2 ), and taking into account that (Ik)1≤k≤N−1 are pairwise in
involution, this amounts to proving that for any 1 ≤ l < N4 ,
{JlJN
2 −l −MlMN2 −l, Il + IN−l} = 0, (3.55)
{JlJN
2 −l −MlMN2 −l, IN2 −l + IN2 +l} = 0, (3.56)
{JlJN
2 −l −MlMN2 −l, Il + IN2 +l} = 0, (3.57)
and
{J2N
4
−M2N
4
, IN
4
+ I 3N
4
} = 0. (3.58)
First we note that by (3.52) and (3.53) one has for any 1 ≤ l < N2
{JlJN
2 −l −MlMN2 −l, Il} = −JN2 −lMl −MN2 −lJl (3.59)
and
{JlJN
2 −l −MlMN2 −l, IN−l} = JN2 −lMl +MN2 −lJl. (3.60)
Since the right hand sides of (3.59) and (3.60) are invariant under exchanging l
and N2 − l, the same must hold for the left hand sides, and we conclude that
{JlJN
2 −l −MlMN2 −l, IN2 −l} = −JN2 −lMl −MN2 −lJl (3.61)
and
{JlJN
2 −l −MlMN2 −l, IN2 +l} = JN2 −lMl +MN2 −lJl. (3.62)
The identities (3.55)-(3.57) now follow from the appropriate combinations of
(3.59)-(3.62). In the same fashion, one concludes that (3.58) holds.
Proof of Theorem 1.3.2. In view of Lemma 3.2.4, it remains to check that the
quantities listed in (3.54) are functionally independent integrals. The indepen-
dence is easy to verify, and the fact that they are conserved quantities follows
from the formula (1.16), showing that HtruncV can be written as a function of
them.
3.3 Dirichlet chains
In this section we consider a chain with N ′ (N ′ ≥ 3, not necessarily even)
moving particles and fixed endpoints, i.e. with boundary conditions (1.3).
It has been observed that such a chain can be treated as an invariant sub-
sytem of a periodic lattice with N = 2N ′ + 2 particles - see [73]: Let T ∗RN be
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endowed with the canonical symplectic structure and consider the linear map
S : T ∗RN → T ∗RN , defined by
((qi)1≤i≤N , (pi)1≤i≤N ) 7→ (−(qN−1, . . . , q1, qN ),−(pN−1, . . . , p1, pN )). (3.63)
Then S is a canonical linear involution satisfying HV ◦ S = HV . Denote by
Fix(S) the fixed point set of S. Then Fix(S) is the subset of all elements (q, p)
in T ∗RN satisfying
(qn, pn) = −(qN−n, pN−n) ∀ 1 ≤ n ≤ N − 1 and qN = pN = 0. (3.64)
In particular, on Fix(S), qN = qN ′+1 = 0 and pN = pN ′+1 = 0. Note that on
Fix(S), both the center of mass coordinate Q = 1N
∑N
i=1 qi and its momentum
P = 1N
∑N
i=1 pi are identically 0. Hence Fix(S) ⊆ M, where
M := {(q, p) ∈ T ∗RN |Q = 0;P = 0}.
We endow M with the symplectic structure induced from T ∗RN .
The phase space of an FPU chain with N ′ moving particles satisfying Dirich-
let boundary conditions is T ∗RN
′
, endowed with the canonical symplectic struc-
ture
∑N ′
i=1 dqi ∧ dpi. It can be embedded into M by the map Θ : T ∗RN
′ → M
defined by
(qi, pi)1≤i≤N ′ 7→ 1√
2
((qi, pi)1≤i≤N ′ , (0, 0),−(qN ′−i, pN ′−i)0≤i≤N ′−1, (0, 0)).
Note that Θ(T ∗RN
′
) = Fix(S), i.e. Θ is a parametrization of Fix(S) and
the pullback of the canonical symplectic form on M by Θ is
∑N ′
i=1 dqi ∧ dpi,
which means that Θ is canonical. It then follows that Fix(S) is a symplectic
submanifold of M.
We now express the equations defining Fix(S) locally near 0 as a subset of
M in terms of the canonical coordinates (xk, yk)1≤k≤N−1 provided by Theorem
1.3.1, or even more conveniently, in terms of the associated complex coordinates
(ζk)1≤|k|≤N−1, defined for 1 ≤ k ≤ N − 1 as in (3.2) by{
ζk =
1√
2
(xk − iyk),
ζ−k = ζk = 1√2 (xk + iyk).
(3.65)
Denote as in (3.3) by Z the linear subspace of C2N−2 consisting of such vec-
tors (ζk)1≤|k|≤N−1. In the sequel we also write (ζk)1≤k≤N−1 for the element
(ζk)1≤|k|≤N−1 ∈ Z and use the notations (in the case of sn already introduced
in (3.4))
cn := cos
nπ
N
, sn := sin
nπ
N
(n ∈ Z).
Define the map SZ : Z → Z, given by
(ζk)1≤k≤N−1 7→ (−e4piik/N ζN−k)1≤k≤N−1. (3.66)
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Like the map S : M → M, SZ is a canonical linear involution. In fact, the
maps S and SZ are conjugate to each other under the coordinate change of
Theorem 1.3.1. Before making this statement more precise, let us introduce a
parametrization of the fixed point set Fix(SZ) of the map SZ. Introduce
ZDir := {(ζk)1≤|k|≤N ′ ∈ C2N
′ | ζk = ζ−k ∀ 1 ≤ k ≤ N ′},
endowed with the canonical symplectic structure induced from C2N
′
, and the
embedding ΘZ : ZDir → Z mapping (ζk)1≤|k|≤N ′ to the element (ζ˜k)1≤k≤N ∈ Z
given by
1√
2
(
(ζk)1≤k≤N ′ , 0, (−e4piik/NζN ′+1−k)1≤k≤N ′
)
.
Note that ΘZ(ZDir) = Fix(SZ), i.e. ΘZ is a parametrization of Fix(SZ).
We prove the following lemma in Appendix C.
Lemma 3.3.1. In terms of the complex variables (ζk)1≤|k|≤N−1 defined by The-
orem 1.3.1, near 0, the map S is given by SZ. More precisely, if Ψ, defined
near 0 ∈ Z, is the coordinate transformation given by Theorem 1.3.1, then
S ◦Ψ = Ψ ◦ SZ. In particular, locally near 0, the set Fix(SZ) ⊆ Z, described by
the equations
e−2piik/N ζk + e2piik/N ζN−k = 0 (1 ≤ k ≤ N − 1), (3.67)
is the image of the set Fix(S) under Ψ−1. Expressed in terms of the real variables
(xk, yk)1≤k≤N−1, the conditions (3.67) are given by(
c2k −s2k
s2k c2k
)(
xk
yk
)
+
(
c2k s2k
−s2k c2k
)(
xN−k
yN−k
)
=
(
0
0
)
. (3.68)
In particular, for k = N ′ + 1 (= N/2) we get ζN ′+1 = 0 and therefore
(xN ′+1, yN ′+1) = (0, 0).
Corollary 3.3.2. On Fix(SZ), for any 1 ≤ k ≤ N2 ,
Ik = IN−k (3.69)
and
JkJN
2 −k −MkMN2 −k = IkIN2 −k. (3.70)
Moreover
IN
2
= 0. (3.71)
Proof. In terms of the complex variables (ζk)1≤|k|≤N−1, Ik = ζkζ−k for any
1 ≤ k ≤ N − 1. Hence on Fix(SZ),
Ik = ζkζ−k = (−e4piik/N ζN−k)(−e−4piik/N ζ−(N−k)) = ζN−kζ−(N−k) = IN−k,
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showing (3.69). The identity (3.71) follows from ζN
2
|Fix(SZ) = 0. To prove
(3.70), we first conclude from (3.67) that on Fix(SZ), for any 1 ≤ k ≤ N − 1,
Jk = −c4kIk,
Mk = −s4kIk.
Hence on Fix(SZ),
JkJN
2 −k −MkMN2 −k = IkIN2 −k(c4kc4(N2 −k) − s4ks4(N2 −k))
= IkIN
2 −k(c
2
4k + s
2
4k)
= IkIN
2 −k.
This completes the proof of Corollary 3.3.2.
From the definitions (1.9), (1.12), and (1.13) of the variables Ik, Jk, andMk,
and of the expressions R and RN
4
one then obtains the following
Corollary 3.3.3. On Fix(SZ),
R = 4
∑
1≤k<N4
s2kIkIN
2 −k and RN4 =
{
I2N
4
if N4 ∈ N
0 otherwise.
It follows from Corollary 3.3.3 that on Fix(SZ), the expression (1.14) is in
Birkhoff normal form up to order four. This allows us to prove Theorem 1.4.1.
Proof of Theorem 1.4.1. We start with the resonant normal form (1.14) for even
chains, NP
2
2 +Hα,β(I)−Rα,β(J,M)+O(|(x, y)|5), whereHα,β(I) andRα,β(J,M)
are given by (1.7) and (1.11), respectively. Using the identity Ik = IN−k, the
terms in the decomposition (1.15) ofHα,β , when restricted to Fix(SZ), are given
by
H(2)(I) = 4
N ′∑
k=1
sk Ik, (3.72)
H
(4)
α,β(I) =
1
N
N ′∑
k=1
d+k I
2
k +
4(β − α2)
2N
∑
1≤k,l≤N′
k 6=l
skslIkIl, (3.73)
and
1
2N
N
2 −1∑
k=1
d−k IkIN−k =
1
2N
N ′∑
k=1
d−k I
2
k . (3.74)
From Corollary 3.3.3, we conclude that on Fix(SZ),
−Rα,β(J,M) = −β − α
2
4N
(
R(J,M) +RN
4
(J,M)
)
= −β − α
2
4N

4 ∑
1≤k<N4
s2kIkIN
2 −k + I
2
N
4︸ ︷︷ ︸
only if N4 ∈N

 . (3.75)
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Formula (1.22) is then obtained by adding up (3.72)-(3.75), noting that d+k +
d−
k
2 =
1
2 (α
2 +3(β−α2)s2k), and replacing Ik by its pullback 12Ik with respect to
the parametrization ΘZ of Fix(SZ) introduced above.
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Chapter 4
Nondegeneracy and
convexity
In this chapter we prove all claims on the nondegeneracy and convexity proper-
ties of the Hessians of the fourth-order Birkhoff normal forms of the odd periodic
and Dirichlet chains, as stated in Theorems 1.2.3 and 1.4.3, respectively.
4.1 Odd periodic chains
We start with the Hessian Qα,β of Hα,β(I) at I = 0, given by (3.41). In the
process of investigating of Qα,β we repeatedly encounter matrices of the form
E + diag(µ1, . . . , µN−1), where E is the (N − 1)× (N − 1)-matrix
E :=

 1 . . . 1... ...
1 . . . 1

 (4.1)
and (µk)1≤k≤N−1 are given complex numbers. The determinant of the matrix
E + diag(µ1, . . . , µN−1) can be explicitly computed.
Lemma 4.1.1. Let (µk)1≤k≤N−1 be given nonzero complex numbers. Then
det (E + diag(µ1, . . . , µN−1)) =
(
1 +
N−1∑
k=1
1
µk
)
·
N−1∏
k=1
µk. (4.2)
In particular, E + diag(µ1, . . . , µN−1) is regular if and only if
∑N−1
k=1
1
µk
6= −1.
Proof. Expanding det(E+diag(µ1, . . . , µN−1)) with respect to its rows it follows
that
det(E + diag(µ1, . . . , µN−1)) =
N−1∏
k=1
µk +
N−1∑
k=1
∏
l 6=k
µl.
This leads to formula (4.2).
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First let us treat the β-chain, i.e. the case α = 0, β 6= 0. The following
proposition is relatd to earlier results of Rink [70].
Proposition 4.1.2. Let N be odd and assume that α = 0 in (1.4). Then the
following holds:
(i) The Birkhoff normal form of HV up to order 4 is given by
NP 2
2 +H0,β(I)
where
H0,β(I) = 2
N−1∑
k=1
skIk +
β
4N

N−1∑
k=1
s2kI
2
k + 2
∑
l 6=m
1≤l,m≤N−1
slsmIlIm

 . (4.3)
(ii) For any β 6= 0, H0,β(I) is nondegenerate at I = 0.
Proof. The Birkhoff normal form (4.3) of HV is given by the formula (3.41)
evaluated at α = 0. To investigate the Hessian Q0,β of H0,β(I) at I = 0 we
write
Q0,β =
β
4N
∆P ∆, (4.4)
where
∆ = diag
(
sin
kπ
N
)
1≤k≤N−1
(4.5)
and
P = 2 ·
(
E − 1
2
IdN−1
)
.
In view of (4.2) it follows that
detQ0,β =
(
β
4N
)N−1
· detP ·
N−1∏
k=1
sin2
kπ
N
where by Lemma 4.1.1,
detP = 2N−1 (1− 2(N − 1)) (−1/2)N−1 = (−1)N (2N − 3) 6= 0.
Hence, if β 6= 0, detQ0,β 6= 0, and the nondegeneracy of H0,β(I) at I = 0
follows.
Lemma 4.1.3. If β < 0, then Q0,β has one negative eigenvalue, whereas if
β > 0, then Q0,β has N − 2 negative eigenvalues. In particular, for any β 6= 0,
Q0,β is indefinite (and H0,β is therefore not convex).
Proof. We want to use the decomposition (4.4) of Q0,β to show that Q0,β can
be deformed continuously to β4N P : Consider for 0 ≤ t ≤ 1
Q0,β(t) :=
β
4N
(t∆+ (1− t) Id) P (t∆+ (1− t) Id).
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As t∆+(1− t) Id is positive definite for any 0 ≤ t ≤ 1 and P is regular, Q0,β(t)
is a symmetric regular (N − 1)× (N − 1)-matrix for any 0 ≤ t ≤ 1. For t = 0,
Q0,β(0) =
β
4N P , whereas for t = 1, Q0,β(1) = Q0,β. Therefore, index(Q0,β)
(i.e. the number of negative eigenvalues of Q0,β) coincides with index
(
β
4N P
)
.
The eigenvalues of P are µ1 = 2N − 3 with multiplicity one and µ2 = −1 with
multiplicity N − 2.
We now turn to the case α 6= 0.
Proposition 4.1.4. Assume that N is odd and α 6= 0 in (1.4). Then, for α
fixed, detQα,β is a polynomial in β of degree N − 1 and has N − 1 pairwise
different real zeroes which we list in increasing order and denote by βk = βk(α)
(1 ≤ k ≤ N − 1). They satisfy 0 < β1 < α2, 2α2 < β2 < . . . < βN−1 and
contain the (N − 1)/2 distinct numbers
α2 ·
(
1 + sin−2
kπ
N
) (
1 ≤ k ≤ N − 1
2
)
.
For these N−12 numbers, Qα,β is not isoenergetically nondegenerate.
When considered as functions βk = β
(N)
k (α) of N , the zeroes β1 and β2
satisfy
β1 → α2, β2 → 2α2 (N →∞). (4.6)
Moreover
index (Qα,β) =


1 for β < β1,
0 for β1 < β < β2,
N − 2 for β > βN−1.
Hence Hα,β is convex if and only if β1 < β < β2, in particular if
β
α2 ∈ [1, 2].
Proof. Since most of the statements of Propositions 4.1.4 are also true in the
case where N is even, we do not assume a priori that N is odd, and we will
mention explicitly when we make any assumption on the parity of N .
Fix α ∈ R \ {0} and consider the map β 7→ det(Qα,β). It follows from (3.41)
that det(Qα,β) is a polynomial in β of degree at most N − 1,
det(Qα,β) =
N−1∑
j=0
cjβ
j ,
where c0 = det(Qα,0) and cN−1 = det(Q0,1). By Proposition 4.1.2, det(Q0,1) 6=
0, hence the degree of the polynomial det(Qα,β) is N − 1. We claim that
det(Qα,β) has N − 1 real zeroes (counted with multiplicities). For |β| large
enough, index(Qα,β) is equal to index(Q0,β). By Lemma 4.1.3, index(Q0,β)
is N − 2 for β > 0 and 1 for β < 0. Hence there exists R > 0 such that
index(Qα,β) = N − 2 for any β > R and index(Qα,β) = 1 for any β < −R. For
β = α2, the matrix Qα,α2 is a positive multiple of the identity matrix, hence
index(Qα,α2) = 0. It then follows that index(Qα,β) must change at least once in
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the open interval (−∞, α2) and at leastN−2 times (counted with multiplicities)
in (α2,∞). Since a change of index(Qα,β) induces a zero of det(Qα,β) (counted
with multiplicities), our consideration shows that β 7→ det(Qα,β) has N −1 real
zeroes. Further we have β1(α) < α
2 < β2(α).
Next we prove that β1(α) > 0, i.e. that Qα,β is regular for any β ≤ 0. Write
Qα,β as a product,
Qα,β =
α2 − β
4N
∆Pα,β∆, (4.7)
with ∆ defined by (4.5) and Pα,β by
Pα,β = −2

E + diag
(
−1
2
(
1 +
γ(α, β)
sin2 kpiN
))
1≤k≤N−1

 , (4.8)
where E is given by (4.1) and
γ(α, β) :=
α2
α2 − β . (4.9)
As −∞ < β ≤ 0 it follows that 0 < γ(α, β) ≤ 1 and − 12
(
1 + γ(α,β)
sin2 kpi
N
)
< 0 for
any 1 ≤ k ≤ N − 1. Lemma 4.1.1 says that Pα,β is regular if f(γ(α, β)) 6= 0
where
f(γ) := 1− 2
N−1∑
k=1
(
1 + γ/ sin2
kπ
N
)−1
. (4.10)
Note that f(γ) is increasing in 0 < γ ≤ 1 and f(1) can be estimated as follows.
Using that N is assumed to be odd one has
f(1) = 1− 4
N−1
2∑
k=1
sin2 kpiN
1 + sin2 kpiN
< 1− 4 sin
2 (N−1)pi
2N
1 + sin2 (N−1)pi2N
= 1− 4 cos
2 pi
2N
1 + cos2 pi2N
= −3 + 4
1 + cos2 pi2N
.
As for N ≥ 3
−3 + 4
1 + cos2 pi2N
< −3 + 4
1 + cos2 pi6
= −5
7
we conclude that f(1) < 0. Hence we have shown that f(γ) < 0 for 0 < γ ≤ 1,
and therefore Pα,β is regular for β ≤ 0 by Lemma 4.1.1. Hence we have proved
that 0 < β1(α).
We now assume N to be odd. By writing f(γ) as f(γ) = 1 − 2∑N−1k=1 s2ks2
k
+γ
one sees that f is a rational function of γ ∈ R with poles of order one at γ := −s2k
(1 ≤ k ≤ N−12 ). For the derivative of f we obtain
f ′(γ) = 2
N−1∑
k=1
1
(s2k + γ)
2
. (4.11)
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Hence f is strictly increasing on all connected components of its domain. Fur-
ther, for any of the poles (−s2k)1≤k≤N−12 we have
f(γ)ր∞ (γ ր −s2k) and f(γ)ց −∞ (γ ց −s2k) . (4.12)
In addition, one sees that
f(γ)ր 1 (γ →∞) and f(γ)ց 1 (γ → −∞). (4.13)
It follows from (4.11)-(4.13) that f has precisely one zero in every of the N−32
bounded intervals
(−s2k,−s2k−1) (1 ≤ k ≤ N−32 ) and (precisely) one zero γN−1
in the unbounded interval
(−s21,∞) (since it is the largest zero of f , we denote
this zero by γN−1 even though it corresponds to β1). The above analysis shows
that γN−1 > 0 - we wil estimate γN−1 more precisely below.
Next introduce µk := − 12 (1+γ(α, β)/s2k) and note that for β with γ(α, β) =
− sin2 k0piN for some 1 ≤ k0 ≤ N−12 (i.e. the poles of f mentioned above) one
has µk0 = µN−k0 = 0. As k0 6= N − k0 if 1 ≤ k0 ≤ N−12 it then follows
that Pα,β has two equal rows and is therefore singular. Note that γ(α, β) =
−s2k0 corresponds to βα2 = 1 + s−2k0 , and that γ ∈
(−s2k,−s2k−1) corresponds to
β
α2 ∈
(
1+s−2k , 1+s
−2
k−1
)
. Finally, as mentioned before, γN−1 > 0 corresponds to
β1
α2 < 1. Alltogether, we have proved that β 7→ det(Qα,β) has precisely N − 1
pairwise different zeroes on R. The statement about index(Qα,β) easily follows
from the above analysis.
In particular, Qα,β is not nondegenerate for γ(α, β) = −s2k0 = − sin2 k0piN .
It remains to show the statement that Qα,β is also not isoenergetically nonde-
generate for these parameter values. We thus assume that γ(α, β) = − sin2 k0piN
for some fixed 1 ≤ k0 ≤ N−12 . Instead of directly disproving the condition
(2.7) for isoenergetic nondegeneracy, we show the stronger statement that the
(N − 1)×N -matrix (2.8), in this case given by the (N − 1)×N -matrix
Q˜α,β :=


s1 − γ
... d
(N)
γ · s1
s2 − γ · · · (2slsm)l<m · · ·
...
. . .
...
...
. . .
· · · (2slsm)l>m · · · sN−2 − γ
...
... sN−1 − γ d(N)γ · sN−1


with d
(N)
γ =
8N
β−α2 , does not have rank N − 1. As explained in section 2.4,
this then implies that the isoenergeticity condition (2.7) is violated. We argue
indirectly and assume that the matrix Q˜α,β has rankN−1, which is equivalent to
the regularity of at least one of its N square submatrices of size N−1. Note that
we can replace the nonzero number d
(N)
γ by another nonzero number, namely 2,
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without changing the rank of Q˜α,β - this simplifies the following computations.
Since Qα,β is singular, it remains to consider the N − 1 submatrices of Q˜α,β
given by Q˜α,β without its last column and its l-th column replaced by the
vector 2sl(s1, . . . , sN−1) (the additional multiplication of the l-th column by
the nonzero factor sl again simplifies the following computations); we denote
these N−1 matrices by Q(l)α,β (1 ≤ l ≤ N−1). By the same procedure as above,
we decompose Q
(l)
α,β as
Q
(l)
α,β = ∆P
(l)
α,β ∆,
where ∆ is again given by (4.5) and P
(l)
α,β by P
(l)
α,β = −2(E+diag (p(l)α,β)1≤k≤N−1)
with
(p
(l)
α,β)k =
{
− 12
(
1 + γ(α,β)
sin2 kpi
N
)
(k 6= l)
0 (k = l).
It follows from γ(α, β) = −s2k0 that for any 1 ≤ l ≤ N − 1, (p
(l)
α,β)k0 =
(p
(l)
α,β)N−k0 = 0. Thus, for any 1 ≤ l ≤ N − 1, P (l)α,β has two equal rows and
is therefore singular. As explained above, this implies that Qα,β is not isoen-
ergetically nondegenerate. Note that we do not check Ru¨ssmann’s higher order
nondegeneracy conditions, so that it remains an open question whether some
variant of the KAM theorem can be applied to the odd periodic FPU chain for
these exceptional β’s.
We now turn to the asymptotic statements (4.6). It follows from the above
analysis that
β
(N)
2 = α
2
(
1 + sin−2
(N − 1)/2 ∗ π
N
)
= α2
(
1 + sin−2
(π
2
− π
2N
))
,
and one sees that β
(N)
2 → 2α2 for N → ∞. On the other hand, proving that
β
(N)
1 → α2 for N →∞ turns out to be considerably more difficult; nevertheless,
we consider it justified to prove this in detail since the two asymptotic statements
together give us precise information on the length of the “interval of convexity”
of Qα,β in the limit N →∞.
We mentioned above that β → detQα,β has N − 1 pairwise distinct zeros,
of which N−12 ones are in terms of γ ≡ γ(α, β) given by γ = − sin2 kpiN , 1 ≤ k ≤
N−1
2 , and the other
N−1
2 ones are zeroes of the meromorphic function f defined
in (4.10), f(γ) = 1 − 2∑N−1k=1 (1 + γ/ sin2 kpiN )−1, whose N−12 poles of order 1
are exactly the other zeros of β → detQα,β mentioned before.
Thus, if we multiply f(γ) by
∏N−1
k=1 (γ + s
2
k) =
(∏(N−1)/2
k=1 (γ + s
2
k)
)2
, we
obtain a polynomial p whose N − 1 zeros are precisely the N − 1 zeros of
detQα,β. (The zeroes of f are also zeroes of p, and the first-order poles of f are
first-order zeroes of p.) Explicitly, p(·) is then given by
p(γ) =
N−1∏
k=1
(γ + s2k)− 2
N−1∑
k=1
s2k
∏
1≤l≤N−1
l 6=k
(γ + s2l ). (4.14)
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Note that when p(γ) is ordered by powers of γ, the coefficients are symmetric
polynomials of the N−1 variables (sk)1≤k≤N−1, i.e. we can express these coeffi-
cients through the N basic symmetric polynomials (Πn(t1, . . . , tN−1))0≤n≤N−1
evaluated for tk := s
2
k. These basic symmetric polynomials are given by
Π0 := 1, (4.15)
Πn(t1, . . . , tN−1) :=
∑
1≤i1<...<in≤N−1
ti1 · . . . · tin (1 ≤ n ≤ N − 1). (4.16)
Ordering p(γ) by powers of γ, this method yields
p(γ) =
N−1∑
r=0
Πr(s
2
1, . . . , s
2
N−1)(1 − 2r)γN−1−r. (4.17)
We now evaluate the polynomials (Πn)0≤n≤N−1 given by (4.15) and (4.16) for
tk = s
2
k. We give the (rather technical) proof of the following lemma in Appendix
D.
Lemma 4.1.5. For any 0 ≤ r ≤ N − 1,
Πr
(
s21, . . . , s
2
N−1
)
= 4−r
N
N − r
(
2N − r − 1
r
)
. (4.18)
Substituting (4.18) into (4.17), we obtain
p(γ) =
N−1∑
r=0
(1− 2r)Πr(s21, . . . , s2N−1)γN−1−r
= 4−(N−1)
N−1∑
r=0
(1 − 2r) N
N − r
(
2N − r − 1
r
)
(4γ)N−1−r.
The index substitution s = N−1−r then leads to (note that 1−2r = 3−2(N−s))
p(γ) = 4−(N−1)
N−1∑
s=0
(3− 2(N − s)) N
s+ 1
(
N + s
N − 1− s
)
(4γ)s.
We now omit the factor 4−(N−1) (since it does not influence the zeros of p) and
set x := 4γ, which leads to the polynomial
P (x) :=
N−1∑
s=0
(3− 2(N − s))N
s+ 1
(
N + s
N − 1− s
)
xs = xN−1− 2N ·xN−2 +O(xN−3).
By Vieta’s theorem (see e.g. [90]), the N − 1 zeros x1, . . . , xN−1 of P must
satisfy
N−1∑
k=1
xk = 2N. (4.19)
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Recall from above that we already know precisely N−12 zeroes, namely xk =
−4 sin2 kpiN (1 ≤ k ≤ N−12 ), and from N−32 zeros we know that they satisfy
−4 sin2 kpiN < xk < −4 sin2 (k+1)piN (N+12 ≤ k ≤ N − 2). Hence, by (4.19), the
remaining zero xN−1 is located in the open interval
2N + 4
N−1
2∑
k=1
sin2
kπ
N
+ 4
N−1∑
k=N+32
sin2
kπ
N
, 2N + 4
N−1
2∑
k=1
sin2
kπ
N
+ 4
N−2∑
k=N+12
sin2
kπ
N


=
(
2N + 4 ·
(
N
2
− sin2 (N − 1)π
2N
)
, 2N + 4 ·
(
N
2
− sin2 π
N
))
=
(
4N − 4 sin2
(
π
2
(
1− 1
N
))
, 4N − 4 sin2 π
N
)
⊂ (4(N − 1), 4N).
In terms of γ = x/4, we conclude that the zero γN−1 satisfies
N − 1 < γN−1 < N. (4.20)
Numerical evidence (Mathematica computations) actually suggests that we have
the asymptotic formula γN−1 = N − 34 + o(1) (N →∞), in accordance with the
analytically derived estimate (4.20). In terms of β = α2(1 − 1γ ), it follows that
the corresponding zero β1 can be estimated by
α2
(
1− 1
N − 1
)
< β1 < α
2
(
1− 1
N
)
,
in particular we have β1 → α2 for N →∞, as claimed.
Proof of Theorem 1.2.3. Part (i) is proved by Proposition 4.1.4, whereas (ii)
follows from Proposition 4.1.2 and Lemma 4.1.3.
4.2 Dirichlet chains
We now turn to the chains with Dirichlet boundary conditions. Again, we first
consider the case α = 0. Note that the numbers (sk)1≤k≤N ′ are as before
(cf. (3.4)) defined by sk = sin
kpi
N , which however should now be read as sk =
sin kpi2N ′+2 (recall that N = 2N
′ + 2).
Proposition 4.2.1. Assume that α = 0 in (1.4). Then the following holds:
(i) The Birkhoff normal form of HV with Dirichlet boundary conditions up to
order 4 is given by (N
′+1)P 2
2 +H
D
0,β(I) where
HD0,β(I) = 2
N ′∑
k=1
skIk +
β
16(N ′ + 1)
(
N ′∑
k=1
3s2kI
2
k +
1
2
I2N′+1
2︸ ︷︷ ︸
only if N′+12 ∈N
+4
∑
l 6=m
1≤l,m≤N′
slsmIlIm −
N ′∑
k=1
s2kIkIN ′+1−k
)
. (4.21)
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(ii) For any β 6= 0, HD0,β(I) is nondegenerate at I = 0.
Proof. The Birkhoff normal form (4.21) of HV with Dirichlet boundary con-
ditions is given by the formula (1.22) evaluated at α = 0. To investigate the
Hessian of QD0,β of H
D
0,β(I) at I = 0, we write
QD0,β =
2β
16(N ′ + 1)
∆N
′
PD∆N
′
, (4.22)
where ∆N
′
= diag
(
sin kpi2N ′+2
)
1≤k≤N ′
and PD is the N ′×N ′-matrix which for
N ′ even resp. odd is of the form

3 4 . . . . . . 4 2
4 3 4 . . . . . . 4 2 4
...
. . .
. . .
...
3 4 4 2
4 3 2 4
4 2 3 4
2 4 4 3
...
. . .
. . .
...
4 2 4 . . . . . . 4 3 4
2 4 . . . . . . 4 3


︸ ︷︷ ︸
(N ′ even)
,


3 4 . . . . . . 4 2
4 3 4 . . . . . . 4 2 4
...
. . .
. . .
...
3 4 2
4 2 4
2 4 3
...
. . .
. . .
...
4 2 4 . . . . . . 4 3 4
2 4 . . . . . . 4 3


︸ ︷︷ ︸
(N ′ odd)
,
where we used that s2k = 2skck = 2sksN ′+1−k and, if N
′+1
2 ∈ N, s2N′+1
2
= 12 . It
follows that
detQD0,β =
(
2β
16(N ′ + 1)
)N−1
· detPD ·
N ′∏
k=1
sin2
kπ
2N ′ + 2
.
In order to see that PD is nonsingular, observe that detPD ∈ Z. For N ′ even
we show that detPD ≡ 1 mod 2. Note that in this case the diagonal of PD
consists of 3’s only. Therefore detPD ≡ 3N ′ mod 2 ≡ 1mod 2. If N ′ is odd, the
same argument shows that detP ≡ 2 mod 4. Hence, if β 6= 0, detQD0,β 6= 0, and
the nondegeneracy of the Hessian of HD0,β(I) at I = 0 follows.
Lemma 4.2.2. If β < 0, then QD0,β has ⌈N
′+1
2 ⌉ negative eigenvalues, whereas if
β > 0, then QD0,β has ⌊N
′−1
2 ⌋ negative eigenvalues. In particular, for any β 6= 0,
QD0,β is indefinite (and H
D
0,β is therefore not convex).
Proof. We want to use the decomposition (4.22) of QD0,β to show that Q
D
0,β can
be deformed continuously to 2β16(N ′+1)P
D: Consider for 0 ≤ t ≤ 1
QD0,β(t) :=
2β
16(N ′ + 1)
(t∆N
′
+ (1 − t) Id) PD (t∆N ′ + (1 − t) Id).
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As t∆N
′
+(1− t) Id is positive definite for any 0 ≤ t ≤ 1 and PD is regular and
symmetric, QD0,β(t) is a symmetric regular N
′ × N ′-matrix for any 0 ≤ t ≤ 1.
For t = 0, QD0,β(0) =
2β
16(N ′+1)P
D, whereas for t = 1, QD0,β(1) = Q
D
0,β. Therefore,
index(QD0,β) (i.e. the number of negative eigenvalues of Q
D
0,β) coincides with
index( 2β16(N ′+1)P
D). To list the eigenvalues of PD, we distinguish between N ′
even and odd.
If N ′ is even, the eigenvalues of PD are 4N ′ − 3 (with multiplicity one), 1
(with multiplicity N
′
2 ), and −3 (with multiplicity N
′
2 − 1), hence PD has N
′
2 − 1
negative eigenvalues. If N ′ is odd, the eigenvalues of PD are 1 (with multiplicity
N ′−1
2 ), −3 (with multiplicity N
′−3
2 ), and
1
2 (4N
′ − 5)(1±
√
1 + 8(4N
′−1)
(4N ′−5)2 ) (each
with multiplicity one), hence PD has N
′−1
2 negative eigenvalues. These facts are
verified in Appendix E. The claim of the lemma now follows immediately.
We now turn to the case α 6= 0.
Proposition 4.2.3. Assume that α 6= 0 in (1.4). Then, for α fixed, detQDα,β
is a polynomial in β of degree N ′ and has N ′ real zeroes (counted with multi-
plicities). When denoted by βk = βk(α) (1 ≤ k ≤ N ′) and listed in increasing
order, they satisfy
β1 ≤ . . . ≤ β⌈N′+12 ⌉ < α
2 < β⌈N′+32 ⌉
≤ . . . ≤ βN ′ .
Moreover
index (QDα,β) =


⌈N ′+12 ⌉ for β < β1
0 for β⌈N′+12 ⌉
< β < β⌈N′+32 ⌉
⌊N ′−12 ⌋ for β > βN ′
Hence HDα,β is convex if and only if β⌈N′+12 ⌉
< β < β⌈N′+32 ⌉
.
Proof. Fix α ∈ R \ {0} and consider the map β 7→ det(QDα,β). It follows from
(1.22) that det(QDα,β) is a polynomial in β of degree at most N
′,
det(QDα,β) =
N ′∑
j=0
rjβ
j ,
where r0 = det(Q
D
α,0) and rN ′ = det(Q
D
0,1). By Proposition 4.2.1, det(Q
D
0,1) 6= 0,
hence the degree of the polynomial det(QDα,β) isN
′. We claim that det(QDα,β) has
N ′ real zeroes (counted with multiplicities). For |β| large enough, index(QDα,β)
is equal to index(QD0,β). By Lemma 4.2.2, index(Q
D
0,β) is ⌊N
′−1
2 ⌋ for β > 0 and
⌈N ′+12 ⌉ for β < 0. Hence there exists R > 0 such that index(QDα,β) = ⌊N
′−1
2 ⌋
for any β > R and index(QDα,β) = ⌈N
′+1
2 ⌉ for any β < −R. For β = α2,
QDα,α2 is a positive multiple of the identity matrix, hence index(Q
D
α,α2) = 0. It
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then follows that, when counted with multiplicities, index(QDα,β) must change
at least ⌈N ′+12 ⌉ times in the open interval (−∞, α2) and at least ⌊N
′−1
2 ⌋ times
in (α2,∞). Since a change of index(QDα,β) induces a real zero of det(QDα,β), our
consideration shows that β 7→ det(QDα,β) has N ′ real zeroes. Further we have
β⌈N′+12 ⌉
(α) < α2 < β⌈N′+32 ⌉
(α).
Proof of Theorem 1.4.3. Part (i) is proved by Proposition 4.2.3, whereas (ii)
follows from Propostion 4.2.1 and Lemma 4.2.2.
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Chapter 5
The foliation of the phase
space by the moment map
of an integrable
approximation of even
periodic chains
In this chapter we describe the geometry of the moment map of the truncated
resonant normal form (1.14) for any even periodic FPU chain HV with potential
V whose expansion (1.4) satisfies (α, β) 6= (0, 0). The case β = α2 is special as
in this case the normal form (1.14) is the Birkhoff normal form of order four of
the Toda lattice. Its foliation is well known - it is the one of uncoupled harmonic
oscillators. Hence we will concentrate on the case β 6= α2 only. The special case
α = 0 has been partially studied by Rink [71]. Surprisingly, it turns out that
many of his results continue to hold in the general case. Using the notation
k˜ ≡ k˜(k) = N2 − k, the integrals of Theorem 1.3.2 can be grouped as follows:
(Hk,Hk˜, Lk,Kk)1≤k<N4 , IN2 , HN4 ,KN4 , (5.1)
where for 1 ≤ k < N2
Hk := Ik + IN−k, Lk := Ik − Ik˜.
(Here we used that Lk = (Ik + IN
2 +k
)− (IN
2 −k + IN2 +k) is the difference of two
integrals listed in Theorem 1.3.2.)
Using the assumption α2 − β 6= 0, we rewrite the integrals (Kl)1≤l≤N4 as
follows. We again use the bifurcation parameter
γ ≡ γ(α, β) := α
2
α2 − β (5.2)
53
54 CHAPTER 5. FOLIATION BY THE MOMENT MAP
and note that
d−k = −α2 + (β − α2)s2k = (β − α2)(γ + s2k).
For any 1 ≤ k < N4 , one has by (1.17)-(1.19) (note that sk˜ = ck for any
1 ≤ k < N4 )
Kk =−d−k (J2k+M2k )− d−k˜ (J
2
k˜
+M2
k˜
) + 2(β−α2)s2k(JkJk˜−MkMk˜)
= s2k(α
2−β)
(
γ+s2k
s2k
(M2k+J
2
k )+
γ+c2k
s2k
(M2
k˜
+J2
k˜
)+2(MkMk˜−JkJk˜)
)
,
whereas for k = N4 ,
Kk = α
2J2k − (β − 2α2)M2k = (α2 − β)
(
γJ2k + (1 + γ)M
2
k
)
.
In the sequel, for simplicity we will omit the factor s2k(α
2 − β) in Kk, since it
does not influence the geometry of the level sets of the integrals (Kk)1≤k≤N4 .
Each of the xN4 y + 1 groups of integrals listed in (5.1) depends only on
a subset of the variables {(xk, yk)1≤k≤N−1}. These subsets form a disjoint
partition of {(xk, yk)1≤k≤N−1}. More precisely, the following result holds.
Proposition 5.0.4. The phase space T ∗RN−1 of the truncated resonant normal
form HtruncV given by (1.14) is the direct sum of invariant symplectic subspaces
T ∗RN−1 =
⊕
0≤k≤N4
Pk,
where
Pk = {(xj , yj)1≤j≤N−1 ∈ T ∗RN−1|xj = yj = 0 ∀ j /∈ {k,N − k, k˜, N − k˜}}.
The foliation of T ∗RN−1 by level sets of the integrals (5.1) is the Cartesian
product of the foliations of the Pk.
We now analyze the foliations of P0, PN
4
, and Pk for 0 < k <
N
4 separately.
Note that P0 and Pk (0 < k <
N
4 ) can be canonically identified with T
∗R and
T ∗R4, respectively, and PN
4
with T ∗R2 (if N4 ∈ N) or {0} (if N4 /∈ N).
5.1 Foliation of P0
One easily sees that IN
2
foliates T ∗R by circles, centered at the origin.
5.2 Foliation of PN
4
for N
4
∈ Z
Let us study the geometry of the moment map M : T ∗R2 → R2 defined by
the integrable system with commuting integrals H ≡ HN
4
and K ≡ KN
4
. It is
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convenient to introduce the following notation. Denote the standard coordinates
of T ∗R2 by (x, y) = (x1, x2, y1, y2) and introduce the action variables Ij =
1
2 (x
2
j + y
2
j ) (j = 1, 2), as well as the Hopf variables M,J, L given as in (1.9),
(M,J, L) =
1
2
(x1y2 − x2y1, x1x2 + y1y2, I1 − I2).
Then the moment map M = (H,K) takes the form
H =
1
2
(I1 + I2) and K = (1 + γ)M
2 + γJ2.
As already remarked in (1.10) one has
M2 + J2 + L2 = H2.
Further, we may replace K by Kγ given by
Kγ :=


(1 + γ)M2 + γJ2 γ /∈ {−1, 0},
M γ = 0,
J γ = −1.
First observe that the origin (x, y) = (0, 0) of T ∗R2 is the only critical point of
M with rank d(x,y)M = 0. Moreover,
M
−1{(0, 0)} = {(0, 0)}.
The critical points (x, y) ∈ T ∗R2 \ {(0, 0)} with rank d(x,y)M = 1 are analyzed
by symplectic reduction via the Hamiltonian vector field of H . On the sphere
S3ρ = {H = ρ2/4} of radius ρ > 0 in T ∗R2 define the Hopf map
F : S3ρ → S2r, (x, y) 7→ (M,J, L)
where r =
√
M2 + J2 + L2|S3ρ = H |S3ρ = ρ
2
4 . The fibers of F are circles obtained
by the S1-action of H . The reduced system is then given by (S2r , Xγ) where Xγ
denotes the reduced Hamiltonian vector field induced by Kγ . To compute Xγ ,
note that the equations of motion in the reduced system corresponding to the
Hamiltonian Kγ are given by
d
dt

MJ
L

 =

MJ
L

×

 ∂MKγ∂JKγ
∂LKγ

 . (5.3)
Indeed, following the procedure of reduction in section I.5 of [15], formula (5.3)
follows from
w˙j = {wj ,Kγ} =
3∑
i=1
∂wiKγ{wj , wi} (1 ≤ j ≤ 3)
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and the commutation relations of the variables (w1, w2, w3) = (M,J, L) given
by Lemma 3.2.3. We then obtain
Xγ =


(−2γJL, 2(1 + γ)ML,−2MJ) γ /∈ {−1, 0},
(0, L,−J) γ = 0,
(−L, 0,M) γ = −1.
It turns out that the foliation of S2r by level sets ofKγ depends on the bifurcation
parameter γ. If γ = 0, then (±r, 0, 0) are the only two fixed points of X0. They
are both elliptic and the level sets of K0 in S
2
r \{(±r, 0, 0)} are circles. Similarly,
for γ = −1, (0,±r, 0) are the only two fixed points ofX−1. They are both elliptic
and the level sets of K−1 in S2r \ {(0,±r, 0)} are circles. Now let us consider the
case γ /∈ {−1, 0}. Then Xγ admits six fixed points,
(±r, 0, 0), (0,±r, 0), (0, 0,±r)
where two of them are hyperbolic and the remaining four elliptic. Note that
the corresponding values of Kγ are (1+ γ)r
2, γr2, and 0, respectively, and that
the two hyperbolic fixed points are contained in the same connected component
of the inverse image of Kγ in S
2
r. This component consists of two great circles
where each of the four half circles is a heteroclinic Xγ-orbit connecting the two
hyperbolic fixed points.
hyperbolic fixed points critical value
γ < −1 (±r, 0, 0) (1 + γ)r2
−1 < γ < 0 (0, 0,±r) 0
γ > 0 (0,±r, 0) γr2
(5.4)
Let us verify the claimed classification of the two fixed points (0, 0, εr) with
ε ∈ {±}. The other four fixed points are treated in a similar fashion. Near
(0, 0, εr) we chooseM,J as coordinates of S2r. The equations of motion induced
by Xγ on S
2
r in these coordinates read
M˙ = −ε2γJ
√
r2 −M2 − J2,
J˙ = ε2(1 + γ)M
√
r2 −M2 − J2.
If linearized at (0, 0, εr) the corresponding linear system is given by the 2× 2-
matrix εA where
A = 2r
(
0 −γ
1 + γ 0
)
.
The eigenvalues of A are given by
λ2 + 4γ(1 + γ)r2 = 0 or λ1,2 = ±2r
√
−γ(1 + γ).
As −γ(1 + γ) > 0 iff −1 < γ < 0 it follows that λ1,2 are in R \ {0} and hence
that (0, 0,±r) are both hyperbolic fixed points for −1 < γ < 0 whereas they are
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both elliptic if γ < −1 or γ > 0. For −1 < γ < 0, the inverse image K−1γ ({0})
is given by
K−1γ ({0}) = {(M,J, L)|(1 + γ)M2 + γJ2 = 0;M2 + J2 + L2 = r2}
=
{
(M,J, L)|M = ±
√∣∣∣∣ γ1 + γ
∣∣∣∣J ;M2 + J2 + L2 = r2
}
,
whereas for γ < −1 or γ > 0, K−1γ ({0}) = {(0, 0,±r)}.
5.3 Foliation of Pk for 0 < k <
N
4
In this section we present a detailed study of the geometry of the moment map
M : T ∗R4 → R4 defined by the integrable system Pk with commuting integrals
Hk, Hk˜, Gk, Kk for 1 ≤ k < N4 . As before we restrict to FPU chains with
potential V whose expansion (1.4) satisfies β 6= α2. We show that in this case
the vector field induced by Kk exhibits hyperbolic dynamics. It is convenient to
introduce the following notation. Denote the standard coordinates of T ∗R4 by
(x, y) with x = (xi)1≤i≤4 and y = (yi)1≤i≤4, and introduce the action variables
Ij =
1
2 (x
2
j + y
2
j ) (1 ≤ j ≤ 4), as well as the Hopf variables (Mi, Ji, Li)1≤i≤2
given by
(M1, J1, L1) =
1
2
(x1y2 − x2y1, x1x2 + y1y2, I1 − I2),
(M2, J2, L2) =
1
2
(x3y4 − x4y3, x3x4 + y3y4, I3 − I4).
By Lemma 3.2.3, the Poisson brackets between the variables (Mi, Ji, Li)1≤i≤2
are given by
{Mi, Ji} = −Li, {Ji, Li} = −Mi, {Li,Mi} = −Ji
whereas all other brackets vanish.
The moment map M then takes the form
M : T ∗R4 → R4, (x, y) 7→ (H1, H2, G,Kγ)
where
H1 =
1
2
(I1 + I2); H2 =
1
2
(I3 + I4); G = L1 − L2
and where Kγ is a scalar multiple of Kk, given by
Kγ =
2∑
i=1
1
2
di,γ(M
2
i + J
2
i ) + (M1M2 − J1J2)
with the coefficients d1,γ , d2,γ defined by
d1,γ =
γ + s2k
s2k
, d2,γ =
γ + c2k
s2k
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and as before, sk = sin
kpi
N , ck = cos
kpi
N . (The definition of the integral G
above differs from the one given in (5.1) by the integral H1 −H2 as I1 − I3 =
L1 − L2 +H1 −H2.)
First note that the origin (0, 0) in T ∗R4 is the only critical point of M with
rank dx,yM = 0. Moreover, M
−1{(0, 0)} = {(0, 0)}. Next observe that when
restricted to T ∗R2 × {0}, one has G = 12 (I1 − I2) and Kγ = d1,γ(H21 − L21),
hence they are functions of I1, I2 alone and M|T∗R2×{0} may be replaced by the
map (x, y) 7→ (I1, I2, 0, 0). The geometry of the latter map is the one of two
uncoupled harmonic oscillators. The subspace {0} × T ∗R2 is treated similarly.
It remains to study the restriction of M to T ∗R4\((T ∗R2×{0})∪({0}×T ∗R2)).
The Hamiltonian vector fields ofH1 and H2 induce a torus action on T
∗R2. The
corresponding symplectic reduction is given by the product of two Hopf maps,
F : S3ρ1 × S3ρ2 → S2r1 × S2r2 , (x, y) 7→ (Mi, Ji, Li)1≤i≤2
where for i = 1, 2, S3ρi = {Hi = ρ2i /4} is a sphere in T ∗R2 and ri = ρ2i /4 =√
M2i + J
2
i + L
2
i |S3ρi = Hi|S3ρi . The fibers of F are 2-dimensional tori, ob-
tained by the S1 × S1-action of H1 × H2. The reduced system is then given
by (S2r1 × S2r2 , Y,Xγ), where Y and Xγ denote the reduced Hamiltonian vector
fields induced by G and Kγ , respectively. To compute Y and Xγ , note that the
equations of motion in the reduced system, corresponding to a Hamiltonian H ,
are given by
d
dt

MiJi
Li

 =

MiJi
Li

×

 ∂MiH∂JiH
∂LiH

 , i = 1, 2 (5.5)
- see section 5.2 for details of this procedure. We then obtain
Y =


J1
−M1
0
−J2
M2
0

 , Xγ =


(J2 − d1,γJ1)L1
(d1,γM1 +M2)L1
−(M1J2 +M2J1)
(J1 − d2,γJ2)L2
(d2,γM2 +M1)L2
−(M1J2 +M2J1)

 . (5.6)
Further introduce the reduced moment map
Mγ : S
2
r1 × S2r2 → R2, (Mi, Ji, Li)1≤i≤2 7→ (G,Kγ).
We now study the critical points of Mγ with rank dMγ = 0, i.e. points of
S2r1 × S2r2 which are fixed points of both Y and Xγ . From the expressions for
Y and Xγ derived above, one easily sees that there are only four such critical
points,
(Mi, Ji, Li)1≤i≤2 = ε(0, 0, r1, 0, 0,±r2),
where ε ∈ {±}. The value of the critical point ε(0, 0, r1, 0, 0,−r2) by Mγ is
(ε(r1 + r2), 0), and
M
−1
γ {(ε(r1 + r2), 0)} = {ε(0, 0, r1, 0, 0,−r2)}.
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Computing the Jacobian of the reduced vector field Xγ at the critical points
one sees that they are elliptic fixed points of Xγ . The values of the other two
critical points ε(0, 0, r1, 0, 0, r2) by Mγ are (ε(r1 − r2), 0). The inverse image
of (ε(r1 − r2), 0) might have several connected components, depending on the
values of γ and the additional bifurcation parameter
r :=
r1
r2
> 0.
Our main results concerning the critical points ε(0, 0, r1, 0, 0, r2) are collected
in the following theorem.
Theorem 5.3.1. Assume that 1 ≤ k < N4 , 0 < r ≤ 1, ε ∈ {±}, and γ ∈ R. The
critical point ε(0, 0, r1, 0, 0, r2) of Mγ is a hyperbolic fixed point of the vector
field Xγ if and only if∣∣∣∣(γ + s2k)√r + (γ + c2k) 1√r
∣∣∣∣ < 2s2k. (5.7)
Otherwise it is an elliptic fixed point of Xγ. If (5.7) is satisfied, the stable and
unstable manifolds of ε(0, 0, r1, 0, 0, r2) both have dimension two. In the case
r < 1, the connected component of M−1γ {ε(r1−r2, 0)} containing ε(0, 0,r1, 0, 0,r2)
is a 2-dimensional torus pinched at ε(0, 0, r1, 0, 0, r2) and consists of homoclinic
Xγ-orbits. In the case r = 1, M
−1
γ {(0, 0)} is a 2-dimensional torus pinched at
the two points ±(0, 0, r1, 0, 0, r1), and M−1γ {(0, 0)}\{±(0, 0, r1, 0, 0, r1)} consists
of heteroclinic Xγ-orbits.
To prove Theorem 5.3.1 we separately treat for any given 1 ≤ k < N4 three
subsets of the domain of the parameters γ and r. The results for these three
cases are stated in detail in Propositions 5.3.2, 5.3.3, and 5.3.4 below.
Note that the inverse image M−1γ {(ε(r1−r2), 0)} is invariant under the action
of the vector field Y . The orbits of this action can be easily described,
{(R−φ(M1, J1), L1, Rφ(M2, J2), L2)
∣∣|φ| ≤ π}, (5.8)
where Rφ(u, v) denotes the image of (u, v) ∈ R2 of the rotation Rφ by the angle
φ in counterclockwise orientation. Hence given L1 and L2 with |Li| < ri for
i = 1, 2 there exists a unique point (Mˆi, Jˆi, Li)1≤i≤2 on such an orbit with the
property that
(Mˆ1, Jˆ1) =
(√
r21 − L21, 0
)
and (Mˆ2, Jˆ2) =
√
r22 − L22 (cosα, sinα)
for some 0 ≤ α < 2π. We denote the corresponding Y -orbit by L(L1, L2, α), i.e.
L(L1, L2 , α)=
{(
R−φ(
√
r21−L21, 0), L1, Rα+φ(
√
r22−L22, 0), L2
)∣∣ |φ| ≤ π}. (5.9)
As G and Kγ commute, Kγ is invariant along any orbit of the vector field Y ,
and we conclude that
Kγ((Mi, Ji, Li)1≤i≤2) =
1
2
2∑
i=1
di,γ(r
2
i−L2i )+
√
(r21 − L21)(r22 − L22) cosα. (5.10)
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Figure 5.1: Subsets of parameters (γ, r) with hyperbolic dynamics of Xγ for
N = 100 and k = 1, 5, 10, 24
Let us now determine M−1γ {(ε(r1−r2), 0)} for ε = 1 and r ≤ 1. (The case where
r > 1 and/or ε = −1 is treated in a similar fashion.) Let (Mi, Ji, Li)1≤i≤2 be
an element of M−1γ {(r1 − r2, 0)} \ {(0, 0, r1, 0, 0, r2)}. Then r2 − L2 = r1 − L1
and Kγ((Mi, Ji, Li)1≤i≤2) = 0. First note that L1 < r1. Indeed, if L1 = r1,
then L2 = r2 and (Mi, Ji) = (0, 0) for i = 1, 2, contradicting our assumption on
the point considered. Hence in the expression for Kγ displayed above we can
factor out r1 − L1 and the equation Kγ = 0 reads
0 = d1,γ(r1 + L1) + d2,γ(r2 + L2) + 2
√
(r1 + L1)(r2 + L2) cosα. (5.11)
Next let us consider the case where L1 = −r1. Then (M1, J1, L1) = −(0, 0, r1)
and (5.11) reads (γ + c2k)(r2 + L2) = 0. Hence either L2 = −r2 or γ = −c2k. In
the case L2 = −r2 it follows from r2 − L2 = r1 − L1 = 2r1 that r2 = r1 and
L2 = L1. As a consequence (M2, J2, L2) = −(0, 0, r1). On the other hand, if
γ = −c2k and r1 < r2, then
−r2 < r2 − 2r1 = L2 < r2 and M22 + J22 = r22 − L22 = 4r1(r2 − r1).
If L1 6= −r1 (and hence L2 6= −r2 as r1 ≤ r2) we set for −r1 < L1 < r1
Q(L1) :=
{√
r1+L1
2r2+L1−r1 if r1 < r2
1 if r1 = r2
(5.12)
Then 0 < Q <
√
r and for r < 1, Q is monotonically increasing on −r1 < L1 <
r1. After division by
1
s2k
√
(r1 + L1)(r2 + L2) the equation (5.11) reads
(γ + s2k)Q+ (γ + c
2
k)
1
Q
+ 2s2k cosα = 0. (5.13)
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To investigate the solutions of (5.13) we distinguish between three cases: r = 1,
[γ + c2k = 0 and r < 1], and [γ + c
2
k 6= 0 and r < 1].
Let us first treat the case r = 1. Then Q ≡ 1 and equation (5.13) takes the
form
2γ + 1 = −2s2k cosα, (5.14)
which is independent of L1.
Proposition 5.3.2. Let γ ∈ R be arbitrary and assume 1 ≤ k < N4 and r = 1.
Then the following statements hold:
(i) If |2γ + 1| > 2s2k, then
M
−1
γ {(0, 0)} = {ε(0, 0, r1, 0, 0, r1)|ε = ±},
and ±(0, 0, r1, 0, 0, r1) are both elliptic fixed points of the vector field Xγ.
(ii) If |2γ + 1| < 2s2k, then M−1γ {(0, 0)} = Nα ∪ N−α, where α is the unique
angle satisfying 0 < α < π and 2γ + 1 = −2s2k cosα, and where for any
−π ≤ β ≤ π
Nβ =
⋃
|L1|≤r1
L2=L1
L(L1, L2, β)
with L(L1, L2, β) given by (5.9). Both points, ±(0, 0, r1, 0, 0, r1), are hy-
perbolic fixed points of Xγ, and their stable and unstable manifolds have
each dimension two. The set Nα \ {±(0, 0, r1, 0, 0, r1)} consists of het-
eroclinic Xγ-orbits from (0, 0, r1, 0, 0, r1) to −(0, 0, r1, 0, 0, r1), whereas
N−α \ {±(0, 0, r1, 0, 0, r1)} consists of heteroclinic Xγ-orbits with opposite
direction. Topologically, M−1γ {(0, 0)} is a 2-dimensional torus, pinched at
each of the two fixed points ±(0, 0, r1, 0, 0, r1).
(iii) If 2γ+1 = −2s2k, then α = 0 and M−1γ {(0, 0)} = N0, whereas if 2γ+1 =
2s2k, then α = π and M
−1
γ {(0, 0)} = Npi. In both cases, ±(0, 0, r1, 0, 0, r1)
are elliptic fixed points of Xγ . On N0 ∪Npi, any Xγ-orbit is periodic and
coincides with the corresponding Y -orbit at least up to orientation.
Proof. (i) By a straightforward computation one shows that under the given
assumptions, both points ±(0, 0, r1, 0, 0, r1) are elliptic fixed points of Xγ . In
view of equation (5.14), item (i) then easily follows. We give the details of
this computation and all analogous computations in the proofs of Propositions
5.3.2-5.3.4 in Appendix F.
(ii) By the discussion preceding Proposition 5.3.2 it follows that the inverse
image M−1γ {(0, 0)} is given as claimed. Again by a straightforward compu-
tation one shows that both fixed points ±(0, 0, r1, 0, 0, r1) are hyperbolic. To
see that Nα \ {±(0, 0, r1, 0, 0, r1)} consists of heteroclinic orbits of the vector
field Xγ , consider the third component (Xγ)3 of Xγ (cf (5.6)). Any element
(Mi, Ji, Li)1≤i≤2 in Nα is of the form
(M1, J1)=
√
r21−L21(cosφ,− sinφ), (M2, J2)=
√
r21−L21(cos(α+φ), sin(α+φ)).
(5.15)
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Thus
(Xγ)3 = −(M1J2 +M2J1)
= −(r21 − L21) (cosφ sin(α + φ)− cos(α+ φ) sin φ). (5.16)
Hence (Xγ)3 = −(r21 − L21) sinα < 0 for any point in Nα \ {±(0, 0, r1, 0, 0, r1)}.
As the last component of Xγ coincides with the third one, it follows that any
Xγ-orbit on Nα \ {±(0, 0, r1, 0, 0, r1)} originates from (0, 0, r1, 0, 0, r1) and ends
in −(0, 0, r1, 0, 0, r1). The orbits on N−α are analyzed in a similar way.
(iii) Clearly, if 2γ + 1 = −2s2k, one has M−1γ {(0, 0)} = N0, and one verifies
in a straightforward way that ±(0, 0, r1, 0, 0, r1) are elliptic fixed points of Xγ .
According to (5.16), the third component (Xγ)3 of Xγ vanishes identically on
N0. Further, 2γ+1 = −2s2k implies that 1+d2,γ = −1−d1,γ. In view of (5.15)
it then follows that
Xγ = (1 + d2,γ)L2 · Y.
The claimed statements for the case 2γ + 1 = 2s2k are proved in a similar
fashion.
Next we consider the case where r < 1 and γ + c2k = 0. Then γ + s
2
k = −c2k
and hence
d1,γ = − c2k
s2k
and d2,γ = 0.
Thus equation (5.13) takes the form
c2kQ(L1) = 2s2k cosα. (5.17)
Note that 0 < c2k < 1 as 1 ≤ k < N4 .
Proposition 5.3.3. Assume that 1 ≤ k < N4 , 0 < r < 1, and γ+ c2k = 0. Then
the following statements hold:
(i) If
√
r > 2s2k/c2k, then the connected component of M
−1
γ {(r1 − r2, 0)}
containing the critical point (0, 0, r1, 0, 0, r2) consists of this point alone.
It is an elliptic fixed point of Xγ.
(ii) If
√
r ≤ 2s2k/c2k, then
M
−1
γ {(r1 − r2, 0)} =
⋃
|L1|≤r1
L2=L1+r2−r1
L(L1, L2, αL1) ∪ L(L1, L2,−αL1)
where for any |L1| ≤ r1, αL1 is the unique angle satisfying
c2kQ(L1) = 2s2k cosαL1 and 0 ≤ αL1 ≤
π
2
and Q(L1) denotes the function defined by (5.12), continuously extended
to the closed interval [−L1, L1]. Furthermore, the connected component of
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M−1γ {(r1 − r2, 0)} containing (0, 0, r1, 0, 0, r2) consists of homoclinic Xγ-
orbits which originate and end in (0, 0, r1, 0, 0, r2). Topologically, it is a
2-dimensional torus, pinched at (0, 0, r1, 0, 0, r2).
If
√
r < 2s2k/c2k, then (0, 0, r1, 0, 0, r2) is a hyperbolic fixed point of Xγ
and its stable and unstable manifold have each dimension two. If
√
r =
2s2k/c2k, (0, 0, r1, 0, 0, r2) is an elliptic fixed point of Xγ.
Proof. (i) By a straightforward computation one shows that under the given
assumptions, (0, 0, r1, 0, 0, r2) is an elliptic fixed point ofXγ . In view of equation
(5.17) and the discussion of the case L1 = ±r1 item (i) then follows easily.
(ii) Again by the discussion preceding Proposition 5.3.2 it follows that the
inverse image M−1γ {(r1− r2, 0)} is given as claimed. Again by a straightforward
computation one sees that (0, 0, r1, 0, 0, r2) is a hyperbolic fixed point of Xγ if√
r < 2s2k/c2k, and an elliptic one if
√
r = 2s2k/c2k. Next consider a point
(Mi, Ji, Li)1≤i≤2 in M−1γ {(r1 − r2, 0)} with
(M1, J1) =
√
r21 − L21 (cosφ,− sinφ),
(M2, J2) =
√
r22 − L22 (cos(αL1 + φ), sin(αL1 + φ))
where |L1| < r1. Then the third component of Xγ is given by (cf (5.16))
(Xγ)3 = −
√
r21 − L21
√
r22 − L22 sinαL1 .
Hence (Xγ)3 = (Xγ)6 < 0. It follows that the Xγ-orbit passing through such
a point originates at (0, 0, r1, 0, 0, r2) and then reaches a point of the form
(0, 0,−r1,M2, J2, L2) with
L2 = r2 − 2r1 > −r2 and (M2, J2) =
√
r22 − L22(cos(π + φ˜), sin(π + φ˜)).
(5.18)
At this point the vector field Xγ is given by
(−r1J2,−r1M2, 0, 0, 0, 0).
Note that this vector does not vanish as M22 + J
2
2 = r
2
2 − L22 > 0. Similarly, at
a point (Mi, Ji, Li)1≤i≤2 in M−1γ {(r1 − r2, 0)} satisfying
(M1, J1) =
√
r21 − L21 (cosφ,− sinφ),
(M2, J2) =
√
r22 − L22 (cos(−αL1 + φ), sin(−αL1 + φ))
and |L1| < r1 one has
(Xγ)3 =
√
r21 − L21
√
r22 − L22 sinαL1 .
Hence (Xγ)3 = (Xγ)6 > 0. It follows that the Xγ-orbit passing through such
a point ends up at (0, 0, r1, 0, 0, r2) and passes through a point of the form
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(0, 0,−r1,M2, J2, L2) with (M2, J2, L2) as in (5.18). We then conclude that the
connected component of M−1γ {(r1 − r2, 0)} containing (0, 0, r1, 0, 0, r2) consists
of homoclinic Xγ-orbits originating and ending at (0, 0, r1, 0, 0, r2).
Finally let us treat the case r < 1 and γ + c2k 6= 0. Denote by Q(L1) the
function defined by (5.12), extended continuously to the closed interval [−r1, r1].
Further introduce the function
f : (0,
√
r)→ R, q 7→ (γ + s2k)q + (γ + c2k)
1
q
. (5.19)
Note that limqց0 |f(q)| =∞.
Proposition 5.3.4. Assume that 1 ≤ k < N4 , 0 < r < 1, and γ+ c2k 6= 0. Then
the following statements hold:
(i) If |f(√r)| ≥ 2s2k, then the connected component of M−1γ {(r1 − r2, 0)}
containing the critical point (0, 0, r1, 0, 0, r2) consists of this point alone.
It is an elliptic fixed point of Xγ.
(ii) If |f(√r)| < 2s2k, then there exists −r1 < lγ,r < r1 so that the connected
component of M−1γ {(r1 − r2, 0)} containing (0, 0, r1, 0, 0, r2) is given by⋃
lγ,r≤L1≤r1
L2=L1+r2−r1
L(L1, L2, αL1) ∪ L(L1, L2,−αL1)
where for any lγ,r ≤ L1 ≤ r1, αL1 is the unique angle satisfying 0 ≤ αL1 ≤
π and
f(Q(L1)) = −2s2k cos (αL1).
The point (0, 0, r1, 0, 0, r2) is a hyperbolic fixed point of Xγ and its stable
and unstable manifold each have dimension two. The connected component
of M−1γ {(r1−r2, 0)} containing (0, 0, r1, 0, 0, r2) consists of homoclinic Xγ-
orbits which originate and end in (0, 0, r1, 0, 0, r2). Topologically, it is a
2-dimensional torus, pinched at (0, 0, r1, 0, 0, r2).
Proof. (i) By a straightforward computation one shows that under the given
assumptions, (0, 0, r1, 0, 0, r2) is a (possibly degenerate) elliptic fixed point of
Xγ . We have already seen that under the given assumption M
−1
γ {(r1− r2, 0)} \
{(0, 0, r1, 0, 0, r2)} consists of the set of points (Mi, Ji, Li)1≤i≤2 satisfying L2 =
L1 + r2 − r1 and (5.13). Note that equation (5.13) admits a solution α for
Q =
√
r iff |f(√r)| ≤ s2k. In the case |f(
√
r)| > 2s2k it follows immediately
that M−1γ {(r1−r2, 0)} = {(0, 0, r1, 0, 0, r2)}. If |f(
√
r)| = 2s2k, then an analysis
of the graph of f near (
√
r, f(
√
r)) leads to the claimed result.
(ii) As limqց0 |f(q)| =∞ it follows that there exists −r1 < lγ,r < r1 so that
the interval [lγ,r, r1] is a connected component of (f ◦ Q)−1([−2s2k, 2s2k]). It
follows that for any lγ,r ≤ L1 ≤ r1 there exists a unique angle 0 ≤ αL1 ≤ π so
that
f(Q(L1)) = −2s2k cos (αL1).
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Figure 5.2: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 1, γ = −1.35
The connected component of the preimage M−1γ {(r1 − r2, 0)} containing the
point (0, 0, r1, 0, 0, r2) is then given as claimed. Again by a straightforward
computation one sees that (0, 0, r1, 0, 0, r2) is a hyperbolic fixed point of Xγ .
One then can argue as in the proof of item (ii) of Proposition 5.3.3 to show the
remaining claims.
Proof of Theorem 5.3.1. Theorem 5.3.1 follows from Propositions 5.3.2 - 5.3.4.
It remains to study the critical points of Mγ with rank dMγ = 1, i.e. points
of (S2r1 × S2r2) \ {±(0, 0, r1, 0, 0,±r2)} where the vector fields Y and Xγ are
collinear. In view of the formulas (5.6) for Y and Xγ , points (Mi, Ji, Li) ∈ S2ri ,
i = 1, 2, of this type have the property that the determinant of any 2 × 2-
submatrix of the 2× 4-matrix formed by Y and Xγ vanishes. This leads to the
following system of equations:
M1J2 +M2J1 = 0, (5.20)
J21L2 + L1J
2
2 − J1J2(d1,γL1 + d2,γL2) = 0, (5.21)
M21L2 + L1M
2
2 +M1M2(d1,γL1 + d2,γL2) = 0, (5.22)
M1J1L2 − L1M2J2 + J1M2(d1,γL1 + d2,γL2) = 0. (5.23)
Theorem 5.3.5. Assume that 1 ≤ k < N4 , 0 < r ≤ 1, and γ ∈ R. If a point
(Mi, Ji, Li)1≤i≤2 ∈ S2r1 × S2r2 \ {±(0, 0, r1, 0, 0,±r2)} is a critical point of Mγ
with rank dMγ = 1, then (M2, L2) = λ(M1,−J1) for some λ ∈ R, and
(r21−L21)2L22+(r22−L22)2L21+2(r21−L21)(r22−L22)(2L1L2−(d1,γL1+d2,γL2)2) = 0.
Given any point (M1, J1, L1) ∈ S2r1 \{±(0, 0, r1)} there exist at most eight points
(M2, J2, L2) ∈ S2r2 \ {±(0, 0, r2)} such that (Mi, Ji, Li)1≤i≤2 is a critical point
of Mγ with rank dMγ = 1.
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Figure 5.3: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 1, γ = −0.5
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Figure 5.4: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 1, γ = 0.35
Proof. First assume that L1 ∈ {±r1}. Then J1 = M1 = 0. Hence (5.20) is
automatically satisfied and equations (5.21) and (5.22) read J2 = 0 andM2 = 0,
respectively. As a consequence, (M1, J1, L1) = (0, 0,±r1) and (M2, J2, L2) =
(0, 0,±r2). In view of Theorem 5.3.1 we thus may assume that |L1| < r1. Then
(M1, J1) 6= (0, 0). Hence the first equation (5.20) says that there exists λ ∈ R
such that
(M2, J2) = λ(M1,−J1). (5.24)
The conditions (Mi, Ji, Li) ∈ S2ri , i = 1, 2 then imply that λ satisfies
λ2 =
r22 − L22
r21 − L21
. (5.25)
Substituting (5.24) into (5.21)-(5.23) one sees, again using (M1, J1) 6= (0, 0),
that (5.21)-(5.23) is equivalent to
L2 + λ
2L1 + λ(d1,γL1 + d2,γL2) = 0, (5.26)
or, taking squares, (L2 + λ
2L1)
2 − λ2(d1,γL1 + d2,γL2)2 = 0. Using (5.25), the
latter equation reads
(r21−L21)2L22+(r22−L22)2L21+2(r21−L21)(r22−L22)(2L1L2−(d1,γL1+d2,γL2)2) = 0,
or, after dividing by r21r
4
2 one gets, using the bifurcation parameter r and the
normed variables li := Li/ri ∈ (0, 1) (i = 1, 2),
r2(1−l21)2l22+(1−l22)2l21+2r(1−l21)(1−l22)(2l1l2−(
√
rd1,γ l1+
1√
r
d2,γl2)
2) = 0. (5.27)
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Figure 5.5: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 0.3, γ = −2.5
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Figure 5.6: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 0.3, γ = −1
Note that for given r and 0 < l1 < 1, the left hand side of (5.27) is a polynomial
in l2 of degree four, i.e. (l
2
1 + d
2
2,γ(1 − l21))l42 +O(l32).
Summarizing, we have shown that for any given point in S2r1 \ {(0, 0,±r1)},
there exist at most eight points in S2r2 \ {(0, 0,±r2)} such that Y and Xγ
are collinear. Indeed for any (M1, J1, L1) ∈ S2r1 \ {(0, 0,±r1)}, a solution
(M2, J2, L2) ∈ S2r2\{(0, 0,±r2)} of (5.20)-(5.23) is given by (M2, J2) = λ(M1, J1)
and L2 = r2l2 with λ and l2 satisfying (5.25) and (5.27), respectively. As a con-
sequence the set of solutions of (5.20)-(5.23) is an algebraic subset of S2r1 × S2r2
of dimension at most two.
In order to analyze the critical points of Mγ with rank dMγ = 1, we perform
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Figure 5.7: Sets of solutions (l1, l2) of (5.27) for N = 24, r = 0.3, γ = 6
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another symplectic reduction. First we pass to the orbit space of the flow of Y
on S2r1 × S2r2 and then to the level sets of G.
In view of (5.8), the Y -flow is an S1-action. Note that besides L1 and L2,
the quantities σ and τ are invariant under this S1-action,
σ :=M1M2 − J1J2, τ :=M1J2 +M2J1.
They are related by the identity
σ2 + τ2 =
2∏
i=1
(r2i − L2i ). (5.28)
Define
F
(3) : S˙2r1 × S˙2r2 → R4
(M1, J1, L1,M2, J2, L2) 7→ (L1, L2, σ, τ)
where S˙2ri := S
2
ri \ {(0, 0,±ri)}. Let Or denote the image of F(3). For any
element (L1, L2, s, t) ∈ Or we have
s2 + t2 =
2∏
i=1
(r2i − L2i ) and |Li| ≤ ri (i = 1, 2). (5.29)
The fibers of F(3) are the orbits of the Y -action on S˙2r1 × S˙2r2 , i.e. Or coincides
with the orbit space of the Y -action on S˙2r1×S˙2r2 . As a consequence, any function
on S˙2r1 × S˙2r2 which Poisson commutes with G factors through Or.
In particular, Kγ and G factor through Or. In fact, Kγ and G, when ex-
pressed in the variables L1, L2, σ, τ , are polynomials, given by
Kγ =
2∑
i=1
1
2
di,γ(r
2
i − L2i ) + σ, (5.30)
G = L1 − L2. (5.31)
By reducing the system (G,Kγ) by the Y -action one obtains a family of inte-
grable systems with one degree of freedom parametrized by the value c of G.
Denote by Xγ,c the Hamiltonian vector field induced by Kγ . The fixed points
of Xγ,c can then be characterized in terms of the bifurcation parameters γ, r,
and k.
Note that by (5.20), the rank-1-points of the reduced moment map Mγ
satisfy τ = 0, and by (5.24)-(5.25), σ2 = (r22 − L22)(r21 − L21). Hence the image
of the set of the rank-1-points by F(3) is an algebraic subset of Or of dimension
at most one - see (5.27).
By (5.28), σ and τ are located on a circle of radius
√
(r21 − L21)(r22 − L22),
(σ, τ) =
√
(r21 − L21)(r22 − L22) (cosφ, sinφ), (5.32)
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where φ ∈ R/2πZ. The phase spaces, reduced by the Y -action, are now obtained
by taking subsets of Or corresponding to level sets of G, i.e. by replacing L2
by L1 − c, where c is the value of G. The restriction Kγ,c of Kγ to the reduced
phase space corresponding to the value c of G is then given by
Kγ,c(L1, φ) =
1
2
(
d1,γ(r
2
1 − L21) + d2,γ(r22 − (L1 − c)2)
)
+
√
(r21 − L21)(r22 − (L1 − c)2) cosφ (5.33)
with L1 ∈ ((−r1, r1) ∩ (c− r2, c+ r2)) and φ ∈ R/2πZ.
The reduced Hamiltonian vector field induced by Kγ,c is given by
Xγ,c(L1, φ) =
d
dt
(
L1
φ
)
= {L1, φ}
(
∂Kγ,c/∂φ
−∂Kγ,c/∂L1
)
. (5.34)
Note that
{L1, φ} =
{
L1, arctan
τ
σ
}
=
1
1 + (τ/σ)2
{
L1,
τ
σ
}
=
1
1 + (τ/σ)2
· σ{L1, τ} − τ{L1, σ}
σ2
=
1
1 + (τ/σ)2
· σ
2 + τ2
σ2
= 1,
since {L1, τ} = σ and {L1, σ} = −τ . Furthermore, with L2 = L1 − c,
∂Kγ,c
∂φ
= −
√
(r21 − L21)(r22 − L22) sinφ,
∂Kγ,c
∂L1
= −(d1,γL1 + d2,γL2)− L1(r
2
2 − L22) + L2(r21 − L21)√
(r21 − L21)(r22 − L22)
cosφ.
Hence (5.34) reads
Xγ,c(L1, φ) =
( −√(r21 − L21)(r22 − L22) sinφ
(d1,γL1 + d2,γL2) +
L1(r
2
2−L22)+L2(r21−L21)√
(r21−L21)(r22−L22)
cosφ
)
, (5.35)
where we treat L2 = L1 − c as a dependent variable.
By (5.35), the fixed points of the vector field Xγ,c with |L1| < r1 are given
by (L1, φ) satisfying
φ ∈ πZ (5.36)
and
(d1,γL1 + d2,γL2) +
L1(r
2
2 − L22) + L2(r21 − L21)√
(r21 − L21)(r22 − L22)
cosφ = 0. (5.37)
Note that (5.36) and the square of (5.37) are equivalent to the system of equa-
tions (5.20)-(5.27) derived above.
In order to determine the type of the fixed points (L1, φ), i.e. points sat-
isfying (5.36)-(5.37) for a given value c of G, one computes the Jacobian of
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Xγ,c, H ≡ Hγ,c(L1, φ) =
(
h11 h12
h21 h22
)
at these points. Note that at such points
h11 = 0 and h22 = 0 and thus det(H) = −h12h21. Hence such a fixed point is
an elliptic or hyperbolic fixed point of Xγ,c if h12h21 is positive or negative. We
investigate the signs of h12 and h21 separately.
First note that
h12 = −
√
(r21 − L21)(r22 − L22) cosφ,
hence, since φ ∈ πZ, sign (h12) = −(−1)φ/pi. Next, we compute
h21 =
(
−(d1,γ + d2,γ)± ∂
∂L1
(
L1(r
2
2 − (L1 − c)2) + L2(r21 − L21)√
(r21 − L21)(r22 − (L1 − c)2)
))
,
where the sign in front of the derivative is again equal to −(−1)φ/pi. Another
(lengthy) computation shows that the latter derivative is equal to the nonneg-
ative expression
1√
(1 − l21)(1 − l22)
·

√r · 1− l21
1− l22
−
(√
r · 1− l
2
1
1− l22
)−1
2
,
again with li := Li/ri (i = 1, 2). Since d1,γ + d2,γ =
2γ+1
s2k
, the classification
reduces investigating for solutions of (5.27) the sign of
2γ + 1
s2k
± 1√
(1− l21)(1− l22)
·

√r · 1− l21
1− l22
−
(√
r · 1− l
2
1
1− l22
)−12 .
Chapter 6
Discussion and Outlook
The fact that although at first glance, one-dimensional FPU chains appear to be
a rather simple system, they exhibit at the same time such a rich dynamics, leads
to several conclusions, some mathematical ones concerning perturbation theory
in general and some physical or “general” ones concerning the FPU phenomena
and their explanation. Let us first turn to the former issue.
First of all, it is the “simplicity” of the system under consideration which
makes it possible to carry through all necessary computations in order to ob-
tain normal forms of an order high enough to check the hypotheses of the KAM
and Nekhoroshev theorems. Especially in the case of the latter theorem, it
is precisely the difficulty of explicitly and rigorously checking its assumptions
which seems to be the cause of the deplorable fact that the number of sys-
tems, to which the Nekhoroshev theorem has been applied, is rather small.
In particular, it seems that up to now, there have not been many thorough
discussions of Nekhoroshev’s original criteria for “steepness” at a given exam-
ple. Since these criteria apparently are considerably weaker than convexity
or even quasi-convexity, such investigations could greatly extend the class of
systems to which Nekhoroshev’s estimates apply. Similar things can be said
on Ru¨ssmanns higher order nondegeneracy conditions, which are a weaker ver-
sion of Kolmogorov’s original nondegeneracy conditions (these weaker condi-
tions have apparently been thought of in order to deal with systems which are
obviously not nondegenerate).
Even though FPU chains fail to meet the original nondegeneracy conditions
only in some exceptional cases of the parameter values, we think that it would
be worthwhile to try to check these higher order conditions in these exceptional
cases, and it seems possible that this could be accomplished by simply pursuing
further the approach of this thesis, namely explicitly computing the coefficients
of the Birkhoff normal form up to higher and higher orders and then checking
the appropriate conditions. Of course, it cannot be taken for granted that there
are no resonances, i.e. obstructions to the transformation to Birkhoff normal
forms up to higher orders, similarly to the case of even periodic chains, where
there are fourth order resonances leading to a resonant normal form of order
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four. However, due to the fact that we know that the (full) periodic Toda
lattice is an integrable system, we are confident that it should be possible to
carry thorugh this procedure at least in some cases of the parameter values,
namely those approximating the Toda lattice up to higher and higher orders.
Besides justifying the claims that the KAM theorem can be applied to FPU
chains in the cases of odd periodic and Dirichlet chains, we also have thoroughly
investigated even periodic chains. First of all, it is a surprising fact that the
truncated fourth order Hamiltonian of these chains turns out to be integrable
for all parameter values. Even though we do not explain this integrability by
abstract geometric or group-theoretic arguments, we think that it could also
contribute to an explanation of the FPU phenomena, depending on the results
of the planned numerical implementation of our results. Moreover, the detailed
analysis of the level sets of the associated moment map reveals an extremely
rich geometric structure, which is also somewhat surprising in view of the fact
that we have partitioned all the integrals of this integrable system into subsets
of at most four integrals, i.e. the systems under investigation “live” in an
a phase space of dimension at most eight. Nevertheless, only after repeated
reductions we have been able to properly classify the various critical points of
the originally given moment map. Moreover, the bifurcation diagrams obtained
at two different steps of this reduction process turn out to have a rich geometric
structure themselves - we have tried to convey an impression of this structure
by plotting some particularly interesting examples. However, there are a lot of
questions concerning these bifurcations which we have not answered, for instance
for which parameter values the “domains of hyperbolicity” are connected, what
their asymptotic behavior is in the case of the particle number tending to infinity,
just to mention some of these questions. Similar questions could be posed for the
set of critical points of the moment map of rank one - not only concerning their
nature (hyperbolic or elliptic), but also their distribution in the plane of the
two (normed) action variables, what the geometric properties of the set given
by the solutions of the appropriate equations are. And again, we emphasize that
all these questions arise from the analysis of a system in an eight-dimensional
phase space. It seems quite likely that similar systems on phase spaces of higher
dimensions can become analytically intractable quite rapidly.
Returning to those FPU chains where we are able to compute Birkhoff nor-
mal forms of order four, the further computation of coefficients of an even higher
order would also contribute to a preciser implementation of our transformation
formulas - and this directly leads to the second issue to be discussed, namely the
relevance of our results for the explanation of the FPU phenomena. As already
emphasized in the introduction, before having implemented our transformation
formulas, we do not attempt to fully answer the question of the “explanatory”
power of our work, we have just rigorously justified the claim that odd periodic
and in particular Dirichlet chains (as originally considered by Fermi, Pasta,
and Ulam) can be considered as fifth-order perturbations of a nondegenerate
integrable system, thereby confirming a conjecture which has been proposed
repeatedly in the last 40 years. Furthermore and more generally, it seems to be
quite promising that it has turned out to be possible to approximate all three
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types of chains (including the even periodic ones) with integrable systems up to
fourth order. But, again, it is explicitly not our attempt to work “against” the
other approach towards a resolution of the FPU paradox, namely investigating
the continuous limit of the discrete chain and explaining the behavior of the
discrete chain by the “soliton-like” behavior of the continuous limit.
In this way, we arrive at another promising direction for future research,
namely to tackle the problems arising at the “interface” of the discrete and the
continuous models. A first step could be to analyze how our results behave
in the limit of the number of particles tending to infinity. Of course, we do
not claim that this has to be started “ab ovo” - already many steps have been
undertaken in this direction.
Finally, the FPU problem is a “toy example” insofar as it has been con-
structed from idealized assumptions, let us only mention the assumptions of
equal masses and only nearest-neighbor interaction. Whereas this makes all our
very explicit investigations possible, it has the drawback that one should be ex-
tremely careful in drawing “realistic” conclusions from our results - recall also
the remarks in the introduction on the epistemolgical issues of the FPU prob-
lem. Nevertheless, we think that rigorously understanding such a comparatively
simple system can be of great help towards the explanation of more complex
systems (also, and in particular, non-physical systems).
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Appendix A
Details of section 3.1
A.1 Relative coordinates
We begin by expressing the FPU Hamiltonian HV in relative coordinates. In-
troduce (v = (vj)1≤j≤N−1, vN ) ∈ RN given by (3.1). Then (v, vN ) =Mq is the
linear change of the coordinates q1, . . . , qN where M is given by
M =


−1 1 0 . . . 0
0
. . .
. . .
...
... 0
0 . . . 0 −1 1
N−1 . . . . . . N−1

 .
The variables (u = (uj)1≤j≤N−1, uN ) ∈ RN conjugate to (v, vN ) are then
given by (MT )−1p. The inverse of MT , (MT )−1, can be computed to be
(MT )−1 =
1
N


1 . . . . . . 1
2 . . . . . . 2
...
...
...
...
N . . . . . . N

−


1 0 . . . . . . 0
1 1 0 . . . 0
...
...
1 . . . 1 0
0 . . . . . . 0

 . (A.1)
Note that by (A.1), uk = kP−
∑k
j=1 pj for any 1 ≤ k ≤ N−1 and uN = NP .
Hence
p1 = −u1 + P ; pN = uN−1 + P ; pk = (uk−1 − uk) + P (2 ≤ k ≤ N − 1)
and thus
1
2
N∑
j=1
p2j =
NP 2
2
+
1
2
(
u21 + (u1 − u2)2 + . . .+ (uN−2 − uN−1)2 + u2N−1
)
.
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Moreover, using that qN+1 − qN = q1 − qN = −
∑N−1
k=1 (qk+1 − qk) one gets for
any s ∈ Z≥1
N∑
j=1
(qj+1 − qj)s =
N−1∑
k=1
vsk + (−1)s
(
N−1∑
k=1
vk
)s
.
Combining the two expressions displayed above yields HV =
NP 2
2 + H˜V , where
H˜V only depends on (v, u) and is given by
H˜V =
1
2
(
u21+
N−2∑
l=1
(ul+1−ul)2+u2N−1
)
+
1
2

N−1∑
k=1
v2k +
(
N−1∑
k=1
vk
)2 (A.2)
+
α
3!

N−1∑
k=1
v3k−
(
N−1∑
k=1
vk
)3+ β
4!

N−1∑
k=1
v4k +
(
N−1∑
k=1
vk
)4+O(v5).
Note that for any values of α and β, the point (v, u) = (0, 0) is a critical point
of the Hamiltonian H˜V .
A.2 Birkhoff normal fom up to order two
To compute the Birkhoff normal form of H˜V up to order two near the fixed point
(v, u) = (0, 0), we take the expansion (A.2) as a starting point and substitute the
transformation formulas (3.5)-(3.8). The following lemma gives a self-contained
proof of the fact that this linear map is canonical.
Lemma A.1. The linear transformation Z → R2N−2, ζ 7→ (v, u), as defined by
(3.5)-(3.8), is a canonical isomorphism.
Proof. First let us show
{vl(ζ), um(ζ)} = i δlm, (A.3)
{vl(ζ), vm(ζ) = 0, (A.4)
{ul(ζ), um(ζ)} = 0 (A.5)
for any 1 ≤ l,m ≤ N − 1. Since (v, u) are canonical coordinates on R2N−2, the
proof of (A.3) amounts to showing that
N−1∑
k=1
(
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
)
= i δlm
for any 1 ≤ l,m ≤ N −1. It follows from (3.5)-(3.8) that for any 1 ≤ k ≤ N−1,
∂vl
∂ζk
=
λk√
N
epii(2l−1)k/N ,
∂vl
∂ζ−k
=
λk√
N
e−pii(2l−1)k/N ,
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∂um
∂ζk
=
λk√
N
m−1∑
j=0
e2piijk/N ,
∂um
∂ζ−k
=
λk√
N
m−1∑
j=0
e−2piijk/N .
Hence
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
=
λ2k
N

epii(2l−1)k/N m−1∑
j=0
e−2piijk/N − e−pii(2l−1)k/N
m−1∑
j=0
e2piijk/N


=
1
N
sin
kπ
N
m−1∑
j=0
(
e
piik
N
(2l−2j−1) − epiikN (2j−2l+1)
)
=
2i
N
sin
kπ
N
m−1∑
j=0
sin
(
kπ
N
(2(l − j)− 1)
)
=
i
N
m−1∑
j=0
(
cos
2kπ(1− (l − j))
N
− cos 2kπ(l − j)
N
)
,
where for the latter identity we used that 2 sinx sin y = cos(x− y)− cos(x+ y).
Taking the sum over k and changing the order of summation then leads to
N−1∑
k=1
(
∂vl
∂ζk
∂um
∂ζ−k
− ∂vl
∂ζ−k
∂um
∂ζk
)
=
i
N
m−1∑
j=0
N−1∑
k=1
(
cos
2kπ(1−(l−j))
N
−cos 2kπ(l−j)
N
)
=
i
N
m−1∑
j=0
N(δl−j,1 − δl−j,0)
= i
m−1∑
j=0
(δl,j+1 − δl,j) = i(δlm − δl0) = iδlm,
as claimed. To prove (A.4) and (A.5) one argues in a similar way. From (A.3)-
(A.5) it immediately follows that the linear map ξ 7→ (v, u) is a canonical iso-
morphism.
We now compute H˜V in terms of the new variables ζ. Write H˜V as H˜V =
Hu + Hv where Hu and Hv denote the u- and v-dependent parts of (A.2),
respectively. We compute Hu(ζ) and Hv(ζ) separately. To obtain Hu(ζ), we
substitute (3.5)-(3.7) into the expression 12
(
u21 +
∑N−2
l=1 (ul+1 − ul)2 + u2N−1
)
and get
Hu(ζ) =
1
2N
N−1∑
l=0

 ∑
1≤|k|≤N−1
λke
2piilk/N ζk

2
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=
1
2N
∑
1≤|k|,|k′|≤N−1
λkλk′
(
N−1∑
l=0
e2piil(k+k
′)/N
)
ζkζk′ .
Using again that
∑N−1
l=0 e
2piilk/N = Nδk0 and λk = λ−k for any 1 ≤ |k| ≤ N −1,
one obtains
Hu(ζ) =
N−1∑
k=1
sin
kπ
N
ζkζ−k.
Before computing Hv(ζ), we simplify its expansion in terms of the variables
(vk)1≤k≤N−1. Define v0 by the expression on the right hand side of (3.8) eval-
uated at l = 0. Note that
N−1∑
l=0
vl =
1√
N
∑
1≤|k|≤N−1
λkζke
−ipik/N
(
N−1∑
l=0
e2piilk/N
)
= 0.
Hence
∑N−1
l=1 vl = −v0 and therefore
Hv =
N−1∑
l=0
(
1
2
v2l +
α
3!
v3l +
β
4!
v4l
)
+O(|v|5). (A.6)
Substituting the expression (3.8) for vl in the quadratic term in the expansion
(A.6), we get
1
2
N−1∑
l=0
v2l =
1
2N
∑
1≤|k|,|k′|≤N−1
λkλk′
(
N−1∑
l=0
e2piil(k+k
′)/N
)
e−ipi(k+k
′)/Nζkζk′
=
N−1∑
k=1
sin
kπ
N
ζkζ−k,
where we again used that λk = λ−k and
∑N−1
l=0 e
2piilk/N = Nδk0 for any 0 ≤
|k| ≤ N − 1.
The terms of third and fourth order in Hv are treated similarly. Combining
the above computations leads to the claimed formula
H˜V (ζ) = Hu(ζ) +Hv(ζ) = G2 + αG3 + βG4 +O(ζ
5)
with G2, G3, and G4 given by (3.9), (3.10), and (3.11), respectively.
Appendix B
Nonresonance lemma
For the convenience of the reader, we provide a detailed proof of Lemma 3.1.3
in this appendix. This lemma and its proof are due to Beukers and Rink -
see ([70], Appendix A). A very similar statement, from which Lemma 3.1.3 can
be deduced as well, has been proven by Conway and Jones - see [14]. Recall
from (3.13) that K4 \KN4 ⊆ Z4 denotes the subset of quadruples (k1, k2, k3, k4)
satisfying 1 ≤ |ki| ≤ N − 1 (1 ≤ i ≤ 4) and k1 + k2 + k3 + k4 ≡ 0 mod N so
that there are no integers l,m with {l,m,−l,−m} = {k1, k2, k3, k4}, and
Kres4 := K
+
res ∪K−res ⊆ K4
where
K±res :=
{
(k1, k2, k3, k4) ∈ K4| ∃ l ∈ N : 1 ≤ l ≤ N
4
so that
{k1, k2, k3, k4} = {±l,±l∓N, N
2
∓ l,−N
2
∓ l}
}
.
Note that Kres4 = ∅ if N is odd. Let us restate Lemma 3.1.3 as follows:
Lemma B.1. Let (k1, k2, k3, k4) ∈ K4\KN4 . Then (k1, k2, k3, k4) ∈ Kres4 if and
only if
sin
k1π
N
+ sin
k2π
N
+ sin
k3π
N
+ sin
k4π
N
= 0.
Let us make a few preparations for the proof of Lemma B.1. By a straight-
forward computation one sees that the “only if”-part of the claimed equivalence
holds:
Lemma B.2. For any (k1, k2, k3, k4) ∈ Kres4 , one has
∑4
i=1 sin
kipi
N = 0.
So it remains to prove the converse. First we consider some special cases.
Lemma B.3. Let (k1, k2, k3, k4) ∈ K4 \ (KN4 ∪Kres4 ). If there exist l,m, n ∈ Z
such that
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(i) {k1, k2, k3, k4} = {l,−l,m, n}, or
(ii) {k1, k2, k3, k4} = {l, N − l,m, n} with 1 ≤ l ≤ N − 1, or
(iii) {k1, k2, k3, k4} = {l,−N − l,m, n} with −(N − 1) ≤ l ≤ −1,
then
4∑
i=1
sin
kiπ
N
6= 0.
Proof. In case (i), it follows that m + n = N (and thus 1 ≤ m,n ≤ N − 1) or
m + n = −N (and thus −(N − 1) ≤ m,n ≤ −1). Hence in both cases, sin mpiN
and sin npiN have the same sign and
∑4
i=1 sin
kipi
N = sin
mpi
N + sin
npi
N 6= 0. In the
case (ii), by assumption, m + n ≡ 0 mod N . The case m + n = 0 has already
been treated under (i). If m + n = N , then sin kipiN > 0 for any 1 ≤ i ≤ 4. If
m + n = −N , then m < 0, and m /∈ {−l,−N + l}. Thus n = −N − m < 0
and therefore
∑4
i=1 sin
kipi
N = 2 sin
lpi
N − 2 sin (−m)piN 6= 0. The case (iii) is treated
similarly as (ii).
Another special case is treated in the following lemma.
Lemma B.4. Assume that (k1, k2, k3, k4) ∈ K4 \KN4 satisfies
ki + kj 6≡ 0 mod N ∀ 1 ≤ i, j ≤ 4. (B.1)
If there exist l, n ∈ {k1, k2, k3, k4} with
sin
lπ
N
+ sin
nπ
N
= 0, (B.2)
then
4∑
i=1
sin
kiπ
N
= 0 (B.3)
implies that (k1, k2, k3, k4) ∈ Kres4 .
Proof. From the assumptions (B.1)-(B.2) it follows that there exists 1 ≤ l ≤
N − 1 so that {k1, k2, k3, k4} = {l,−N + l,m, n} for some m,n ∈ Z. Then
sin lpiN + sin
(−N+l)pi
N = 0 and hence by (B.3), sin
mpi
N + sin
npi
N = 0. W.l.o.g.
assume that 1 ≤ m ≤ N − 1. Then either n = −m or n = −N +m. If n = −m,
then (k1, k2, k3, k4) ∈ Kres4 by Lemma B.3 (i). If n = −N +m, then one has
4∑
i=1
ki = 2l −N + 2m−N = 2(l +m)− 2N.
Note that 2(l+m)−2N cannot be an even multiple of N , as otherwise l+m ≡ 0
mod N , violating (B.1). If, in addition, N is odd, then 2(l +m) − 2N cannot
be an odd multiple of N . Hence in the case where N is odd we conclude that∑4
i=1 ki 6≡ 0 mod N , contradicting the assumption (k1, k2, k3, k4) ∈ K4.
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If N is even, it is however possible that 2(l + m) − 2N equals ±N : If
2(l +m) − 2N = N , i.e. l +m = 32N , it follows that N2 < l,m ≤ N − 1, and
(k1, k2, k3, k4) ∈ K−res as {k1, k2, k3, k4} = {−l′,−l′ +N, N2 + l′,−N2 + l′} with
l′ = l − N2 . If 2(l +m) − 2N = −N , i.e. l +m = N2 , it follows similarly that
(k1, k2, k3, k4) ∈ K+res as {k1, k2, k3, k4} = {l, l−N, N2 − l,−N2 − l}. So in both
cases, we conclude that (k1, k2, k3, k4) ∈ Kres4 .
In view of Lemma B.3 and Lemma B.4 in order to prove Lemma B.1 it
remains to show the following
Lemma B.5. Assume that (k1, k2, k3, k4) ∈ K4 satisfies (B.1). If for any
1 ≤ i, j ≤ 4
sin
kiπ
N
+ sin
kjπ
N
6= 0. (B.4)
(and thus (k1, k2, k3, k4) /∈ KN4 ∪Kres4 ), then
4∑
i=1
sin
kiπ
N
6= 0.
To prove Lemma B.5 let us first rewrite (B.3), using Euler’s formula for the
sine function, ∑
1≤|j|≤4
ζj = 0 (B.5)
where ζ±j = ±e±ikjpi/N are 2N ’th roots of unity. Note that for any quadruple
(k1, k2, k3, k4) ∈ K4 \KN4 satisfying (B.4) one has
ζj + ζj′ 6= 0 ∀ 1 ≤ |j| ≤ |j′| ≤ 4.
Indeed for any 1 ≤ |j| ≤ |j′| ≤ 4 one has Im ζj+ Im ζj′ = sin k|j|piN + sin
k|j′ |pi
N
which does not vanish by assumption (B.4).
Let us first discuss equation (B.5) and its solutions in general, i.e. we consider
the equation
ζ1 + . . .+ ζ8 = 0 (B.6)
and want to study its solutions, (ζl)1≤l≤8, on the unit circle S1 := {z ∈ C
∣∣|z| =
1}.
We need an auxiliary result which we discuss first. Let n ≥ 2 be arbitrary
and assume that the sequence (ζi)1≤i≤n ⊆ S1 has no vanishing subsums (i.e.∑
l∈J ζl 6= 0 for any nonempty proper subset J of {1, . . . , n}) and satisfies the
equation
n∑
i=1
ζi = 0. (B.7)
Let M ∈ N be the smallest positive integer with the property that (ζi/ζj)M = 1
for all 1 ≤ i, j ≤ n. Then there exists ξ ∈ S1 so that ζMi = ξM for any
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1 ≤ i ≤ n. W.l.o.g. we can assume that ξ = 1. Furthermore, let pk be a prime
power dividing M so that M/pk and p are relatively prime and define
M ′ =:M/p and η := e2pii/p
k
. (B.8)
Then for any 1 ≤ l ≤ n there exists a unique integer µ(l) with 0 ≤ µ(l) ≤ p− 1
such that ζl = ζ˜l · ηµ(l) where ζ˜l is an element of the field K := Q(e2pii/M ′). (As
ζMl = 1 there exists 0 ≤ rl ≤ M − 1 with ζl = e
2pii
M
rl . If rl ≡ 0 mod p choose
µ(l) = 0. If rl 6≡ 0 mod p choose 1 ≤ µ(l) ≤ p − 1 so that rl ≡ Mpkµ(l) mod p.)
Hence (B.7) can be written as
0 =
n∑
l=1
ζl =
p−1∑
s=0

 ∑
l∈µ−1(s)
ζl

 = p−1∑
s=0

 ∑
l∈µ−1(s)
ζ˜l

 ηs (B.9)
We need the following algebraic fact (see e.g. [81], p. 60-61):
Proposition B.6. The minimal polynomial of η = e2pii/p
k
over the field K =
Q(e2pii/M
′
) is given by Xp−ηp if k ≥ 2 and Xp−1+Xp−2+ . . .+X+1 if k = 1.
We now claim thatM is square-free, or equivalently that for any prime power
pk dividing M ,
k = 1. (B.10)
Indeed, equation (B.9) shows that the minimal polynomial of ζ has degree at
most p− 1, which by Proposition B.6 is only satisfied in the case k = 1.
Further we claim that there exists σ ∈ C \ {0} so that∑
l∈µ−1(s)
ζ˜l = σ ∀ 0 ≤ s ≤ p− 1. (B.11)
The existence of such a σ follows from Proposition B.6: As k = 1 by (B.10),
the minimal polynomial of η over K is given by Xp−1 + Xp−2 + . . . + X + 1.
Since this is a polynomial of degree p − 1 the polynomial on the right hand
side of (B.9) must be a scalar multiple of the minimal polynomial. Hence all
the coefficients
∑
l∈µ−1(s) ζ˜l have the same value σ ∈ C. As
∑
l∈µ−1(s) ζl = ση
s
the additional property σ 6= 0 follows from the assumption that there are no
vanishing subsums. Hence we can assume w.l.o.g. that σ = 1.
Next we claim that
p ≤ n. (B.12)
In other words, possible prime factors of M are bounded by the number of
summands in (B.7). To prove (B.12), note that it follows from (B.11) that for
any 0 ≤ s ≤ p − 1 there exists 1 ≤ l ≤ n such that µ(l) = s, i.e. the map
µ : {1, . . . , n} → {0, . . . , p− 1} is onto. This establishes (B.12).
The map µ induces the partition (♯ µ−1(s))0≤s≤p−1 of the positive integer n
into p summands,
n =
p−1∑
s=0
♯ µ−1(s) (B.13)
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Lemma B.7. For any solution {ζ1, . . . , ζ8} of (B.6) contained in S1 without
vanishing subsums there exists ξ ∈ S1 such that either
{ζ1, . . . , ζ8} = {−ξα,−ξα2} ∪ {ξγj | 1 ≤ j ≤ 6} (B.14)
or
{ζ1, . . . , ζ8} = {−ξαl,−ξαl · βi,−ξαl · βj | 1 ≤ l ≤ 2} ∪ {ξβk, ξβm}, (B.15)
where the quadruple (i, j, k,m) is a permutation of (1, 2, 3, 4) and
α := e
2pii
3 , β := e
2pii
5 , γ := e
2pii
7 .
Proof. By a straightforward computation one verifies that the sets of the form
(B.14) or (B.15) satisfy (B.6). It remains to prove that these are the only
solutions of (B.6) of this type.
We classify the solutions of (B.6) according to the possible values of p, which
we now assume to be the largest prime dividing M . Since n = 8, by (B.12), the
possible values of p are 2, 3, 5, and 7. If p = 2, then, by (B.10), M = 2 and
therefore there exists ξ ∈ S1 so that ζj = ±ξ for any 1 ≤ j ≤ n. In this case
there exists a solution of (B.7) without vanishing subsums only if n = 2. (In
this case, they are given by {ζ1, ζ2} = ξ{1,−1} with ξ ∈ S1.) If p = 3, then
M = 3 or M = 3 · 2, and there exists a solution of (B.7) without vanishing
subsums only if n = 3. (In this case, they are given by {ζ1, ζ2, ζ3} = ξ{1, α, α2}
with ξ ∈ S1.) If p = 5, then η = β in (B.8). Up to permutations, there are the
following three partitions of 8 into 5 summands, (4, 1, 1, 1, 1), (3, 2, 1, 1, 1), and
(2, 2, 2, 1, 1). In a straightforward way one shows that the partitions (4, 1, 1, 1, 1)
and (3, 2, 1, 1, 1) and their permutations give rise to solutions of the equation
(B.6) with vanishing subsums. E.g. the solutions corresponding to (4, 1, 1, 1, 1)
are given by ξ · (−β,−β2,−β3,−β4, β, β2, β3, β4) with ξ ∈ S1, whereas the
solutions corresponding to (3, 2, 1, 1, 1) are ξ · (−i, 1, i,−αβ,−α2β, β2, β3, β4)
with ξ ∈ S1. On the other hand the partition (2, 2, 2, 1, 1) leads to the solutions
(ζ1, . . . , ζ8) = ξ(−α,−α2,−αβ,−α2β,−αβ2,−α2β2, β3, β4)
with ξ ∈ S1. They are the solutions (B.15) with (i, j, k,m) = (1, 2, 3, 4). Permu-
tations of the partition (2, 2, 2, 1, 1) again lead to solutions of the type (B.15),
but with (i, j, k,m) given by a permutation of (1, 2, 3, 4).
If p = 7, then η = γ in (B.8). Then, up to permutations, (2, 1, 1, 1, 1, 1, 1) is
the only possible partition of 8 into 7 summands. The partition (2, 1, 1, 1, 1, 1, 1)
leads to the solutions
(ζ1, . . . , ζ8) = ξ(−α,−α2, γ, . . . , γ6)
with ξ ∈ S1, where we used that 1 = −α − α2. They are of type (B.14). Any
permutation of (2, 1, 1, 1, 1, 1, 1) leads to the same kind of solutions.
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Lemma B.8. For any solution {ζ1, . . . , ζ8} of (B.6) contained in S1 without
vanishing subsums of length 2 but having a vanishing subsum of length 3, 4, or
5, there exist ξ, ξ′ ∈ S1 such that
{ζ1, . . . , ζ8} = {ξαl|0 ≤ l ≤ 2} ∪ {ξ′βm|0 ≤ m ≤ 4}, (B.16)
where again α = e2pii/3 and β = e2pii/5.
Proof. Again, one verifies by a direct computation that the solutions (B.16) of
(B.6) have the desired properties. It remains to prove that they are the only
ones. First note that under the hypotheses of the lemma, vanishing subsums
of length 4 cannot occur, since the latter ones would imply the existence of
vanishing subsums of length 2, which by assumption is excluded. Hence, in
order to find solutions of (B.7) for n = 8 with the desired properties, we have
to find all solutions of (B.7) without vanishing subsums for n = 3 and n = 5.
Note that by (B.12), p = n for n = 3 or n = 5. By the considerations in the
proof of Lemma B.7, the former ones are given by (ζ1, ζ2, ζ3) = ξ(1, α, α
2) and
the latter ones by (ζ1, . . . , ζ5) = ξ
′(1, β, β2, β3, β4) with ξ, ξ′ ∈ S1. This proves
the lemma.
We are now ready to prove Lemma B.5.
Proof of Lemma B.5. We first select from (B.14), (B.15) and (B.16) all the so-
lutions (ζ1, . . . , ζ8) of (B.6) which are of the form (B.3) (after multiplication
by 2i). This amounts to selecting the solutions (ζ1, . . . , ζ8) of (B.6) having the
property that {ζ1, . . . , ζ8} is invariant under the map ζ 7→ −ζ−1. It requires to
choose ξ and ξ′ in (B.14), (B.15), and (B.16) appropriately. Let us explain this
procedure in detail for the solutions of type (B.14).
First we rewrite the solution (B.14),
(ζ1, . . . , ζ8) = ξ · (−α,−α2, γ, γ2, γ3, γ4, γ5, γ6) = e 2piix42
(
e
2piitk
42
)
1≤k≤8
,
where ξ = e2piix/42 with x ∈ R/42Z and
(t1, . . . , t8) = (6, 7, 12, 18, 24, 30, 35, 36). (B.17)
The required invariance of the set of the ζk’s under the map ζ 7→ −ζ−1 is
equivalent to the invariance of the set of the (tk+x)’s under the map t 7→ 21− t
(mod 42). Since the set (B.17) of the tk’s is invariant under the map t 7→ −t
(mod 42), {tk + x|1 ≤ k ≤ 8} is invariant under t 7→ 21 − t (mod 42), if we
choose x := 212 or ξ = i. Then the equation
∑8
i=1 ζi = 0 reads
e
11pii
14 + e
5pii
6 + e
15pii
14 + e
19pii
14 + e
23pii
14 + e
27pii
14 + e
pii
6 + e
3pii
14 = 0,
or sin pi6 + sin
3pi
14 + sin
15pi
14 + sin
19pi
14 = 0. Choosing all arguments in (0, π), the
latter identity reads
sin
π
6
+ sin
3π
14
− sin π
14
− sin 5π
14
= 0. (B.18)
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For the solutions of type (B.15), one gets
sin
π
6
+ sin
13π
30
− sin 7π
30
− sin 3π
10
= 0 (B.19)
and
sin
π
6
+ sin
π
30
− sin 11π
30
+ sin
π
10
= 0. (B.20)
Let us briefly explain how (B.19)-(B.20) can be obtained. Note that from the 24
permutations of (1, 2, 3, 4) in (B.15), there are only six which lead to different
sets of the ζi’s, since interchanging i and j or k and m leaves the set on the
right hand side of (B.15) invariant. In the resulting six different cases, we again
write {ζ1, . . . , ζ8} = ξ · {e2pii·
t1
30 , . . . , e2pii·
t8
30 } with tk in R/30Z. Then, up to
translations, there are only two different types of solutions emerging from these
six cases. With the appropriate choices of ξ, one gets the solutions (B.19) and
(B.20).
Finally, for the solutions of type (B.16), one gets
sin
π
2
− sin π
6
+ sin
π
10
− sin 3π
10
= 0. (B.21)
The procedure to obtain (B.21) is basically the same as in the preceding cases.
We write (B.16) as {ζ1, . . . , ζ8} = ξ · {αl, λ ·βm|0 ≤ l ≤ 2, 0 ≤ m ≤ 4} and first
choose λ ∈ S1 so that the set {αl, λ · βm|0 ≤ l ≤ 2, 0 ≤ m ≤ 4} is symmetric
with respect to some axis through the origin, and then choose ξ so that this axis
is the imaginary axis.
To finish the proof of Lemma B.5 it remains to show that all the solutions
(k1, k2, k3, k4) of
∑4
i=1 sin
kipi
N = 0 obtained in (B.18)-(B.21) and the additional
ones obtained by replacing 0 < x < π in sinx by π−x satisfy∑4i=1 ki 6≡ 0 mod
N and hence are not in K4.
For the solutions obtained in (B.18)-(B.21), N is even. Hence if N is odd,
then there is no quadruple (k1, k2, k3, k4) ∈ K4 such that (B.3) and (B.4) are
satisfied. This finishes the proof of Lemma B.5 in this case.
For the rest of the proof, we assume that N is even. If N = 42r for some
r ∈ N, (B.18) becomes
sin
7rπ
42r
+ sin
9rπ
42r
+ sin
(−3r)π
42r
+ sin
(−15r)π
42r
= 0,
and we have 7r + 9r − 3r − 15r = −2r 6≡ 0 mod 42r. Hence the corresponding
quadruple (k1, k2, k3, k4) is not in K4. For the quadruples obtained by replacing
0 < x < π in sinx by π − x in some of the summands in (B.18), the condition∑4
i=1 ki 6≡ 0 mod 42r amounts to
±7± 9± 3± 15 6≡ 0 mod 42 (B.22)
for any combination of plus and minus signs. The relations (B.22) are easily
verified. Similarly, one verifies that the quadruples (k1, k2, k3, k4) satisfying
(B.19), (B.20), or (B.21) are not in K4 by showing that
±5±13±7±9 6≡ 0, ±5±1±11±3 6≡ 0, ±15±5±3±9 6≡ 0 mod 30, (B.23)
86 APPENDIX B. NONRESONANCE LEMMA
again for any combination of plus and minus signs. Hence we have shown that
none of the solutions (k1, k2, k3, k4) of (B.3) is an element of K4. This completes
the proof of Lemma B.5.
Proof of Lemma B.1. The claimed statement follows from the Lemmas B.2, B.3,
B.4, and B.5.
Appendix C
Proof of Lemma 3.3.1
In order to prove Lemma 3.3.1, we need to express the map S, defined by
(3.63), with respect to the coordinates (xk, yk)1≤k≤N−1 of Theorem 1.3.1. The
transformation, defined on a neighborhood of 0 ∈ Z in section 3.1,
(x, y) = (xk, yk)1≤k≤N−1 7→ (q, p) = (qn, pn)1≤n≤N ∈ M,
is given by the composition Ψ = Ψ0◦Ψ1◦Ψ2 of the canonical transformations Ψ0,
Ψ1, and Ψ2. Let (q, p) = Ψ0(ζ
(2)), ζ(2) = Ψ1(ζ
(3)), and ζ(3) = Ψ2(ζ
(4)), where
ζ(4) ≡ ζ are the complex coordinates related to (xk, yk)1≤k≤N−1 by (3.65). Note
that Ψ0 thus is the composition of the transformations ζ 7→ (v, u) and (v, u) 7→
(q, p), where (v, u) = (vi, ui)1≤i≤N−1 are the relative coordinates introduced
by (3.1). Recall from section 3.1 that (q, p) = Ψ0(ζ
(2)) ∈ M is the linear
transformation given by
−pn + P = 1√
N
∑
1≤|k|≤N−1
√
|sk|epii(2n−2)k/N ζ(2)k (1 ≤ n ≤ N−1),(C.1)
qn+1 − qn = 1√
N
∑
1≤|k|≤N−1
√
|sk|epii(2n−1)k/N ζ(2)k (1 ≤ n ≤ N−1),(C.2)
where P = 1N
∑N
n=1 pn is the total momentum of the chain. For simplicity we
assume in the sequel that P = 0; the general case is completely analogous (in
the following application to Fix(S), we indeed have P = 0). Note that (C.1)
and (C.2) continue to hold for n = N . For example, to see this for (C.2), we
write
−(q1 − qN ) =
N−1∑
k=1
(qk+1 − qk)
and substitute the expressions (C.2) for qk+1 − qk into the latter sum, from
which the claim follows.
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Solving (C.1)-(C.2) for ζ
(2)
k (1 ≤ |k| ≤ N−1) one gets for ζ(2)k ≡ (Ψ−10 (q, p))k
ζ
(2)
k =
1
2
√
N |sk|
N∑
n=1
(
−e−pii(2n−2)k/Npn + e−pii(2n−1)k/N (qn+1−qn)
)
=
1
2
√
N |sk|
N∑
n=1
(
−e−pii(2n−2)k/Npn + (e−pii(2n−3)k/N − e−pii(2n−1)k/N )qn
)
=
1
2
√
N |sk|
N∑
n=1
e−pii(2n−2)k/N
(
−pn + (epiik/N − e−piik/N )qn
)
=
e2piik/N
2
√
N |sk|
N∑
n=1
e−2piink/N (−pn + 2iskqn). (C.3)
The transformations Ψ1 and Ψ2 are defined locally around the origin of Z
and are given by Ψ1 = X
t
F3
|t=1 and Ψ2 = XtF4 |t=1, where the Hamiltonians
F3 and F4 are homogeneous polynomials of order three respectively four in
(ζk)1≤|k|≤N−1. Inverting Ψ1 and Ψ2, we obtain
ζ(3) = (XtF3 |t=−1)(ζ(2)) and ζ(4) = (XtF4 |t=−1)(ζ(3)). (C.4)
Proof of Lemma 3.3.1. Recall first that Fix(S), defined in terms of the coor-
dinates (q, p) by (3.64), is a symplectic submanifold of M ⊆ T ∗RN , and that
all three transformations Ψ0, Ψ1, and Ψ2 are canonical. We first show that
SZ ◦ Ψ−10 = Ψ−10 ◦ S, and then that SZ commutes with Ψ1 and Ψ2 (cf. (3.66)
for the definition of SZ). This then shows the claimed identity S ◦Ψ = Ψ ◦ SZ.
To prove that SZ ◦Ψ−10 = Ψ−10 ◦ S, we compute for any (q, p) ∈ Fix(S) and
any 1 ≤ k ≤ N − 1
(SZ(Ψ
−1
0 (q, p)))k = −e4piik/N (Ψ−10 (q, p))N−k
= −e4piik/N e
−2piik/N
2
√
N |sN−k|
N∑
l=1
e−2piil(N−k)/N (−pl + 2isN−kql)
=
e2piik/N
2
√
N |sk|
N∑
l=1
e2piilk/N (pl − 2iskql),
using the formulas (3.66) and (C.3) for SZ and Ψ
−1
0 in the first and second
equalities, respectively, and the identity sN−k = sk in the third equality. Note
that the (vanishing) summand l = N can be omitted in the latter sum, in which
we now substitute l by N − l, obtaining
(SZ(Ψ
−1
0 (q, p)))k =
e2piik/N
2
√
N |sk|
N−1∑
l=1
e2pii(N−l)k/N (pN−l − 2iskqN−l)
=
e2piik/N
2
√
N |sk|
N∑
l=1
e−2piilk/N (−S˜(p)l + 2iskS˜(q)l)
= (Ψ−10 (S(q, p)))k.
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In the second equality, we have again included the (vanishing) summand l = N .
Further we write S(q, p) = (S˜(q), S˜(p)). In particular we have shown that
Fix(SZ) is the image of Fix(S) under Ψ
−1
0 .
Next we claim that F3 : Z → C is invariant under SZ, F3 ◦ SZ = F3. Recall
from (3.17) and (3.22) that F3 is given by the polynomial
F3 =
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ζkζk′ζk′′ ,
withK3 denoting the set of all (k, k
′, k′′) ∈ Z3 satisfying 1 ≤ |k|, |k′|, |k′′| ≤ N−1
and k + k′ + k′′ ≡ 0 mod N , and
F
(3)
kk′k′′ =
(−1)(k+k′+k′′)/N
12i
√
N
√|sksk′sk′′ |
sk + sk′ + sk′′
.
As sN−k = sk one has F
(3)
N−k,N−k′,N−k′′ = −F (3)kk′k′′ , and (k, k′, k′′) ∈ K3 if and
only if (N − k,N − k′, N − k′′) ∈ K3. Here we view N − k, N − k′, and N − k′′
mod 2N and replace them if necessary by representatives in {±1, . . . ,±(N−1)}.
Hence
F3(SZ(ζ)) =
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ (SZ(ζ))k(SZ(ζ))k′ (SZ(ζ))k′′
=
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ (−1)3e−4pii(k+k
′+k′′)/NζN−kζN−k′ζN−k′′
= −
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ζN−kζN−k′ζN−k′′
= −
∑
(k,k′,k′′)∈K3
F
(3)
N−k,N−k′,N−k′′ζkζk′ζk′′
=
∑
(k,k′,k′′)∈K3
F
(3)
kk′k′′ζkζk′ζk′′ = F3(ζ).
From F3 ◦SZ = F3 it follows (by considering a Taylor expansion of Ψ1) that
near 0 ∈ Z where Ψ1 is defined, Ψ1 = XtF3 |t=1 commutes with SZ. In particular,
Fix(SZ) is invariant under the flow X
t
F3
.
It remains to show that near 0 ∈ Z where Ψ2 is defined, Ψ2 = XtF4 |t=1
commutes with SZ. As above, this follows from F4 ◦ SZ = F4. Recall from
(3.35) and (3.38) that F4 is given by the polynomial
F4 =
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
kk′k′′k′′′ζkζk′ζk′′ζk′′′ .
Here K4 \ KN4 denotes the set of all quadruples (k, k′, k′′, k′′′) ∈ Z4 satisfying
1 ≤ |k|, |k′|, |k′′|, |k′′′| ≤ N − 1 and k+ k′+ k′′+ k′′′ ≡ 0 mod N such that there
do not exist 1 ≤ l ≤ m ≤ N − 1 with {k, k′, k′′, k′′′} = {l,m,−l,−m}, and
F
(4)
kk′k′′k′′′ =
(−1)(k+k′+k′′+k′′′)/N
24i
√
N
(β + 3α
2
2 c
S
kk′k′′k′′′ )
√|sksk′sk′′sk′′′ |
sk + sk′ + sk′′ + sk′′′
, (C.5)
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where cSkk′k′′k′′′ :=
1
4!
∑
σ∈S4 cσ(k,k′,k′′,k′′′) and
clml′m′ =


1
−1+ sl′+sm′|s
l′+m′
|
− 1
1+
sl+sm
|sl+m|
if l +m 6≡ 0 modN
0 otherwise.
(C.6)
First note that (k, k′, k′′, k′′′) ∈ K4\KN4 if and only if (N−k,N−k′, N−k′′, N−
k′′′) ∈ K4 \KN4 (where here we again view N − k, . . . , N − k′′′ mod 2N and
replace them if necessary by representatives in {±1, . . . ,±(N − 1)}). Next, it
follows from the definition (C.6) of ckk′k′′k′′′ and the identities sN−k = sk that
cN−k,N−k′,N−k′′,N−k′′′ = ckk′k′′k′′′ . Hence cSN−k,N−k′,N−k′′,N−k′′′ = c
S
kk′k′′k′′′
and, by the definition (C.5) of F
(4)
kk′k′′k′′′ , F
(4)
N−k,N−k′,N−k′′,N−k′′′ = F
(4)
kk′k′′k′′′ .
Thus
F4(SZ(ζ)) =
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
kk′k′′k′′′ (SZ(ζ))k(SZ(ζ))k′ (SZ(ζ))k′′ (SZ(ζ))k′′′
=
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
kk′k′′k′′′ (−1)4e−4pii(k+k
′+k′′+k′′′)/NζN−kζN−k′ζN−k′′ζN−k′′′
=
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
kk′k′′k′′′ζN−kζN−k′ζN−k′′ζN−k′′′
=
∑
(k,k′,k′′,k′′′)∈K4\KN4
F
(4)
N−k,N−k′,N−k′′,N−k′′′ζkζk′ζk′′ζk′′′
= F4(ζ).
This proves F4 ◦ SZ = F4. Therefore (again by considering a Taylor expansion
of Ψ2), near 0 ∈ Z where Ψ2 is defined, Ψ2 = XtF4 |t=1 commutes with SZ.
Appendix D
Proof of Lemma 4.1.5
Here we prove Lemma 4.1.5 on the values of the N basic symmetric polynomials
in N − 1 variables. These polynomials are given by
Π0 := 1, (D.1)
Πn(t1, . . . , tN−1) :=
∑
1≤i1<...<in≤N−1
ti1 · . . . · tin (1 ≤ n ≤ N − 1). (D.2)
The lemma on these polynomials we prove in this appendix is the following one.
Lemma D.1. Let N ≥ 2 be an arbitrary integer (not necessarily odd). Eval-
uated at tk = sin
2 kpi
N (1 ≤ k ≤ N − 1), the N basic symmetric polynomials
(Πn)0≤n≤N−1 given by (D.1) and (D.2) take the values
Πn
(
sin2
π
N
, . . . , sin2
(N − 1)π
N
)
= 4−n
N
N − n
(
2N − n− 1
n
)
. (D.3)
Proof. For fixed N ≥ 2, we proceed by induction on n. For n = 0, 1, (D.3) is
easily verified. For the induction step, we use the formulas of Newton-Girard
(see e.g. [76], p. 278-279) expressing for arbitrary t1, . . . , tN−1 the polynomials
Πn(t1, . . . , tN−1) inductively through the Newton sums
Sn(t1, . . . , tN−1) :=
N−1∑
k=1
tnk (D.4)
by (omitting the arguments)
mΠm +
m∑
k=1
(−1)kSkΠm−k = 0, (D.5)
for any 1 ≤ m ≤ N − 1. To apply (D.5), we first cite from ([67], p. 640) the
value of the Newton sums (D.4) for tk = sin
2 kpi
N , namely
Sn
(
sin2
π
N
, . . . , sin2
(N − 1)π
N
)
=
N−1∑
k=1
sin2n
kπ
N
=
N
4n
(
2n
n
)
. (D.6)
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Assume now that (D.3) is verified for all 0 ≤ m ≤ n and that n + 1 ≤ N − 1.
Use the identity
1
r
(
r
l
)
=
1
r − l
(
r − 1
l
)
(r, l ∈ N, l < r) (D.7)
for r := 2N − n, l := n to observe that the right hand side of (D.3) is equal to
4−n 2N2N−n
(
2N−n
n
)
. Substitute (D.3) and (D.6) into the Newton-Girard formula
(D.5) with m := n+ 1, i.e.
Πn+1 = − 1
n+ 1
n+1∑
k=1
(−1)kSkΠn+1−k,
to get for Πn+1 = Πn+1
(
sin2 piN , . . . , sin
2 (N−1)pi
N
)
Πn+1 = − 1
n+ 1
n+1∑
k=1
(−1)kN · 4
−(k+(n+1−k)) · 2N
2N − (n+ 1− k)
(
2k
k
)(
2N − (n+ 1− k)
n+ 1− k
)
= −2N
2 · 4−(n+1)
n+ 1
n+1∑
k=1
(−1)k
2N − (n+ 1− k)
(
2k
k
)(
2N − (n+ 1− k)
n+ 1− k
)
∗
= 4−(n+1)
N
N − (n+ 1)
(
2N − (n+ 1)− 1
n+ 1
)
.
The equality (*) remains to be proven for the induction step to be complete.
Writing m instead of n + 1, the proof of (*) amounts to proving that for any
N ≥ 2 and 1 ≤ m ≤ N − 1,
m∑
k=1
(−1)k
2N − (m− k)
(
2k
k
)(
2N − (m− k)
m− k
)
= − m
2N(N −m)
(
2N −m− 1
m
)
,
or, including k = 0 in the summation, again using (D.7) for r := 2N − (m− k)
and l := m− k and multiplying by 2,
m∑
k=0
(−1)k
N − (m− k)
(
2k
k
)(
2N − (m− k)− 1
m− k
)
=
1
N
(
2N −m− 1
m
)
. (D.8)
Set N ′ := N −m (after which the ′ is again omitted); then (D.8) is equivalent
to claiming that for any N,m ∈ N,
m∑
k=0
(−1)k
N + k
(
2k
k
)(
2N +m+ k − 1
m− k
)
=
1
N +m
(
2N +m− 1
m
)
. (D.9)
To prove (D.9), we proceed inductively in m for any fixed N . First note that
the identity holds for m = 0 and m = 1, since in these cases both sides of (D.9)
are equal to 1N and
2N
N+1 , respectively. For the induction step, we claim that
both sides of (D.9) satisfy the recurrence relation
(N +m)(2N +m)fm − (m+ 1)(N +m+ 1)fm+1 = 0 (D.10)
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for any m ∈ N. That the right hand side of (D.9) satisfies (D.10) can be checked
by a direct computation. To see that the same holds for the left hand side of
(D.9), first note that the summand
Fk,m :=
(−1)k
N + k
(
2k
k
)(
2N +m+ k − 1
m− k
)
of the left hand side of (D.9) satisfies the recurrence relation
(N +m)(2N +m)Fk,m− (m+1)(N +m+1)Fk,m+1 = ∆k(Fk,mRk,m), (D.11)
where for k ≤ m
Rk,m :=
k(N + k)(2N + 2k − 1)
m− k + 1 ,
and where ∆k is the standard discrete difference operator of order one in k,
i.e. ∆k(Fk,mRk,m) = Fk+1,mRk+1,m − Fk,mRk,m. The proof of (D.11) is a
straightforward (lengthy) computation.
The recurrence relations (D.10) and (D.11) were found using the Mathemat-
ica program zb-alg.m written by P. Paule, M. Schorn & A. Riese, which is an
implementation of D. Zeilberger’s “creative telescoping” algorithm, described
e.g. in Chapter 6 of [60]. We however emphasize that the proof of both re-
currence relations is purely analytical, the program just mentioned was “only”
used to find the recurrence relations.
Having proved that Fk,m satisfies (D.11), we return to the proof of the fact
that the left hand side of (D.9) satisfies the recurrence relation (D.10). Denote
the left hand side of (D.9) by fm, i.e. for any m ∈ N
fm :=
m∑
k=0
Fk,m =
m∑
k=0
(−1)k
N + k
(
2k
k
)(
2N +m+ k − 1
m− k
)
.
We sum the left hand side of (D.11) for k from 0 to m− 1 and obtain
(N+m)(2N+m)(fm−Fm,m)− (m+1)(N+m+1)(fm+1−(Fm,m+1+Fm+1,m+1))
= Fm,mRm,m − F0,mR0,m
= (−1)mm(2N + 2m− 1)
(
2m
m
)
, (D.12)
using (D.11) for the first and a direct computation for the second equality.
Another (lengthy) computation shows that
(N +m)(2N +m)Fm,m − (m+ 1)(N +m+ 1)(Fm,m+1 + Fm+1,m+1)
= −(−1)mm(2N + 2m− 1)
(
2m
m
)
.
Adding this to (D.12) yields (D.10) and hence completes the proof of (D.9). As
mentioned above, this completes the proof of Lemma D.1.
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Appendix E
Spectrum of the matrix PD
Here we compute analytically for any integer N ′ ≥ 3 the eigenvalues of the
N ′ ×N ′ matrix PD, given by

3 4 . . . . . . 4 2
4 3 4 . . . . . . 4 2 4
...
. . .
. . .
...
3 4 4 2
4 3 2 4
4 2 3 4
2 4 4 3
...
. . .
. . .
...
4 2 4 . . . . . . 4 3 4
2 4 . . . . . . 4 3


︸ ︷︷ ︸
(N ′ even)
,


3 4 . . . . . . 4 2
4 3 4 . . . . . . 4 2 4
...
. . .
. . .
...
3 4 2
4 2 4
2 4 3
...
. . .
. . .
...
4 2 4 . . . . . . 4 3 4
2 4 . . . . . . 4 3


︸ ︷︷ ︸
(N ′ odd)
.
Lemma E.1. If N ′ is even, the eigenvalues of PD are 4N ′−3 (with multiplicity
one), 1 (with multiplicity N
′
2 ), and −3 (with multiplicity N
′
2 − 1). If N ′ is odd,
the eigenvalues of PD are 1 (with multiplicity N
′−1
2 ), −3 (with multiplicity
N ′−3
2 ), and
1
2 (4N
′ − 5)
(
1±
√
1 + 8(4N
′−1)
(4N ′−5)2
)
(each with multiplicity one).
Proof. Throughout this proof, antidiag(a1, . . . , aN ′) denotes the “antidiagonal”
N ′ ×N ′-matrix M with Mkl = al if k + l = N ′ + 1 and Mkl = 0 otherwise.
First consider the case where N ′ is even. We write PD in the form
PD = diag(−1, . . . ,−1) + antidiag(−2, . . . ,−2) + 4 · 1N ′×N ′
and, with µ := −1− λ,
PD − λId = diag(µ, . . . , µ) + antidiag(−2, . . . ,−2)︸ ︷︷ ︸
=:L(N′)
+4 · 1N ′×N ′ .
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Here 1N ′×N ′ denotes the N ′ ×N ′-matrix whose entries are all equal to 1.
We compute det(PD − λId) = det(L(N ′) + 4 · 1N ′×N ′) by column expan-
sion. Note that in the column expansion of the determinant only those terms
contribute which are determinants of matrices containing at most one column
consisting of entries all equal to four. We obtain
det(PD − λId) = det(L(N ′)) +
N ′∑
j=1
det(L
(N ′)
j ), (E.1)
where L
(N ′)
j is defined as the matrix L
(N ′) with the j-th column replaced by the
column 4 · (1, . . . , 1). By expansion with respect to the first column and then
the last column, the determinant of L(N
′) can be computed recursively,
det(L(N
′)) = (µ2 − 22) det(L(N ′−2))
Since det(L(2)) = µ2 − 4, it follows by induction that
det(L(N
′)) = (µ2 − 4)N
′
2 . (E.2)
To compute det(L
(N ′)
1 ), we expand the determinant in the same way and obtain
the identity det(L
(N ′)
1 ) = 4(µ+ 2) det(L
(N ′−2)), from which it follows that
det(L
(N ′)
1 ) = 4(µ+ 2)(µ
2 − 4)N
′
2 −1. (E.3)
Similarly one gets det(L
(N ′)
2 ) = (µ
2 − 4) det(L(N ′−2)1 ), and thus
det(L
(N ′)
2 ) = det(L
(N ′)
1 ) = 4(µ+ 2)(µ
2 − 4)N
′
2 −1. (E.4)
For any 1 < j < N
′
2 , this procedure leads to det(L
(N ′)
j ) = (µ
2 − 4) det(L(N ′−2)j−1 )
and hence
det(L
(N ′)
j ) = det(L
(N ′)
1 ) = 4(µ+ 2)(µ
2 − 4)N
′
2 −1. (E.5)
For j > N
′
2 , note that detL
(N ′)
j = detL
(N ′)
N−j, since L
(N ′)
j and L
(N ′)
N−j can be
transformed into each other by exchanging the j’th and the (N ′ − j + 1)’th
columns and then the j’th and the (N ′ − j + 1)’th rows. By (E.2)-(E.5), we
obtain
det(PD − λId) = (µ2 − 4)N
′
2 −1 · ((µ2 − 4) +N ′ · 4(µ+ 2))
= (µ2 − 4)N
′
2 −1(µ+ 2)(µ− 2 + 4N ′).
Hence, if N ′ is even, the zeroes of det(PD − λId) are µ = 2 (with multiplicity
N ′
2 − 1), µ = −2 (with multiplicity N
′
2 ), and µ = −4N ′ + 2 (with multiplicity
1). Transforming back to λ = −1− µ, we obtain the claimed eigenvalues.
It remains to consider the case where N ′ is odd. Again, we write
PD = diag(−1, . . . ,−1,
(N
′+1
2 )︷︸︸︷
0 ,−1, . . . ,−1)+ antidiag(−2, . . . ,−2) + 4 · 1N ′×N ′ .
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With µ = −1− λ we get
PD − λId = L(N ′) + 4 · 1N ′×N ′
with
L(N
′) =


µ 0 . . . 0 −2
0
. . .
. . . 0
... µ− 1 ...
0
. . .
. . . 0
−2 0 . . . 0 µ


.
As above, we obtain the expansion (E.1) for the determinant of PD − λId.
We expand det(L(N
′)) with respect to the first column and then the last column,
yielding the recursion formula
det(L(N
′)) = (µ2 − 4) det(L(N ′−2)),
which together with det(L(1)) = µ− 1 leads to
det(L(N
′)) = (µ2 − 4)N
′−1
2 (µ− 1). (E.6)
For det(L
(N ′)
1 ), we obtain the identity det(L
(N ′)
1 ) = 4(µ + 2) det(L
(N ′−2)) and
hence
det(L
(N ′)
1 ) = 4(µ+ 2)(µ
2 − 4)N
′−3
2 (µ− 1). (E.7)
More generally, for any 1 < j < N
′
2 , we have
detL
(N ′)
N−j = det(L
(N ′)
j ) = det(L
(N ′)
1 ). (E.8)
It remains to compute detL
(N ′)
N′+1
2
. Expanding detL
(N ′)
N′+1
2
by the first column and
then the last column, we obtain the recursion relation
detL
(N ′)
N′+1
2
= (µ2 − 4) detL(N ′−2)(N′−2)+1
2
.
Together with detL
(3)
2 = det

 µ 4 −20 4 0
−2 4 µ

 = 4(µ2 − 4), this implies
detL
(N ′)
N′+1
2
= 4(µ2 − 4)N
′−1
2 . (E.9)
Hence, combining (E.6)-(E.9) we obtain
det(PD − λId) = (µ2−4)N
′−3
2 · ((µ2−4)(µ−1) + (N ′−1) · 4(µ+2)(µ−1) + 4(µ2−4))
= (µ2 − 4)N
′−3
2 (µ+ 2)(µ2 + (4N ′ − 3)µ− (4N ′ + 2)).
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Hence, if N ′ is odd, the zeroes of det(PD − λId) are µ = 2 (with multiplicity
N ′−3
2 ), µ = −2 (with multiplicity N
′−1
2 ), and
µ = −1
2
(4N ′ − 3)± 1
2
√
16N ′2 − 8N ′ + 17
(each with multiplicity 1). Transforming back to λ = −1 − µ, we obtain the
claimed formulas for the eigenvalues in the case where N ′ is odd. This completes
the proof of Lemma E.1.
Appendix F
Critical points of Mγ of
rank 0
In this appendix we study the nature of the critical points ε(0, 0, r1, 0, 0,±r2)
of rank 0 of the map Mγ , when viewed as critical points of Kγ . Recall that
Mγ is the reduced moment map introduced in section 5.3. Throughout this ap-
pendix we use the notation of section 5.3 without any further comment. Choose
(Mi, Ji)1≤i≤2 as coordinates of S2r1×S2r2 near ε(0, 0, r1, 0, 0,±r2). The equations
of motion are then given by
(M˙1, J˙1) = ((J2 − d1,γJ1)L1, (d1,γM1 +M2)L1)
and
(M˙2, J˙2) = ((J1 − d2,γJ2)L2, (d2,γM2 +M1)L2)
where Li = ±ri
√
1− (M2i + J2i )/r2i . If linearized at (0, 0, ξ, 0, 0, η) where ξ ∈
{±r1}, η ∈ {±r2}, the corresponding linear system is given by the 4× 4-matrix
A ≡ Aξ,η,
A =


0 −d1,γξ 0 ξ
d1,γξ 0 ξ 0
0 η 0 −d2,γη
η 0 d2,γη 0

 .
Let us compute det(λ−A) = det(A− λ):
det(A− λ) = λ4 + aλ2 + b2, (F.1)
where
a = d21,γξ
2 + d22,γη
2 − 2ξη (F.2)
and
b = (d1,γd2,γ − 1)ξη. (F.3)
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The discriminant of (F.1) is given by
a2 − 4b2 = (a− 2b)(a+ 2b)
= (d21,γξ
2−2d1,γd2,γξη+d22,γη2)(d21,γξ2+2d1,γd2,γξη+d22,γη2−4ξη).
We first consider the case ξη = −r1r2. Then
a2 − 4b2 = (d1,γr1 + d2,γr2)2︸ ︷︷ ︸
≥0
((d1,γr1 − d2,γr2)2 + 4r1r2)︸ ︷︷ ︸
>0
≥ 0
and
a = d21,γr
2
1 + d
2
2,γr
2
2 + 2r1r2 > 0.
Hence λ2 = µ± where
µ± = −a
2

1±
√
1−
(
2b
a
)2 ≤ 0. (F.4)
More precisely, one always has µ+ < 0 whereas µ− = 0 iff 0 = a − 2b =
(d1,γr1 + d2,γr2)
2. Hence
λ1,2 = ±i
√
a
2

1 +
√
1−
(
2b
a
)2
1
2
and
λ3,4 = ±i
√
a
2

1−
√
1−
(
2b
a
)2
1
2
.
It follows that the fixed points ±(0, 0, r1, 0, 0,−r2) ofXγ are both elliptic, except
in the case a−2b = 0 (i.e. d1,γr1+d2,γr2 = 0) where they are degenerate elliptic.
Let us now turn to the case ξη = r1r2. Then
a2 − 4b2 = (d1,γr1 − d2,γr2)2((d1,γr1 + d2,γr2)2 − 4r1r2)
=
(
r1r2
s2k
)2(
d1,γ
√
r − d2,γ 1√
r
)2
(f(
√
r)2 − 4s22k), (F.5)
where we recall that f(q) = (γ + s2k)q + (γ + c
2
k)/q. First we have to establish
some auxiliary results.
Lemma F.1. Let γ ∈ R be arbitrary and assume that 1 ≤ k < N4 and 0 < r < 1.
Then d1,γ
√
r − d2,γ 1√r 6= 0.
Proof. Assume that d1,γ
√
r − d2,γ 1√r = 0. First note that if d1,γ = 0, then
d2,γ = 0. Thus d1,γ = d2,γ or γ+s
2
k = γ+c
2
k. As 1 ≤ k < N4 by assumption this
leads to a contradiction. Hence d1,γ 6= 0 and d1,γ
√
r − d2,γ 1√r = 0 is equivalent
to r =
d2,γ
d1,γ
. As r ≤ 1 by assumption we conclude that d2,γ ≤ d1,γ or c2k ≤ s2k
which contradicts the assumption 1 ≤ k < N4 .
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In addition we will need the following
Lemma F.2. Let γ ∈ R be arbitrary and assume that 1 ≤ k < N4 and r > 0. If
a < 0, then |f(√r)| < 2s2k, where a is given by (F.2), i.e.
a = d21,γr
2
1 + d
2
2,γr
2
2 − 2r1r2
=
r1r2
s22k
((γ + s2k)
2r + (γ + c2k)
2 1
r
− 2s22k) (F.6)
Proof. We argue indirectly and assume that for some γ0, k, and r, we have
a < 0 but |f(√r)| ≥ s2k. The latter inequality can be written as
gγ0(r) := (γ0 + s
2
k)
2r + (γ0 + c
2
k)
2 1
r
≥ 7
2
s22k − 2γ20 − 2γ0. (F.7)
In view of (F.6), the inequality a < 0 can be expressed as gγ0(r) < 2s
2
2k. Hence
we may assume that the following inequalities hold
7
2
s22k − 2γ20 − 2γ0 ≤ gγ0(r) < 2s22k. (F.8)
If γ0 = −s2k or γ0 = −c2k, then one concludes
7
2
s22k − 2γ20 − 2γ0 = 4s22k,
contradicting (F.8). If γ0 /∈ {−s2k,−c2k}, then gγ0(q)→∞ for q → 0 or q →∞.
Further, for any γ ∈ R \ {−s2k,−c2k}, gγ achieves its minimum at q = (γ +
c2k)/(γ + s
2
k) and
min
q>0
gγ(q) = 2γ
2 + 2γ +
1
2
s22k. (F.9)
If minq>0 gγ(q) ≥ 72s22k − 2γ2 − 2γ, then by (F.9),
2γ2 + 2γ ≥ 3
2
s22k. (F.10)
Note that γ 7→ minq>0 gγ(q) = 2γ2 + 2γ + 12s22k is a continuous function on
R, tending to ∞ as γ →∞. Hence there exists γ1 ∈ R such that
gγ0(r) = min
q>0
gγ1(q).
In particular, minq>0 gγ1(q) > minq>0 gγ0(q), i.e. 2γ
2
1 + 2γ1 > 2γ
2
0 + 2γ0. When
combined with (F.8) the latter inequality leads to
7
2
s22k − 2γ21 − 2γ1 ≤
7
2
s22k − 2γ20 − 2γ0
= gγ0(r) = min
q>0
gγ1(q).
By (F.10) we then have
2γ21 + 2γ1 ≥
3
2
s22k. (F.11)
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On the other hand, as minq>0 gγ1(q) = gγ0(r) < 2s
2
2k, one concludes from (F.9)
that
2γ21 + 2γ1 +
1
2
s22k < 2s
2
2k. (F.12)
Then (F.11) and (F.12) lead to the desired contradiction, and Lemma F.2 is
proved.
Proposition F.3. Let γ ∈ R be arbitrary and assume that 1 ≤ k < N4 and
0 < r ≤ 1. Then the following statements hold:
(i) If |f(√r)| ≥ 2s2k, then ±(0, 0, r1, 0, 0, r2) are (possibly degenerate) elliptic
fixed points of Xγ .
(ii) If |f(√r)| < 2s2k, then ±(0, 0, r1, 0, 0, r2) are hyperbolic fixed points of
Xγ . Their stable and and unstable manifolds have each dimension two.
Proof. In view of Lemma F.2 and formula (F.1) one concludes that the zeroes of
a2 − 4b2 and f(√r)2 − 4s22k as well as the signs of the two expressions coincide.
(i) Assume that f(
√
r)2 − 4s22k ≥ 0. We then conclude that a2 − 4b2 ≥ 0.
Further, by Lemma F.2, a ≥ 0. In view of (F.1), the eigenvalues of A are then
given by
λ1,2 = ±(µ+) 12 , λ3,4 = ±(µ−) 12
where
µ± = −a
2
± 1
2
√
a2 − 4b2 ∈ R.
As a ≥ 0 it then follows that µ± ≤ 0. Hence (λi)1≤i≤4 are purely imaginary,
i.e. ±(0, 0, r1, 0, 0, r2) are (possibly degenerate) elliptic fixed points of Xγ .
(ii) Assume that f(
√
r)2 − 4s22k < 0. Then
µ± = −a
2
± i
2
(d1,γr1 − d2,γr2)
√
(d1,γr1 + d2,γr2)2 − 4r1r2.
By Lemma F.1 it then follows that Im µ± 6= 0, and we conclude that
λ1,2 = ±(µ+) 12 , λ3,4 = ±(µ+)
1
2 .
In particular, two eigenvalues have a positive real part and the other two a
negative real part. Hence ±(0, 0, r1, 0, 0, r2) are both hyperbolic fixed points of
Xγ and the corresponding stable and unstable manifolds have each dimension
two.
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