The neighbourhood-width of a graph G = (V , E) is introduced in [F. Gurski, Linear layouts measuring neighbourhoods in graphs, Discrete Math. 306 (15) (2006) 1637-1650.] as the smallest integer k such that there is a linear layout : V → {1, . . . , |V |} such that for every 1 i < |V | the vertices u with (u) i can be divided into at most k subsets each members having the same neighbours with respect to the vertices v with (v) > i.
Introduction
A linear layout (a layout) of an undirected graph G = (V G , E G ) is a bijective function : V G → [|V G |]. 1 A graph layout parameter is a function that associates with every graph G a positive integer f (G) defined by a layout for G such that a certain function on G is optimized. For a survey on graph layout parameters see e.g. [28, 5] .
For some graph G, we denote by (G) the set of all layouts for G.
Given a layout ∈ (G) we define for i ∈ [|V G |] the vertex sets L(i, , G) = {u ∈ V G | (u) i} and R(i, , G) = {u ∈ V G | (u) > i}.
One of the most researched layout parameters is the cut-width, defined for a graph G by cut-width(G) = min
|{{u, v}|u ∈ L(i, , G), v ∈ R(i, , G)}|.
The cut-width has several applications in VLSI [21] [22] [23] , network reliability [18] , graph drawing [25] , and information retrieval [3] , see [5] for an overview.
A further well-known graph layout parameter is the vertex separation number (vsn), defined for a graph G as follows vsn(G) = min
|{u ∈ L(i, , G)|∃v ∈ R(i, , G) : {u, v} ∈ E G }|.
E-mail address: gurski-dam@acs.uni-duesseldorf.de. Next we recall the linear layout parameter neighbourhood-width from [11] as a variation of the well-known cutwidth. In Section 2 we will show that the neighbourhood-width is more powerful than cut-width with respect to the definable graph classes of bounded width.
Let G be a graph and U, W ⊆ V G two disjoint vertex sets, by N W (u) = {v ∈ W |{u, v} ∈ E G } we denote the neighbourhood of vertex u in set W , i.e. the vertices in W which are adjacent to u. By N(U, W ) = {N W (u)|u ∈ U } we denote the set of all neighbourhoods of the vertices of set U in set W . Given a graph G, layout ∈ (G), and integer
. This allows us to define the neighbourhood-width of graph G by nw(G) = min ∈ (G) nw( , G). By combining these notations the neighbourhood-width of graph G is defined as follows:
In By the results of [11] the neighbourhood-width of a graph differs from its linear clique-width 2 at most by one, which implies by the results of [7] that the problem, given a graph G and an integer k, to decide whether G has neighbourhood-width at most k is NP-complete.
For any fixed integer k, the problem, given a graph G, to decide whether G has neighbourhood-width at most k is obviously in NP, but for k 2 open if it belongs to P. This paper is organized as follows. In Section 2, we summarize known characterizations for graphs of bounded neighbourhood-width, the neighbourhood-width of special graphs and bounds for the neighbourhood-width of general graphs. In Section 3, we consider the behaviour of graph operations on the neighbourhood-width of graphs. In Section 4, we give a layout for caterpillars which shows that each caterpillar has neighbourhood-width at most 3. Further we give a layout for trees which shows that each tree has neighbourhood-width at most its height plus one. In Section 5, we give a layout for n × n-grid graphs which shows that its neighbourhood-width is at most n + 1. In Section 6, we apply the given notations on graph drawing. We propose to consider neighbourhoods to obtain a nice representation of biconvex bipartite graphs. Further we apply these results on the representation of VLSI circuits.
Bounds and examples
In this section we give characterizations for graphs of bounded neighbourhood-width and the neighbourhood-width of some indexed graphs, which are very easy to verify.
As usual we denote by P n the path on n vertices, by C n the cycle on n vertices, by K n the complete graph on n vertices, and by K n,m the complete bipartite graph on n + m vertices.
Graphs of neighbourhood-width 1 are well known.
Theorem 1 (Gurski [11] For a graph G and a vertex set V ⊆ V G we define by [6] . Using the notation of a homogeneous k-set (k-module) we get an alternative definition of neighbourhood-width.
Corollary 2. A graph G has neighbourhood-width at most k, if and only if there is a layout
A homogeneous 2-set is also called homogeneous pair [4, 6, 8] . That is, a graph G has neighbourhood-width at most 2, if and only if there exists a layout ∈ (G), such that for
In [8] a characterization of homogeneous pairs in bipartite graphs is given.
The following bounds on the neighbourhood-width of some indexed graphs are very easy to verify.
Next we give a slight improvement on the relation of cut-width and neighbourhood-width which was already observed in [11] . 
Proof. Let be a layout for G and max i∈[|V
G |] |{{u, v}|u ∈ L(i, , G), v ∈ R(i, , G)}| k. This implies that for every i ∈ [|V G |] there are at most k vertices in L(i, ,
G) which are adjacent to a vertex in R(i, , G) and a number of vertices without neighbours in R(i, , G). Thus, for every
By Lemma 4, every graph of bounded cut-width also has bounded neighbourhood-width. The reverse direction does not hold true because of the following simple observation. Every graph G of neighbourhood-width 1 may have arbitrary large vertex degree (G) by the examples of Theorem 3, while the the cut-width of a graph G is always at least (G)/2 .
A trivial upper bound for the neighbourhood-width of a graph is the number of vertices. Graphs of at most 3 vertices have neighbourhood-width 1, by Theorem 1. For graphs G of at least 3 vertices obviously (|V G |, , G) = 1 and (|V G | − 1, , G) 2 holds true, which implies that neighbourhood-width(G)
Next we will improve the trivial upper bound for arbritrary large graphs. The main idea is to observe that the neighbourhoods of the vertices in set L(i, , G) have to be verified by a sufficient large number of vertices in set
Lemma 5. Let G be some graph with n vertices. Then nw(G) n − a, where a = log 2 (n − a) .
Proof. Suppose that there exists some graph G, such that nw(G) > n − a. This implies that for every layout ∈ (G),
Our next lemma gives a lower bound result.
Lemma 6. Let G be some graph and k be some positive integer.
(1) If there exists some integer i, k G) for some ∈ (G) and the result follows.
Unfortunately, the conditions of the last lemma do not give an equivalent subset definition for neighbourhoodwidth > k which is decidable in NP. Such a definition would imply that the problem to decide whether a given graph has neighbourhood-width at most k is for every fixed k in NP ∩ co-NP.
Graph operations
In this section we summarize the behaviour of several graph operations on the neighbourhood-width. We use the standard notations for graph operations from [2, 13] .
Induced subgraph: If H is an induced subgraph of a graph G we know that
This is obvious, since a layout for graph H can be obtained by a layout for graph G and deleting all vertices which are not of H. Subgraph: The last property does not hold true for arbitrary subgraphs and thus not for minors. For example every complete graph has neighbourhood-width 1, but not every subgraph has so. This is an important difference to related parameters like cut-width or vertex separation number.
Disjoint union (co-join):
This implies that the neighbourhood-width of the disjoint union of graphs can be estimated by the maximum value of the neighbourhood-width of its connected components and at most one additional empty neighbourhood.
Layout defined as for the disjoint union is such a layout. Dominating vertex/Isolated vertex: Let G be some graph and H be obtained from G by adding a dominating vertex v or an isolated vertex v, then nw(H ) = nw(G).
A layout for H can easily be obtained from a layout 1 for G by
This observation implies that threshold graphs have neighbourhood-width 1, since they can be generated starting with a single vertex and adding a series of dominating and isolated vertices, see Theorem 1.
Edge complement: Given a graph G and a layout
G). In the corresponding edge complement graph G vertex x ∈ L(i, , G) has the neighbours N R(i, ,G) (x) = R(i, , G) − N R(i, ,G) (x) in R(i, , G). This implies that nw( , G) = nw( , G) and thus nw(G) = nw(G).

Lexicographic graph product (graph composition):
The lexicographic graph product G = G 1 [G 2 ] of G 1 and G 2 is the graph with vertex set V G 1 × V G 2 and (u 1 , u 2 ) and (v 1 , v 2 ) 
Layouts of trees
The neighbourhood-width of caterpillars
A caterpillar C is a tree where all vertices of degree 3 lie on a path, called the backbone of C. The hairlength of a caterpillar C is the maximum distance of a non-backbone vertex to the backbone, see Fig. 2 for examples. The following order of the vertices of C define a layout ∈ (C), such that nw( , C) 3. 
P 1,1 P 1,2 P 2,1 P 2,2 P 2,3 P 5,1 P 6,1 P 6,2 P 6,3 
The neighbourhood-width of trees
Let us consider the neighbourhood-width of trees. By the results of [12, Lemma 8] and [11, Theorem 5] , we conclude that even binary trees have unbounded neighbourhood-width. The following lemma shows that the neighbourhood-width of rooted trees can be bounded in its height independently from its vertex degree. As usual the height of a tree is the maximum distance of a vertex to the root.
Lemma 8. Let T be a rooted tree of height h. Then nw(T ) h + 1.
Proof. Let T = (V T , E T ) be a rooted tree. We will traverse the vertices of T in postorder, i.e. we visit the root of every subtree directly after the nodes in its subtrees, see Fig. 4 for an example.
Let be the layout defined by a postorder traversal of T, see R(i, , T ) . We conclude that nw( , T ) h + 1 and thus nw(T ) h + 1.
Since the neighbourhood-width of induced subtrees of a complete tree T is at most the neighbourhood-width of T, the result follows.
Layouts of grids (meshes)
We next analyse the neighbourhood-width of the cartesian product P n × P m , i.e. of an n × m-grid graph G n,m . By the results of [10, Theorem 1.5] and [12, Table 1 ] the neighbourhood-width of grid graphs cannot be bounded by a constant. Table 1 The table shows the enumeration of the vertices of an n × n-grid graph and a lexicographic layout used in the proof of Theorem 9 Theorem 9. Let n, m be two positive integers. Then
Proof. Obviously graph G 2,2 has neighbourhood-width at least 2 by Theorem 1 and neighbourhood-width at most 2, since for every layout ∈ (G 2,2 ) it holds nw( , G 2,2 ) 2.
Let G n,n be a grid graph for some fixed integer n 3. We denote the vertex of G n,n in row i and column j by v i,j , as shown in the left part of Table 1. In the right part of Table 1 the so-called lexicographic layout
, is shown. It is easy to verify that nw( 1 , G n,n ) n + 1 holds true.
If G n,m is a grid graph for some fixed integers n m n, m
, defines a layout such that nw( 1 , G n,m ) n + 1 holds true.
By the relation of neighbourhood-width and linear clique-width and the lower bound for the linear clique-width of grid graph G n,n of n + 1, which follows from Theorem 1.5 in [10] , we conclude the following corollary.
Corollary 10. For every positive integer n the following inequation holds true.
n nw(G n,n ) n + 1.
Applications
Graph drawing
One of the main goals in graph drawing is to produce a clear representation of graphs. One possibility to obtain this is to minimize the number of edge crossings in a representation. Especially for bipartite graphs G the value of MinLA(G) 3 measures the number of crossings of G in the 2-layer model, in which the vertices of G are placed on two parallel lines A and B such that all edges are line segments between A and B [29] . A drawing without edge crossings in a 2-layer model is only possible for caterpillars of hairlength 1 [14] . For general bipartite graphs G a drawing with k edge crossings in the 2-layer model is equivalent to the fact that the bipartite crossing number of G is k.
Since for non-planar graphs (e.g. graphs that contain a K 5 or K 3,3 as an induced subgraph) obviously there are no embeddings without edge crossings, we propose to consider the neighbourhoods to obtain a nice representation of graphs. Grouping vertices into sets of the same neighbourhood improves the representation highly.
In the next three subsections we consider a biconvex bipartite graph G, (L i,j )| without edge crossings between two of them, see Fig. 6 . We denote such a drawing by a disjoint noncrossing neighbourhood layout.
in R(i, , G). By the definitions, for each
j ∈ [ (i, , G)] the vertex set L i,j ∪ N R(i, ,G) (L i,j ) induces a complete bipartite graph K |L i,j |,|N R(i, ,G) (L i,j )| in G.
2-layer model, overlapping noncrossing neighbourhoods
We consider the situation where for j
i.e. we allow an overlap of at least one vertex for two consecutive neighbourhoods. Again, G can be laid out by drawing the at most (i, , G) complete bipartite graphs
| without edge crossings between two of them, see Fig. 7 . We denote such a drawing by a overlapping noncrossing neighbourhood layout.
2-layer model, without edge crossings
We consider the following special case of the situation of the previous section where
and for every j ∈ [i]
In this case we can draw G in a 2-layer model without edge crossings, see Fig. 8 . We denote such a drawing by a noncrossing neighbourhood layout. By the example of Fig. 8 , obviously, any caterpillar C of hairlength 1 has a layout ∈ (C) such that the conditions given above are fulfilled. This re-proves the following result of [14] .
Corollary 11. Every caterpillar of hairlength 1 can be drawn in a 2-layer model without edge crossings.
VLSI (Very Large Scale Integrated Systems)
VLSI (Very Large Scale Integrated Systems) is the process of generating very large but area efficient electronic integrated circuits.
Each VLSI circuit S with n elements can be represented by a graph G S with n vertices. The connections (wires) in S between two elements in S are represented by edges between the corresponding vertices in G S . If the components of S are laid out in rows, we can represent this by a linear layout ∈ (G S ).
The cut-width of graph G S times the size of G S gives an upper bound for the size of the area needed for S [21] . Further the square of cut-width of graph G S gives a lower bound for the size of the area needed for S [26] .
Let graph G S be the representation of a circuit S and ∈ (G S ) a linear layout. Let S be a circuit such that graph G S is bipartite. The discussions of Section 6.1 imply that, for any ∈ (G S ), i ∈ [|V G S | − 1], such that L(i, , G S ) and R(i, , G S ) induce independent sets in G S , graph G S can be laid out in the 2-layer model by placing the vertices of L(i, , G S ) on the first layer A and the vertices of R(i, , G S ) on the second layer B. In this situation we need (i, , G S ) different patterns to construct circuit S. That is, the value of nw(G S ) gives an upper bound for the number of different patterns to construct circuit S if G S is bipartite.
