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Galaxy clusters are a unique laboratory that trace the formation and evolution of structure
on the largest scales in the universe. In addition, clusters host an array of complex internal physical
processes from star-formation and active galactic nuclei to turbulent gas motions. The ability to
accurately estimate total cluster mass based on observable signals is a challenging but essential
ingredient to use the full potential of clusters for precise cosmological constraints or studies of
cluster astrophysics.
In this dissertation, I present 152 GHz observations of galaxy clusters taken with the APEX-
SZ imaging bolometer array. APEX-SZ is designed to image the small distortion in the Cosmic
Microwave Background (CMB) due to the scattering of CMB photons off hot cluster electrons,
known as the Sunyaev-Zel’dovich effect (SZE). A primary goal of APEX-SZ is to constrain power
law scaling relations between the integrated SZE flux and cluster mass. I detail the extensive efforts
taken to carefully clean and calibrate raw APEX-SZ data before parametrically modeling the sky
signal, removing the effects of the instrumental response function in the final measurements. I
explore and attempt to reduce the impact of potential systematic effects for each step in the data
analysis process.
I present scaling relations between SZE flux and X-ray temperature, a proxy for total mass,
along with the maximum likelihood regression parameters for the full data set and several interesting
subsets. I compare to expectations from theory and numerical simulations and find that the APEX-
SZ scaling relations are consistent with the gravitationally-dominated self-similar model of cluster
evolution. Additionally, I find that the SZE scaling relation is insensitive to the dynamical state
of the cluster, although the associated intrinsic astrophysical scatter does increase between relaxed
and disturbed clusters.
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Chapter 1
Introduction
Measuring the mass of galaxy clusters is a challenging but necessary building block for study-
ing both precision cosmology and cluster astrophysics. The total mass of a galaxy cluster is not
directly observable, as the majority is in the form of dark matter. Instead, scaling relations based
upon simple gravitational-based cluster growth are used to relate the observable signals to cluster
mass. Deviations from these theoretical predictions inform models of cluster formation and evolu-
tion, as well as potential systematic effects in cluster measurements. This thesis presents cluster
scaling relations from observations with the APEX-SZ experiment. APEX-SZ is a millimeter-
wavelength bolometer camera designed to perform targeted observations of galaxy clusters through
the Sunyaev-Zel’dovich effect (SZE) [Sunyaev & Zel’dovich, 1972]. We compare the SZE flux to
cluster mass proxies from X-ray observations and investigate the role systematic instrumental and
astrophysical effects on these measurements and the associated cluster mass estimates. In this chap-
ter, I present a basic picture of galaxy clusters, their formation and evolution, and the applications
of their observable quantities.
1.1 Galaxy Clusters
Galaxy clusters consist of three components: collisionless dark matter (the majority of the
cluster mass), the intracluster medium (hereafter ICM; a T ∼ 108K electron gas that fills the
potential well created by the dark matter), and galaxies. These separate components provide several
different methods for observing clusters. The galaxies are most prominent at optical and infrared
2wavelengths. The ICM is observable at X-ray wavelengths through thermal bremsstrahlung and at
millimeter wavelengths through a scattering process known as the Sunyaev-Zel’dovich effect. An
example optical and X-ray cluster image is shown in Figure 1.1. The dark matter is only observable
through its gravitational effect on other matter and radiation, e.g., weak and strong gravitational
lensing.
Figure 1.1 Left: Optical image of cluster Abell 1689 (credit: NASA/STScI). Right: X-ray image of
the intracluster medium of Abell 1689 (credit: NASA/CXC/MIT/E.-H Peng et al).
As the largest gravitationally bound objects in the universe, galaxy clusters provide a unique
opportunity to study the evolution of structure at the largest scales. Clusters undergo hierarchical
formation where small initial matter perturbations in the early Universe grow as the Universe
expands. Eventually, these perturbations reach a critical mass and collapse into gravitationally
bound structures. As time passes, these clusters continue to interact with their surroundings,
merging with other clusters and accreting additional matter (both dark and baryonic), becoming
the massive (M ∼ 1014− 1015M) objects we observe. Eventually, clusters reach a state where the
ICM is nearly in hydrostatic equilibrium. Clusters in this state are often described as relaxed or
virialized.
Hierarchical cluster formation suggests that total cluster mass is related to other global prop-
erties of clusters through simple power-law relationships, known as scaling relations [Kaiser, 1986].
X-ray luminosity, X-ray temperature, galaxy richness, galaxy velocity dispersion, and Sunyaev-
3Zel’dovich flux have all been used for cluster mass scaling relations with varying degrees of accu-
racy and precision. Hierarchical cluster formation also implies that virialized clusters will exhibit
a common density profile, invariant of their total mass [Navarro et al., 1997].
Many observed clusters are considered relaxed, although the assumption of hydrostatic equi-
librium is never fully accurate. At the other end of the equilibrium spectrum, major mergers
are also observed. The Bullet cluster, which is undergoing a major merger perpendicular to the
line-of-sight, provided the first direct evidence of dark matter through a distinct separation of the
observed ICM and weak lensing signals [Clowe et al., 2006]. Clusters are continuously subject
to many different complex internal physical processes, including mergers, all of which affect the
observable signals (such as X-ray luminosity or SZE flux). Some clusters exhibit a significant tem-
perature decrease and density increase in the core region, known as cool-cores, creating a cuspy
X-ray profile [Chen et al., 2007]. Clusters are also subject to the effects of feedback from Active
Galactic Nuclei (AGN). Many times, galaxies within the cluster contain AGN, which can inject
large amounts of energy into the ICM through jets [McNamara et al., 2005]. These jets can also
potentially create shock fronts in the ICM. Star-forming galaxies within clusters are another source
of energy input into the ICM, while simultaneously energy is lost through radiative cooling of the
hot plasma [Voit & Bryan, 2001]. The outskirts of clusters can be equally complicated as the inner
regions with gas clumping as well as bulk and turbulent gas motions due to accretion, mergers,
and small scale sources like galaxy motion or AGN shocks [Lau et al., 2009; Nagai & Lau, 2011].
Each of these physical mechanisms contributes to the cluster energy budget with varied amounts
in different regions, leading to a complex global picture of clusters and their observable signals.
1.2 Galaxy Clusters and ΛCDM Cosmology
Our current model of cosmology is informed by four independent observational methods:
measuring the distances to Type Ia supernovae (e.g., Riess et al. [1998]; Perlmutter et al. [1999]),
the power spectrum of the Cosmic Microwave Background (e.g., Brown et al. [2009]; Reichardt et al.
[2009]; Lueker et al. [2010]; Komatsu et al. [2011]), the abundance and distribution of structure (such
4as galaxy clusters (e.g., Bonamente et al. [2006]; Mantz et al. [2010b]; Vanderlinde et al. [2010]), and
baryon-acoustic oscillations (BAO, e.g., Percival et al. [2010]). Each method constrains the content,
geometry and evolution of the Universe, resulting in a cosmological model known as Λ-Cold Dark
Matter (ΛCDM). In ΛCDM the universe is spatially flat and contains radiation, collisionless (cold)
dark matter, baryonic matter, and dark energy. The density of each component evolves with time,
influencing the expansion rate of the Universe. The critical premise of ΛCDM is that the expansion
is currently accelerating as a result of a dominant dark energy component which exhibits a negative
vacuum pressure and acts as a repulsive force. The parameters that form the basis of this model
are: ΩM , the total matter density relative to the critical density of the universe (ΩM = ρM/ρc), Ωb,
the baryonic matter density, ΩΛ, the dark energy density, and H0, the Hubble constant (at redshift
z = 0) that describes the current expansion rate. The evolving Hubble constant at late times1 is
defined as
H(z) = H0E(z) = H0
√
ΩΛ +ΩM(1 + z)3, (1.1)
where E(z) is the evolution function for a flat universe. In addition, σ8, the amplitude of density
perturbations on 8 h−1Mpc scales2 , and w, the equation of state of dark energy (w = pDE/ρDE) are
used3 . A summary of the most recent constraints on these parameters from the WMAP satellite is
given in Table 1.1. Figure 1.2 shows an example of how each aforementioned observational method
constrains different portions of the parameter space, demonstrating the importance of combining
constraints from multiple methods.
Galaxy clusters are excellent tracers of large-scale structure in the Universe and can therefore
be used to precisely constrain cosmological models. Because the formation and evolution of galaxy
clusters is primarily a result of gravitational effects, their abundance throughout space depends
on the geometry of the Universe (through a cosmological volume element, dV/dzdΩ(z)) and the
spectrum and growth function of initial density perturbations [Haiman et al., 2001]. The number
1 The full formalism for H(z) includes terms for curvature Ωk and radiation Ωr. For a flat universe Ωk = 0.
Radiation dominates the early universe, but is negligible at late times as it scales as (1 + z)4.
2 The notation h−1 is often used to quote values that can be adjusted to any value of the the Hubble constant,
where H0 = h·100 km/s/Mpc.
3 Other parameters are needed to fully describe ΛCDM, but are beyond the scope of this thesis.
5Table 1.1. Summary of cosmological parameters for current ΛCDM model from WMAP 7
[Larson et al., 2011].
Parameter Value
Ωb 0.0449 ± 0.0028
Ωc 0.222 ± 0.026
ΩΛ 0.734 ± 0.029
H0 71.0 ± 2.5 km/s/Mpc
σ8 0.801 ± 0.030
w -1.10 ± 0.14
Note. — The total matter energy
density ΩM is the sum of the bary-
onic and cold dark matter compo-
nents, ΩM = Ωb +Ωc.
6Figure 1.2 Constraints on the energy density ΩX (ΩΛ) and equation of state of dark energy w0 =
w(z = 0). Left: Comparison of dark energy constraints using CMB, SNe Ia, BAO and clusters
individually. Right: Combination of constraints from these four techniques result in significantly
improved dark energy constraints. Figures from Vikhlinin et al. [2009].
density N of clusters with mass greater than Mlim(z) in a redshift slice dz and solid angle dΩ is
dN
dzdΩ
(z) =
dV
dzdΩ
(z)
∫ ∞
Mlim(z)
dM
dn
dM
, (1.2)
where dn/dM is the comoving number density of clusters as a function of redshift. The total
number and shape as a function of redshift depends on the balance between the gravitational forces
that binds matter together and the effects that push it apart, such as dark energy and the expansion
of the universe. The comoving number density is often assumed to depend exponentially on D(z),
the growth rate of density perturbations, resulting in sensitivity to w(z), ΩΛ, and ΩM [Haiman
et al., 2001; Voit, 2005]. In this same formalism, σ8 is used to normalize the predicted density
fluctuations. The cosmological volume element has a well-defined dependence on H0 and E(z)
based on the scale factor (see Voit [2005]). Figure 1.3 demonstrates the theoretical sensitivity of
cluster abundance to the equation of state of dark energy w.
Blind cluster surveys have been conducted (and are ongoing) at optical, X-ray and millimeter
wavelengths with the goal of constraining cosmological parameters through abundance measure-
ments. The RCS and RCS2 surveys [Gladders et al., 2007; Gilbank et al., 2011] are optical surveys
conducted using ground-based two color imaging to select and characterize clusters. The ROSAT,4
7Figure 1.3 A theoretical example showing the effect of different values of w on the cluster abundance
as a function of redshift. All four models assume ΩM = 0.3 and h = 0.65. The solid black, dotted
blue and short-dashed red curves show w = −1,−0.6,−0.2 respectively for a flat universe, while
the red long-dashed curve is an open universe. Figure modified from Haiman et al. [2001].
XMM-Newton and Chandra satellites have enabled the construction of several X-ray selected clus-
ter samples. A few examples include the work by Pacaud et al. [2007]; Finoguenov et al. [2010];
Mantz et al. [2010b] and Vikhlinin et al. [2009]. Two prominent surveys at millimeter wavelengths
are currently underway with the South Pole Telescope [Carlstrom et al., 2011] and the Atacama
Cosmology Telescope [Swetz et al., 2011]. SPT has improved the precision of σ8 and w by 50%
over WMAP 7 alone, using a initial sample of only 22 objects [Vanderlinde et al., 2010].
To translate the results of a cluster survey into cosmological parameters, the survey selection
function (Mlim(z) in Equation 1.2) must be well understood. X-ray and optical cluster surveys
are considered flux-limited, where the luminosity cutoff above which clusters are detected increases
with redshift, leading to only observing massive clusters at high redshift. An SZE cluster survey
has a much simpler selection function that is for the most part constant with redshift. However,
at all wavelengths, the ability to relate the observed signal, whether it be X-ray luminosity or SZE
flux, to the total cluster mass is critical to determining Mlim(z).
The composition of clusters also has cosmological applications as clusters are thought to
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8contain amounts of baryonic and dark matter that are representative of the universal values. The
cluster gas mass fraction, fgas =Mgas/Mtotal, is therefore sensitive to the fraction of baryonic matter
in the universe (Ωb/ΩM ). Generally, a measurement of the cluster gas mass fraction is combined
with independent measurements of Ωb to constrain ΩM . The redshift evolution of fgas also provides
cosmological constraint. Numerical simulations suggest that fgas does not evolve with redshift.
However, observations of fgas do suggest a redshift evolution. Assuming the numerical simulations
are correct, this evolutionary behavior can be entirely attributed to the redshift dependence of the
cluster angular diameter distance,
dA =
c
H0(1 + z)
∫ z
0
dz′
E(z′)
, (1.3)
that defines the spatial extent of the cluster on the sky for the measurement [Allen et al., 2004;
LaRoque et al., 2006; Allen et al., 2008]. Measuring the gas mass fraction, for either overall
normalization or evolutionary effects, is inherently dependent on the ability to accurately measure
the mass of the ICM and total cluster.
1.3 Cluster Mass Measurements in the X-ray and Optical
Measuring the mass of galaxy clusters is an active area of research, with observational tech-
niques continuously evolving as new technologies become available. As discussed in the previous
section, an accurate and precise knowledge of cluster mass is required to improve constraints on the
ΛCDM model and inform models of the formation and evolution of clusters, including their com-
plicated internal processes. Galaxy clusters are primarily observed in three different wavelength
regimes: the optical, the X-ray, and the millimeter. Each band provides an unique estimate of
cluster scaling relations, and therefore total mass, based on different cluster components.
In the optical, the velocity dispersion and total number of cluster member galaxies (the
richness) are related to the total enclosed mass [Yee & Ellingson, 2003]. Several authors have
performed optical based mass estimates, however, the uncertainty in such relations remains large in
comparison to other methods [Voit, 2005; Hicks et al., 2006; Rykoff et al., 2008]. Optical galaxies
9also display the effects of both weak and strong lensing in deep, high resolution images. The
observed shape and magnitude of background galaxies (those at a distance greater than the cluster)
is distorted as the light travels through the gravitational potential well of the cluster. In the case
of weak lensing, the systematic distortion of the light rays due to the gravitational potential well
causes an ellipticity change on the order of ∼ 1% [Hoekstra & Jain, 2008]. Because the effect of
weak lensing on individual galaxies is small, it is measured as a statistical coherent signal across the
sky. Weak lensing has recently become an extremely popular area of research, due to its freedom
from assumptions about the dynamical state of clusters. Several authors have presented weak
lensing masses in comparison with other optical [Hoekstra et al., 2011] and X-ray [Hoekstra, 2007;
Okabe et al., 2010; Hoekstra et al., 2011; Jee et al., 2011] mass estimates.
While other mass estimates depend on the assumption of hydrostatic equilibrium, lensing
measurements are not similarly limited. However, as with velocity dispersion and richness mass es-
timates, weak lensing relies on the ability to determine which galaxies in a field are cluster members
and which are background and foreground. Generally, spectroscopy of each galaxy definitively sep-
arates out cluster members (as they all lie in a very narrow redshift range). It is often impractical
to take high S/N spectra of hundreds of galaxies per cluster. Therefore, optical studies often rely
on using galaxy colors (a method known as the red sequence) to determine cluster membership.
Lensing measurements are also subject to additional source confusion along the line-of-sight. Struc-
tures not associated with a cluster could contribute to the lensing signal. Despite these limitations,
weak lensing shows great promise as a technique for cluster mass estimation.
The two X-ray properties most commonly used as mass proxies are the luminosity LX and
temperature TX (from either spectral or imaging data). The hot ICM plasma primarily emits via
thermal bremsstrahlung, where the observed surface brightness SX is heavily influenced by electron
density ne and also depends on the temperature through the cooling function, Λ(T ) ∝ T 1/2,
SX =
1
4pi(1 + z)4
∫
ne(r)2Λ(T (r))dl. (1.4)
It can then be shown, assuming the ICM is isothermal and in hydrostatic equilibrium, that the
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cluster luminosity and temperature are related to the total cluster mass through,
Lbolo
E(z)
∝ [E(z)M ]4/3 (1.5)
and
kT ∝ [E(z)M ]2/3 . (1.6)
Also frequently measured is the gas mass Mgas, which can be derived from the radial electron
density profile integrated over a sphere,
Mgas = 4piµene0mp
∫ r
0
ne(r′)r′2dr′, (1.7)
where µe is the nucleon/electron ratio, ne0 is the central electron density, and mp is the proton
mass.
Several studies have constrained the LX −M relation [Hicks et al., 2006; Stanek et al., 2006;
Zhang et al., 2008; Pratt et al., 2009; Mantz et al., 2010a]. However, it generally has large scatter
(∼ 40%). The second observable, TX , can be measured and stated in several ways. Assuming
clusters are isothermal, a global temperature can be measured from X-ray spectra, Tsp. The
temperature can also be stated as a mass-weighted Tmg or emission weighted Temiss gas temperature
[Mathiesen & Evrard, 2001; Voit, 2005]. Two example TX−M scaling relations are shown in Figure
1.4. Measurements of both LX and TX have been shown to depend significantly on the aperture in
which they are measured. Continued efforts to measure and reduce systematics in the M −LX and
M − TX relation have resulted in scatter at the <5% and 10–15% levels, respectively [Vikhlinin
et al., 2006; Mantz et al., 2010a].
Combining the cluster gas mass Mgas and temperature TX , Kravtsov et al. [2006] introduced
a new cluster mass proxy YX ,
YX =MgasTX. (1.8)
These authors demonstrated with numerical simulations that YX correlates strongly with cluster
mass and that the YX − M relation has smaller intrinsic scatter (∼ 5 − 8%) than other X-ray
scaling relations. Additionally, these simulations suggested that YX −M is less sensitive to cluster
11
Figure 1.4 Example scaling relations between total cluster mass within r2500 (blue) and r500 (red)
and cluster temperature as measured from Chandra X-ray data. Left: Spectroscopic temperature
Tspec. Right: Gas mass weighted temperature Tmg. Figure from Vikhlinin et al. [2006].
physics such as mergers and is consistent with self-similar evolution in redshift, extremely desirable
behavior for scaling relations. It is interesting to note that YX is analogous to measurements of
SZE flux that will be discussed §1.4. Since YX was first introduced, many authors have constructed
scaling relations using it [Bonamente et al., 2008; Zhang et al., 2008; Pratt et al., 2009; Arnaud
et al., 2010; Mantz et al., 2010a].
The millimeter wavelength regime also probes the ICM, through a measurement of the inte-
grated pressure known as the Sunyaev-Zel’dovich effect (SZE). Technological advances in millimeter
wavelength detectors over the past decade have enabled increasingly resolved and deep observations
of the SZE. This thesis focuses on SZE observations (and many practical aspects of the associated
measurements) and their relationship to the total cluster mass. The SZE is discussed in further
detail in the following section.
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1.4 The Sunyaev-Zel’dovich Effect (SZE)
1.4.1 The Cosmic Microwave Background
The Sunyaev-Zel’dovich effect [Sunyaev & Zel’dovich, 1972] is a secondary anisotropy on
arcminute scales in the Cosmic Microwave Background (CMB); a field of relic radiation from the
early universe. The early universe consisted of photons, electrons, positrons, baryons, neutrinos and
dark matter. Due to the extremely high temperature (kBT ∼ GeV) and density these components
interacted frequently. As time passed and the universe expanded and cooled, it underwent a period
of recombination, where the protons and electrons combined to form neutral hydrogen atoms. After
recombination, the photons were no longer coupled to the electrons and instead streamed freely
throughout space (known as the surface of last scattering). Recombination took place only 380,000
years after the Big Bang (redshift z ∼ 1100). Therefore, the photons from the surface of last
scattering, known as the Cosmic Microwave Background (CMB), offer insight into the physics of
the early universe [Dodelson, 2003].
First observed by Penzias & Wilson [1965], the CMB is to first order an isotropic and ho-
mogenous field of blackbody radiation,
Bν =
2hν3/c2
e(hν/kT) − 1 , (1.9)
where Bν is the specific intensity, ν is the observation frequency, h is the Planck constant,5 and
TCMB = 2.7255 ± 0.0006K [Fixsen, 2009].6 In addition to the smooth blackbody signature, the
CMB exhibits both primary and secondary anisotropies. The primary anisotropies result from
perturbations in the photon distribution at the time of recombination. Prior to recombination
the tightly coupled “photon-baryon fluid” was subject to acoustic oscillations. As the universe
expanded, increasingly larger modes of oscillation entered the horizon and caused existing pertur-
bations at the associated scale in the fluid to grow and evolve. The phase of oscillation for each
mode at the time of recombination therefore sets the fluctuation amplitude (known as acoustic
5 When italicized h represents the normalized Hubble constant at z = 0. In all other cases h refers to the Planck
constant.
6 All results presented in this thesis use the now outdated TCMB = 2.728± 0.004K.
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peaks) observed in the CMB. The primary anisotropies, quantified in terms of their temperature
deviation from the smooth blackbody, occur on the order of 10−5 K. A map of these temperature
fluctuations for the full sky as measured by the Wilkinson Microwave Anisotropy Probe (WMAP)
satellite is shown in Figure 1.5. A common measurement of CMB anisotropies is the angular power
spectrum (see Figure 1.6). Note the clearly visible acoustic peaks.
Figure 1.5 The 5-year full sky map of temperature fluctuations from WMAP. The color scale range
is ±200 µK. Credit: NASA / WMAP Science Team
As CMB photons travel throughout space a few percent interact with structures in their
path, creating secondary anisotropies. A secondary anisotropy caused by scattering interactions
with galaxy clusters is known as the Sunyaev-Zel’dovich effect and is the main focus of this thesis.
1.4.1.1 The Thermal Sunyaev-Zel’dovich Effect
The thermal Sunyaev-Zel’dovich effect occurs when CMB photons inverse-Compton scatter
off the hot (T ∼ 108K) electrons in the intracluster medium. The amplitude of the SZE distortion
is determined by the frequency of scattering (the ICM optical depth) and the fractional change in
energy of the CMB photons. The scattering optical depth of the ICM, τe ≈ neσTReff , depends
on the number density of electrons ne, the Thompson cross-section σT , and the effective radius of
the cluster Reff . Approximately 1% of photons are scattered [Birkinshaw, 1999]. On average, the
energy transferred from the ICM electrons to the CMB photons is ∆ν/ν ∼ kBTe/mec2 ∼ 10−2.
Therefore, the frequency-dependent distortion in the CMB blackbody spectrum (shown in Figure
1.7) is on the order of 10−4 − 10−3K. For frequencies ν less than 220 GHz, the SZE manifests
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Figure 1.6 The 7-year temperature angular power spectrum result from the WMAP satellite (black
points). The red line represents the best fit cosmological model, and the gray shaded area the
cosmic variance around this model[Larson et al., 2011].
as a decrement in the CMB spectrum, while at frequencies greater that 220 GHz the SZE is an
increment. Commonly used observational frequencies are 90, 150 (the decrement) and 220 GHz (the
null). This combination of observing frequencies constrains the primary CMB, the SZE decrement
and possible contamination by point sources. The SZE is parametrized in terms of a temperature
change (∆TSZE) with respect to the temperature of the the CMB (TCMB),
∆TSZE
TCMB
= f(x) ·
∫
neσT
kBTe
mec2
dl = f(x) · y. (1.10)
The amplitude of the SZE depends on the number density of electrons ne and the temperature
of the electron gas Te integrated over the line of sight l, which represents the thermal pressure
of the ICM (nekBTe). The integrated pressure over the line of sight is often parametrized with
the Compton y-parameter (or Comptonization), shown in the right-hand portion of Equation 1.10.
The frequency-dependence f(x) is
f(x) =
(
x
ex + 1
ex − 1 − 4
)
(1 + δSZE(x, TX)), (1.11)
where x = hν/kBTCMB and δSZE(x, Te) is a correction for the effects of relativistic electrons (see
e.g., Carlstrom et al. [2002]).
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Figure 1.7 Left: The distortion (solid line) in the CMB blackbody spectrum (dashed line) caused by
the SZE. Right: The frequency dependence of the thermal (solid line) and kinetic (dashed line) SZE
in intensity units. For comparison, the dotted line shows a scaled version of the CMB blackbody.
Figure from Carlstrom et al. [2002].
Equation 1.10 demonstrates two important characteristics of the SZE. First, the direct de-
pendence on integrated pressure measures the total thermal energy of the ICM. Therefore, the SZE
signal has excellent potential as a proxy for cluster mass. Second, the SZE is essentially redshift
independent since it is expressed as fractional change in the CMB temperature. Clusters observed
at high redshifts (z > 1) at millimeter wavelengths do not suffer from the effects of cosmological
dimming, where objects at great distances become extremely faint, making similar observations at
X-ray and optical wavelengths challenging. Redshift independence results in a unique opportunity
for observing (and blindly detecting) high-redshift clusters and conducting a mass-limited survey.
When differentiating between cosmological models, the difference in cluster abundance is most pro-
nounced at high redshifts. Therefore, an SZE cluster survey that includes a sample of high-redshift
clusters, such as those currently underway at the South Pole Telescope (SPT) [Vanderlinde et al.,
2010] and Atacama Cosmology Telescope (ACT) [Marriage et al., 2011], has a powerful lever arm
for constraining cosmology.
In addition to the central Comptonization of a cluster, y0, the integrated Comptonization
over the solid angle (dΩ = dA/d2A) of the cluster on the sky can be measured (1.12) as a global
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parameter,
Y =
∫
ydΩ. (1.12)
The integrated Comptonization measures the total thermal energy of the cluster. From a simple
theoretical perspective, a cluster is a spherical object where all of the mass is contained within
the virial radius. In practice, the exact virial radius of a given cluster is ill-defined. Therefore,
when measuring the integrated Comptonization (also referred to as the integrated-Y) the signal is
measured to a radius r∆, defined as the radius at which to the average enclosed density is a factor
of ∆ larger than the critical density of the universe,
M∆ = ∆
4
3
pir3∆ρc(z). (1.13)
The critical density is determined by ρc(z) = 3H20E(z)
2/8piG. Commonly used values of ∆ include
2500, 500, and 200 (often considered a proxy for the virial radius).
1.4.1.2 The Kinetic Sunyaev-Zel’dovich Effect
A secondary distortion due to the bulk motion of galaxy clusters, known as the kinetic SZE
(kSZ), is also predicted to be present in the CMB spectrum. The kSZ occurs when a component
of the galaxy cluster motion is in the radial direction (vr, along the line-of-sight) and manifests as
a change in the CMB blackbody temperature,
∆TSZE
TCMB
= −τe
(vr
c
)
, (1.14)
where τe is the optical depth of the electrons in the ICM [Sunyaev & Zeldovich, 1980].
The kSZ effect in clusters is expected to be on average at least a factor of 10 fainter than the
thermal SZE signal. The kSZ is therefore most pronounced at the thermal SZE null of 220 GHz
(see dashed line in Figure 1.7). While the kSZ has yet to be detected, it is an important component
when modeling the microwave sky, including contributions from clusters, the intergalactic medium
and patchy reionization [McQuinn et al., 2005; Sehgal et al., 2010; Shirokoff et al., 2011a].
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1.4.2 SZE Power Spectrum
The SZE angular power spectrum provides an integrated measurement of the SZE power
at arcminute angular scales (multipole moment ` ∼ 3000) on the sky. The amplitude of the SZE
power spectrum C` is sensitive to the abundance of clusters and is therefore similarly sensitive to
σ8, C` ∼ σ78. There are four basic components that comprise the power spectrum at the scales of
interest: the primary CMB spectrum, thermal SZE, kinetic SZE, and point sources. In the region
of 500 < ` < 3000 , the primary CMB power is decreasing exponentially due to Silk damping
(referred to as the damping tail) [Silk, 1968]. Around ` & 2500 the power due to point sources is
steeply increasing as expected from a Poisson distribution (C` ∼ `2). There is range of angular
scales where the SZE power dominates each of these “contaminating” signals. Measurements in
this range can constrain the SZE power spectrum and σ8. The APEX-SZ instrument, discussed
in detail in Chapter 2, provided a 95% upper limit on the value of σ8 < 1.18 from a 0.8 deg2
map imaged at 150 GHz with one arcminute resolution [Reichardt et al., 2009]. At the time,
this measurement was a significant improvement over previous constraints from clusters. The
bandpowers, D` = `(`+1)C`/2pi, for this measurement are shown in Figure 1.8, along with the 2-D
likelihood surface for σ8 and the point source power C
ps
` . Since this result, dedicated SZE surveys
have placed improved constraints on the SZE power spectrum and σ8 using larger areas of sky that
are mapped at multiple frequencies to a deeper sensitivity [Das et al., 2011; Shirokoff et al., 2011b].
One example from the South Pole Telescope is shown in Figure 1.9.
1.4.3 Contaminating Sources
Objects other than clusters also emit at the wavelengths of interest for SZE observations, as
shown in Figure 1.9. Depending on whether the SZE decrement or increment is being observed,
the positive flux from point sources has the potential to reduce or enhance the observed cluster
signal. Additionally, these sources are often correlated on the sky with clusters and their brightness
can vary in time. There are two main categories that these objects fall into: synchrotron sources
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Figure 1.8 Left: Cluster band powers as a function of multipole moment `. The blue squares and
black circles show the values measured with APEX-SZ for two different source masks that account
for cluster and point source contributions. Theoretical predictions are shown by the thick and thin
black lines for σ8 = 0.8 and σ8=1.18 (the APEX-SZ 95% upper limit), respectively. Right: APEX-
SZ 1σ (light blue) and 2σ (dark blue) likelihood contours for the contribution to the measured
power spectra from point sources C` and the value of σ8. Figure from Reichardt et al. [2009].
Figure 1.9 The power spectrum of the CMB as measured by WMAP, ACBAR, QUaD, and SPT
in terms of the bandpower, D` = `(` + 1)C`. The best fit thermal SZE, kSZ and point source
power spectra models are shown by the solid black line, the dashed black line and the orange line,
respectively. The combined best fit model, including the primary CMB (red dashed line), is shown
by the solid red line. Figure from Lueker et al. [2010].
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(e.g., AGN) and dusty star-forming galaxies (also known as submillimeter galaxies, SMGs). While
synchrotron sources exhibit a power law spectral energy distribution that is flat or decreases with
increasing frequency (Sν ∼ να, α ∼ −1), SMGs display the inverse (α ∼ 3, see e.g., Vieira et al.
[2010]). One example of a known SMG that is potentially confused with the SZE is in the Bullet
cluster [Wilson et al., 2008; Halverson et al., 2009]. Several authors have studied these populations
as a whole [Coppin et al., 2006; Austermann et al., 2009; Dye et al., 2009; Muchovej et al., 2010;
Vieira et al., 2010], however, targeted multi-wavelength data are needed to constrain the effects of
specific sources on SZE measurements.
1.4.4 SZE Scaling Relations
The ability to relate the observable cluster SZE flux to the theoretically predictable mass
is vital both for using clusters as cosmological tools and for studying the astrophysical processes
inside clusters. As with optical and X-ray observables, SZE scaling relations for both y0 and Y
can be derived under the assumptions of cluster self-similarity and simple gravitationally-based
evolution. Starting with Equation 1.6 and the dependence of the Compton-y parameter on gas
mass and electron temperature, scaling relations for both y0 and Y can be derived. The scaling of
Y as a function of X-ray temperature, gas mass and total mass is,
Y d2A ∝ fgasT 5/2e E(z)−1,
Y d2A ∝ fgasM5/3tot E(z)2/3, (1.15)
Y d2A ∝ f−2/3gas M5/3gas E(z)2/3.
In the first and third equation shown in Equation 1.15, the electron temperature Te and gas mass
Mgas are being used as proxies for total mass. Several important features of SZE scaling relations
are shown in Equation 1.15. First, the exponent of each power law is predicted from hierarchical
formation. Any observational deviations from the self-similar predicted exponent of 5/3 (for the
total mass) informs the importance non-gravitational processes. Second, the normalization is de-
termined by thermal pressure of the ICM. Processes including radiative cooling and feedback from
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star formation and AGN interact, creating a complex combination of physical mechanisms that
translate into an observable signal. Third, the scaling relation is dependent upon the assumed cos-
mology through the angular diameter distance dA, the evolution function and the gas mass fraction
fgas (as well as any evolution in the gas mass fraction).
1.4.5 SZE Expectations from Simulations
Numerical simulations are an important tool for developing and testing models of galaxy
clusters. Individual physical mechanisms and observational systematics can be traced and separated
in order to determine their effect on different observable signals over the entire lifetime of a single or
many clusters. The implicit knowledge of how massive a dark matter halo is, when different halos
underwent mergers, and exactly what input physics results in given cluster signal is extremely
powerful. Simulations are a critical part of a feedback loop with observations. Results from
numerical simulations inform observational studies on how best to control systematics and account
for bias in measured properties due to simplifying assumptions. The observations then reciprocate,
comparing the simulations to the reality provided by observations to improve input physics in the
simulations.
Numerical simulations suggest that the SZE flux is relatively insensitive to internal cluster
physics such as dynamical state (e.g., a merging system versus a relaxed system). Overall, this
results in a tight relationship (∼ 10−15% scatter) between cluster mass and observable SZE signal
[Motl et al., 2005; Hallman et al., 2006; Nagai, 2006; Wik et al., 2008] making the SZE and excellent
choice as a proxy for cluster mass. However, a recent result from Shaw et al. [2008] suggests that
the minimum intrinsic scatter (not including instrumental effects) from cluster to cluster variation
is & 20%. The physical origin of intrinsic scatter in SZE scaling relations has been the focus of
several numerical studies [Yang et al., 2010]. If the origin of the scatter is well understood, it may
be possible to reduce the systematic uncertainty through enhanced measurement techniques. For
example, cool-core clusters exhibit a sharp increase in density in the central ∼ 0.15r500 resulting
in increased scatter in scaling relations (especially in X-ray measurements). Consequently, excising
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this central region when modeling the X-ray profile of a cluster is now common practice (e.g.,
Bonamente et al. [2008]; Zhang et al. [2008]; Pratt et al. [2009]; Mantz et al. [2010a]).
Many numerical simulations focus on understanding the effects of internal cluster physics
on the ICM temperature and density profiles, as well as the overall energy state (including both
thermal and non-thermal contributions) [Nagai, 2006; Nagai et al., 2007; Shaw et al., 2008; Wik
et al., 2008]. Baryonic processes simulating star formation and energy feedback into the ICM
are added to the gravitational behavior of dark matter halos to create a more realistic cluster
model. This additional physics will affect the normalization of cluster scaling relations, but not the
exponent.
In addition to studying the effects of cluster physics on the observed SZE signal, numerical
simulations have explored the impact of assumptions made during the measurement process. One
of the most prominent and universally made assumptions is that of hydrostatic equilibrium (HSE).
In HSE the mass enclosed within radius r is described by,
M(< r) = − r
2
Gρ
dPthermal
dr
= − T (r)r
µmpG
(
dlogρ(r)
dlogr
+
dlogT(r)
dlogr
)
. (1.16)
where ρ(r) and T (r) are the 3-dimensional density and temperature profiles and µmp is the mean
molecular weight of the ICM. The HSE assumption only accounts for the thermal pressure support
of the ICM. Non-thermal components such as bulk gas motions, cosmic rays, and magnetic fields
could add pressure support to the ICM, resulting a biased mass estimate. Lau et al. [2009] found
that turbulent gas motions in the ICM provide a significant portion of the pressure support in
relaxed clusters biasing hydrostatic mass estimates by as much as 5-20%. Generally, only lensing
measurements are free from this assumption.
Merging clusters are of particular interest in simulations as they are the most obvious con-
tradictions to a simple model of relaxed cluster. Merging clusters exhibit complicated ICM profiles,
temperature jumps along shocks and are not in hydrostatic equilibrium. Hydrostatic masses for
non-relaxed systems were found to be underestimated by 30% in Lau et al. [2009]. In their simu-
lations, Wik et al. [2008] found scatter of 2% and 24% in the Y −M and y0 −M scaling relations
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due to the effects of mergers.
Other key assumptions include whether or not to use theoretical temperature and density
profiles (and which ones) and to what radius the measurement should extend. The isothermal
β-model [Cavaliere & Fusco-Femiano, 1978], discussed in more detail in §3.6, has been used to
estimate SZE flux in several studies (e.g., LaRoque et al. [2006]; Bonamente et al. [2008]; Halverson
et al. [2009]; Plagge et al. [2010]). However, it is generally accepted that this model is an inadequate
description of the cluster profile, as shown both by numerical simulations [Hallman et al., 2007] and
SZE observations. An obvious limitation of this model is the assumption of isothermality as it has
been established that both relaxed and unrelaxed clusters exhibit a temperature profile [Arnaud
et al., 2010]. Shaw et al. [2008] investigate the amount of scatter in the Y −M relationship due to
the radii at which Y and mass are defined, finding that the least scatter when M = M200 occurs
for Y500. Beyond this radius, confusion due to additional objects along the line-of-sight begins to
significantly impact the ability to accurately constrain the cluster signal.
1.4.6 Cluster Observations with the SZE
Detections of the Sunyaev-Zel’dovich effect were claimed as early as the 1970s [Birkinshaw,
1999], although the SZE was not imaged until the 1990s [Carlstrom et al., 1996]. Since that
time, improvements in millimeter-wavelength detector technologies have enabled increasing num-
bers of experiments attempting to detect and measure the SZE. Current observations include high-
resolution (sub-arcminute) maps that resolve small sub-structures and attempt to decipher complex
internal cluster physics. Lower resolution (arcminute) experiments are mapping large areas of the
sky, creating SZE selected samples of clusters for cosmological applications and studying clusters
out to larger radii. A goal of many of these studies is to constrain mass - SZE observable scal-
ing relations, for both cosmological and astrophysical applications. The simulations presented in
the previous section focused on understanding and controlling systematics and uncertainty in SZE
scaling relations. Observational efforts are still in the early stages and therefore just beginning to
measure and address some of these issues using both small and large numbers of clusters.
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Focused observations of individual or a few objects is an active area of research. Of particular
interest are high-redshift clusters, as they not only significantly improve constraints on cosmological
models but also allow the study of clusters at a much earlier point in their evolution [Muchovej
et al., 2007; Culverhouse et al., 2010; Foley et al., 2011]. Evolutionary effects unaccounted for in
the Y −M relation result in potential bias in the selection function of an SZE survey, which is
expected to detect many more high-z clusters than surveys at other wavelengths. Both Bonamente
et al. [2008] and Culverhouse et al. [2010] find no evidence of evolution in the Y − M relation
when comparing high- (z ∼ 0.3 − 1.46) and low- (z < 0.3) redshift clusters. It is important to
note, however, that studies of high-redshift clusters are currently limited by the number of known
clusters. For the latter study seven clusters at z > 1 were used, of which the SZE was detected
for only three systems. As SZE cluster surveys continue to find new high-redshift clusters, larger
samples will be constructed (e.g., Brodwin et al. [2010]) and the details of high-redshift clusters
explored further.
Observations also focus on the profiles of and substructure within clusters to provide a more
detailed look of the cluster at an astrophysical level. Many studies compare different analytic
profiles to investigate potential systematic biases introduced through modeling assumptions as well
as devising new methods of measuring the cluster signal without assuming an analytic function
[Mroczkowski et al., 2009; Basu et al., 2010; Plagge et al., 2010; Sayers et al., 2011]. Mroczkowski
et al. [2009] move beyond the restriction of isothermality by instead using a pressure profile based
on the distribution of mass in a dark matter halo, sometimes referred to as a generalized Navarro-
Frenk-White model (GNFW) [Nagai et al., 2007]7 , in their joint analysis of Sunyaev-Zel’dovich
Array (SZA) and Chandra observations for three clusters. The authors find that this profile provides
a better fit to the cluster profile in the outer regions (r > r2500), where isothermality is no longer
an appropriate assumption, resulting in as much as ∼60% lower measurement of Y at r500 than
that from the β-model. This result is confirmed by Basu et al. [2010], where comparison between
a non-parametric pressure profile, the isothermal β-model, and a GNFW model revealed that the
7 This pressure profile will be discussed in further detail in §3.6.
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GNFW model more accurately modeled the cluster outskirts. In an effort to constrain the pressure
profile in the outskirts of cluster, Plagge et al. [2010] performed a stacked analysis, where the
profiles from multiple clusters are combined to increase S/N. Joint likelihood estimates from all
the clusters in their sample provide overall best-fit cluster profiles. In this case, both profiles are a
good representation of the stacked data (which constrains the profile to 2r500), even when including
clusters with very different physical characteristics.
As discussed previously, clusters are complex objects that often exhibit substructure. De-
tailed observations of substructure in the SZE are relatively new. Focusing in on a single, highly
interesting system, Halverson et al. [2009] imaged the Bullet cluster, which is undergoing a major
merger perpendicular to the line of sight and exhibits significant substructure in X-ray emission.
With the instrumental one arcminute resolution, similar to that of the SPT and ACT surveys, this
cluster is surprisingly well fit with a simple elliptical isothermal β-model. A comparison of the SZE
emission, X-ray emission, and weak lensing contours are shown in Figure 1.10.
Figure 1.10 Overlay of X-ray emission (color image), weak lensing contours (green) and APEX-SZ
SZE contours (white). Figure from Halverson et al. [2009].
Using the high resolution (∼10 arcseconds) of the MUSTANG camera, Korngut et al. [2011]
imaged four galaxy clusters, three of which are undergoing merger activity. Combined with X-ray
observations, these authors studied substructure within the merging clusters to understand poten-
25
tial shock fronts. In a similar study Mason et al. [2010] implied from substructure in MUSTANG
observations of RXCJ1347-1145 (another well-studied system that has been suggested to be un-
dergoing a merger) that such features from merger-based shock fronts could systematically bias
estimates of the Comptonization as well as the selection function of an SZE survey.
Increasingly sensitive detectors have enabled observations of large numbers of clusters and
the study of SZE scaling relations. One of the earlier constraints on SZE scaling relations was
made using SuZIE II, a four detector array that was sensitive in three frequency bands [Benson
et al., 2004]. Using a sample of 15 clusters, these authors measured scaling relations with both the
central Comptonization (y0), and the integrated SZE flux to r2500. These measurements were the
first observational demonstration of the effectiveness of the integrated Y as a mass proxy compared
to y0.
Multi-wavelength data can provide additional insight into cluster profiles, improving con-
straints on the total mass. SZE and X-ray emission have different dependencies on the ICM density
and temperature, therefore, measurements from both bands can disentangle the individual profiles.
Nord et al. [2009] and Basu et al. [2010] present such a deprojection of ne(r) and T (r) for a two
clusters using SZE images taken with APEX-SZ and X-ray images from the XMM-Newton satel-
lite. Joint analysis also provides a stronger constraint on the cluster pressure profile, allowing for
increasingly complex and accurate modeling. Bonamente et al. [2008] combined SZE observations
from the OVRO and BIMA interferometric arrays with Chandra X-ray images for 38 clusters (the
largest sample to date) to place joint constraints on the Y −M relation as well as measure the dis-
tances to clusters and the gas mass fraction [Bonamente et al., 2006; LaRoque et al., 2006]. These
authors found no evolution in the gas mass fraction with redshift, and assuming a constant fgas
the Y −M relations were consistent with self-similarity and numerical simulations that included
cooling, star formation and feedback. It is important to note, however, that these measurements
were made assuming an isothermal β-model for the cluster profile, and only integrated the signal
to r2500 due to the limitations of the Chandra and OVRO/BIMA fields-of-view.
Observations across different wavelength regimes are also used independently to measure
26
Figure 1.11 SZE scaling relations between the integrated Comptonization Y within r = r2500 and
the X-ray temperature (left) and total mass (right). The black squares and red diamonds compare
data from low- and high-redshift clusters, respectively. Figures from Bonamente et al. [2008]
the cluster properties and then determine a scaling relation. Although a joint analysis provides a
stronger constraint, large SZE surveys will not have the luxury of performing follow-up observations
on each detection, and therefore need to understand the systematics of the SZE-only measurement.
A mass estimate is still required, however, to form a scaling relation and therefore many studies
focus on SZE mass estimates for clusters with pre-existing or new data at other wavelengths,
especially in the X-ray [Bonamente et al., 2008; Huang et al., 2010; Liao et al., 2010; Marriage
et al., 2011; Plagge et al., 2010; Planck Collaboration et al., 2011a,b; Melin et al., 2011; Sayers
et al., 2011]. In a reversal from the standard practice of observing known X-ray clusters in the
SZE, Andersson et al. [2011] present scaling relations based on Chandra follow-up observations of
SZE detected clusters from the South Pole Telescope survey.
More recently, SZE and gravitational lensing measurements have been combined to constrain
the Y −M relation. Although constraints based on lensing measurements are currently weak, a
large effort is underway in the community as lensing based mass estimates do not depend on the
assumption of hydrostatic equilibrium. Marrone et al. [2009] presented the first such measurement
using SZA and Hubble Space Telescope observations for 14 clusters, shown in Figure 1.12. Although
the intrinsic scatter in the depicted relation is large at 32%, weak lensing efforts are still in their
infancy and show great potential for use in scaling relations.
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Figure 1.12 Scaling relationship between gravitational lensing mass (MGL) and Y , both measured
with r=350 kpc. Figure from Marrone et al. [2009].
Despite the exciting progress in SZE measurements discussed herein, many questions about
SZE scaling relations remain unanswered. Will the conclusions about SZE scaling relations drawn
from these small samples hold true for a larger sample? Does the ad hoc selection of a cluster
sample introduce a bias into the scaling relation that would not be present in a statistically complete
sample? Is the numerical prediction that Y is insensitive to cluster dynamical state true? Is there a
way to correct for the bias introduced into SZE measurements by assuming hydrostatic equilibrium?
Do SZE scaling relations exhibit redshift evolution? Will SZE measurements be able to sufficiently
control systematic biases and uncertainty to the desired level for use in precision cosmology? This
thesis will attempt to address some of these questions through SZE observations of a large sample
of clusters.
1.5 Overview and Personal Contributions
This thesis presents SZE scaling relations based on millimeter-wavelength observations of 47
galaxy clusters taken with the APEX-SZ instrument. For each of these clusters, I clean, calibrate,
map and model the data (and associated systematics) to measure integrated-Y within r500. Com-
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bining the APEX-SZ measurements with spectroscopic X-ray temperatures (from the literature),
I create SZE scaling relations and investigate both measurement and astrophysical systematic ef-
fects. This work expands on previous studies through its large sample size of clusters that have been
imaged using a bolometric array (as opposed to interferometric work). Comparison with results
from other instruments will enable the reduction of instrumental systematics while attempting to
understand and reduce, where possible, the scatter in observational SZE scaling relations.
As a PI instrument, APEX-SZ is supported by a large group of collaborators, each of whom
has made a valuable contribution to the experiment. My individual contributions include taking
a leading role in seven observing runs from 2007 – 2010 during which the data presented here
were taken. Throughout these observing runs the instrument was fielded, upgraded, troubleshot,
setup for nightly observations and finally decommissioned. Other responsibilities included target
selection and on-the-fly data reduction for quality control purposes. The APEX-SZ experiment
and observations are described in Chapter 2. In addition to observing, I have played a leading
role in developing the APEX-SZ data analysis pipeline. Specific contributions I have made include
algorithms for glitch flagging, poly-cosecant removal, spatial template removal, and analysis of the
Markov Chain Monte Carlo modeling chains. I am the primary contributor in the areas of cal-
ibration corrections arising from detector response fluctuations, time constant measurement and
deconvolution, loop gain measurement, final calibration for all observations, signal and noise simu-
lations, filtering optimization, map noise stationarity measurements, and the maximum likelihood
radial profile method. The details of each of these items are described with the APEX-SZ data
analysis pipeline in Chapter 3. Our scaling relations results and interpretations are presented in
Chapter 4.
Chapter 2
The APEX-SZ Experiment
APEX-SZ is a transition-edge-sensor (TES) bolometer array located on the Atacama Pathfinder
Experiment (APEX) telescope in Northern Chile. The millimeter-wavelength instrument is de-
signed to the detect the extremely weak signal from the thermal Sunyaev-Zel’dovich effect in galaxy
clusters. Designed and fabricated at the University of California, Berkeley, the instrument was first
commissioned in early 2007 and took over 875 hours of observations until decommissioning at the
end of 2010. This chapter describes the APEX-SZ instrument and the observations taken with it.
2.1 Instrumentation
APEX-SZ was designed to image the SZE at a frequency of 150 GHz (the decrement) with
a resolution of one arcminute. Millimeter-wavelength photons are collected by the 12-meter APEX
primary mirror and reflect off four additional mirrors before passing through a window into the
APEX-SZ cryostat. This cryostat, shown in Figure 2.1, houses the focal plane and cools it to the
millikelvin temperatures necessary for operation. After the light passes through several optical
elements, it couples into a horn array and is directed onto the array of TES bolometers. The array
is read out using superconducting quantum interference devices (SQUID) and a frequency domain
multiplexing (fMUX) system. During readout, the sky signal is demodulated from the TES bias
signals and digitized, after which it is incorporated with telescope pointing information into the
final data files. Figure 2.2 shows the cryostat, part of the mirror chain, and the readout electronics
when installed in the telescope. The design and commissioning of the experiment was conducted
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by researchers at Berkeley. For details of the experiment beyond what is presented in the following
sections, refer to Dobbs et al. [2006]; Lanting [2006]; Mehl [2009]; Schwan [2009]; Schwan et al.
[2010].
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Figure 2.1 Cross section of APEX-SZ instrument cryostat. Light enters the cryostat through the
Zotefoam window at the top and then passes through the filters, lenses and horn array (purple).
The two refrigeration units (a Cryomech Pulse Tube Cooler and a Simon-Chase He-10 refrigerator)
are shown in peach. Figure from Schwan et al. [2010].
Figure 2.2 Left: The APEX-SZ cryostat installed in the Cassegrain cabin of the APEX telescope.
In the lower left of the photo the quinary mirror in APEX-SZ optics chain is shown. Right: The
bottom of the APEX-SZ cryostat, the quinary and tertiary mirrors and the crate containing room
temperature readout electronics.
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2.1.1 Detectors
The APEX-SZ focal plane consists of an array of transition-edge sensing bolometers (TES).
Bolometers are essentially highly sensitive thermometers, measuring a temperature change due to
incident radiation. A basic bolometer consists of an absorber with heat capacity C coupled to a
thermistor that is sensitive to changes in temperature, both of which are weakly thermally coupled
to a heat sink of temperature Tbath. When a bolometer absorbs incident thermal radiation P ,
the bolometer temperature Tbolo increases above the steady-state bath temperature. As power
is transferred to the bath across the thermal link, with thermal conductance G, the temperature
returns to the steady-state condition on a timescale according to the intrinsic thermal time constant,
τ ∼ C/G [Richards, 1994]. The time-dependent bolometer temperature is then
Tbolo = Tbath +
P
G
(
1− e−t/τ
)
. (2.1)
The change in bolometer temperature results in a measurable change in the thermistor electrical
resistance (see Figure 2.3). In the case where the thermistor is a superconductor in the supercon-
ducting transition, known as a TES bolometer, an extremely small temperature change results in a
large change in electrical resistance (see Figure 2.3), allowing the bolometer to achieve sensitivities
limited only by photon noise.
A single APEX-SZ TES bolometer is shown in Figure 2.4. A 3-millimeter diameter gold
micromesh spiderweb absorber and aluminum-titanium bilayer TES are constructed on a low-
stress silicon nitride membrane, which is thermally isolated from a silicon wafer. A gold “finger”
thermally links the TES to the heat sink and an additional ring of gold increases the absorber
heat capacity. Superconducting aluminum leads apply a constant voltage bias across the TES.
Resistance changes are measured through the output current across the same leads. The APEX-SZ
focal plane contains six triangular wafers of 55 detectors each, as shown in Figure 2.5, for a total
of 330 TES bolometers. Each wafer is mounted on a triangular piece of invar, which provides a
backshort for the silicon as well as structural support for the wafer and accompanying readout
components that are directly connected to each bolometer.
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Figure 2.3 Left: A simple cartoon of a bolometer. Radiation P is incident on an absorber with
heat capacity C, increasing the temperature above the steady-state value Tbolo. The absorber
is coupled with a weak thermal link G to a bath of temperature Tbath. Right: The resistance
versus temperature relationship for an APEX-SZ TES bolometer with a critical temperature of
∼ 515mK. Above the superconducting transition, the bolometer acts as a simple resistor with a
normal resistance Rn ∼ 1Ω. Below the transition, the TES is fully superconducting and there is no
resistance.
APEX-SZ bolometers are voltage biased Vbias, which provides critical stabilization for the de-
tector through negative electrothermal feedback (ETF). The electrical bias power on the bolometer
is
Pe =
V 2bias
R(Tbolo)
, (2.2)
where R(T ) is the temperature dependent resistance of the TES. From Equation 2.2 the change in
bias power due to a change in bolometer temperature is,
dPe
dTbolo
= −V
2
bias
R2
dR
dTbolo
. (2.3)
A positive temperature perturbation due to input sky power results in a positive resistance change
in the TES. As resistance increases, the total electrical bias power decreases, keeping the total power
approximately constant (P = Poptical + Pelectrical ≈ constant) so that the bolometer remains in the
transition. If instead the bolometers were current biased, an increase in temperature and resistance
from sky signal would produce a positive change in bias power (I2R), resulting in a runaway effect
in total power. Negative electrothermal feedback is therefore a critical design characteristic for a
stable TES bolometer. The strength of the ETF is quantified in terms of the loop gain L, defined
33
Figure 2.4 Left: A single APEX-SZ TES bolometer, approximately three millimeters across. Right:
A close-up view of the TES, which is 30 µm wide. Note, the bolometer shown has modified geometry
first implemented in the April 2009 upgrade.
as the ratio of change in electrical bias power to the change in total power on the TES,
L ≡ −δPe
δP
=
Peα
GTbolo
=
Pe
R
dR
dPe
, (2.4)
where α = d(log r)/d(logT ) quantifies the sharpness of the superconducting transition [Lee et al.,
1998]. Equation 2.4 is only true for signals much slower than the intrinsic time constant (i.e.,
frequency ω  τ). A high loop gain (L  1) indicates that the bolometer is biased further into
the superconducting transition, where α is large, and that the responsivity will be stable. The
responsivity of a bolometer S is defined as the measured change in current δI give a change in
optical power δPopt,
S ≡ δI
δPopt
=
1
Ve
δPe
δPopt
= − 1
Ve
L
L+ 1 . (2.5)
In the high loop gain limit, it can be seen from Equation 2.5 that the responsivity only depends
on the electrical bias voltage, S ∼ −1/Ve, and is therefore nearly constant. Bolometers biased
higher in the superconducting transition will have variable responsivity as α and the loop gain
decreases. This highly undesirable, potentially non-linear, behavior demonstrates the importance
of operating TES bolometers far enough into the transition (at high loop gain). Given the Al-Ti
bilayer transition temperature of Tc ∼ 500 mk for APEX-SZ TESs, the entire focal plane is cooled
to a temperature of Tbath < 300 mK. The low operating temperature is designed to allow the
bolometers to operate in the photon noise limit.
34
Figure 2.5 The APEX-SZ focal plane assembly. Six detector wafers are visible in the center of the
assembly, surrounded by connectors and shielding support structures for the readout electronics
2.1.2 Readout System
The APEX-SZ readout system uses superconducting quantum interference devices (SQUID)
to measure the current changes from a set of TES bolometers. SQUIDs act as an amplifier, with
large forward gain and low noise, two ideal ingredients for such a system. A SQUID consists of a
pair of Josephson junctions connected to two superconducting leads which create a loop [Clarke &
Braginski, 2004]. A superconducting coil is placed above the SQUID, so that changes in current
through this loop create a change in magnetic flux (Φ) through both the coil and the SQUID.
Changes in the magnetic flux through the SQUID loop modulates the voltage (V ) at the output
of the current-biased SQUID in periodic manner (known as the V −Φ curve) that is then coupled
to further electronics. An example of a V − Φ curve is shown in Figure 2.11. The SQUIDs in the
APEX-SZ instrument are biased in a linear portion of the V − Φ curve, creating a linear response
to changes in bolometer current.
The APEX-SZ SQUIDs are operated in direct current (DC) flux-locked loops (FLL). The
voltage output from the SQUID is measured by an amplifier. Small deviations from the bias point
due to power on the bolometer are measured by the amplifier, and then fed back through a shunt
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resistor to the superconducting coil to cancel out the signal, keeping the SQUID at a constant point
in the linear region of the V − Φ curve. The FLL is shown in the lower part of Figure 2.6. In
order to meet forward gain and noise performance requirements APEX-SZ employs Series SQUID
Arrays (SSAs) where 100 individual DC SQUIDS are wired in series, each with its own input coil.
Each SQUID is doubly shielded to prevent external magnetic effects from interfering with normal
operation. A niobium foil square underneath each SQUID pins the local magnetic field lines in
place. A Cryoperm sheath is placed around groups of SQUIDs to attenuate any external magnetic
fields.
Figure 2.6 A simple diagram of an APEX-SZ flux-locked loop SQUID configuration. The SQUID,
represented by the circle with two X’s showing the Josephson junctions, is current biased Ib. The
SQUID output voltage first passes through an amplifier and then is connected to further output
electronics Vout. To establish the FLL, a feedback resistor Rf creates a feedback current If , which
then flows though the same coil as the input bolometer signal Is. Figure from Lanting [2006].
The focal plane is read out using a frequency domain multiplexing system (fMUX) scheme,
where the signal from multiple bolometers are read out on the same pair of wires. Multiplexing
reduces the thermal loading on the focal plane, which is critical to maintain the sub-Kelvin temper-
atures at which TES bolometers operate. Multiplexing also reduces the complexity of the wiring
as well as the total cost of the system due to expensive parts such as the SQUIDs. Groups of eight
bolometers are wired in parallel receiving an AC voltage bias carrier along the same input and
output lines (see Figure 2.7). The carrier is a summation of sine voltage waves each centered on a
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different frequency (known as a frequency comb). Within the circuit, each bolometer is placed in
series with a unique combination of capacitor (C) and inductor (L). This basic LC filter defines a
unique resonant frequency space for each bolometer within the comb, corresponding to the desired
carrier frequency. Values for the capacitors and inductors are chosen to use the full carrier band
from 0.3 to 1 MHz by equally spacing the resonant frequencies, while minimizing noise and crosstalk
due to the overlapping filter functions.
Figure 2.7 fMUX circuit diagram. The frequency bias comb is input to eight bolometers R1 − R8
along a single wire. At each bolometer, LC combinations are define individual resonant frequencies
corresponding to the frequency comb. The summed output from all eight bolometers is combined
with a nulling signal and then read out using a SQUID in a direct current flux-locked loop. Figure
from Lanting [2006].
A single AC voltage bias carrier with frequency wc and phase φ can be written in terms of
the current flowing through a resistor,
I(t) = A cos(wct+ φ), (2.6)
where the carrier amplitude A is defined by the bias voltage and bolometer resistance, A =
Vbias/Rbolo. When the bolometer absorbs an optical signal of amplitude am and frequency wm,
the carrier signal is amplitude modulated so that the optical signal appears on the sidebands of the
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carrier frequency,
I(t) = A cos(wct)(1 + am cos(wmt+ φ)). (2.7)
Generally, the bias carrier amplitude is much larger than that of the sky signal. To make better
use of the dynamic range and linearity provided by the readout system, a nulling signal is inserted
at the carrier frequency before the SQUID input coil that is equal in amplitude to the bias carrier
and is 180◦ out of phase. The sky-modulated and nulled signal is readout through the SQUID and
then demodulated by multiplying with an carrier frequency reference to recover the sky signal. In
APEX-SZ the generation of the AC bias carriers and demodulation of the final signal is performed
using a complex set of analog electronics boards. For additional details about the demodulation
electronics, refer to Lanting et al. [2005]. Since the commissioning of APEX-SZ, an updated digital
version of these electronics have been developed at McGill University, with a lower form factor and
decreased power requirements [Dobbs et al., 2008].
2.1.3 Optical Coupling
The bolometers are coupled to the sky through two lenses within the cryostat and five mirrors
outside of the cryostat, including the primary antenna. Shown in Figure 2.8, the APEX telescope
is a classical Cassegrain design on an altitude – azimuth mount. The telescope has three main
instrument cabins (two Nasymth focii and a Cassegrain focus) and does not have a ground shield
[Gu¨sten et al., 2006]. APEX-SZ is located directly behind the primary in the Cassegrain cabin.
From the Cassegrain focus, radiation is redirected into the instrument cryostat with a series
of three mirrors (one paraboloid, one flat and one ellipsoid). The beam passes through a Zotefoam
PPA301 window to the first of the cold optics, a series of filters designed to reduce 300K and 60K
radiative loading. After these filters a Lyot stop truncates the beam, defining a cold aperture stop.
APEX has a 12-meter diameter primary dish, of which APEX-SZ illuminates approximately eight
meters. This under-illumination is designed to prevent systematics due to pickup from ground
spillover. The resulting beam size (FWHM ∼ 1 arcmin) is close to the diffraction limit of this
1 Zotefoams plc, 675 Mitcham Road, Croydon CR9 3AL, UK
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Figure 2.8 The Atacama Pathfinder Experiment (APEX) telescope located on the Llano de Chaj-
nantor in Northern Chile.
reduced aperture. After the Lyot stop, the beam passes through two lenses and through a final
band–defining filter before coupling to the 330 TES bolometers through an array of conical feed-
horns. Each feedhorn consists of a conical section connected to a cylindrical waveguide directly
above the spiderweb absorber in the bolometer. Figure 2.9 shows a schematic representation of the
optical chain.
2.1.4 2009 Focal Plane Upgrade
The APEX-SZ focal plane array was upgraded twice during 2009. Performance results from
the instrument commissioning indicated that bolometer sensitivity was approximately a factor of
two less than predicted. This decrease in sensitivity was partially the result of a non-optimal
backshort length (3/4λ) which decreased the frequency bandwidth of the bolometers. To increase
the bandwidth, new bolometers were fabricated with a λ/4 length backshort. Using a laboratory
Fourier Transform Spectrometer these new detectors were shown to have a bandwidth δν = 33.5
GHz, a factor of ∼ 1.4 wider than the original detectors (δν = 24.5 GHz). The increased bandwidth
is shown in Figure 2.10. Two wafers of new detectors (A02 and A03) were installed in the focal
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Figure 2.9 A schematic drawing of the optics in the APEX-SZ cryostat.
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plane in April 2009 and three additional wafers (A11, A16, A17) were installed in December 2009.
A02 was found to have low yield and was therefore removed in December 2009, creating a final
focal plane configuration consisting of 4 new wafers and 2 older wafers. After installation in the
field, it was determined that the A16 and A17 wafers were subject to instabilities, the consequences
of which are discussed further in the following sections. A11 was found to have a low saturation
power through laboratory testing, and therefore required the installation of a neutral density filter
(NDF) in front of the corresponding portion of the horn array.
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Figure 2.10 The measured bandpass for the original (black line) and upgraded (red line) APEX-
SZ bolometers. The transmittance in both cases are normalized to the theoretically determined
maximum transmittance for each detector geometry.
2.1.5 Array Operation and Optimization
Preparing the APEX-SZ instrument for daily observations was a multi-step process. Gener-
ally, this setup took approximately 5-7 hours and included the following procedure.
(1) Recycle the millikelvin cryogenics and cool millikelvin stage to ∼ 800 mK.
(2) Tune SQUIDs to region of optimal performance.
(3) Apply bias comb to bolometers.
(4) Cool millikelvin stage to base temperature of ∼ 300 mK.
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(5) Bring bolometers into superconducting transition and apply nulling carrier.
(6) Disable unstable bolometers and adjust desired gain.
In order to achieve photon noise limited sensitivities, the APEX-SZ TES bolometers were
designed with millikelvin transition temperatures. Therefore, the entire focal plane was cooled to
millikelvin temperatures. This was accomplished through a closed-cycle Simon-Chase 3-stage 4He,
3He, 3He sorption refrigerator, known as a He-10 fridge, which was backed to 4 K with a pulse tube
cooler. The sorption fridge operated by condensing liquid helium into a pot that was thermally
linked to the detectors. The fridge therefore had a hold time defined by the rate at which input
heat caused the liquid helium to evaporate. For the APEX-SZ cryostat, the hold time was on
average 16 hours, and the fridge was recycled every day. During the thermal cycling, the detectors
and SQUIDS were disabled. The SQUIDs were dynamically tuned to maximize and linearize the
voltage response (see Figure 2.11). The quality of tuning was examined for low voltage response
and irregular V − Φ behavior, indicative of trapped flux due to a noisy electrical or magnetic
environment during the thermal cycling. If found, the SQUIDs were heated, slowly cooled and
retuned.
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Figure 2.11 Diagnostics from a SQUID tuning. Left: Voltage response of the SQUID as a function
of bias current at integer and half integer flux bias. Middle: The peak-to-peak voltage response as
a function of bias current. Right: The V − Φ curve.
After SQUID tuning, the bias combs were applied to the detectors, preventing the detectors
from moving into the superconducting transition as the array was cooled to its base operating
temperature. Once the array was cool, the bolometers were dropped into the superconducting
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transition by reducing the bias power. An example of the current response as a function of decreas-
ing voltage (I-V curve) is shown in left panel of Figure 2.12, where the bolometer begins in the
normal regime at the upper right. It behaves as a simple resistor until it enters superconducting
transition. At this point the I-V curve exhibits a turnaround as the bolometer enters the constant
power regime in the superconducting transition under ETF.
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Figure 2.12 Left: An example I-V curve taken during nightly biasing an APEX-SZ bolometer. The
bolometer resistance (middle) and loop gain (right) as a function of decreasing bias power for the
same bolometer.
For this final step there was a single tunable setting; depth into the transition. The detectors
upgraded in December 2009 exhibited a significant amount instability when biased to a nominal
depth. This particular instability manifested through both latched detectors and large amounts
of high frequency noise. In order to optimize the bias parameters for these detectors, each was
brought sequentially further into the transition. At each depth, the detector response and noise
level were measured. The final bias point was chosen to balance increased response and increased
noise levels. An example of this optimization is shown in Figure 2.13 for two detectors.
2.2 Array Performance
Although a detailed discussion of the performance of the APEX-SZ instrument is beyond
the scope of this thesis, a broad overview provides context for some of the analysis techniques and
results that will be presented in Chapter 3. For additional performance details, see Schwan et al.
[2010]. The yield, responsivity and noise level are three important metrics that allow the iterative
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Figure 2.13 The relationship between responsivity and noise as a function of transition depth for two
detectors (black and blue). The labels for each point refer to the fraction of the normal resistance for
the bolometer bias voltage, decreasing as the bolometer is biased deeper into the superconducting
transition. The dashed red lines show contours of constant noise equivalent temperature.
optimization of the instrumental setup during observing time as well as a better understanding of
final map products.
2.2.0.1 Yield
The noise in a given observation map improves in proportion to the square root of the yield,
or number of detectors that are actually sensitive to input sky signals. The distribution of live
detectors impacts the uniformity of noise across a map. For the analog fMUX readout system,
only seven out of eight bolometers in a given comb are active. The eighth detector is sacrificed
and its associated readout electronics are used to determine the appropriate nuller signal for each
of the other seven detectors. Therefore, the maximum number of detectors that are active is
280 out of 330. Of these 280 detectors, fabrication flaws also reduce the total number of active
bolometers. Such flaws include shorts and opens in the bias leads to each detector. For the cases
of known fabrication flaws, present in approximately 18% of the APEX-SZ TESs, the detectors are
disconnected from the LC readout circuit.
When a TES bolometer has insufficient total power it becomes fully superconducting, a
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state referred to as latched, with no response to sky signals. Latching can occur during any of
the array setup steps although it is most prevalent during steps where the total power on the
detector is significantly reduced, such as the final cool down. Some of the APEX-SZ bolometers are
unstable under the sinusoidal bias, with the resulting bolometer oscillations leading to a latched
state. Latching can also occur throughout the observing night if a large reduction in atmospheric
optical loading occurs. Unfortunately, due to the multiplexed nature of the readout system, an
entire comb will be rendered unusable as a single latched bolometer induces large amounts noise in
the SQUID. On average, between 107 and 204 bolometers are electronically active during a given
observing night. Figure 2.14 presents a histogram of the number of optically sensitive channels for
each night of APEX-SZ observations.
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Figure 2.14 The yield of live bolometers for each observing night. The yield was determined from
the number of channels with calibration data.
2.2.0.2 Noise Equivalent Temperature
The noise equivalent temperature (NET) is defined as the amount of incident radiation from
the sky (in units of antenna temperature, TS) that results in a signal-to-noise of unity in a 1 Hz
bandpass.
S
N
=
TS
NETdf 1/2
= 1⇒ NET = TS
df 1/2
(2.8)
NET is a combination of detector sensitivity and noise (see red contours in Figure 2.13). For APEX-
SZ, the NET is measured from the power spectrum of the data in the 3–12 Hz band after minimal
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processing. As bolometers are biased into the superconducting transition the NET decreases and
responsivity increases. In addition to the bias settings, the NET is also a function of the observing
conditions. In cases where there is increased atmospheric noise power (see Section 2.3.1), the
measured NET will degrade. Example NETs are shown in Figure 2.15 for the array both pre- and
post-upgrade. While one of the upgraded detector wafers did show increased sensitivity compared
to the original limited bandwidth wafers, the other three did not. This poor performance is not
fully understood.
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Figure 2.15 Detector NETs for the original APEX-SZ array (left) and the upgraded array (right).
The upgraded detectors are shown in red.
2.2.0.3 Thermal Sensitivity to Vibrations
The APEX telescope azimuth and elevation motors have been shown to induce vibrationally
driven fluctuations in the temperature of the focal plane. The telescope makes a jerky motion,
either at the beginning of a scan or during a large slew across the sky which couples to the focal
plane, heating it. These fluctuations vary from a small effect (a few millikelvin) to a large effect
(∼100 millikelvin). The former results in a noticeable gradient in the raw data counts, whereas the
latter forces the TESs normal and increases the detector noise, rendering the data unusable. The
exact origin of this transient motor malfunction is unknown, however, the small scale effect is seen
in much of the raw data. Because the fabrication recipe for the upgraded detectors was modified,
different wafers in the array have different sensitivity to these thermal fluctuations. Techniques for
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removing the thermal signal from the data are described in Chapter 3.
2.3 Observations
APEX-SZ completed seven observing runs in addition to a commissioning run over the past
four years. During this time, approximately 875 hours have been spent integrating on science and
calibration targets. Each night of observing time is spent recycling the cryogenic refrigerators and
cooling the array, tuning the array, focusing the optics, and performing regular pointing checks
throughout the night.
2.3.1 The APEX Site and Observing Conditions
The Atacama Pathfinder EXperiment (APEX) telescope is located in northern Chile in the
Atacama desert. The extremely dry atmospheric conditions of this region are highly desirable for
millimeter and sub-millimeter wavelength observations. A large number of telescopes and exper-
iments including APEX, the Atacama Large Millimeter Array (ALMA), the Cosmic Background
Imager (CBI), the Atacama Submillimeter Telescope Experiment (ASTE), the Atacama Cosmol-
ogy Telescope (ACT), and the Q/U Imaging Experiment (QUIET) have inhabited the Atacama.
APEX is specifically located on the Llano de Chajnantor, a high altitude (5100 meters) plateau
within the Atacama region.
A figure of merit for millimeter wavelength observing conditions is atmospheric opacity.
Opacity is often quantified in terms of precipitable water vapor (PWV), the total amount of water
vapor in a column above the telescope. The transmittance of the atmosphere at the frequencies
of interest for APEX-SZ is shown in Figure 2.16 for six different PWV levels using the APEX
transmission calculator (based upon the Atmospheric Transmission at Microwaves Model, [Pardo
et al., 2001]).2 It is important to note that while the impact of high PWV observing conditions
at 150 GHz on transmission is only on the order of 10% (as compared to 20 – 100% for higher
frequencies), high PWV often correlates with atmospheric instability. Instabilities such as moving
2 http://www.apex-telescope.org/sites/chajnantor/atmosphere/transpwv/
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clouds introduce low-frequency noise into the raw data. An example of this low-frequency noise is
shown in the bottom panel of Figure 3.5. The PWV levels for APEX-SZ observations from 2007 -
2010 are shown in Figure 2.17. It is also important to note that significant atmospheric instability
is not limited to high PWV conditions, and has been observed at all but the lowest PWV values.
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Figure 2.16 The atmospheric transmission at APEX at several different PWV levels. The central
frequency of the APEX-SZ bandpass function is shown with the dashed line. Figure created from
the APEX transmission calculator, which uses the ATM model [Pardo et al., 2001].
The atmospheric conditions at the Chajnantor site exhibit an annual cycle, where conditions
are generally best during the Austral winter months of July through September. The Atacama
region experiences a weather pattern in the summer months of January through March known as
“altiplanic winter”.3 During this time APEX is shut down from regular science operations as the
Chajnantor site experiences extreme weather conditions including thunderstorms and heavy snow.
Four out of the seven APEX observing runs were directly adjacent to the altiplanic winter months,
leading in many cases to less stable, higher PWV observing conditions. Figure 2.18 presents a
timeline of APEX-SZ observing conditions. Diurnal variations in atmospheric stability are also
seen, where the both the PWV and instabilities rise during the daylight hours, and decrease to a
3 Many times this period is referred to as “Bolivian winter”, however this has been suggested to be politically
insensitive, as it is not really Bolivia’s fault the weather comes from that direction.
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Figure 2.17 Precipitable water vapor levels for all APEX-SZ observations.
minimum after sunset. For an example of these variations, see the lower left panel of Figure 2.18.
2.3.2 Scan Strategy
Millimeter wavelength experiments scan the telescope across the sky in order to modulate
the target signal at frequencies higher than the 1/f knee of the bolometer.4 APEX-SZ uses several
different scan patterns designed specifically for its science and calibration requirements.
The primary scan pattern used by APEX-SZ is known as a drift circle. The telescope performs
a circular scan centered on a constant azimuth and elevation for ∼20 circles at a user specified rate
(4–7 seconds per circle). The radius of the circle is between 6–12 arcminutes, and is chosen based
on an estimate of radial extent of the cluster so as to include sufficient blank sky. After completing
a set of circles, the telescope then slews to the target, and repeats the circular pattern. During
each set of circles, the target drifts through the field of view. Figure 2.19 shows the resulting scan
pattern for a single set of drift circles. Drift circles are advantageous for three reasons. First, the
scan pattern provides a compact coverage of the desired sky region, maximizing the integration
4 The power spectral distribution (PSD) of bolometer data is described in terms of two components. The PSD
increases with decreasing frequency according to 1/f . The 1/f knee frequency defines where the power spectrum
transitions to higher frequency white noise.
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Figure 2.18 Precipitable water vapor levels during each APEX-SZ observing run. Radiometer data
was not taken during April 2007.
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time on the target. Second, the circular pattern allows for more consistent acceleration during the
scan, maximizing the usable portion of data. Lastly, the APEX telescope does not have a ground
shield to prevent pickup in the sidelobes. Therefore, if ground pickup is present, it will be the same
in each circle in a set, enabling its removal.
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Figure 2.19 The sky coverage for a single set of 18 drift circles (solid line) shown with the instrument
field of view (dashed line). The target coordinate is denoted by a + and a one arcminute beam is
shown in the lower left corner.
The second scan pattern APEX-SZ uses is known as a raster or on-the-fly scan. In a raster
scan, the source is tracked while making sweeps in azimuth at a constant elevation. While a
raster can be used for science observations, its primary purpose is for calibration. By making
repeated passes in azimuth over a known calibrator, the beam shape and amplitude is measured
for each bolometer. The raster scan is generally not used for science observations due to the large
amount of time spent in telescope turnarounds. During turnarounds the telescope experiences large
accelerations, rendering the data unusable. The usable observing time of an APEX-SZ raster scan
is approximately 50% of the total time spent. An example of a raster scan, with the turnarounds
excised, is shown in Figure 2.20.
Two additional scan patterns are used for necessary calibration parameters. The first is a
pspiral, a short spiraling scan used to measure the pointing offset of the telescope boresight from the
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Figure 2.20 Left: The central region of a raster scan shown in horizontal coordinates referenced to
the moving target. Right: The same region of a raster scan shown in equatorial coordinates. The
target coordinate is depicted by a +.
expected value. Pspirals are performed repeatedly throughout the observing night on point sources
such as planets or quasars that are near the science target. The telescope pointing is corrected as
necessary based on the positional offset of the point source from the telescope boresight, measured
from these quick scans. The final scan pattern is termed a skydip, during which the telescope moves
to five different elevations between zenith and 30 degrees, integrating for 15 seconds at each while
holding the telescope stationary. From the skydip, the atmospheric opacity can be calculated.
2.3.3 Data Products
The primary data product from APEX-SZ observations is a time sequence of the signal from
each bolometer as it scans the sky in units of ADC counts, known as a timestream. Timestreams
from 320 bolometers are read out along with a clock signal by the fMUX system at a rate of 1 kHz.
The bolometer data is integrated with telescope pointing data (azimuth, elevation, right ascension
and declination) and then downsampled to 100 Hz, which is then saved in MBFITS format5 .
Additional information associated with each scan includes, but is not limited to: target name,
the reference bolometer (which is aligned with the telescope boresight), pointing data, focus data,
bolometer and SQUID bias settings, precipitable water vapor, and thermometry values.
5 http://www.apex-telescope.org/observing/APEX-MPI-ICD-0002.pdf
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2.3.4 Target Selection
APEX-SZ has focused on targeted observations of known clusters, as well as observing two
blank fields. A summary of these observations is presented in Table 2.1. The clusters presented
here were for the most part selected in an ad hoc manner. Most targets were selected based on
the availability of multi-wavelength observations (X-ray in particular). In addition, most targets
were chosen to be massive (a measured X-ray temperature > 6 keV) due to a combination of
array sensitivity concerns and limited observing time. Lastly, clusters were selected only if they
rose above an elevation of 30 degrees at APEX for a sufficient observing time. This sample of 47
clusters includes both dynamically relaxed and merging systems and several of the targets are at
high redshift (z > 0.5).
A small sub-sample of the clusters in Table 2.1 were selected in a statistically complete
fashion. Known as the REFLEX-DXL sample, this set of 16 clusters are selected from the REFLEX2
survey [Pacaud, 2009] to be within a redshift range of 0.27 < z < 0.31 and have a [0.1 -2.4 keV]
X-ray luminosity LX > 6 × 1044 ergs/s. The REFLEX-DXL sample includes both merging and
relaxed clusters.
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Figure 2.21 The distribution of redshift and X-ray temperature for the targets in Table 2.1. The
REFLEX-DXL sub-sample is shown in red.
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Table 2.1. Summary of APEX-SZ Observations.
Cluster Name Right Ascension Declination Integration Timea Map Depthb
(h m s) (◦ ′ ′′) (hr) (µK CMB)
Abell 2744 00 14 15.8 −30 22 43.3 24.6 13.9
RXCJ0019.0-2026 00 19 09 −20 26 28.4 8.5 23.3
Abell 2813 00 43 24.8 −20 37 12.5 8.7 23.4
Abell 209 01 31 51.9 −13 37 29.8 9.6 17.4
XLSS J022145.2-034617 02 21 45.6 −03 46 14.5 43.3 8.8
RXCJ0232.2-4420 02 32 17.5 −44 20 41.5 8.7 23.0
RXCJ0245.4-5302 02 45 32.0 −53 02 22.1 13.1 27.0
Abell 383 02 48 03.3 −03 31 43.6 15.2 14.9
RXCJ0437.1+0043 04 37 08.7 +00 43 40.5 10.6 15.1
MS0451.6-0305 04 54 11.2 −03 00 55.0 8.3 21.9
Abell 520 04 54 08.6 +02 54 55.9 24.2 19.1
RXCJ0516.6-5430 05 16 35.2 −54 29 30.5 27.4 11.7
RXCJ0528.9-3927 05 28 50.9 −39 28 09.5 21.4 12.5
RXCJ0532.9-3701 05 32 56.0 −37 01 15.7 22.2 16.6
Abell 3404 06 45 29.0 −54 13 56.1 14.1 13.0
1ES 0657-56 06 58 30.1 −55 56 53.3 10.1 32.4
Abell 907 09 58 22.7 −11 03 47.0 27.0 13.1
XMMXCSJ095940.8+023111.3 09 59 40.8 +02 31 11.0 8.1 15.7
RXCJ1023.6+0411 10 23 40.3 +04 10 58.9 15.4 14.0
MS1054.4-0321 10 56 60.0 −03 37 56.1 13.7 13.9
MACSJ1115.8+0129 11 15 52.0 +01 29 55.9 17.5 13.8
Abell 1300 11 31 55.1 −19 55 41.7 20.7 16.7
XMMXCSJ113232.2-344350.1 11 32 32.2 −34 43 50.0 8.4 19.6
RXCJ1135.6-2019 11 35 36.8 −20 19 42.0 17.0 16.4
RXCJ1206.2-0848 12 06 12.3 −08 48 00.75 14.8 16.9
XMMUJ1230.3+1339 12 30 16.9 +13 39 04.3 24.4 11.0
RDCSJ1252-2927 12 52 54.4 −29 27 17.0 33.4 10.2
MACSJ1311.0-0311 13 11 01.6 −03 10 40.0 26.3 14.6
Abell 1689 13 11 29.1 −01 20 35.3 17.9 17.1
RXCJ1347.5-1144 13 47 31.6 −11 45 02.2 9.1 31.6
MACSJ1359.1-1929 13 59 10.3 −19 29 24.0 10.6 36.9
Abell 1835 14 01 01.9 +02 50 27.1 12.5 45.5
RXCJ1504.1-0248 15 04 09.1 −02 48 33.3 10.7 21.2
Abell 2163 16 15 45.4 −06 08 51.7 12.7 27.9
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Table 2.1 (cont’d)
Cluster Name Right Ascension Declination Integration Timea Map Depthb
(h m s) (◦ ′ ′′) (hr) (µK CMB)
Abell 2204 16 32 44.3 +05 34 51.0 20.3 10.4
MACSJ1931.8-2635 19 31 49.6 −26 34 34.0 9.4 30.7
RXCJ2011.3-5725 20 11 27.1 −57 25 09.8 22.4 15.9
RXCJ2014.8-2430 20 14 57.9 −24 31 19.4 10.1 16.5
MACSJ2046.0-3430 20 46 00.5 −34 30 17.0 12.9 13.2
RXCJ2151.0-0736 21 51 05.0 −07 38 07.4 9.1 18.2
RXCJ2214.9-1359 22 14 59.2 −14 00 04.4 7.6 24.9
XMMXCSJ2215.9-1738 22 15 58.5 −17 38 03.0 11.8 12.4
XMMUJ2235.3-2557 22 35 20.6 −25 57 42.0 37.0 7.2
RXCJ2243.3-0935 22 43 20.1 −09 35 57.4 7.1 19.3
Abell S1077 22 58 48.1 −34 47 59.4 16.6 17.5
Abell 2537 23 08 21.2 −02 11 42.0 15.5 11.8
RXCJ2337.6+0016 23 37 39.1 +00 19 11.9 9.3 22.7
aIntegration time is determined prior to processing.
bMap depth is determined from the standard deviation between the central arminute of
100 jackknife noise map realizations.
Note. — Coordinates are the best-fit β-model centroid from the SZE data.
Chapter 3
APEX-SZ Data Analysis Techniques
Raw APEX-SZ data mixes together the extremely faint SZE cluster signal, ground pickup,
and a dominant atmospheric signal. In order to accurately measure the SZE flux, the array prop-
erties must be well characterized and any contamination cleaned from the data. Due to the wide
variety of atmospheric conditions that APEX-SZ has observed in, this process is challenging. I
describe in this chapter the APEX-SZ data analysis pipeline, which I have taken a lead role in de-
veloping. The pipeline includes tools to remove data impurities, measure and remove atmospheric
contamination, perform calibration, create sky maps and model the signals therein.
3.1 Array Characterization & Calibration
Raw APEX-SZ timestreams are saved in units of ADC counts. To convert these uncalibrated
signals to a physical unit such as ∆TRJ µK, which is the temperature differential from the CMB
blackbody assuming the Rayleigh-Jeans limit, we observe calibration sources with known sizes and
temperatures. Calibration data are taken every night by performing a raster scan of a calibrator
(Mars, Uranus, or the stable Galactic H II regions RCW38 and IRAS12073-6233). Jupiter and
Saturn are used for focus and rough pointing, but not for absolute flux calibration, as both are
extremely bright. Jupiter tends to rail the readout (see Section 3.2.2) except for on the lowest
gain setting that is not used for science scans, and in some cases saturates the detectors. Saturn
has similar problems due to the strength of its signal, but to a lesser degree than Jupiter. In
addition, the brightness of Saturn varies significantly with the orientation angle of its rings. Each
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bolometer scans the source several times, defining the 2-dimensional beam size and shape as well as
the responsivity of the detector. Additional information about atmospheric opacity, responsivity
fluctuations, and detector time constant is also collected for use in further analysis. Basic steps to
calibrate APEX-SZ timestreams include,
(1) Measure size, shape and positional offset from telescope boresight of the beam for each
bolometer from calibration raster scan.
(2) Measure the response of each bolometer to a known source from calibration raster scan.
(3) Correct for response variations from time of calibration.
(4) Correct for variations in atmospheric opacity from time of calibration.
Each of these steps, including second order corrections to the primary calibration, will be discussed
in detail in the following sections.
3.1.1 Beam Characterization
Careful characterization of the positional offset of each bolometer from the reference channel
(the bolometer that corresponds to the telescope boresight) provides the necessary information to
reconstruct the pointing matrix for all channels and transform the timestream data into sky maps.
The beam shape and size determines the fraction of beam subtended by the source, accounting for
the dilution of the source by the beam. Each bolometer in the APEX-SZ focal plane has a unique
beam size and shape that is influenced by the coupling optics between the pixel and the sky. While
the optics configuration is generally stable for many nights of observing, the exact beam positions
and shapes are critical to making accurate maps, and therefore are measured each night. Minimal
atmospheric removal (see Section 3.2) is performed on the timestreams for each channel, with the
source masked1 to preserve the calibrator signal. A 2-dimensional elliptical Gaussian defined by
parameters for the positional offsets within the focal plane (x0, y0), signal amplitude (Agauss), the
1 The details of source masking are presented in Appendix B.1.
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minor and major axis standard deviation (σx, σy), and orientation angle (φ),
z = Agauss exp−x
′2/2σ2x exp−y
′2/2σ2y (3.1)
is fit to the timestream for each channel. The coordinates, x′ and y′, represent the azimuth and
elevation offset rotated clockwise by φ usingx′
y′
 =
 cos(φ) − sin(−φ)
sin(−φ) cos(φ)
 ·
x− x0
y − y0
 . (3.2)
An example of the resulting fits is shown in Figure 3.1. The beams are for the most part symmetric
with an approximate FWHM of one arcminute. Any fits with a FWHM that deviate more than
1/2 arcminute from this expectation are discarded.
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Figure 3.1 The APEX-SZ beam shapes and sizes for a single night. For comparison, a one arcminute
circle is shown in the lower left hand corner. The empty region in the lower right-hand portion of
the figure is the result of a wafer with a low yield of optically sensitive detectors and detectors that
are intentionally deactivated due to limited readout electronics.
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In addition to the individual beam maps, a composite beam map for the full array is created
by coadding the individual maps for each bolometer. The composite beam measures the APEX-SZ
beams with much higher S/N level than the individual beam maps, providing important information
about the sidelobe structure (discussed further in Section 3.1.4). This composite beam map is used
in the timestream filtering process to model how a simulated source would appear in timestreams
after sampling with the APEX-SZ instrument.
3.1.2 Flux Calibration
When APEX-SZ bolometers scan the sky, they make a differential measurement with respect
to the smooth CMB at 150 GHz. Clusters appear in the timestreams as a decrement whereas planets
and other calibration sources appear as an increment. We calibrate timestream data from raw ADC
counts to absolute temperature units ∆TRJ µK by comparing the actual bolometer response to an
expected change in power from a calibrator. The total change in observed optical power ∆P from
a blackbody calibration source is
∆P =
∫
F (ν)B(ν, Tcal)AΩ(ν)fsourcedν, (3.3)
where B(ν, Tcal) is the blackbody power for a source with temperature Tcal observed at frequency ν.
The spectrum is integrated over the instrument bandpass F (ν) and the beam throughput AΩ(ν).
For the case of a single-mode antenna AΩ = λ2 = c2/ν2 for a single polarization. Assuming the
bandpass function is fairly uniform (see Figure 2.10), F (ν) = 1, ν1 < ν < ν2, the power simplifies
to,
∆P ≈ 2hν
excal − 1fsource∆ν. (3.4)
Here xcal = hν/kBTcal, ∆ν = ν2 − ν1 is the instrumental bandwidth and fsource represents the
fraction of the total beam area that the calibrator subtends (known as the beam filling factor).
The beam filling factor is determined by integrating the Gaussian beam shape from the
previous section to the source radius and taking the ratio to the same Gaussian integrated to
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infinity,
fsource =
∫ rs
0 e
−r2/2σ2rdr∫∞
0 e
−r2/2σ2rdr
=
∫ rs
0 e
−r2/2σ2rdr
2piσ2
. (3.5)
The Gaussian beams are written as symmetric for simplicity of notation, however, the actual
integral is taken over the elliptical Gaussian. The planetary disk size and brightness temperature
are taken from the Rudy model for Mars [Rudy et al., 1987; Muhleman & Berge, 1991] and from
the JCMT FLUXES model2 for Uranus. The Rudy model accounts for the significant changes in
the brightness temperature of Mars based on orbit and orientation, whereas the Uranus brightness
temperature is less variable. The planetary diameter changes for both objects depending on orbital
position.
In addition to the power from the planetary calibrator in the central fsource of the beam, power
from the CMB is observed in the remaining (1 − fsource) of the beam. The measured amplitude
of the signal in the timestream is referenced to the baseline signal value due to the power in the
CMB. Therefore, the total power from just the calibration source is,
∆Pcal = Pon cal − Poff cal = 2hν∆ν
(
fsource
excal − 1 +
1− fsource
exCMB − 1 −
1
exCMB − 1
)
= 2hν∆νfsource
(
1
excal − 1 −
1
exCMB − 1
) (3.6)
The power calculated in Equation 3.6 is converted to antenna temperature, ∆Tcal = ∆Pcal/2kB∆ν,
and then referenced to the measured Gaussian amplitude to provide the flux calibration factor for
each detector in units of ∆TRJ/ADC,
g =
∆Tcal
Agauss
. (3.7)
The final step in flux calibration is to convert the calibration factors from units of ∆TRJ µK,
where in the Rayleigh-Jeans limits hν/kBT  1, to ∆TCMB µK. Because the SZE is a differen-
tial measurement, the temperature ∆T is related to the equivalent specific intensity through the
derivative dB/dT . Therefore, the conversion factor is
∆TCMB
∆TRJ
=
∂B(ν, TCMB)
∂T
· ∂T
∂B(ν, TRJ)
=
2h2ν4
kBT2CMBc2
ex
(ex − 1)2 ·
c2
2kBν2
=
x2ex
(ex − 1)2 , (3.8)
2 http://www.jach.hawaii.edu/jac-bin/planetflux.pl
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where x = hν/kTCMB. Using the APEX-SZ central band frequency of 152 GHz, the conversion
factor is ∆TCMB = 1.764 ·∆TRJ.
3.1.3 WMAP Cross Calibration
We cross-calibrate the absolute brightness temperatures for Mars and Uranus from WMAP5
results to improve calibration accuracy. The Rudy model provides excellent temporal modeling
of the changes in brightness temperature. However, the WMAP satellite derives its absolute flux
calibration from the CMB dipole anisotropy created by WMAP’s motion with respect to the CMB
rest frame. This signal is well understood, and therefore the uncertainty of the WMAP5 absolute
flux calibration is very low (∼0.2%) [Hinshaw et al., 2009]. We combine the absolute brightness
temperatures measured by WMAP5 with the temporal modeling from the Rudy model to ensure
the most accurate calibration. The WMAP satellite observed Mars several times at 94 GHz in the
five year data set [Hill et al., 2009]. Comparing the Rudy model predictions for the Mars brightness
temperature at 94 GHz with the WMAP5 observations, the Rudy temperatures are systematically
a factor of 1.052 ± 0.01 higher than WMAP [Halverson et al., 2009]. Therefore, each of the Rudy
predicted temperatures are reduced by this factor, resulting in a Mars brightness temperature of,
TAPEX−SZ, Mars, 150GHz(t) = TRudy, 150GHz(t) ·
〈
TWMAP5, 94GHz(tWMAP5)
TRudy, 94GHz(tWMAP5)
〉
. (3.9)
Equation 3.9 assumes a second scaling factor to extrapolate the Rudy and WMAP 94 GHz bright-
ness temperatures to 150 GHz. Despite the fact that it cancels out when determining the absolute
brightness temperature, this factor, equal to 1.016± 0.009 must be included in the total calibration
uncertainty.
A similar procedure is applicable to the brightness temperature of Uranus, which does not
exhibit the frequent temporal variations that Mars does. The JCMT FLUXES model for Uranus
is based upon data from Griffin & Orton [1993], which compiled observations from multiple in-
struments. For this analysis, measurements at 150 GHz and 90 GHz indicate a scaling factor of
T (150GHz/94GHz) = 0.8289. We estimate 5.3% uncertainty in this scaling factor, based on the
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uncertainties in the original Uranus temperatures. Applying this to the WMAP7 94 GHz measure-
ment of Uranus, T = 121.1± 0.4 K results in T150GHz = 100.4 K [Weiland et al., 2011]. Combining
the uncertainty in the scaling factor with the uncertainty in the WMAP measurement, we estimate
the uncertainty in the Uranus temperature to be 5.3%.
If a single calibrator were used for all data, the systematic factor could be applied post-
reduction. Because the APEX-SZ uses multiple calibrators, we insert the WMAP cross-calibrated
brightness temperatures into Equation 3.6, ensuring the most accurate calibration is propagated
correctly through the analysis process.
3.1.4 Flux Calibration Second Order Corrections
The above flux calibration procedure provides calibration factors for each bolometer based
on a Gaussian beam model. We improve the accuracy of these calibration factors by applying two
second order corrections to fully characterize the APEX-SZ beam area. First, the APEX-SZ beams
exhibit significant sidelobe structure, shown in Figure 3.2, in excess of Gaussian beam model at
larger radii from the beam centroid. The measured Gaussian amplitude will be unaffected, but the
total beam area must be increased accordingly. Without this correction, the fraction of the beam
subtended by the source will be overestimated by as much as 25% and subsequently overestimating
the detector responsivity by a similar factor. The correction Csidelobe can be separated into two parts
based on the Gaussian approximation and the true beam. The first part of the correction is simply
multiplying by 1/fbeam to remove the original Gaussian assumption from the calibration factor.
The second portion finds an updated beam filling fraction by integrating the average composite
beam radial profile to the radius of the calibrator rs and over the full beam rtot.
Csidelobe =
2piσ2
2pi
∫ rs
0 e
−r2/2σ2rdr
· 2pi
∫ rs
0 rB(r)dr
2pi
∫ rtot
0 rB(r)dr
(3.10)
This correction, Csidelobe, represents the factor by which the measured fractional Gaussian beam
areas for each channel should be scaled down to include the sidelobes. In the limiting case where
the beam is a pure Gaussian, Csidelobe = 1. The correction factor is calculated for each observing
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Figure 3.2 Left: The radial profile of the APEX-SZ composite beam (black). The Gaussian approx-
imation to the beam (red). Right: A comparison of the integrated beam area for the composite
beam (black) and the Gaussian approximation (red).
period by taking the average behavior from all calibration scans. Csidelobe ranges from 0.7429 –
0.7837 depending on the channels that are optically sensitive for each observing period.
The second correction factor results from the fact that planetary calibrators are in fact
disks and not true point sources. Scanning these sources convolves the true beam with a disk,
broadening it slightly. Therefore, we apply a correction Cdisk to beam size to effectively deconvolve
the planetary disk. We determine the disk deconvolution factor is calculated by convolving a range
of beam sizes with different disk sizes and measuring the resulting beam. The true beam can
then be extrapolated knowing the calibrator size and the measured beam. For an average beam
FWHM of 56′′ and calibrator diameter dcal = 15.86′′ (the maximum size of Mars during APEX-SZ
observations), Cdisk = 0.9859, reducing the measured beam FWHM by 1.4% to find the true beam
size. Each detector beam size is corrected prior to calculating the beam filling factor.
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3.1.5 Secondary Calibrators
Several times during observations primary planetary calibrators were unavailable due to
proximity to the Sun or low antenna temperature. The stable Galactic H II regions RCW38 and
IRAS12073-6233 are used as secondary calibrators during these periods. Calibrating from secondary
sources requires measuring the brightness temperature of each object. This is accomplished through
a process known as bootstrapping. In bootstrapping, a raster scan is taken of both the secondary
calibrator and a primary calibrator (in this case Mars) and the flux calibration from Mars (Equation
3.7 is used to measure TRCW38 and TIRAS12073 by inverting Equation 3.6,
∆P (Tsecondary,∆ν) =
(∆P/ADC)MARS ·Asecondary
fsecondary∆ν
+ P (TCMB,∆ν), (3.11)
where (∆P/ADC)Mars is the Mars-based flux calibration factor for a given detector in units of
Watts/ADC, Asecondary is a measured amplitude of the secondary calibrator signal in units of
ADC, fsecondary is the beam filling factor for the the secondary calibrator. Both of the APEX-SZ
secondary calibrators are larger than the beam in which case fsecondary is equal to unity. The
amplitude Asecondary of the secondary calibrator is measured for each detector from the largest
signal peak in the raw timestream data by fitting a Gaussian. The final brightness temperatures
are TRCW38 = 3.2878± 0.0015 K and TIRAS12073 = 2.9136± 0.0008 K. Figure 3.3 shows the values
for the bootstrapped brightness temperatures for each optically sensitive channel. For nights where
calibration data is only taken for secondary calibrators, the beam positional offsets and shapes
are taken from the average of available Mars and/or Saturn observations over an entire observing
period. With this beam information, we then repeat the above process of fitting an amplitude
Asecondary to the signal peaks in the data. The final flux calibration factors are then determined
from Equations 3.6 and 3.7.
3.1.6 Responsivity Fluctuations
Ideally, the responsivity of each bolometer is constant despite changing amounts of incident
optical power. However, for the case where a bolometer is biased near the upper edge of the
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Figure 3.3 The distribution of brightness temperatures for RCW38 (left) and IRAS12073-6233
(right) from the bootstrap method.
superconducting transition, the loop gain is low. The electrothermal feedback is no longer strong
enough to hold the total power on the bolometer constant and the responsivity becomes a function
of optical power. Changes in optical power are observed from three sources: the atmospheric
airmass at different elevations, the overall atmospheric opacity due to the water vapor content,
and the power from an astronomical source. The latter effect is subdominant, however, it cannot
be neglected for the case of a bright calibrator. As increasing amounts of power are placed on
these unstable channels the response is suppressed. For most detectors in the APEX-SZ array, this
suppression follows a linear dependence, however, some channels exhibit more extreme changes.
The dependence of responsivity on incident optical power for each channel is measured sep-
arately for each observing night. As the bolometers scan in the sky in a circular pattern, described
in Section 2.3.2, they look through different amounts of airmass. The resulting timestreams exhibit
a prominent cosecant signal where the phase is locked by the telescope elevation (for example, see
the top panel of Figure 3.5). The amplitude Acsc of the cosecant is determined by the changing
airmass and detector responsivity, providing a simple means of monitoring responsivity throughout
observations with a signal that is purely external to the instrument (i.e., not a bath temperature
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fluctuation). As the responsivity increases or decreases, the measured circle amplitude will simi-
larly increase or decrease. Therefore, we use measurements of Acsc from each scan to correct for
fluctuations in responsivity. First, Acsc is measured for each channel (while simultaneously fitting
a third order polynomial) using the formalism described in Section 3.2.5. The changing optical
power is determined using the known telescope elevation and PWV, which is measured using the
APEX radiometer. The incident atmospheric power can be written as,
Patm = Batm = Batm(1− e−csc(el)·τ ), (3.12)
where Batm is the blackbody power of the atmosphere and τ represents the atmospheric optical
depth. We assume a blackbody temperature of 250 K for the atmosphere. The optical depth is
calculated based on results from the ATM model [Sayers et al., 2010; Pardo et al., 2001], where the
optical depth at 150 GHz exhibits a linear dependence on the PWV (in units of millimeters),
τ = 0.02 · PWV+ 0.01. (3.13)
In addition to the effect of unstable responsivity, the measured cosecant amplitude will increase
with airmass (lower elevations) as well as when the PWV increases. The effect of changing airmass
is by definition accounted for when measuring Acsc. We remove variations in Acsc due to PWV
changes over the night by dividing out the emissivity at zenith,
A′csc =
Acsc
zenith
(3.14)
where zenith = 1−e−τ . Any remaining changes in Acsc are now purely due to responsivity variations.
For each channel, we examine the response A′csc as a function of the optical power Popt ∝
(1 − e−τ csc(el)). An example for two different channels is shown in Figure 3.4. As increasing
amounts of optical power are incident on the detectors, the response is suppressed. First, channels
that exhibit extreme responsivity variations over the observations for each night, such as Detector
1 in Figure 3.4, are flagged and not included in subsequent analysis. This is accomplished by
examining the slopes of piece-wise linear fits to the black points in Figure 3.4. If there is a large
difference between these slopes for a given channel, it indicates non-linear behavior and the channel
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is discarded. We discard between ∼0–50 detectors due to non-linear response fluctuations. The
high end of this range is driven by observing nights where the PWV changed drastically. Also, the
majority of the discarded detectors are from the A03 wafer. For the remaining channels, a single
linear fit is performed as a function of optical power. The residual from the fit is scaled by the
linear fit as the scatter in A′csc will be suppressed along with response at increasing optical power.
The scaled residual is described by a normal distribution with mean zero and variance σ2A,csc. Data
that deviates more than 2.5 σA,csc from zero is flagged (and ignored in subsequent analysis), and
the linear fit is iterated upon using only the unflagged data. The final linear fit parameters are used
to adjust the absolute flux calibration values for the appropriate increase or decrease in response
due to the differing atmospheric conditions between the calibration and each data scan, accounting
for any suppression due to calibrator power. Data where the response correction due to changing
optical power (without the source power correction) is larger than 50% is discarded. We also discard
channels whose response is suppressed by more than 20% from the calibration source power. In
addition to correcting the absolute flux calibration, the linear response parameters also determine
the relative gain values used during the data filtering process.
3.1.6.1 Beam Distortion
The changing response of APEX-SZ bolometers also results in distorted beams. As a detector
scans across a bright calibrator, increasing amounts of optical power are observed from the source.
Each point in the measured beam is therefore suppressed by a different factor, distorting the
measured beam FWHM and the corresponding beam filling factor. Therefore, a correction factor
must be applied to adjust the flux calibration to the undistorted case during science observations
when the target is too faint to suppress the detector response. For example, if response is suppressed
by ∼14% when observing the full calibrator, the absolute flux calibration factor must be increased
by 7% to correct for beam suppression.
We remove the effects of response suppression from the composite beam when constraining
the point source transfer function, discussed in Section 3.4. Although the distortion in the beam
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Figure 3.4 The measured response (A′csc) as a function of changing atmospheric opacity for two
bolometers in the APEX-SZ focal plane. Detector 1 (left panel) is removed from the final data due
to extreme response instability. Detector 2 (right panel) represents a stable detector that exhibits
some response suppression at extremely high optical powers. The linear fit to the data after flagging
out deviant portions of data (red circles) is shown with the blue line.
shape is small when observing a fainter source such as Mars or Uranus, it can be a significant for
a bright source such as Saturn, which is used to constrain the beam for secondary calibrators.
3.1.6.2 Main Beam Fraction Correction
The final correction to absolute flux calibration due to responsivity suppression is a third
order effect due to the beam distortion. As discussed in the previous section, the amount of response
suppression varies across the beam. While the central portion of the main beam is suppressed the
sidelobes remain unaffected. Therefore, the sidelobe correction to the beam filling factor must be
adjusted. We remove the effect of response suppression from the composite beam map and take
the ratio of Csidelobe for the unsuppressed and suppressed beams. On average, this correction is less
than 1%.
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3.1.7 Opacity Correction
The variations in PWV during the night require a final correction for the difference in atmo-
spheric opacity between a given observation and the calibration scan. The correction factor Copacity
for the attenuation due to atmospheric opacity is simply
Copacity =
1− e−τcalcsc(elcal)
1− e−τcsc(el) , (3.15)
where τcal and elcal are the atmospheric optical depth and mean telescope elevation for the calibra-
tion scan, and τ and el are the same for the desired scan.
3.1.8 Total Calibration Uncertainty
The total uncertainty in APEX-SZ flux calibration is a combination of uncertainty from
the calibrator temperatures, the beam area, the detector bandwidth, the atmospheric opacity and
correcting for gain fluctuations. Each source and its associated uncertainty is summarized in Table
3.1. The uncertainty in the detector bandwidth is determined from laboratory FTS measurements.
We correct the difference in atmospheric transmission for each scan relative to the calibration scan
using measurements from the APEX radiometer. The accuracy of the radiometer is not well-
documented, although it is used to calibrate other APEX instruments. Therefore we assign it a
conservative uncertainty of 3%. Lastly, the uncertainty in the corrections for gain fluctuations is
measured from the rms scatter around the best fit linear response function. In total, we estimate a
total flux calibration uncertainty of 10%. Although this value is somewhat large, it is not altogether
unexpected due to the observed responsivity variations and the use of calibrators other than Mars.
This is a conservative estimate as the majority of calibration is performed with Mars.
3.1.9 Pointing Analysis
In addition to precisely constraining the positional offsets for each beam with respect to the
telescope boresight, it is also important to measure the accuracy of the telescope pointing model.
Routine pointing checks are therefore performed throughout each observing night to compare the
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Table 3.1. Sources of APEX-SZ Flux Calibration Uncertainty.
Source Uncertainty
WMAP Mars temperature ±1.0%
Rudy model to WMAP scaling factor ±1.0%
94–150 GHz Mars frequency scaling factor ±0.9%
WMAP Uranus temperature ±0.3%
94–150 GHz Uranus frequency scaling factor ±5.3%
RCW38 temperature ±1.6%
IRAS12073-6233 temperature ±1.6%
Frequency band center ±1.4%
Beam solid angle ±4.0%
Atmospheric Opacity ±3.0%
Gain Fluctuation Corrections ±5.0%
Total Calibration Uncertainty ± 10.0%
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commanded coordinates to the actual coordinates. Bright point sources, such as planets or quasars,
are observed with the fast pspiral scan and then mapped using minimal atmospheric filtering. A 2-
dimensional elliptical Gaussian is fit to the map and based on the resulting centroid (in coordinates
of azimuth and elevation), a correction is applied directly to the telescope pointing model to adjust
for any offsets. Often, a second pointing scan will be performed to verify the accuracy of the applied
correction.
We also check for systematic pointing offsets during the data analysis process using the same
measured azimuth and elevation offsets. If the pointing accuracy is poor then a given target will
appear in different positions in the set of final scan maps. When these maps are combined, the
source will elongate according to the direction and magnitude of each pointing offset. The overall
effect will be an artificial broadening of the source, along with a decrease in the central flux. The
pointing offsets measured from all pointing scans taken during a month long observing run provides
an estimate of our overall pointing accuracy and whether or not further correction to the pointing
model is needed. From the December 2009 observing run, we find that the rms in pointing offsets
in both the azimuth and elevation directions are approximately ±7.5′′. Compared to the APEX-SZ
one arcminute beam this uncertainty is small, and therefore we make no additional corrections to
the pointing model in the analysis process.
3.2 Timestream Filtering
The APEX-SZ dataset contains widely varying atmospheric conditions, a significant challenge
when trying to measure the relatively faint SZE signal. In general, the atmospheric signal is highly
correlated between bolometers as spatial fluctuations in the atmosphere are much larger that the
APEX-SZ field-of-view. Additionally, the bolometers exhibit a correlated signal due to millikelvin
stage heating from telescope vibrations. Figure 3.5 shows the effects of different observing conditions
on the raw data and their associated power spectral densities (PSD). In order to optimize the
final maps, filtering is tailored to the specific needs of each target with the goal of sufficiently
removing contamination while preserving cluster signal. The majority of the cleaning is performed
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Figure 3.5 Example raw APEX-SZ data (left) and associated power spectral distribution (right)
showing the effects of different observing conditions. A stable period in time is shown in the
top panels, note the cosecant behavior from the circular scan pattern. The bottom panel shows
scan with a large amount of atmospheric instability. The 1/f term for this scan has significantly
increased power and extends to higher frequencies.
a combination by two methods, a high-pass filter and a spatial template across the array that
takes advantage of the correlation between bolometers. In addition, several types of data cuts are
performed at different points in the filtering process. A general prescription for timestream filtering
of APEX-SZ data is:
(1) Flag glitches (data impurities)
(2) Flag noisy channels
(3) Adjust calibration for response fluctuations
(4) Deconvolve time constants
(5) High-pass filter
(6) Spatial template removal
(7) High-pass filter
The motivation and methodology for accomplishing each of these steps will explained in detail in
the following sections.
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3.2.1 Data Indexing
The first step in reducing APEX-SZ timestreams is to parse the data according to the scan
pattern. Indexing the data allows us to work with smaller portions of data that are expected
to have similar signals due from ground pickup. For drift circle scans, the data is sorted into
separate circles made on the sky, referred to as subscans, using telescope velocity and acceleration
information. These circles are then grouped into sets at a common azimuth and elevation, referred
to unitscans. Data in between subsequent unitscans, where the telescope slews to track the source,
are discarded. This indexing information is used in all subsequent timestream filtering steps.
3.2.2 Initial Data Cuts
After the data have been indexed, initial channel and data cuts are performed based on
several criteria. The focal plane does not have a 100% yield as a result of the complex nature of the
fabrication process. Due to the constraint of the analog fMUX readout system, additional channels
are permanently disabled. While these channels are consistently inactive, other channels are turned
off due to instabilities during the observing night. To determine which channels are responding to
sky signal for each scan, the optical efficiency is calculated from the ratio of measured change in
optical power (∆Popt) to the expected power from a calibration source (∆Pcal),
ηopt =
∆Popt
∆Pcal(1− LLyot) , (3.16)
taking into account the known efficiency reduction (LLyot = 0.34) due to beam truncation of the
Lyot stop. Channels with an optical efficiency greater than a specified threshold are designated as
alive and used in further data reduction. Figure 3.6 show the optical efficiencies for the original
(pre-2009) and upgraded focal plane arrays. For the data reduction used here, this threshold was
set to 6%, just below the average optical efficiency of the A11 wafer. A11 was expected to have
low optical efficiency due to the placement of a neutral density filter in front of the associated
feedhorns.
The analog to digital converter (ADC) at the output of the demodulator portion of the
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Figure 3.6 The optical efficiency of APEX-SZ bolometers with the original (left) and upgraded
(right) focal plane array configurations.
readout electronics has a range between -7000 and 7000 counts. If the input value exceeds this
range (due to extreme atmospheric loading changes or changing thermal loading), the timestream
rails at this threshold (see Figure 3.7). Railed timesteps are discarded prior to performing any
filtering. In some cases, when the majority of a channel is railed for a given scan, the entire channel
is discarded.
3.2.2.1 Glitch Removal
APEX-SZ data exhibit a phenomena known as glitches, shown in Figure 3.8. Glitches are
characterized by a large sharp jump in the signal level. Many times the signal reverts to the original
baseline with another sharp jump, however, this is not universally true. Glitches can occur in a
single bolometer but are often seen simultaneously in anywhere from two to all bolometers, with
the signal correlated and/or anti-correlated between detectors. In some cases, glitches dominate the
timestream, in others only one or two are seen. The origin of glitches is largely unknown, although
other instruments mounted on APEX also observe them, and their presence can sometimes be
actively mitigated by pointing the telescope to a different region of sky. One of the first steps in
the filtering of APEX-SZ timestreams is to locate and remove glitches.
Glitch removal is a three step process that is performed on a channel by channel basis. First,
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Figure 3.7 An example timestream for a channel that is constrained by the analog to digital con-
verter rail (red).
the timestream derivative is examined for large deviations away from the mean value. These points
are flagged as glitches and ignored in subsequent analysis of timestreams. Next, the timestreams
have the baseline removed and data that deviates significantly from zero are also flagged as glitches.
This step is repeated three times, improving the baseline removal at each subsequent iteration as
additional glitches are identified. After these steps are completed, timesteps immediately adjacent
to those flagged are also flagged to ensure that glitches have been fully removed, not just the most
deviant portions. As a final step, any timestep that has more than 7% of channels flagged due to
glitches is discarded for all channels.
3.2.2.2 Noisy Channels
Despite the monolithic fabrication of each detector wafer in the focal plane, the noise and
responsivity properties vary from bolometer to bolometer. High-noise channels will contribute little
to the final inverse-variance weighted sky maps and can degrade the quality of atmospheric removal
in other channels by confusing the atmospheric signal with noise. Therefore, the power spectrum of
each channel is measured for each subscan. The channel noise is then measured as the mean value
from 12 to 18 Hz, a portion of the spectrum containing only detector white noise. Subscans with
extremely low noise values, indicating a channel that is not optically responsive, and high noise
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Figure 3.8 An example of glitches (red) in an APEX-SZ timestream.
values are flagged. Following these cuts, channels with more than 70% of timesteps flagged are cut
completely.
3.2.3 Time Constant Deconvolution
The bolometer optical time constants, defined as the time it takes for the bolometer to return
to a steady state condition after an impulse change in optical power, can have a significant effect
on the observed timestreams. Mathematically, the detector time constant convolves the observed
signal with an exponentially decaying impulse. For a raster scan of velocity vscan over a planet,
the time constant τopt creates an asymmetry in the Gaussian beam by shifting the peak position
in the scan direction by a factor of vscanτopt as well as decreasing the amplitude and increasing
the width (see Figure 3.10). This effect, which is present in both calibration data and science
data, increases with the length of time constant. Depending on the length of time constant the
detector beams will systematically appear elongated in the direction of the scan, resulting in an
overestimated FWHM and underestimated amplitude. Figures 3.10 and 3.11 demonstrate how
large time constants influence the shape of a one arcminute Gaussian beam. A similar effect will
occur in the science scans, however, the effect will be less obvious due to the averaging of different
scan directions from the drift circles. To mitigate the effect of time constants, they are measured
and deconvolved from the timestream data.
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Figure 3.9 The narrowband (12–18 Hz) noise for optically sensitive channels in the original (left)
and upgraded (right) APEX-SZ focal plane arrays.
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Figure 3.10 The effect of optical time constant on the measured signal of a point source, assuming
a one arcminute beam and a scan speed of 7.7 arcminutes/second.
Time constants are measured for each detector by finding the difference in azimuthal position
between left-going and right-going azimuthal scans across a calibration source.
τopt =
∆AZ
2vscan
(3.17)
After the scan is divided into these single direction sections, the signal peaks within the data are
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Figure 3.11 An simulated example of how an APEX-SZ one arcminute Gaussian beam would appear
with different levels of blurring due to optical time constant in map made from a raster scan.
located based on the measured detector positional offsets. For peaks that are above a set threshold
signal level, a Gaussian is fit. The azimuthal difference is then estimated from the average azimuth
position from these fits of the right and left scans. The measured time constant is deconvolved
from the signal and remeasured in an iterative process until the measurement stabilizes and there
is no azimuthal offset.
The magnitude of τopt for a given detector is related to the loop gain. For the detector wafers
that are generally biased far enough into the transition to be stable, the time constant is also stable
with time. However, for the less stable upgraded detectors, the time constant becomes a function of
bias conditions, including optical power due to the atmosphere and calibration source. Additional
optical power driving the bolometer into a region of non-linear stability, decreasing the loop gain,
results in increased optical time constants. In general, user defined bias parameters (such as the
depth into the superconducting transition that the detector is set at during tune-up), are constant
over a single observing run. Therefore, time constant measurements are taken from each calibration
scan, and averaged for each observing run. For runs when both Mars and RCW38 are observed, a
separate time constant average is measured for each deconvolved from the corresponding calibration
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Figure 3.12 Measured optical time constants from the December 2010 observing period. The dotted
lines separate the time constants by detector wafer. The time constants for A03 are higher than
the rest of the wafer due to a combination of low loop gain and lower thermal conductivity.
data prior to final responsivity measurements. The RCW38 time constants are deconvolved from
the science observations. RCW38 has a low brightness temperature, and therefore significantly less
optical power than Mars that could suppress the detector loop gain and temporarily increase the
time constant. Figure 3.12 shows the measured time constants for December 2010. Detectors with
large time constants (τopt > 30 ms) exhibit extremely non-linear responsivity and are therefore
discarded from the data in most cases.
The detector optical time constants are deconvolved from the timestreams to prevent artificial
smearing of the cluster signal. To accomplish this, the fast Fourier transform of each bolometer
timestream is calculated, interpolating around flagged timesteps. The time constant deconvolution
is then a simple division of the Fourier domain signal by the frequency domain function of the time
constant, described by single pole low-pass,
Fτopt(w) =
1
1 + i2piwτopt
. (3.18)
To prevent the magnification high frequency noise from this division, an additional low-pass filter
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is applied. Functionally this filter is,
Fnoise(w) = e−(w/w0)
6
, (3.19)
where w0 is defined by the Nyquist frequency of a beam with size FWHM scanning at a velocity
of vscan (w0 = 2vscan/FWHM). An example of each of these filters is shown in Figure 3.13.
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Figure 3.13 The Fourier domain amplitude for a 12 millisecond time constant (black line) and the
noise suppressing low-pass filter (red line) assuming a one arcminute FWHM and vscan = 11.5′/s.
3.2.4 High-pass Filtering
After the removal of data impurities and time constant deconvolution, we apply one or more
of several different high pass filters. This filter removes the DC offset for each channel as well as
some low-frequency noise in the timestreams, either due to the atmosphere or the stage heating.
Removing the timestream signal due to stage heating is especially important because the subsequent
spatial template removal steps (see Section 3.2.6) use relative gain coefficients that are based solely
on the atmospheric response. When the telescope performs a fast slew in between unitscans,
there is a sharp increase in signal that continues into the first subscan as the array thermalizes.
Throughout the rest of the unitscan, the temperature signal slowly decreases as the millikelvin
stage cools back toward the base temperature. The response to stage temperature fluctuations
varies between detector wafers as a function of the thermal conductivity (G), which is almost a
factor of two lower in the upgraded wafers. The relative gain coefficients that would describe the
combined sky and temperature signal response are therefore substantially different than sky alone.
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For the full filtering process to perform optimally, removing atmospheric noise while preserving
cluster signal, the temperature signal must be removed in one of the first few steps. Because the
temperature signal occurs over relatively long timescales, a high-pass filter is an excellent choice
for its removal.
Two different types of high-pass filter are implemented in the APEX-SZ pipeline: N-order
polynomial removal and a frequency domain Butterworth filter. A special modification of poly-
nomial removal, referred to as poly-cosecant, is discussed in the following section. These filters
(usually the Butterworth or poly-cosecant) are applied on a unitscan basis at the beginning of
the filtering process and then again (plain polynomial) as the final step in the filtering process to
remove any remaining contamination.
The high-pass Butterworth filter is defined as
|Fbutterworth(w)| =
√(
w
wknee
)2n
√
1 +
(
w
wknee
)2n , (3.20)
where wknee is the knee frequency where |Fbutterworth| = 1/
√
2, and n is the order that controls the
sharpness of the filter. Figure 3.14 shows an example Butterworth high-pass filter with increasing
order. Equation 3.20 can also be adapted into a bandpass filter that removes higher frequency
signals and noise.
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Figure 3.14 A high-pass Butterworth filter with wknee = 0.01 Hz and increasing n.
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3.2.5 Poly-cosecant Measurement & Removal
One of the main tools we use for atmospheric noise measurement and removal is a combination
of a polynomial and cosecant function; a modification of a polynomial high-pass filter. The same
cosecant timestream signal that is used to measure responsivity fluctuations in Section 3.1.6, with
amplitude Acsc, is a contaminant that must be removed. Since we know the exact functional form
of this signal, we build a custom filter to remove it, the poly-cosecant. In the poly-cosecant filter, a
cosecant is combined with a polynomial or order (n) to simultaneously remove fluctuations in the
timestreams due to the changing atmosphere,
p(t) = p1tm + p2tm−1 + . . .+ pmt+ pm+1 +Acsc · csc(el(t)), (3.21)
where p(t) is the measured signal in unit of ADC for each channel at timestep t and pj=1:m+1
are the polynomial coefficients. For a unitscan of timesteps ti=1:N and a polynomial of order m,
Equation 3.21 becomes a system of linear equations,
V · ~p =

csc(el(t1)) 1 t1 t21 . . . t
m
1
csc(el(t2)) 1 t2 t22 . . . t
m
2
csc(el(t3)) 1 t3 t23 . . . t
m
3
...
...
...
...
...
csc(el(tN)) 1 tN t2N . . . t
m
N

·

Acsc
p1
p2
...
pm+1

=

d1
d2
d3
...
dN

, (3.22)
where di=1:N is the signal for a single bolometer at each timestep. To solve the Equation 3.22, we
create a N × (m+ 2) Vandermonde matrix V and solve for the free parameters (~p,Acsc) using QR
decomposition [Press et al., 1997]. An example timestream for a single channel and the associated
poly-cosecant fit is shown in Figure 3.15.
There resulting poly-cosecant parameters are used in three different portions of the analysis
pipeline. First, they are used to measure the fluctuating gains of the bolometers. The poly-cosecant
is also used for baseline removal in the glitch finding process. Lastly, subtracting the poly-cosecant
from the timestreams simultaneously removes atmospheric contamination from the scan pattern
as well as a combination of low-frequency atmospheric and stage heating temperature signals.
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Generally, the polynomial order is equal to the number of subscans within a unitscan, which varies
between 9 and 20 based on the exact scan parameters.
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Figure 3.15 Top: An example timestream for a single channel (black) with the poly-cosecant fit
overplotted (red). Bottom: Residual timestream after poly-cosecant removal.
3.2.6 Spatial Template Removal
After the first high-pass filter, we use a filter that takes advantage of the correlated nature
of the remaining atmospheric signals across the entire array of bolometers at each timestep. This
filter is referred to as spatial template removal. At each timestep, the position of each bolometer is
used to make a 2-dimensional construction, the spatial template, of the signal seen by the array.
The spatial template can be a simple average of the signal seen by all bolometers, a plane that
includes a tilt in any direction, or a 2-dimensional quadratic function. Following the formalism
described in Sayers [2007], we use the positions of the bolometers within the array to create the
matrix S,
S = [ ~1 ]
S = [ ~1 ~x ~y ] (3.23)
S = [ ~1 ~x ~y ~x y ~x2 ~y2 ],
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which provides the coordinate basis of the spatial template for an average (Nbolo x 1), planar (Nbolo
x 3) , or quadratic (Nbolo x 6) template, respectively. The vectors ~x and ~y describe each bolometer’s
azimuth and elevation offsets with respect to the telescope boresight (see Section 3.1.1), therefore
the size Nbolo of the matrix is determined by the number of bolometers included. We can then
write an equation that describes the bolometer signal di,j at each timestep j = 1 . . . nt,
~c ~dj = S ~aj , (3.24)
where ~c represent the relative gain of each bolometer and ~aj is a vector of coefficients (length 1, 3
or 6) that describe the template at timestep j. In order to solve for the template coefficients ~aj we
take a maximum likelihood approach and define a χ2 statistic,
χ2 = (~c ~dj − S ~aj)T (~c ~dj − S ~aj), (3.25)
where the quantity (~c ~dj − S ~aj) represents the difference between the data and the template. We
minimize χ2 by setting the derivative equal to zero and find,
∂χ2
∂ ~aj
= 0 =⇒ ~aj = (STS)−1ST (~c ~dj). (3.26)
We then construct the spatial template by inserting the maximum likelihood solution for ~aj from
the previous equation into Equation 3.24,
~Tj = (~c)−1S ~aj = (~c)−1S (STS)−1 ST (~c ~dj), (3.27)
where ~Tj is a vector of length Nbolo for timestep j. A spatial template is calculated for each timestep
in a scan and then subtracted from the timestreams. An example timestream for a single bolometer
before and after spatial template removal is shown in Figure 3.16. The spatial template shown in
Equation 3.27 can be fit using all channels in the array, but in some cases it is advantageous to
perform spatial template removal for each detector wafer individually (six in total). While this
increases computation time, it allows for improved removal of correlated signals on scales smaller
than the 0.4◦ field of view. However, it also removes cluster signal on smaller scales, and therefore
is only used when deemed necessary.
84
Figure 3.16 An example timestream (left) and PSD (right) before and after spatial template removal
is performed.
3.3 Map Making and Noise Characterization
Once timestreams are filtered and contaminating signals are adequately removed, we trans-
form the data from the time domain into sky maps that are used for modeling and measurements
of the integrated-Y parameter. Maps are created through a simple binning of the timestream data
into 10 x 10 arcsecond pixels. Sky coordinates (a pointing matrix) for each bolometer at each
timestep are determined by combining the absolute telescope boresight pointing and individual
bolometer positional offsets. These coordinates are used to create a calibrated channel map for
each bolometer. Individual channel maps are coadded together into a scan map with minimum
variance weighting for each pixel,
M(x, y) =
∑Nbolo
i=1 di(x, y)ni(x, y)wi(x, y)∑Nbolo
i=1 ni(x, y)wi(x, y)
(3.28)
where M(x, y) is the coadded scan map as a function of pixel position (x, y), di(x, y) is the binned
channel map for channel i, ni(x, y) is the number of hits in each pixel in the channel map, and
wi(x, y) is the weight for each pixel. The weights are determined from the filtered timestream sample
variance, wi(x, y) = 1/σ2i , therefore channels with large noise levels do not contribute significantly
to the final map. Along with M(x, y) we calculate the variance for each pixel by propagating the
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timestream sample variance,
σM (x, y)2 =
1∑Nbolo
i=1 ni(x, y)wi(x, y)
. (3.29)
Each of these individual scan maps are then coadded together into the final signal map again with
minimum variance weighting based on σM (x, y)2,
Mcoadd(x, y) =
∑Nbolo
i=1 M(x, y)/σM (x, y)
2
1/σM (x, y)2
. (3.30)
The left-hand panel of Figure 3.19 shows a example of a sky map in absolute right ascension and
declination coordinates that has been convolved with a one arcminute Gaussian for improved visual
presentation. Maps are initially made using relative coordinates where the right ascension and
declination of a given timestep is measured with respect to a set of specified target coordinates. We
use the Sanson-Flamsteed (SFL) projection to transform from relative coordinates to the absolute
RA/Dec coordinate system. For more information on the SFL projection see Calabretta & Greisen
[2002]. All coordinates are given for the J2000 epoch.
Equally important to the creation of sky maps is the measurement of noise properties in those
maps. For each cluster, jackknife noise maps are created. Each scan is separated into two minute
sections that are individually mapped. Half of these scan maps (selected at random) are multiplied
by −1 before the full set is coadded together (jackknifed) with the same weighting as the sky map.
Repeating this process creates a set of maps free from any stationary sky signal. An example
jackknife noise map, convolved with a one arcminute Gaussian, is shown in the right-hand panel
of Figure 3.19. Jackknife noise maps are often used in CMB experiments to look for systematic
signals in the data [Chiang et al., 2010; Lueker et al., 2010]. In this work, the noise maps are used
to measure the noise covariance matrix (Cn) used in modeling the data (see Section 3.6.3). Because
of the limited number of scan maps, the number of independent jackknife realizations is similarly
limited. As a result, we do not have enough information to fully estimate the noise covariance and
Cn is singular. Assuming the noise properties are stationary across the map, the Fourier transform
of the noise covariance C˜n is diagonal and consequently has fewer degrees of freedom. Therefore,
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we transform the jackknife noise maps to the Fourier domain to determine C˜n. Five hundred
jackknife realizations are created for each cluster, and the average of the resulting power spectral
distributions is determined. This average becomes the diagonal elements of C˜n.
3.4 The Point Source Transfer Function
Scanning the sky with the instrument beam and the subsequent filtering of timestream data
removes both atmospheric noise and a portion of the desired target signal. In order to measure
the intrinsic sky signal, we determine the amount and distribution of this instrument and analysis
filter function, referred to as the point source transfer function. The point source transfer function
is a representation of how a point source would appear in a coadded APEX-SZ map after being
observed with the beam, filtered, and mapped. A point source transfer function is created for each
scan, taking into account the specific detector properties and timestream filtering used.
First, a delta function of arbitrary amplitude P is inserted into the center of a noiseless map.
This map is convolved with the instrument composite beam (B) to simulate the effects observing
a point source with the APEX-SZ optical configuration,
MB = B ∗ Pδ(∆RA = 0,∆Dec = 0)). (3.31)
The resulting simulation map MB is then sampled into individual timestreams for each bolometer
using the telescope coordinates, bolometer offset from the central axis, and responsivity. Two
frequency domain filters are applied to these timestreams to simulate the effect of the TES bolometer
time constant as well as the down-sampling performed in software (an 8-pole Butterworth filter with
wknee = 46 Hz).
The simulated timestreams are processed in parallel to the true bolometer timestreams.
Each step of indexing, flagging and filtering is performed first on the real data, and then on the
simulation. Steps that include data flagging take the specific flags set for the real data and apply
them to the simulated timestreams. Relative gain values are calculated based on the real data, and
then subsequently loaded during the processing of the simulation. Maps are made from the filtered
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simulated timestreams, and then coadded together for the full set of scans. This final map, MS ,
represents how the flux from a point source would appear in the final sky map. Figure 3.17 shows
an example of a point source transfer function.
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Figure 3.17 Left: A cross-section from the beam convolved delta function MB (red) is compared to
the filtered map MS (black). Right: The normalized 2-dimensional point source transfer function.
To use this map as a transfer function (K), a normalization factor based on the total flux
in the beam convolved map and the different pixel sizes in the initial delta function and filtered
simulation maps is applied,
K =
1
ΣMB
· AS
AB
·Ms, (3.32)
where ΣMB is the total signal in MB, and AB and AS are the pixel areas in the simulation map
MB and the filtered map MS , respectively. The point source transfer function can be convolved
with any source flux model to create a 2-D representation of how that source would appear in a
filtered APEX-SZ map, assuming that the transfer function is not a function of map position. We
do not deconvolve the transfer function from the APEX-SZ map, as this would significantly amplify
the noise.
The point source transfer function is a measure of how to translate a point source signal in
APEX-SZ maps into a measurement of the true sky signal. Several other methods of accomplishing
this goal were investigated for use in APEX-SZ analysis before concluding that the transfer function
was best suited to our needs. Discussed in Appendix B, these techniques include source masking,
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iterative mapping, the CLEAN algorithm, and maximum likelihood radial profile analysis.
3.5 Filter Choices & Final Maps
Each cluster observed by APEX-SZ was subject to different atmospheric conditions and array
characteristics in the raw timestreams. Therefore, it is necessary to tailor the specific timestream
filters to the needs of each cluster. Several different filtering combinations are used to reduce a
given cluster. An example of eight different filter sets as applied to Abell 1835 is shown in Figure
3.18. It is apparent that different filtering schemes can have significantly different effects on both
the quality of atmospheric noise removal and attenuation of cluster signal.
Ideally, the desired reduction is the one which has the smallest uncertainty in the measure-
ment of the cluster signal amplitude, σT . Using σT as a metric combines information about the
noise properties of the final map as well as the amount of signal preserved by the filtering process.
Our choice of filter does depend on the magnitude of the cluster in the reduced map. This prevents
human bias, as well as providing a method to differentiate between maps in the cases where there
is no cluster signal. To quantify this metric, we first create jackknife noise maps for each reduction.
A symmetric isothermal β-model, discussed further in Section 3.6, is fit to the noise map using
a simple unconstrained nonlinear minimization of χ2. The x and y coordinates are fixed to the
central map pixel and β is fixed to a value of 0.86. This model is fit 11 times for each filtering
strategy, using a different fixed value of core radius (θc) from 40 to 140 arcseconds in increments of
10 arcseconds. The uncertainty in signal amplitude is determined from the inverse of the associated
curvature matrix. For most of the clusters comparing the β-model fit uncertainties across the differ-
ent filtering strategies selects the same filter set for all 11 cluster core radii. In the few cases where
different radii β-model disagree on the choice (usually no more that 2-4% between reductions), the
reduction with the minimum σT for the most input core radii is chosen. The final maps along
with a single jackknife noise map realization are presented in Figures 3.19–3.65 for all 47 clusters.
These maps have been smoothed with a one arcminute Gaussian kernel for visualization purposes,
however, all subsequent analysis is performed on the unconvolved maps.
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Figure 3.18 Sky maps of Abell 1835 demonstrating the effect of different timestream filtering
strategies on cluster signal and atmospheric noise. The filters range from a Butterworth band-
pass (wknee,1 = 0.1, wknee,2 = 20 Hz) with first order spatial template removal shown in the upper
left, to poly-cosecant removal with first order wafer-based spatial template removal shown in the
lower right.
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Figure 3.19 Abell 2744 temperature (left) and jackknife noise (right) maps. Both maps have been
smoothed with a one arcminute Gaussian for visual presentation and have units of ∆TCMB µK
.
Figure 3.20 RXCJ0019.0-2026
Figure 3.21 Abell 2813
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Figure 3.22 Abell 209
Figure 3.23 XLSSJ022145.2-034617
Figure 3.24 RXCJ0232.2-4420
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Figure 3.25 RXCJ0245.4-5302
Figure 3.26 Abell 383
Figure 3.27 RXCJ0437.1+0043
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Figure 3.28 MS0451.6-0305
Figure 3.29 Abell 520
Figure 3.30 RXCJ0516.6-5430
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Figure 3.31 RXCJ0528.9-3927
Figure 3.32 RXCJ0532.9-3701
Figure 3.33 Abell 3404
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Figure 3.34 1ES 0657-56
Figure 3.35 Abell 907
Figure 3.36 XMMXCSJ095940.8+023111.3
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Figure 3.37 RXCJ1023.6+0411
Figure 3.38 MS1054.4-0321
Figure 3.39 MACSJ1115.8+0129
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Figure 3.40 Abell 1300
Figure 3.41 XMMXCSJ113232.2-344350.1
Figure 3.42 RXCJ1135.6-2019
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Figure 3.43 RXCJ1206.2-0848
Figure 3.44 XMMUJ1230.3+1339
Figure 3.45 RDCSJ1252-2927
99
Figure 3.46 MACSJ1311.0-0311
Figure 3.47 Abell 1689
Figure 3.48 RXCJ1347.5-1144
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Figure 3.49 MACSJ1359.1-1929
Figure 3.50 Abell 1835
Figure 3.51 RXCJ1504.1-0248
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Figure 3.52 Abell 2163
Figure 3.53 Abell 2204
Figure 3.54 MACSJ1931.8-2635
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Figure 3.55 RXCJ2011.3-5725
Figure 3.56 RXCJ2014.8-2430
Figure 3.57 MACSJ2046.0-3430
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Figure 3.58 RXCJ2151.0-0736
Figure 3.59 RXCJ2214.9-1359
Figure 3.60 XMMXCSJ2215.9-1738
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Figure 3.61 XMMUJ2235.3-2557
Figure 3.62 RXCJ2243.3-0935
Figure 3.63 Abell S1077
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Figure 3.64 Abell 2537
Figure 3.65 RXCJ2337.6+0016
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3.6 SZ Signal Modeling
The cluster maps presented in Section 3.5 represent the true sky signal convolved with the
transfer function. To measure the true cluster signal, we assume a parametric model to which the
transfer function is applied and then compared with the data. In this work I use two different
models for the intrinsic sky signal: the isothermal β-model and the generalized Navarro-Frenk-
White model.
3.6.1 The Isothermal β-model
First introduced by Cavaliere & Fusco-Femiano [1976] and Cavaliere & Fusco-Femiano [1978],
the isothermal β-model assumes the ICM is an isothermal sphere of gas in hydrostatic equilibrium,
which leads to an electron density described by
ne(r) = ne0
(
1 +
r2
r2c
)−3β/2
, (3.33)
where ne0 is the central electron density and rc is the core radius of the cluster. The power law
index β describes the ratio of kinetic energy in galaxies to that in the gas, β = µmpσ2gal/kTgas,
where σgal is the velocity dispersion of galaxies. From Equation 1.10, the SZE profile becomes
∆TSZE = ∆T0
(
1 +
θ2
θ2c
)(1−3β)/2
. (3.34)
As discussed in Sections 1.4.5 and 1.4.6, it is accepted that the isothermal β-model provides a
satisfactory description of the inner regions of relaxed clusters. The model is less appropriate in
the outskirts where the cluster temperature has been shown to decrease, weakening the isothermal
assumption. From a hydrostatic standpoint, the isothermal β-model is also inappropriate for dy-
namically disturbed clusters. However, the isothermal-β model does provide a simple mathematical
form that can be solved analytically. As it has been used by many other experiments, it is also a
useful metric to compare measurements of common targets.
In this work we modify Equation 3.34 to an elliptical β-model,
∆TSZE = ∆T0 (1 +A+B)
(1−3β)/2 , (3.35)
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where
A =
(cosΦ(x− xc) + sinΦ(y − yc))2
θc
,
B =
(− sinΦ(x− xc) + cosΦ(y − yc))2
(ηθc)2
.
The model is parametrized by the centroid coordinates xc and yc, the central temperature decrement
∆T0, the angular core radius θc, the power law slope β, the ellipticity η, and the orientation angle
of the ellipse Φ.
3.6.2 The Generalized Navarro-Frenk-White Model
The Generalized Navarro-Frenk-White model (GNFW) is a generalization of the numerical
results from Navarro et al. [1997] for the distribution of mass in a dark matter halo,
ρ =
ρ0(
r
rp
)(
1 + rrp
)2 , (3.36)
where ρ0 is a normalized density and rp is a scale radius. The GNFW model was proposed by Nagai
et al. [2007] as a simple parametrization of the cluster pressure profile it has since been employed
in several studies [Mroczkowski et al., 2009; Plagge et al., 2010; Sayers et al., 2011; Marrone et al.,
2011]. In comparison to the isothermal β-model, the GNFW does not make any assumptions about
the cluster temperature profile. Instead, it is based on the assumption that the cluster thermal
pressure profile is primarily defined by the gravitationally dominant dark matter component. The
main discrepancy between cluster masses measured using the isothermal β-model and the GNFW
model occurs outside the cluster core, where isothermality becomes an increasingly poor assumption
[Mroczkowski et al., 2009]. For the GNFW model the radial electron pressure profile is defined by,
Pe(r) =
P0
(r/rp)c[1 + (r/rp)a](b−c)/a
, (3.37)
where P0 is the central normalization, rp is a scale radius, and (a, b, c) define the profile slope at
r ∼ rp, r  rp, r  rp, respectively. For the work presented here, the slopes are fixed to best fit
values (0.9, 5.0, 0.4) from both the Chandra data and numerical simulations in Nagai et al. [2007].
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Equation 1.10 can easily be written in terms of the electron pressure to parametrize the measured
SZE flux,
∆TSZE
TCMB
= f(x) ·
∫
σT
mec2
Pedl. (3.38)
There is no simple analytic solution to Equation 3.38; therefore the integral is numerically evaluated
along the line-of-sight when creating the 2-dimensional projection for use in modeling.
3.6.3 Markov Chain Monte Carlo Modeling
We take a maximum likelihood approach to modeling the data by exploring the N-dimensional
likelihood space, L = e−χ2(~Θ)/2, as a function of the model parameters ~Θ. For a given ~Θ, we first
create a 2-dimensional model map and convolve it with the transfer function, M′(~Θ) = K ∗M(~Θ).
The χ2 statistic is then defined as,
χ2 = (D˜− M˜′(~Θ))TC˜−1n (D˜− M˜′(~Θ)), (3.39)
where D is the npixel×npixel sky map,M(~Θ) is the npixel×npixel transfer function convolved model
map, and C−1n is the inverse of the noise covariance matrix. Each of these individual components
is transformed to the Fourier domain, denoted by D˜ and M˜′, because we create the inverse noise
covariance matrix C˜−1n in the Fourier domain (as described in Section 3.3).
The jackknife method for determining the noise covariance matrix removes both the cluster
signal and the primary CMB anisotropy present in the sky map from the noise map. It is important
to account for additional noise due to the CMB in the inverse noise covariance matrix. Therefore,
CMB map realizations are created from the WMAP5 best fit power spectrum [Nolta et al., 2009],
convolved with point source transfer function, and added to each jackknife noise map realization.
Markov Chain Monte Carlo (MCMC) modeling is a method of mapping out an N-dimensional
likelihood surface using less computational resources than brute force N-dimensional gridding. In
MCMC, a random step is taken in the parameter space. The likelihood at this new position is
compared to that at the current position and using an acceptance criteria, either accepts the new
position or remains at the current position. For a given set of parameters at the current step ~Θn
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and the random step ~Θn+1, the ratio of the likelihoods is,
Ln+1
Ln =
Lprior(~Θn+1)
Lprior(~Θn)
e−χ2(~Θn+1)/2
e−χ2(~Θn)/2
. (3.40)
Here Lprior is a prior imposed on the parameters ~Θn restricting their possible values to physically
meaningful values. For example, in the both of the models discussed previously if the physical
size parameter rc or rp is less than zero, Lprior = 0. Given an appropriate acceptance criteria and
enough random steps the measured likelihood distribution will become stable and converge to the
underlying likelihood surface, where the number of steps at a given ~Θ is directly proportional to the
posterior probability [Press et al., 2007]. For the modeling described here3 , the Metropolis-Hastings
criteria is used in which an acceptance probability is defined as,
α(~Θn, ~Θn+1) = min
(
1,
Ln+1
Ln
)
. (3.41)
The new step ~Θn+1 always accepted if Ln+1/Ln > 1. If the value is less than unity, it is accepted
with probability Ln+1/Ln. The output of the MCMC is a chain of parameter sets that were
accepted. The more time the chain spent in a specific region of parameter space, the more likelihood
is associated with that region.
Beyond the acceptance criteria, there are three main considerations for the MCMC modeling:
the initial burn-in period, the step size, and the number of steps necessary for convergence. At
the beginning of an MCMC the parameter chain starts at user-defined values. There is a burn-in
period in the chain where the parameters are moving away from these starting values towards the
equilibrium distribution. Eventually, the chain will no longer depend on the user-defined inputs.
It is important to discard the burn-in to prevent extremely unlikely starting values from distorting
the final likelihood surface. We discard the first 0.5% of each MCMC chain to remove the burn-in
period.
The rate of convergence for an MCMC parameter chain is heavily influenced by the step size
for each parameter in ~Θ. The MCMC takes a user-defined input step size ∆~Θ and for an initial
3 The APEX-SZ MCMC algorithms presented here were developed by James Kennedy at McGill University.
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1000 steps, it chooses a random step size from a normal distribution with mean zero and standard
deviation ∆~Θ. A new, more efficient step size is then determined from the eigendecomposition of
the covariance matrix of this small chain. The chain is then restarted with the updated step size.
The number of steps in the MCMC parameter chain is determined through a Raftery-Lewis
test on an initial sample of 1000 steps. The Raftery-Lewis test estimates the number of steps needed
to estimate the likelihood of the q-quantile (q = 0.16 for a 68% confidence interval) to an accuracy
of r (r = 0.01 for 1% accuracy) with probability s (s = 0.9). For an overview of the Raftery-Lewis
test, refer to Gilks & Richardson [1996]. Two additional convergence tests are performed on the
full MCMC parameter chain: the Geweke Z-score and the Gelman-Rubin R-statistic. The Geweke
Z-score compares the mean values for first 10% of the chain (after burn-in is removed) with the
final 50% for each parameter. When this difference is divided by its estimated uncertainty (which
is measured from the spectral density at w = 0) and the chain has reached convergence, the Z-
score is drawn from a normal distribution with mean zero and standard deviation equal to unity.
Therefore a Z-score in the extreme tail of this distribution indicates the MCMC chain has not
converged. We take values of Z < 3 to indicate convergence. The Gelman-Rubin diagnostic splits
the chains for each parameter into three sections. The variance within each section (inter-section) is
combined with the variance between each section and compared to the inter-section variance [Gilks
& Richardson, 1996]. As the chain converges, the value of R will approach unity. We consider
values of R < 1.3 to indicate convergence of the parameter chain to the equilibrium distribution,
although usually R is less than 1.1.
The final step in the process of MCMC modeling is to evaluate the goodness of fit. The χ2
statistic for the maximum likelihood model provides an easy check, where the probability to exceed
(PTE) χ2MLE for a given degrees of freedom (ν), determined by the number of pixels in the map
less the number of fit parameters is given by
PTE = 1−
∫ χ2MLE
−∞
p(χ2|ν)dχ2. (3.42)
Speaking very generally, an extremely low (< 0.05) or high (> 0.95) PTE would indicate a poor
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fit.
3.6.4 Map Noise Stationarity
The assumption that the Fourier transform of the inverse covariance is diagonal used in
Equation 3.39 relies on the stationarity of noise within the designated fitting region. When this
assumption is violated, the model fits become systematically biased. With large numbers of channels
being cut, many of which are within the same wafer on the array, gaps appear in the coverage
pattern causing non-stationarity in the maps. We created simulations to perform a statistical test
on restrictions of the noise stationarity assumption due to uneven coverage regions in the final
maps.
A set of time-domain simulations is created for each cluster with questionable coverage.
Similar to the point source transfer function, a simulated timestream is created for each data scan
and the exact flagging, filtering and mapping process performed on the real data is mimicked onto
the simulation. In this case, the simulated timestreams consist of independent white noise combined
with an isothermal β-model. The symmetric β-model is inserted at the center of the map (∆ RA =
0, ∆ Dec = 0), with a core radius θc = 80 arcseconds, β = 0.86. Three different central temperature
decrements are used (4 simulations each with ∆T0 = 800 and 500 µK CMB, 12 simulations with
∆T0 = 300 µK CMB) to probe a range of signal-to-noise. An example of the resulting 20 simulation
maps is shown in Figure 3.66.
An isothermal β-model with two free parameters (θc and ∆T0) is fit to each simulation
using the Markov Chain Monte Carlo method. An integrated-Y likelihood distribution (psim(Y ),
described in detail in Section 4.2) is calculated for each of the resulting MCMC parameter chains,
assuming a simulated cluster redshift and temperature (z = 0.2, kT = 10 keV), to a radius r = r500.
An example of these distributions is shown in Figure 3.67.
Comparing these distributions to the known input value Y500,input, the fraction of the distri-
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Figure 3.66 Coadded maps for 20 noise stationarity simulations based on the data from RXCJ0232.2-
4420, arranged from high to low signal-to-noise.
bution less than the input value CDFY is,
CDFY =
∫ Y500,input
0 fsim(Y )dY∫∞
0 psim(Y )dY
. (3.43)
If psim(Y ) estimates the true likelihood distribution (with maximum likelihood value YMLE and
uncertainty σY ) and is unbiased, then we expect YMLE to be distributed around the input value
with scatter σY . Equivalently, the distribution of CDFY is expected to be uniform.4
The measured CDFY for each of the 20 simulations is histogrammed (hi, where i = 1...N)
and statistically compared to a uniform distribution. For a uniform distribution the expectation
value is E(x) = µ and the variance is σ2 = µ. The χ2 statistic comparing the distribution hi to a
uniform distribution is,
χ2 =
Nbins∑
i
(hi − 20Nbins )2
20/Nbins
, (3.44)
4 This is a simplification for the actual simulations as σY varies based on the input simulated cluster decrement.
However, the distribution of CDFY is still expected to be uniform.
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Figure 3.67 The Y500 distributions (in units of 10−9 sr) for the 20 simulated clusters shown in Figure
3.66. The input value, Y500,input, is depicted by the red line.
where Nbins is the number of bins in the histogram. The probability to exceed (PTE) is determined
from the theoretical χ2 distribution with Nbins − 1 degrees of freedom, shown in Equation 3.42. A
very high or low PTE indicates that the modeling results are biased. In addition, even if the PTE
indicates consistency with a uniform distribution, if there are significantly more values of CDFY
less than 50% than greater than 50% (or vice versa), concerns of bias remain.
Sets of the simulations described here were created and statistically tested for 12 of the 47
clusters. These clusters were chosen based on non-uniformity exhibited by jackknife noise maps
within a 10 × 10 arcminute region centered in the map. We quantify the non-uniformity by the
variance of the noise map in this region σ2noise and the 12 clusters chosen had the highest fractional
values of σnoise (referenced to the mean value in the same region). Strong systematic bias in the
model fits due to the fitting region is seen for three clusters (RXCJ0516.5-5430, Abell S1077, and
1ES 0657-56) If this region were used in modeling the real data, the resulting Y500 measurements
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Figure 3.68 The histogram of the measured CDFY for each of the 20 Y500 distributions shown
in Figure 3.67. In this case the probability to exceed when compared to a uniform distribution
(µ = 2), is 0.83.
would be biased high compared to the true value. If instead the fitting region is reduced, the bias
is no longer present. A secondary effect observed in the histograms of eight of the simulated data
sets is the aggregation of simulations where the Y distribution is preferentially higher than the
theoretical input. This effect is a result of parameter degeneracy between the central temperature
decrement and core radius, discussed in detail in the following section. Our filtering removes much
of the low-frequency information in the map, and the resulting parameter degeneracy creates an
asymmetric tail on the high end of the integrated-Y distributions. This unconstrained tail is the
cause of asymmetry in the simulation histograms. If we place a prior on the allowed core radius,
the histogram asymmetry is reduced.
3.6.5 Priors on Individual Parameters
The elliptical isothermal β-model contains several parameters that are degenerate. In partic-
ular, the core radius rc and power law slope β exhibit significant degeneracy that APEX-SZ maps
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do not have the power to resolve. We therefore fix the value of β for all clusters to β = 0.86. This
value was chosen based on the work of Plagge et al. [2010], which measured a stacked self-similar
SZE profile. As mentioned previously, the GNFW power law slopes (a, b, c) are fixed to values of
(0.9, 5.0, 0.4).
In several cases the reduced APEX-SZ map presents either a low signal-to-noise cluster
detection or non-detection (for example see Figures 3.46 and 3.20). For these cases, the central
temperature decrement ∆T0 and size parameter r (either rc or rp) become extremely degenerate.
Two examples of this degeneracy are shown in Figure 3.69. As ∆T0 approaches zero, r is allowed to
increase to physically unrealistic values. Additionally, as r becomes increasingly large, the profile
flattens. After applying the point source transfer function, information on large spatial scales has
been removed and the resulting filtered profile is a statistically reasonable fit to the data. This
effect is seen in both the real data and in noise-only simulations similar to those described in the
previous section. Therefore, it is important to place physically motivated prior on r to prevent an
unnecessary inflation of uncertainties due to this degeneracy. From previous literature estimates of
SZE β-model profiles [LaRoque et al., 2006; Plagge et al., 2010], rc is generally less than one half
of r2500. A uniform prior is therefore placed on rc such that the likelihood of a given parameter set
is zero is rc < 0 or rc > 1.5 r2500. The factor of 1.5 was chosen to prevent an extreme blow-up of
the r −∆T0 degeneracy to unphysical values while allowing sufficient parameter space around the
intrinsic value of rc for the MCMC to explore. For the GNFW model, the parameter rp is defined
in terms of a concentration value (c500) with respect to r500 (rp = r500/c500). Nagai et al. [2007]
measure a c500 ≈ 1.3 from X-ray data and Plagge et al. [2010] find c500 ≈ 1 from SPT SZE data.
Therefore, similar to the β-model prior, we place a uniform prior on rp such that 0 < rp < 1.5r500.
In addition to the prior on r, the coordinate of the central decrement is fixed to the X-ray centroid
for the non-detections. The isothermal β-model is also assumed to spherical in these cases (η = 1,
Φ = 0).
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Figure 3.69 The 2-D likelihood surfaces from MCMC modeling of simulated clusters, where low
and high likelihoods are represented by blue and red, respectively. The left panel is the result for
a high signal-to-noise cluster, the middle a low signal-to-noise cluster and the right panel is the
result from a noise-only simulation. Degeneracy in rc and ∆T0 is evident in both the middle and
right panels through the elongation and distortion of the likelihood surface.
3.6.6 A Preferred Model
The maximum likelihood parameters for both models, along with the respective χ2MLE prob-
ability to exceed, are given in Tables 3.2 and 3.3. Static parameters are denoted by the lack of
68% uncertainties. The two models can be compared on a cluster-by-cluster basis by computing
the ratio R of the integrated likelihoods,
R =
∫
e−χ
2
β/2dxcdycd∆T0dθcdηdφ∫
e−χ2GNFW/2dxcdycd∆T0drp
. (3.45)
The values for R are also listed in Table 3.3. For example, Abell 2204 has R = -1.12, suggesting
that that the GNFW model is favored over the isothermal β-model. For the clusters presented here
27 out of 47 favor the GNFW model. This consistent with our expectations as the two models are
most differentiated in the cluster outskirts, where APEX-SZ data has little power to constrain the
profile.
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Chapter 4
APEX-SZ Scaling Relations
Sunyaev-Zel’dovich effect scaling relations provide insight into cluster astrophysics by con-
straining the global thermal energy and testing the validity of self-similar evolution. These scaling
relations also inform the importance of systematic effects related to cluster mass estimates in cos-
mologically motivated SZE blind cluster surveys. These systematics include assumptions inherent
to measuring the sky signal as well as the intrinsic astrophysical properties of the systems. In
this chapter, I present integrated-Y scaling relations calculated from the isothermal β- and GNFW
models described in the previous chapter. I present the chosen method for linear regression anal-
ysis and discuss the results of this analysis in the the context of the full cluster sample as well
as several interesting subsets. Lastly, the results are compared to expectations from theory and
numerical simulations, as well as to observational results from complementary SZE experiments.
For all measurements presented here, a flat ΛCDM cosmology with ΩM = 0.3, ΩΛ=0.7 and H0=70
km/s/Mpc is assumed.
4.1 X-ray Mass Proxies
In addition to the APEX-SZ measurements of Y500, discussed in the following section, an
estimate of cluster mass is required to form a scaling relation. As discussed in Chapter 1, there
are many different ways of approaching this problem. For the work presented here, we use X-ray
temperatures from the literature as a proxy for total cluster mass. Because the total cluster mass
is expected to scale with X-ray temperature according to M ∼ T 3/2E(z)−1, a 5 keV cluster would
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have a total mass of approximately 3×1014h−1M [Vikhlinin et al., 2009]. In the future, we would
also like to use Mgas and YX as mass proxies for scaling relations. Unfortunately this information
is not currently available for all of the APEX-SZ clusters, and therefore only Y500 − TX scaling
relations are presented in this thesis.
X-ray measurements are inherently challenging, owing to the long exposure times required
to achieve reasonable S/N (especially in the outer regions) and the limited field-of-view of some
X-ray telescopes, such as Chandra, that are designed instead for high-resolution. The current
literature contains a myriad of X-ray temperatures, each measured using different methodologies
and instruments. Choices of aperture size within which the measurement is made, whether or not to
exclude the core region, and if the temperature is measured from surface brightness or spectroscopic
model all impact the final values and their subsequent interpretation. Using a single temperature
to represent the entire cluster is also problematic, as clusters are not isothermal [Vikhlinin et al.,
2006; Arnaud et al., 2010]. When deriving the temperature from surface brightness modeling, the
analytic form for the cluster temperature profile must have many free parameters to encompass
observed differences between clusters. Comparing measurements across multiple instruments also
results in increased scatter. Both the field-of-view, which influences the modeling of background
counts, and bandpass are different for each instrument. Many temperature estimates agree within
uncertainties or are biased in a consistent manner, however, some are significantly discrepant. The
choice to use literature values is not ideal, and an effort for a more uniform X-ray analysis of
APEX-SZ clusters is underway by Florian Pacaud at Bonn University. In addition to a consistent
analysis, we will also be able to place stronger joint constraints on the cluster profiles as well as
investigate the YSZE −Mgas and YSZE − YX scaling relations.
The redshifts and X-ray temperatures for the 47 clusters included in this sample are given
in Table 4.1 along with the associated references. These measurements were all made with either
the XMM-Newton or Chandra X-ray satellites. Where possible, X-ray temperatures were chosen
that had the central region excluded. Inclusion of the core region can lead to an underestimated
global temperature for the cool-core clusters present within our sample. All of these temperatures
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were measured spectroscopically. For four of the REFLEX-DXL clusters, the uncertainty in the
temperature measurement is currently unavailable. These clusters are assigned an uncertainty of
±1 keV, corresponding to approximately ±12% uncertainty, for the linear regression analysis of the
scaling relations (see Section 4.3).
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Table 4.1. Summary of cluster physical properties.
Cluster Name redshift TX (keV) Ref. Morphology Ref.
Abell 2744 0.307 10.10± 0.3 2 disturbed 2
RXCJ0019.0-2026 0.277 8.15 3 unknown · · ·
Abell 2813 0.292 7.00± 0.4 1 elliptical 1
Abell 209 0.209 7.10± 0.3 1 relaxed 1
XLSS J022145.2-034617 0.430 4.80+0.6−0.5 8 unknown · · ·
RXCJ0232.2-4420 0.284 6.60± 0.3 1 relaxed 1
RXCJ0245.4-5302 0.302 8.27 3 unknown · · ·
Abell 383 0.187 4.70± 0.2 1 relaxed 1
RXCJ0437.1+0043 0.284 5.10± 0.3 2 elliptical 2
MS0451.6-0305 0.550 6.60+0.2−0.6 12 disturbed 20
Abell 520 0.203 7.23± 0.2 4 disturbed 17
RXCJ0516.6-5430 0.294 6.70± 0.5 1 elliptical 1
RXCJ0528.9-3927 0.284 6.60± 0.5 1 disturbed 1
RXCJ0532.9-3701 0.275 7.70± 0.6 1 relaxed 1
Abell 3404 0.164 7.60± 0.3 1 elliptical 1
1ES 0657-56 0.296 10.70± 0.4 1 disturbed 1
Abell 907 0.160 5.80± 0.3 1 elliptical 1
XMMXCSJ095940.8+023111.3 0.720 6.89+1.0−0.8 10 unknown · · ·
RXCJ1023.6+0411 0.291 8.38± 0.4 4 relaxed 14
MS1054.4-0321 0.830 8.30± 0.7 15 disturbed 20
MACSJ1115.8+0129 0.355 9.20± 1.0 4 relaxed 14
Abell 1300 0.308 9.20± 0.4 2 disturbed 16
XMMXCSJ113232.2-344350.1 0.680 5.60+1.4−0.8 10 unknown · · ·
RXCJ1135.6-2019 0.305 8.63 3 unknown · · ·
RXCJ1206.2-0848 0.439 10.71± 1.3 4 relaxed 16
XMMUJ1230.3+1339 0.975 6.00+1.6−1.2 5 disturbed 5
RDCSJ1252-2927 1.240 6.60+1.5−1.2 7 disturbed 18
MACSJ1311.0-0311 0.494 6.20± 0.7 12 relaxed 14
Abell 1689 0.184 8.50± 0.2 1 relaxed 1
RXCJ1347.5-1144 0.451 10.75± 0.8 4 relaxed 14
MACSJ1359.1-1929 0.447 6.73± 1.0 14 relaxed 14
Abell 1835 0.253 8.40± 0.3 1 relaxed 1
RXCJ1504.1-0248 0.215 8.00± 0.4 4 relaxed 14
Abell 2163 0.203 12.27± 0.9 4 disturbed 17
Abell 2204 0.152 7.60± 0.2 1 relaxed 14
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Table 4.1 (cont’d)
Cluster Name redshift TX (keV) Ref. Morphology Ref.
MACSJ1931.8-2635 0.352 7.47± 1.4 4 relaxed 14
RXCJ2011.3-5725 0.279 3.30± 0.3 12 disturbed 2
RXCJ2014.8-2430 0.161 5.63± 0.1 13 relaxed 13
MACSJ2046.0-3430 0.423 5.81± 1.0 14 relaxed 14
RXCJ2151.0-0736 0.284 7.97 3 unknown · · ·
RXCJ2214.9-1359 0.503 8.80± 0.7 9 relaxed 9
XMMXCSJ2215.9-1738 1.450 7.40+2.1−1.4 7 unknown · · ·
XMMUJ2235.3-2557 1.393 6.00+2.5−1.8 6 relaxed 19
RXCJ2243.3-0935 0.447 8.24± 0.9 4 disturbed 16
Abell S1077 0.313 8.00± 0.5 11 disturbed 11
Abell 2537 0.297 7.63± 0.9 4 relaxed 2
RXCJ2337.6+0016 0.278 7.50± 0.5 1 disturbed 1
Note. —
(1) Zhang et al. [2008] kT spec(0.2−0.5)r500
(2) Zhang et al. [2006] kT(0.1−0.5)r500
(3) Pacaud [2009] kT
(4) Mantz et al. [2010a] kT spec(0.15−0.5)r500
(5) Fassbender et al. [2011] kT spec
r<71′′
(6) Mullis et al. [2005] kT spec
r<50′′
(7) Culverhouse et al. [2010] kT spec
r<30′′
(8) Pacaud et al. [2007] kT spec
r<80′′
(9) Ebeling et al. [2007] kT spec70kpc<r<r1000
(10) Mehrtens et al. [2011] kT spec
(11) De Filippis et al. [2004] kT spec
r<2.5′
(12) Maughan et al. [2008] kT spec(0.15−1)r500
(13) Pratt et al. [2009] kT spec(0.15−1)r500
(14) Allen et al. [2008] kT specr<r2500
(15) Branchesi et al. [2007] kT spec
r<84′′
(16) Ebeling et al. [2010]
(17) Govoni et al. [2004]
(18) Demarco et al. [2007]
(19) Rosati et al. [2009]
(20) Andersson et al. [2009]
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4.2 Integrated-Y vs. X-ray Temperature
The APEX-SZ measurements presented in the previous chapter constrain the cluster profile
in units of ∆TCMB. The overall magnitude of the SZE signal depends on the frequency of the obser-
vation. SZE scaling relations are typically stated using the frequency-independent Comptonization
parameter y to enable a more global measurement that is comparable between different instru-
ments. To convert the APEX-SZ cluster temperature decrement measurements to Comptonization
we first calculate the frequency dependence of the SZE given in Equation 1.11. We use the work
of Nozawa et al. [2000] and the X-ray temperatures from Table 4.1 to calculate the relativistic
correction δSZE(hν/kbTCMB,TX) to the frequency dependent term.
We determine the integrated Comptonization Y500 within a cylindrical projection of radius
r = r500 for each cluster using the MCMC modeling results presented in the previous chapter.
Y500 is numerically evaluated at each parameter set in a given MCMC chain, resulting in a Y500
distribution that fully accounts for the effects of parameter degeneracy. The values of Y500 for both
the isothermal β- and GNFW model are given in Table 4.2. The 68% confidence interval is taken
directly from the full Y500 distribution, without any Gaussianity assumptions. Figures 4.1 and 4.2
present the Y500 − TX scaling relation based on the isothermal β-model and GNFW model results,
respectively. All Y500 measurements are scaled by a factor of d2AE(z) to remove effects due to the
different spatial extents of clusters as a function of redshift and the evolving critical density of the
universe.1
We infer values of the integration radius r500 from the X-ray based r − T scaling relation of
Vikhlinin et al. [2006]. While using such a scaling relation to determine r500 for creating SZE scaling
relations is not ideal, it enables a measurement of Y500 without introducing additional assumptions
about cluster gas mass fraction or 3-dimensional shape. The r∆ − T scaling relation is,
r∆hE(z) = r5
(
T
5 keV
)α/3
, (4.1)
1 The evolution of the X-ray temperatures as a function of redshift is accounted for in the original spectroscopic
modeling from the literature.
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where r∆ is the desired radius, either r2500 or r500, r5 is a normalization (units of h−1Mpc), and
α is a power-law coefficient. For ∆ = 500 and spectroscopically measured X-ray temperatures,
Vikhlinin et al. [2006] find that α = 1.58 ± 0.11 and r5 = 0.792 ± 0.015. Table 4.2 presents the
values of r2500 and r500 calculated from this method.
The power-law relationship between ICM temperature and the integrated-Y is given in Equa-
tion 1.15. When the data are transposed into log-basis this becomes the simple linear relation
log10[Y500d2AE (z )] = A+ B log10TX +N (µ = 0 , σ2Y,int) (4.2)
with three free parameters: the normalization A, the slope B, and an normally distributed intrinsic
scatter with mean zero and variance σ2Y,int. From this point on, I will only refer to log10(Y500)
for simplicity, with the explicit understanding that this includes the factor of d2AE(z). Under the
assumption of self-similarity, B is expected to be equal to 5/2. The normalization A is predicted
from numerical simulations, as no explicit theoretical prediction exists. The third free parameter,
σY,int, represents intrinsic Gaussian scatter with zero mean and variance σ2Y,int around Y500 (in the
log basis) that is introduced into the scaling relation due to cluster astrophysics including but not
limited to dynamical state, redshift, and projection effects. Intrinsic scatter can also include the
effects of point source contamination, discussed further in Section 4.4.3.
The majority of our integrated-Y likelihood distributions are Gaussian for clusters that are
detected. We transform the Y500 likelihood distribution to the log basis using the simple change of
variables
p(log10(Y500)) =
dY500
d log10(Y500)
p(Y500). (4.3)
where p(log10(Y500)) and p(Y500) are the Gaussian likelihood distributions of Y500 in the log and
linear basis, respectively. Under this transform it can be shown that,
σlogY = (σY · log10(e))/Y, (4.4)
where we take the uncertainty σY to be the average of the upper and lower 68% uncertainties,
σY = (σ+Y + σ
−
Y )/2. A similar average and transformation is performed on the uncertainties in the
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Figure 4.1 Y500 − TX measurements using the isothermal β-model.
Figure 4.2 Y500 − TX measurements using the GNFW model.
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X-ray temperatures to approximate the Gaussian likelihood distributions for these measurements
in the log basis.
In the case of clusters that were not detected, the integrated-Y distributions tend to be
more cuspy. For some of the non-detections the likelihood distributions differ significantly from a
Gaussian distribution. A negative value of Y500 is non-physical (except in the presence of point
sources) and presents difficulties when transforming the measurement to the log basis. In these
cases, we can determine the 95% upper limit from the complete likelihood distribution and plot the
result in Figures 4.1 and 4.2. Non-detections are also problematic in our Y500−TX scaling relations,
as the final likelihood distribution can be significantly influenced by the imposed prior in rc or rp
(the need for which is discussed in Section 3.6.5). We find that increasing or decreasing the prior
on cluster size results in an increase and decrease, respectively, in the 95% upper limit on Y500. For
example, RDCSJ1252-2927, XMMXCJ2215.9-1738 and XMMUJ2235.3-2557 have extremely small
uncertainties in their MLE estimate of Y500, providing strict upper limits on Y500. These three
clusters are also the highest-redshift clusters in our sample (z > 1). The chosen prior values take
into account the known temperature and redshift of each cluster, therefore, these three clusters
have extremely strict priors (for the β-model, rc . 45′′). By adjusting the prior, we can change
the upper limits in Y500 to almost any value, along with their relative importance in measuring the
best-fit line. Therefore, we must be extremely cautious in our treatment of non-detections when
performing linear regression.
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Table 4.2. Integrated-Y Measurements
Cluster Name r2500 r500 Y500,β Y500,GNFW
(′) (′) (10−10sr) (10−10sr)
Abell 2744 2.32 5.16 2.99+2.11−1.80 1.66
+0.78
−0.47
RXCJ0019.0-2026 2.25 5.03 0.55+0.37−0.36 0.90
+2.16
−0.60
Abell 2813 1.98 4.44 0.73+0.44−0.24 1.23
+1.53
−0.47
Abell 209 2.67 5.99 2.81+1.67−1.35 2.09
+1.40
−0.52
XLSS J022145.2-034617 1.16 2.62 0.15+0.13−0.04 0.69
+0.98
−0.47
RXCJ0232.2-4420 1.96 4.41 1.71+0.86−0.67 2.14
+0.43
−0.50
RXCJ0245.4-5302 2.11 4.71 1.24+0.70−0.42 2.55
+1.94
−0.99
Abell 383 2.36 5.32 0.85+0.86−0.56 0.75
+0.50
−0.30
RXCJ0437.1+0043 1.71 3.85 1.47+0.61−0.69 1.06
+0.44
−0.28
MS0451.6-0305 1.13 2.53 0.54+0.33−0.25 1.78
+2.05
−1.04
Abell 520 2.77 6.20 6.13+2.59−1.64 2.76
+0.42
−1.30
RXCJ0516.6-5430 1.92 4.31 3.42+1.59−1.04 1.31
+0.20
−0.37
RXCJ0528.9-3927 1.96 4.41 2.03+1.06−0.74 1.39
+0.38
−0.32
RXCJ0532.9-3701 2.20 4.91 3.24+1.76−0.87 2.40
+0.62
−0.58
Abell 3404 3.45 7.71 3.12+1.98−1.53 2.06
+3.25
−0.46
1ES 0657-56 2.47 5.48 9.56+1.41−1.10 11.12
+1.91
−1.96
Abell 907 3.04 6.84 1.54+1.27−0.76 1.48
+1.14
−0.46
XMMXCSJ095940.8+023111.3 0.99 2.22 (3.2× 10−3)+0.17−0.02 0.16+2.45−0.64
RXCJ1023.6+0411 2.19 4.90 1.90+0.64−0.65 2.12
+0.43
−0.62
MS1054.4-0321 0.91 2.03 0.74+0.21−0.20 1.86
+1.51
−0.50
MACSJ1115.8+0129 1.95 4.34 0.51+0.36−0.16 1.08
+2.07
−0.48
Abell 1300 2.20 4.89 1.22+0.85−0.36 2.09
+1.01
−0.52
XMMXCSJ113232.2-344350.1 0.86 1.95 (−3.8× 10−4)+0.09−0.05 0.05+1.70−1.31
RXCJ1135.6-2019 2.14 4.77 −0.01+2.11−0.07 0.08+1.13−0.61
RXCJ1206.2-0848 1.77 3.93 1.65+0.76−0.53 2.12
+0.97
−0.42
XMMUJ1230.3+1339 0.67 1.50 0.05+0.03−0.05 0.70
+4.17
−0.78
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Table 4.2 (cont’d)
Cluster Name r2500 r500 Y500,β Y500,GNFW
(′) (′) (10−10sr) (10−10sr)
RDCSJ1252-2927 0.58 1.30 (8.2× 10−5)+0.02−0.02 0.07+1.11−1.38
MACSJ1311.0-0311 1.19 2.67 0.06+0.18−0.07 0.19
+1.77
−0.44
Abell 1689 3.30 7.38 14.23+4.27−3.76 12.85
+2.26
−2.63
RXCJ1347.5-1144 1.73 3.85 2.45+0.79−0.62 2.73
+0.98
−0.53
MACSJ1359.1-1929 1.35 3.03 (−9.3× 10−5)+0.87−0.12 0.49+1.52−1.03
Abell 1835 2.48 5.53 5.91+1.77−1.63 4.26
+1.49
−0.86
RXCJ1504.1-0248 2.78 6.21 3.55+2.58−1.30 2.79
+1.94
−0.76
Abell 2163 3.70 8.20 5.27+6.48−3.73 3.40
+2.44
−0.97
Abell 2204 3.69 8.26 5.98+1.72−1.56 6.23
+3.69
−2.47
MACSJ1931.8-2635 1.75 3.91 (−4.2× 10−3)+0.28−0.30 0.14+0.85−0.99
RXCJ2011.3-5725 1.37 3.11 (−4.9× 10−3)+0.33−0.08 0.08+1.30−0.53
RXCJ2014.8-2430 2.97 6.70 0.32+3.00−1.65 1.04
+1.81
−0.68
MACSJ2046.0-3430 1.31 2.94 0.14+0.26−0.16 0.49
+2.78
−0.71
RXCJ2151.0-0736 2.18 4.87 2.12+1.38−1.27 1.15
+0.62
−0.43
RXCJ2214.9-1359 1.42 3.17 2.01+0.58−0.40 1.60
+0.45
−0.32
XMMXCSJ2215.9-1738 0.54 1.21 (8.4−4)+0.02−0.03 0.07
+1.43
−3.84
XMMUJ2235.3-2557 0.50 1.12 (3.1× 10−4)+0.03−0.01 0.09+2.46−2.25
RXCJ2243.3-0935 1.51 3.37 2.37+0.61−0.56 2.02
+0.40
−0.37
Abell S1077 2.01 4.48 2.46+3.01−2.09 1.38
+0.87
−0.76
Abell 2537 2.05 4.58 2.56+1.37−1.17 1.73
+0.43
−0.40
RXCJ2337.6+0016 2.15 4.80 1.57+1.00−0.95 1.32
+0.66
−0.44
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4.3 A Method of Linear Regression
In order to compare our scaling relations with results from other experiments, predictions
from numerical simulations, and theoretical predictions, a linear regression analysis of the data
shown in Figures 4.1 and 4.2 is performed. Traditionally, linear regression for a set of data points
with a given Gaussian uncertainty in the y-coordinate is a simple problem. In the case where
there are uncertainties in both the x- and y-coordinates, the complexity of this problem increases
significantly. Our data set further increases the complexity of the analysis due to the inclusion of
clusters that were not detected. Several different approaches to this problem have been proposed.
Press et al. [2007] suggest minimizing a simple χ2 statistic that incorporates uncertainties in both
coordinates,
χ2(A,B) =
N∑
i=1
(yi −A−Bxi)2
σ2yi +B2σ
2
xi
. (4.5)
Weiner et al. [2006] provide a prescription for a likelihood statistic that includes uncertainties in
both coordinates and an intrinsic scatter term.
loge(L) = −
N∑
i=1
(yi −A− Bxi)2
σ2yi +B2σ
2
xi + σ
2
int
(4.6)
Austermann et al. [2010] create random realizations of their data set based on the full 2-dimensional
likelihood distribution for each point and perform linear regression on each set to determine fit
parameters A and B. We simulated data based on a theoretical scaling relations model with
Gaussian measurement uncertainties of similar magnitude to the real APEX-SZ scaling relations to
probe the properties of each fitting method. One hundred independent realizations of the simulated
data set were created and regression parameters were fit using each method. For each of the methods
described above, we found that the output likelihood distribution with respect to the regression
parameters (A and B) were biased in comparison to the theoretical input. Combining the maximum
likelihood (MLE) parameters from all 100 trials, we found that the difference between the theoretical
inputs and the mean MLE estimate was greater than the uncertainty in that mean value. Also, the
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68% confidence region from each individual trial did not include the theoretical input values 68%
of the time. Of these three estimators, the simple χ2 was the least biased, however, it does not
easily take into account non-Gaussian likelihood distributions or non-detection upper limits. The
bias in the χ2 and Weiner estimator has also been demonstrated in Kelly [2007].
An alternative Bayesian method for sampling the posterior likelihood distribution of the
measured data given the fit parameters A, B, and σint is proposed by Kelly [2007], hereafter
referred to as the Kelly algorithm. This publicly available code2 includes treatment of measurement
uncertainties in both coordinates, the intrinsic scatter term, and non-detections, and has been used
by Andersson et al. [2011] and Marrone et al. [2011] to estimate linear regression parameters
of cluster scaling relations. We perform a series of tests with simulated data to determine how
best to use this algorithm with our complicated integrated-Y data. First, we create 100 simple
sets of simulated points randomly scattered about a known line (A = −6, B = 2.5) according
to Gaussian measurement errors in both the x- and y-coordinates. We also include an intrinsic
scatter, σint = 0.2, which introduces additional scatter in the y-coordinate accordingly to a normal
distribution with mean zero and variance σ2int. Figure 4.3 shows the simulated points for a single
simulation.
Linear regression parameters are determined for each simulated set of points using the Kelly
algorithm. The direct output from the algorithm is an MCMC chain, similar to those described
in Section 3.6.3. The number of steps the chain spends in a specific region of parameter space is
proportional to the posterior likelihood. Figure 4.4 shows the posterior distributions for the three
regression parameters (A, B and σint).
The maximum likelihood estimate (MLE) and 68% confidence intervals are determined from
the posterior distribution of each parameter. Examining the set of 100 simulations as a whole, we
find that the distributions of MLE parameters are unbiased compared to the input line parameters.
That is to say, the difference between the mean value from 100 simulations and the expected input
value is less than the uncertainty in the mean (see Figure 4.5), in agreement with similar tests
2 http://idlastro.gsfc.nasa.gov/ftp/pro/math/linmix err.pro
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Figure 4.3 The data points for a single basic simulation set with Gaussian scatter due to measure-
ment uncertainty and intrinsic scatter around an input line. The red line shows the best line from
the Kelly algorithm.
performed by the author.
We make two significant approximations when transforming integrated-Y measurements to
the log basis: symmetric uncertainties in the linear basis, and symmetric uncertainties in the log
basis (see Equation 4.4). The true distribution of integrated-Y in the log basis is not symmetric. We
test our ability to recover the scaling relation power law under these assumptions through additional
simulations. For each simulation, a known power law is sampled using the X-ray temperatures
from the APEX-SZ cluster sample. Measurement uncertainty is introduced into each point ytrue
by drawing random variates from a Gaussian distribution with mean zero and variance σ2y in the
linear basis. We assume equal measurement uncertainty for all points. Intrinsic scatter, which has
a log-normal distribution, is also introduced in the linear using the reverse transform of Equation
4.4.3 The data is transformed to the log-basis, where we also introduce Gaussian scatter into
the x-variable based on the true uncertainty in X-ray temperature. One hundred independent
simulated sets of point are created and fit using the Kelly algorithm and the resulting distributions
of MLE parameters are shown in Figure 4.6. We find that although the input values for A, B
and σint are recovered within the standard deviation of the distribution, the estimator is no longer
3 Additional simulations not shown here found that neglecting intrinsic scatter biases the resulting regression
parameters.
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Figure 4.4 The posterior likelihood distributions output from the Kelly algorithm for the data
shown in Figure 4.3. The blue solid and dashed lines denote the maximum likelihood estimate and
68% confidence interval for each parameter. The input value is shown by the red line.
completely unbiased as seen in the basic test. The mean value of all three distributions differs from
input value by more than three times the uncertainty in the mean. Several previous studies of SZE
scaling relations have adopted this method for transforming integrated-Y measurements to the log
basis (see e.g., Benson et al. [2004]; Bonamente et al. [2008]), as some assumptions are necessary to
perform any linear regression. However, the mild bias shown for the first time in our simulations
suggests that this scheme, which we do still employ for the results presented in this thesis, must be
used with caution. Therefore, we are exploring the possibility of modifying the Kelly algorithm to
perform regression on a power law functional form, removing the need for a transformation to the
log basis, for future scaling relation analysis.
In addition to the linear-to-log basis transformation, the APEX-SZ integrated-Y measure-
ments introduce an additional potential systematic in the form of non-detections. The Kelly al-
gorithm does include a treatment of non-detections in the case of where the measured flux falls
below a specific background noise level, which is not applicable to our definition of non-detection.
Therefore, we explore other alternatives. Cluster with an MLE integrated-Y that is less than the
average uncertainty, Y500 < σY , especially those with Y500 < 0, have a significant portion of their
likelihood at Y < 0. This information does not transfer to the log-basis, therefore, we perform
additional simulations to determine the effects on the estimates of A, B and σY,int. We explore
two methods for coping with non-detections: imposing a prior of Y500 > 0 on the integrated-Y
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Figure 4.5 The distribution of maximum likelihood estimates from 100 simulated sets of points.
The blue solid and dashed lines depict the mean and standard deviation of the distribution. The
red line shows the input value for each parameter.
distributions before transforming to the log basis or discarding the non-detections.
For the case of the Y500 > 0, we create 100 independent realizations of data scattered around
a known power law function in the linear basis. The real measurement uncertainties in APEX-SZ
integrated-Y are used to better approximate effects in the real data. For each point, a distribution
of random variates is generated, assuming a Gaussian distribution centered on the new value and
asymmetric variance from the real measurement uncertainties. The base-10 logarithm of each
variate that is greater than zero is taken, transforming the positive portion of the distribution to
the log-basis. A new MLE value and 68% confidence interval is measured from the transformed
distribution, and the uncertainties are symmetrized. Each independent realization is fit using the
Kelly algorithm, and the resulting distribution of MLEs is examined for each parameter (shown in
Figure 4.7). We find that only incorporating the positive portion of the integrated-Y distributions
significantly biases all three regression parameters.
The alternative to a Y500 > 0 prior is to exclude the non-detections when performing the
linear regression. We create 100 independent sets of points scattered about a power law function
in the linear basis, using the actual APEX-SZ integrated-Y uncertainties (exactly the same as
the previous test). Points with y > σy are transformed to the log basis (by symmetrizing the
uncertainties and applying Equation 4.4). Linear regression is performed on each realization using
the Kelly algorithm. The resulting distribution of MLEs is shown in Figure 4.8. We find that
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Figure 4.6 The distribution of maximum likelihood estimates from 100 simulated sets of points. In
this test, the points are scattered about the input line in the linear basis and then transformed to
the log basis for regression. The blue solid and dashed lines depict the mean and standard deviation
of the distribution. The red line shows the input value for each parameter.
although discarding the points introduces a bias (e.g., µB − 2.5 > 5σB), the difference between the
mean recovered value and the input value is within the standard deviation of the distribution for
A and B.
Although discarding the non-detections biases the final regression parameters, it biases them
less than the Y500 > 0 prior. Discarding non-detections also prevents systematic biases in the regres-
sion parameter from imposing a prior on the cluster size. Therefore, we exclude all non-detections
when using the Kelly algorithm to perform linear regression on the APEX-SZ scaling relations. The
problematic nature of including non-detections in the log-basis reinforces the necessity of adapting
the Kelly algorithm for a power law regression.
4.4 Integrated-Y Scaling Relations Results
4.4.1 The Full Sample
The maximum likelihood regression parameters and 68% confidence intervals for the full
cluster sample are stated in Table 4.3 and shown in Figures 4.9 & 4.10. The 2-dimensional likelihood
contours in A and B, obtained by marginalizing over the intrinsic scatter, are shown in Figure 4.11
for both the isothermal β- and GNFW models. Note that A and B are highly correlated, with a
Pearson coefficient of −0.996, in agreement with the expectation that as the slope increases, the
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Figure 4.7 The distribution of maximum likelihood estimates from 100 simulated sets of points.
For this test, the prior y > 0 is imposed on the probability distributions for each point prior to
transforming to the log basis. The blue solid and dashed lines depict the mean and standard
deviation of the distribution. The red line shows the input value for each parameter.
offset must decrease to ensure reasonable agreement with the data.
The MLE estimates of A, B and σint,Y from the full cluster sample (excluding non-detections)
include two important features. First, for both the isothermal β- and GNFW model, the estimates
of the power law exponent are consistent the self-similar expectation of 5/2. The two models are
also consistent with each other in all three parameters. Previous studies (e.g., Hallman et al. [2007];
Mroczkowski et al. [2009]) have suggested that β-model estimates of Y will overestimate the true
signal in comparison to the GNFW so this agreement in the normalization is somewhat surprising.
Numerical scaling relations from Nagai [2006] suggest the normalization A = −5.94 when only
standard gas dynamics are included and that A = −6.26 when including additional processes such
as radiative cooling, star formation, and feedback from supernovae. Our measured normalization
of A = −6.31+0.60−0.58 is consistent with both models. However, we are unable to distinguish between
the two sets of input physics due to measurement uncertainty. Both sets of numerical simulations
suggest a self-similar slope, which is consistent with our measurement.
Second, we measure an intrinsic scatter of σY,int = 0.19(0.18) (in the log-basis), which trans-
lates to approximately 43 (41)% scatter in Y500 given TX. This amount of intrinsic scatter is
significantly larger than the ∼ 10–15% predicted by numerical simulations of SZE scaling relations
[Hallman et al., 2006; Nagai, 2006; Sehgal et al., 2010]. Unfortunately, a direct comparison with
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Table 4.3. Linear Regression Parameters
Isothermal β-model GNFW Model
Subset A B σY,int A B σY,int
All Clusters −6.31+0.60−0.58 3.08+0.56−0.78 0.19+0.07−0.04 −6.11+0.55−0.49 2.72+0.54−0.61 0.18+0.04−0.05
Relaxed Only −6.00+1.11−1.24 2.50+1.50−1.11 0.19+0.08−0.09 −6.34+0.68−1.06 3.10+1.07−0.88 0.12+0.08−0.04
Disturbed Only −5.88+0.75−1.04 2.77+0.88−1.15 0.27+0.08−0.10 −5.79+0.99−0.71 2.36+0.78−1.09 0.25+0.09−0.07
Disturbed+Unknown −6.09+0.66−0.95 2.84+0.89−0.96 0.27+0.08−0.09 −5.84+0.87−0.72 2.25+0.93−0.83 0.22+0.10−0.05
REFLEX-DXL −5.68+1.22−0.98 2.19+1.15−1.37 0.26+0.11−0.08 −5.93+0.88−0.77 2.56+0.82−1.08 0.19+0.09−0.06
Point Source Cut −6.29+0.64−0.56 2.96+0.60−0.74 0.21+0.05−0.08 −5.94+0.44−0.61 2.57+0.62−0.53 0.16+0.05−0.05
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Figure 4.8 The distribution of maximum likelihood estimates from 100 simulated sets of points
where non-detections are discarded. The blue solid and dashed lines depict the mean and standard
deviation of the distribution. The red line shows the input value for each parameter.
other experiments is not possible, as they mainly focus on the Y −Mgas relation. The large in-
trinsic scatter we measure would introduce significant systematic uncertainty into the constraint of
Mlim for a blind SZE cluster survey. Generally, the required uncertainty for precision cosmology
from cluster abundance is estimated to be on the order of 10% or less [Haiman et al., 2001]. A
true astrophysical scatter of 43% would therefore present a sizeable obstacle. There are, however,
several possibilities for attributing a portion of this scatter to our measurement techniques. For ex-
ample, we are constraining a fairly limited angular region of cluster profile due to noise stationarity
concerns. The physical region of the cluster that this corresponds to varies with cluster size and
redshift. We extrapolate the cluster profile beyond this region to varying degrees for the brightest,
low redshift clusters that are very large on the sky and have no information whether or not this
extrapolation is adequate. Other potential sources for the intrinsic scatter include intrinsic scatter
in TX −M scaling relation and differences in X-ray temperature measurement techniques as well
as projections and evolutionary4 effects in the SZE measurements.
4.4.2 The Influence of Dynamical State
The theory of hierarchical cluster formation suggests that over time smaller matter overden-
sities merge into larger structures. Therefore it is not unexpected that observations show clusters
4 We do not investigate evolutionary effects on SZE scaling relations in this work. The vast majority of the clusters
presented here are at lower redshift. Also, within the small sample of high-redshift clusters, only one is detected.
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Figure 4.9 Y500 − TX scaling relation using the isothermal β-model. The black dashed line shows
the maximum likelihood linear regression with the 68% confidence region shown in blue.
Figure 4.10 Y500 − TX scaling relation using the GNFW model. The black dashed line shows the
maximum likelihood linear regression with the 68% confidence region shown in blue.
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Figure 4.11 Likelihood contours as a function of the linear regression parameters A and B for both
the isothermal β-model and the GNFW model.
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in different stages of merging. Merger activity introduces substructure into the density and tem-
perature of the cluster ICM, potentially altering the observed signals. To make use of a cluster
abundance measurement from a blind survey, it is important to understand if and how the dynam-
ical state influences the survey mass limit. For example, if the shock fronts created during a recent
merger boost the observable signal (such as surface brightness or SZE flux) disproportionately to
the true increase in mass, clusters just below the survey mass limit are detected. Similarly, a boost
in observed signal due to merger activity would result in overestimating the cluster mass when
using simple self-similar scaling relations. As discussed in Section 1.4.5, numerical simulations pre-
dict that integrated-Y is relatively insensitive to merger activity, however, this result has yet to
be confirmed observationally. The targets presented in this thesis include both mergers and more
equilibrium-like relaxed clusters, allowing us to investigate the possible influence of dynamical state.
We use cluster morphology as an indicator of dynamical state. Clusters are divided into three
subsets based on literature morphological classification from X-ray images: relaxed, disturbed and
unknown. Relaxed clusters exhibit symmetric contours that are centered around the the peak in X-
ray brightness. A cool-core is often used as an indicator of relaxation, however is not a requirement.
Disturbed clusters exhibit significant substructure. In the extreme case of a recent major merger,
disturbed clusters can exhibit multiple distinct components in the ICM. A cluster is also classified as
disturbed if there is significant ellipticity or an offset X-ray centroid. Morphological classifications
are given in Table 4.1. In a handful of cases, morphological information is unavailable due a lack
of detailed observations following up the original detection. These clusters are classified into the
unknown subset.
Linear regression is performed on the relaxed and disturbed subsets separately and the result-
ing regression parameters are given in Table 4.3. We also fit a subset that combines the disturbed
and unknown morphologies. In all three cases, the power law exponent is still consistent with
the self-similar prediction of 5/2, in agreement with numerical predictions that integrated-Y is
insensitive to dynamical state [Wik et al., 2008]. The measured normalization is also consistent
between all three cases and with the full sample. We find that the intrinsic scatter for the relaxed
144
clusters is similar to that of the full sample (or less than for the GNFW model). The disturbed
subset, however, exhibits a significant boost in the intrinsic scatter. This is in agreement with the
expectation that the ICM in disturbed clusters will exhibit more cluster-to-cluster variation from
the nominal self-similar profile than relaxed clusters.
4.4.3 Point Source Contamination
In addition to the signals from the primary CMB anisotropies and the SZE, point sources
are visible across the sky at millimeter and submillimeter wavelengths. As discussed in Chapter
1, millimeter-wavelength point sources are grouped into two main categories: dusty SMGs and
synchrotron sources. These point sources have the potential to significantly impact APEX-SZ
150 GHz cluster measurements for several reasons. First, point sources have positive flux. In
combination with the negative amplitude SZE decrement a point source can partially, or in the
worst case scenario completely cancel the cluster signal. Second, the location of point sources
on the sky often correlates with that of clusters, either as a part of the cluster, or as a signal
gravitationally lensed by the clusters. APEX-SZ is an imaging bolometer array sensitive to a single
frequency band. As such, we are unable to distinguish point source components in the observed
cluster signals without separate follow-up observations. A campaign using the Combined Array
for Research in Millimeter-wave Astronomy (CARMA) interferometer at 1.3 and 3 millimeters is
currently underway. These observations are still being completed, and therefore are unavailable for
incorporation into the work presented here.
Currently, several large sky surveys of millimeter point sources exist from which we can
estimate the uncertainty introduced into our Y500 measurements. These surveys include the NRAO
VLA Sky Survey (NVSS) at 1.4 GHz (e.g., Condon et al. [1998]), the VLA Faint Images of the
Radio Sky at Twenty-Centimeters (FIRST) survey (e.g., Becker et al. [1995]), and the Parkes-MIT-
NRAO 4.85 GHz (PMN) Surveys (e.g., Griffith & Wright [1993]). The sources discovered by these
surveys will generally fall into the synchrotron category. Any bright point sources that are located
near the cluster are potential sources of confusion. Sources with a flux density greater than 20
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Figure 4.12 The Y500 − TX scaling relation using the isothermal β-model with X-ray morphology
indicated by color. Relaxed clusters are shown by the black points with the associated maximum
likelihood fit (black line) and 68% confidence region (grey). Disturbed clusters are shown by the
red points with the associated maximum likelihood fit (red line) and 68% confidence region (dark
red).
Figure 4.13 The Y500−TX scaling relation using the GNFW model with X-ray morphology indicated
by color. Relaxed clusters are shown by the black points with the associated maximum likelihood
fit (black line) and 68% confidence region (grey). Disturbed clusters are shown by the red points
with the associated maximum likelihood fit (red line) and 68% confidence region (dark red).
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mJy (at the survey frequency) within five arcminutes of the APEX-SZ β-model centroid are listed
in Tables 4.4–4.6. The power law index (α) of the spectral energy distribution (S ∼ να), must
be determined through follow-up observations at multiple frequencies, allowing extrapolation of
the point source flux to 150 GHz. For example, a 50 mJy source at 1.4 GHz with α = −1 will
present with ∆TCMB ∼ 17µK in an APEX-SZ map. For all the point sources in Tables 4.4–4.6 α is
unknown, and the flux density at 150 GHz is estimated from a conservative power law, α = −0.7.
Some of the extrapolated signals are quite large under these assumptions (∆TCMB > 100µK). If
these sources were present at this amplitude, we would expect to see some evidence in the maps
when the source is not directly overlapping the cluster signal. However, a point source is obvious in
only one sky map, for RXCJ2214.9-1359 (see the bright increment signal to the right of the cluster
in Figure 3.59). Therefore, the extrapolated signal amplitudes are most likely overestimates.
Special consideration must be given to the SMG population, which increase in brightness
with increasing frequency. SMGs that are faint or non-existent at the NVSS 1.4 GHz frequency
could be a significant source at 150 GHz. These dusty galaxies have been surveyed for smaller
patches of sky (e.g., Laurent et al. [2005]; Coppin et al. [2006]; Scott et al. [2010]; Vieira et al.
[2010] but a survey similar magnitude to the NVSS does not exist yet, leaving their effects on the
SZE measurements presented here largely unknown.
Any bias introduced into the Y500 measurements from point source contamination will in-
crease the intrinsic scatter term in the linear regression. We test for the effects of point sources on
the MLE scaling relation model by excluding eight clusters with a bright point source
(∆TCMB(150GHz) > 100µK) within two arcminutes of the β-model centroid from the full data set.
The resulting MLE parameters are given in Table 4.3. We find no significant difference in A, B
or σint,Y. Either these point sources are fainter than estimated or we have not excluded enough
clusters with point source contamination to see a noticeable effect.
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Table 4.4. NVSS point sources near APEX-SZ clusters.
Affected Cluster Flux Density Distance ∆TCMB(150GHz)
(mJy) (′′) (µK)
RXCJ0019.0-2026 31.6 16.3 44.6
RXCJ0019.0-2026 22.3 266.0 31.5
Abell 2813 105.8 29.1 149.4
XLSS J022145.2-034617 30.2 235.0 42.6
Abell 383 40.9 1.5 57.8
Abell 520 26.5 188.0 37.4
Abell 907 68.6 12.6 96.9
Abell 907 34.5 194.0 48.7
RXCJ1023.6+0411 31.5 122.0 44.5
RXCJ1023.6+0411 95.8 73.9 135.3
Abell 1300 42.0 107.0 59.3
Abell 1300 31.6 15.2 44.6
XMMXCSJ113232.2-344350.1 33.7 1.4 47.6
RXCJ1135.6-2019 213.5 219.0 301.5
RXCJ1135.6-2019 24.2 127.0 34.2
RXCJ1206.2-0848 160.9 3.3 227.2
Abell 1689 59.6 70.3 84.2
RXCJ1347.5-1144 45.9 15.1 64.8
MACSJ1359.1-1929 60.1 216.0 84.9
Abell 1835 39.3 134.0 55.5
RXCJ1504.1-0248 60.5 28.8 85.4
Abell 2204 69.3 41.7 97.9
MACSJ1931.8-2635 216.5 39.6 305.7
RXCJ2014.8-2430 229.2 101.0 323.6
RXCJ2014.8-2430 24.3 255.0 34.3
MACSJ2046.0-3430 105.0 295.0 148.3
RXCJ2214.9-1359 58.0 295.0 81.9
RXCJ2214.9-1359 24.2 199.0 34.2
Abell S1077 21.9 207.0 30.9
RXCJ2337.6+0016 107.0 147.0 151.1
Note. — Flux density is at the survey frequency of 1.4 GHz [Condon et al.,
1998].
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Table 4.5. FIRST point sources near APEX-SZ clusters.
Affected Cluster Flux Density Distance ∆TCMB(150GHz)
(mJy) (′′) (µK)
RXCJ1023.6+0411 32.5 71.0 45.9
RXCJ1023.6+0411 56.7 76.0 80.1
Abell 1689 42.3 73.6 104.1
Abell 1835 31.3 136.1 192.3
RXCJ1504.1-0248 40.8 28.8 57.7
Abell 2204 57.9 43.7 61.8
RXCJ2337.6+0016 90.6 147.6 128.0
Note. — Flux density is at the survey frequency of 1.4 GHz [Becker
et al., 1995].
Table 4.6. PMN point sources near APEX-SZ clusters.
Affected Cluster Flux Density Distance ∆TCMB(150GHz)
(mJy) (′′) (µK)
RXCJ0516.6-5430 53.0 272.8 178.7
1ES 0657-56 51.0 120.8 172.0
RXCJ1135.6-2019 80.0 194.2 269.8
Abell 2163 42.0 137.4 141.6
Abell 2204 51.0 181.4 172.0
MACSJ1931.8-2635 89.0 34.5 300.2
RXCJ2014.8-2430 94.0 119.4 317.0
RXCJ2214.9-1359 66.0 284.3 222.6
Note. — Flux density is at the survey frequency of 4.85 GHz [Griffith
& Wright, 1993].
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4.4.4 Sample Selection Effects
The majority of the clusters presented here were chosen in an ad hoc manner. It is possible
that this selection function influences the final regression values. The REFLEX-DXL subset is a
statistically complete X-ray selected flux-limited sample, the first of its kind to be used in SZE
scaling relations. We perform linear regression analysis on the REFLEX-DXL sub-sample and
compare the results to the full sample to test for bias due to selection effects. The REFLEX-
DXL scaling relations and MLE estimates are shown in Figures 4.14 & 4.15. We find that the
linear regression parameters are consistent within uncertanties between the full sample and the
sub-sample. However, it is important to note that the uncertainties for the sub-sample are large,
especially for the power law exponent B. Additionally, the slope of the best-fit line is heavily
influenced by a single high signal-to-noise cluster (the Bullet) in the upper right-hand corner of
Figure 4.14. Therefore, this test is weak and the influence of sample selection on SZE scaling
relations remains inconclusive.
Figure 4.14 The Y500 − TX scaling relation using the isothermal β-model for the REFLEX-DXL
subset. The black dashed line represents the best fit scaling relation and the 68% confidence region
is shown in blue.
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Figure 4.15 The Y500 − TX scaling relation using the GNFW model or the REFLEX-DXL subset.
The black dashed line represents the best fit scaling relation and the 68% confidence region is shown
in blue.
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4.5 Conclusions
Over the past four years, APEX-SZ observed 47 known clusters with the goal of constraining
Sunyaev-Zel’dovich scaling relations. Extensive efforts were undertaken to carefully calibrate, clean
and map raw APEX-SZ data while exploring the associated systematics for this challenging set of
data. We use two parametric models, the isothermal β-model and the generalized Navarro-Frenk-
White model, to measure the cluster SZE signal taking into account the instrumental and analysis
response function. Using literature X-ray temperatures as a proxy for total cluster mass, we create
Y500 − TX scaling relations from the APEX-SZ measurements of the integrated Comptonization
within r500. We find for both models that the maximum likelihood power-law exponent of the
scaling relations is consistent with gravitationally-dominated, self-similar cluster evolution. The
intrinsic scatter in Y500 for a given TX is on the order of 43%, significantly larger than the 10–15%
predicted by numerical simulations. This level of scatter is also significantly higher than the <10%
required to improve constraints on the ΛCDM cosmological model through measurements of cluster
abundance.
We divide the clusters into two sub-samples based on dynamical state (relaxed vs. dis-
turbed). The scaling relation is insensitive to such a separation, consistent with predictions from
numerical simulations. We also look for evidence of bias in the scaling relations from point source
contamination. When clusters with known bright sources are excluded, the maximum likelihood
scaling relation does not change significantly. Lastly, we explore the effects of the sample selection.
We compare a statistically complete sub-sample to the full sample of clusters and find that the
measured scaling relations are consistent within the large uncertainties.
The APEX-SZ cluster sample is one of the largest sets used to explore SZE scaling relations
to date. Additionally, the one arcminute resolution of the APEX-SZ instrument is well-matched to
both the South Pole Telescope and Atacama Cosmology Telescope, where SZE surveys are currently
ongoing. Systematic effects (or lack thereof) seen in APEX-SZ scaling relations will therefore be
similar in these surveys, where precise knowledge of the mass limit (from scaling relations) is
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required to estimate cosmological parameters.
In addition to the work presented in this thesis, the APEX-SZ collaboration has ongoing
efforts in the area of X-ray and weak lensing cluster measurements for use in scaling relations. With
a more consistent X-ray analysis, led by Florian Pacaud, the intrinsic scatter should decrease. The
X-ray analysis will enable SZE – X-ray scaling relations using cluster gas mass and YX , which should
also decrease the intrinsic scatter. Lastly, joint likelihood constraints on the cluster profile will
decrease the overall measurement uncertainty. The weak lensing analysis, led by Matthias Klein,
will estimate the total cluster mass without the assumption of hydrostatic equilibrium. Lastly,
an effort to better constrain point source contamination using 1.3 and 3 millimeter wavelength
observations from the CARMA array is currently underway.
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Appendix A
Glossary
h: Planck constant
h: Normalized Hubble constant at z = 0, h = H0/(100 km/s/Mpc)
fMUX: Frequency multiplexing readout system
GNFW: Generalized Navarro Frenk White model of cluster thermal pressure
kSZ: Kinetic Sunyaev-Zel’dovich Effect
ΛCDM: Λ Cold Dark Matter cosmology
PWV: Precipitable water vapor
SQUID: Superconducting QUantum Interference Device
SZE: Thermal Sunyaev-Zel’dovich Effect
TCMB: Temperature of the Cosmic Microwave Background
TES bolometer: Transition edge-sensing bolometer
Y500: Integrated comptonization to a radius of r500
y0: Central comptonization
w: Equation of state of dark energy
σ8: rms fluctuation of matter on 8h−1 Mpc scales
ΩM: Cold dark matter density
ΩΛ: Dark energy density
Ωb: Baryonic matter density
Appendix B
Additional Analysis Techniques
Each time a filter is applied to the timestreams, cluster signal is removed from the data.
The point source transfer function accounts for the loss of source flux due to the instrument beam
and different filters. An alternative approach to estimating the true sky signal is to preserve or
recover the signal within in the map. This appendix describes three methods based on this premise
that were explored with APEX-SZ data prior to ultimately using the transfer function method. A
non-parametric method for measuring the cluster profile using the point source transfer function is
also detailed.
B.1 Source Masking
Source masking is a procedure in which the expected position of the target centroid in the
timestream data is isolated based on the bolometer position offsets and telecscope pointing informa-
tion. When a timestep is within a specified angular region around this centroid (for example three
arcminutes) then it is assigned a flag. These flagged points are ignored during the measurement of
timestream filters. When each filter is applied, the source flagged points are included. Consider the
case of observing a bright point source in a stable atmosphere. The timestream for a single channel
will exhibit a large gaussian on top of a stable baseline from the atmosphere. A simple mean for
all timesteps will be above the true baseline. When removed, the peak value of the point source
in the timestream will be lower. If instead, the mean is calculated based only on timesteps where
there is no signal due to the point source, the true baseline will be measured and when removed
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from all timesteps the point source peak is unaffected.
Source masking has two main systematic problems. First, the number of timesteps flagged
can be large, especially when the cluster has a large angular extent on the sky. This can lead to poor
atmospheric noise removal on the spatial scale of the cluster. Second, we found significant differences
in final maps when the data was divided according to the PWV when using source masking. These
differences are not present in maps where source masking is not used. The systematics associated
with source masking are therefore not well understood, and it is not used in the analysis presented
in this thesis
B.2 Iterative Mapping
An alternative to source masking, known as iterative mapping, subtracts an estimate of the
source from the raw timestreams in an effort to filter only contaminating signals [Enoch et al.,
2006]. First, we filter and map the data as described in Chapter 3. The final data map M0 is
convolved with a one arcminute Gaussian and the S/N in each pixel is determined using the pixel
rms propagated from a measure of the total timestream variance. Pixels with S/N greater than a
specified threshold are selected to create a source template map, MS,0, using the values from M0.
We use the telescope pointing information and bolometer positional offsets for each scan in M0 to
resample the source template into timestreams. These template timestreams are subtracted from
the raw timestreams, and a new filtered map is created M1. A new source template is measured
and added to the original source template, MS,0 +MS,1, which is resampled into timestreams and
subtracted from the original data. This process is repeated until less than 0.05% of the pixels in
the map are selected by the S/N threshold. After the final iteration, the filtered map is expected
to have little signal remaining. The source template is combined with the filtered map to create
the final sky map.
We explored the properties of iterative mapping using simulated clusters inserted into timestreams
(with and without noise). We find that while iterative mapping does recover some of cluster signal
it cannot completely recover emission on large spatial scales. When we filter the timestream data
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we remove all information on those scales, and therefore will always recover an underestimate of
the true cluster.
B.3 Modified CLEAN Algorithm
The CLEAN algorithm [Ho¨gbom, 1974; Schwarz, 1978] is a well-known technique for removing
the effects instrumental response in interferometric data. In CLEAN, the sky signal is modeled as
a set of point sources that are used to remove the effects of the transfer function. We follow the
basic formalism of CLEAN, but tailor it to the specific needs of APEX-SZ bolometer data. First,
the sky map M0 and a jackknife noise map are used to estimate the S/N in each pixel. The S/N
map is convolved with a one arcminute Gaussian to remove small scale noise and the brightest
pixel in the smoothed map is determined. Given the signal in the sky map pixel and the transfer
function K, we determine the flux of a point source P0 necessary to reproduce the observed pixel
signal. A 2-D map of the point source is convolved with the APEX-SZ composite beam, creating
a map of the clean component MC,0. The 2-D point source is also convolved with the full transfer
function and subtracted from the sky map, M1 = M0 − K ∗ P0δ(∆RA = 0,∆Dec = 0). The
process is repeated by creating a new S/N map, finding the brightest pixel, and determining the
new clean component MC,1. This clean component is added to the component from the previous
iteration, MC,tot = MC,0 +MC,1, and is subtracted from the sky map after convolution with the
transfer function. We iterate on this process, removing additional components until the sky map
is consistent with noise MN, where N is the number iterations. The map of clean components is
added back into the sky map, Mfinal = MN +CN. This final map is a representation of how the
sky signal would appear in an APEX-SZ map with only the effect of the instrumental beam.
The original CLEAN algorithm allows only positive signals to be fit. We allow both negative
(the SZE decrement) and positive (radio point sources) signals to be fit. As a result, the output
map Mfinal is extremely sensitive to the number of iterations. If too few iterations are performed,
the total cluster signal will be underestimated, especially in the outskirts. If too many iterations
are performed, map noise artifacts will be amplified. We investigated the properties of the CLEAN
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algorithm by inserting a simulated cluster into timestreams and mapping result (similar to the
creation of the point source transfer function but with the addition of noise). Comparing the
recovered clean map to the simulation convolved with the APEX-SZ composite beam, we found
discrepencies that are not fully understood at this point. For an example application of the CLEAN
algorithm to APEX-SZ data, see Nord et al. [2009]. Due to the potential systematic effects, we
chose not to use the CLEAN algorithm for the work presented in this thesis.
B.4 Maximum Likelihood Radial Profiles
Ideally, we would like to measure the intrinsic SZE signal without assuming a specific model.
To accomplish this goal we use the known correlations between different map pixels from the
pipeline transfer function to create maximum likelihood (MLE) radial profiles, similar to Plagge
et al. [2010]. We first create a response matrix A wherein each column gives the expected signal in
any map pixel due to an annular signal with a given width and radius. We create A by convolving
the point source transfer function annuli of unit amplitude defined by the width and radius of each
bin. The radial profile is then,
y = A · x+ n, (B.1)
where x is the true radial profile without the effects of the instrument and analysis response, y is
the filtered map and n is noise. The maximum likelihood solution of the radial profile is
x = (ATC−1N A)
−1 ·ATC−1N y. (B.2)
Here, C−1N is the inverse covariance matrix for the map (also used in the β- and GNFW modeling).
The entire maximum likelihood calculation is performed in the Fourier domain, again due to the
limitations on the number of independent data scans.
As shown in Section 3.6.4, the assumption of noise stationarity is only true for a very a
limited region of our maps. The MLE profiles are extremely unstable as increasingly large regions
of data are included. To counteract the influence of increased noise at the edges of the map, we
pre-whiten the map based on a mapping of timestream rms. The response matrix, the data map,
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and the individual scan maps are all apodized by the same 2-D function before any calculation is
performed. Through extensive simulations we also find that the bin width for the MLE profiles
must be less than one arcminute. If a larger bin is used, the recovered profile underestimates the
input signal.
MLE profiles are an excellent option for non-parametric modeling of clusters. However, this
method is also limited in its ability to recover the large spatial scale information (essentially a DC
level for the cluster). Because we tailor the filtering for each cluster, the frequencies where there
is no recoverable information varies. Estimates of integrated-Y from MLE profiles will therefore
underestimate the true signal in unknown differing amounts.
