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第 1章 序論 
 
1.1 はじめに 
本稿では、ICN（Information-Centric Networking）と CDN（Content Delivery 
Network）の特性を組み合わせることで、より効率的な通信アーキテクチャを提案する．
この提案のバックグラウンドは大きく三つある． 
一つ目は、時代背景である．近年、動画コンテンツや IoTによって通信量が急激に増加
しており、特に、高いビットレートを有するライブストリーミングや動画広告などのビデ
オコンテンツの需要は非常に高い．シスコシステムズ社のレポートによると、インターネ
ット全トラフィックにおいてビデオコンテンツが占める割合は 2022年には約 80％まで増
加し、今後より一層コアネットワークの混雑が懸念されている．また、移動体端末や複数
ユーザが同時視聴するビデオ配信などが発達し、通信の形態がホスト指向からコンテンツ
指向にパラダイムシフトしており、新しいネットワークの仕組みが求められている． 
二つ目は、ICNの研究である．通信形態がコンテンツ指向にパラダイムシフトする中
で、次世代ネットワークとして情報指向ネットワークアーキテクチャである ICNの研究が
盛んに行われてきた．最大の特徴は、コンテンツをネットワーク上の各 ICNノードにキャ
ッシュすることができ、サーバの場所に関係なくコンテンツ名によってネットワークの機
能が動作するという点である．従来の IP通信方法と比べるとネットワークの柔軟性やそ
れに伴うデータトラフィック軽減が期待されている．しかし、ICNによる大規模なコンテ
ンツ配信の実現は、限定的なキャッシュ能力やコスト面を考慮すると難しい．そこで、よ
り効率的な通信を実現するソリューションとして、現在実用化されている CDNと、より
柔軟なコンテンツ配信の新たな仕組みである ICNを組み合わせることは、大きなメリット
であると考えられる． 
三つ目は、NFV・SDN・オーケストレーション技術及びネットワークスライシング技術
の発達である．ソフトウェアによるネットワーク機器の制御や動的管理、及び、共通イン
フラ上でプロトコルの異なる独立した仮想的ネットワークを複数構築することが可能にな
り、より柔軟なネットワーク構築が期待される．これにより、多種多様なサービス要件や
イベントごとに動的にネットワークを生成・管理するシナリオを考えることができる． 
 
以上三つのバックグラウンドより、本稿では、NFV・SDNがサポートするスライスア
ーキテクチャにおいて大規模なビデオコンテンツ配信シナリオを想定し、ICNスライスと
CDNスライスを統合した効率的なネットワークを提案する． 
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1.2 本論文の構成 
第 2章では、先行研究について述べる． 
第 3章では、提案手法について述べる． 
第 4章では、シミュレーションについて述べる． 
第 5章では、本論文のまとめについて述べる． 
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第 2章 先行研究 
 
2.1 ICN 
 ICN（Information-Centric Networking）は先に述べたように、ホスト指向ではなく、
コンテンツ指向の次世代ネットワークである．つまり、ユーザはデータソースが格納され
ているエンドサーバの IPアドレスを知る必要はなく、データに付けられているユニーク
なコンテンツ名によってコンテンツを要求することができる．さらに、ネットワーク内の
ノードにキャッシュ機能を有しており、ユーザからコンテンツのリクエストを受け取った
近くにあるノードが、もし該当するコンテンツを保持していた場合、ユーザはデータ元で
あるサーバまで行かずともそのノードから直接コンテンツを取得することができる．これ
らの特徴により、たとえ端末やサーバが移動しても、キャッシュコンテンツや経路情報は
近傍の中継ノードを利用できる為、迅速なコンテンツ配信とモビリティの向上が期待でき
るうえ、サーバ及びネットワークのリソースを有効活用することができる．また、セキュ
リティの観点では、データ自体にセキュリティ機能を付加することができるので、通信経
路上において暗号化を行う従来の IP通信とは異なり、よりセキュアなネットワークの実
現ができる． 
このような構造の変化は、近年のインターネットが、データ検索や SNSなど、よりデ
ータ中心になってきたことによるものである．例えば、エンドユーザが何かデータを求め
ている時、大事なのはデータの場所よりもデータそのものなのである．このコンセプト
は、TRIADによって最初に提案されたものだが、そこからいくつかのプロジェクトが派
生した．様々な角度で各プロジェクトが行われており、実装の仕方は異なるが、目指すべ
きゴールはどのプロジェクトもデータ中心のネットワークによる通信品質の向上である． 
その中でも最も研究が進んでいるものが、CCN（Content-Centric Network）と NDN
（Named-Data Networking）である．CCNは米国の民間研究機関である PARCによって
進められているプロジェクトで、2009年に Van Jacobsonらによって提案されたものであ
る．一方、NDNは UCLAを中心とした米国の複数の大学にまたがるプロジェクトであ
り、CCNを発展させたものである．二つのアーキテクチャは非常によく似ているので、
以後詳しい説明は NDNを例にして述べる． 
 
 
2.2 NDN開発の背景 
 サーバの負荷を減らし、効率的にデータを配信するために、今まで P2P（Peer to 
Peer）や CDN（Content Delivery Network）などのコンテンツ配信技術が実用化されて
きた．P2Pとは、クライアントとサーバというように立場や機能を分離する通信方式とは
異なり、多数の端末間で同じレベルの者同士が通信を行うネットワークアーキテクチャで
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ある．クライアント間で通信したい時はその都度サーバを介す必要があったが、それがな
くなり、クライアントの数が膨大になっても特定のサーバに負荷が集中するのを避けるこ
とができるようになった．CDNとは、クライアントが保有するサーバだけでなく、世界
中に張り巡らされた複数のキャッシュサーバにもコンテンツを保持し、エンドユーザがリ
クエストする URLによって、ユーザから最も近いまたは最も負荷の軽いサーバの IP ア
ドレスを知らせて通信を行うアーキテクチャである．サーバへの負荷を分散させ、効率的
にコンテンツを配信することができるようになった． 
これらのコンテンツ配信技術により通信品質は大きく向上したが、どちらもサーバなど
の物理的なネットワーク機器を効率的に分散したものであり、P2Pや CDNにおけるコン
テンツのキャッシュサーバがユーザにとってネットワーク的に最も近い位置に存在するわ
けではない．NDNでは、コンテンツを格納する物理的な機器（IPアドレス）ではなく、
通信されるコンテンツ自体の近傍性に基づき通信を行うことで、より信頼性が高く低コス
トのネットワークの実現を図っている．NDNと従来の TCP/IP通信の特徴を比較したも
のを表にして以下に示す（表 1）． 
コンテンツ指向のネットワークを実現するNDNアーキテクチャの具体的な説明は次の
節で述べる． 
 
 
表 1  CCNと従来の TCP/IP通信の特徴比較 
 NDN IP 
通信形態 コンテンツ指向 ホスト指向 
キャッシュ ネットワーク内 アプリケーションごと 
マルチキャスト 標準機能 一部 
セキュリティ コンテンツに組み込み セキュリティプロトコルの追加 
モビリティ 標準 ほとんどなし 
名前解決 あり、なし DNS 
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2.3 NDNアーキテクチャ 
 
2.3.1 通信パケット 
 NDNでは Interestと Dataの二種類のパケットによって通信が行われる．Interestは
ユーザがコンテンツを要求する時にルートに送られるもので、その要求されたコンテンツ
を識別するためのコンテンツ名が入っている．一方、Dataは要求されたコンテンツを保
持しているノードやサーバから返されるもので、コンテンツ名・コンテンツそのものが入
っている（図 1）． 
 
図 1 パケット構成 
参考：V. Jacobson, et. al, “Networking Named Content,” ACM CoNEXT 2009 
 
 コンテンツ名はユーザが Interestを要求する際に指定する静的な名前部分とチャンクナ
ンバーやタイムスタンプといった動的な名前部分で構成され、ルーティングに必要なグロ
ーバル名・組織名・パケット詳細が含まれている（図 2）．人間が読みやすいように、各要
素が“/”で区切られているが、“/”はコンテンツ名としては含まれない． 
 
 
図 2 コンテンツネームの例 
参考：V. Jacobson, et. al, “Networking Named Content,” ACM CoNEXT 2009 
 
Interestがルートに送られると、NDNのノード内にあるデータテーブルを使って、要
求されたコンテンツを保持するノードまでルーティングされる．Interestが目的の場所ま
で到着すると、Dataも同じく NDNのノード内にあるデータテーブルに基づき、Interest
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が通ってきた経路の逆をたどってユーザに届けられる．このとき、各ノードはコンテンツ
をキャッシュすることができ、もし別のユーザから同一のコンテンツの要求があった時
に、キャッシュしたものを Dataとして返すことができる（図 3）． 
 
 
 
図 3 NDNシステム 
 
このように、名前付けられたコンテンツがネットワークのパケットレベルで直接ルーテ
ィング・配信され、アプリケーションに関わらず、ネットワーク上に自動的にコンテンツ
をキャッシュできるのが NDNアーキテクチャの大きな特徴であり、これによってデータ
トラフィックの緩和、応答速度の向上、モビリティの向上、メモリの効率化などを実現し
ている． 
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2.3.2 ノードのデータ構造 
 NDNのノードには CS（Content Store）、PIT（Pending Interest Table）、FIB
（Forwarding Information Base）の三つのデータテーブルがある（図 4）． 
 
（1）CS 
ノードにキャッシュされたコンテンツ、およびそのコンテンツ名を一時的に保持するテー
ブルである．IPルータのバッファメモリと同じ役割を果たすが、リプレイスメントポリシ
ーが異なる．CSでキャッシュしたコンテンツは再利用の可能性があり、フォワーディン
グした後もキャッシュしたたままの場合がある．一方、IPルータのバッファでは蓄積した
コンテンツはフォワーディング後すぐに廃棄される． 
 
（2）PIT 
Interestの逆経路をたどってユーザにコンテンツを返すために、コンテンツ源に転送され
た Interestの跡をコンテンツ名と Faceを対応付けて記録するテーブルである． 
 
（3）FIB 
要求したコンテンツを保持している潜在的な供給源に向けて Interestを転送するために、
コンテンツ名あるいはルーティングプレフィックスというコンテンツ名の一部をインター
フェースとなるノードの Faceに対応付けるテーブルである． 
 
これら三つのデータテーブルがルーティング（経路の決定）、フォワーディング（転送）
を行い、通信を最適化している． 
 
 
 
図 4 NDNノード内テーブル 
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2.3.3 具体的な通信手順 
以下に、Interestと Dataが NDNノードのデータテーブルによって転送される具体的
な手順を示す．またそのフローチャートを示す（図 5）． 
 
①各ノードは保持しているコンテンツの情報を広告する．これにより、FIBが作成され
る． 
②ユーザはコンテンツを要求するために、Interestをブロードキャストする． 
③隣接ノードは Faceから Interestを受け取り、CS、PIT、FIBの順に検索する． 
④CSに一致するコンテンツ名がある場合、Interestを受信した同じ Faceから Dataを送
り返し、Interestを廃棄する． 
⑤PITに一致するコンテンツ名がある、すなわち Interestをコンテンツが存在する Face
へ既に転送している場合、重複のパケット転送を避けるために、Interestを廃棄し同一コ
ンテンツに対する Dataが送られてくるのを待つ．ここで、もし PITの Request Faceリ
ストに Interestを受信した Faceがなければ、その Faceをリストに追加した後 Interest
を廃棄する． 
⑥FIBに一致するコンテンツ名がある、すなわちコンテンツが潜在的に存在し得る転送先
を知っている場合、Interestを受信した Faceは削除し、コンテンツを探すために他の
Faceからパケットを転送する．このとき、Interestを受信した Faceを基に PITを作成す
る． 
⑦CS、FIT、FIBどれにも一致するものがなかった場合、存在する Face全てに Interest
を転送．いかなる手段もなくなった時、Interestを廃棄する． 
11 
 
 
図 5 Interestと Dataの転送処理 
 
 
2.4 ndnSIM 
提案ネットワークのシミュレーション評価（第４章）において ndnSIMを用いる．
ndnSIMは NDNプロジェクトが開発を行っており、NS-3ネットワークシミュレーター
をベースとしたオープンソース NDNのシミュレーターである．NFDのソースコード及び
NDNのベーシックなコンポーネントが装備されているライブラリを使うことができ、
NDNの各構成要素（Interest・Dataパケット転送機能、データテーブル（CS、PIT、
FIB）、Facesなど）は C++のクラスとして NFDの中にモジュール化されている．
ndnSIMのコンポーネントを表したものを以下に示す（図 6）． 
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図 6 ndnSIMコンポーネント 
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第 3章 提案手法 
 
3.1 提案手法概要 
 NFV・SDNがサポートするスライスアーキテクチャにおいて大規模なビデオコンテン
ツ配信シナリオを想定し、ICNスライスと CDNスライスを統合した効率的なネットワー
クを提案する．概略図を以下に示す（図 7）． 
 
図 7 ICN-CDN統合ネットワーク概要図 
 
 
CDN・ICNの二つのネットワークスライスと、それらを管理するネットワーク管理者
が存在する．ネットワークのスライスや機能は仮想化されソフトウェアによって動作す
る．CDNコーディネーターと ICNマネージャーは各スライスにおける管理者であり、オ
ーケストレーターはネットワーク全体の管理者である．それぞれ、コンテンツの管理、ノ
ードやリンクのマネージメント、リソースの最適な割り当てなどを行う． 
CDNスライスは大容量のコンテンツキャッシュ能力を有し国間など大きなパートでコ
ンテンツを分散させる役割を担う．サービス要件やイベント発生ごとにリソース割り当て
をして動的にスライスが生成され、そのスライスが提供するコンテンツの性質やユーザの
需要によって大容量のコンテンツキャッシュサーバを最適な場所に配置する．コンテンツ
キャッシュサーバは国を越える異なるドメイン上に配置し、コンテンツを分散する． 
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ICNスライスはリージョナルなエリアでユーザに対して柔軟なコンテンツ配信をする役
割を担う． CDNに比べると限定的なキャッシュ能力ではあるが、頻繁にリクエストされ
るデータのキャッシングと効率的なフォワーディングを行うことができる．重複したコン
テンツ配信を削減し、データトラフィック軽減による応答速度の向上が期待できる． 
二つのスライスを繋ぐために、ゲートウェイが生成される．二つのスライスでプロトコ
ルやデータフォーマットが異なるので、ゲートウェイはプロトコルやフォーマットの変換
機能を有する．また、ICNにおけるキャッシュヒット率を上げる為、ゲートウェイはコン
テンツキャッシュサーバに一番近い位置の ICNノードが選択され、ICNマネージャーが
大きいキャッシュリソースを割り当てる．コンテンツキャッシュサーバと ICNのゲートウ
ェイはスティッチングによってコネクトする．コンテンツキャッシュサーバは動的に変わ
るので、ゲートウェイもそれに応じて動的に選択される． 
ユーザは CDNコーディネーターからエグザクトネームの情報を含むコンテンツテーブ
ルを取得し、それを元にリクエストを送るとネットワークの距離的に近いところからコン
テンツを取得できる．ICN上にリクエストしたコンテンツがまだない場合は CDNのコン
テンツキャッシュサーバから ICNのゲートウェイにコンテンツをダウンロードして取得す
る．つまり、ICNにとってのデータソースは CDNのコンテンツキャッシュサーバであ
る． 
本提案では、各 ICN ノードに ID を付加し、ICN パケットの名前構造のルーティングプ
レフィックス最上位に CDN からコンテンツが送出された最初の ICN ノード、即ちゲート
ウェイのノード IDを付ける．理由は二つで、一つが、プロトコルオーバーヘッドを削減す
る為である．非常に長く煩雑なルーティングプレフィックスの bit数を減らし、より効率的
な通信形態としている．二つ目が FIB の頻繁な情報アップデートを回避する為である．従
来の ICNではコンテンツの一意性を保つためにパブリッシャーのドメイン名などでコンテ
ンツ名を付けるが、動的にデータソース（コンテンツキャッシュサーバ）が変わるケースに
おいては、それに伴いルーティングプレフィックスも変わり頻繁な FIB のアップデートを
必要とするので、これを回避する．これと同じ理由で、ゲートウェイも動的な CDN側では
なく ICN側に設定し、FIBの更新を回避している． 
 
以上のように、二つのスライスを組み合わせることで、コンテンツキャッシュサーバの
大規模且つ動的な配置とネットワークへの自動的なコンテンツのキャッシュが可能にな
り、コンテンツの性質やユーザの需要に合わせてコンテンツをネットワークに分散するこ
とができる．ユーザがそれらのコンテンツを ICNの通信によって取得することで、通信速
度やモビリティの向上が期待されるより効率的なエンドツーエンドのコンテンツ配信を実
現することができる．また、ネットワークの仮想化により、ネットワークリソースの有効
活用が期待できる．詳細な通信手順は 3.2で述べる． 
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 実際に想定される具体的なシナリオとして東京オリンピックを挙げる．イメージ図を以
下に示す（図 8）． 
 
図 8 シナリオイメージ図 
 
 
データソースはオリンピックのデータセンターで、そこから世界のエンドユーザに向けて
コンテンツを配信するシナリオである．CDNスライスのライフサイクルは短く、イベン
ト発生によるスライス生成要求に応じて動的に作られる．例えば、東京オリンピックのフ
ットボールというイベントが発生するとそれに伴い CDNスライスが生成される．そし
て、コンテンツの性質やユーザの需要によって最適な場所に CDNコンテンツキャッシュ
サーバを配置する．例えば、配信するコンテンツがイギリス対ドイツの試合映像だとする
と、イギリス、ドイツのユーザからの視聴リクエストが高いので、コンテンツキャッシュ
サーバをそれぞれの国に配置する．同じようにオーストラリアの野球の試合映像を配信す
る場合、オーストラリアにコンテンツキャッシュサーバを配置する．そして、データセン
ターから全てのデータを CDNコンテンツキャッシュサーバへ IPネットワークによって送
出する．各国や地域のリージョナルなエリアでは各ドメインで ICNスライスによってユー
ザまでデータを届ける． ICNのライフサイクルは長く、様々なスライスとコネクトし、
多種多様なコンテンツを ICNの特性を活かして配信する役割を担う．  
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3.2 コンテンツ配信サービスシーケンス 
スライス生成及びスライススティッチングのシーケンスを以下に示す． 
①ICNスライス生成、リソースの割り当て、ノード数・リンク設定、ノード IDの付加 
②ICN各ノードの FIB初期化 
③サービス要件やイベント発生によって CDNスライス生成、リソースの割り当て 
④CDNコーディネーターはコンテンツキャッシュサーバをユーザの需要やコンテンツの
性質によって最適な場所に配置 
⑤CDNコーディネーターはオーケストレーターを介してスライススティッチングを要求 
⑥ICNマネージャーはゲートウェイサーバを選択、拡張分のリソースを割り当て 
⑦オーケストレーターを介して IPアドレスの情報を相互に交換 
 
コンテンツ配信のシーケンスを以下に示す． 
①ユーザは CDNコーディネーターにコンテンツテーブルを要求（各コンテンツはデータ
ソースからコンテンツキャッシュサーバに既に送信されているものとする） 
②CDNコーディネーターはユーザにコンテンツテーブルを返送 
③ユーザはコンテンツテーブルから求めるコンテンツを選択 
④CDNコーディネーターはユーザのコンテンツ選択に合わせてコンテンツ情報（エグザ
クトネーム、コンテンツのファイルサイズ）を返送 
⑤CDNコーディネーターはリクエストされたコンテンツが最初のリクエストかどうかを
確認 
⑥もし、最初のリクエストの場合、ゲートウェイサーバにキャッシュサーバからコンテン
ツをダウンロードするように指示 
⑦ユーザはエグザクトネームによって ICNスライスにコンテンツをリクエスト 
⑧ICNの振る舞いで動作 
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図 9 コンテンツ配信シーケンス 
 
 
3.3 OpenStackによるテスト環境構築 
 提案するアーキテクチャの初歩的なテストベッドとして、OpenStackの環境構築を行
い、インスタンスを展開し、NDNコンシューマーサーバと NDNゲートウェイサーバと
CDNコンテンツキャッシュサーバ間の通信を行った（図 10）． 
 
 
図 10 テスト環境イメージ図 
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OpenStack とはオープンソースのクラウドコンピューティングプラットフォームである． 
シンプルな実装、大規模なスケーラビリティ、豊富な機能の実現を目指しており、様々なサ
ービスの組み合わせで Infrastructure-as-a-Service (IaaS) ソリューションを提供してい
る。オープンであること、クラウド上で効率的にサーバやストレージの管理・ネットワーク
設計ができること、運用の自動化は大きなメリットである。以下に使用したサーバのスペッ
クと構築したシステム環境を示す（図 11）． 
 
- Controller Node: 
Intel(R) Xeon(R) CPU E3-1240 v3 @ 3.40GHz 
RAM 16GB 
HDD 2TB 
 
- Compute1 Node: 
Intel(R) Xeon(R) CPU E3-1245 v3 @ 3.40GHz 
RAM 32GB 
HDD 2TB 
 
図 11 Openstack用に構築したシステム環境 
 
 
次に Openstackによって構築したネットワークトポロジーを以下に示す（図 12）． 
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図 12 Openstackによって構築したネットワークトポロジー 
 
NDNxのイメージからユーザ（上記 NDNconsumer）とゲートウェイ（上記
NDNgateway）の二つのインスタンスを展開し、それぞれグローバル IPを割り当て外部
からのアクセスを可能にした． 
ユーザがゲートウェイからコンテンツ名によって実際のビデオファイルを取得すること
に成功した．通信手順は以下の通り．CDNコンテンツキャッシュサーバから遠隔でゲー
トウェイのシェアフォルダにビデオファイルをマウント．ゲートウェイサーバは、NDN
のアプリケーションを起動．NDNの通信を実現する為のレポジトリを作り、シェアフォ
ルダからレポジトリにコンテンツを格納．コンシューマーサーバは、NDNアプリケーシ
ョンを起動．ゲートウェイとのリンクを確立し、コンテンツ名によってビデオファイルを
取得．ゲートウェイサーバとコンシューマーサーバの通信の様子を以下に示す（図 13・
14）． 
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図 13 ゲートウェイ側の通信 
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図 14 ユーザ側の通信 
 
 
3.4 RTT 測定 
 NDN通信の RTT測定を行った．ユーザ二人が Openstackを用いたゲートウェイサー
バから NDNノード経由でコンテンツの Data(4KB)を取得する．初めの状態で NDNノー
ドにはコンテンツはキャッシュされていないものとし、ユーザが Interestを送ってから
Dataがユーザの元に到着するまでの時間を RTTとする、また、NDNノードに用いたハ
ードウェアは東京大学の FLAREを用いた．FLAREとは、SDNとNFVに対応したプロ
グラマブル・ネットワーク・ノードであり、ユーザ端末とネットワーク内で動作するネッ
トワークサービスの機能を連携させることができる、．実験概要図を以下に示す（図 15）． 
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図 15 フィールド実験概要図 
 
 
ユーザ①は NDNノード①に、ユーザ②はNDNノード②に Interestを送るものとする．
以下に示す 4パターン、初期状態から 2回 Interestを送り、1回目と 2回目の RTTを比
較した． 
パターン 1 1回目：ユーザ①、2回目：ユーザ① 
パターン 2 1回目：ユーザ①、2回目：ユーザ② 
パターン 3 1回目：ユーザ②、2回目：ユーザ① 
パターン 4 1回目：ユーザ②、2回目：ユーザ② 
それぞれのパターンの RTTを示したグラフを以下に示す（図 16）． 
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図 16 RTT比較 
 
グラフより、どのパターンでも 1回目の RTTより 2回目の RTTの方が RTTの値が小さ
いことが分かる．1回目の通信では、NDNノードにコンテンツがキャッシュされていない
ので、ゲートウェイサーバまで行く必要があり、時間がかかる．一方で、2回目の通信は
NDNノードにコンテンツがキャッシュされており、ゲートウェイサーバまで行く必要が
ないので、その分 RTTの値が小さくなっていることを表している． 
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第 4章 シミュレーション 
 
4.1 シミュレーション条件 
 本章では、ndnSIM を用いて、従来の CDN のネットワーク（TCP 通信）と提案手法で
ある ICN-CDN 統合ネットワークを比較し評価する．シミュレーションを行うネットワー
クトポロジーを以下に示す（図 17）．  
 
 
図 17 シミュレーショントポロジー 
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図 16におけるチャネル帯域幅を 1Gbps・リンク遅延時間を 5ms、CDNコンテンツキャッ
シュサーバとと NDNゲートウェイサーバ間の帯域幅を 10Mbps・リンク遅延時間 10msの
ボトルネックとした．ボトルネック設定の理由は、少ないユーザ数でもリンクの輻輳発生を
明らかにする為である．ユーザが送る Interestを毎秒 200個、最大の Interestパケット最
大数を 2000個に設定した．返ってくる Dataのサイズを 0.5KB、ユーザが Interestを送り
出してから Dataがユーザの元に到着するまでの時間をデータダウンロード時間とした．シ
ミュレーション条件をまとめたものを以下に示す（表 2）．ユーザ数を増やしていき、ダウ
ンロード時間を計測する．TCP の方の通信は、シミュレーションのアプリケーション機能
である ns3::BulkSendHelperを用いる．ns3::BulkSendHelperは大容量のデータ伝送をシ
ミュレーションするのに利用され、アプリケーション的には ftpを模擬したものである． 
 
表 2 シミュレーション条件 
項目 値 
チャネル帯域幅 1Gbps 
ボトルネック帯域幅 10Mbps 
リンク遅延時間 チャネル：5ms 
ボトルネック：10ms 
Interest 毎秒 200 個 
Interest最大数 2000 個 
データサイズ 0.5KB 
 
 
4.2 シミュレーション結果 
従来の CDNネットワーク（TCP）と ICN-CDN統合ネットワークのデータダウンロード
時間を比較したものを以下に示す（図 18）． 
26 
 
 
図 18 ユーザ数とデータダウンロード時間 
 
両者を比較すると、従来の通信方法である TCPの方は、ユーザ数が増えるほどオーバー
フローによるパケットロスや輻輳が起きてダウンロード時間が増加するが、ICN-CDNの方
はダウンロード時間が一定であることが分かる．これは、ICN の特徴であるキャッシュ機
能によって、NDNゲートウェイサーバにコンテンツをキャッシュすることができ、その都
度コンテンツを潜在的に保持している大元のデータサーバや CDN コンテンツキャッシュ
サーバに戻る必要がないので、ネットワークの輻輳（ボトルネックに設定したリンク）を回
避することができる為である．ICN-CDN のダウンロード時間は Interest を毎秒 200 個、
Interest 最大数を 2000個に設定しているので、約 10秒で一定になっている．また、TCP
の方は基本的には右肩上がりにダウンロード時間が増えているが、40秒から 50秒・60 秒
から 70 秒付近でダウンロード時間が一時的に抑えられその後急激に増えている．これは、
輻輳制御によって一時的にデータ送信が抑えられて、その後再送プロセスが再開したもの
だと考えられる． 
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第 5章 総括 
 
本稿では、時代背景・ICNの研究・ネットワーク仮想化三つのバックグラウンドより、大
規模なビデオコンテンツ配信シナリオを想定し、ICN-CDNスライス統合ネットワークの提
案を行った．トータルシステムとコンテンツ配信サービスの通信手順の考案、テスト環境構
築、シミュレーションを行った． 
限定的なキャッシュ能力ではあるが柔軟な通信を行える ICNの特性と大容量なキャッシ
ュ能力を有し大規模なコンテンツ分散を行える CDNを組み合わせることで、より効率的な
通信を実現できる．特に多種多様なサービス要件が起こりうる中で、ネットワーク仮想化技
術を活かして動的に最適なコンテンツ配信を提供できることは大きなメリットである． 
Openstack のテスト環境では CDN コンテンツキャッシュサーバからビデオコンテンツ
を取得し、NDNゲートウェイサーバと NDNコンシューマーサーバ間で NDN通信の実現
を行った．シミュレーションの結果は ICNを統合することによって通信速度が上がるとい
うことを示している． 
今後の課題としては、CDNコンテンツキャッシュサーバと ICNゲートウェイサーバ間
の通信の自動化のためのプロトコル設計、通信を行う為の UEの振る舞い設計をする必要
がある．また、より現実的なネットワークでのシミュレーションも必要である．さらに、
より効率的な通信を実現する為に、ゲートウェイの選択最適化、ネーミング機能の工夫も
今後の研究内容として挙げられる． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
28 
 
謝辞 
本研究は 5G!PAGODA「サービスに応じたスライス動的生成・管理機能の実証と標準化を
目的とする日欧連携 5G移動通信基盤テストベッド」の部分的研究による成果であり、支
援に感謝します．また、研究を進めるにあたりご指導頂いた佐藤拓朗教授、津田俊隆教
授、ご協力頂いた Nguyen Ngoc Quangさん、Chenghkai. YANさん、ネットワークプロ
グラム作成において助言をして下さった文鄭さんに心から感謝申し上げます． 
 
 
参考文献 
[1] V. Jacobson, et. al, “Networking Named Content,” ACM CoNEXT 2009 
[2] G. Xylomenos, et. al, “A Survey of Information-Centric Networking Research.” IEEE 
Communications & Surveys 2013 
[3] CCNx—Content Centric Networking. url https://www.ccnx.org/ 
[4] Hassan Ahmed, Safdar Hussain Bouk, Dongkyun Kim “Content-Centric Networks 
An Overview, Applications and Research Challenges” SPRINGER BRIEFS IN 
ELECTRICAL AND COMPUTER ENGINEERING 
[5] 釜地梨王, 文鄭, 佐藤拓朗, “データ圧縮機能を用いた ICNネットワーク効率化に関す
る研究”  
[6] 使ってみよう NS3, http://www.yamanaka.ics.keio.ac.jp/wp-
content/uploads/2017/04/17Traffic_12-14.pdf 
