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ABSTRACT
A multivariate Markov random field (MRF) model can be an appealing approach to an analysis
of spatially correlated data, where multiple responses at each location may contain complex depen-
dence structures, both across and within the areal units. To develop such a model, a functional
form of the conditional distribution (with dependence parameters) for the multiple random vari-
ables must be determined. In this work, we study alternative formulations of a bivariate Gaussian
MRF which are distinguished by choice of spatial or non-spatial neighborhood structures. We then
consider a problem of MRF model assessments to diagnose the adequacy of the model structure
(e.g., spatial neighborhood) for observed spatial data. We develop a procedure for assessing a
particular dependence structure made in bivariate MRF model formulation, using the method of
spatial blockwise empirical likelihood (SBEL). Simulation studies show that the proposed SBEL
method provides a way to detect an incorrect assumption of the conditional dependence structure
used in bivariate model construction. This procedure is also illustrated with an example of the
daily average temperatures and dew points measured in Iowa during 2016.
1
CHAPTER 1. INTRODUCTION
1.1 General Introduction and Outline
This dissertation focuses on the understanding of underlying statistical properties implied by
alternative conditional approaches in the construction of a bivariate Markov random field (MRF)
model. It discusses four distinct conditional specifications in modeling for bivariate lattice data,
and examines their modeled and implied conditional dependencies to better understand complex
statistical dependencies among variables within and across areal units. This study also revisits a
method of spatial blockwise empirical likelihood by Nordman (2008) and develops a procedure
for assessing a particular dependence structure made in bivariate MRF model formulation, in a
manner similar to that suggested for univariate MRFs by Kaiser and Nordman (2012).
Markov random field (MRF) models, proposed by Besag (1974), are commonly used in the
analysis of spatial data, particularly when measurements are observed on a lattice. The MRF ap-
proach to constructing statistical models is based on the specification of conditional distributions
for each location, borrowing information from a collection of spatially close sites, called a neighbor-
hood. This work focuses on Gaussian MRF models, where conditional distributions are assumed
Gaussian, commonly referred to as conditional autoregressive (CAR) model specifications.
Chapter 2 discusses four alternative conditional dependence structures specified in a bivariate
MRF model construction, including the formulations proposed by Mardia (1988) and Sain et al.
(2011). These two formulations differ where the former specifies the multivariate full conditional
distribution of the random vector at each location, while the latter constructs the univariate full
conditional distribution for each component of the random vector at each site. Based on the former
approach by Mardia (1988), a bivariate MRF model is generated with properties of symmetrical
spatial and cross (conditional) dependencies among variables across locations. Alternatively, a
more flexible formulation based on Sain et al. (2011) is considered, further allowing asymmetrical
2
spatial and cross dependencies, but resulting in a complex parameter space for bivariate model
construction. Both types of conditionals, univariate and bivariate full conditionals, are studied,
as well as their conditional correlation structures, for each of the four model specifications. In
addition, the models’ parameter spaces are explored, and comparisons are made of these models.
To develop a bivariate (or multivariate) MRF model for spatial data, a functional form of the
conditional distribution (with dependence parameters) for the multiple random variables must be
determined. While fitting a flexible (and complex) model provides more options in specification
of the conditional distribution, it also results in more parameters estimated and may lead to a
problem of overfitting the data. Chapter 3 considers a problem of MRF model assessments to
diagnose the adequacy of the model structure (e.g., spatial neighborhood) for observed spatial
data. A procedure, called a spatial blockwise empirical likelihood (SBEL), proposed by Kaiser and
Nordman (2012), assesses the fit of a proposed MRF model to univariate spatial data. Chapter 3
extends the model-based assessment approach to bivariate MRF models, under a consideration of
the four conditional specifications provided in Chapter 2. Based on simulation studies, the proposed
method shows promise for determining whether or not a specified dependence structure assumed
in the bivariate model formulation is plausible for the data. A weather data example is also given,
to verify conditional dependence structure in modeling daily average temperature and dew point
measured in Iowa during 2016.
1.2 Literature Review: Multivariate Gaussian MRF Models
This section reviews several multivariate Gaussian MRF models, often referred to as MCAR
(multivariate conditional autoregressive) models, and focuses on model formulations.
Consider a multivariate process {Y(si) : si ∈ Dn, i = 1, . . . , n} on a spatial domain Dn, where
Y(si) = (Y1(si), . . . , Yp(si))
′ is a p-dimensional random vector observable at each location si.
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In Mardia (1988), a (fully) conditionally specified model assumes each of p-dimensional random
vector is multivariate normal with
E[Y(si) | R(si)] = α(si) +
∑
j 6=i
βij(y(sj)−α(sj)),
V ar[Y(si) | R(si)] = Γi,
where we denote by R(si) a set of all the remaining random vectors in the process excluding the
ith one, α(si) = (α1(si), . . . , αp(si))
′ a p-dimensional marginal mean vector, βij a p × p matrix,
and Γi a p × p positive definite matrix. It is additionally assumed that βii = −I for all i. Under
a Markov assumption, j 6= i (the index of summation) can be replaced by sj ∈ Ni, where Ni
denotes the set of all neighboring locations of si, or by i ∼ j, which indicates the sites si and sj are
neighbors (e.g., four- or eight-nearest neighbors on a regular lattice). Mardia (1988) used the idea
of Brook’s expansion of the factorization theorem (Brook (1964)) to show resulting joint density
is Gaussian with a valid covariance matrix Σ, if βijΓ
′
j = Γiβ
′
ji (for symmetry of Σ) and the block
matrix of the form [Block(−βij)] is positive definite. That is, given the n conditional distributions
defined above, the np-dimensional vector Y = (Y(s1)
′, . . . ,Y(sn)
′)′ is normally distributed with
mean vector α = (α(s1)
′, . . . ,α(sn)
′)′ and variance-covariance matrix
Σ = [Block{−Γ−1i βij}]
−1. (1.1)
Different parameterizations of βij and Γi used in modeling spatial data lead to different Gaussian
MRF models, assuming the resulting covariance matrix is symmetric and positive definite. In
particular, if βij = bijIp×p with bii = −1 and bji = bij , and Γi = Γ, then Σ = [−β ⊗ Γ−1]−1, where
β = [bij ]i,j∈{1,...,n} is an n × n matrix. Thus, the resulting covariance is written as a Kronecker
product of two matrices describing spatial (neighborhood, β) and non-spatial (variability between
different variables at each location, Γ) structures, given its neighboring locations.
Another simple parameterization of (1.1) in modeling multivariate spatial data involves a spec-
ification of
Σ = [(In×n − ηW )⊗ Γ−1]−1, (1.2)
4
with a spatial (or smoothing) parameter η, a p × p covariance matrix Γ, and an n × n adjacency
matrix W , assuming the resulting covariance matrix is symmetric and positive definite. This model
only allows a specification of spatial (neighborhood) structure, remaining the same strength for all
different types of variables. In addition, their cross-correlations (e.g., between Yj(si) and Yl(sk) for
j 6= l and sk ∈ Ni) are completely determined by the elements in Γ and η.
Alternatively, Kim et al. (2001) propose a bivariate CAR model, called a twofold CAR model,
that formulates the full conditional distribution for each variable (rather than each vector) as
follows. For j, l = 1, 2 with j 6= l, it is assumed
E[Yj(si) | Rij ] = αj +
ρ0
2mi + 1
τj
τl
(yl(si)− αl) +
ρj
2mi + 1
∑
sk∈Ni
(yj(sk)− αj)
+
ρ3
2mi + 1
τj
τl
∑
sk∈Ni,l 6=j
(yl(sk)− αl), and
V ar[Yj(si) | Rij ] =
τ2j
2mi + 1
,
where mi denotes the number of (spatial) neighbors at each location, si, for i = 1, . . . , n, and Rij
defines all the components in Y except for Yj(si). Rearranging Y by variable components rather
than by spatial components, the resulting joint density for (Y1(s1), . . . , Y1(sn), Y2(s1), . . . , Y2(sn))
is normal with a covariance matrix
ΣP =
 1τ21 (2 · diag(m1, . . . ,mn) + I− ρ1W ) − 1τ1τ2 (ρ0I + ρ3W )
− 1τ1τ2 (ρ0I + ρ3W )
1
τ22
(2 · diag(m1, . . . ,mn) + I− ρ2W )

−1
, (1.3)
provided |ρt| < 1, t = 0, 1, 2, 3. We denote by ΣP the covariance matrix for a permutation of Y,
PY, where P is orthogonal. This bivariate model specifies different spatial parameters for each
type of variable, Y1 and Y2, while only allowing equal cross correlations through ρ3.
A different parameterization of the multivariate CAR model, called MCAR(γ,Λ), is considered
by Carlin and Banerjee (2003) and Gelfand and Vounatsou (2003). It also incorporates a different
number of neighbors for each location. From (1.1), one specifies βii = −I, βij = βi = γmi I, and
Γi = m
−1
i Λ with a p×p symmetric and positive definite matrix Λ. The resulting covariance matrix
is then given by
Σ = [(diag(m1, . . . ,mn)− γW )⊗ Λ−1]−1, (1.4)
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where mi is the number of neighbors at the i
th site, and W is the n×n adjacency matrix. A sufficient
condition for the positive definiteness of Σ is |γ| < 1. This specification reduces to (1.2) if mi = m >
0 ∀i, and the condition of |γ| < 1 becomes |η| < 1/m. Since this model formulates spatial structure
through a single parameter γ, both literatures also consider MCAR(γ,Λ) models that allow different
spatial parameters γ = (γ1, . . . , γp) for each random variable Yj(si) with its neighboring random
variables, Yj(sk) for sk ∈ Ni, j = 1, . . . , p. A permutation of Y, PY, that arranges the resulting
vector as PY = (Y1(s1), . . . , Y1(sn), . . . , Yp(s1), . . . , Yp(sn))
′, has its covariance matrix,
ΣP = [Λ
−1 ⊗ (diag(m1, . . . ,mn)− γW )]−1.
Allowing now γ to be a vector γ = (γ1, . . . , γp), a Cholesky factorization (Carlin and Banerjee
(2003)) and a spectral decomposition (Gelfand and Vounatsou (2003)) of the matrices involving
(diag(m1, . . . ,mn) − γjW ) are used for the development of MCAR(γ,Λ) models. Similar to (1.2)
and (1.4), these models still do not allow direct specification of cross-correlations across locations.
Jin et al. (2005) and Jin et al. (2007) further explore MCAR models based on geostatisti-
cal approaches. Their frameworks facilitate a direct specification of equal cross-correlations and
recognize several MCAR models as special cases. Jin et al. (2005) use the idea of a hierarchi-
cal modeling approach by Royle and Berliner (1999) to directly specify joint distribution for a
multivariate spatial process. This involves a specification of marginal and conditional distributions
based on the univariate Gaussian MRF for each type of variable. Denoted as GMCAR, this model
specifies
Y1 | Y2 ∼ N(α1+(η0I+η3W )(Y2−α2), [τ−21 (Dm−η1W )]
−1), Y2 ∼ N(α2, [τ−22 (Dm−η2W )]
−1),
in the bivariate case, where Y1 = (Y1(s1), . . . , Y1(sn))
′, Y2 = (Y2(s1), . . . , Y2(sn))
′, and Dm =
diag(m1, . . . ,mn). The parameters η1 and η2 specify the spatial structure for conditional distribu-
tion of Y1 given Y2 and marginal distribution of Y2, respectively. Given Y2, the parameters η0
and η3 control associations of Y1 with the variables in Y2, within and across locations. Its joint
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distribution for (Y1,Y2) is normal and has a valid covariance matrix[τ−21 (Dm − η1W )]−1 + (η0I + η3W )[τ−22 (Dm − η2W )]−1(η0I + η3W ) (η0I + η3W )[τ−22 (Dm − η2W )]−1
[τ−22 (Dm − η2W )]−1(η0I + η3W ) [τ
−2
2 (Dm − η2W )]−1
 ,
(1.5)
provided |η1| < 1 and |η2| < 1. The issue of ordering random variables (whether to specify the
moments of Y1 | Y2 and Y2, or Y2 | Y1 and Y1) is discussed, and a model selection procedure is
performed using DIC statistics.
The order-free MCAR specification is proposed by Jin et al. (2007) based on the linear model
of coregionalization (LCM) approach. This specification involves modeling (zero-centered) spatial
processes uj = (u1j , . . . , unj)
′, j = 1, . . . , p and writes PY = (A⊗ In×n)u, where u = (u′1, . . . ,u′p)
and PY = (Y1(s1), . . . , Y1(sn), . . . , Yp(s1), . . . , Yp(sn))
′. For the dependent and not identical latent
processes uj , define u ∼ N(0, (Ip×p⊗Dm−B⊗W )−1), resulting in the MCAR(B,Λ) specification:
PY ∼ N(0, (A⊗ In×n)(Ip×p ⊗Dm − B⊗W )−1(A⊗ In×n)′), (1.6)
where Λ = AA′. The spatial- and cross-correlations for the process are specified through the
elements in the p × p symmetric matrix B = [bij ]. Non-spatial variabilities are captured by the
matrix Λ = AA′, identifying A with the upper-triangular Cholesky decomposition of Λ. The
validity of the resulting covariance matrix is achieved by the argument of positive definiteness of
(Ip×p ⊗Dm − B⊗W ).
Sain and Cressie (2007) and Sain et al. (2011) consider two different parameterizations for
the study of environmental equity and an ensemble of regional climate models, respectively. Both
approaches explore modeling an asymmetrical cross-covariance structure for distinct variables in
neighboring locations, e.g., Yj(si) and Yl(sk) for j 6= l and sk ∈ Ni.
The canonical multivariate conditional autoregressive model, called CAMCAR, is proposed by
Sain and Cressie (2007). This model formulates Γi and βij in (1.1) as follows. Define Γi =
m
−1/2
i Γm
−1/2
i with a p × p covariance matrix Γ. To achieve symmetry, for i < j, define βij =
m
−1/2
i Γ
1/2BΓ−1/2m
1/2
j and βji = m
−1/2
j Γ
1/2B′Γ−1/2m
1/2
i , denoting by B = Γ
−1/2ΥΓ1/2, where
the p× p matrix Υ is possibly asymmetric (and so is matrix B), and mi is a p× p diagonal matrix
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of precision measures (e.g., the number of neighbors at each location, mi = niI). This formulation
results in
Σ = Γ∗ ·

I −Bδ12 · · · −Bδ1n
−B′δ12 I · · · −Bδ2n
...
...
. . .
...
−B′δ1n −B′δ2n · · · I

−1
· Γ∗′ , (1.7)
where δik = δki = 1 if sk ∈ Ni and 0 otherwise, and the np × np block diagonal matrix is defined
by Γ∗ = Blockdiag(m
−1/2
1 Γ
1/2, . . . ,m
−1/2
n Γ1/2), which is positive definite. This specification allows
for asymmetrical cross-correlations (through B) and an invariance property of spatial correlations
on the precision measures mi (which is not the case in MCAR(γ,Λ)). That is, the p × p con-
ditional correlation matrix of (Y(si) | R(si)) and the 2p × 2p conditional correlation matrix of
((Y(si),Y(sj))|Y(sk)) for k 6= i, j, are free of the precision measure, making interpretation of the
dependence parameters easier. However, due to a general form of matrix B in the covariance ma-
trix, results show restricted parameter space for the parameters specified in B, which also depends
on the number of neighbors for each site.
In Sain et al. (2011), the idea of CAMCAR is further explored considering spatial data with
a single measurement at each lattice point observed on a multi-dimensional lattice. This also
generalizes the idea of the twofold CAR model in Kim et al. (2001). It is assumed each of the
components observed in the multivariate process {Y(si) : si ∈ Dn, i = 1, . . . , n} follows a Gaussian
conditional distribution. That is, the conditional distribution for the jth variable (j = 1, . . . , p)
observable at the ith location si has the mean and variance,
E[Yj(si) | Rij ] = αij +
∑
k 6=i
bijkj(yj(sk)− αkj)
+
∑
l 6=j
bijil(yl(si)− αil) +
∑
k,l 6=i,j
bijkl(yl(sk)− αkl), and
V ar[Yj(si) | Rij ] = τ2j ,
respectively. The notation Rij defines all the components in Y except for the Yj(si). To achieve a
valid covariance matrix of the Gaussian random vector Y (and also reduce the number of parameters
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to be estimated), further assumptions are necessary. Allowing bijil ≡ ρjl
τj
τl
with ρlj = ρjl, and
bijkl ≡ φjl
τj
τl
for k < i, with bijkj ≡ φjj , the resulting matrix Σ below forms a covariance matrix of
Y, provided it is positive definite:
Σ = [In×n ⊗ diag(τ1, . . . , τp)] ·

A Πδ12 · · · Πδ1n
Π′δ12 A · · · Πδ2n
...
...
. . .
...
Π′δ1n Π
′δ2n · · · A

−1
· [In×n ⊗ diag(τ1, . . . , τp)], (1.8)
where δik = δki = 1 if sk ∈ Ni and 0 otherwise, and the p× p matrices are given by
A =

1 −ρ12 · · · −ρ1p
−ρ12 1 · · · −ρ2p
...
...
. . .
...
−ρ1p −ρ2p · · · 1

and Π′ =

−φ11 −φ12 · · · −φ1p
−φ21 −φ22 · · · −φ2p
...
...
. . .
...
−φp1 −φp2 · · · −φpp

.
The mean of Y is given by α = (α11, α12, . . . , α1p, . . . , αnp)
′. Here, ρjl (or ρlj) specifies association
between Yj(si) and Yl(si) at the same site, and φjj describes conditional dependence for the j
th
variable Yj(si) with neighboring variables Yj(sk) for sk ∈ Ni. The parameter φjl formulates cross-
variable dependence between the variable Yj(si) at the i
th site and its distinct variables Yl(sk)
for l 6= j in neighboring locations sk ∈ Ni. This model allows specification of both spatial- and
cross-correlations across areal units, but, as seen in (1.7), restrictions for diagonal dominance on
the inverse matrix in (1.8) yields complex parameter space. Furthermore, the p × p conditional
covariance and correlation matrix of (Y(si) | R(si)) is written as
Σi|−i = T
1/2A−1T1/2, and Ri|−i = D
−1/2A−1D−1/2,
respectively, where T1/2 = diag(τ1, . . . , τp), D
−1/2 = diag(a
−1/2
11 , . . . , a
−1/2
pp ), and all is the l
th
diagonal element of A−1 for l = 1, . . . , p. In addition, the 2p× 2p conditional covariance matrix of
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(Y(si),Y(sj)) given the rest is
Σij|−ij =
T1/2 O
O T1/2

A Π
Π′ A

−1 T1/2 O
O T1/2

=
T1/2 O
O T1/2

 (A−ΠA−1Π′)−1 −(A−ΠA−1Π′)−1ΠA−1
−(A−Π′A−1Π)−1Π′A−1 (A−Π′A−1Π)−1

T1/2 O
O T1/2

for all i < j with i ∼ j, and thus its conditional correlation matrix, depends on the parameters in
both A and Π. Under the simple specification of (1.2) these become
Σi|−i = Γ and Σij|−ij =
 11−η2 η1−η2
η
1−η2
1
1−η2
⊗ Γ.
Here, Σi|−i = Γ verifies the specification of a random vector at each location in (1.2). Also,
the conditional correlation matrix of Σij|−ij reveals cross-correlations are induced by parameters
specified in the p× p covariance matrix Γ and η.
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CHAPTER 2. ALTERNATIVE SPATIAL DEPENDENCE STRUCTURES
IN BIVARIATE GAUSSIAN MARKOV RANDOM FIELD MODELS
We study four bivariate Markov random field (MRF) models with alternative conditional specifi-
cations of small-scale structure (between-variable dependencies within and across locations). These
models are based on Gaussian conditionals, including multivariate MRF models proposed by Mar-
dia (1988) and Sain et al. (2011), with a focus on modeling bivariate lattice data. We present
marginal and conditional structures for these models, and examine their modeled and implied con-
ditional dependencies, due to the multivariate nature inherent in these modeling approaches. We
also discuss conditions that should be imposed on the values of the parameters in the covariance
matrix to better understand underlying statistical properties implied by each model.
2.1 Introduction
Many studies have been conducted on the development of spatial models to explore multivariate
data where more than one observation is collected at the same spatial location, including models
based on Markov random fields (MRF) (e.g., Mardia (1988); Sain and Cressie (2007); Sain et
al. (2011)). Markov random field models, proposed by Besag (1974), provide an attractive
option in the analysis of spatial data, particularly when measurements are observed on a regular
lattice. These models are formulated by specifying the conditional distribution of the process at a
location, given the values of the process at neighboring locations. For multivariate measurements
observed at each spatial site, Mardia (1988) introduced a multi-dimensional Gaussian MRF model
for image processing, and provided various theoretical properties of the model. Several authors
further explored the model and incorporated in the construction of hierarchical Bayesian modeling
approaches (e.g., Kim et al. (2001); Carlin and Banerjee (2003); Gelfand and Vounatsou (2003);
Jin et al. (2005); Jin et al. (2007); Sain and Cressie (2007)).
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In this study, we present four alternative conditional specifications of MRF models for bivari-
ate data, including bivariate versions of the models proposed by Mardia (1988) and Sain et al.
(2011). These two specifications differ in that the former specifies the multivariate full conditional
distribution of the random vector at each location, while the latter formulates the univariate full
conditional distribution of each component of the vector at each site. The approach of Mardia
(1988) allows modeling of spatial and non-spatial (association between two variables within each
location) dependence structure separately, but generates a model with symmetrical cross-variable
dependencies for different variables at neighboring locations. (See also Carlin and Banerjee (2003);
Gelfand and Vounatsou (2003); Jin et al. (2007), for use of this approach.) The approach of Sain
et al. (2011) further considers heterogeneous cross-variable dependencies in modeling multivariate
lattice data, but results in a restricted parameter space for its covariance matrix. In this work
we also explore the parameter space for this model specification to better understand this flexible
approach.
The plan of this chapter is as follows. Section 2.2 introduces the notation used throughout the
chapter and formulates the univariate Gaussian MRF model. It also provides a brief description
of the multivariate Gaussian MRF models proposed by Mardia (1988) and Sain et al. (2011).
Section 2.3 presents four distinctive formulations of the MRF models for bivariate data. Sections
2.4 and 2.5 discuss the models’ conditional dependence structures and parameter spaces to better
understand the differences in contribution of each model parameter to the model output. Section
2.6 compares the models. Section 2.7 provides concluding remarks.
2.2 Preliminaries
2.2.1 Univariate Gaussian MRF
Let Y (si) be a real-valued random variable measured at a spatial location si = (ui, vi) ∈ Dn∩Z2
on an integer grid for i = 1, . . . , n, where Dn ⊂ R2 is a spatial domain within Z2, the two-
dimensional infinite integer lattice. The MRF approach to constructing statistical models is based
on the specification of conditional distributions for each location {si : i = 1, . . . , n}. Given a
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set of locations, we first define a neighborhood for each of the n random variables. Two examples
of spatial neighborhood structures often used with regular lattices are the four-nearest and eight-
nearest neighborhood structures:
Ni ≡ {sj = (uj , vj) : (ui − uj)2 + (vi − vj)2 = 1} and
Ni ≡ {sj = (uj , vj) : 0 < (ui − uj)2 + (vi − vj)2 ≤ 2},
defined at each location, respectively. The lattice may be considered to be wrapped on a torus, or
have adjustments made for edge locations. Neighborhoods must be symmetric, i.e., if sj ∈ Ni, then
si ∈ Nj , and the set of values at neighboring locations can be denoted as,
y(Ni) ≡ {y(sj) : sj ∈ Ni, i 6= j}.
Under a Markov assumption, the full conditional distribution of a random variable Y (si) can
be written as:
[Y (si) | {y(sj) : j 6= i}] = [Y (si) | y(Ni)],
where the square brackets denote the distribution of the random variable.
For Gaussian data involving a univariate random variable at each location, a stationary and
isotropic process {Y (si) : si ∈ Dn ∩ Z2} with respect to a neighborhood structure (satisfying the
Markov assumption) can be written as, for i = 1, . . . , n,
[Y (si) | y(Ni)] = N (µ(si), τ2), (2.1)
where µ(si) = α + η
∑
sj∈Ni
{y(sj) − α} is the conditional mean of Y (si) expressed as a function of
its marginal mean, α = E[Y (si)]. The conditional variance of Y (si) is denoted by τ
2 for all i, and
the spatial dependence among neighboring locations is embodied in the parameter η. (See also
Besag (1974) and Kaiser and Cressie (2000) for a full development of MRF models in a general
framework.)
A factorization theorem by Besag (1974) leads to a joint Gaussian distribution, provided the
covariance matrix is symmetric and positive definite. In particular,
[(Y (s1), . . . , Y (sn))] = N (α, (I− C)−1Γ),
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where α = α ·1 is the mean vector of size n, I is an identity matrix, C = [cij ] is an n×n (adjacency)
matrix with cij = η for sj ∈ Ni, i 6= j, and zero otherwise. Finally, Γ = diag(τ2, . . . , τ2). The
positive definiteness of the matrix, Γ−1(I−C), can often be verified using the argument of diagonal
dominance. In this model specification, if |η| < 1/m, wherem is the number of neighbors at each site
(either 4 or 8), the resulting matrix becomes positive definite. (See also Cressie (1993) (Section 7.2)
for a discussion of spatial dependence parameter space determination for auto-Gaussian models.
In the multivariate setting, the MRF model assumes more than one observation at each random
field location. The modeling approach for such cases then incorporates statistical dependence among
the measurements, within each location and neighboring locations. The following section provides
a brief overview of the formulation of two conditionally specified Gaussian MRF models given
by Mardia (1988) and Sain et al. (2011). They are based on two contrasting MRF modeling
approaches. One begins with specifying a full conditional distribution for each bivariate random
vector, while the other considers a full conditional distribution for each variable at each grid point.
2.2.2 Multivariate Gaussian MRF
Consider a multivariate process {Y(si) : si = (ui, vi) ∈ Dn ∩ Z2, i = 1, . . . , n}, where Y(si) =
(Y1(si), . . . , Yp(si))
′ is a p-dimensional random vector observable at each location si. In Mardia
(1988), a conditionally specified model assumes each random vector is Gaussian with
E[Y(si) | R(si)] = α(si) +
∑
j 6=i
βij(y(sj)−α(sj)),
V ar[Y(si) | R(si)] = Γi,
where R(si) denotes the set of all the remaining random vectors in the process excluding the i
th
one, α(si) = (α1(si), . . . , αp(si))
′ indicates a p-dimensional marginal mean vector, βij is a p × p
matrix, and finally, Γi is a p × p positive definite matrix. Additionally it assumes βii = −I for all
i. Mardia (1988) shows, using the idea of Brook’s expansion of the factorization theorem (Brook
(1964)), the resulting joint density is Gaussian with a valid covariance matrix Σ, if βijΓ
′
j = Γiβ
′
ji
(for symmetry of Σ) and the block matrix of the form [Block(−βij)] is positive definite. That is,
given the n conditional multivariate normal distributions defined above, the np-dimensional vector
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Y = (Y(s1)
′, . . . ,Y(sn)
′)′ is normally distributed with mean vector α = (α(s1)
′, . . . ,α(sn)
′)′ and
variance-covariance matrix Σ = [Block{−Γ−1i βij}]−1.
In Sain et al. (2011), on the other hand, it is assumed that each of the components observed
in the multivariate process {Y(si) : si = (ui, vi) ∈ Dn ∩ Z2, i = 1, . . . , n} follows a Gaussian
conditional distribution. That is, the conditional distribution for the jth variable (j = 1, . . . , p)
observable at the ith location si has the mean and variance,
E[Yj(si) | Rij ] = αij +
∑
k 6=i
bijkj(yj(sk)− αkj)
+
∑
l 6=j
bijil(yl(si)− αil) +
∑
k,l 6=i,j
bijkl(yl(sk)− αkl), and
V ar[Yj(si) | Rij ] = τ2j ,
respectively. The notation Rij defines all the components in Y except for Yj(si). To achieve a valid
covariance matrix of the Gaussian random vector Y (and also reduce the number of parameters
to be estimated), further assumptions are necessary. Letting bijil ≡ ρjl
τj
τl
with ρlj = ρjl, and
bijkl ≡ φjl
τj
τl
for k < i, with bijkj ≡ φjj , the resulting matrix Σ below forms a covariance matrix of
Y, provided it is positive definite:
Σ = [In×n ⊗ diag(τ1, . . . , τp)] ·

A Bδ12 · · · Bδ1n
B′δ12 A · · · Bδ2n
...
...
. . .
...
B′δ1n B
′δ2n · · · A

−1
· [In×n ⊗ diag(τ1, . . . , τp)],
where δik = δki = 1 if sk ∈ Ni and 0 otherwise, and the p× p matrices are given by
A =

1 −ρ12 · · · −ρ1p
−ρ12 1 · · · −ρ2p
...
...
. . .
...
−ρ1p −ρ2p · · · 1

and B′ =

−φ11 −φ12 · · · −φ1p
−φ21 −φ22 · · · −φ2p
...
...
. . .
...
−φp1 −φp2 · · · −φpp

.
The mean of Y is given by α = (α11, α12, . . . , α1p, . . . , αnp)
′. Here, ρjl (or ρlj) specifies association
between Yj(si) and Yl(si) at the same site, and φjj describes conditional dependence for the j
th
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variable Yj(si) with their neighboring variables Yj(sk) for sk ∈ Ni. The parameter φjl formulates
cross-variable dependence between the variable Yj(si) at the ith site and its distinct variables Yl(sk)
for l 6= j in neighboring locations sk ∈ Ni.
2.3 Formulation of Gaussian MRF Models for Bivariate Observations
In this section we consider four model structures for bivariate Gaussian MRF formulation in-
cluding those of Mardia (1988) and Sain et al. (2011).
Consider a stationary (vector) process {(Y (si), Z(si)) : si = (ui, vi) ∈ Dn ∩ Z2, i = 1, . . . , n},
where Y (si) and Z(si) are the real-valued random variables observable at a location si on a regular
lattice. This study assumes both variables, Y and Z, have the same spatial neighborhood structure
(either four- or eight-nearest) at any given location in the spatial domain. We define the neighboring
values for each variable as,
y(Ni) ≡ {y(sj) : sj ∈ Ni, i 6= j} and z(Ni) ≡ {z(sj) : sj ∈ Ni, i 6= j}.
The bivariate full conditional distribution of a random vector given all others (i.e., given values
of random vectors at neighboring locations) is denoted as
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}]. (2.2)
The univariate full conditional distributions for each component of the random vector, given values
at neighboring locations and the value of the other variable at the same location, are denoted as
[Y (si) | {z(si),y(Ni), z(Ni)}] and [Z(si) | {y(si),y(Ni), z(Ni)}]. (2.3)
2.3.1 Two-independent MRFs model
A two-independent MRFs model is the simplest approach for constructing a bivariate lattice
model by simply combining two univariate MRF models. That is, for i = 1, . . . , n,
[Y (si) | y(Ni)] = N (µy(si), τ2y ), and
[Z(si) | z(Ni)] = N (µz(si), τ2z ),
(2.4)
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where
µy(si) = αy + ηy
∑
sj∈Ni
{y(sj)− αy}, and
µz(si) = αz + ηz
∑
sj∈Ni
{z(sj)− αz}.
(2.5)
The parameters αy and αz represent the marginal means for Y (si) and Z(si), respectively, for all i.
Conditional dependence parameters are denoted by ηy and ηz. Factorization theorem then results
in the multivariate Gaussian distribution for joint density of the 2n-dimensional random vector
((Y (s1), Z(s1)), · · · , (Y (sn), Z(sn)))′ with a vector of marginal means and covariance matrix,
α = (αy, αz, · · · , αy, αz)′ and Σ = [Block{−Γi−1Cij}]−1 for i, j = 1, · · · , n, (2.6)
respectively. Here, we define Cii = −I2×2 =
−1 0
0 −1
, Cij =
ηy 0
0 ηz
 if sj ∈ Ni, and Cij =
O2×2, a zero matrix, otherwise. Finally, Γi = diag(τ
2
y , τ
2
z ), where τy > 0 and τz > 0.
In addition, the univariate full conditional moments are given by:
E[Y (si) | {z(si),y(Ni), z(Ni)}] = µy(si), V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = τ2y ,
E[Z(si) | {y(si),y(Ni), z(Ni)}] = µz(si), V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = τ2z .
(2.7)
Here, conditional independence between two distinct variables is apparent. That is, given its
corresponding variables in neighboring locations, each variable (say, Y ) is conditionally independent
of the other distinct variable (say, Z) both at the same location and in neighboring sites (and vice
versa). This model is less of a viable option for modeling two related spatial variables than it is a
baseline against which other models can be compared.
2.3.2 Two-variable MRF
In this model we assume that the variable Z(si) is included in the neighborhood of Y (si), and
vice versa. We call this specification the two-variable MRF.
For i = 1, · · · , n, the two-variable MRF model is defined as,
[Y (si) | {z(si),y(Ni)}] = N (µy(si), τ2y ), and
[Z(si) | {y(si), z(Ni)}] = N (µz(si), τ2z ),
(2.8)
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where
µy(si) = αy + ηy
∑
sj∈Ni
{y(sj)− αy}+ κy{z(si)− αz}, and
µz(si) = αz + ηz
∑
sj∈Ni
{z(sj)− αz}+ κz{y(si)− αy}.
(2.9)
The parameters, κy and κz, now represent conditional dependence between two observations at the
same location.
The joint distribution of the 2n-dimensional random vector ((Y (s1), Z(s1), · · · , (Y (sn), Z(sn)))′
for this model specification is Gaussian, with the mean and covariance matrix given by
α = (αy, αz, · · · , αy, αz)′ and Σ = [Block{−Ti−1Cij}]−1 for i, j = 1, · · · , n, (2.10)
where Cii =
−1 κy
κz −1
 , Cij =
ηy 0
0 ηz
 if sj ∈ Ni, Cij = O2×2, otherwise, and Ti =
diag(τ2y , τ
2
z ). Here additional assumptions of κy/τ
2
y = κz/τ
2
z (for symmetry) and positive defi-
niteness of Σ are required for the 2n× 2n covariance matrix to be valid.
The univariate full conditional means and variances are given by
E[Y (si) | {z(si),y(Ni), z(Ni)}] = µy(si), V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = τ2y ,
E[Z(si) | {y(si),y(Ni), z(Ni)}] = µz(si), V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = τ2z ,
(2.11)
where µy(si), µz(si), τ
2
y , and τ
2
z are defined in Eqs. (2.8) and (2.9). Here, Y (si) is conditionally
independent of the spatial neighbors of Z(si), namely z(Ni), given {z(si)∪y(Ni)}. Similarly, Z(si)
is conditionally independent of y(Ni) given {y(si)∪z(Ni)}. (Although a non-Gaussian distribution
is assumed, a similar approach has been proposed in Caragea and Berg (2014), for the development
of a bivariate autologistic model for spatial binary data.)
2.3.3 Bivariate MRF
Mardia (1988) considers a multi-dimensional Gaussian MRF model by specifying multivariate
full conditional distributions for p-dimensional random vectors across n sites. With p = 2, Mardia’s
approach assumes a bivariate normal distribution for a set of random vectors (Y (si), Z(si)), for
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i = 1, . . . , n,
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}] = N
αy
αz
+ ∑
sj∈Ni
Bij
y(sj)− αy
z(sj)− αz
 , Γi
 . (2.12)
The statistical dependencies between random variables within a site and among sites are specified
through the 2 × 2 matrices Bij and Γi. We further assume Bii = −I2×2, and Bij = O2×2 if the
locations si and sj are not neighbors.
One simple parameterization for Bij and Γi is to take
Bij =
η 0
0 η
 for sj ∈ Ni and Γi =
 σ2y ρσyσz
ρσyσz σ
2
z
 , (2.13)
where spatial dependence among sites for each variable is specified using the parameter η, and the
association between two random variables within a site is denoted by ρ ∈ (−1, 1). The parameters,
σ2y and σ
2
z , represent the (bivariate full) conditional variances for each variable. Note, this specifi-
cation forces homogeneous spatial dependence (η) for both variables, Y and Z, among neighboring
sites. This specification results in a joint density as a multivariate Gaussian, N (α, Σ), where
α = (αy, αz, . . . , αy, αz)
′ and Σ = [Block{−Γ−1i Bij}]
−1, for i, j = 1, 2, . . . , n, (2.14)
where Bij and Γi are defined in Eq. (2.13) with Bii = −I2×2, and Bij = O2×2 otherwise. The
covariance matrix, Σ, can also be written as the Kronecker product of two separable specifications
describing the degree of spatial (neighborhood) structure (Bij) and variability between the two
variables (Γi). That is,
Σ = (diag(1, 1, . . . , 1)− ηW)−1 ⊗ Γi, (2.15)
where W is an n×n adjacency matrix with entries, wii = 0, wij = 1 if si and sj are neighbors, and
wij = 0 otherwise. The parameter, ρ, represents the unconditional or marginal correlation between
two measurements at the same location.
We call this model the bivariate MRF, due to the bivariate normal specification of the con-
ditional covariance matrix Γi in Eq. (2.13). We also note this approach can be considered as
a multivariate conditional autoregressive (CAR) model proposed by Carlin and Banerjee (2003)
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and Gelfand and Vounatsou (2003), called MCAR(ξ, Λ), where Bii = −I, Bij = Bi = ξmi I, and
Γi =
1
mi
Λ for any symmetric and positive definite matrix Λ. The notation mi denotes the number of
neighbors at the ith site. A sufficient condition for the positive definiteness of the covariance matrix
for MCAR(ξ, Λ) is |ξ| < 1. For the bivariate MRF model (Eqs. (2.14) or (2.15)), the covariance
matrix for joint distribution is positive definite if |η| < 1/4 (or |η| < 1/8) with an assumption of a
four-nearest (or eight-nearest) neighborhood structure (same as in the univariate case).
The univariate full conditional distribution (Eq. (2.3)) for this model specification is discussed
in Section 2.4.
2.3.4 Extended two-variable MRF
This model specification extends the two-variable MRF model to additionally account for con-
ditional dependencies between different variables at neighboring locations (cross dependencies).
Kim et al. (2001) uses the “twofold” idea (for the bivariate case) while Sain et al. (2011) uses a
“stacking” lattices idea (for the multivariate case) to specify the full conditional distribution of each
variable for their development in a hierarchical Bayesian modeling approach. Sain et al. (2011)
also provide a general specification in the formulation of the multivariate MRF model, allowing
asymmetrical cross dependencies.
Following Sain et al. (2011), we begin by specifying the univariate full conditional distributions
in the bivariate setting, and call it the extended two-variable MRF model. With Y (si) and Z(si)
random variables at the location si for i = 1, . . . , n, define
[Y (si) | {z(si),y(Ni), z(Ni)}] = N (µy(si), τ2y ), and
[Z(si) | {y(si),y(Ni), z(Ni)}] = N (µz(si), τ2z ),
(2.16)
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where
µy(si) = αy + ρs
τy
τz
{z(si)− αz}+ φyy
∑
sj∈Ni
{y(sj)− αy}
+ φyz
τy
τz
∑
sj∈Ni
{z(sj)− αz}I[j<i] + φzy
τy
τz
∑
sj∈Ni
{z(sj)− αz}I[j>i], and
µz(si) = αz + ρs
τz
τy
{y(si)− αy}+ φzz
∑
sj∈Ni
{z(sj)− αz}
+ φzy
τz
τy
∑
sj∈Ni
{y(sj)− αy}I[j<i] + φyz
τz
τy
∑
sj∈Ni
{y(sj)− αy}I[j>i].
(2.17)
In Eq. (2.17), I[·] denotes the indicator function whose value is 1 when its argument is true and 0
otherwise. The conditional variances for Y (si) and Z(si) are denoted by τ
2
y and τ
2
z , respectively;
and the spatial dependence within each variable is identified through the parameters, φyy and φzz
(within-variable spatial dependence). The parameter, ρs, specifies the dependence between the two
variables at the same location (within-location dependence), and φyz and φzy capture (non-)identical
cross dependencies (cross-variable spatial dependence) for bivariate lattice data. The parameters,
ρs, φyz, and φzy are also referred to as “bridging” or “linking” parameters (e.g., Gelfand and
Vounatsou (2003); Kim et al. (2001)).
The resulting joint distribution is multivariate normal with mean vector, α, and covariance
matrix, Σ:
α = (αy, αz, . . . , αy, αz)
′ and Σ = [Block{−T−1/2CijT−1/2}]−1 for i, j = 1, 2, . . . , n, (2.18)
where T−1/2 = diag(1/τy, 1/τz), Cii =
−1 ρs
ρs −1
, Cij =
φyy φzy
φyz φzz
 if sj ∈ Ni and i < j, with
Cji = C
′
ij , and finally, Cij = O2×2 otherwise.
The bivariate full conditional distribution of this model is derived in Section 2.4.
The validity of this model can be achieved using a diagonal dominance argument to guarantee
positive definiteness of the covariance matrix (e.g., Kim et al. (2001)), but, neither Kim et al.
(2001) nor Sain et al. (2011) explicitly identify parameter spaces for the individual dependence
parameters, (φyy, φzz, φyz, φzy, ρs), in the covariance matrix. Parameter spaces are discussed in
Section 2.5.
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2.3.5 Neighborhood structures
The four models defined in this section differ in the neighborhood structures that imply condi-
tional dependencies and independencies. Using a basic four-nearest neighborhood concept, Figure
2.1 describes how each of these four model specifications defines its neighborhood structure.
In Figure 2.1, variables (nodes) that are not connected by a solid edge are conditionally inde-
pendent. Note that nodes in the depiction of the bivariate MRF model represent variable pairs,
rather than univariate variables. The edges connecting these pairs reflect the property of this model
that spatial dependencies are equal for the elements of the pairs, Y (si) and Z(si).
2.4 Modeled and Implied Dependence Structures
The two-independent MRFs model is constructed by combining two separate univariate MRF
models, while the two-variable and the extended two-variable MRF models are formulated by
specifying univariate full conditional distributions. The bivariate MRF model is formulated by
specifying bivariate full conditionals. Both univariate and bivariate full conditionals exist for all
model specifications. In the following discussion we derive univariate full conditionals from bivariate
full conditionals, and vice versa, and examine conditional correlation structure for each model.
2.4.1 Properties of the two-independent MRFs
It is easy to see in the construction of the two-independent MRFs model that the bivariate full
conditional distribution of (Y (si), Z(si)) given {y(Ni), z(Ni)} is given by, for i = 1, . . . , n,
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}] = N


αy + ηy
∑
sj∈Ni
{y(sj)− αy}
αz + ηz
∑
sj∈Ni
{z(sj)− αz}
 ,
τ2y 0
0 τ2z

 . (2.19)
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(d) Extended two-variable MRF model
Figure 2.1 Illustration of four MRF specifications with four-nearest (spatial) neighborhood
structure. The random variables Y (si) and Z(si) are denoted by Yi and Zi
(with green dots), respectively; and for each random variable its neighbors are
indicated by solid lines and red dots. The subscript j is used to indicate the
observations in the neighboring locations (yj or zj).
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To help understand the role of model’s parameters, various conditional correlations are com-
puted as follows:
Corr(Y (si), Z(si) | {y(Ni), z(Ni)}) = 0,
Corr(Y (si), Y (sj) | {z(si), z(sj),y(Nk), z(Nk)}) = ηy,
Corr(Z(si), Z(sj) | {y(si), y(sj),y(Nk), z(Nk)}) = ηz,
Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = 0, and
Corr(Z(si), Y (sj) | {y(si), z(sj),y(Nk), z(Nk)}) = 0,
(2.20)
where Nk = {Ni ∪ Nj} \ {si, sj} and sj ∈ Ni. Additionally, the conditional correlation of
(Y (si), Z(si), Y (sj), Z(sj)) given {y(Nk), z(Nk)} is
R =

1 0 ηy 0
0 1 0 ηz
ηy 0 1 0
0 ηz 0 1

(2.21)
for all i, j with sj ∈ Ni, only allowing non-zero conditional correlations between two related variables
(Y (si) and Y (sj), or Z(si) and Z(sj)) in neighboring sites.
2.4.2 Properties of the two-variable MRF
For the two-variable MRF model, the bivariate full conditional distribution of (Y (si), Z(si))
given {y(Ni), z(Ni)} is Gaussian with means given by,
E[Y (si) | {y(Ni), z(Ni)}] = αy +
ηy
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(y(sj)− αy) +
ηzκy
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(z(sj)− αz), and
E[Z(si) | {y(Ni), z(Ni)}] = αz +
ηz
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(z(sj)− αz) +
ηyκy
τ2z
τ2y
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(y(sj)− αy),
(2.22)
and covariance matrix given by,
Γi =
1
1− κ2y
τ2z
τ2y
 τ2y κyτ2z
κyτ
2
z τ
2
z
 , for i = 1, . . . , n. (2.23)
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Here, the additional assumption of κy/τ
2
y = κz/τ
2
z is applied for symmetry of the covariance matrix
replacing κz by κy
τ2z
τ2y
in Eq. (2.10). For |κy| ≤ τy/τz, the conditional variances of Y (si) and Z(si)
are
τ2y
1−κ2y
τ2z
τ2y
≥ τ2y and
τ2z
1−κ2y
τ2z
τ2y
≥ τ2z , respectively. Thus, the variances of bivariate full conditional
distributions for Y (si) and Z(si) are greater than the variances associated with the univariate full
conditional distributions.
We also examine various conditional correlations as follows:
Corr(Y (si), Z(si) | {y(Ni), z(Ni)}) = κy
τz
τy
,
Corr(Y (si), Y (sj) | {z(si), z(sj),y(Nk), z(Nk)}) = ηy,
Corr(Z(si), Z(sj) | {y(si), y(sj),y(Nk), z(Nk)}) = ηz,
Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = 0, and
Corr(Z(si), Y (sj) | {y(si), z(sj),y(Nk), z(Nk)}) = 0,
(2.24)
where Nk = {Ni∪Nj}\{si, sj}, and sj ∈ Ni. This model allows symmetrical within-location (κy τzτy )
dependence, with a possible asymmetrical within-variable spatial dependence between variables in
neighboring locations.
The conditional covariance of (Y (si), Z(si), Y (sj), Z(sj)) given {y(Nk), z(Nk)} is, for all i, j
with sj ∈ Ni,
Σij|−ij =
T1/2 O
O T1/2
 (K−HK−1H)−1 −(K−HK−1H)−1HK−1
−(K−HK−1H)−1HK−1 (K−HK−1H)−1
T1/2 O
O T1/2
 ,
(2.25)
where T1/2 =
[
τy 0
0 τz
]
, and K =
 1 −κy τzτy
−κy τzτy 1
 and H = [−ηy 0
0 −ηz
]
. Thus its conditional
correlation matrix, R, for this model depends on the parameters in both K and H.
2.4.3 Properties of the bivariate MRF model
The univariate full conditional distributions for the bivariate MRF model is directly driven from
the bivariate full conditionals given in Eqs. (2.12) and (2.13). For each i = 1, . . . , n, the conditional
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densities for Y (si) and Z(si) are Gaussian with means and variances given by, respectively,
E[Y (si) | {z(si),y(Ni), z(Ni)}] = αy + ρ
σy
σz
(z(si)− αz) + η
∑
sj∈Ni
{y(sj)− αy}
− ηρσy
σz
∑
sj∈Ni
{z(sj)− αz},
E[Z(si) | {y(si),y(Ni), z(Ni)}] = αz + ρ
σz
σy
(y(si)− αy) + η
∑
sj∈Ni
{z(sj)− αz}
− ηρσz
σy
∑
sj∈Ni
{y(sj)− αy},
V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = σ2y(1− ρ2), and
V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = σ2z(1− ρ2).
(2.26)
Note that the parameters η and ρ jointly describe the statistical dependence between two random
variables Y (si) and Z(sj) for sj ∈ Ni, which is shown by the last additive terms in Eq. (2.26).
If we assume both η and ρ are positive, then the negative coefficients of −ηρσyσz and −ηρ
σz
σy
for
each variable are induced by both parameters. The conditional variances of Y (si) and Z(si) are
expressed as a function of both σy (or σz) and ρ, resulting in σ
2
y(1−ρ2) ≤ σ2y (or σ2z(1−ρ2) ≤ σ2z) for
ρ ∈ (−1, 1). That is, the variances of univariate full conditional distributions for Y (si) and Z(si)
are less than the marginal variances associated with the bivariate full conditional distributions.
The conditional correlation structures for this model are, with sj ∈ Ni and Nk = {Ni ∪Nj} \
{si, sj} as before,
Corr(Y (si), Z(si) | {y(Ni), z(Ni)}) = ρ,
Corr(Y (si), Y (sj) | {z(si), z(sj),y(Nk), z(Nk)}) = η,
Corr(Z(si), Z(sj) | {y(si), y(sj),y(Nk), z(Nk)}) = η,
Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = −ηρ, and
Corr(Z(si), Y (sj) | {y(si), z(sj),y(Nk), z(Nk)}) = −ηρ.
(2.27)
Here, the resulting conditional correlations yield symmetrical within-variable and cross-variable
dependencies. Additionally, the cross correlation (−ηρ) is completely determined by both the
within-variable spatial parameter, η, and the within-location (or inter-variable) parameter, ρ.
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Furthermore, the conditional correlation of (Y (si), Z(si), Y (sj), Z(sj)) given {y(Nk), z(Nk)} is
R =

1 ρ η ηρ
ρ 1 ηρ η
η ηρ 1 ρ
ηρ η ρ 1

(2.28)
for all i, j with sj ∈ Ni. Again, we observe the symmetric specification of conditional correlations
(within/cross) between two neighboring bivariate vectors. Recall that the parameter ρ is not only
the marginal correlation in [(Y (si), Z(si))] (see Eq. (2.15)) but also the conditional correlation in
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}].
2.4.4 Properties of the extended two-variable MRF model
For the extended two-variable MRF model, the full bivariate conditional distribution of (Y (si), Z(si))
given {y(Ni), z(Ni)} is bivariate normal with means given by, for i = 1, . . . , n,
E[Y (si) | {y(Ni), z(Ni)}] = αy +
1
1− ρ2s
{
(φyy + ρsφzy)
∑
j<i
(y(sj)− αy) + (φyy + ρsφyz)
∑
j>i
(y(sj)− αy)
+
τy
τz
(φyz + ρsφzz)
∑
j<i
(z(sj)− αz) +
τy
τz
(φzy + ρsφzz)
∑
j>i
(z(sj)− αz)
}
, and
E[Z(si) | {y(Ni), z(Ni)}] = αz +
1
1− ρ2s
{
(φzz + ρsφyz)
∑
j<i
(z(sj)− αz) + (φzz + ρsφzy)
∑
j>i
(z(sj)− αz)
+
τz
τy
(φzy + ρsφyy)
∑
j<i
(y(sj)− αy) +
τz
τy
(φyz + ρsφyy)
∑
j>i
(y(sj)− αy)
}
,
(2.29)
and covariance matrix,
Γi =
1
1− ρ2s
 τ2y ρsτyτz
ρsτyτz τ
2
z
 . (2.30)
Similar to the two-variable MRF, the variances of bivariate full conditional distributions for Y (si)
and Z(si) are greater than the variances associated with the univariate full conditional distributions
for 0 ≤ 1− ρ2s ≤ 1.
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The conditional correlation structures for this model are, with sj ∈ Ni and Nk = {Ni ∪Nj} \
{si, sj} as before,
Corr(Y (si), Z(si) | {y(Ni), z(Ni)}) = ρs,
Corr(Y (si), Y (sj) | {z(si), z(sj),y(Nk), z(Nk)}) = φyy,
Corr(Z(si), Z(sj) | {y(si), y(sj),y(Nk), z(Nk)}) = φzz,
Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = φzy for i < j,
Corr(Z(si), Y (sj) | {y(si), z(sj),y(Nk), z(Nk)}) = φyz for i < j,
Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = φyz for i > j, and
Corr(Z(si), Y (sj) | {y(si), z(sj),y(Nk), z(Nk)}) = φzy for i > j.
(2.31)
Unlike the bivariate MRF, the extended two-variable MRF specification allows modeling all con-
ditional dependencies in Eq. (2.31) directly. It also allows heterogeneous spatial and/or cross
dependencies in modeling correlations between variables in neighboring locations.
Under the extended two-variable MRF, the conditional covariance of (Y (si), Z(si), Y (sj), Z(sj))
given {y(Nk), z(Nk)} is, for all i < j with sj ∈ Ni,
Σij|−ij =
T1/2 O
O T1/2
A Π
Π′ A
−1 T1/2 O
O T1/2

=
T1/2 O
O T1/2
 (A−ΠA−1Π′)−1 −(A−ΠA−1Π′)−1ΠA−1
−(A−Π′A−1Π)−1Π′A−1 (A−Π′A−1Π)−1
T1/2 O
O T1/2
 ,
(2.32)
where T1/2 =
[
τy 0
0 τz
]
, and A =
[
1 −ρs
−ρs 1
]
and Π =
[
−φyy −φzy
−φyz −φzz
]
. Thus its conditional
correlation matrix, R, for this model depends on the parameters in both A and Π.
If we set ρs = 0, φyy = ηy, φzz = ηz, and φyz = φzy = 0, then this specification becomes the
two-independent MRFs model (Eqs. (2.4) and (2.5)), because it no longer assumes any statistical
dependence except with corresponding neighboring variables (i.e., spatial dependence). With pa-
rameterization of φyy = ηy, φzz = ηz, φyz = φzy = 0, and ρs = κy
τz
τy
, the two-variable MRF model
(Eqs. (2.8) and (2.9)) is obtained as a special case. Comparison between the bivariate MRF and
the two-extended MRF is discussed in Sections 2.5 and 2.6.
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2.4.5 Conditional correlation structures
The two-independent MRFs and two-variable MRF model specifications differ from others be-
cause they exhibit the property of conditional independence with some neighboring values. That
is, for the two-independent MRFs, the variable Y (si) is conditionally independent of both Z(si)
and its spatial neighbors z(Ni). Similarly, Z(si) is conditionally independent of both Y (si) and its
neighbors y(Ni). See also Eq. (2.7) for univariate full conditionals for this model.
In the two-variable MRF, the variable Y (si) is conditionally independent of z(Ni) given the
rest. Similarly, the variable Z(si) is conditionally independent of y(Ni) given all others. See also
Eq. (2.11) for univariate full conditionals for this model.
The conditional correlation structures for the bivariate MRF, Eq. (2.27), and the extended
two-variable MRF, Eq. (2.31), reveal how each model defines conditional correlations with the de-
pendence parameters. Given two neighboring locations si and sj , Figure 2.2 describes the modeled
and implied conditional correlation structures for all four models.
In Figure 2.2, the variables Y (si) and Z(si) and their spatial neighbors Y (sj) and Z(sj), are
indicated by yi, zi, yj , and zj , respectively. The variables not connected by a dashed line are con-
ditionally independent. Each dashed line shows its corresponding conditional correlation between
the two variables (given all the other variables). In each model the modeled conditional correla-
tions between two variables are shown in red. For the bivariate MRF, the model’s implied cross
correlations, −ηρ, is indicated in blue.
2.5 Parameter Spaces for the Bivariate and Extended Two-variable MRF
Models
In this section we study parameter spaces for the bivariate MRF and the extended two-variable
MRF, mainly focusing on the latter. These two specifications incorporate nonzero cross-variable
dependence structures in modeling bivariate lattice data. In both models, the conditions imposed
on elements in the matrices Bij and Cij (Eqs. (2.14) and (2.18)) determine valid parameter spaces
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zi zj
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ρρ
η
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−ηρ−ηρ
yi yj
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ρsρs
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φyzφzy
Figure 2.2 The conditional dependence (small-scale) structure of four bivariate Gaussian
MRF models. In each panel conditional correlations between the two variables
are shown in red (modeled dependencies) or blue (implied dependencies). Here,
(yi, zi) and (yj , zj) denote the vectors of bivariate observations from two neigh-
boring sites, si and sj , respectively. Panel (a): two-independent MRFs; Panel
(b): two-variable MRF; Panel (c): bivariate MRF; and Panel (d): extended
two-variable MRF.
for dependence parameters, which are then invariant to the choice of conditional variances (σy > 0
and σz > 0 for the bivariate MRF, and τy > 0 and τz > 0 for the extended two-variable MRF).
A sufficient condition, such as diagonal dominance, is often used in constructing a MRF with
a valid covariance under a toroidal edge adjustment since the neighborhood set of an edge site
is different than that of an internal site (an edge effect). In an attempt to evaluate parameter
space for each model, we use the entire lattice points with a boundary strip; this results in slightly
different parameter space for a lattice wrapped on a torus, due to the edge effect and size of the
lattice. Parameter space is then determined based on eigenvalues of the matrices Bij or Cij (Eqs.
(2.14) or (2.18)). (See also Cressie (1993), Section 6.6, and the references for comments on edge
effects.) Here, and throughout the discussions, we assume a four-nearest neighborhood structure
on a k × k integer lattice.
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2.5.1 Parameter space for the bivariate MRF
As discussed in Section 2.3.3, we achieve positive definiteness if ρ ∈ (−1, 1) and η ∈ (−0.25, 0.25)
for the bivariate MRF model with the four-nearest neighborhood structure. Also, note that the
parameters ρ and η are variation independent. In the case of a k×k lattice with four nearest neigh-
bors, parameter space for spatial dependence η, independently of the other parameters involved
in the bivariate MRF model, is also determined using a grid search. This search only considers
parameter values that yield positive eigenvalues, ensuring a positive definite covariance matrix in
the bivariate MRF specification. Table 2.1 displays the lower and upper bounds of parameter space
for η as a function of lattice size k × k.
Table 2.1 Lower and upper bounds of parameter spaces for spatial dependence, η, in the
bivariate MRF model, with four-nearest neighbors, as a function of lattice size
k × k.
k × k 30× 30 40× 40 50× 50 60× 60
η ±0.2512 ±0.2507 ±0.2504 ±0.2503
2.5.2 Parameter space for the extended two-variable MRF
While the univariate full conditional specification approach (Kim et al. (2001); Sain et al.
(2011)) allows great flexibility in modeling multivariate lattice data, identifying valid parameter
space is not trivial. Using conditions, such as diagonal dominance, to ensure the covariance ma-
trix is positive definite is still a challenging problem in the development of MRF models. This
section explores the parameter space for the extended two-variable MRF structure for a deeper
understanding of this model specification.
Our main interest seeks the valid parameter values for (φyy, φzz, φyz, φzy, ρs), since they rep-
resent conditional dependencies, and the parameter spaces for conditional standard deviations (τy
and τz) are invariant to the choice of these parameter values. To examine the multidimensional
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parameter space, we first fix some parameter values and then obtain parameter space for the re-
maining parameter(s) numerically. Here only the results will be presented for a lattice size of
30 × 30. (However, the boundary of the parameter space remains the same up to two decimal
places for k × k lattices with k ≥ 30.)
2.5.2.1 Parameter space for within-location dependence, ρs
To evaluate the condition for within-location dependence parameter, ρs, that guarantees positive
definiteness of the joint covariance matrix in Eq. (2.18), we first fix all of the other dependence
parameters. Two different degrees of spatial correlations are chosen, weak for φyy = φzz = 0.1 and
strong for φyy = φzz = 0.2, under a four-nearest neighborhood structure. These two values are
also in the range of the spatial parameter η ∈ (−0.25, 0.25) for the bivariate MRF model. For
each case (weak or strong), different combinations of the parameter values for φyz and φzy generate
a set of parameter values, (φyy, φzz, φyz, φzy) given in Table 2.2, including negative cross-variable
dependencies. For each combination of (φyy, φzz, φyz, φzy), equally spaced values for ρs over the
interval [−1, 1] are generated to determine the set of values for ρs, so that each resulting covariance
matrix is positive definite.
Table 2.2 illustrates how the range of parameter space for ρs changes as the set of cross depen-
dence parameter values change when spatial parameters of (φyy, φzz) are fixed. As the magnitude
of the cross dependence increases, the range of ρs narrows. When values of cross dependence
parameters (e.g., φyz = φzy = 0.1) are fixed, larger values of spatial dependence (increasing
from φyy = φzz = 0.1 to 0.2) result in narrower ranges for ρs. We further notice, with either
φyy = φzz = 0.1 (weak dependence) or φyy = φzz = 0.2 (strong dependence), the parameter ρs
takes only negative values for the presence of strong and positive cross correlations, φyz = φzy = 0.2,
indicating negative (conditional) correlation between the two variables at a same site.
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Table 2.2 Valid parameter space for ρs, for fixed values of (φyy, φzz, φyz, φzy) with four-n-
earest neighborhood structure (30 × 30 lattice), in the extended two-variable
MRF model.
φyy = 0.1, φzz = 0.1 (weak within-variable spatial)
φyz = 0 φyz = 0.1 φyz = −0.1 φyz = −0.1 φyz = −0.2 φyz = −0.2 φyz = 0.2
φzy = 0 φzy = 0.1 φzy = −0.1 φzy = −0.2 φzy = −0.1 φzy = −0.2 φzy = 0.2
ρs (-0.60, 0.60) (-0.99, 0.20) (-0.20, 0.99) (-0.00, 0.80) (-0.00, 0.80) (0.20, 0.60) (-0.60, -0.20)
φyy = 0.2, φzz = 0.2 (strong within-variable spatial)
φyz = 0 φyz = 0.1 φyz = −0.1 φyz = −0.1 φyz = −0.2 φyz = −0.2 φyz = 0.2
φyz = 0 φzy = 0.1 φzy = −0.1 φzy = −0.2 φzy = −0.1 φzy = −0.2 φzy = 0.2
ρs (-0.20, 0.20) (-0.60, -0.20) (0.20, 0.60) (0.40, 0.80) (0.40, 0.80) (0.60, 0.99) (-0.99, -0.60)
2.5.2.2 Parameter space for cross-variable spatial dependence, φyz and φzy
To determine the parameter space for (φyz, φzy), we now fix (φyy, φzz, ρs). Two different degrees
of strength of within-location correlations are chosen, weak for ρs = 0.2 (Figure 2.3) and strong for
ρs = 0.6 (Figure 2.4). For each case, equal or unequal spatial dependencies of (φyy, φzz) are then
considered. Resulting parameter space for cross dependence (φyz, φzy) is shown in Figures 2.3 and
2.4, for each fixed value of (φyy, φzz, ρs).
Results indicate that, as ρs increases, the parameter space for cross correlations becomes smaller
and shifts toward negative values, holding (φyy, φzz) as fixed. Not surprisingly, the values of φyz
and φzy in the parameter space are all negative when we consider strong spatial (φyy, φzz) and
inter-variable (ρs) dependence. Recall, in the bivariate MRF, the conditional cross dependence is
captured by −ηρ, which is always negative when η, ρ > 0 (see Eq. (2.27)).
2.5.2.3 Parameter space for within-variable spatial dependence, φyy and φzz
Figures 2.5 and 2.6 show how the parameter space for within-variable spatial dependence
(φyy, φzz) changes as values of the cross dependence parameter vary for each fixed value of ρs = 0.2
(weak within-location) and ρs = 0.6 (strong within-location), respectively. That is, in each panel,
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the values of (φyz, φzy, ρs) are fixed to identify a region that achieves positive definiteness of the
covariance matrix.
When cross correlation increases (in magnitude) with weaker within-location dependence (ρs =
0.2), parameter space for spatial correlations becomes smaller and remains centered at zero. How-
ever, when ρs becomes larger, the parameter space for spatial correlations shifts, depending on
the values of cross correlations, and makes complex changes in shape. We also observe that spatial
dependence parameters (φyy, φzz) take only negative values when within-variable and cross-variable
dependencies are strong and positive.
Lastly, comparisons of Figure 2.3 (d) with Figure 2.5 (i), and Figure 2.4 (d) with Figure 2.6
(i), for each fixed ρs, show different shapes and sizes between parameter space for (φyz, φzy) and
parameter space for (φyy, φzz), when strong within-variable (φyy = φzz = 0.2) and cross-variable
(φyz = φzy = 0.2) spatial dependencies are assumed, respectively. Although both (φyy, φzz) and
(φyz, φzy) control spatial dependencies between two neighboring variables, a restricted (smaller)
region for (φyy, φzz) is obtained when cross-variable spatial dependence is assumed strong.
2.6 Comparison of Conditional Dependencies and Model “Matching”
This section compares the bivariate MRF and the extended two-variable MRF models, as they
have rather complex (and interesting) structures. Comparisons are achieved by examining equality
and strength of:
i. spatial dependence between spatial neighbors of the same kind,
ii. cross dependence between spatial neighbors of the different kind, and
iii. inter-variable dependence between variables within each location.
In examination of those model characteristics we will make use of univariate and bivariate full
conditional distributions and parameter spaces.
The bivariate MRF model implies equal strength for both spatial and cross dependence, and
yields negative cross dependence governed by both η and ρ, for η, ρ > 0. However, the parameter
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space for η is variation independent of between-variable correlation ρ ∈ (−1, 1). On the other
hand, the extended two-variable MRF specification allows more flexibility in modeling conditional
correlations, including possibly unequal cross dependencies. At the same time, parameter spaces
for (φyy, φzz, φyz, φzy, ρs) become highly restricted, especially when two variables (Y and Z) exhibit
strong correlations. This results in considerably less flexibility in modeling dependencies than might
be suggested at first glance. Also, recall the parameter space for inter-variable dependence (ρs)
varies with other remaining conditional dependence parameters, φyy, φzz, φyz, and φzy (see Table
2.2).
By examining applicable parameter spaces for (φyy, φzz, φyz, φzy, ρs) from Figures 2.3, 2.4, 2.5,
and 2.6, we find the ability of the extended two-variable MRF model to reflect differences in
cross correlations is almost negligible if data exhibits strong spatial and inter-variable dependence.
In addition, the valid parameter space for cross correlations takes mostly negative values, even
for moderate spatial and inter-variable dependence. Thus, the implication of a negative cross
dependence structure in the bivariate MRF model is not as restrictive compared to the extended
two-variable MRF model as it might seem.
To further identify structural similarities and differences between these two models, we consider
a case with φyy = φzz and φyz = φzy (letting φs = φyy = φzz and φc = φyz = φzy) in the
extended two-variable MRF, to compare with the bivariate MRF model. Table 2.3 presents a side-
by-side comparison of these two models’ mean and covariance structures using their bivariate full
conditionals. (See also Eqs. (2.16) and (2.17) for the extended two-variable MRF and Eq. (2.26) for
the bivariate MRF, for comparison with univariate full conditionals.) It is not difficult to see, the
two models construct equivalent dependence structure when φs = η, φc = −ηρs, σy = τy/
√
1− ρ2s,
and σz = τz/
√
1− ρ2s, where the last two conditions imply that ρs = ρ.
Figure 2.7 additionally evaluates parameter space for cross correlation φc when the equalities
of φyz = φzy and φyy = φzz are assumed in the extended two-variable MRF model. The value of
cross dependence, −ηρ (or −ηρs), when the two models have identical dependence structures, is
indicated by ∗ for each computation. Inspection of Figure 2.7 indicates the extended two-variable
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Table 2.3 Side-by-side comparison of bivariate full conditionals for the bivariate and ex-
tended two-variable MRF specifications.
Bivariate MRF Extended two-variable MRF (letting φs = φyy = φzz and φc = φyz = φzy)
αy + η
∑
sj∈Ni
(y(sj)− αy) αy +
1
1− ρ2s
(φs + ρsφc) ∑
sj∈Ni
(y(sj)− αy) +
τy
τz
(φc + ρsφs)
∑
sj∈Ni
(z(sj)− αz)

αz + η
∑
sj∈Ni
(z(sj)− αz) αz +
1
1− ρ2s
(φs + ρsφc) ∑
sj∈Ni
(z(sj)− αz) +
τz
τy
(φc + ρsφs)
∑
sj∈Ni
(y(sj)− αy)

σy
τy√
1− ρ2s
σz
τz√
1− ρ2s
ρσyσz
ρsτyτz
1− ρ2s
MRF specification provides a wider range of parameter space for symmetrical cross correlations
than the bivariate MRF, when weaker inter-variable dependence (ρs) is assumed. However, if
the strength of both spatial and inter-variable dependence is classified as moderate or strong, the
model’s flexibility might not be helpful. Hence, careful consideration must be given in the process
of MRF model formulation for bivariate lattice data.
2.7 Summary and Concluding Remarks
In this work we considered four alternative conditional approaches to the construction of a
MRF model for bivariate lattice data – two-independent MRFs, two-variable MRF, bivariate MRF,
and extended two-variable MRF. Each model involved direct specification of a (full) conditional
distribution for each variable (scalar or vector) given values of the other variables, resulting in
distinctive features describing conditional dependencies across areal units and within each unit. The
interest was to study underlying statistical properties by examining both univariate and bivariate
full conditional distributions, as well as parameter spaces.
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The two-independent MRFs and two-variable MRF models were simple yet distinctive, captur-
ing properties of conditional independence among neighboring variables. The bivariate MRF model
specification implied symmetrical spatial and cross dependencies for both variables. However, the
(conditional) cross dependencies, induced by the bivariate full conditionals, were completely de-
termined by within-variable and inter-variable dependence parameters. The extended two-variable
MRF model directly specified possibly asymmetrical spatial and cross correlations through univari-
ate full conditionals. While providing greater flexibility in modeling conditional dependencies, this
modeling approach resulted in a restricted parameter space for its covariance matrix.
In the numerical study, we evaluated parameter space for the extended two-variable MRF
model specification. Although the numerical results only showed a subset of the five-dimensional
(dependence) parameter space, they provided a good indication of an inherent feature of complex
(and non-trivial) parameter space. Finally, we demonstrated the similarities and differences for
model structures between bivariate MRF and extended two-variable MRF. In the discussion we
illustrated, when data exhibit a strong correlation (inter-variable dependence), the extended two-
variable MRF model forced identical cross dependence, depending on the magnitude of spatial
dependence, and could result in the same structure as the bivariate MRF specification.
Multivariate MRF models play an important role in modeling and analysis of multivariate lattice
data that contain complex dependence structures. Therefore, a deeper and better understanding
of their modeled and implied statistical properties provides valuable insights into the development
of such a model. Furthermore, reduction of complexity in modeling multivariate data reduces
computational costs for parameter estimation. This work provides useful guidance on how to
model dependence structures through conditional specifications. Based upon these alternative
model specifications, a problem of assessing neighborhood structure is currently being investigated.
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(a) φyy = 0.1, φzz = 0.1
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(b) φyy = 0.1, φzz = 0.2
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(c) φyy = 0.2, φzz = 0.1
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(d) φyy = 0.2, φzz = 0.2
Figure 2.3 Valid parameter space for φyz and φyz for fixed values of (φyy, φzz) with
ρs = 0.2, given a 30 × 30 lattice with four-nearest neighborhood structures,
in the extended two-variable MRF model.
38
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
ρ=0.6
φyz
φ z
y
−0.39 0.14
−
0
.3
9
0
.1
4
(a) φyy = 0.1, φzz = 0.1
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(b) φyy = 0.1, φzz = 0.2
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(c) φyy = 0.2, φzz = 0.1
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
ρ=0.6
φyz
φ z
y
−0.34 0.00
−
0
.3
4
0
.0
0
(d) φyy = 0.2, φzz = 0.2
Figure 2.4 Valid parameter space for φyz and φyz for fixed values of (φyy, φzz) with
ρs = 0.6, given a 30 × 30 lattice with four-nearest neighborhood structures,
in the extended two-variable MRF model.
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(a) φyz = −0.2, φzy = −0.2
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(b) φyz = −0.2, φzy = −0.1
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(c) φyz = −0.1, φzy = −0.2
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(d) φyz = −0.1, φzy = −0.1
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
ρ=0.2
φyy
φ z
z
−0.50 −0.24 0.24 0.50
−
0
.5
0
−
0
.2
4
0
.2
4
0
.5
0
(e) φyz = 0, φzy = 0
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(f) φyz = 0.1, φzy = 0.1
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(g) φyz = 0.1, φzy = 0.2
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(h) φyz = 0.2, φzy = 0.1
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(i) φyz = 0.2, φzy = 0.2
Figure 2.5 Valid parameter space for φyy and φzz for fixed values of (φyz, φzy) when
ρs = 0.2, given a 30 × 30 lattice with four-nearest neighborhood structures,
in the extended two-variable MRF model.
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(a) φyz = −0.2, φzy = −0.2
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(b) φyz = −0.2, φzy = −0.1
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(c) φyz = −0.1, φzy = −0.2
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(d) φyz = −0.1, φzy = −0.1
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(f) φyz = 0.1, φzy = 0.1
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(g) φyz = 0.1, φzy = 0.2
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
ρ=0.6
φyy
φ z
z
−0.50 −0.25 0.07 0.50
−
0
.5
0
−
0
.2
5
0
.0
7
0
.5
0
(h) φyz = 0.2, φzy = 0.1
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(i) φyz = 0.2, φzy = 0.2
Figure 2.6 Valid parameter space for φyy and φzz for fixed values of (φyz, φzy) when
ρs = 0.6, given a 30 × 30 lattice with four-nearest neighborhood structures,
in the extended two-variable MRF model.
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Figure 2.7 Valid parameter space for cross dependence parameter φc = φyz = φyz for fixed
values of (φyy, φzz, ρs), given a 30× 30 lattice with four-nearest neighborhood
structures, in the extended two-variable MRF model. Here, the value of −η×ρ
is indicated by “∗” and “−ηρ” for comparison with the bivariate MRF model.
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CHAPTER 3. ASSESSMENT OF BIVARIATE GAUSSIAN MARKOV
RANDOM FIELD MODELS BASED ON SPATIAL BLOCKWISE
EMPIRICAL LIKELIHOOD (SBEL)
We present a spatial blockwise empirical likelihood (SBEL) method for assessing neighborhood
structures embodied in the Markov random field (MRF) model formulations for bivariate lattice
data. This method is based on the formulation of two sets of estimating functions. One set of
estimating functions links true parameter values to the observed process; the other set dictates
conditional dependencies through neighborhood structures, including the between-variable depen-
dencies in neighboring locations. The method produces a log-SBEL ratio statistic with a limiting
chi-squared distribution and allows identification of the statistical dependencies between two (dis-
tinct) variables within the same site or at different sites. In this article, we describe the use of the
SBEL procedures using bivariate Gaussian MRF models with four alternative conditional speci-
fications identified in the construction of their full conditional distributions. Based on the SBEL
approach, these models serve as the basis for the data-generating mechanism when the performance
of model assessment is examined through simulation studies. Results reveal that the proposed SBEL
method provides a way to detect an incorrect assumption of the conditional dependence structure
used in bivariate model construction. This SBEL procedure is also illustrated with an example of
daily average temperatures and dew points measured in Iowa during 2016.
3.1 Introduction
Spatially correlated datasets found in a number of disciplines, such as ecology, environmental
monitoring (soil, water, air quality, etc.), climatology, and meteorology, often come in the form of
multivariate (vector-valued) measurements recorded at each of a set of (regular or irregular) areal
units. A multivariate Markov random field (MRF) model can be an appealing approach to such
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an analysis, where multiple responses may contain complex dependence structures both across and
within the areal units. The modeling approach proposed by Besag (1974) relies on specifying a
conditional distribution for each variable, given the values of the other variables spatially close to
the variable, (i.e., given the values of neighboring variables). Under a Markov assumption, these
are supposed to be equal to the full conditional distributions at each location. For example, in the
univariate response case, a conditional dependence structure can be constructed through four- or
eight-nearest neighborhood formulations on a regular lattice. In the multivariate setting, on the
other hand, various forms of the dependence structure can be specified through the neighborhoods
(spatially or non-spatially) to reflect additional statistical dependence among the measurements
within each location and at neighboring locations. In the development of a multivariate MRF,
Mardia (1988) provided a basic framework for a multi-dimensional conditional Gaussian model.
There also have been various modeling approaches, often involved in the hierarchical structure to
implement a multivariate MRF model in practice (e.g., Kim et al. (2001); Carlin and Banerjee
(2003); Gelfand and Vounatsou (2003); Jin et al. (2005); Jin et al. (2007); Sain and Cressie
(2007); Sain et al. (2011)).
While these approaches appear promising in modeling complex spatial data, relatively little at-
tention has been given to model assessments to judge the adequacy of a conditionally specified MRF
model fitted to (multivariate) spatial data. In Kaiser et al. (2012), spatial goodness-of-fit tests
for MRF models were proposed using the multivariate transformation-based (Rosenblatt (1952))
spatial residuals that are independent and identically distributed within sets of non-neighboring
spatial locations, called concliques (converse to the notion of cliques in Hammersley and Clifford
(1971)). Kaiser and Nordman (2012) further developed a diagnostic method to check the fit of a
proposed MRF model with a specific aspect of conditional dependence structure (i.e., a neighbor-
hood structure) to univariate spatial data, using an empirical likelihood approach. In this work, we
extend the idea of the latter approach to bivariate MRF model assessments for models that have
alternative conditional specifications.
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Empirical likelihood (EL), first proposed by Owen (1988, 1990), provides a basis for conducting
simple hypothesis tests, or obtaining confidence limits for (subsets of) the parameter of interest.
Qin and Lawless (1994) developed an EL method by linking estimating equations to empirical
likelihood for independent and identically distributed data. Kitamura (1997) proposed a blockwise
empirical likelihood method for weakly dependent processes, and Nordman (2008) developed a
spatial blockwise empirical likelihood (SBEL) procedure for spatial lattice data. The approaches
of Kitamura (1997) and Nordman (2008) require obtaining blocks (or subsamples) of data that
preserves an overall dependence structure (e.g., Nordman and Lahiri (2004); Politis and Romano
(1992)). Kaiser and Nordman (2012) considered the SBEL method for assessing a specified neigh-
borhood structures in univariate MRF model formulations. The SBEL procedure proposed by
Kaiser and Nordman (2012) specifies estimating functions for parameter identification, and addi-
tional constraints in the form of moment conditions that are implied by the hypothesized neigh-
borhood structure. It uses the property of conditional independence between two non-neighboring
observations to detect an incorrect assumption of neighborhood structures (e.g., four-nearest versus
eight-nearest) for spatial data. Here, we explore a similar approach to assess MRF models with
multivariate specifications through their conditional independence or covariance structures.
In this work, we consider four alternative conditional dependence structures for bivariate Gaus-
sian MRF model assessments. They include two contrasting MRF modeling approaches; one begins
with specifying a bivariate conditional distribution for each random vector (e.g., Mardia (1988)),
while the other specifies a univariate conditional distribution for each variable at each grid point
(e.g., Sain et al. (2011)). We then address a procedure for identifying the underlying dependence
structure of interest in the Gaussian MRF model formulation for bivariate data using the method
of spatial blockwise empirical likelihood (SBEL).
This article is organized as follows. Section 3.2 provides a brief discussion of a univariate
Gaussian MRF model extended in the sequel. Section 3.3 presents four alternative formulations of
the Gaussian MRF models for bivariate lattice data. Using these four distinct model specifications,
the key idea is to explore statistical dependencies implied or allowed by those models between
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variables within a location and among locations on a regular lattice. Section 3.4 revisits the SBEL
method to develop it for the bivariate case. Section 3.5 evaluates the performances of the proposed
method through simulation studies, followed by a data application illustrated in Section 3.6. Section
3.7 provides concluding remarks.
3.2 Univariate Gaussian MRF Model
Consider a set of random variables {Y (si) : si = (ui, vi) ∈ Dn∩Z2, i = 1, . . . , n}, where Dn ⊂ R2
denotes the two-dimensional integer lattice Z2 in a spatial domain. The MRF approach considers a
conditional dependence only on the immediate neighbors and specifies a conditional distribution for
each random variable, Y (si) for i = 1, . . . , n. Two examples of spatial neighborhood structures well
suited for use with grid lattices are the four-nearest and eight-nearest (except for edge locations)
neighborhood structures:
Ni ≡ {sj = (uj , vj) : (uj = ui ± 1, vj = vi), (uj = ui, vj = vi ± 1)} and
Ni ≡ {sj = (uj , vj) : (uj = ui ± 1, vj = vi), (uj = ui, vj = vi ± 1), (uj = ui ± 1, vj = vi ± 1)},
defined at each location, respectively. These commonly used neighborhoods are depicted in Figure
3.1. The set of values at neighboring locations can be denoted as
y(Ni) ≡ {y(sj) : sj ∈ Ni, i 6= j}. (3.1)
Neighborhoods must be symmetric so that, if sj ∈ Ni, then si ∈ Nj . Under a Markov assumption,
the full conditional distribution of a random variable Y (si) can be written as:
[Y (si) | {y(sj) : j 6= i}] = [Y (si) | y(Ni)], (3.2)
where the square brackets denote the distribution of the random variable.
For Gaussian data involving a single variable at each location, a stationary and isotropic process
{Y (si) : si ∈ Dn ∩ Z2} with respect to a given neighborhood structure can be written as, for
i = 1, . . . , n,
[Y (si) | y(Ni)] = N (µ(si), τ2), (3.3)
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Figure 3.1 Illustration of four-nearest and eight-nearest neighbors on a regular lattice.
where µ(si) = α+ η
∑
sj∈Ni
{y(sj)−α} is the conditional mean of Y (si) expressed as a function of its
marginal mean, α = E[Y (si)]. The conditional variance of Y (si) is denoted by τ
2 for all i, and the
spatial dependence among neighboring locations is indicated by η (see Besag (1974) and Cressie
(1993) for a development of Gaussian MRF models).
The factorization theorem (Besag (1974)) leads to a joint Gaussian distribution, provided the
covariance matrix is symmetric and positive definite. That is,
[(Y (s1), . . . , Y (sn))] = N (α, (I− C)−1Γ),
where α = α ·1 is the mean vector of size n, I is an identity matrix, C = [cij ] is an n×n (adjacency)
matrix with cij = η for sj ∈ Ni, i 6= j, and zero otherwise. Finally, Γ = diag(τ2, . . . , τ2). The
positive definiteness of the matrix, Γ−1(I−C), can often be verified using the argument of diagonal
dominance. In this model specification, if |η| < 1/m, wherem is the number of neighbors at each site
(either 4 or 8), the resulting matrix becomes positive definite. (See also Cressie (1993) (Section 7.2)
for a discussion of spatial dependence parameter space determination for auto-Gaussian models.
3.3 Bivariate Gaussian MRF Models
For models with multiple responses at each location, additional conditional dependencies, such
as among the measurements within each location and in neighboring locations, must be taken into
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account in MRF modeling. This section considers four alternative formulations of a bivariate Gaus-
sian MRF which are distinguished by choice for spatial and non-spatial neighborhood structures.
These structures will become the basis for model assessments using the SBEL approach in the
sequel.
Unlike the univariate case, where comparison of four-nearest versus eight-nearest neighbors is
a natural choice to assess the model, there are more options available in the construction of a
bivariate MRF through specification of conditional distributions. The four model specifications
presented here differ in that, for a fixed spatial neighborhood structure (whether it is a four-nearest
or eight-nearest), one can also consider the strength of conditional dependence between distinct
variables within locations as well as among neighboring locations.
First, consider a stationary vector process {(Y (si), Z(si)) : si = (ui, vi) ∈ Dn∩Z2, i = 1, . . . , n},
where Y (si) and Z(si) are univariate real-valued random variables observable at a location si on a
regular lattice. Throughout this article, we assume both variables, Y and Z, have the same spatial
neighborhood structure (either four- or eight-nearest) at any given location in the spatial domain.
To write the neighborhood structure for different variables in a model, define the neighborhoods
for each variable as,
y(Ni) ≡ {y(sj) : sj ∈ Ni, i 6= j} and z(Ni) ≡ {z(sj) : sj ∈ Ni, i 6= j}. (3.4)
The bivariate full conditional distribution for a random vector given all others (i.e., given values
of random vectors at neighboring locations) is denoted as
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}]. (3.5)
The univariate full conditional distribution for each component of the random vector, given values
at neighboring locations and the value of the other variable within the same location, is identified
through
[Y (si) | {z(si),y(Ni), z(Ni)}] and [Z(si) | {y(si),y(Ni), z(Ni)}]. (3.6)
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3.3.1 Two-independent MRFs model
Two-independent MRFs model is the simplest approach, for constructing a bivariate lattice
model. It combines the two univariate MRF models. That is, for i = 1, . . . , n,
[Y (si) | y(Ni)] = N (µy(si), τ2y ), and
[Z(si) | z(Ni)] = N (µz(si), τ2z ),
(3.7)
where
µy(si) = αy + ηy
∑
sj∈Ni
{y(sj)− αy}, and
µz(si) = αz + ηz
∑
sj∈Ni
{z(sj)− αz}.
(3.8)
The parameters αy and αz represent the marginal means for Y (si) and Z(si), respectively, for all
i. Conditional dependence parameters are denoted by ηy and ηz. The parameters τ
2
y and τ
2
z denote
the conditional variances. In addition, the full conditional moments are given by:
E[Y (si) | {z(si),y(Ni), z(Ni)}] = µy(si), V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = τ2y ,
E[Z(si) | {y(si),y(Ni), z(Ni)}] = µz(si), V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = τ2z .
(3.9)
Here, conditional independence between two distinct variables is apparent. That is, given its
corresponding variables in neighboring locations, each variable (say, Y ) is conditionally independent
of the other distinct variable (say, Z) both at the same location and in neighboring sites (and vice
versa).
It is apparent in the construction of the two-independent MRFs model that the bivariate full
conditional distribution of (Y (si), Z(si)) given {y(Ni), z(Ni)} is given by, for i = 1, . . . , n,
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}] = N


αy + ηy
∑
sj∈Ni
{y(sj)− αy}
αz + ηz
∑
sj∈Ni
{z(sj)− αz}
 ,
τ2y 0
0 τ2z

 . (3.10)
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3.3.2 Two-variable MRF
In a two-variable MRF model, we assume the variable Z(si) is a neighbor of Y (si), and vice
versa. For i = 1, · · · , n, the two-variable MRF model can be defined as,
[Y (si) | {z(si),y(Ni)}] = N (µy(si), τ2y ), and
[Z(si) | {y(si), z(Ni)}] = N (µz(si), τ2z ),
(3.11)
where
µy(si) = αy + ηy
∑
sj∈Ni
{y(sj)− αy}+ κy{z(si)− αz}, and
µz(si) = αz + ηz
∑
sj∈Ni
{z(sj)− αz}+ κz{y(si)− αy}.
(3.12)
The parameters κy and κz now represent conditional dependence between the two responses Y and
Z at the same location. Here an additional assumption of κy/τ
2
y = κz/τ
2
z is required for the 2n×2n
covariance matrix to be symmetric, resulting in the seven parameters (αy, αz, ηy, ηz, κy, τy, τz) for
this model specification.
The univariate full conditional means and variances are given by
E[Y (si) | {z(si),y(Ni), z(Ni)}] = µy(si), V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = τ2y ,
E[Z(si) | {y(si),y(Ni), z(Ni)}] = µz(si), V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = τ2z ,
(3.13)
where µy(si), µz(si), τ
2
y and τ
2
z are defined in (3.11) and (3.12). In this model, Y (si) is conditionally
independent of the neighboring values of z(Ni) given {z(si) ∪ y(Ni)}, and vice versa.
For the two-variable MRF model, the bivariate full conditional distribution of (Y (si), Z(si))
given {y(Ni), z(Ni)} is Gaussian with means given by,
E[Y (si) | {y(Ni), z(Ni)}] = αy +
ηy
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(y(sj)− αy) +
ηzκy
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(z(sj)− αz), and
E[Z(si) | {y(Ni), z(Ni)}] = αz +
ηz
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(z(sj)− αz) +
ηyκy
τ2z
τ2y
1− κ2y
τ2z
τ2y
∑
sj∈Ni
(y(sj)− αy),
(3.14)
and covariance matrix given by,
Γi =
1
1− κ2y
τ2z
τ2y
 τ2y κyτ2z
κyτ
2
z τ
2
z
 , for i = 1, . . . , n. (3.15)
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Here, the additional assumption of κy/τ
2
y = κz/τ
2
z is applied for symmetry of the covariance matrix
replacing κz by κy
τ2z
τ2y
in (3.12). For |κy| ≤ τy/τz, the conditional variances of Y (si) and Z(si)
are
τ2y
1−κ2y
τ2z
τ2y
≥ τ2y and
τ2z
1−κ2y
τ2z
τ2y
≥ τ2z , respectively. Thus, the variances of bivariate full conditional
distributions for Y (si) and Z(si) are greater than the variances associated with the univariate full
conditional distributions.
3.3.3 Bivariate MRF
Mardia (1988) considered a multi-dimensional Gaussian MRF model by specifying multivariate
full conditional distributions for p-dimensional random vectors across n sites. The bivariate version
(with p = 2) of Mardia’s approach assumes a bivariate normal distribution for a set of random
vectors (Y (si), Z(si)) as follows:
[(Y (si), Z(si))
′ | {y(Ni), z(Ni)}] = N
αy
αz
+ ∑
sj∈Ni
Bij
y(sj)− αy
z(sj)− αz
 , Γi
 (3.16)
for i = 1, 2, . . . , n. The statistical dependencies between random variables within a site and among
sites are specified through the 2 × 2 matrices Bij and Γi. We further assume Bii = −I2×2, and
Bij = O2×2 if the locations si and sj are not neighbors (sj /∈ Ni).
One simple parameterization for Bij and Γi, that results in a valid covariance matrix for the
joint distribution, is to let:
Bij =
η 0
0 η
 for sj ∈ Ni and Γi =
 σ2y ρσyσz
ρσyσz σ
2
z
 , (3.17)
where spatial dependence among sites for each variable is specified using the parameter η, and the
association between two random variables within a site is denoted by a correlation parameter ρ
with ρ ∈ (−1, 1). The parameters, σ2y and σ2z , represent the (bivariate full) conditional variances
for each variable. Notice this specification forces homogeneous spatial dependence (η) for both
variables, Y and Z, among neighboring sites. We call this model specification the bivariate MRF,
due to the bivariate normal specification of the conditional covariance matrix Γi in (3.17). It turns
out that the parameter, ρ, also represents the unconditional correlation between the two variables
Y and Z at the same location.
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This approach can be considered as a multivariate conditional autoregressive (CAR) model
proposed by Carlin and Banerjee (2003) and Gelfand and Vounatsou (2003), called MCAR(ξ, Λ),
where Bii = −I, Bij = Bi = ξmi I, and Γi =
1
mi
Λ for any symmetric and positive definite matrix
Λ. The notation mi denotes the number of neighbors at the i
th site. A sufficient condition for the
positive definiteness of the covariance matrix for MCAR(ξ, Λ) is |ξ| < 1. For the bivariate MRF
model (Eqs. (3.16) and (3.17)), the covariance matrix for joint distribution is positive definite if
|η| < 1/4 (or |η| < 1/8) with an assumption of a four-nearest (or eight-nearest) neighborhood
structure (same as in the univariate case).
For each i = 1, . . . , n, the univariate full conditional distributions for Y (si) and Z(si) are
Gaussian with means and variances given, respectively, by:
E[Y (si) | {z(si),y(Ni), z(Ni)}] = αy + ρ
σy
σz
(z(si)− αz) + η
∑
sj∈Ni
{y(sj)− αy}
− ηρσy
σz
∑
sj∈Ni
{z(sj)− αz},
E[Z(si) | {y(si),y(Ni), z(Ni)}] = αz + ρ
σz
σy
(y(si)− αy) + η
∑
sj∈Ni
{z(sj)− αz}
− ηρσz
σy
∑
sj∈Ni
{y(sj)− αy},
V ar[Y (si) | {z(si),y(Ni), z(Ni)}] = σ2y(1− ρ2), and
V ar[Z(si) | {y(si),y(Ni), z(Ni)}] = σ2z(1− ρ2).
(3.18)
Both parameters, η and ρ, are now involved in determining the statistical dependence between two
random variables, Y and Z, in neighboring locations in modeling univariate full conditionals. If
we assume both η and ρ are positive, then the negative coefficients of −ηρσyσz and −ηρ
σz
σy
for each
variable are induced by both parameters. That is, if both conditional correlation between Y (si)
and Z(si) at the same location and conditional spatial correlation of Y (si) with neighbors Y (sj)
(and Z(si) with neighbors Z(sj)) are positive, then conditional correlation of Y (si) with neighbors
Z(sj) (and Z(si) with neighbors Y (sj)) is necessarily negative. Lastly, conditional variances are
expressed as a function of both σy (or σz) and ρ, resulting in σ
2
y(1− ρ2) ≤ σ2y (or σ2z(1− ρ2) ≤ σ2z)
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for ρ ∈ (−1, 1). That is, the variances of univariate full conditional distributions for Y (si) and
Z(si) are less than the variances associated with the bivariate full conditional distributions.
3.3.4 Extended two-variable MRF
This model specification extends the two-variable MRF model to additionally account for con-
ditional dependencies between different variables at neighboring locations (cross dependencies).
Kim et al. (2001) and Sain et al. (2011) use the idea of “twofold” (for the bivariate case) and
“stacking” of the lattices (for the multivariate case), respectively, and specify the full univariate
conditional distribution for each variable in their development of a hierarchical Bayesian model.
Sain et al. (2011) also make an effort to provide a generalized form of a multivariate Gaussian
process, allowing heterogeneous dependencies for variables at neighboring locations, and apply it
to analyze regional climate model (RCM) outputs of both temperature and precipitation, using
seasonal average values of these variables.
Following Sain et al. (2011), we begin by specifying the (univariate) full conditional distribu-
tions for two response variables at each location, and call it the extended two-variable MRF model.
With Y (si) and Z(si) as random variables at location, si, for i = 1, . . . , n, define:
[Y (si) | {z(si),y(Ni), z(Ni)}] = N (µy(si), τ2y ), and
[Z(si) | {y(si),y(Ni), z(Ni)}] = N (µz(si), τ2z ),
(3.19)
where
µy(si) = αy + ρs
τy
τz
{z(si)− αz}+ φyy
∑
sj∈Ni
{y(sj)− αy}
+ φyz
τy
τz
∑
sj∈Ni
{z(sj)− αz}I[j<i] + φzy
τy
τz
∑
sj∈Ni
{z(sj)− αz}I[j>i],
µz(si) = αz + ρs
τz
τy
{y(si)− αy}+ φzz
∑
sj∈Ni
{z(sj)− αz}
+ φzy
τz
τy
∑
sj∈Ni
{y(sj)− αy}I[j<i] + φyz
τz
τy
∑
sj∈Ni
{y(sj)− αy}I[j>i].
(3.20)
In (3.20), I[·] is the indicator function whose value is 1 when its argument (written as a subscript)
is true and 0 otherwise. The conditional variances for Y (si) and Z(si) are denoted by τ
2
y and
τ2z , respectively, and the spatial dependence within each type of variable is identified through the
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parameters φyy and φzz (within-variable dependence). The parameter, ρs, specifies the conditional
dependence between the two variables at the same location (within-location or inter-variable depen-
dence), and φyz and φzy capture (possibly distinct) cross dependencies (cross-variable dependence)
for bivariate lattice data. The parameters, ρs, φyz and φzy are also referred to as “bridging” or
“linking” parameters (e.g., Gelfand and Vounatsou (2003); Kim et al. (2001)). The validity of
this model can be demonstrated using an argument of diagonal dominance to guarantee positive
definiteness of the covariance matrix (e.g., Kim et al. (2001)).
The full conditional distributions of (Y (si), Z(si))
′ given {y(Ni), z(Ni)} for this model can also
be expressed as bivariate normal with mean vectors given by:
E[Y (si) | {y(Ni), z(Ni)}] = αy +
1
1− ρ2s
{
(φyy + ρsφzy)
∑
j<i
(y(sj)− αy) + (φyy + ρsφyz)
∑
j>i
(y(sj)− αy)
+
τy
τz
(φyz + ρsφzz)
∑
j<i
(z(sj)− αz) +
τy
τz
(φzy + ρsφzz)
∑
j>i
(z(sj)− αz)
}
, and
E[Z(si) | {y(Ni), z(Ni)}] = αz +
1
1− ρ2s
{
(φzz + ρsφyz)
∑
j<i
(z(sj)− αz) + (φzz + ρsφzy)
∑
j>i
(z(sj)− αz)
+
τz
τy
(φzy + ρsφyy)
∑
j<i
(y(sj)− αy) +
τz
τy
(φyz + ρsφyy)
∑
j>i
(y(sj)− αy)
}
,
(3.21)
and covariance matrix,
Γi =

τ2y
1−ρ2s
ρsτyτz
1−ρ2s
ρsτyτz
1−ρ2s
τ2z
1−ρ2s
 . (3.22)
Note that, the factorization theorem results in the multivariate Gaussian distributions for joint
densities of the 2n-dimensional random vector, (Y (s1), Z(s1), Y (s2), Z(s2), . . . , Y (sn), Z(sn)), for
all four models.
3.3.5 Conditional dependence structures of the four models
The four models defined in this section differ in the neighborhood structures that imply condi-
tional dependencies and independencies. Using a basic four-nearest neighborhood concept, Figure
3.2 describes how each of these four model specifications defines its neighborhood structure, which
gives non-zero conditional dependencies among variables within and across the spatial locations. In
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Figure 3.2, variables (nodes) that are not connected by a solid edge are conditionally independent.
Note that nodes in the depiction of the bivariate MRF model represent variable pairs, rather than
univariate variables. The edges connecting these pairs reflect the property of this model that spatial
dependencies are equal for the elements of the pairs, Y (si) and Z(si).
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(a) Two-independent MRFs model
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(b) Two-variable MRF model
                                                                                             ( , )                     
                                                                                                                               
Vector (Y, Z)   
 
                                                  ( , )               ( , )               ( , )       
 
                                                           ( , )                                                       
 
(c) Bivariate MRF model
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(d) Extended two-variable MRF model
Figure 3.2 Illustration of four MRF specifications with four-nearest (spatial) neighborhood
structure. The random variables Y (si) and Z(si) are denoted by Yi and Zi,
respectively; and solid lines connect its nearest neighbors. The subscript j is
used to indicate the observations in the neighboring locations (yj or zj).
Modeled and induced conditional correlations, based on full conditional distributions, are illus-
trated in Figure 3.3. For example, the bivariate MRF model specification, given in Section 3.3.3, im-
plies: Corr(Y (si), Z(si) | {y(Ni), z(Ni)}) = ρ , Corr(Y (si), Y (sj) | {z(si), z(sj),y(Nk), z(Nk)}) =
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η, and Corr(Y (si), Z(sj) | {z(si), y(sj),y(Nk), z(Nk)}) = −ηρ, where sj ∈ Ni and Nk = {Ni ∪
Nj} \ {si, sj}. For more properties of each model specification, model comparisons, and study of
their parameter spaces, see Chapter 2.
Figure 3.3 shows how each model defines conditional correlations with dependence parameters.
The two-independent MRFs (Figure 3.3 (a)) and two-variable MRF (Figure 3.3 (b)) model spec-
ifications differ from others because they exhibit the property of conditional independence with
some neighboring values. That is, for the two-independent MRFs, the variable Y (si) is condition-
ally independent of both Z(si) and its spatial neighbors z(Ni). Similarly, Z(si) is conditionally
independent of both Y (si) and its neighbors y(Ni). In the two-variable MRF, the variable Y (si)
is conditionally independent of z(Ni) given the rest. Similarly, the variable Z(si) is conditionally
independent of y(Ni) given all others. All four models imply equal within-location (zero or non-
zero) dependence. While the bivariate MRF model (Figure 3.3 (c)) implies equal strength for both
within-variable and cross-variable dependence, the extended two-variable MRF model (Figure 3.3
(d)) allows possibly unequal within-variable and cross-variable spatial dependencies.
yi yj
zi zj
ηy
ηz
(a)
yi yj
zi zj
ηy
κy
τz
τy
κy
τz
τy
ηz
(b)
yi yj
zi zj
η
ρρ
η
(c)
−ηρ−ηρ
yi yj
zi zj
φyy
ρsρs
φzz
(d)
φyzφzy
Figure 3.3 The conditional dependence (small-scale) structure of four bivariate Gaussian
MRF models. In each panel conditional correlations between the two variables
are shown to describe modeled (dashed lines) and induced (dotted lines) depen-
dencies. Here, (yi, zi) and (yj , zj) denote the vectors of bivariate observations
from two neighboring sites, si and sj , respectively. Panel (a): two-independent
MRFs, Panel (b): two-variable MRF, Panel (c): bivariate MRF, and Panel (d):
extended two-variable MRF.
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3.4 Constructing an SBEL Procedure for Model Assessment
This section considers assessment of models for bivariate variables based on the spatial blockwise
empirical likelihood (SBEL). Section 3.4.1 discusses the construction of estimating functions for
univariate MRF model assessment in Kaiser and Nordman (2012), followed by the outline of
SBEL construction developed in Nordman (2008). Section 3.4.2 proposes a set of “over-identified”
estimating functions to assess conditional model specifications based on their neighborhood (within
or between spatial locations) structure for bivariate lattice data.
3.4.1 SBEL construction for spatial lattice data
3.4.1.1 Spatial estimating functions
Suppose a spatial process, {Y (si) : si = (ui, vi) ∈ Dn ∩ Z2}, is observed on a regular grid Z2
within the sampling region, Dn. A spatial extension of general EL methods needs p+ q estimating
functions to assess conditional model specifications, where p is the number of parameters to be
estimated in the involved MRF model, which are identified through p estimating functions (e.g.,
pseudo-likelihood score functions). An additional set of q functions evaluates additional moment
constraints that are not used in the p estimating functions (e.g., higher moments), or conditional
independence restrictions using conditional covariances based on the neighborhood structure used
in MRF model formulation.
Let us now define the following sets of variables with corresponding (neighboring or non-
neighboring) sites. Denoting y(Ni) by the neighboring variables in Ni (four- or eight-nearest,
Eq. (3.1)) for each location, we let Cp(si) ≡ {Y (si)} ∪ y(Ni) be a collection of random variables
formed by Y (si) and y(Ni). Another set of augmenting random variables, Ca(si) ≡ y(Naugi ), de-
fines a collection of variables (possibly an empty set) in the augmentation neighborhood of locations
Naugi , and is used to formulate the q assessment functions. We let C(si) = Cp(si) ∪ Ca(si), and
denote a collection of available sampling sites by Sn = {si ∈ Z2 : Ni ∪Naugi ⊂ Dn}.
To construct a SBEL function for the parameter θ ∈ Θ ⊂ Rp of the process {Y (si) : si ∈
Dn ∩ Z2}, choose a vector of r “over-identified” estimating functions Gθ (e.g., Qin and Lawless
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(1994)) satisfying, with q = r − p > 0,
E[Gθ(C(si))] ≡ E[(Gp(Cp(si); θ), Gq(Cp(si), Ca(si); θ))′] = 0p+q ∈ Rr, (3.23)
at the true parameter θ = θ0, as follows.
Using Besag’s construction of maximum pseudo-likelihood estimation method for MRF models
(Besag (1974); Besag (1975)), we first choose p score functions letting
Gp(Cp(si); θ)′ ≡
∂ log fθ(Y (si) | y(Ni))
∂θ
∈ Rp, (3.24)
where fθ denotes the conditional normal density with a model parameter θ ∈ Θ ⊂ Rp. The pseudo-
likelihood estimator of θ solves the system of p equations,
∑
si∈Dn∩Z2
∂ log fθ(Y (si) | y(Ni))
∂θ
= 0p, and
these score functions have expectation zero at the true parameter θ0.
For model assessment, we define additional estimating functions Gq(Cp(si), Ca(si); θ)) that have
mean zero at the true parameter θ = θ0 (e.g., under a correctly specified neighborhood structure
in MRF). For example, Kaiser and Nordman (2012) considered conditional covariances with non-
neighbors containing the eight-nearest neighbors not the four-nearest neighbors, for testing the null
model with four-nearest neighborhood structure. The property of conditional independence of its
non-neighbors (given its neighbors) then results in an estimating function that satisfies the moment
condition (3.23).
The following section describes construction of SBEL test statistic and provides a key result for
testing particular assumptions (i.e., conditional dependencies) made in MRF model formulation.
3.4.1.2 SBEL construction
With spatially dependent data, data blocking (proposed by Kitamura (1997)) is used to capture
underlying data dependence and create a spatial EL ratio for inference. The data blocking method
forms a set of either maximally overlapping or non-overlapping data blocks within the sampling
region in the spatial setting. (See, for e.g., Figure 3.4.)
The SBEL approach (Kaiser and Nordman (2012); Nordman (2008)) considers a function (i.e.,
an equally weighted sum) of estimating functions Gθ(·) over a spatial block of observations within
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Sn. A spatial blockwise EL function and its ratio statistic are then constructed to test the null
hypothesis that the moment condition (3.23) holds for some parameter vector θ = θ0 ∈ Θ ⊂ Rp.
Let b be a positive integer that depends on the sample size, such that b2 increases as the sample
size grows, but not too rapidly relative to the size of |Sn ∩Z2|. (For more general blocking schemes
for the EL construction in a spatial setting, refer to Section 7 in Nordman (2008).) Given each
site, si = (ui, vi) ∈ Z2, define a spatial block of length b by Bb(i) ≡ {ti ∈ Z2 : ti ∈ si + b U},
where U = (−1/2, 1/2]2 forms a unit square, and each data block contains b2 observations. The
index set denoted by IOLb ≡ {si ∈ Z2 : Bb(i) ⊂ Sn} determines all integer-translated (overlapping)
blocks Bb(i) for the sites si that lie completely inside Sn for observations involved in C(·). Letting
|IOLb | ≡ |{i1, . . . , iN}| = N , we denote by {Bb(i1), · · · , Bb(iN )} the collection of N overlapping
(OL) blocks, each containing b2 sampling sites with available observations involved in C(·) at each
site for Gθ computations in (3.23). An example of a collection of available sampling sites Sn and
overlapping blocks on a 20× 20 spatial lattice is illustrated in Figure 3.4.
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(a) Sampling region Dn with its sites denoted
as • or ◦, and a collection of available sampling
sites Sn (inner rectangular region).
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(b) An example of overlapping blocks each
containing b2 = 25 sampling sites within Sn.
Figure 3.4 An example of Dn for 20×20 spatial lattice data (n = 400) with (a) its sampling
sites Sn and (b) data blocks, Bb(ij) within Sn.
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For each data block, Bb(ij), indexed by ij for j = 1, · · · , N , and si ∈ Z2, we let G(ij ; θ) =
1
b2
∑
si∈Bb(ij)
Gθ(C(si)) ∈ Rr be the sample average of the estimating functions over b2 observations
of Gθ(C(si)). The SBEL function, Ln(θ), for a given parameter value θ ∈ Θ ⊂ Rp is then defined
by
Ln(θ) = sup

N∏
j=1
pj : pj ≥ 0,
N∑
j=1
pj = 1,
N∑
j=1
pjG(ij ; θ) = 0r
 . (3.25)
If one uses Lagrange multipliers to seek the critical points for Ln(θ) with an absence of the
expectation-based linear constraint,
∑N
j=1 pjG(ij ; θ) = 0r, Ln(θ) achieves its maximum when pj =
1
N , for all j, resulting in Ln(θ) = (1/N)
N . For a given θ, if 0r is interior to the convex hull of
{G(ij ; θ) : j = 1, · · · , N}, the function, Ln(θ), attains its unique maximum
Ln(θ) =
N∏
j=1
pj(θ) with pj(θ) =
1
N [1 + λ
′
θG(ij ; θ)]
∈ (0, 1), (3.26)
where λθ ∈ Rr solves
∑N
j=1
G(ij ;θ)
1+λ
′
θG(ij ;θ)
= 0r. If the set for (3.25) is empty, we let Ln(θ) = −∞.
Finally the SBEL ratio is given by
Rn(θ) =
Ln(θ)
(1/N)N
, (3.27)
and is used to construct a SBEL ratio statistic to test the moment condition (3.23). (See Theorem
3.4.1.1 given below.) We also obtain an estimator θ̂n for θ, called the maximum SBEL estimator,
by minimizing
lEL(θ) ≡
N∑
j=1
log(1 + λ
′
θG(ij ; θ)) such that λθ satisfies
N∑
j=1
G(ij ; θ)
1 + λ
′
θG(ij ; θ)
= 0r. (3.28)
(For discussions on computation methods see Owen (1990) and Qin and Lawless (1994).)
The following result from Theorem 3 in Nordman (2008) provides an asymptotic chi-squared,
χ2q , distribution for the log SBEL ratio statistic, Rn(θ̂n), where θ̂n is a maximum SBEL estimate
for θ. This theorem requires some mild bound on the strong mixing coefficient for the stationary
process (see (8) in Nordman (2008)) and boundary condition that the number of lattice points
in Z2 near the boundary is of smaller order than the volume of the sampling region (i.e., as n
increases, the number of sampling sites in Dn is equivalent to the volume vol(Dn), n ∼ vol(Dn), as
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well as |Sn ∩ Z2| ∼ vol(Dn)). The assumptions allow us to apply the spatial central limit theorem
to the sample mean,
1
|Sn ∩ Z2|
∑
si∈Sn∩Z2
Gθ0(C(si)). This result is then needed to derive the limiting
distribution for the log ratio in (3.27).
Theorem 3.4.1.1. (as in Theorem 3.1. in Kaiser and Nordman (2012)) Suppose an increasing
domain framework with b−1 + b2/n
1/2
x → 0 as n→∞ where nx = |Sn ∩ Z2|, and that appropriate
weak dependence conditions are satisfied for the stationary process {Y (si) : si ∈ Z2} under the
conditional distributions of the form fθ(Y (si) | y(Ni)). In addition, suppose that Gθ(·) is a smooth
function of θ in a neighborhood of θ0, that E[(∂Gθ(C(si))/∂θ|θ=θ0)′] has full column rank p and the
(q + p) × (q + p) matrix
∑
si∈Z2 Cov(Gθ0(C(02)), Gθ0(C(si))) is positive definite where r = p + q.
Then, under the null hypothesis H0 : “the moment condition (3.23) holds for some parameter θ0
under the conditional specification given by fθ(Y (si) | y(Ni))”, the log-ratio satisfies
− 2
b2
logRn(θ̂n)
d−→ χ2q as n→∞. (3.29)
In the theorem, similar to Kitamura (1997), the factor b2 in the likelihood ratio statistic adjusts
the effect of overlapping blocks used in the construction of the SBEL function.
This work assumes the boundary condition for the sampling region and an optimal block scale
of b will be chosen, where b = Cnκx, for some C > 0 and κ ∈ [1/4, 1/6]. (See Section 7 in
Nordman (2008) for more details.) Based on the underlying stationary Gaussian processes the
α-mixing condition is satisfied under Dobrushin’s uniqueness condition (e.g., Gaetan and Guyon
(2010)), and the additional assumptions on Gθ(·) also hold for the exponential-family conditional
distributions.
In the following section, we illustrate SBEL procedures for assessing the fitness of the bivariate
MRF models described in Section 3.3. We present estimating functions for both parameter identi-
fication and various model assessments based on the conditional dependence structure constructed
in the MRF formulation for bivariate data.
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3.4.2 Spatial estimating functions for bivariate models
3.4.2.1 Estimating functions for parameter identification
Let {(Y (si), Z(si)) : si ∈ Dn ∩ Z2} be a realization of a stationary process in a spatial domain
Dn. Again, y(Ni) ≡ {y(sj) : sj ∈ Ni, i 6= j} and z(Ni) ≡ {z(sj) : sj ∈ Ni, i 6= j} form the
neighborhoods for each variable.
For assessment of alternative conditional dependence structures through their neighborhoods,
this study focuses on the performance of SBEL tests using the following three null models: two-
independent MRFs, two-variable MRF, and bivariate MRF.
Similar to the univariate case, we form p estimating functions using score functions from Be-
sag’s pseudo-likelihood, called Gp(Cp(si); θ) (Eq. (3.24)), where θ = (αy, αz, ηy, ηz, τy, τz) ⊂ R6
for two-independent MRFs, θ = (αy, αz, ηy, ηz, κy, τy, τz) ⊂ R7 for two-variable MRF, and θ =
(αy, αz, η, σy, σz, ρ) ⊂ R6 for bivariate MRF.
In using pseudo-likelihood score functions, we note that the maximum pseudo-likelihood esti-
mates produced using the either bivariate full conditionals (3.5) or univariate full conditionals (3.6)
are essentially the same. This should not be surprising because both of these objective functions
are similar composite likelihoods (e.g., Varin et al. (2011)). For two-independent MRFs and
two-variable MRF, the univariate full conditionals are used to construct the p estimating functions,
and the bivariate full conditionals are used for the bivariate MRF. Their estimating equations are
provided in Appendix A.
3.4.2.2 Estimating functions for model assessment
For assessment of bivariate conditional models using the null models listed above, we formu-
late additional estimating functions specifying conditional covariances between variables within a
location or in neighboring locations. An approach similar to the univariate case using conditional
covariances with non-neighbors (Kaiser and Nordman (2012)) can also be applied in the bivariate
case. We note here that, since different bivariate conditional models are utilized to fit different null
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models, the conditional moments for each variable, denoted as µy and µz, will be of different forms
in terms of conditioning or neighboring variables, to develop augmenting estimating functions.
When the two-independent MRFs is chosen as the null model, the evaluation is based on
conditional independence between the variables Y and Z within each sampling site si, which
is implied by that model. Considering Y and Z are non-neighbors, we have E[Y (si)Z(si) −
µy(si; θ0)µz(si; θ0) | Y (sj), Z(sj), j 6= i] = 0, implying that the marginal expectation of Y (si)Z(si)−
µy(si; θ)µz(si; θ) is also zero at the true parameter θ = θ0, under the conditional independence and
the Markov assumptions. The conditional means are given by µy(si; θ) ≡ E[Y (si) | y(Ni)], and
µz(si; θ) ≡ E[Z(si) | z(Ni)]. So, to test the first null model (two-independent MRFs), the following
estimating function can be used as the SBEL test statistic:
Gq(Cp(si), Ca(si); θ) ≡ Y (si)Z(si)− µy(si; θ)µz(si; θ). (3.30)
Here, only y(Ni) and z(Ni) are needed to compute their moments, i.e., Cp(si) ∪ Ca(si) = Cp(si).
When the two-variable MRF is chosen as the null, we test against conditional (cross-variable)
dependence between the variables, Y and Z, in neighboring locations, since this model implies
conditional cross independence. Using this property, we obtain a test statistic in the form of the
estimating function,
Gq(Cp(si), Ca(si); θ) ≡
∑
sj∈Ni
[Y (si)Z(sj)− µy(si; θ)µz(sj ; θ)]. (3.31)
Here, y(Ni) and Z(si) are needed to compute µy(si; θ) since Z(si) is also a neighbor of Y (si).
For µz(sj ; θ), additional variables of Z in neighboring locations of the site sj , namely, sk, for
sk ∈ Nj \ {si} are needed. Thus, Z(si), Y (sj), and Z(sk)’s are used for the computation of
µz(sj ; θ). Alternatively, one could also use the following estimating function
Gq(Cp(si), Ca(si); θ) ≡ [Y (si)− µy(si; θ)]
∑
sj∈Ni
Z(sj), (3.32)
whose expectation is zero under a correctly specified two-variable MRF model. This equation only
requires variables in the locations, Ni ∪ {si}, i.e., C(si) = {Y (si), Z(si)} ∪ y(Ni) ∪ z(Ni).
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In Figure 3.5, the set of random variables, C(si), used to compute the estimating functions in
(3.31) under four-nearest neighborhood (left) or eight-nearest neighborhood (right) structure, are
depicted in bold-faced letters. Here, we denote Y (si) by Yi, and Z(si) by Zi at a sampling site, si,
with neighboring variables denoted as, Yj ’s and Zj ’s, for sj ∈ Ni, respectively. The variables Yk
and Zk indicate the neighbors of Yj and Zj , that are not Yi and Zi, respectively.
Yk
Zk
Yk Yj Yk
Zk Zj Zk
Yk Yj Yi Yj Yk
Zk Zj Zi Zj Zk
Yk Yj Yk
Zk Zj Zk
Yk
Zk
H
H
Yk Yk Yk Yk Yk
Zk Zk Zk Zk Zk
Yk Yj Yj Yj Yk
Zk Zj Zj Zj Zk
Yk Yj Yi Yj Yk
Zk Zj Zi Zj Zk
Yk Yj Yj Yj Yk
Zk Zj Zj Zj Zk
Yk Yk Yk Yk Yk
Zk Zk Zk Zk Zk
HH
Figure 3.5 Neighboring variables and locations for bivariate data. Left Panel: four-nearest
neighborhood structure. Right Panel: eight-nearest neighborhood structure.
The bold-faced letters denote the variables used to compute the estimating
functions in Eq. (3.31).
When the bivariate MRF is chosen as the null, we test against unequal within-variable spatial
dependence as well as unequal cross-variable dependence structure. Recall that in the bivariate
MRF model, within-variable dependencies for Y and Z are the same, as are cross-variable depen-
dencies. A similar conditional covariance approach is used to construct the augmenting functions
for assessment of equality of both within-variable and cross-variable dependencies, the properties
of the bivariate MRF model. Using the fact that the conditional covariance of (Y (si), Y (sj)) and
of (Z(si), Z(sj)) are equal for all sj ∈ Ni, one obtains
Gq(Cp(si), Ca(si); θ)) =
1
τ2y
∑
sj∈Ni
(Y (si)Y (sj)− µy,1(si, sj ; θ)µy,2(sj , si; θ))
− 1
τ2z
∑
sj∈Ni
(Z(si)Z(sj)− µz,1(si, sj ; θ)µz,2(sj , si; θ)) .
(3.33)
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The conditional moments are given as, µy,1(si, sj ; θ) ≡ E[Y (si) | Z(si), Z(sj), Y (sh), Z(sh), sh ∈
Ni ∪ Nj and sh /∈ {si, sj}], and µy,2(sj , si; θ) ≡ E[Y (sj) | Z(sj), Z(si), Y (sh), Z(sh), sh ∈ Ni ∪
Nj and sh /∈ {si, sj}] for Y . For Z, µz,1(si, sj ; θ) ≡ E[Z(si) | Y (si), Y (sj), Y (sh), Z(sh), sh ∈
Ni ∪ Nj and sh /∈ {si, sj}], and µz,2(sj , si; θ) ≡ E[Z(sj) | Y (sj), Y (si), Y (sh), Z(sh), sh ∈ Ni ∪
Nj and sh /∈ {si, sj}]. To test for equality of cross dependence structures, we use the homogeneous
property of the conditional covariance of (Y (si), Z(sj)) for sj ∈ Ni,1 and (Y (si), Z(sj)) for sj ∈ Ni,2,
where Ni,1 = {sj ∈ Ni : j > i}, Ni,2 = {sj ∈ Ni : j < i}, so that Ni = Ni,1 ∪Ni,2. Then, one can
form
Gq(Cp(si), Ca(si); θ)) = Y (si)
 ∑
sj∈Ni,1
Z(sj)−
∑
sj∈Ni,2
Z(sj)

−
 ∑
sj∈Ni,1
µy(si, sj ; θ)µz(sj , si; θ)−
∑
sj∈Ni,2
µy(si, sj ; θ)µz(sj , si; θ)
 ,
(3.34)
where we have defined µy(si, sj ; θ) ≡ E[Y (si) | Z(si), Y (sj), Y (sh), Z(sh), sh ∈ Ni ∪ Nj and sh /∈
{si, sj}], and µz(sj , si; θ) ≡ E[Z(sj) | Y (sj), Z(si), Y (sh), Z(sh), sh ∈ Ni ∪Nj and sh /∈ {si, sj}].
For complete estimating functions for both parameter identification and model assessment used
for simulation studies in the next section, see Appendix A.
3.5 Simulation Study: Assessments of Bivariate Gaussian MRF Models
In this section we evaluate performances of the proposed methods through simulation studies.
We consider the following SBEL tests for assessing conditional model specifications for bivariate
lattice data:
1. H0 : The moment condition (3.23) holds for some parameter θ0 using (3.30) under the two-
independent MRFs model, with an inter-variable independence structure.
2. H0 : The moment condition (3.23) holds for some parameter θ0 using either (3.31) or (3.32)
under the two-variable MRF model, with a cross-variable independence structure.
3. H0 : The moment condition (3.23) holds for some parameter θ0 using either (3.33) or (3.34)
under the bivariate MRF model,
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(a) with a homogeneous cross-variable dependence structure,
(b) with a homogeneous within-variable dependence structure, and
(c) with homogeneous cross-variable and within-variable spatial dependence structures.
3.5.1 Assessment of inter-variable independence structure under two-independent
MRFs
To evaluate the SBEL test statistics in assessing the first null model (H0 in item 1), we consider
three spatial data-generating models with alternative conditional specifications, as provided in
Table 3.1. For each generating model, two spatial neighborhood structures, four-nearest and eight-
nearest, each with two different forms of spatial dependence strength (weak or strong) are utilized.
A Gibbs sampler is used, after a burn-in of 20,000 iterations, to obtain a spatial sample for two-
independent MRFs and to generate 2,000 simulated datasets in every case. When generating a
sample from either two-variable MRF or bivariate MRF, we use the available joint distribution
to simulate 2,000 datasets over a regularly spaced 30 × 30 grid within a sampling region, each
consisting of n = 900 bivariate observations. The SBEL test statistics are then computed using the
over-identified estimating functions given in Eq. (A.1), with a block length of b = 1.5n1/5.
The performance of the SBEL method for assessing the null (two-independent MRFs with
inter-variable independence) under all the data generating-models is depicted in Figure 3.6. In
computing these curves, an asymptotic chi-squared χ21 distribution for the test statistic is used.
Each panel assumes a different spatial neighborhood structure: (a) four-nearest with weak spatial
dependence, (b) four-nearest with strong spatial dependence, (c) eight-nearest with weak spatial
dependence, and (d) eight-nearest with strong spatial dependence. In each panel in Figure 3.6, the
values of the parameters κ (letting κ ≡ κy = τy, in the two-variable MRF) and ρ (in the bivariate
MRF) measure the strength of the statistical relationship between the two variables, Y and Z, at
each location (inter-variable dependence). These results indicate that the SBEL tests are able to
detect departures from the conditional dependence structure implied by the null model. We also
notice that the power of the SBEL test increases with the strength of inter-variable dependence,
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ρ. In each panel, the power curve for the case ρ = 0.8 (not shown) was essentially the same as for
ρ = 0.4.
The actual sizes of SBEL tests, at nominal levels of 1, 5, and 10%, when the data-generating
model belongs to the null, are given in Table B.1. It appears that the SBEL procedure may be
a bit conservative in this situation. The observed sizes of SBEL tests are close to corresponding
nominal levels but remains below the levels. The deviations (of the observed sizes) are similar
among all four cases (weak/strong with four-nearest/eight-nearest) at each given size of the nom-
inal level, as seen in Table B.1. Table B.2 summarizes the mean and median of SBEL estimates
for θ = (αy, αz, ηy, ηz, τy, τz)
′ in fitting the null under four-nearest and eight-nearest neighborhood
structures, as well as maximum pseudo-likelihood estimates (MPLEs), for comparison. The sim-
ulation results indicate that estimation using the SBEL procedure produces essentially equivalent
parameter estimates to the direct maximum pseudo-likelihood.
3.5.2 Assessment of cross-variable independence structure under two-variable MRF
This section computes the SBEL test statistics for assessment of the second null model (H0 in
item 2), considering the two spatial data-generating models listed in Table 3.2. Again, two spatial
neighborhood structures, four-nearest and eight-nearest, each with two different forms of spatial
dependence strength (weak or strong) are used for 2,000 data simulations each. The SBEL test
statistics are evaluated using the over-identified estimating functions given in (A.2), with a block
size of b = 1.5n1/5 on a 30× 30 sampling region.
Figure 3.7 displays power curves for testing the null and compares SBEL tests under each
data-generating model. The results reveal that SBEL tests are able to detect departures from the
assumed conditional dependence structure under the two-variable MRF model. In addition, when
data are generated from the bivariate MRF model with larger values of correlations, one achieves
greater power for the SBEL tests, whether the underlying neighborhood structure is four-nearest
or eight-nearest. Note that, the same degree of spatial dependence (either η = ηy = ηz = 0.1 or 0.2
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for four-nearest, or either η = ηy = ηz = 0.06 or 0.11 for eight-nearest) is used for both two-variable
and bivariate MRFs in each panel.
Table B.3 provides the sizes of SBEL tests, at nominal levels of 1, 5, and 10%. The observed
test sizes are close to corresponding nominal levels, yet again remaining lower than each level of
1, 5, and 10%. Also, all four different cases (weak/strong with four-nearest/eight-nearest) have
similar test sizes at each given nominal level, when a block scaling of b = 1.5n1/5 is used. Table B.4
summarizes the mean and median of SBEL estimates for θ = (αy, αz, ηy, ηz, κy, τy, τz)
′ in fitting
the null when the observed data come from the same null model, as well as the mean and median
of standard MPLEs for comparisons. The results from the SBEL estimates in Table B.4 also
support the findings that the SBEL parameter estimates are very similar to those estimated using
pseudo-likelihood when the fitted (null) and data-generating models are the same.
Remark 3.5.2.1. Block size determination. Similar to the univariate case, repeating the same
simulation (under H0 in item either 1 or 2) with a larger size (length) of blocks, results in similar
outcomes. But, an overly lager size of blocks produces relatively fewer numbers of blocks available
for SBEL test statistic evaluation. As a result, a slightly worse performance could be expected.
An example of the same simulation study repeats the cases in Figure 3.7 (a), with a block size of
b = 3n1/5 on a 30 × 30 sampling region. See Appendix B for resulting power plots (Figure B.1)
and numerical summaries (Tables B.5 and B.6). The SBEL estimates are again shown very close
to the MPLEs, but the size of tests is less accurate for b = 3n1/5 than for the results using the
block size of b = 1.5n1/5. As suggested in Kaiser and Nordman (2012), a range of b, in which the
SBEL computations become stabilized, could be determined by performing a series of simulations
with different block sizes, although this study does not pursue this question further here.
3.5.3 Assessment of homogeneous cross-variable and within-variable spatial depen-
dence structures under bivariate MRF
This section evaluates the SBEL test statistics to assess the third null model, the bivariate MRF,
based on the two spatial data-generating models described in Table 3.3. Here, the four-nearest
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Table 3.1 Spatial data-generating models considered in fitting the null H0 : The moment
condition holds for some parameter θ0 under two-independent MRFs. For all
models in the table, we used αy = αz = 0, τy = τz = 1, and σy = σz = 1.
When generating data from the bivariate MRF model, five different values of
correlation coefficient, ρ = 0.01, 0.1, 0.2, 0.4, 0.8, were chosen for each (4- or
8-nearest) neighborhood structure. See Figure 3.6. (The result from ρ = 0.8 is
not shown.)
Conditional Gaussian models η or ηy = ηz κ = κy = κz
Two independent MRFs
(null)
4-nearest, 0.1, 0.2
8-nearest, 0.06, 0.11
Two-variable MRF
4-nearest, 0.1, 0.2 0.1, 0.2
8-nearest, 0.06, 0.11 0.06, 0.11
Bivariate MRF
4-nearest, 0.1, 0.2
8-nearest, 0.06, 0.11
Table 3.2 Spatial data-generating models considered in fitting the null H0 : The moment
condition holds for some parameter θ0 under two-variable MRF. For all models
in the table, we used αy = αz = 0, τy = τz = 1, and σy = σz = 1. When
generating data from the bivariate MRF model, five different values of correla-
tion coefficient, ρ = 0.01, 0.1, 0.2, 0.4, 0.8, were chosen for each (4- or 8-nearest)
neighborhood structure. See Figure 3.7.
Conditional Gaussian models η or ηy = ηz κ = κy = κz
Two-variable MRF
(null)
4-nearest, 0.1, 0.2 0.1, 0.2
8-nearest, 0.06, 0.11 0.06, 0.11
Bivariate MRF
4-nearest, 0.1, 0.2
8-nearest, 0.06, 0.11
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Table 3.3 Spatial data-generating models considered in fitting the null H0 : The moment
condition holds for some parameter θ0 under bivariate MRF. For all models in
the table, we used αy = αz = 0, τy = τz = 1, or σy = σz = 1. When generating
data from the extended two-variable MRF model, the following four scenarios
are considered in the neighborhood structure (e.g., both equal spatial and equal
cross dependencies, etc.): (i) φyy = φzz and φyz = φzy, (ii) φyy = φzz and
φyz 6= φzy, (iii) φyy 6= φzz and φyz = φzy, and (iv) φyy 6= φzz and φyz 6= φzy,
for a choice of either ρs = 0.2 or ρs = 0.6, with 4-nearest spatial neighbors. For
bivariate MRF, the values of ρ = 0.2, 0.6 are used in the simulations assuming
the 4-nearest neighborhood structure. See Figure 3.8.
Conditional Gaussian models η or φyy, φzz (spatial, 4-nearest) φyz, φzy (cross)
Bivariate MRF (null) 0.1, 0.2
Extended two-variable MRF 0.1, 0.15, 0.2 −0.06, −0.12, −0.18
spatial neighborhood structure is used for 1,200 data simulations via their joint distributions. The
SBEL test statistics are computed using the over-identified estimating functions given in (A.3),
(A.4) and (A.5), with a block size of b = 1.5n1/5 on a 30× 30 sampling region.
First, Figure 3.8 tests against homogeneous cross-variable dependence under bivariate MRF
taken as the null and compares SBEL tests under each data-generating model. In Figure 3.8 (a),
two sets of data are generated from the null model with different strength of correlations, ρ = 0.2
and ρ = 0.6. Note that in bivariate MRF, the (conditional) cross correlation is −ηρ, completely
determined by both the spatial and the inter-variable dependence parameters. The sizes of SBEL
tests for Figure 3.8 (a) are given in Table B.7 at nominal levels of 1, 5, and 10%. The observed
sizes of Table B.7 are closer to nominal levels than the results in Tables B.1 and B.3 for testing the
first two null models. Table B.8 summarizes the mean and median of both SBEL estimates and
MPLEs. The SBEL produces the values of the parameter estimates close to the MPLEs.
In Figure 3.8 (b,c,d), data are generated from the extended two-variable MRF. When choos-
ing the (spatial) parameter settings for each data-generating model, they are based on the cases
with: equal within-variable and equal cross-variable dependencies, equal within-variable and un-
equal cross-variable dependencies, unequal within-variable and equal cross-variable dependencies,
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and unequal within-variable and unequal cross-variable dependencies. In each case, values of the
parameters are also carefully chosen based on the parameter spaces given in Chapter 2. Table
B.9 displays the observed test sizes for each of the cases in Figure 3.8 (b,c,d). Notice from Table
B.9 that the cases with equal cross dependencies (e.g., φyz = −0.12, φzy = −0.12), whether their
within-variable spatial dependencies (φyy and φzz) are assumed equal or not, result in test sizes
close to nominal levels. The SBEL procedure is able to identify these differences detecting equal
cross dependencies from unequal cross dependencies assumed for each model.
When the SBEL test involves fitting a null model to data generated from each of the as-
sumed extended two-variable MRF models, they produce fewer numbers of parameter estimates,
(αy, αz, η, σy, σz, ρ) rather than (αy, αz, φyy, φzz, φyz, φzy, τy, τz, ρs). The results (only shown for
Figure 3.8 (c) in Table B.10) indicate the values of marginal means (αy, αz) and inter-variable de-
pendence parameter (ρ or ρs) are similar between the two models, but the estimates for η, σy, and
σz seem different from the values of MPLEs in (φyy, φzz, τy, τz). Note that in bivariate MRF, σ
2
y and
σ2z represent the conditional variances given in the bivariate distribution, while τ
2
y and τ
2
z describe
the conditional variances in the univariate normal distribution. (Compare also their corresponding
full conditionals provided in Section 3.3.)
Next, Figure 3.9 (a,b) compare power curves for testing the null with an assumption of equal
within-variable dependence structures, for both Y ′s and Z ′s with each of their (four-nearest) neigh-
bors. The same set of parameters as in Figure 3.8 (c,d) are chosen for comparisons. Although not
shown in Figure 3.9, the assessment of equality of within-variable spatial dependence using data
generated from the null model (the bivariate MRF) results in a very similar power curves in Fig-
ure 3.8 (a). In Figure 3.9 (a), data are generated from each of the extended two-variable MRF
models having an equal spatial dependence structure (φyy = φzz = 0.1). On the other hand,
data in Figure 3.9 (b) are simulated from the model with unequal spatial dependence structure
(φyy = 0.1, φzz = 0.15), and the SBEL tests are able to detect the departures from the assumption
made in the null. The resulting tests sizes are given in Table B.11. When the data generated from
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equal within-variable dependence are used, the observed test sizes are shown to be close to nominal
levels.
Finally, Figure 3.9 (c,d) compare power curves for testing the null having an assumption of both
equal within-variable and equal cross-variable dependence structures. Here we use q = 2 assessment
functions given in Eqs. (A.4) and (A.5). Again, the assessment of both equal spatial and cross
dependencies using data generated from the null model (not shown) results in equivalent power
curves as in Figure 3.8 (a), when the asymptotic chi-squared χ22 distribution is used. Table B.12
illustrates the resulting observed test sizes. The SBEL tests again are able to detect departures
from the assumption of both equal spatial and equal cross dependence structures. Going from
Figure 3.9 (c) to (d), replacing by unequal within-variable spatial dependence to each of the four
cases, all the power curves increase with increasing size. In addition, comparing the power curves
in Figures 3.8 (c), 3.9 (a), and 3.9 (c) (or Figures 3.8 (d), 3.9 (b), and 3.9 (d)) for fixed ρs = 0.6,
we observe the power curves increase or decrease depending on the assumption made in each of
the SBEL tests. For example, when the data are generated from the extended two-variable MRF
with φyy = 0.1, φzz = 0.1, φyz = −0.12, φzy = −0.06, the corresponding power curve in Figure 3.8
(c), decreases when the test with equal spatial is used in Figure 3.9 (a). However, the curve goes
up again when the test with both conditions (equality of both within-variable and cross-variable)
is used.
3.6 Verifying conditional dependence structure in modeling daily average
temperatures and dew points in Iowa
This section applies the proposed SBEL method to a set of bivariate data extracted from the
Iowa Environmental Mesonet (IEM, https://mesonet.agron.iastate.edu), which collects meteoro-
logical observations from several varieties of automated weather stations located in various air-
ports (Automated Surface Observing System (ASOS) and Automated Weather Observing System
(AWOS)) and along major roads in the state (Roadway Weather Information System (RWIS)).
These observing networks provide real-time weather measurements, including temperature, dew
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Figure 3.6 Power curves for fitting the null model (two-independent MRFs model with
dependence parameters ηy and ηz). Each curve corresponds to the SBEL test
(using b = 1.5n1/5) for fitting the null under each data-generating model, as-
suming a four-nearest neighborhood structure (Panels (a,b)) and an eight-n-
earest neighborhood structure (Panels (c,d)).
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Figure 3.7 Power curves for fitting the null model (two-variable MRF model with de-
pendence parameters ηy, ηz, κy, and κz (letting κ ≡ κy = κz)). Each curve
corresponds to the SBEL test (using b = 1.5n1/5) for fitting the null under
each data-generating model, either two-variable MRF model or bivariate MRF
model, assuming a four-nearest neighborhood structure (Panels (a,b)) and an
eight-nearest neighborhood structure (Panels (c,d)).
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Figure 3.8 Power curves for fitting the bivariate MRF model, assessing equal cross-vari-
able dependence structure. Each curve corresponds to the SBEL test (using
b = 1.5n1/5) for fitting the null under each data-generating model, either bivari-
ate MRF (Panel (a)) or extended two-variable MRF (Panels (b,c,d)), assuming
a four-nearest neighborhood structure.
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Figure 3.9 Power curves for fitting the bivariate MRF model, assessing equal within-vari-
able spatial dependence structure (Panels (a,b)), and assessing both equal with-
in-variable and equal cross-variable dependence structures (Panels (c,d)). Each
curve corresponds to the SBEL test (using b = 1.5n1/5) for fitting the null (bi-
variate MRF) under each data-generating model from extended two-variable
MRF, assuming a four-nearest neighborhood structure.
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point, wind speed, wind direction, precipitation, etc. Their observation sites are not on a regular
grid, but rather are located haphazardly from a spatial perspective. The IEM also provides datasets
using a gridded analysis called IEM REanalysis (IEMRE), where observations are gridded via a
two-dimensional interpolation scheme to a Cartesian grid. Here, we use the gridded datasets, and
consider daily average temperature and dew point, focusing on the measurements in Iowa during
2016. Figure 3.10 shows a sampling region (the interior of the rectangle) chosen for the example,
creating a 30 × 40 latitude-longitude regular grid. Figure 3.11 displays two examples of gridded
datasets for this rectangular region, along with scatterplots, showing strong associations between
the two variables for both cases which are individual days. Also, some exploratory analysis us-
ing the S-value (Kaiser and Caragea (2009)) for each of the variables indicates a strong spatial
dependence structure, but provides no evidence of directional dependence.
IOWA
Figure 3.10 Sampling region (inside the rectangle) used for the SBEL tests.
For analysis of these bivariate lattice data with strong spatial and inter-variable dependencies,
one could formulate a bivariate MRF model (Eqs. (3.16) and (3.17)) using four- or eight-nearest
neighborhood Ni, at each location si in the sampling region, where Y and Z define random vari-
ables for daily average temperature (in ◦C) and dew point (in ◦C), respectively. Recall that this
model implies equal cross-variable and within-variable dependence structures in space (i.e., across
locations). As an alternative to this conditional specification, one could also consider asymme-
try of either cross-variable or within-variable dependence structures. Note that, the possibility of
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cross-variable conditional independence is not considered in this example, because fitting models
to many sets of data has indicated that cross-dependencies are usually present.
To evaluate the equality of cross-variable and within-variable spatial dependence structures in
modeling daily average temperature and dew point, we use the SBEL procedure described in Section
3.5.3. For a daily bivariate dataset the values for the SBEL test statistic are computed using the
over-identified estimating functions given in (A.3), (A.4) and (A.5), with a block size of b = 1.5n1/5
and a four-nearest neighborhood structure on the 30 × 40 lattice. We then repeat the procedure
everyday for the entire year. Figure 3.12 tests against a possible asymmetry of either cross-variable
or within-variable dependence structure. Figure 3.12 (a,b) present test statistic values. Based on
the asymptotic χ21 distribution for each test, Figure 3.12 (c,d) compute the p-values for each of
the tests in Figure 3.12 (a,b), respectively. In Figure 3.12 (c), about 2.5% of the tests (9 days out
of 366 days) of equal cross-variable dependence result in p-values less than 10%, and about 4.1%
(15 days) of the tests assessing equal within-variable dependence produce p-values less than 10%.
These results suggest that a MRF model with equal spatial (cross-variable and within-variable)
dependence structures (i.e., the bivariate MRF model) might describe the data quite well. This
may not be terribly surprising given the similarity and strong correlation of the two variables used
in this example.
3.7 Concluding Remarks
This work presents empirical likelihood-based procedures for bivariate model assessment, testing
for underlying conditional dependence structures made in a Gaussian MRF model formulation. The
proposed SBEL approach used in univariate MRF model assessments (Kaiser and Nordman (2012))
modified to incorporate meaningful test criteria for the models under consideration, enables one to
develop a procedure for assessing bivariate MRF models with alternative conditional specifications.
Extensions to multivariate model assessments would seem possible, but are not pursued here.
This study suggests the proposed methods are able to determine whether or not a specified
conditional structure assumed by a bivariate MRF model formulation is adequate to describe ob-
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served spatial data. The specified dependence structure assumed in the null is chosen, based on
four alternative conditional specifications formulated in bivariate Gaussian MRF models, including
the approaches proposed by Mardia (1988) and Sain et al. (2011). They concern conditional de-
pendence or independence structures in two response variables within and across spatial locations,
namely within-location, within-variable, and cross-variable dependencies. It is hoped the proposed
methodology provided in this study aids in the choice of a MRF model formulation and reveals
deeper insights into multivariate spatial model diagnostics.
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(a) A map of daily average temperature (left) and dew point (right) on May 11, 2016.
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(b) A map of daily average temperature (left) and dew point (right) on July 10, 2016.
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(c) A scatterplot of the values of average
dew point versus the corresponding values
of temperature at each spatial location, on
May 11.
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(d) A scatterplot of the values of average
dew point versus the corresponding values
of temperature at each spatial location, on
July 10.
Figure 3.11 Two examples of IEM ReAnalysis (IEMRE) gridded datasets, for daily average
temperature (in ◦C) and dew point temperature (in ◦C) measured in the
sampling region (Figure 3.10), on May 11 and July 10 of 2016.
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(d) P-values (equal within-variable)
Figure 3.12 Values of the SBEL test statistics with p-values, for assessments of equality
of cross-variable (Panels (a), (c)) and within-variable (Panels (b), (d)) de-
pendence structures under the bivariate MRF model. For each test in either
Panel (a) or (b), daily average temperatures and dew points observed in the
spatial sampling region (Figure 3.10) during 2016, are used.
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APPENDIX A. ESTIMATING FUNCTIONS USED FOR BIVARIATE
MODEL ASSESSMENTS, SECTION 3.4.2
1. H0 : The moment condition (3.23) holds for some parameter θ0 under the two-independent
MRFs model, with an inter-variable independence structure.
With p = 6, q = 1 and θ = (αy, αz, ηy, ηz, τy, τz):
Gθ(C(si)) =

Y (si)− µy(si; θ)
Z(si)− µz(si; θ)∑
sj∈Ni Y (sj)[Y (si)− µy(si; θ)]∑
sj∈Ni Z(sj)[Z(si)− µz(si; θ)]
τ2y − [Y (si)− µy(si; θ)]2
τ2z − [Z(si)− µz(si; θ)]2
Y (si)Z(si)− µy(si; θ)µz(si; θ)

, (A.1)
where µy(si; θ) ≡ E[Y (si) | y(Ni)], and µz(si; θ) ≡ E[Z(si) | z(Ni)] are the full conditional means.
2. H0 : The moment condition (3.23) holds for some parameter θ0 under the two-variable MRF
model, with a cross-variable independence structure.
With p = 7, q = 1 and θ = (αy, αz, ηy, ηz, κy, τy, τz):
Gθ(C(si)) =

Y (si)− µy(si; θ)
Z(si)− µz(si; θ)
[Y (si)− µy(si; θ)]
∑
sj∈Ni Y (sj)
[Z(si)− µz(si; θ)]
∑
sj∈Ni Z(sj)
[Y (si)− µy(si; θ)]Z(si) + [Z(si)− µz(si; θ)]Y (si)
τ2y − [Y (si)− µy(si; θ)]2
τ2z − [Z(si)− µz(si; θ)]2
[Y (si)− µy(si; θ)]
∑
sj∈Ni Z(sj)

, (A.2)
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where the conditional moments are given by µy(si; θ) ≡ E[Y (si) | z(si),y(Ni)], and µz(si; θ) ≡
E[Z(si) | y(si), z(Ni)].
For score-based estimating functions for testing:
3. H0 : The moment condition (3.23) holds for some parameter θ0 under the bivariate MRF
model,
(a) with a homogeneous cross-variable dependence structure,
(b) with a homogeneous within-variable dependence structure, and
(c) with homogeneous cross-variable and within-variable spatial dependence structures,
consider, with θ = (αy, αz, τy, τz, ρ, η) and p = 6:
Gp(Cp(si); θ)=
Y (si)− µy(si; θ)
Z(si)− µz(si; θ)[τ2z (Y (si)− µy(si; θ))− ρτyτz(Z(si)− µz(si; θ))] ∑
sj∈Ni
Y (sj)
+
[
τ2y (Z(si)− µz(si; θ))− ρτyτz(Y (si)− µy(si; θ))
] ∑
sj∈Ni
Z(sj)

(Y (si)− µy(si; θ))2 − ρ
τy
τz
(Y (si)− µy(si; θ))(Z(si)− µz(si; θ))− τ2y (1− ρ2)
(Z(si)− µz(si; θ))2 − ρ
τz
τy
(Y (si)− µy(si; θ))(Z(si)− µz(si; θ))− τ2z (1− ρ2){
(1− ρ2)ρτyτz − ρ
τz
τy
(Y (si)− µy(si; θ))2
+ (1 + ρ2)(Y (si)− µy(si; θ))(Z(si)− µz(si; θ))− ρ
τy
τz
(Z(si)− µz(si; θ))2
}

. (A.3)
Here we have used that µy(si; θ) ≡ E[Y (si) | y(Ni), z(Ni)] and µz(si; θ) ≡ E[Z(si) | y(Ni), z(Ni)].
For the assessment in item 3(a):
Gq(Cp(si), Ca(si); θ)) = Y (si)
 ∑
sj∈Ni,1
Z(sj)−
∑
sj∈Ni,2
Z(sj)

−
 ∑
sj∈Ni,1
µy(si, sj ; θ)µz(sj , si; θ)−
∑
sj∈Ni,2
µy(si, sj ; θ)µz(sj , si; θ)
 ,
(A.4)
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where Ni,1 = {sj ∈ Ni : j > i} and Ni,2 = {sj ∈ Ni : j < i}, so that Ni = Ni,1∪Ni,2, µy(si, sj ; θ) ≡
E[Y (si) | Z(si), Y (sj), Y (sh), Z(sh), sh ∈ Ni ∪Nj and sh /∈ {si, sj}], and µz(sj , si; θ) ≡ E[Z(sj) |
Y (sj), Z(si), Y (sh), Z(sh), sh ∈ Ni ∪Nj and sh /∈ {si, sj}].
For the assessment in item 3(b):
Gq(Cp(si), Ca(si); θ)) =
1
τ2y
∑
sj∈Ni
(Y (si)Y (sj)− µy,1(si, sj ; θ)µy,2(sj , si; θ))
− 1
τ2z
∑
sj∈Ni
(Z(si)Z(sj)− µz,1(si, sj ; θ)µz,2(sj , si; θ)) ,
(A.5)
where we have defined µy,1(si, sj ; θ) ≡ E[Y (si) | Z(si), Z(sj), Y (sh), Z(sh), sh ∈ Ni ∪Nj and sh /∈
{si, sj}], µy,2(sj , si; θ) ≡ E[Y (sj) | Z(sj), Z(si), Y (sh), Z(sh), sh ∈ Ni ∪ Nj and sh /∈ {si, sj}],
µz,1(si, sj ; θ) ≡ E[Z(si) | Y (si), Y (sj), Y (sh), Z(sh), sh ∈ Ni ∪ Nj and sh /∈ {si, sj}], and finally,
µz,2(sj , si; θ) ≡ E[Z(sj) | Y (sj), Y (si), Y (sh), Z(sh), sh ∈ Ni ∪Nj and sh /∈ {si, sj}].
For the assessment in item 3(c), both Eq. (A.4) and Eq. (A.5) are used.
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APPENDIX B. SUMMARY OF THE SBEL SIMULATION RESULTS IN
SECTION 3.5
Table B.1 Actual size of SBEL tests for assessing the null (two-independent MRFs model)
at nominal levels of 0.01, 0.05, and 0.10 when the data-generating models belong
to the null (see Table 3.1). See also Figure 3.6.
Gaussian, 4-nearest neighborhood structure
(30× 30 region) ηy = ηz = 0.1 ηy = ηz = 0.2
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.003 0.033 0.082 0.005 0.032 0.073
Gaussian, 8-nearest neighborhood structure
(30× 30 region) ηy = ηz = 0.06 ηy = ηz = 0.11
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.006 0.034 0.081 0.002 0.033 0.082
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Table B.2 Mean and median parameter estimates for θ = (αy, αz, ηy, ηz, τy, τz)
′ from SBEL
in fitting the null (two-independent MRFs model assessing inter-variable inde-
pendence structure) and from maximum pseudo-likelihood (MPL). See Figure
3.6. Data generation occurs under each of the four cases of the null (see Table
3.1), with a block scaling of b = 1.5n1/5 for a lattice size of 30× 30.
Gaussian, 4-nearest neighborhood structure (30× 30 region)
Panel (a): Spatial dependence, ηy = ηz = 0.1
αy αz ηy ηz τy τz
true 0.000 0.000 0.100 0.100 1.000 1.000
MPL mean 0.000 0.000 0.098 0.098 0.999 0.998
MPL median -0.001 0.000 0.099 0.098 0.998 0.998
SBEL mean 0.000 0.001 0.097 0.097 0.998 0.997
SBEL median 0.001 0.002 0.098 0.098 0.997 0.997
Panel (b): Spatial dependence, ηy = ηz = 0.2
αy αz ηy ηz τy τz
true 0.000 0.000 0.200 0.200 1.000 1.000
MPL mean 0.002 0.000 0.199 0.199 0.999 1.000
MPL median 0.002 -0.001 0.200 0.199 0.999 0.999
SBEL mean 0.002 0.001 0.198 0.197 0.999 0.999
SBEL median 0.003 0.002 0.199 0.198 0.998 0.999
Gaussian, 8-nearest neighborhood structure (30× 30 region)
Panel (c): Spatial dependence, ηy = ηz = 0.06
αy αz ηy ηz τy τz
true 0.000 0.000 0.060 0.060 1.000 1.000
MPL mean 0.000 0.000 0.059 0.058 0.998 0.999
MPL median 0.000 0.000 0.059 0.059 0.998 0.998
SBEL mean 0.001 0.002 0.057 0.057 0.997 0.998
SBEL median -0.001 0.003 0.059 0.058 0.996 0.997
Panel (d): Spatial dependence, ηy = ηz = 0.11
αy αz ηy ηz τy τz
true 0.000 0.000 0.110 0.110 1.000 1.000
MPL mean 0.000 -0.002 0.110 0.109 0.999 1.000
MPL median 0.000 -0.001 0.110 0.110 0.999 1.000
SBEL mean -0.001 0.005 0.108 0.108 0.998 0.999
SBEL median 0.003 0.006 0.109 0.109 0.998 0.999
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Table B.3 Actual size of SBEL tests for assessing the null (two-variable MRF model) at
nominal levels of 0.01, 0.05, and 0.10 when the data-generating models belong
to the null (see Table 3.2). See also Figure 3.7.
Gaussian, 4-nearest neighborhood structure
(30× 30 region) ηy = ηz = 0.1 ηy = ηz = 0.2
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.006 0.035 0.082 0.005 0.036 0.086
Gaussian, 8-nearest neighborhood structure
(30× 30 region) ηy = ηz = 0.06 ηy = ηz = 0.11
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.007 0.038 0.082 0.005 0.035 0.076
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Table B.4 Mean and median parameter estimates for θ = (αy, αz, ηy, ηz, κy, τy, τz)
′ from
SBEL in fitting the null (two-variable MRF model assessing cross-variable inde-
pendence structure) and from maximum pseudo-likelihood (MPL). See Figure
3.7. Data generation occurs under each of the four cases of the null (see Table
3.2), with a block scaling of b = 1.5n1/5 for a lattice size of 30× 30.
Gaussian, 4-nearest neighborhood structure (30× 30 region)
Panel (a): Spatial dependence, ηy = ηz = 0.1
αy αz ηy ηz κy τy τz
true 0.000 0.000 0.100 0.100 0.100 1.000 1.000
MPL mean -0.001 0.000 0.098 0.098 0.100 0.998 0.998
MPL median 0.000 -0.001 0.098 0.099 0.101 0.998 0.998
SBEL mean 0.001 0.000 0.097 0.097 0.102 0.997 0.997
SBEL median 0.001 -0.001 0.098 0.098 0.102 0.998 0.997
Panel (b): Spatial dependence, ηy = ηz = 0.2
αy αz ηy ηz κy τy τz
true 0.000 0.000 0.200 0.200 0.200 1.000 1.000
MPL mean 0.003 0.001 0.199 0.199 0.201 0.998 0.999
MPL median -0.001 0.001 0.199 0.200 0.202 0.997 0.999
SBEL mean 0.032 0.033 0.199 0.198 0.203 0.996 0.998
SBEL median 0.028 0.031 0.199 0.199 0.202 0.995 0.998
Gaussian, 8-nearest neighborhood structure (30× 30 region)
Panel (c): Spatial dependence, ηy = ηz = 0.06
αy αz ηy ηz κy τy τz
true 0.000 0.000 0.060 0.060 0.060 1.000 1.000
MPL mean -0.002 0.000 0.058 0.058 0.060 0.998 0.998
MPL median -0.001 0.001 0.059 0.059 0.060 0.998 0.999
SBEL mean 0.000 0.002 0.057 0.057 0.061 0.997 0.997
SBEL median -0.001 0.003 0.058 0.058 0.060 0.997 0.997
Panel (d): Spatial dependence, ηy = ηz = 0.11
αy αz ηy ηz κy τy τz
true 0.000 0.000 0.110 0.110 0.110 1.000 1.000
MPL mean 0.003 0.002 0.109 0.109 0.111 0.998 0.999
MPL median 0.005 0.000 0.110 0.110 0.110 0.998 0.998
SBEL mean 0.031 0.031 0.109 0.108 0.112 0.997 0.999
SBEL median 0.035 0.028 0.109 0.109 0.112 0.997 0.998
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(b) Spatial dependence, ηy = ηz = 0.1
Figure B.1 Power curves for fitting the null model (two-variable MRF model with depen-
dence parameters ηy, ηz, κy, and κz, letting κ ≡ κy = κz). Panel (a) revisits
the plots in Figure 3.7, Panel (a) with b = 1.5n1/5, for a comparison. Panel
(b) corresponds to the SBEL test using b = 3n1/5, for fitting the null un-
der each data-generating model, either two-variable MRF model or bivariate
MRF model, assuming a four-nearest neighborhood structure. The numerical
summaries are given in Tables B.5 and B.6.
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Table B.5 Actual size of SBEL tests for assessing the null (two-variable MRF model) at
nominal levels of 0.01, 0.05, and 0.10 when the data-generating models belong
to the null (see Table 3.2). See Figure B.1 (b).
Gaussian, 4-nearest
(30× 30 region) ηy = ηz = 0.1
nominal levels 0.010 0.050 0.100
SBEL 0.006 0.017 0.064
Table B.6 Mean and median parameter estimates for θ = (αy, αz, ηy, ηz, κy, τy, τz)
′ from
SBEL in fitting the null (two-variable MRF model assessing cross-variable inde-
pendence structure) and from maximum pseudo-likelihood (MPL). See Figure
B.1 (b). Data generation occurs under each of the four cases of the null (see
Table 3.2), with a block scaling of b = 3n1/5 for a lattice size of 30× 30.
Gaussian, 4-nearest neighborhood structure (30× 30 region)
Spatial dependence, ηy = ηz = 0.1
αy αz ηy ηz κy τy τz
true 0.000 0.000 0.100 0.100 0.100 1.000 1.000
MPL mean -0.002 -0.002 0.098 0.099 0.099 0.997 0.998
MPL median -0.002 -0.002 0.099 0.099 0.098 0.997 0.996
SBEL mean 0.004 0.006 0.098 0.098 0.102 0.996 0.997
SBEL median 0.004 0.005 0.098 0.099 0.100 0.995 0.996
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Table B.7 Actual size of SBEL tests for assessing the null (bivariate MRF model) at
nominal levels of 0.01, 0.05, and 0.10 when the data-generating models belong
to the null (see Table 3.3). See Figure 3.8 (a).
Bivariate MRF, 4-nearest
(30× 30 region) η = 0.1, ρ = 0.2 η = 0.1, ρ = 0.6
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.003 0.046 0.085 0.012 0.044 0.094
Table B.8 Mean and median parameter estimates for θ = (αy, αz, η, σy, σz, ρ)
′ from SBEL
in fitting the null (bivariate MRF model assessing homogeneous cross-variable
dependence) and from maximum pseudo-likelihood (MPL). See Figure 3.8 (a).
Data generation occurs under each of the two cases of the null (see Table 3.3),
with a block scaling of b = 1.5n1/5 for a lattice size of 30× 30.
Bivariate MRF, 30× 30 with 4-nearest neighborhood structure
η = 0.1, ρ = 0.2
αy αz η σy σz ρ
true 0.000 0.000 0.100 1.000 1.000 0.200
MPL mean 0.003 -0.001 0.099 0.999 0.997 0.200
MPL median 0.001 -0.001 0.099 1.000 0.997 0.200
SBEL mean 0.002 -0.001 0.098 0.998 0.996 0.200
SBEL median 0.003 0.000 0.098 0.998 0.996 0.202
η = 0.1, ρ = 0.6
αy αz η σy σz ρ
true 0.000 0.000 0.100 1.000 1.000 0.600
MPL mean 0.000 -0.001 0.100 0.999 0.999 0.600
MPL median 0.001 -0.002 0.101 0.998 0.999 0.600
SBEL mean -0.003 -0.003 0.099 0.999 0.999 0.600
SBEL median -0.001 -0.005 0.100 0.998 0.999 0.601
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Table B.9 Actual size of SBEL tests for assessing the null (bivariate MRF model with
equal cross-correlation) at nominal levels of 0.01, 0.05, and 0.10 when the data–
generating models belong to the extended two-variable MRF (see Table 3.3).
See Figure 3.8 (b,c,d).
Extended two-variable MRF, Panel (b) ρs = 0.2
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.02, φzy = −0.02 φyz = −0.12, φzy = −0.12
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.002 0.030 0.085 0.007 0.038 0.088
Extended two-variable MRF, Panel (b) ρs = 0.2
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.06, φzy = −0.02 φyz = −0.12, φzy = −0.02
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.029 0.141 0.246 0.372 0.661 0.776
Extended two-variable MRF, Panel (c) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.12, φzy = −0.12
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.003 0.039 0.099 0.006 0.032 0.072
Extended two-variable MRF, Panel (c) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.164 0.410 0.565 0.791 0.935 0.972
Extended two-variable MRF, Panel (d) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.12, φzy = −0.12
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.003 0.033 0.092 0.007 0.035 0.087
Extended two-variable MRF, Panel (d) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.163 0.416 0.555 0.843 0.960 0.982
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Table B.10 Median parameter estimates for θ = (αy, αz, η, σy, σz, ρ)
′ in fitting the null of
the bivariate MRF model to data generated from the extended two-variable
MRF models, with regular MPLEs involving each extended two-variable MRF.
See Figure 3.8 (c).
Panel (c)
αy αz φyy φzz φyz φzy τy τz ρs
true 0.000 0.000 0.100 0.100 -0.060 -0.060 1.000 1.000 0.600
MPL median -0.002 -0.001 0.099 0.099 -0.060 -0.060 0.997 0.997 0.600
αy αz η σy σz ρ
SBEL median -0.003 -0.005 0.099 1.245 1.245 0.599
αy αz φyy φzz φyz φzy τy τz ρs
true 0.000 0.000 0.100 0.100 -0.120 -0.120 1.000 1.000 0.600
MPL median 0.001 0.002 0.099 0.099 -0.120 -0.120 0.997 0.996 0.598
αy αz η σy σz ρ
SBEL median -0.002 -0.001 0.050 1.274 1.273 0.600
αy αz φyy φzz φyz φzy τy τz ρs
true 0.000 0.000 0.100 0.100 -0.120 -0.060 1.000 1.000 0.600
MPL median -0.001 -0.001 0.100 0.100 -0.120 -0.059 0.996 0.997 0.600
αy αz η σy σz ρ
SBEL median -0.001 -0.003 0.074 1.254 1.255 0.600
αy αz φyy φzz φyz φzy τy τz ρs
true 0.000 0.000 0.100 0.100 -0.180 -0.060 1.000 1.000 0.600
MPL median 0.001 -0.002 0.100 0.100 -0.179 -0.059 0.997 0.997 0.601
αy αz η σy σz ρ
SBEL median 0.005 -0.004 0.049 1.271 1.272 0.596
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Table B.11 Actual size of SBEL tests for assessing the null (bivariate MRF model with
equal spatial-correlation) at nominal levels of 0.01, 0.05, and 0.10 when the
data-generating models belong to the extended two-variable MRF (see Table
3.3). See Figure 3.9 (a,b).
Extended two-variable MRF, Panel (a) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.12, φzy = −0.12
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.008 0.052 0.099 0.015 0.046 0.091
Extended two-variable MRF, Panel (a) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.005 0.044 0.096 0.005 0.042 0.082
Extended two-variable MRF, Panel (b) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.163 0.405 0.542 0.157 0.369 0.500
Extended two-variable MRF, Panel (b) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.151 0.394 0.523 0.144 0.384 0.510
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Table B.12 Actual size of SBEL tests for assessing the null (bivariate MRF model with
both equal cross-correlation and equal spatial-correlation) at nominal levels of
0.01, 0.05, and 0.10 when the data-generating models belong to the extended
two-variable MRF (see Table 3.3). See Figure 3.9 (c,d).
Extended two-variable MRF, Panel (c) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.12, φzy = −0.12
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.003 0.040 0.089 0.005 0.047 0.099
Extended two-variable MRF, Panel (c) ρs = 0.6
φyy = 0.1, φzz = 0.1 φyy = 0.1, φzz = 0.1
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.112 0.303 0.440 0.655 0.880 0.934
Extended two-variable MRF, Panel (d) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.06, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.090 0.281 0.431 0.092 0.281 0.417
Extended two-variable MRF, Panel (d) ρs = 0.6
φyy = 0.1, φzz = 0.15 φyy = 0.1, φzz = 0.15
(30× 30 region) φyz = −0.12, φzy = −0.06 φyz = −0.18, φzy = −0.06
nominal levels 0.010 0.050 0.100 0.010 0.050 0.100
SBEL 0.293 0.566 0.692 0.787 0.943 0.979
