This paper considers the bootstrap for the GMM estimator of overidentified linear models when autocorrelation structures of moment functions are unknown. When moment functions are uncorrelated after finite lags, Hall and Horowitz, [1996. Bootstrap critical values for tests based on generalized method of moments estimators. Econometrica 64, showed that errors in the rejection probabilities of the bootstrap tests are oðT À1 Þ. However, this rate cannot be obtained with the HAC covariance matrix estimator since it converges at a nonparametric rate. By incorporating the HAC covariance matrix estimator in the Edgeworth expansion of the distribution, we show that the bootstrap provides asymptotic refinements when the characteristic exponent of the kernel function is greater than two. r
Introduction
In this paper we establish that the bootstrap provides asymptotic refinements for the two-step generalized method of moments (GMM) estimator of possibly overidentified linear models. Our analysis differs from earlier work by Hall and Horowitz (1996) and Andrews (2002a) in that we allow correlation of moment functions beyond finitely many lags. In typical empirical applications, the autocovariance structure of moment functions is unknown and the inverse of the heteroskedasticity and autocorrelation consistent (HAC) covariance matrix estimator is often used as a weighting matrix in GMM estimation. In finite samples, however, it is well-known that coverage probabilities based on the HAC covariance estimator are often too low, and that the t test tends to reject too frequently (see Andrews, 1991) . In this paper, we consider a bootstrap method for the GMM estimator for the purpose of improving the finite sample performance of the t test and Hansen's (1982) 
test of overidentifying restrictions (J test).
We use the block bootstrap originally proposed by Ku¨nsch (1989) for weakly dependent data (see also Carlstein, 1986) . When the block length increases at a suitable rate with the sample size, such block bootstrap procedures eventually will capture the unknown structure of dependence. The block bootstrap has been applied to the GMM estimation by Hall and Horowitz (1996) and Andrews (2002a) and thus our analysis is largely related to their work. Hall and Horowitz (1996) show that the nonoverlapping block bootstrap provides asymptotic refinements for GMM for a certain class of dependent data.
1 To be more specific, for a series with the moment function that is uncorrelated after finitely many lags, errors in the symmetrical distribution function are oðT À1 Þ and errors in the rejection probabilities (ERPs) of symmetrical tests are oðT À1 Þ. Thus, when the moment function has such a dependence structure, asymptotic refinements can be obtained with a parametric rate. Andrews (2002a) establishes the higher-order equivalence of the k-step bootstrap, which is computationally attractive, and the standard bootstrap for statistics based on nonlinear extremum estimators including GMM. While Andrews' (2002a) results generalize those of Hall and Horowitz (1996) in the sense that they cover both nonoverlapping and overlapping bootstraps, the series are still required to be uncorrelated after some finite lags.
Economic theory often provides information about the specification of moment conditions, but not necessarily about the dependence structure of the moment conditions. Therefore, it is of practical interest to know whether the asymptotic refinement can be provided with the bootstrap procedure based on the HAC covariance matrix estimator designed for a series with more general forms of autocorrelation. To prove an asymptotic refinement, we follow a conventional approach and rely on Edgeworth expansions (see Hall, 1992 , for the Edgeworth expansion view of the bootstrap). However, because the HAC covariance matrix estimator cannot be written as a function of sample moments and converges at a nonparametric rate that is slower than T À1=2 , the widely used result of Go¨tze and Hipp (1983) cannot be directly applied to establish the existence of Edgeworth expansions.
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1 For independent series, Hahn (1996) shows the first-order validity of the bootstrap for GMM. Brown and Newey (1995) also propose an alternative efficient bootstrap method based on the empirical likelihood.
Recent studies by Go¨tze and Ku¨nsch (1996) and Lahiri (1996) contain some results on Edgeworth expansions that can be applied to HAC covariance matrix estimation. Using such Edgeworth expansions, Go¨tze and Ku¨nsch (1996) and Lahiri (1996) show that the block bootstrap can provide asymptotic refinements for a smooth function of sample means and for estimators in a linear regression model, respectively. However, their results can only cover the refinement in the coverage probabilities of the one-sided confidence intervals or the ERPs of the one-sided test.
Since typical analyses based on GMM estimator employ the two-sided confidence intervals and the J test, we prove that the bootstrap provides asymptotic refinements for these statistics in overidentified linear models estimated by GMM. To our knowledge, the higher-order properties of the block bootstrap for GMM with unknown autocovariance structures have not been formally investigated. 2 We show that the order of both the first-order and bootstrap approximation error depends on the asymptotic bias of the HAC covariance estimator. For the bootstrap to provide asymptotic refinements for symmetric confidence intervals and for the J test statistic, one must therefore use kernels, such as the truncated kernel (White, 1984) , the trapezoidal kernel (Politis and Romano, 1995) and the Parzen (b) kernel, of which the asymptotic bias vanishes quickly enough. Hall and Horowitz (1996) and Andrews (2002a) consider the truncated kernel only. This is also in contrast to the results of Go¨tze and Ku¨nsch (1996) who show that, for all kernels but the Bartlett kernel, the bootstrap provides asymptotic refinements for one-sided confidence intervals. For the symmetric confidence interval and the J test statistic, OðT À1=2 Þ terms do not exist in the Edgeworth expansion because these terms are even functions and are canceled out. However, the asymptotic bias of the HAC covariance matrix estimator is deterministic and is not an even function. Thus, the bias becomes important in our higher-order asymptotics.
While we restrict our attention to linear models, they are of particular interest in empirical macroeconomics. GMM estimation of linear models has been applied to the expectation hypothesis of the term structure (Campbell and Shiller, 1991) , the monetary policy reaction function (Clarida et al., 2000) , the permanent-income hypothesis (Runkle, 1991) , and the present value model of stock prices (West, 1988) . To evaluate the performance of our bootstrap procedure in finite samples, we conduct a small Monte Carlo experiment. As an empirical example, we apply our bootstrap procedure to the monetary policy reaction function estimated by Clarida et al. (2000) . Since the GMM estimates often have policy implications in structural econometric models, it is important for researchers to obtain accurate confidence intervals.
The remainder of the paper is organized as follows. Section 2 introduces the model and describes the proposed bootstrap procedure. Section 3 presents the assumptions and theoretical results. Section 4 provides some Monte Carlo results. Section 5 presents an empirical illustration. Section 6 concludes the analysis. Proofs of the theorems are relegated to an appendix.
Model and bootstrap procedure
Consider a stationary time series ðx 0 t ; y t ; z 0 t Þ 0 which satisfies
where , we are interested in two-step GMM estimation of b 0 based on the moment condition (1). Let ' denote the lag truncation parameter used in HAC covariance matrix estimation and T ¼ T 0 À ' þ 1. 3 We first obtain the firststep GMM estimatorb T by minimizing
We use the following overlapping block bootstrap procedure, which is originally attributed to Ku¨nsch (1989) . Suppose that T ¼ b' for some integer b.
Step 1: Let N 1 ; N 2 ; . . . ; N b be iid uniform random variables on f0; 1; . . . ; T À 'g and let for 1pip' and 1pjpb.
Step 2: Calculate the first-step bootstrap GMM estimatorb
By repeating Steps 1-4 sufficiently many times, one can approximate the finitesample distributions of the studentized statistic and the J test statistic by the empirical distributions of their bootstrap version.
Remarks. 1. Davison and Hall (1993) show that naı¨ve applications of the block bootstrap do not provide asymptotic refinements for studentized statistics involving the long-run variance estimator. Specifically, they show that the error of the naı¨ve bootstrap is of order Oðb À1 Þ þ Oð' À1 Þ and thus is greater than or equal to the error of the first-order asymptotic approximation. We therefore modify the bootstrap version of the HAC covariance matrix estimator in Step 3 (see Go¨tze and Ku¨nsch, 1996 , for the just-identified case). Our treatment differs from that of Hall and Horowitz (1996) and Andrews (2002a) who modify the test statistics instead of the GMM criterion function. The expressionŜ Ã T given in Step 3 is a consistent estimator for the variance of the bootstrapped moment function with the bootstrap probability measure.
2. One can consider choosing the HAC truncation parameter and the block length differently. Let ' denote the HAC truncation parameter and ' Ã denote the block length. If ' Ã ¼ c' for some c40, our asymptotic refinement results will carry through. Otherwise, the rate of the bootstrap approximation error will be dominated by the faster rate of ' and ' Ã , i.e., oðmaxð'; ' Ã Þ=TÞ, as implied by our theory in Section 3 when the truncated kernel is used. In this case, it is thus optimal to set ' Ã ¼ c' for some c40 in terms of asymptotic refinements. 4 However, the optimal value of c is indeterminate because our asymptotic refinement result is given only in terms of the rate. Following Go¨tze and Ku¨nsch (1996) , we simply set the block length equal to the HAC truncation parameter.
Asymptotic theory
In this section, we present our main theoretical results. Unless otherwise noted, we shall denote the Euclidean norm of a vector x by kxk. First, we provide the following set of assumptions. 
Þjpð1=dÞ expðÀdmÞ.
(e) For all m; t ¼ 1; 2; . . . and y 2 R pþkþ1 such that 1=domot and jyjXd, Remarks. Assumption 1(c) requires that at least the 12th moment of the moment function be finite, and we will later require that at least the 36th moment be finite. Although this condition is strong, it is not atypical in the literature on higher-order asymptotic theory. For example, a sufficient (but not necessary) condition for Assumptions 3(f) and 4 of Hall and Horowitz (1996) is the finiteness of the 33rd moment of the moment functions and of their derivatives. Assumptions 1(d) and 1(e) are from Go¨tze and Ku¨nsch (1996) . Hall and Horowitz (1996, Assumptions 1 and 6) impose similar assumptions. Assumption 1(f) is a subset of Andrews' (1991) class of kernels K 1 . For example, the truncated kernel (White, 1984) , Bartlett kernel (Newey and West, 1987) , and Parzen kernel (Gallant, 1987) satisfy Assumption 1(f). 5 The range of divergence rates of ' allowed in Assumption 1(g) is more restrictive than the one typically assumed in the literature on HAC covariance matrix estimation (e.g., Theorem 1 of Andrews, 1991) but is less restrictive than the one Hall and Horowitz (1996) assumed for the divergence rate of the block length. The lower bound reflects the trade-off between dependence and moment conditions. The weaker the moment conditions are, the more dependent the process can be, and thus the block length must be larger. Andrews (2002a) does not require such a lower bound because he assumes that all moments exist in his Assumption 2(b). For further comparison with Hall and Horowitz (1996) , see Remark 3 following Corollary 1. While the ffiffiffiffi T p -consistency of the first-step estimator is sufficient for the first-order asymptotic theory (e.g., Assumption B(i) of Andrews, 1991) , further conditions provided in Assumption 1(i) are required for the higher-order analysis.
We next present our main results. Let q denote the characteristic exponent of the kernel o. That is, q is the largest real number such that lim x!0 ð1 À oðxÞÞ= jxj q 2 ½0; 1Þ.
Theorem 1. Suppose that Assumption 1 holds. Let 
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5 Our proofs depend on the assumption that the lag order greater than or equal to ' receive zero weight. We do not know whether the bootstrap provides asymptotic refinements for one-sided confidence intervals when the quadratic spectral kernel (Andrews, 1991) is used. The bootstrap does not provide asymptotic refinements for symmetric confidence intervals and the J test statistic when this kernel is used as its characteristic exponent is two.
functions, F w 2 kÀp and f w 2 kÀp are the distribution and density functions of a w 2 random variable with degree of freedom k À p, p 1 is even, and p 2 and p J are odd. Then
Theorem 2. Suppose that Assumption 1 holds with rX12 replaced by rX36. 
where P Ã is the probability measure induced by the bootstrap conditional on the data.
Theorems 1 and 2 show that the distributions of the studentized statistic and the J test statistic and their bootstrap versions can be approximated by their Edgeworth expansions. The following corollary shows the order of the bootstrap approximation error for the symmetric confidence interval and the J test statistic. Corollary 1. Suppose that Assumption 1 holds with rX12 replaced by rX36. Then
Remarks. 1. For the symmetric confidence interval and the J test, the approximation errors made by the first-order asymptotic theory are of order
whereas the bootstrap approximation errors are of order
In (8) with qo1, the approximation error Oð' Àq Þ is due to the bias of HAC estimation and is present not only for one-sided confidence intervals but also for two-sided confidence intervals and the J test. This error will remain present even if the bias term is included and higher-order terms are considered in asymptotic expansions. 7 2. It follows from (8) and (9) that the bootstrap provides asymptotic refinements if the bias of the HAC covariance matrix estimator vanishes quickly enough, i.e., Oð'
Àq Þ ¼ oð'T À1 Þ. For the one-sided confidence interval, Go¨tze and Ku¨nsch (1996) show that the bootstrap does not provide asymptotic refinements for the Bartlett kernel but for kernels of which the characteristic exponent equals two (see the last paragraph of pp. 1920-1921) . However, because the OðT À1=2 Þ term is even and is canceled out in the Edgeworth expansion for the symmetric confidence interval and the J test statistic, bias becomes important and our results differ from theirs. Specifically, the conditions Oð'
Àq Þ ¼ oð'T À1 Þ and ' ¼ OðT 1=3 Þ imply that the bootstrap can provide asymptotic refinements only for kernels whose characteristic exponent is greater than two. For example, the truncated kernel and the trapezoidal kernel (Politis and Romano, 1995) have no asymptotic bias, and a class of kernels sometimes referred to as the Parzen (b) kernel can also satisfy the condition on the characteristic exponent. Under the assumption of exponentially decaying mixing coefficients, these kernels satisfy Oð'
Àq Þ ¼ oð'T À1 Þ.
If a kernel with a characteristic exponent q42 is used and if Oð'
Àq Þ ¼ oð'T À1 Þ is satisfied, the order of the bootstrap approximation error is oð'=TÞ. This outcome is smaller than the order of the first-order asymptotic approximation error Oð'=TÞ, and thus the bootstrap provides asymptotic refinements. As the divergence rate of ' becomes slower, the orders of the asymptotic and bootstrap approximation errors become smaller. However, because ' must diverge so that '= maxðT 1=ðqþ1Þ ; T 2=r Þ ! 1, there is no optimal divergence rate of '. In an extreme case, if all the moments exist (r ! 1) as in the case of bounded random variables and if a kernel with q ¼ 1 is used, the approximation error can be made arbitrarily close to those in Hall and Horowitz (1996) , i.e., oðT À1 Þ for the bootstrap case and OðT À1 Þ for the asymptotic case. 4. The problem with these kernels is that the resulting HAC covariance matrix estimator is not necessarily positive semidefinite. Although we use an empirical procedure originally proposed by Andrews (2002b) , this is a very troubling issue which is difficult to resolve.
Monte Carlo results
In this section, we conduct a small simulation study to examine the accuracy of the proposed bootstrap procedure. We consider the following stylized linear regression model with an intercept and a regressor, x t :
The disturbance and the regressors are generated from the following AR(1) processes with common r,
where e t ¼ ðe 1t ; e 2t Þ 0 $Nð0; I 2 Þ. In the simulation, we use b ¼ ðb 1 ; b 2 Þ 0 ¼ ð0; 0Þ 0 for the regression parameter and r 2 f0:5; 0:9; 0:95g for the AR parameters. For instruments, we use x t , x tÀ1 and x tÀ2 in addition to an intercept. This choice of instruments implies an overidentified model with 2 degrees of freedom for the J test.
The choice of the block length for the bootstrap is important in practice. Ideally, one would choose a longer block length for more persistent processes and a shorter block length for less persistent processes.
In the literature on HAC estimation, this is typically accomplished by selecting the lag truncation parameter that minimizes the mean squared error of the HAC covariance matrix estimator (see Andrews, 1991; Newey and West, 1994) .
Because the truncated kernel and trapezoidal kernel have no asymptotic bias, however, one cannot take advantage of the usual bias-variance trade-off and thus no optimal block length can be defined for these kernels. Thus, we propose the following procedure, which is similar to the general-to-specific modeling strategy for selecting the lag order of autoregressions in the literature on unit root testing (see Hall, 1994; Ng and Perron, 1995) .
According to the Wold representation theorem, the moment function has a moving average (MA) representation of possibly infinite order. The idea is to approximate this MA representation by a sequence of finite-order MA processes. Because the block bootstrap is originally designed to capture the dependence of mdependent-type processes when ' is fixed, it makes sense to approximate the process by an MA process that is m-dependent.
The proposed procedure takes the following steps:
Step 1: Let ' 1 o' 2 o Á Á Á o' max be candidate block lengths and set k ¼ max À1.
Step 2: Test the null that every element of the moment function is MAð' k Þ against the alternative that at least one of the elements is MAð' kþ1 Þ.
Step 3: If the null is not rejected and if k41, then let k ¼ k À 1 and go to Step 2. If the null is not rejected and if k ¼ 1, then let ' ¼ ' 1 . If the null is rejected, then set ' ¼ ' kþ1 .
Because there is parameter uncertainty due to first-step estimation and because we apply a univariate testing procedure to each element of the moment function, it is difficult to control the size of this procedure. In this Monte Carlo experiment, therefore, we use the 1% level critical value to be conservative.
Our primary interest is to evaluate the errors in the coverage probabilities of symmetric confidence intervals for the regression slope parameter b 2 and the ERPs of the J test for overidentification. The kernel function employed for the bootstrap is the truncated kernel, the trapezoidal kernel with parameter 1 2 and the Parzen (b) kernel with q ¼ 3. The block length is selected using the procedure described above.
When kernels of which the characteristic exponent is greater than two, the resulting HAC covariance matrix estimator is not necessarily positive semidefinite although its limit is positive definite. When it is not positive definite we replace the block length by a smaller one for which the HAC covariance matrix estimator is positive definite.
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In addition to the results based on the bootstrap critical values, we report the asymptotic results based on the truncated, Bartlett, and QS kernels for the purpose of comparison. The bandwidth for the truncated kernel is selected based on the procedure also used for the bootstrap. Andrews' (1991) data-dependent bandwidth selection procedure is used for the Bartlett and QS kernels. Since Andrews and Monahan's (1992) prewhitening procedure based on VAR(1) model is frequently used in practice, we also report the results based on Bartlett and QS kernels applied to the prewhitened series. Table 1 summarizes the result of the simulation study using the 90% coverage probability and the 10% nominal significance level. Results for two sample sizes ðTÞ, 64 and 128, are reported. Each bootstrap critical value is constructed from 499 replications of the bootstrap sampling process. In all experiments, the number of Monte Carlo trials is 5000.
For most cases, the coverage probabilities of the bootstrap confidence interval are more accurate than those of the asymptotic confidence interval. The degree of the reduction in the errors depends on the value of the AR parameters as well as the sample size. The bootstrap works quite well with persistent processes. Indeed, the empirical coverage probabilities of the bootstrap confidence intervals are much closer to the nominal ones compared to the asymptotic confidence intervals when T is 128 and r is 0.95. Because the moment functions have an AR(1) autocovariance structure, the prewhitening procedure has a considerable advantage in our simulation design. However, the bootstrap performs as well as the conventional prewhitened HAC procedure with asymptotic critical values. In contrast, the advantage of the bootstrap for the J test is not clear because the J test performs quite well even with asymptotic critical values. 9 Judging from the results of this experiment, we recommend our bootstrap procedure especially for the confidence interval of regression parameters and for persistent series.
Empirical illustration
To illustrate the proposed bootstrap approach, we conduct bootstrap inference about the parameters in the monetary policy reaction function estimated by Clarida,
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8 Andrews (2002b, footnote 4) suggested the procedure for the extremum estimator to achieve higherorder asymptotic efficiency.
9 See Tauchen (1986) and Hall and Horowitz (1996) for similar findings. Note: Numbers in parenthesis are (average) block length and bandwidths selected using automatic procedures. Numbers in brackets are the frequencies of psd corrections.
Galı´and Gertler (2000, hereafter, CGG). In CGG, the target for the federal funds rate r Ã t is given by r
where p t is the inflation rate, p Ã is the target for inflation, O t is the information set at time t, x t is the output gap, and r Ã is the target with zero inflation and output gap. Policy rules (13) with b41 and g40 are stabilizing and those with bp1 and gp0 are destabilizing. CGG obtain the GMM estimates of b and g based on the set of unconditional moment conditions
where r t is the actual federal fund rate, rr Ã is the equilibrium real rate, and z t is a vector of instruments. They find that the GMM estimate of b is significantly less than unity during the pre-Volcker era, while the estimate is significantly greater than unity during the Volcker-Greenspan era.
We reexamine these findings by applying our bootstrap procedure as well as the bootstrap procedure of the standard HAC asymptotics. We obtain GMM estimates of b and g based on the linear moment conditions
where c ¼ ð1 À r 1 À r 2 Þ½rr Ã À ðb À 1Þp Ã . Thenb T ¼ŷ 1T =ð1 Àr 1T Àr 2T Þ and g T ¼ŷ 2T =ð1 Àr 1T Àr 2T Þ, whereŷ 1T ;ŷ 2T ;r 1T andr 2T are the GMM estimates of y 1 ; y 2 ; r 1 and r 2 , respectively. We use CGG's baseline data set and two sample periods, the pre-Volcker period (1960:1-1979 :2) and the Volcker-Greenspan period (1979:3-1996: 3) (see CGG for the description of the data source). In addition to their baseline specification, we construct the optimal weighting matrix using the inverse of the HAC covariance matrix estimator to allow for more general dynamic specifications in the determination of the actual funds rate. For the asymptotic confidence intervals, we use the conventional prewhitened and recolored estimates based on the Bartlett and QS kernels with the automatic bandwidth selection method (Andrews, 1991; Andrews and Monahan, 1992) .For the confidence intervals constructed from our bootstrap, we use the truncated, trapezoidal, and Parzen (b) kernels. We use the data-dependent procedure described in the previous section to select the block length for the bootstrap. The number of bootstrap replications is set to 499. Table 2 presents GMM estimates of these parameters. Asymptotic standard errors are reported in parentheses. The first two rows of each of Tables 2(a) and (b) replicate CGGs results. These findings are robust to whether or not the HAC covariance matrix estimator is used. Table 3 shows 90% two-sided confidence intervals of these parameters. Consistent with CGGs findings, the upper bound of the asymptotic confidence interval for b is less than unity during the pre-Volcker period, and the lower bound is far greater than unity during the Volcker-Greenspan period. Using these estimates, CGG suggest that the Fed was accommodating inflation before 1979, but not after 1979.
The bootstrap confidence interval, however, indicates that b may be greater than unity even during the pre-Volcker period, consistent with the view that the Fed has always been combating inflation. Moreover, unlike the asymptotic confidence interval, the bootstrap confidence interval does not rule out that g is negative during the Volcker-Greenspan period.
Concluding remarks
In this paper we establish that the bootstrap provides asymptotic refinements for the GMM estimator of overidentified linear models when autocorrelation structures of moment functions are unknown. Because of the nonparametric nature of the HAC covariance matrix estimator, the order of the bootstrap approximation error is larger than OðT À1 Þ, the typical order of the bootstrap approximation error for parametric estimators.
By taking into account the HAC covariance matrix estimator in the Edgeworth expansion, we find that kernels with a characteristic exponent strictly greater than two are required for the refinement for the symmetric confidence intervals and the J test statistic. This contrasts with the result for the one-sided confidence interval that can be obtained for widely used kernels with a characteristic exponent equal to two. Our finding shows the importance of the choice of kernels in the bootstrap compared to the conventional first-order asymptotic theory. Nevertheless, the bootstrap provides improved approximations relative to the first-order approximation. Note: Asymptotic standard errors for the estimates of b and g, and asymptotic p values for the J statistics are in parentheses. For the asymptotic confidence interval based on the Bartlett and QS kernels, the datadependent bandwidth estimator of Andrews (1991) and the prewhitening procedure of Andrews and Monahan (1992) are used. The estimated bandwidths are reported in Table 3 . ''None'' indicates that the inverse of the variance-covariance matrix is used as the weighting matrix.
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We note that an extension of the present results to nonlinear dynamic models as well as further investigation of data-dependent methods for selecting the optimal block length would be useful.
A.1. Notation and Lemmas
denotes the Kronecker product operator. k Á k denotes the Euclidean norm, i.e., kxk ¼ ð
, where x is an n-dimensional vector. We will write oðj='Þ as o j for Note: ''None'' indicates that the inverse of the variance-covariance matrix is used as the weighting matrix. ' denotes the bandwidth for the asymptotic confidence interval and the block length for the bootstrap confidence interval. For the asymptotic confidence interval based on the Bartlett and QS kernels, the datadependent bandwidth estimator of Andrews (1991) and the prewhitening procedure of Andrews and Monahan (1992) are used. For the bootstrap confidence interval, the data-dependent procedure described in Section 4 is used to select the block length.
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notational simplicity. k j ðxÞ denotes the jth cumulant of a random variable x. vecðÁÞ is the column-by-column vectorization function. vechðÁÞ denotes the column stacking operator that stacks the elements on and below the leading diagonal.
Then the studentized statistic can be written as
We use the following notation for the bootstrap. Let
Then the bootstrap version of the first-step and the second-step GMM estimators can be written as
respectively. Next, we will present the lemmas used in the proofs of the theorems. The proof of the lemmas are in the technical appendix which is available upon request from the authors. Lemma A.1 produces a Taylor series expansion of the studentized statistic f T . Lemma A.2 provides bounds on the moments and will be used in the proofs of . Lemma A.3 shows the limits and the convergence rates of the first three cumulants of g T in (A.1), that will be used to derive the formal Edgeworth expansion. Lemmas A.5 and A.6 provide bounds on the approximation error. For convenience, we present Lemma A.8 that will be used in the proofs of Lemmas A.9 and A.10. Lemma A.9 shows the consistency and convergence rate of the bootstrap version of the moments. Lemma A.10 shows the limits and the convergence rates of the first three cumulants of the bootstrap version.
Lemma A.1.
where a; b; c; d and e are k, k 2 p, kðk 2 þ kÞ=2, k 2 ðk 2 þ kÞp=2 and kððk 2 þ kÞ=2Þ 2 -dimensional vectors of smooth functions of G 0 and S 0 , respectively, and g T ¼ a 0 m T .
Lemma A.2.
where 
where the first inequality follows from Lemma A.5 and the last equality follows from Lemmas A.6 and A.7. Thus, the result for the studentized statistic (2). Let T can be approximated by its Edgeworth expansion in a suitable sense. Lastly, a modification of Theorem 1 of Chandra and Ghosh (1979) with s ¼ 5 completes the proof of (3). We make the following modifications: (i) the order of the third term of the Edgeworth expansion x sÀ1;n ðzÞ, i.e., 1=n, is replaced by '=n; (ii) the order of such approximation errors, oðn ÀðsÀ3Þ=2 Þ, by oð'=nÞ þ Oð1=' q Þ where n ¼ T; (iii) the order of the second term of the Edgeworth expansion c m;n , 1=n, is replaced by '=n. These modifications do not change the parity of RðaÞ which is the crucial element of their proof (see Remark 2.5 of Chandra and Ghosh, 1979, pp. 27-28) . Thus, their proof will carry through for our version of their theorem. & , uniformly for all w T in a set of which the probability tends to 1 as T ! 1. Without a loss of generality, we check the conditions using B N j . For Assumption A1(b), we have
For Assumption A1(c), it follows from Lemma A.2 that
(A.31)
From the proof of Theorem 4.2 of Go¨tze and Ku¨nsch (1996) ,
Combining the two results implies that the probability of E Ã jB N j j rþZ o1 tends to unity.
By construction, the moving block bootstrap sample is based on the independent sampling of B N j . Therefore, Assumption A1(d) is trivially satisfied (with a probability one) using a sigma-field defined by sðN j Þ for j ¼ 1; . . . ; b, conditionally on the sample w T . For the same reason, we can replace Assumption A1(e) by the standard Crame´r condition and we need only to show that the condition holds with probability tends to one. Using an argument that appeared in the proof of Theorem 4.2 of Go¨tze and Ku¨nsch (1996) , we have that 
