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PRELIMINARES
METODOLOGÍA PARA LA CORRECCIÓN DE HUECOS EN
IMÁGENES DE RANGO BASADA EN CONOCIMIENTO DEL
DOMINIO
METHODOLOGY FOR THE CORRECTION OF HOLES IN
RANGE IMAGES BASED ON DOMAIN KNOWLEDGE
Resumen- El proceso de reconstrucción de formas implica estimar una representación
matemática de la geometría de un objeto a partir de un conjunto de medidas conocidas
y adquiridas de dicho objeto. En relación con las muestras adquiridas, existen numerosas
dificultades relacionadas con el proceso de adquisición; la topología del objeto, la estructura
del sensor, las características físicas del material del objeto, las condiciones de iluminación,
entre otras dificultades. Éstas constituyen la fuente principal de generación de anomalías
dentro de los datos muestreados, que afectan la estimación de representaciones precisas de
los objetos. En esta investigación, dichas anomalías se clasifican en tres grupos, los cuales
son: Presencia de Ruido, Formación de Huecos y Redundancia de Información. Para tratar
con estas dificultades, se aplica típicamente una etapa de corrección denominada Etapa de
Integración. La importancia de esta etapa consiste en disminuir el efecto de estas anomalías
en el nivel de precisión de la representación final.
Cualquiera que sea el tipo de anomalía, corresponde a un área amplia de estudios, con
diversas y numerosas técnicas propuestas. A pesar de esto, el tratamiento de estas anoma-
lías, es un área de continuo mejoramiento y se considera aún un problema abierto para la
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comunidad científica. La dificultad radica fundamentalmente, en algunos casos en que la
naturaleza exacta de la fuente de estas anomalías es desconocida, compleja de modelar, o
sencillamente porque una solución a estos problemas necesariamente tendrá un nivel de
incertidumbre. Lo anterior, ha generado la necesidad de desarrollar procedimientos de co-
rrección asistidos por el usuario. Aunque diferentes enfoques geométricos y matemáticos
han sido propuestos, sus debilidades radican principalmente en que sus aplicaciones son
de dominio limitado debido a su poca flexibilidad de adaptación a objetos con diferentes
topologías.
En este documento, se propone una aproximación metodológica para la corrección de
anomalías asociadas con la ausencia de información. Cada discontinuidad es clasificada
como reparable o no, de acuerdo a una aproximación estimada de su irregularidad, y repa-
radas mediante el uso de un modelo de corrección bayesiano.
Palabras Clave: Reparación de geometría 3-D, Llenado de huecos, Imágenes de rango,
Interpolación Bayesiana, Advancing Front Method.
Abstract- The reconstruction process involves estimating a mathematical representa-
tion of the geometry of an object from a set of measures from the object. The samples have
numerous difficulties associated with the acquisition process, the topology of the object,
the sensor structure, the physical characteristics of the material, illumination conditions,
among other difficulties. These are the main sources of defect generation in the sampled
data, which affect the estimate of accurate representations of the objects. In this research,
these anomalies are classified into three groups, which are: Presence of Noise, Redundancy
and Holes. To deal with these difficulties, is typically applied correction stage called stage
of Integration. The importance of this stage is to reduce the effect of these anomalies in the
precision of the final representation.
Whatever the type of anomaly, it corresponds to a broad area of study with various
and numerous proposed techniques. Despite this, treatment of these anomalies is an area
of continuous improvement and is still considered an open problem for the scientific com-
munity. The difficulty lies mainly, that in some cases where the exact nature of the source
of these anomalies is unknown, modeling complex, or simply, because one solution to the-
se problems necessarily has a level of uncertainty. This has generated the need to develop
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procedures for user-assisted correction. Different approaches and mathematical geometry
have been proposed. Their main weakness lies in their domain applications are limited due
to little flexibility to adapt to objects with no restrictions on the topologies.
In this paper, we propose a methodological approach for the correction of anomalies
associated with the loss of information. Each discontinuity is classified as repairable or not,
according to an estimate approximation of its irregularity, and repaired by using a Bayesian
correction model.
Keywords: Repair of 3-D geometry, filling holes, Range Images, Bayesian interpolation,
Advancing Front Method.
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Capítulo 1
INTRODUCCIÓN
Inferir el valor de algún parámetro de un sistema desconocido a partir de un conjunto
de medidas conocidas de dicho sistema, es un problema clásico en ciencias, denominado
Problema Inverso.
Recuperar la estructura tridimensional, a partir de imágenes de rango, es un ejemplo
de un problema inverso común en ingeniería, enmarcado dentro de un área denominada
Reconstrucción de Superficies. La Reconstrucción de Superficies es un campo en el que
el objetivo es determinar una superficie matemática ω que represente a una superficie real
desconocida s, de tal forma que; ω ≈ s, s ∈ R3, mediante un conjunto de datos conocidos
X = {xp ∈ s}. El conjunto de los xp constituye el conjunto de observación y en este contexto
son conocidos como datos de rango o imágenes de rango.
Las imágenes de rango, como fuente de información para reconstruir superficies de ob-
jetos reales y cuya popularidad inició hace algo más de dos décadas con el trabajo de Hoppe
et al. [80], ha seguido creciendo, principalmente debido al alto desarrollo de las tecnolo-
gías láser que brindan significativas mejoras en los niveles de precisión y flexibilidad para
la adquisición de datos de rango [67], lo que sugiere el uso en un amplio espectro de áreas
en las que se requiera la representación digital de formas. Otro aspecto que ha permitido la
generalización del uso de este tipo de imágenes, lo constituye el hecho de que representan
explícitamente la geometría de la superficie de la escena [43] (ver Figura 1.1), por lo tanto,
no poseen los problemas implícitos que se presentan en otros tipos de imágenes, como los
que surgen al tratar de interpretar la estructura tridimensional inmersa en la imagen.
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Figura 1.1: Visualización del conjunto de puntos contenido en un conjunto de imágenes de
rango [63].
Esta clase de imagen es por lo general, representada en una malla rectangular formada
por medidas de distancia obtenidas desde un punto de referencia, en el cual se encuentra
ubicado un sensor hasta un punto sobre la superficie del objeto que se adquiere [31, 143,
169, 138, 126] (ver Figura 1.2), estas son a menudo conocidas como imágenes 212D [42].
Una imagen de rango sólo contiene información acerca de la superficie de los obje-
tos que son visibles al sensor, y no de las partes ocultas del objeto, lo que hace necesa-
rio adquirir un conjunto de imágenes desde diferentes puntos de vista para reconstruir el
objeto completamente. Así, una imagen de rango Ik que representa una vista sk de la su-
perficie del objeto O, es expresada como un conjunto de puntos P = {x1,x2, ...,xn−1,xn :
xi ∈ R3}, donde cada punto xi está compuesto por un par de coordenadas (xp,yp) y
una medida u de una función continua ϕ de profundidad sobre un plano xy, así xp ={
(xp,yp,up = ϕ(xp,yp)) : xp ∈ [a,b] ∧ yp ∈ [c,d]
}
, donde el segmento a¯b es el rango vi-
sible por el sensor sobre el eje x y c¯d es el rango visible sobre el eje y. La función ϕ es
continua únicamente sobre la superficie del objeto. Así, la superficie de O es representada
mediante m vistas parciales y la geometría de cada vista está contenida en una imagen Ik,
de tal forma que SO u SΩ : Ω= {I1∪ I2...∪ Im} (ver Figura 1.3).
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Figura 1.2: Configuración de un sensor típico monopunto (Adaptada de [19]).
Figura 1.3: Adquisición de vistas parciales [19].
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Debido a la naturaleza irregular de los objetos, el plano de visión censado por el dispo-
sitivo de adquisición, puede ingresar valores correspondientes al fondo de la escena que no
pertenecen al objeto, por esta razón, las imágenes de rango son acompañadas con informa-
ción de una función Φ : R2→ R, que relaciona una medida up sobre el punto (xp,yp) con
la pertenencia a la superficie del objeto. Es común encontrar que:
Φ(xp,yp) =
{
1 si (xp, yp)∈ s
0 de lo contrario
debido entre otros, a limitaciones del proceso de adquisición, cada punto ~xp es perturbado
de alguna manera, lo que permite asumir que no necesariamente éste se encuentra sobre la
superficie s, sino que es posible que se encuentre muy cercano de ésta. Esta incertidumbre
acerca de la precisión en la medida de ~xp, está representada por una función de ruido ξ
intrínseca al proceso de adquisición y es debida, entre otros, a la naturaleza del sensor, la
distancia y la orientación de la superficie en el momento de censado [98].
La presencia de ruido exige que cada muestra −→xp , en realidad este definida como
~xp = ~υxp + ξ (~υp) donde υxp es un punto exactamente sobre S y ξ (~υp) ∈ R3, es el vector
cuantificación del error en la muestra p. La presencia de ruido ha permitido que en el
proceso de representación matemática de superficies se evidencien dos enfoques cuya na-
turaleza reside en el hecho de tratar o no a −→xp como una muestra ruidosa, estos enfoques
son denominados: representación por Interpolación y por Aproximación. La interpolación
de P asumiría que los datos son precisos o que el nivel de ruido es despreciable, por el con-
trario, la aproximación de P trata de mitigar el efecto del ruido mediante la incorporación
de factores de suavidad que acercan la función a las muestras.
Independientemente del esquema seleccionado para realizar la representación, se de-
be seguir un conjunto de etapas para completar el proceso de reconstrucción ; Registro,
Integración y Ajuste, que son posteriores a la etapa de Adquisición.
Debido a la naturaleza parcial de la información obtenida no se garantiza que las
imágenes posean un sistema de coordenadas común, por lo que es necesario unificar los
sistemas coordenados de las diferentes imágenes para generar un sólo conjunto que re-
presente la información tridimensional, éste es el objetivo de la etapa de Registro. Es-
ta representación unificada, es denominada nube de puntos y consiste en un conjunto
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P = {~x1,~x2, ...,~xn−1,~xn} ∈ R3, en donde ~xp = (xp,yp,zp) y sobre los cuales no se cono-
ce ninguna información adicional de conectividad, orientación, densidad o distribución del
ruido. Tratar con el efecto del ruido en la representación de los datos y otros inconvenientes
de la adquisición y de la unificación del sistema coordenado, constituye un paso intermedio
denominado Etapa de Integración [58, 134].
La integración es una etapa que busca obtener una representación concisa y unificada
del conjunto de datos alineados. La dificultad de esta etapa radica esencialmente, en que se
inicia con un conjunto de datos en el espacio tridimensional cuya conectividad y relación
aún no está bien definida, dado que los datos generan superficies parciales que pueden
poseer huecos, debido a oclusiones o zonas de difícil censado, falsos bordes, altos niveles
de ruido, sobre-muestreo, outliers, entre otros [48]. Su importancia consiste en disminuir
el efecto de estas anomalías en los procesos de representación final.
Finalmente, el conjunto de datos registrados e integrados es utilizado para estimar una
representación compuesta de una o varias funciones matemáticas. Esto es realizado en la
etapa de Ajuste de la Superficie, la cual proporciona el modelo digital 3-D completo del
objeto. Algunos autores [14, 69], incluyen etapas adicionales como la segmentación o el
refinamiento de mallas triangulares, pero estas no son necesarias en todos los modelos de
representación de superficies, lo que sugiere que hacen parte de la técnica más no del proce-
so general de reconstrucción. Sin embargo, cada una de las etapas del proceso constituye un
campo activo de investigación, en los cuales se han propuesto una variedad de algoritmos
y técnicas.
El tratamiento de anomalías topológicas es el tema central de investigación en este tra-
bajo. En general, existen numerosas dificultades respecto al proceso de adquisición, tales
como: la topología del objeto, la estructura del sensor, las características físicas del mate-
rial del objeto, las condiciones de iluminación, entre otras. Las cuales constituyen la fuente
principal de generación de anomalías dentro de los datos de rango que afectan la estima-
ción de representaciones precisas de las características geométricas de los objetos. Dada la
diversidad en la naturaleza de cada una de las anomalías de las que poseen los objetos tridi-
mensionales extraídos de imágenes de rango, su tratamiento completo constituye un trabajo
complejo. En esta investigación se describe el tratamiento de anomalías relacionadas con
falta de información que generan discontinuidades no presentes en la superficie del modelo
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digital final. Así, la detección, clasificación y la correción de huecos son sub-problemas
tratados en la propuesta metodológica realizada.
1.1. Motivación
La Reconstrucción de Superficies constituye uno de los problemas fundamentales en
el área de visión por computador y es de interés en diversas áreas como la ingeniería, la
geometría basada en puntos, la computación gráfica, entre otras. El amplio espectro de po-
sibles áreas de aplicación de la Reconstrucción de Superficies y la actual masificación del
uso de ésta en diferentes áreas del conocimiento, así como el aumento en la precisión y ac-
cesibilidad de los dispositivos de adquisición, hacen de esta área un campo de importancia
para realizar investigaciones direccionadas a aumentar la calidad de los modelos finales,
así como optimizar y hacer eficientes los métodos actuales. Dado el amplio uso que han
adoptado los modelos tridimensionales, se hace necesario trabajar en disminuir sus limi-
taciones. La reparación de modelos será siempre un aspecto de interés para la comunidad
científica del área, dada la intrínseca presencia de anomalías resulta atractivo generar más y
mejores modelos con niveles de mayores precisión, mediante procedimientos que cada vez
requieran menos intervención de usuario, dado que permitiría seguir ampliando el espectro
de uso de estas técnicas.
1.2. Definición del Problema
El interés en la Reconstrucción de Superficies se ha desarrollado incrementalmente
desde hace algunas décadas, principalmente debido a la diversidad de aplicaciones. Existe
aún una gran variedad de tópicos de interés que motivan a investigadores de la comunidad
para desarrollar soluciones o mejorar técnicas existentes.
La dificultad más significativa se presenta al tratar con objetos de topología arbitraria,
debido a que cuando no existen restricciones en la geometría del objeto a reproducir, el
proceso de adquisición se torna complejo. La amplia gama de características irregulares
que presentan este tipo de objetos, tales como tamaño, formas, materiales, se constituyen
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en las principales fuentes generadoras de anomalías. El correcto tratamiento de estas ano-
malías incide directamente sobre la calidad del modelo final generado. Así, el tratamiento
de anomalías es un tópico de gran interés debido a su importancia directa sobre el mejora-
miento de la calidad del proceso. Específicamente, la dificultad al tratar con las anomalías
radica en que en algunos casos la naturaleza exacta de la fuente de estas anomalías es des-
conocida, compleja de modelar, o sencillamente porque una solución a estos problemas
necesariamente tendrá un nivel de incertidumbre.
La reparación de huecos en las superficies mediante la generación de segmentos es
de hecho un problema mal planteado, dado que el problema de encontrar un segmento de
superficie que repare una discontinuidad, puede tener múltiples soluciones. Lo anterior ha
generado la necesidad de desarrollar procedimientos de corrección asistidos por el usuario,
lo que introduce limitaciones en su aplicación, dada la necesidad de un nivel mínimo de
experiencia. La necesidad de la intervención de un usuario para diferenciar anomalías reales
y falsas, ha imposibilitado la automatización de este procedimiento por lo que al tratar con
objetos con discontinuidades, genera que el proceso de reconstrucción de superficies no sea
automático.
Esta investigación está orientada hacia el diseño de una metodología de corrección
de anomalías direccionada a reducir la necesidad de la intervención manual en la etapa
de identificación de discontinuidades. Es decir, dada una imagen I censada de un objeto
con discontinuidades y con anomalías causadas en el proceso, se desea corregir aquellas
discontinuidades que no están presentes en el objeto real, con información disponible del
resto de la imagen, empleando un análisis de los contornos para discriminar el conjunto de
discontinuidades a reparar.
Para ello abordaremos los siguientes problemas:
Se desconoce si existen relación en las características geométricas de los contornos
que delimitan una discontinuidad real.
No existe un método que posibilite la diferenciación automática de anomalías sin la
intervención manual.
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Los métodos actuales para generación de segmentos requieren información adicional
como información de orientación, y presentan baja tolerancia al ruido y errores en
los datos.
1.3. Objetivos
1.3.1. Objetivo General
Proponer una metodología utilizando un enfoque Bayesiano para corrección de anoma-
lías topológicas generadas por la ausencia de información en imágenes de rango basado en
conocimiento del dominio.
1.3.2. Objetivos Específicos
Caracterizar los contornos de anomalías topológicas en imágenes de rango mediante
el análisis de distorsión del borde.
Desarrollar una estrategia para la identificación automática de huecos en superficies
3-D con base en análisis de distorsión del borde.
Proponer un método, basado en análisis de superficies usando un enfoque Bayesiano,
para el llenado de huecos.
Probar la aproximación metodológica propuesta para la identificación y corrección
de anomalías topológicas relacionadas con ausencia de información en imágenes de
rango, mediante la estimación de una medida del error.
1.4. Divulgación de Resultados
Esta investigación está basado en las siguientes publicaciones realizadas durante el pro-
ceso de elaboración y desarrollo de esta investigación:
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Sanchez, G., Branch, J. and Atencio, P. A metric for automatic hole characteriza-
tion. In S. Shontz, editor, Proceedings of the 19th International Meshing Roundtable,
pages 195–208. Springer-Verlag, 2010. ISBN 978-3-642-15414-0 [146].
Sanchez, G. and Branch. J. Toward an automatic hole characterization for surfa-
ce correction. In Advances in Visual Computing, volume 6453 of Lecture Notes in
Computer Science, pages 602–611. Springer, 2010 [145].
Sánchez, G. and Branch, J., Preservación automática de discontinuidades de super-
ficie basada en la estimación de la torsión de curvas de contorno para la reconstruc-
ción de objetos tridimensionales. Ingeniare. Revista chilena de ingeniería, 17:244 –
255, 08 2009a. ISSN 0718-3305 [144].
Sánchez, G., and Branch, J., Un método robusto para la estimación de la torsión
de curvas para la reconstrucción de modelos tridimensionales con discontinuidad.
CLEI Memorias, 2009b [147].
1.5. Contribuciones
Las contribuciones principales de esta investigación están direccionadas hacia la auto-
matización del proceso de corrección de anomalías relacionadas con la ausencia de infor-
mación. Un amplio grupo de trabajos reportados en la literatura por la comunidad del área,
asumen esta tarea como una acción indirecta que surge de la aplicación de técnicas de re-
construcción de superficies a la totalidad de los datos obtenidos. Otro conjunto de trabajos,
suelen enfocarse en el problema de generar el segmento faltante con la mayor precisión
de acuerdo con criterios visuales, dado lo complejo de la estimación de esta medida sobre
datos faltantes. En este contexto, esta investigación se centró en la reparación de este tipo
de anomalías como un problema en sí mismo, abordando el problema de la intervención
manual en la selección de discontinuidades a reparar que presentan las propuestas en el
estado del arte. El conjunto de contribuciones se lista a continuación:
Una caracterización de las anomalías según la fuente generadora. Esta primera contri-
bución está basada en el estudio realizado de las características geométricas en los grupos
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de anomalías causadas por diferentes fuentes, específicamente dificultades ópticas y oclu-
siones. Este análisis permitió concluir que experimentalmente los intervalos encontrados
en los valores de las medidas de las características geométricas del contorno, como lo son
la curvatura y la torsión, no permiten diferenciar inequívocamente la fuente que generó un
contorno dado.
Un método para la clasificación automática de anomalías basado en una medida de
irregularidad del contorno basada en la entropía. La inclusión de una estimación de la
entropía del contorno para clasificar cada discontinuidad como reparable o no, constituye
una propuesta novedosa que muestra ser adecuada. Adicionalmente, el método en sí mismo,
constituye una de las más importantes contribuciones de esta investigación dado el hecho
de que permite semi-automatizar el proceso de corrección de huecos en modelos 3-D.
Finalmente, un método para el llenado de huecos basado en un enfoque Bayesiano.
Este método está basado en los trabajos de reconstrucción de superficies mediante teoría
bayesiana, sin embargo, este método es local y está orientado a la reparación de disconti-
nuidades, lo que permite generar segmentos suaves de superficies para reparar la anomalía
con recursos computacionales inferiores a los requeridos en un proceso de reconstrucción
global.
1.6. Organización
Este documento está organizado de la siguiente manera.
En el Capítulo 2, se presenta un conjunto de conceptos utilizados en esta investigación
como guía para la construcción de la argumentación relacionada con el problema de co-
rrección de anomalías en imágenes de rango. Este capítulo aborda una conceptualización
desde los principios físicos relacionados con el problema de la adquisición de datos, des-
cribiendo diferentes técnicas utilizadas para esto, enfatizando en aquellas que constituyen,
a la fecha, las formas más generalizadas de adquirir puntos tridimensionales desde objetos
reales. De igual manera, diferentes enfoques son tratados entorno a las diversas naturalezas
de los métodos usados en el procesamiento de los datos adquiridos. Esto es, enfoques que
tratan con la reconstrucción de la superficie. Dichos enfoques, han servido como guía a la
comunidad del área, para direccionar sus investigaciones, generando así una amplia gama
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de diferentes técnicas, que van desde lo geométrico hasta lo estadístico. Para la elaboración
de esta tesis, los conceptos estadísticos relacionados con la inferencia inductiva son de gran
relevancia, es por eso, por lo que en este capítulo se incluye también una breve descripción
que relaciona los conceptos de probabilidad y razonamiento inductivo, de manera intro-
ductoria al uso que se demuestra en esta investigación. En general, este capítulo cubre los
conceptos fundamentales para proveer al lector un esquema conceptual dentro del cual está
enmarcada esta investigación.
El Capítulo 3, está dedicado a la descripción de los aportes más significativos, utiliza-
dos para resolver el problema de la corrección de anomalías en imágenes de rango. Este
contiene una descripción amplia de los trabajos realizados para tratar con cada uno de los
tres grupos de anomalías, que se describen en este documento, estas son: Eliminación de
redundancia, llenado de huecos, eliminación del ruido. En este capítulo los tres grupos son
abordados por completitud de la problemática. Sin embargo, los métodos propuestos están
direccionados sólo a tratar un aspecto específico dentro del grupo, el cual lo constituye la
corrección de huecos. Dentro de este subproblema descrito en la sección 3.1, se organiza
una revisión de las técnicas y enfoques encontrados en la literatura, orientados a tratar ca-
da subproblema relacionados con la ausencia parcial de información como la, Detección ,
Clasificación y Llenado de huecos.
El Capítulo 4, presenta los trabajos realizados orientados a corregir cada una de las
anomalías. Adicionalmente, es mostrado un análisis relacionado con la caracterización de
las anomalías de ausencia de información teniendo en cuenta la naturaleza de la fuente que
lo genera y el comportamiento de la geometría de su contorno.
El Capítulo 5, constituye el primer aporte al campo de la corrección de anomalías re-
lacionadas con la ausencia parcial de información. La principal dificultad encontrada en
esta área y que a su vez constituye una de las características más notables de las técnicas
anteriormente descritas, es la necesidad de la intervención de un usuario en el proceso de
decisión para determinar del conjunto de discontinuidades cuales deben ser corregidas y
cuales se deben mantener, debido a que están presentes en la superficie del objeto real. Este
capítulo describe una medida que permite mediante su estimación, inferir automáticamente
el tipo de anomalía que describe una discontinuidad. Esta medida constituye una medida de
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irregularidad sobre la base de dos estimaciones geométricas: la incertidumbre en la estima-
ción de la torsión en el contorno y una aproximación de la medida de la forma geométrica
que rodea el hueco.
El Capítulo 6, constituye otro aporte significativo en el área de corrección de objetos
tridimensionales. Éste describe un método para reproducir segmentos faltantes de super-
ficie, mediante el concepto de maximizar la probabilidad de acoplamiento al conjunto de
puntos que describen la superficie. Este esquema sigue la línea de técnicas propuestas en el
estado del arte diferenciándose principalmente por ser un enfoque local, disminuyendo los
requerimientos computacionales asociados a técnicas tradicionales.
La unión de los métodos descritos en los tres capítulos anteriores, constituye un es-
quema general de corrección de anomalías semi-automatizado basado en conocimiento
del dominio, representado mediante densidades de probabilidad estimadas del conjunto de
puntos. La detección, la clasificación y la corrección son los tres sub-problemas abordados
desde esta perspectiva y que permiten reparar modelos automáticamente.
El Capítulo 7, muestra diferentes ejemplos realizados como prueba para mostrar las
características relevantes del método propuesto en relación a su capacidad de reparar dis-
continuidades, así como las debilidades encontradas.
En el Capítulo 8, se incluye las conclusiones generales del trabajo presentado, así como
una disertación acerca del trabajo futuro.
Capítulo 2
Marco Teórico
2.1. Modelos de Adquisición de Puntos
El interés en adquirir información geométrica de volúmenes desde objetos reales, ha
generado una diversidad de trabajos reportados en la literatura. Cámaras basadas en este-
reoscopía [49], técnicas basadas en siluetas para recuperar formas tridimensionales basadas
en geometría epipolar [111], similar a la utilizada en procesos de tracking, patrones de luz
estructurada [172], sistemas de tiempo de vuelo [124], entre otros, constituyen los enfoques
principales de esta área, generando diversidad de dispositivos para dicho fin. Los dispositi-
vos para la adquisición de datos tridimensionales son variados y de diversa naturaleza. Es
posible encontrar diferencias notorias en su forma y la metodología de adquisición, desde
dispositivos fijos, generalmente acompañados por un dispositivo rotatorio adicional, que
gira el objeto alrededor de un sistema coordenado ubicado sobre el centro de masa del ob-
jeto, hasta dispositivos versátiles con varios grados de libertad para su movilidad, lo que
permite un desplazamiento del sensor mientras el objeto permanece estático.
Una de las formas clásicas en las que se puede analizar el desarrollo de este tipo de
dispositivos es clasificarlos en dos categorías, en relación con la interacción del dispositivo
con el objeto a ser medido: sensores pasivos y sensores activos. Uno de los principios co-
merciales más ampliamente utilizado para la adquisición de puntos 3-D es la triangulación
láser, una clase de censado que se clasifica dentro de los dispositivos activos. Esta técnica
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Figura 2.1: Principio básico de la triangulación láser [59].
ha tomado gran relevancia debido a su simplicidad y robustez. El principio de la triangu-
lación láser consiste en la proyección de un haz de luz S sobre la superficie del objeto O.
El eje de iluminación y el eje de observación de la luz reflejada, determinan el ángulo de
triangulación θ . Finalmente, un sensor captura la luz reflejada S′ desde el objeto. De lo an-
terior, es posible deducir que el desplazamiento ∆x′ sobre el plano de la imagen reflejada se
genera a partir de un desplazamiento ∆z sobre la superficie del objeto. Este desplazamiento
puede ser medido así:
∆z =
∆x′
sinθ
(2.1)
Como se muestra en la Figura 2.1, es necesario que exista una vista entre el sensor y
la fuente de luz hacia el objeto. Esta característica se convierte en una de las principales
limitaciones del sistema de adquisición basado en triangulación láser, debido a oclusiones
que puedan existir. Sin embargo, dada la importancia de la iluminación y las propiedades
reflectivas de los objetos, éstas constituyen factores que podrían generar alteraciones que
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disminuyen la calidad de la medición. Materiales muy brillantes, transparentes o que ge-
neren dispersión del haz de luz, constituyen factores que tienen incidencia directa con la
calidad del dato que puede ser obtenido.
Otra forma alternativa de sensores de rango la constituye los sistemas basados en tiem-
po de vuelo. El principio básico consiste en la emisión de un pulso de luz y mediante la
estimación del tiempo ocurrido entre la emisión y la captura de la luz reflejada, se esti-
ma una distancia. Su principal limitación es que son sensibles a errores en la medida del
tiempo, por lo que la calidad del dispositivo de medición de tiempo es crítica en estos dis-
positivos, y por lo tanto, esta medida constituye el eje fundamental en la generación de
datos precisos.
Modelos alternativos a sistemas de adquisición basados en luz activa podrían ser los
sistemas que emiten patrones de luz sobre la escena. Estos patrones de luz pueden generarse
de diferentes formas y generalmente son conocidos como luz estructurada. Las alteraciones
del patrón de luz que son emitidas pueden compararse con el patrón original conocido, para
medir las alteraciones e inferir la geometría de la escena [143].
Diferentes proyectos realizados por la comunidad han sido realizados mediante el uso
de sensores de rango por triangulación láser, hasta sistemas híbridos que mezclan éste con
sistemas basados en tiempo de vuelo. Un ejemplo de éste, es el proyecto digital Miche-
langelo [106]. Con independencia del dispositivo, la geometría de objetos volumétricos no
puede ser extraída desde un solo punto de vista, adicionalmente objetos de gran tamaño,
con auto-oclusiones generan la necesidad de extraer datos desde diferentes vistas e incluso
desde diferentes sistemas de referencia. Por lo tanto, el reto común de este tipo de dispo-
sitivos y de los algoritmos de adquisición, es tratar con la naturaleza parcial de los datos
adquiridos. Como consecuencia, múltiples escaneos de rango necesitan ser registrados en
un marco de referencia común [137, 139, 148, 68, 155, 175].
El proceso de adquisición por si sólo, no finaliza en un modelo digital final. Éste sólo
constituye un paso intermedio del proceso. Tratar problemas de ruido de los datos, alinear
los datos sobre un mismo marco de referencia, reparar anomalías y encontrar la representa-
ción matemática que reproduzca la geometría del objeto real, es el objetivo de los métodos
de reconstrucción de superficies.
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Figura 2.2: Proceso de generación de superficie, a) puntos censados, b) triangulación ini-
cial, c) optimización de la malla y d) superficie final [83].
2.2. Reconstrucción de Superficies
La reconstrucción de superficies es el proceso mediante el cual, se obtiene un modelo
digital final a partir de datos censados desde un objeto real (ver Figura 2.2). La recons-
trucción tridimensional cuenta con una variedad de etapas cuyo objetivo es obtener un
algoritmo capaz de realizar la conexión del conjunto de puntos representativos del objeto
en forma de elementos de superficie, ya sean triángulos, cuadrados o cualquier otra for-
ma geométrica. Una amplia gama de algoritmos para reconstrucción de superficies ha sido
propuesta en la literatura recientemente [10, 81, 6]. En general, los métodos actuales para
reconstrucción de superficies se pueden agrupar desde diferentes puntos de vista, interpola-
ción y aproximación, de acuerdo con la forma como los datos sean interpretados. Si sobre
éstos se asume la existencia de algún tipo de alteración o ruido, los métodos de aproxi-
mación no generan un modelo final en el cual los puntos iniciales estén contenidos en las
superficies generadas, por el contrario, son tomados como referencia y el resultado final
es una aproximación a éstos, sin que necesariamente los contenga. Es común encontrar
que la cuantificación del nivel de proximidad a los datos originales, es incluida mediante
un factor de suavidad. Por otra parte, si los datos son asumidos sin ningún nivel de ruido
se utilizan técnicas de interpolación, en las cuales las superficies generadas contienen los
datos medidos.
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Otra clasificación consiste en tomar en cuenta la naturaleza de la técnica empleada. De
acuerdo con este punto de vista se podrían clasificar en seis categorías diferentes: (a) in-
terpolación, (b) aproximación, (c) crecimiento de regiones, (d) geométricos, (e) algebraico,
(f) estadístico .
2.2.1. Métodos de interpolación
Esta clase de algoritmos trata de generar puntos intermedios no censados a partir de un
conjunto P de datos discretos obtenidos del dispositivo de adquisición, para estimar una
superficie continua, de tal forma que la solución final contiene a los datos adquiridos. Estas
técnicas no asumen alteraciones en los datos, por lo tanto, son apropiadas para conjuntos de
datos libres de ruido. Su principal limitación ha estado asociada a los altos requerimientos
computacionales necesarios para estimar las soluciones de los sistemas de ecuaciones aso-
ciados. Ésta constituye una de las principales razones por la cual este tipo de enfoque había
sido relegado por la comunidad desde los trabajos iniciales. Sin embargo, y dado el alto
desarrollo de los sistemas de cómputo moderno, estas técnicas han resurgido con resulta-
dos muy atractivos. En este sentido, una gama de trabajos enfocados a mejorar la eficiencia
computacional y la robustez de los interpoladores han sido recientemente propuestos.
La base del problema de ajuste de superficies mediante interpolación consiste en en-
contrar una superficie que interpole un número finito de N puntos P = x1,x2, ...,xn−1,xn en
R3. Existen diferentes variantes del problema, el más simple de los casos ocurre cuando
los datos están prescritos en una superficie en R2; en estos casos se mantiene una función
bivariada F(x,y), la cual toma ciertos valores para cualquier pareja variante (xi,yi), esto
es, F(xi,yi) = zi, para todo i = 1, . . . ,N. Este problema es conocido como el problema de
encontrar una función de reconstrucción. El caso más general de la interpolación de datos
dispersos, es conocido como el problema de superficie a superficie, en el cual los datos
están prescritos en alguna superficie en R3, en este caso, el problema es encontrar una su-
perficie S que interpole un conjunto finito de datos y otra superficie W que interpole unos
valores de función wi j estimados en cada punto de la superficie . Este problema puede ser
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visto como el problema de interpolar datos dispersos (xi,yi,zi,wi) en R4, donde tiene la res-
tricción de estar sobre la superficie en R3. Los casos más populares son aquellos en donde
wi j son escalares y son generalmente una medida de distancia del punto a la superficie.
Algunas aproximaciones iniciales se realizaron basadas en una técnica ampliamente
conocida para unir puntos en una colección de elementos geométricos como los trián-
gulos, denominada triangulación de Delaunay [156, 38] (ver Figura 2.3). El trabajo de
Edelsbrunner[62], fue uno de los trabajos iniciales que uso este tipo de algoritmos. Usando
formas derivadas de triangulaciones Delaunay, generaban representaciones con diferentes
niveles de detalle de acuerdo con un parámetro definido por el usuario. Estas formas fueron
denominadas formas Alfa. Esta técnica reconstruye superficies mediante interpolación en
tiempos de cómputo cercanos a O(n2). En esta dirección, el algoritmo de “ball pivoting”
de Bernardini et al. [15], está conceptualmente basado en formas alfa y triangulación De-
launay. Este método sugiere una extensión del concepto de triángulo circunscrito utilizado
en la triangulación Delaunay. La diferencia consiste en que es tomada una esfera o “bola”
y no una circunferencia. Así, a partir de un triángulo se forman triángulos con tres puntos
si y sólo si éstos, caen dentro de la bola de un radio ρ definido por el usuario. Este método
es apropiado para conjuntos de datos de millones de puntos dado su poco requerimiento
computacional, pero es altamente dependiente del tipo de muestreo.
Amenta et al. [2], presentan un algoritmo que selecciona un subconjunto P de triángulos
Delaunay como superficie de salida homeomórfica a la superficie del objeto geométrico
original [4].
Basados en geometría diferencial, Gopi et al. [74], proponen un algoritmo que proyec-
ta el vecindario de cada punto al interior de un plano tangente estimado. Posteriormente,
calculan la triangulación de Delaunay del vecindario proyectado y luego se devuelven al
espacio 3-D. Este algoritmo es muy rápido, pero requiere de superficies con pequeñas va-
riaciones en la normal.
Otras estrategias usan algoritmos de Avance de Fronteras, basados en la triangulación
de Delaunay.
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Figura 2.3: Triangulación Delaunay del punto P, sus vértices vecinos Ni y triángulos vecinos
Ti, libres de puntos cercanos Qi [38].
2.2.2. Métodos de aproximación
Este tipo de métodos constituye los métodos más ampliamente utilizados. A diferencia
de los métodos de interpolación, la aproximación incluye un factor adicional de suavidad
que no garantiza que los puntos originales estén contenidos como un subconjunto de la
solución final. Los puntos iniciales son tomados como referencia para estimar una solución
muy cercana o aproximada a los datos de referencia. Es típico encontrar que modelos de
interpolación son acompañados de factores de suavidad para producir diferentes represen-
taciones con diferentes niveles de detalle.
Uno de los trabajos iniciales en esta dirección, es el presentado por Hoppe [81], en
el cual se propuso un algoritmo que a partir de un conjunto de puntos no ordenados que
están cerca o sobre una superficie desconocida, estima una superficie que aproxima dicha
superficie. Esto se realiza dado que se estima una función local de distancia signada definida
en R3, que retorna la distancia al punto más cercano en la superficie. La distancia es negativa
en puntos interiores a la superficie y positiva en los puntos exteriores. La superficie de salida
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Figura 2.4: Estimación de la función de distancia signada [81].
es una poligonalización del conjunto cero de la función de distancia estimada (ver Figura
2.4).
En este sentido, las técnicas basadas en RBF (Radial Basis Functions) constituyen los
trabajos más recientes, completos e importantes al problema del ajuste de superficies me-
diante aproximación. Estas han sido propuestas por varios autores [33, 57, 34, 30, 96]. Carr
et al. [33], presentan una función de base radial polinómica que puede ajustar conjuntos
de datos compuestos de millones de puntos y de topología arbitraria. En este método los
huecos y la superficie son ajustados suavemente. La interpolación mediante RBF desde
el punto de vista teórico, ha sido ampliamente utilizado en diferentes trabajos como en
Baxter[10], en su trabajo "The Interpolation Theory of Radial Basis Functions". Sin em-
bargo, la variación de un parámetro dentro de éstos genera un método de aproximación que
permite obtener superficies con diferentes niveles de suavidad (ver Figura 2.5).
Branch [27], presenta un método para la reconstrucción de superficies mediante un con-
junto debidamente conectado de parches NURBS, el enfoque basado en parches permite
un mejor ajuste local de las características geométricas de los datos, evitando el excesivo
suavizado característico de grandes parches de NURBS. El mayor problema está centrado
en las uniones de los parches para evitar generar artefactos en la reproducción final de la su-
perficie. El mayor costo computacional es causado por las estrategias heurísticas incluidas
como optimización local en los parches.
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Figura 2.5: Estimación de la función de distancia signada [33].
2.2.3. Métodos de crecimiento de regiones
Los métodos de crecimiento de regiones propagan información y en consecuencia re-
construyen superficies en un estilo progresivo. Generalmente, estos métodos inician cons-
truyendo un triángulo como una región inicial e iteran añadiendo nuevos triángulos en los
límites de la región. Tales procedimientos incluyen los algoritmos iniciales de Boissonnate
[21], el procedimiento basado en grafos de Mencl y Muller [114], el algoritmo ball-pivoting
de Bernardini et al.[15] , la técnica de proyección basada en triangulación de Gopi y Krish-
nan [73], el método de reconstrucción mediante interpolación de Petitjean y Boyer [133],
el algoritmo de avance frontal o advancing-front de Huang y Menq [85], y recientemen-
te los algoritmos basados en triangulación Delaunay. Una característica de estos métodos
es que son extremadamente rápidos, sin embargo, existe un problema común entre ellos
debido a que la calidad de la reconstrucción depende fuertemente de la selección de los
parámetros definidos por el usuario. Adicionalmente, los métodos basados en crecimientos
de regiones podrían generar pequeños agujeros sobre la superficie, cuando se trabaja con
datos pobremente muestreados o con alto nivel de ruido, por lo tanto, esto no garantiza la
generación de un modelo volumétrico cerrado. Lo anterior hace necesario la aplicación de
etapas posteriores de post-procesamiento para la corrección de agujeros.
Otros trabajos que se podrían clasificar en este tipo de enfoque, aunque no necesaria-
mente crecen la superficie, sino alguna característica, lo constituyen los trabajos de Hoppe
[80], el cual ajusta un plano a un vecindario alrededor de cada punto, proporcionando así
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Figura 2.6: Estimación de la función de distancia signada [100].
un estimado de la normal de la superficie para cada punto analizado y la proyecta sobre
cada vértice de la malla. El método Tensor Voting de Lee y Medioni [104], es similar en
que los puntos vecinos son usados para estimar la orientación de los puntos. El tensor es la
matriz de covarianza de los vectores normales de un vecindario de puntos. Tang y Medioni
[161], reconstruyen la superficie por crecimiento de características como planos, bordes, y
puntos hasta que se encuentren las características de vecindario. Los dos métodos descritos
anteriormente son sensibles al ruido, debido a que confían en la buena estimación de los
vectores normales en cada punto.
Sharf et al. [154], despliegan una presentación de malla explícitamente deformable
compuesta de múltiples frentes que compiten evolutivamente. Con cambios topológicos
monitoreados, esta aproximación puede resultar en una reconstrucción para muestreo va-
riable y datos faltantes. Nilson et al. [120], utilizan la formulación de Euler aumentada con
partículas de Lagrange, para propagar los contornos como niveles de ajuste 2-D. Kuo en
[100], presenta un método basado en crecimiento de regiones basadas en triangulaciones
Delaunay para la reconstrucción de modelos tridimensionales (ver Figura 2.6).
2.2.4. Métodos geométricos
Los métodos de geometría computacional dependen de mecanismos como la triangula-
ción de Delaunay y los diagramas de Voronoi [3, 62]. Estos métodos interpolan los puntos
originales y básicamente son sensibles a la presencia de ruido. Las triangulaciones o mallas
triangulares son una representación simple de la topología del objeto. En este contexto, el
problema de la reconstrucción de la superficie consiste en encontrar una superficie S
′⊂ R3,
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que aproxime una superficie desconocida S, utilizando el conjunto de datos discretos de
puntos A ={a1,a2, .....,am}⊂ R3, medidos desde superficie S.
La malla reconstruida S
′
debe ser topológicamente equivalente a la superficie S del ob-
jeto original. Para obtener esto, estos métodos estudian las propiedades que pueden ser
locales, intrínsecas o globales. Un amplio conjunto de dichas características puede ser
estimadas. Los métodos para estimar estas características, que generalmente sólo son es-
timadas bajo escenarios continuos, deben considerar la naturaleza discreta inmersa en los
vértices de cada triángulo que forma la aproximación triangulada.
Varios algoritmos basados en geometría computacional construyen una colección de
simplexes que definen la forma o superficie desde un conjunto no organizado de puntos.
Estos métodos interpolan los datos y los vértices de los simplexes de los puntos dados. Una
consecuencia de esto es que el ruido y aliasing en los datos quedan incrustados en la su-
perficie reconstruida. De estos métodos, los dos más exitosos son Alpha Shapes [62] y el
algoritmo Crust [3]. En Alpha Shapes, la forma es generada por la eliminación de simple-
xes de la triangulación de Delaunay en el conjunto de puntos. Un simplex es removido si su
esfera circunscrita es más grande que la bola alfa. En el algoritmo Crust, la triangulación
de Delaunay es realizada en el conjunto original de datos junto con los vértices de Voronoi
que aproximan el eje medio de la forma. La triangulación resultante distingue triángulos
que son parte de la superficie del objeto de aquellos que están en el interior, por lo que
los triángulos interiores tienen un vértice de Voronoi como uno de sus vértices. Estos dos
métodos, Alpha Shape y el algoritmo Crust, no necesitan información adicional a la posi-
ción de los puntos y tienen un buen desempeño en conjuntos de datos densos y precisos. El
modelo de objeto que estos enfoques generan, consiste de simplexes que se producen cerca
de la superficie. La colección de simplexes no es una superficie manifold, y la extracción
de esta zona es una tarea no trivial de post-procesamiento.
Amenta et al. [4], seleccionan triángulos candidatos para la superficie reconstruida uti-
lizando co-conos. Una superficie manifold es extraída posteriormente por un “probable-
mente correcto” algoritmo combinacional. El algoritmo Power Crust [5], primero extrae el
eje medio de la nube de puntos y después utiliza una transformada inversa del eje medio
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para producir la superficie reconstruida. Dey et al. [54], adoptan una idea del tipo divide-
y-vencerás, para hacer que el enfoque de la triangulación de Dealunay sea adecuado para
reconstruir modelos con millones de puntos.
Los retos más importantes en este tipo de algoritmos están girando alrededor de las
dificultades para estimar propiedades geométricas directamente de datos discretos. Estas
dificultades han conducido a nuevas líneas de la geometría como la geometría diferencial
discreta [20], cuyo objetivo es desarrollar equivalentes discretos de las nociones geométri-
cas y métodos de la geometría diferencial clásica, donde una superficie S puede ser vista
como un conjunto de puntos en R3.
Sin embargo, una teoría fundamental acerca de como manipular datos no estructura-
dos, que permita estimar normales de superficie, curvatura, interpolar superficies curvas,
y subdividir o suavizar mallas triangulares, no ha sido aún propuesta. Diferentes enfoques
de como estimar estas cantidades han sido propuestos. Un enfoque general para mallas fue
propuesto por Taubin [165]. En éste se generaliza la transformación discreta de Fourier
interpretando frecuencias como los vectores propios discretos de Laplace. La definición
de este Laplaciano para mallas irregulares permite utilizar herramientas de procesamiento
de señales lineales como filtros de pasa alto y bajo, la compresión de datos y las jerarquías
multiresolución. Sin embargo, la traducción de los conceptos de la teoría de señales lineales
no es la opción óptima para modelar datos geométricos. La superficie de objetos tridimen-
sionales usualmente consta de segmentos de bajo ancho de banda y transitorios con elevada
frecuencia entre ellos. Ellos no tienen forma “Razonable”, lo que si se presume para los fil-
tros lineales. Filtros “Óptimos” como Wiener o filtros adaptados usualmente minimizan
el error cuadrático medio (RMS). Para la visualización de la superficie, las variaciones de
curvatura son mucho más perturbantes que las pequeñas variaciones en la forma ideal. Un
filtro suavizador para datos geométricos, por consiguiente, debería minimizar variaciones
de curvatura.
2.2.5. Métodos algebraicos
Los métodos algebraicos tratan de ajustar una función a los puntos. A diferencia de
las técnicas interpolantes, es posible generar superficies suaves, mediante la incorporación
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de funciones suaves que restringen la reproducción exacta del conjunto de puntos inicia-
les. Por lo tanto, es posible generar superficies no ruidosas, continuas y suaves. La super-
ficie reconstruida puede consistir de una sola función global o varias funciones locales,
las cuales son unidas. Es importante anotar, que los métodos basados en funciones implí-
citas [33, 118, 171, 122], pertenecen a esta categoría también. Las funciones implícitas
f1(x) = 0, . . . , fk(x) = 0, definen el conjunto de ceros de f , esto es Z( f ) = {x : f (x) = 0}.
Siendo f : Rn→ Rk, una función de mapeo suave con primera y segunda derivada en todos
los puntos. Esta función representará una superficie en el caso en que n = 3 y k = 1.
Dos ejemplos de reconstrucción por ajuste algebraico global son los trabajos de Taubin
[164, 163], Gotsman y Keren [93]. Taubin ajusta una función implícita polinomial a un
conjunto de puntos minimizando la distancia entre el conjunto de puntos y la superficie
implícita [163][164]. Keren y Gotsman crearon familias parametrizadas de polinomios que
satisfacen propiedades deseables, tales como la preservación de la continuidad o el ajuste a
los datos. Dicha familia debe ser tan extensa que incluya tantas funciones como sea posible.
Esta técnica conduce a una sobre-representación de un subconjunto, en la que el polinomio
resultante a menudo tendrá más coeficientes, para los cuales resolver los polinomios más
simples incluidos en el subconjunto requiere cálculos adicionales. La principal limitación
de los métodos algebraicos globales es su incapacidad para reconstruir modelos complejos
o de topología arbitraria. Estos métodos llegan a ser muy costosos en términos compu-
tacionales para los polinomios de alto grado, necesarios para la construcción de objetos
complejos.
Bajaj [7], supera las limitaciones de complejidad construyendo parches de polinomios
por partes (denominados α-shape) los cuales se combinan para formar una superficie. Allí,
se utiliza triangulación de Delaunay para dividir el punto en grupos delineados por tetrae-
dros. Un α-shape es formado ajustando un polinomio de Bernstein a los puntos dentro de
cada tetraedro. Mediante la construcción de una superficie por partes (ver Figura 2.7), el
enfoque de Bajaj pierde la característica compacta de una representación global. Ejemplos
de métodos algebraicos desarrollados tempranamente, que proveen tanto ajuste global sua-
ve y refinamiento local preciso se incluyen en los trabajos de Terzopoulos y Metaxas en
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Figura 2.7: Datos iniciales, descomposición final en tetraedros y objeto reconstruido [7].
supercuádricos deformables [168], Pentland y Esclaroff en funciones implícitas generali-
zadas [132, 152]. Ambos métodos utilizan elipsoides supercuadráticos como forma global
y agregan deformaciones locales para ajustar los puntos.
Dinh [57], propone un enfoque de reconstrucción basado en una suma de funciones
de base no polinómica cuyo dominio es un valor escalar obtenido de la distancia entre los
puntos muestreados. La regularización de superficies restringe la clase de superficies admi-
sibles a aquellas que minimizan una función de energía seleccionada. El trabajo de Boult
y kender [26] y el trabajo de Terzopoulos [167], son ejemplos de regularización aplicada a
superficies de mapas de rango. Terzopoulos [167], fue pionero en técnicas de diferencias fi-
nitas para calcular aproximaciones de derivadas usadas en la optimización de funciones de
energía thin-plate (placa delgada) de un mapa de rango. Terzopoulos desarrolló moléculas
computacionales desde formulaciones discretas de las derivadas parciales. La regulariza-
ción se realiza iterando a niveles gruesos y finos en una jerarquía de multi-resolución. Boult
y Kender [26], compararon clases de funciones permisibles y estudiaron la utilización de
funciones de base para minimizar la energía funcional asociada a cada clase. Utilizando
datos sintéticos, muestran ejemplos de superficies rebasadas las cuales son comúnmente
encontradas en regularización de superficies. Como puede comprobarse en estos dos méto-
dos, muchos enfoques basados en regularización de superficies están restringidos a mapas
de rango, debido a que las derivadas de las superficies son requeridas en el proceso de re-
gularización. Derivadas con respecto al eje mayor son naturalmente definidas por su mapa
de rango.
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Fang y Gossard [64], reconstruyen curvas paramétricas continuas por partes. La ventaja
de las curvas paramétricas y superficies sobre mapas de rango es la habilidad de represen-
tar curvas cerradas y superficies. En cada curva su reconstrucción a pedazos minimiza una
combinación de energías de primer, segundo y tercer orden. A diferencia de los ejemplos
anteriores, en este método la derivada de la curva es evaluada con respecto a la variable pa-
ramétrica. Cada curva es formulada como una sumatoria de funciones de base ponderada.
Fang y Gossard muestran ejemplos utilizando funciones de base Hermit. Dinh [57], utiliza
funciones de base, para reconstruir una superficie cerrada la cual minimiza una combina-
ción de energías de primer, segundo y tercer orden. En este trabajo se reconstruyen objetos
3-D complejos usando una función de base implícita en regularización volumétrica. Ajus-
tando funciones suaves a los puntos de entrada, los métodos algebraicos [168], manejan
conjuntos de datos ruidosos pero no puede tratar con topologías arbitrarias.
Un problema importante de los métodos algebraicos es como preservar características
finas, debido al hecho de que las funciones ajustadas son suaves en la mayoría de los ca-
sos. Ohtake et al. [122], representan segmentos con características finas ajustando estas
regiones mediante dos o más funciones cuádricas. Estas regiones pueden ser correctamente
representadas si son seleccionadas correctamente las funciones de forma. Fleishman et al.
[65], utilizan un enfoque de búsqueda para encontrar un vecindario mediante el cual sea
posible estimar los mínimos cuadrados móviles. Las características finas se convierten en
datos atípicos identificados por el enfoque de búsqueda. Jenke et al. [89], busca un máxi-
mo local de probabilidad posterior en el espacio de reconstrucción, parametrizado como
una nube de puntos. Este enfoque es robusto en presencia de ruido y tiene la capacidad de
manejar las características finas.
2.2.6. Métodos estadísticos
Los métodos de reconstrucción mediante un enfoque estadístico están basados funda-
mentalmente en estimar funciones de densidad de distribución de los datos de referencia.
Estos funcionales de densidad pueden utilizarse para la reproducción y la reparación de
datos de rango. Sin embargo, dada la característica parcial de los datos, estimar un único
funcional a partir de datos discretos es un problema mal planteado. Los problemas mal
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planteados como la reconstrucción de superficies, presentan la dificultad de que múltiples
soluciones satisfacen las restricciones. Generalmente, la adición de conocimiento a priori
del problema permite restringir el número de soluciones.
En los enfoques estadísticos y en general en todos los modelos de reconstrucción, una
característica ampliamente utilizada es la suavidad. Un objeto que satisfaga las condicio-
nes de información que se posee y que adicionalmente reproduzca una superficie suave es
una solución posible al problema de reconstrucción. Esto permite deducir, que el objeto
más suave que cumpla estas restricciones es el mejor candidato para la solución. De esta
forma, los modelos estadísticos buscan maximizar las probabilidades de que una función f
reproduzca el conjunto de puntos P, teniendo en cuenta un modelo de suavidad.
2.3. Teoría local de curvas en el espacio
Los grados de libertad adicionales que presenta una curva en el espacio constituyen la
principal diferencia con el estudio de curvas planas. De hecho, tiene una dirección adicional
en la que puede curvarse, y su libertad está “menos controlada” que en el caso de una
curva plana; recordemos que, esencialmente, éstas sólo podían curvarse hacia la izquierda
o la derecha. Esta exposición es igualmente válida para curvas en dimensión superior: a
mayor dimensión, mayor libertad, y el estudio de las curvas se complica cada vez más.
Siendo exhaustivos, se podría apuntar tres diferencias fundamentales (En adelante tomado
de [127]):
i) la curvatura de una curva en el espacio no tiene signo y ofrece menos información
que en el caso de curvas planas;
ii) la existencia de un vector normal a la curva no está garantizada;
iii) es necesario contar con una función adicional ( la torsión) para explicar y caracteri-
zar cómo se comporta una curva en el espacio.
2.3.1. La curvatura, la torsión y el triedro de Frenet
sea α : I→ R3una curva regular parametrizada por longitud de arco (p.p.a.), de modo
que el vector tangente t(s) = α ′(s) es unitario. Esto permite construir una base ortonormal
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de R3. Dado que 〈t(s), t(s)〉 = 1, se tiene que 〈t′(s), t(s)〉 = 0. Luego t′(s) es ortogonal al
vector tangente a la curva, y mide cómo varía éste. Se define entonces la curvatura de α en
α(s) como
k(s) =| t′(s) |=| α ′′(s) | (2.2)
La medida será k(s)≥ 0 siempre, mientras que en el caso de curvas planas la curvatura
tenía signo, y éste ofrecía información adicional no presente en el espacio. Por lo tanto, el
concepto de curvatura de una curva en R3 no depende de la orientación de la misma.
Observación 1. Es sencillo demostrar que una curva α : I→ R3 parametrizada regular es
una línea recta si, y sólo si, su curvatura k(s)≡ 0.
Definición 1. Sea α : I→ R3 una curva regular p.p.a. Para todo s ∈ I tal que k(s) 6= 0, se
define el vector normal (unitario) a α en α(s) como
n(s) =
t′(s)
k(s)
=
α ′′(s)
| α ′′(s) | (2.3)
Si α : I→ R3 es una curva regular p.p.a. tal que k(s) 6= 0, para todo s ∈ I, se denomina
plano osculador en α(s) al plano determinado por los vectores t(s) y n(s). Se puede notar
también que una curva plana en el espacio es una curva cuyo plano osculador se mantiene
fijo y k(s) 6= 0 en todo punto.
Definición 2. Dados {t(s),n(s)} relativos a una curva regular α : I→ R3 p.p.a., se define
el vector binormal (asociado a α) como b(s) = t(s)∧n(s).
El vector binormal es, por definición, ortogonal al plano osculador. Además, es unitario,
pues | b(s) |=| t(s) || n(s) | sen(pi/2) = 1. Por lo tanto, para todo sεI con k(s) > 0, el
conjunto {t(s),n(s),b(s)} es una base ortonormal de R3 positivamente orientada (esto es,
su determinante es positivo), denominada triedro de Frenet.
Definición 3. Se llama torsión de una curva regular α : I → R3, p.p.a., con curvatura
k(s) 6= 0, a la función τ : I→ R definida por
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τ(s) :=
〈
t(s)∧n′(s),n(s)〉= 〈b′(s),n(s)〉 (2.4)
Por lo tanto, b′(s) = τ(s)n(s). Para calcular la derivada del vector normal a α , se
expresa n′(s) en función de la base {t(s),n(s),b(s)}, esto es, n′(s) = 〈n′(s), t(s)〉 t(s) +
〈n′(s),n(s)〉n(s)+ 〈n′(s),b(s)〉b(s), y dado que
〈n′(s),n(s)〉= 0 (derivando la relación 〈n(s),n(s)〉= 1),
〈n′(s), t(s)〉=−〈n(s), t′(s)〉=−k(s) (derivando 〈n(s), t(s)〉= 0) y
〈n′(s),b(s)〉=−〈n(s),b′(s)〉=−τ(s) (derivando 〈n(s),b(s)〉= 0),
se tiene finalmente que n′(s) =−k(s)t(s)− τ(s)b(s)
Proposición 1. Una curva α : I→R3 con curvatura k(s) 6= 0 es plana si, y sólo si, su torsión
es nula.
Se puede notar que, si la curvatura k(s) ≡ 0, entonces α es una recta, y por lo tanto
siempre es una curva plana. Este caso se excluye en el enunciado de la proposición porque,
si k(s) = 0, la torsión no puede definirse, y el resultado no tendría sentido.
2.3.2. Teorema fundamental de la teoría local de curvas en el espacio
El teorema fundamental de la teoría local de curvas en el espacio establece que cual-
quier curva parametrizada regular en el espacio euclídeo R3 está determinada unívocamen-
te, salvo movimientos rígidos, por su curvatura y su torsión.
Lema 1. Sean α : I→ R3 una curva regular p.p.a., y Mx = Ax+ b un movimiento rígido.
Sea β = M◦α . Entonces:
i)β está parametrizada por la longitud de arco;
ii)kβ (s) = kα(s);
iii)τβ (s) =±τα(s) = (detA)τα(s)
Demostración. Para i) y ii): como β ′(s) = Aα ′(s) y β ′′(s) = Aα ′′(s), se tiene que
CAPÍTULO 2. MARCO TEÓRICO 32
| β ′(s) |2= 〈β ′(s),β ′(s)〉= 〈Aα ′(s),Aα ′(s)〉= 〈α ′(s),α ′(s)〉= 1 (2.5)
kβ (s) =| β ′′(s) |=| Aα ′′(s) |=| α ′′(s) |= kα(s) (2.6)
Para demostrar el apartado iii), se nota que:
Atα(s) = Aα ′(s) = β ′(s) = tβ (s) (2.7)
Anα(s) = A
(
α ′′(s)
kα(s)
)
=
Aα ′′(s)
kα(s)
=
β ′′(s)
kβ (s)
= nβ (s) (2.8)
Teorema 1. (fundamental de curvas en R3). Sean k,τ : I→R funciones diferenciables, con
k(s)> 0 para todo s ∈ I. Entonces existe una curva regular, parametrizada por longitud de
arco, α : I→ R3, cuya curvatura kα(s) = k(s) y cuya torsión τα(s) = τ(s), para todo s ∈ I.
Además, si β : I → R3 es otra curva regular p.p.a. con curvatura kβ (s) = k(s) y torsión
τβ (s) = τ(s), para todo s ∈ I, entonces existe un movimiento rígido directo M : R3→ R3,
Mx = Ax+b, tal que β = M ◦α .
2.4. Inferencia Inductiva
El proceso de elaboración de conclusiones a partir de información disponible se llama
inferencia. Cuando la información disponible es suficiente para hacer evaluaciones inequí-
vocas de verdad, se está hablando de hacer deducciones: sobre la base de cierta parte de la
información deducimos que una cierta proposición es verdadera.
El método de razonamiento que lleva a inferencias deductivas es llamado Lógica. Si-
tuaciones donde la información disponible es insuficiente para llegar a tal certeza, se en-
cuentran fuera del ámbito de la lógica. En estos casos hablamos de hacer una inferencia
probable y el método de razonamiento es la teoría de probabilidades.
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2.4.1. Probabilidad
El problema del significado y la interpretación del concepto de probabilidad durante
mucho tiempo ha sido controversial.
Históricamente, la interpretación Frecuentista ha sido la más popular: la probabilidad
de un suceso aleatorio está dado por el número relativo de apariciones del evento en un
número suficientemente grande de ensayos idénticos e independientes. El nombre de este
tipo de interpretación es al parecer, debido a que proporcionan un método empírico para
estimar las probabilidades mediante el conteo sobre un conjunto de ensayos. La magnitud
de una probabilidad se obtiene únicamente de la observación de muchos ensayos repetidos
y no depende de ninguna función o característica de los observadores. Las probabilidades
interpretadas de esta manera han sido llamadas objetivas.
Una desventaja del enfoque frecuentista está relacionada con la naturaleza aleatoria
de los eventos sobre los cuales son estimadas las probabilidades. Dado que en diferentes
experimentos con las mismas condiciones es posible obtener resultados diferentes. Inclu-
so, sobre la configuración misma del experimento existen dificultades aún abiertas, como
el establecimiento correcto del número de experimentos necesarios. En los casos donde
hay un conjunto natural, la interpretación de frecuencias parece bastante natural. Pero para
muchos otros problemas la construcción de un conjunto es altamente artificial, generando
escenarios completamente hipotéticos que no permiten la posibilidad de determinar empí-
ricamente una frecuencia relativa, lo que finalmente no permite una interpretación de las
probabilidades como frecuencias.
Un enfoque diferente está basado en el modelo Bayesiano de la estadística. De acuer-
do con las interpretaciones bayesianas, una probabilidad refleja la confianza, el grado de
creencia de un individuo en la verdad de una proposición. Acerca de estas probabilidades
se dice que son bayesianas debido al papel central desempeñado por el teorema de Bayes.
Las probabilidades Bayesianas no se limitan a los eventos repetibles, sino que nos per-
mite razonar de una manera consistente y racional acerca de un único evento singular. Por
lo tanto, al pasar de las interpretaciones frecuentista a las interpretaciones bayesianas, el
dominio de aplicabilidad y la utilidad del concepto de probabilidad es considerablemente
ampliada.
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El aspecto crucial de la probabilidad Bayesiana es que diferentes individuos pueden
tener diferentes grados de creencia en la verdad de la proposición misma, un hecho que se
describe al referirse a las probabilidades Bayesiana como subjetiva. Sin embargo, existen
dos puntos de vista en relación con la interpretación de los grados de creencia de los indivi-
duos en un esquema Bayesiano. Uno es la llamada subjetividad Bayesiana o punto de vista
personalista, y el otro es el punto de vista llamado objetividad Bayesiana. De acuerdo con
el punto de vista subjetivo, dos individuos razonables frente a las mismas pruebas, la misma
información, legítimamente pueden diferir en su confianza en la verdad de una proposición
y por lo tanto, pueden asignar diferentes probabilidades. La subjetividad Bayesiana acepta
que un individuo pueda cambiar sus creencias, simplemente sobre la base de introspec-
ción, razonamiento o incluso de revelación. Por otra parte, el punto de vista de objetividad
Bayesiana considera la teoría de la probabilidad como una extensión de la lógica. Se dice
entonces, que la probabilidad mide un grado de creencia racional. Se supone que el Baye-
siano objetivista ha pensado mucho acerca de como las probabilidades son asignadas y que
ningún racionamiento futuro inducirá una revisión de creencias excepto cuando confronte
nueva información. En una situación ideal dos individuos diferentes, sobre la base de la
misma información, asignarán las mismas probabilidades.
Sin embargo, las probabilidades siempre mantendrán un elemento subjetivo porque la
traducción de la información en las probabilidades implica juicios y diferentes personas
inevitablemente juzgaran diferente. De hecho, es conocido que mientras que el elemen-
to subjetivo de la probabilidad nunca puede ser eliminado por completo, las reglas para
procesar la información, es decir, las reglas para la actualización de probabilidades, sí son
bastante objetivas. Esto significa que la nueva información puede ser objetivamente pro-
cesada e incorporada a nuestras probabilidades posteriores. Por lo tanto, es muy posible
suprimir continuamente los elementos subjetivos a medida que la mejora de los elementos
objetivos procesan más y más información.
2.4.2. Enfoque Bayesiano para la reconstrucción de Superficies
De acuerdo con [94], para estimar la función desconocida f , que reproduzca los datos
P= p1, . . . , pn donde pi ∈ℜ3 se define un funcional de costo M( f ) para cada objeto f , así:
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M( f ) = D( f )+λS( f ) (2.9)
donde D( f ) mide la distancia de f a los datos, S( f ) representa la suavidad de f y λ > 0,
es un parámetro.
La elección de la solución está basada en la optimización de M( ). En el caso unidi-
mensional se puede minimizar:
M( f ) =
n
∑
i=1
[ f (xi)− yi]2
2σ2
+λ
∫ 1
0
f 2uudu (2.10)
En el caso bidimensional, se puede minimizar:
M( f ) =
n
∑
i=1
[ f (xi,yi)− zi]2
2σ2
+λ
∫ 1
0
∫ 1
0
( f 2uu+2 f
2
uv+ f
2
vv)dudv (2.11)
La interpretación Bayesiana de este enfoque consiste en encontrar la función f que
maximiza la probabilidad Pr( f/D)αPr(D/ f )Pr( f ), dado el conjunto de datos D. Para
estimar el conjunto de distancias es necesario definir un modelo de ruido. El modelo de
ruido es generalmente aproximado mediante un modelo Gaussiano con varianza σ2, de tal
forma que Pr(D/ f ) ∝ 1σn exp(− 12σ2 ∑[ f (xi− yi]2).
La adopción de un modelo físico, es común para definir Pr( f ) ∝exp(−λ ∫ f 2uudu). Por
lo tanto, Pr( f/D) ∝ exp(−M( f )), y la función mínima M( ) maximiza la probabilidad.
Sin embargo, este enfoque considera la máxima probabilidad (MAP), estimada por el
interpolante f sólo para un determinado λ y σ . Pero la estimación del MAP debe maximizar
lo siguiente:
∫
ω
Pr( f/D,ω)Pr(ω/D)dω (2.12)
donde ω = {λ ,σ} varía en el conjunto de todos los pesos posibles. Esto debido a que
no se conoce cuáles son los pesos reales; lo que se conoce es la probabilidad de cada
conjunto de pesos [94]. Por lo tanto, la probabilidad de un determinado f es la suma de sus
probabilidades para cada elección de pesos, multiplicado por la probabilidad de los pesos
[94].
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Lo anterior, permite encontrar la función más probable que ajuste suavemente al con-
junto de datos. Los métodos computacionales para resolver este modelo suelen ser costosos,
dado el gran número de datos utilizados para representar comúnmente un objeto.
2.4.2.1. Cómputo de la estimación del MAP
Para calcular el MAP estimado, se requiere maximizar Pr( f/D) sobre todas las fun-
ciones posibles f que generan los datos (Tomado de [93]). Utilizando la regla de Bayes,
Pr( f/D)αPr(D/ f )Pr( f ). Con el fin de calcular ésto, hay que integrar todos los valores de
λ , σ resultante de:
∞∫
0
√
λexp(−λ
∫
f 2uudu)prior(λ )dλ (2.13)
∞∫
0
1
σn
exp(− 1
2σ2∑ [ f (xi)− yi]
2)priorn(σ)dσ (2.14)
En esta expresión, los apriori en λ , σ son generales y no son exclusivos del problema.
Teniendo en cuenta que un determinado λ corresponde a la probabilidad exp(−λ ∫ f 2uudu)
en la función espacio. La probabilidad entera sobre todo el espacio, por lo tanto es igual a:
∫
pr( f )D f =
∫
exp(−λ
∫
f 2uudu)D f (2.15)
y, utilizando el cambio de variables g =
√
λ f , ésto es igual a:
1√
λ
∫
exp(−
∫
f 2uudu)D f (2.16)
Por lo tanto, es necesario multiplicar la probabilidad por
√
λ . Esta normalización ga-
rantiza que la estructura de la probabilidad, para cada λ , en efecto define un espacio de pro-
babilidad. Esta es la explicación para
√
λ en la primera ecuación de la integral de Pr( f/D).
La expresión de Pr( f/D) tiene que ser maximizada en el espacio de funciones ad-
misibles. Se escribe de forma más precisa como: F1(
∫
f 2uudu)F2(∑ [ f (xi)− yi]2, donde
F1(α) =
∫ ∞
0
√
λexp(−λα)prior(λ )dλ y F2(β ) =
∫ ∞
0
1
σn exp(− β2σ2 )priorn(σ)dσ .
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Es posible convertir este problema de optimización estableciendo una optimización uni-
dimensional [93]
∫
f 2uudu a una constante α , y minimizando ∑ [ f (xi)− yi]2sobre todas las
funciones f de tal manera que
∫
f 2uudu = α .
Éste es un problema de optimización unidimensional que se resuelve numéricamente.
La solución es razonablemente rápido, tomando unos pocos segundos en una estación de
trabajo.
2.5. Entropía
La entropía puede ser descrita como una medida de información, el grado de incerti-
dumbre o la imprevisibilidad [44]. En adelante, se definen los conceptos relacionados con
la entropía en el contexto de la teoría de la información [44]. Sea X una variable aleatoria
discreta con alfabeto χ y una función de masa de probabilidad p(x) = Pr{X = x} ,x ∈ χ.
Definición 4. La entropía H(X) de una variable aleatoria discreta X se define como:
H(X) =−∑
x∈χ
p(x) log p(x) (2.17)
También se escribe H(p) para la cantidad anterior. Logp(x) es el logaritmo en base 2 y
la entropía es expresada en bits. Por ejemplo, la entropía de lanzar una moneda al aire es
1 bit. Se utilizará por conveniencia que 0 log 0 = 0, la cual es justificada fácilmente desde
la continuidad x log x→ 0 hasta x→ 0. La adición de términos de probabilidad cero no
cambia la entropía.
Si la base del logaritmo es b, se denota la entropía como Hb(X). Si la base del loga-
ritmo es e, la entropía es medida en nats(unidad natural). A menos que se especifique lo
contrario, se tomarán todos los logaritmos en base 2, y por lo tanto, la entropía será medi-
da en bits. Se tiene en cuenta que la entropía es una distribución funcional de X . Ésta no
depende de los valores reales tomados por la variable aleatoria X , sólo por los tomados de
las probabilidades.
Se denota la expectativa mediante E. Así, si X ∼ p(x), el valor esperado de una variable
aleatoria g(x) es escrita como:
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Epg(X) = ∑
x∈χ
g(x)p(x) (2.18)
o más simple como Eg(X) cuando la función de masa de probabilidad es entendida por
el mismo contexto.
2.5.1. Entropía conjunta y entropía condicional
Una extensión al concepto de entropía de una única variable aleatoria es la definición
de un par de variables aleatorias. De acuerdo con [44], las diferencias no son significativas
debido a que el par de variables aleatorias (X ,Y ) pueden ser consideradas como una variable
simple aleatoria vectorial.
Definición 5. La entropía conjunta de un par de variables aleatorias discretas (X ,Y ) deno-
tada porH(X ,Y ) con una distribución conjunta p(x,y) es definida como:
H(X ,Y ) =−∑
x∈χ
∑
y∈Y
p(x,y) log p(x,y) (2.19)
La cual puede ser expresada como:
H(X ,Y ) =−E log p(X ,Y ) (2.20)
También es posible definir la entropía condicional de una variable dada otra, como el
valor esperado de las entropías de las distribuciones condicionales promediada sobre la
variable aleatoria de condición.
Definición 6. Si (X ,Y )∼ p(x,y), la entropía condicional H(Y | X) se define como:
H(Y | X) = ∑
x∈χ
p(x)H(Y | X = x) (2.21)
=−∑
x∈χ
p(x)∑
y∈Y
p(y | x) log p(y | x) (2.22)
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=−∑
x∈χ
∑
y∈Y
p(x,y) log p(y | x) (2.23)
=−E log p(Y | X) (2.24)
La naturaleza de la definición de la entropía conjunta y la entropía condicional se evi-
dencia en el hecho de que la entropía de un par de variables aleatorias es la entropía de una
variable más la entropía condicional de la otra.
Teorema 2. (Regla de la cadena)
H(X ,Y ) = H(X)+H(Y | X) (2.25)
H(X ,Y ) =−∑
x∈χ
∑
y∈Y
p(x,y) log p(x,y) (2.26)
=−∑
x∈χ
∑
y∈Y
p(x,y) log p(x)p(y | x) (2.27)
=−∑
x∈χ
∑
y∈Y
p(x,y) log p(x)−∑
x∈χ
∑
y∈Y
p(x,y) log p(y | x) (2.28)
=−∑
x∈χ
p(x) log p(x)−∑
x∈χ
∑
y∈Y
p(x,y) log p(y | x) (2.29)
H(X)+H(Y | X) (2.30)
Capítulo 3
Estado del Arte
Cualquiera sea la anomalía a corregir, los trabajos iniciales en Reconstrucción de Super-
ficies han definido una etapa para ese fin. Lo fundamental de esta etapa es preprocesar los
datos antes de aplicar alguna técnica para estimar la función que reproducirá los datos. Esta
etapa denominada Integración, busca reparar la mayor cantidad de anomalías que pudieron
seguir en etapas previas como la adquisición y la etapa de registro. Sin embargo, un hecho
notorio es que los procesos de eliminación de ruido, tradicionalmente no corresponde a es-
ta etapa. Una posible explicación, es que el tratamiento del ruido permite definir un factor
de suavidad que es utilizado para estabilizar las soluciones, dado que la Reconstrucción de
Superficies es un problema mal planteado.
Turk et al. [170], clasifican los procesos de integración como estructurados y no es-
tructurados. En este sentido, la integración no estructurada asume que se aplica un proce-
dimiento que crea una representación poligonal de los puntos en el espacio 3-D. La inte-
gración en este caso es realizada a partir de la poligonalización de la unión de todas las
vistas parciales. La integración estructurada utiliza métodos de interacción directamente
con la información obtenida, tales como: los umbrales del error en la posición del punto o
la información de adyacencia entre puntos. Similarmente, Soucy et al. [79], describen dos
filosofías generales para realizar la integración de imágenes de rango. La primera, utiliza
los datos de rango desorganizados para realizar la integración y la segunda asume que una
descripción paramétrica de la superficie puede ser derivada de una sola imagen de rango y
que un modelo integrado se deriva de la mezcla de múltiples descripciones paramétricas.
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3.1. Tratamiento de la Ausencia de Información
Una de las principales características deseables en los métodos de reconstrucción de su-
perficies es la habilidad para llenar huecos o completar regiones faltantes. El proceso parte
de un conjunto de imágenes que no cubren completamente el objeto, lo que ocasiona que
la superficie generada sea incompleta. La falta de información es generada principalmente
por propiedades reflectivas del material, o problemas de oclusión, es decir, regiones inac-
cesibles para el sensor, lo que genera la necesidad de tener procedimientos que permitan
obtener la información de las regiones faltantes que se ajusten a las características geomé-
tricas del entorno de la ausencia en el objeto [48]. Los métodos de reconstrucción clásicos
necesitan realizar el llenado de huecos mediante técnicas manuales de post-procesamiento
aplicadas después de la etapa final de la reconstrucción de superficies, esto debido a la
dificultad en diferenciar la naturaleza de la discontinuidad, esto es, si pertenece o no a la
superficie real. Otros métodos realizan la corrección de manera implícita durante la etapa
de ajuste de superficies realizando una reconstrucción global del objeto [48, 35], este enfo-
que tiene dos desventajas; primero, no permite reproducir huecos falsos, es decir, aquellos
que pertenecen al objeto, y segundo, la calidad de la porción generada depende de la téc-
nica utilizada y no del análisis de la geometría intrínseca en el objeto. Aunque al tomar
la superficie como un conjunto continuo y completo, estas técnicas reproducen soluciones
visualmente adecuadas, es decir, que el segmento generado se integra suavemente con el
resto de la superficie. La corrección de este tipo de anomalías sigue siendo limitada a casos
particulares del problema, por lo tanto, una solución general no ha sido propuesta.
En la actualidad se ha propuesto un amplio conjunto de trabajos, muchos de ellos pue-
den clasificarse de acuerdo con la representación utilizada en los datos iniciales, como
técnicas de reparación en mallas y en datos dispersos. Sin embargo, otras clasificaciones
pueden hacerse de acuerdo con la naturaleza conceptual de la técnica empleada, basadas en
geometría, en métodos algebraicos y en funciones implícitas.
3.1.1. Detección de huecos
Para el proceso de identificación de huecos, el procedimiento más sencillo y funcional,
con gran facilidad de implementación lo constituye la idea de que una discontinuidad en
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la superficie es fácilmente definida como una sucesión de aristas límite. Una arista límite
se define como una arista de un triángulo que no es compartida por ningún otro triángulo.
El procedimiento inicia con una búsqueda general sobre la malla hasta encontrar una arista
límite [108]. Sobre el triángulo que contiene la arista límite se buscan los triángulos vecinos
y en estos, se inicia una búsqueda hasta encontrar el camino cerrado de aristas límite, con
lo que queda definido el contorno de una discontinuidad.
3.1.2. Llenado de huecos
Posterior a la identificación de la discontinuidad, en el proceso de tratar de reproducir
el segmento de superficie, diferentes técnicas han sido propuestas [58, 50, 173, 135, 18, 75,
12, 29]. En este grupo de técnicas basadas en geometría, se encuentran dos tendencias ge-
nerales. La reparación basada en triángulos y la reparación basada en voxels. Las técnicas
basadas en triángulos, obtienen mediante triangulación una aproximación lineal del hueco
y refinan esta triangulación de acuerdo con la geometría en la cual el hueco está inmer-
so. Liepa en [108], describe un método para llenado de huecos en mallas no estructuradas
mediante la triangulación de éste, basado en criterios de la triangulación Delaunay y un
posterior refinamiento de la malla mediante la minimización de un funcional de energía
relacionado con la curvatura del entorno. En Branch et al. [28], los huecos son llenados
mediante la triangulación de un conjunto de puntos que son obtenidos de una interpolación
con funciones de base radial. Los puntos son generados en una malla simétrica que posee
la densidad promedio de los puntos en la superficie. Esta técnica funciona correctamente
para reproducir la geometría de un vecindario del contorno del hueco, pero falla en los
procesos de reparación de huecos en zonas completamente planas. En Wei [176], se pro-
pone un algoritmo para llenado de huecos, después de identificar el contorno del hueco se
utiliza una técnica de triangulación llamada Advancig Front Method, la cual consiste en la
triangulación de un contorno de forma iterativa avanzando en cada iteración hasta llenar el
límite definido por el contorno. Posteriormente, las coordenadas de los vértices que cubren
el hueco, son modificadas de acuerdo con la estimación del valor de la normal utilizada
para solucionar la ecuación de Poisson. El proceso genera soluciones visuales adecuadas,
sin embargo, es costosa en tiempo y depende del tamaño del hueco.
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Los procedimientos basados en voxels generan una representación volumétrica de la
superficie inicial, esta representación volumétrica está compuesta de un conjunto de unida-
des de volumen llamadas voxels, estas unidades de volumen son marcadas con un signo de
acuerdo con su posición relativa a la superficie, dentro o fuera de la superficie. Posterior-
mente, diferentes técnicas se han planteado para llenar el hueco en el espacio volumétrico.
Curless y Levoy [46], propusieron un método basado en difusión volumétrica. Éste consiste
en estimar una función de distancia con la cual se marcan los voxels para posteriormente
aplicar un proceso de difusión que extiende la función a través del volumen hasta encontrar
el conjunto de ceros de la función que define a la superficie. Un procesamiento similar, es
el propuesto en Davis et al. [50]. Ju [91], propone un método para reconstruir el contorno
de la superficie, generando los signos de los voxels a partir de una estructura Octree. El
procedimiento es capaz de llenar huecos teniendo en cuenta pequeñas características geo-
métricas, por lo que una restricción es que el tamaño de los huecos sea pequeño en relación
con el tamaño de la superficie. Similarmente, Joshua et al. [135], presentan un algoritmo
para llenar huecos basado en una descomposición del espacio en regiones atómicas de volu-
men y definen el modelo como la unión de unidades atómicas internas, utilizando un grafo
recortado. Esta técnica necesita intervención del usuario para seleccionar la forma en que
será finalmente llenado el hueco. Chun et al. [37], describen un procedimiento para reparar
modelos 3-D. Este procedimiento aplica dos fases, la primera una interpolación basada en
funciones de base radial para llenar el interior del hueco y una etapa de post-procesamiento
para refinar los detalles del llenado. En la etapa de refinamiento las normales son reajus-
tadas, lo que permite recuperar algunas características geométricas sobre la nueva región
generada, produciendo resultados adecuados.
3.1.3. Reparación basada en datos dispersos
El llenado de huecos desde datos dispersos no contempla fases de detección ni clasifica-
ción de huecos. Estas técnicas reparan las superficies de una forma implícita al ajustar una
función al conjunto de puntos. Estas técnicas suponen que la superficie del objeto es com-
pletamente cerrada, por lo que no es posible utilizarla para reparar superficies complejas
que contengan bordes. En esta categoría se encuentran las técnicas que utilizan funciones
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algebraicas y funciones implícitas, siendo las funciones implícitas las más comunes como
las reportadas en [82, 33, 118, 35, 136, 121, 126]. Estas técnicas producen resultados inco-
rrectos al trabajar con superficies con bordes, debido a que pueden extenderse a través de
los límites o porque llenan el hueco ocasionado por una discontinuidad en el objeto real.
Carr [33, 35], describe una aplicación con rango de suavidad restringido para recons-
truir superficies. Esta técnica consiste en reducir la energía de una función cuadrática sobre
todas las funciones de un espacio de Hilbert, satisfaciendo un conjunto dado de restriccio-
nes tomados de la topología de la superficie, que es inferida de los puntos. Ohtake et al.
[121], utilizan un método de ajuste multinivel para representar detalles finos dentro del mo-
delo. Esta recuperación se realiza mediante la modificación de parámetros del proceso, lo
que permite mayor detalle en la reproducción del objeto final. Sharf et al. [154], proponen
una técnica que permite reproducir detalles finos en las regiones faltantes. Esta técnica uti-
liza un procedimiento iterativo de recorte y pegado de regiones tomados sobre la superficie
hasta encontrar una que ajuste al segmento faltante. Esto posibilita la reproducción de ca-
racterísticas geométricas sobre la región faltante que sería complejo de reproducir mediante
otra técnica. Sin embargo, debido a que esta técnica requiere que la región faltante tenga
una aproximación sobre el resto de la superficie, si ésta no existe los resultados no son
adecuados. Esta técnica conocida como Inpainting, permite recuperar información no sólo
de forma del hueco sino del contenido de los detalles al interior. Otros trabajos similares y
contemporáneos son [97, 130], que no limitan la búsqueda de la región faltante únicamente
a la superficie descrita en los datos, sino que incluyen modelos de referencia almacenados
en bases de datos.
3.1.4. Reparación Basada en Mallas
Este enfoque geométrico utiliza una representación de la superficie basadas en mallas,
como una colección de vértices y polígonos, generalmente triángulos. Una malla triangular
T se define como T = (V,E,F,X), donde V = {i : i = 1, ....,n} es el conjunto de vértice,
E = {(i, j) : (i, j) ∈V xV} es el conjunto de aristas, F = {(i, j,k) : (i, j) ,(i,k) ,( j,k) ∈ E}
es el conjunto de caras de triángulos y X =
{
xi : xi ∈ R3, i ∈V
}
es el conjunto de coorde-
nadas de vértices [157].
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La generación de la malla utiliza conceptos como la triangulación Delaunay [62] y
crecimiento de regiones [73, 21]. El proceso de generación de información faltante inicia
con la detección de las discontinuidades o detección de huecos, y continua con el llenado
de éstos.
3.2. Conclusiones
El tópico de corrección de anomalías es estudiado en un amplio número de trabajos re-
portados. Éstos presentan aplicaciones de técnicas desde diferentes puntos de vista, siendo
las técnicas basadas en mallas las más ampliamente utilizadas.
Dado el número de trabajos en el estado del arte orientados a la corrección de este
tipo de anomalías, es posible anotar que existen métodos que generan soluciones cuyos
segmentos de superficies generados se integran suavemente con el contorno del objeto, lo
que produce una solución visualmente adecuada. De igual manera, los métodos actuales
poseen requerimientos computacionales accesibles para la tecnología actual, en relación
con el consumo de recursos y el empleo de tiempo de procesamiento, lo que los hace
viables para implementaciones en diferentes áreas.
Sin embargo, la comunidad se ha centrado en la etapa de generación del segmento
faltante, como solución al problema de corrección de huecos. Las etapas adicionales, tales
como: identificación, y clasificación han sido débilmente abordadas, ocasionando que este
procedimiento aún requiera asistencia manual.
La debilidad más notoria de los trabajos reportados en el estado del arte se encuentra en
el hecho de que diferentes autores reducen el dominio de la solución a superficies cerradas,
que no contiene discontinuidades. Esto limita el dominio de aplicación de la solución pues
reduce el dominio de aplicación.
En los métodos que contemplan la posibilidad de presencia de huecos, la clasificación
entre reales y falsas anomalías constituye una etapa del proceso de reparación esencial. A
pesar de que algún intento para la clasificación automática de anomalías se ha realizado
[28], este es débil aún y limitado en el tratamiento de huecos presentes en zonas planas.
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Es importante el desarrollo de nuevas técnicas para el tratamiento de las anomalías
debido a que permitirá la generación de modelos con mayor precisión y cada vez menos
dependencia de la asistencia de un usuario.
Capítulo 4
Caracterización de las Anomalías
Las anomalías presentes en las Imágenes de Rango, provienen de una amplia variedad
de fuentes. Estas pueden encontrarse en diferentes etapas del proceso (ver Figura 4.1).
Las principales fuentes generadoras de anomalías se encuentran en el objeto mismo o en el
montaje de adquisición, dado que en algunos contextos las condiciones de iluminación y las
características reflectivas de los objetos, generan comportamientos inadecuados al intentar
medir la geometría del objeto. En esta investigación las anomalías se han clasificado en tres
grupos: Ruido, Redundancia y Huecos.
Debido a la naturaleza óptica de los dispositivos de adquisición (ver Figura 4.2), se in-
corporan pequeñas alteraciones o ruido en las medidas registradas (ver Figura 4.3a). Pese a
que recientemente ha habido un incremento notorio en la precisión de los sensores, el ruido
siempre será un elemento de importancia a tratar, en el sentido en el que éste no depende
del dispositivo en sí mismo. La naturaleza del ruido varía dependiendo de la naturaleza
del dispositivo, el material del objeto, entre otros factores; convirtiendo esto en la mayor
dificultad para definir un modelo generalizado que permita corregirlo adecuadamente. Adi-
cionalmente, la naturaleza parcial del proceso de adquisición genera excesos de muestras
en regiones de vistas diferentes, que posteriormente se solaparán. Este sobremuestreo re-
cibe el nombre de redundancia y suele incorporar costo de procesamiento excesivo, así
como generación de artefactos sobre la superficie final reconstruida (ver Figura 4.3b). Sin
embargo, esta redundancia es necesaria para el correcto funcionamiento de los algoritmos
diseñados para el registro de vistas parciales.
47
CAPÍTULO 4. CARACTERIZACIÓN DE LAS ANOMALÍAS 48
Figura 4.1: Proceso de adquisición de la imagen de rango para dos vistas diferentes de un
mismo objeto.
La redundancia es el caso contrario de otro tipo de anomalía frecuentemente conocida
como huecos. Ésta se caracteriza por los segmentos no censados por el dispositivo, gene-
rando un conjunto de datos incompletos (ver Figura 4.3c).
El interés principal de esta investigación se centra en las anomalías que generan dis-
continuidades. Una descripción de las fuentes principales y un análisis de las caracterís-
ticas de cada anomalía generada con diferentes fuentes, constituye el cuerpo principal de
este capítulo. Sin embargo, por completitud se describirán todas las diferentes anomalías
que afectan las Imágenes de Rango y que constituyen, aún, problemas abiertos del área. Se
describen a continuación las características específicas de cada tipo de anomalía, así como
el tratamiento de éstas mediante las técnicas más conocidas en la literatura.
4.1. Eliminación del ruido
El proceso clásico para la obtención de datos de rango está basado en el principio de
triangulación. El cual incorpora pequeñas perturbaciones en las posiciones de los vértices,
debido a la naturaleza del proceso físico inmerso en la estimación de la medida. Así, las
medidas xp obtenidas del sensor están definidas por ~xp = ~υxp+ξ (~υp), donde ~υxp es el valor
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Figura 4.2: Taxonomía de los métodos de adquisición de rango activo [46].
a) b) c)
Figura 4.3: Anomalías en datos de Imágenes de Rango. a) Ruido y el resultado posterior
a su eliminación. b) Zonas redundantes. c) Huecos o falsas discontinuidades de superficie
[56, 29].
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real del punto sobre la superficie y ξ (~υp) es el vector cuantificación del ruido en la muestra
p.
El principal problema en esta área es la determinación correcta de la función de dis-
tribución de ξ , debido a que se desconoce el modelo generador del ruido. Muchos de los
procedimientos para disminuir el efecto de ξ consideran modelos clásicos de la distribu-
ción del ruido, cuyo objetivo principal es suavizar los efectos del ruido preservando la
forma global y las características geométricas definidas por variaciones de baja frecuencia.
El enfoque del modelo de Mínimos Cuadrados, considera que la distribución estadística
del ruido es de tipo Gaussiana f (ξ )∼ exp(−ξ 2), los enfoques basados en el valor absoluto
mínimo, suponen una distribución de tipo Laplaciano f (ξ )∼ exp(−|ξ |). De tal forma, que
el tratamiento del ruido se realiza minimizando el efecto de ξ , así:
~xp = ~xp+argMin f (ξ (~υp)− ~υp) (4.1)
Otros enfoques sobre el modelo del ruido utilizan su propia estrategia de minimización,
como en [25], donde se propone una aproximación al modelo del ruido de tipo Gaussiana
anisotrópica.
De forma general, debido a que en la práctica ~υp es desconocida, el tratamiento del
ruido es entonces realizado aproximando el modelo de distribución a un modelo Gaussiana
aditivo, cuyas muestras son aleatorias, independientes e idénticamente distribuidas, y la
función de distribución tiene media cero y varianza σ , ξ i∼ N(0,σ).
Asumir lo anterior, implica que la superficie debe ser suave y que cada detalle topoló-
gico contenga distorsiones geométricas menores a las que podría ocasionar ξ . El objetivo
de las técnicas de tratamiento de ruido, es el desarrollo de métodos robustos de filtrado que
sean capaces de eliminar o disminuir la presencia de éste en los datos, al tiempo que se
preservan los detalles finos del modelo original.
Las técnicas de eliminación de ruido suelen encontrarse dentro de un conjunto de téc-
nicas que buscan el suavizado de las superficies. Dependiendo de la representación en que
trabajen pueden ser; Suavizado de Superficies (Surface Smoothing), cuando los datos están
representados como nubes de puntos, y Suavizado de Mallas (Mesh Smoothing) cuando las
técnicas operan sobre una estructura conectada en triángulos.
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El suavizado de superficies busca entre otros objetivos; la eliminación del ruido, el di-
seño de superficies curvadas de alta calidad y la generación de mallas más regulares. Una
clasificación de las diversas técnicas utilizadas para el suavizado de malla, según su base
teórica se encuentra en [24], basados en el procesamiento de señales utilizando Análisis
Espectral y el diseño de filtros, Flujos de Difusión, Minimización de Energía y métodos
alternativos como la Difusión Anisotrópica y los métodos estadísticos. Taubin [165], aplica
al suavizado de mallas una versión discreta del operador laplaciano mediante el análisis es-
pectral para definir filtros pasa-bajas, similar a los existentes en el campo del procesamiento
de señales. En el enfoque estadístico, la señal que genera las muestras y el ruido asociado
a ella, se consideran procesos estocásticos con características conocidas. Peng et al. [131],
utilizan filtros de Wiener adaptativos en forma local para la eliminación del ruido en datos
geométricos representados como una malla semiregular. Pauly y Gross [128], aplican el
filtro de Wiener para restaurar superficies a partir de nubes de puntos que poseen ruido.
Desbrum et al. [53, 52] y Bajaj [8], utilizan una técnica llamada difusión anisotrópica en
mallas, esta técnica ha sido bien estudiada en el campo de procesamiento de imágenes, la
cual consiste en reemplazar el parámetro constante de difusión por un tensor de difusión
estimado en relación con los datos, generalmente el tensor de curvatura. En Hu et al [84],
una vez más, utilizan la difusión anisotrópica y la técnica estadística de Mean-Shif para
el suavizado y eliminación del ruido. El método de Diebel es relevante en el sentido que
presenta resultados estéticamente superiores a métodos similares. Otros trabajos también
utilizan técnicas estadísticas como el Filtrado Bilateral. Esta técnica es adecuada, para con-
servar los bordes y las características geométricas finas. Similarmente, Jones et al. [90, 66],
describen la técnica llamada Filtrado Bilateral, en el cual la distancia y la variación de las
normales se utilizan para realizar el filtrado. Este método permite la preservación de peque-
ñas características geométricas en el suavizado de mallas. Mederos et al. [113], describen
un procedimiento para reconstruir superficies generando una malla refinada mediante la
aplicación de cuatro pasos; agrupación, reducción, triangulación y refinamiento. La reduc-
ción se realiza seleccionando de una aproximación con Mínimos Cuadrados Móviles ( MLS
), un punto representativo de cada grupo obtenido. La técnica de MLS es poco sensible al
ruido por lo que a su vez este procedimiento reduce los efectos del ruido en los datos ini-
ciales. De forma similar, Fleishman et al. [65], utilizan la técnica de MLS robusta para
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preservar detalles geométricos en la reconstrucción. Schall et al. [150], han propuesto un
método que consiste en el uso de la técnica estadística llamada estimación de kernel o nú-
cleos de densidad. Este método asocia a cada punto una medida local de probabilidad para
su localización en la superficie, alcanzando una efectividad en el filtrado y robustez en la
detección de valores atípicos. Diebel et al. [56], y Jenke et al. [89], desarrollan un método
para la eliminación del ruido, el suavizado y la conservación de detalles finos basado en la
teoría Bayesiana.
Diferentes enfoques se han utilizado y han mostrado que producen buenos resultados.
Sin embargo, la evaluación adecuada de las bondades de las diversas técnicas no es un
proceso trivial. La mayoría de los resultados que se reportan en las pruebas realizadas, con-
sisten en la adición de ruido sintético a los modelos tridimensionales. El problema radica
en que no es del todo claro la relación entre el comportamiento de la distribución del ruido
sintético y el real, por lo que en la mayoría de los casos estas evaluaciones están limitadas
a la apariencia estética del modelo final. Nuevos experimentos sugieren que el tratamiento
del ruido es todavía un problema abierto, debido a que los métodos actuales asumen algu-
nas características estadísticas sobre las funciones de distribución del ruido que parecen no
ser del todo apropiadas. Concretamente, los métodos propuestos han sugerido que la na-
turaleza del ruido es Gaussiana y no correlacionada o independientemente distribuida por
cada punto en los datos. Sin embargo, pruebas realizadas por Sun et al. [158], sugieren la
posibilidad de que la distribución del ruido de los datos obtenidos con sensores de rango, no
es Gaussiana y que adicionalmente, este ruido es realmente correlacionado. Con lo que se
indica que los resultados reportados con los métodos propuestos, podrían no ser adecuados
para remover ruido real producido por los escáneres. Por lo tanto, la principal limitación
en esta área es determinar un modelo más realista y aproximado de la función de distribu-
ción del ruido que el modelo Gaussiano no correlacionado, lo que permitirá un tratamiento
más adecuado de éste, sin una pérdida de información en bordes, cúspides o características
geométricas relevantes para representar en detalle la geometría de los objetos [159].
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4.2. Redundancia de información
La redundancia de información suele estar inmersa en el proceso de adquisición parcial.
De hecho, un solapamiento suficiente de las diferentes vistas se requiere en el proceso de
registro, dado que ésta permite obtener información geométrica para realizar el emparenta-
miento entre puntos o regiones y alinear correctamente un par de vistas. Sin embargo, sólo
es requerido para este fin. Luego de la alineación de las vistas, el exceso de información
suele suponer un costo computacional innecesario en el tratamiento de los datos en etapas
posteriores.
Este tipo de anomalía es tratada en un conjunto de trabajos denominados Simplificación
de Puntos (Point Cloud Simplificación), en los cuales el principal objetivo es disminuir la
densidad de puntos para tratar el sobre-muestreo en regiones particulares. Este enfoque de
simplificación de puntos ha evolucionado hasta técnicas más especializadas basadas princi-
palmente en mallas (Mesh Simplification and Multiresolution), en las cuales no sólo se trata
el sobre-muestreo, sino que se garantiza mayor densidad en zonas cuya geometría requiera
mayor información para reproducirse, y menor densidad en aquellas regiones geométrica-
mente sencillas. La principal dificultad de esta área es encontrar un correcto equilibrio entre
la pérdida de información causada por la eliminación de datos y los beneficios en el costo
de la representación, computación y tratamiento de un conjunto de datos menor.
Diferentes métodos han sido propuestos para la simplificación de una representación
basada en mallas. Sin embargo, y a pesar de que las mallas triangulares constituyen el
estándar de representación, estos procedimientos requieren la construcción iterativa de ma-
llas intermedias tras la eliminación de vértices, lo que constituye un costo computacional
adicional. Es por esto, que la alternativa de reducción mediante el tratamiento sobre el con-
junto de puntos sin conectividad, es una alternativa de interés al ahorrar los costos para el
cómputo de la malla. En estos algoritmos el mayor costo computacional está asociado a la
estimación iterativa de la medida de error para realizar la comprobación del cumplimiento
del umbral establecido.
El tratamiento de la información redundante está relacionado directamente con el re-
sultado del proceso de registro de las vistas parciales. La redundancia es necesaria para
realizar el proceso de registro de las imágenes y es consecuencia directa de la naturaleza
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parcial en la adquisición de los datos. Han sido propuestos diversos algoritmos orientados
a reducir la densidad de puntos de acuerdo con las características geométricas locales. Este
enfoque de múltiples resoluciones en la densidad de la representación puede hacerse desde
el conjunto de puntos (point simplification), o mediante mallas o Decimación de la Malla
(Mesh Decimation).
Pauly et al.[129], definen el proceso de simplificación basado en puntos como sigue:
dada una superficie S definida por un conjunto de puntos Pn = p1, p2, ...pn, simplificar Pn
es obtener un conjunto de puntos Pm = p1, p2, ...pm(m < n), tal que la distancia ε de la
correspondiente superficie S′ definida por Pm a la superficie original S sea mínima.
Moenning et al. [117], indican que el proceso de simplificación de puntos debe satis-
facer algunos requerimientos importantes, tales como, permitir que la simplificación sea
controlada por un umbral de densidad D, eficiencia computacional y soporte para simpli-
ficación uniforme y preservación de los detalles geométricos. Lars y Alexa en [102, 1],
muestran métodos de simplificación del conjunto original mediante la remoción de puntos
de acuerdo con una métrica de error. Estos métodos no garantizan la correcta preservación
de detalles geométricos y producen altas variaciones en la distribución de muestreo. Para-
lelamente, Dey et al. [54], presentan un algoritmo de simplificación mediante un nivel de
densidad establecido por el usuario. Este parámetro junto con el concepto de tamaño de
características geométricas locales, definidas por Amenta et al. en [4], son utilizados para
detectar zonas redundantes. Este método suele ser costoso computacionalmente, debido a
que requiere estimar permanentemente la división del volumen representado por puntos
mediante diagramas de Voronoi 3-D. Boissonnat y Cazals en [22], realizan la simplifica-
ción mediante un muestreo aleatorio inicial y estiman una función de distancia mediante la
representación triangular, hasta que se alcanza un nivel de error establecido en la aproxi-
mación. El algoritmo es costoso debido a la estimación de la representación triangular De-
launay. Otros enfoques para la eliminación de puntos basados en la estimación de entropía,
han sido propuestos en [102]. Sin embargo, no garantizan un nivel adecuado de densidad
local en el conjunto de puntos resultantes, produciendo concentraciones inadecuadas de
puntos en algunas regiones. Pauly et al. [129], presentan los resultados de la adaptación
de técnicas basadas en mallas para obtener la simplificación del conjunto de punto, que en
general producen buenos resultados pero con implicaciones de alto costo computacional.
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Alexa et al. [1], tratan la redundancia basado en el nivel de contribución del punto en la
estimación de los Mínimos Cuadrados Móviles (MLS), de tal forma, que aquellos puntos
con menor contribución son removidos, lo cual no garantiza la generación de un conjunto
de puntos suficientemente densos.
Los métodos de Decimación de Mallas son un tipo de algoritmos desarrollados para
reducir el número de elementos geométricos utilizados en la representación poligonal dada.
Estos elementos geométricos lo constituyen, el número de vértices, aristas y caras. Similar
a como ocurre en algunos métodos de simplificación de puntos, el proceso de reducción es
continuo hasta que se alcanza un umbral sobre alguna medida de error establecida como
parámetro del algoritmo. Estas medidas de error generalmente suelen ser una estimación de
la diferencia entre las distancias de la superficie original y la producida, o alguna medida
relacionada con la apariencia visual del resultado, como por ejemplo, el nivel de suavidad
y continuidad obtenida.
En general los procesos de decimación pueden verse como un proceso iterativo, este
es el caso de los algoritmos de decimación incremental, los cuales producen mallas de al-
ta calidad. Este procedimiento toma en cuenta un criterio definido por el usuario, sobre
el cual se basan las operaciones de eliminación de puntos. Los algoritmos de decimación
incremental remueven un vértice a la vez y pueden clasificarse en binarios o continuos, de
acuerdo con el criterio establecido, que puede ser un nivel de tolerancia global (binario),
o alguna medida de suavidad de la malla (continuo) como: la continuidad, la variación del
ángulo de las normales adyacentes, la estimación de la distorsión de la textura o un nivel de
suavidad estimado [40, 41]. Tras cada eliminación, la topología de la superficie represen-
tada cambia, por lo tanto, es necesario estimar nuevamente la medida de la precisión. Esto
constituye la etapa más costosa computacionalmente del procedimiento.
Otro enfoque común es el denominado agrupamiento de puntos. Éste consiste en rea-
lizar un particionamiento de toda la superficie en regiones con diámetros menores a un
umbral dado. Para cada una de estas regiones, se estima un punto representativo y se aso-
cia a éste elementos adyacentes de la malla (triángulos, cuadriláteros, entre otros.) cuyos
vértices estén por fuera de la región, pero sus aristas intercepten la región del grupo. La
unión de varios elementos a un mismo vértice puede causar alteraciones topológicas en la
representación, debido a que este proceso no es homeomórfico [4]. Esto puede ocurrir en
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regiones en las cuales diferentes segmentos de la superficie no conectados directamente
se encuentren dentro del diámetro establecido. Sin embargo, resulta ser un enfoque efi-
ciente computacionalmente, en el cual el mayor costo es causado por el procedimiento de
agrupamiento [129].
Finalmente, las técnicas iterativas constituyen el procedimiento general del cual se ob-
tienen nuevos puntos distribuidos sobre la geometría de la superficie original. Tras cada
muestreo, una nueva malla es construida incluyendo los nuevos vértices, permitiendo ob-
tener representaciones multiresolución de acuerdo a la complejidad geométrica de cada
segmento de la superficie [60].
4.3. Ausencia de información
Respecto a la ausencia de información, la comunidad científica ha tratado este problema
proponiendo un conjunto de técnicas dentro de un campo denominado Llenado de Huecos
(Hole Filling) y al igual que con la naturaleza del ruido, éstas tienen diversas y muy va-
riadas fuentes, lo que dificulta adquirir segmentos específicos de la superficie del objeto,
produciendo así un conjunto de puntos con discontinuidades artificiales.
Los métodos de llenado de huecos son deseables debido a que permiten reparar anoma-
lías de gran dificultad evitando remuestrear la escena. En algunas circunstancias remues-
trear la escena suele ser complejo, debido al hecho de que ha podido cambiar o simplemente
por limitaciones en los costos. Así, reparar discontinuidades con el conjunto de datos dis-
ponibles permitiendo reconstrucciones de alta precisión, es el objetivo principal de estas
técnicas. Las principales fuentes de generación de discontinuidades están ubicadas en la
etapa inicial de adquisición. Éstas ocasionan que en algunas regiones sea inviable, muy
costoso o impráctico, adquirir la información correctamente; generando huecos que no es-
tán presentes en el modelo real. Frecuentemente, estos huecos constituyen un conjunto de
micro-agujeros de diversas formas. A pesar de que los micro agujeros representan el caso
más frecuente, el tamaño de éstos así como su forma, constituyen características altamente
variables. La adquisición de datos proveniente de objetos de gran tamaño, generalmente re-
sulta en mallas iniciales con presencia de huecos de tamaños variables. En la Figura 4.4, es
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Figura 4.4: Modelo del Great Buddha of Kamakura antes del tratamiento de llenado de
huecos [142].
posible observar una configuración de huecos de diferentes tamaños generada en un mismo
objeto.
En este contexto, es posible agrupar las fuentes generadoras de discontinuidades en dos
grupos. Las propiedades ópticas del objeto y del entorno, y las oclusiones.
4.3.1. Oclusiones
Una de las principales dificultades con los sistemas activos de adquisición que están
basados en triangulación, es la presencia o generación de oclusiones. De forma general,
dado un objeto O en ℜ3, y conjunto de posiciones V = {v1,v2, . . . ,vi : vi = (P,O)}, tal que
(P,O) incluye posición y orientación de un punto donde es posible situar la cámara. Un
segmento r es bloqueado por un objeto O, si éste intercepta alguna parte de O. Un objeto
O se dice es ocluido desde V , si no es posible proyectar un segmento r bloqueado desde
ningún vi hasta O. Un objeto es parcialmente ocluido desde V , si O es visible desde algún
vi, pero existe por lo menos un vi para el cual r no es bloqueado.
Las oclusiones impiden que segmentos de la superficie real sean adquiridos, generando
un conjunto de datos incompletos afectado por discontinuidades artificiales. Diversos esce-
narios pueden involucrar oclusiones, la mayoría de éstas, sólo afectan las vistas parciales en
las cuales un reposicionamiento de la configuración del montaje de adquisición (la posición
del objeto o la posición del escáner) es suficiente para adquirir dicha información. Sin em-
bargo, en algunas ocasiones partes del objeto ocultan segmentos que no son visibles desde
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Figura 4.5: Tipos de oclusión, izquierda, oclusión láser y derecha, oclusión de cámara
[103].
ningún punto de vista del sensor y generalmente son llamadas auto-oclusiones. En [103],
se describen dos tipos de oclusiones, oclusión láser y oclusión de cámara (ver Figura 4.5).
Estas oclusiones dependen igualmente de la geometría del segmento que se desea adquirir
pero tienen su naturaleza en las limitaciones propias de los montajes de adquisición.
La oclusión láser ocurre cuando el láser es incapaz de iluminar un punto del objeto
visible por la cámara. Por otra parte, la oclusión de cámara ocurre cuando la cámara no
puede adquirir un punto iluminado por el láser. Generalmente, un montaje de múltiples
cámaras evita estos tipos de oclusión.
4.3.2. Propiedades ópticas de los materiales
Dada la naturaleza de los dispositivos de adquisición, estos presentan dificultades o
limitaciones cuando se tratan con objetos de materiales con características ópticas especia-
les. En general, las propiedades ópticas de un material están determinadas principalmente
por la forma en que la luz interactúa con éste. Las diferentes interacciones con la materia
así como su propagación es campo de estudio de la rama de la Física denominada Óptica.
Esta interacción es posible describirla en dos formas básicas, si la luz es remitida o si ésta
es por el contrario absorbida. Los fenómenos de remisión de luz son clasificados en dos
tipos; Reflexión y Refracción, mientras que los fenómenos relacionados con la absorción
de la luz son explicados a través de la fluorescencia.
Debido al comportamiento dual de la luz, los fenómenos ópticos tienden a explicarse
desde dos perspectivas, a nivel microscópico es utilizado el concepto de paquete de energía
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o Fotón y obedece a campos de la Física Cuántica, y a nivel macroscópico suelen ser descri-
tos desde el concepto de onda. La Óptica Geométrica suele emplear esta teoría ondulatoria
del comportamiento de la luz para explicar el fenómeno de la reflexión y la refracción,
que son los fenómenos relacionados con la remisión de la luz y que dependen de: el tipo
y la orientación de la superficie, la ubicación de las fuentes luminosas de emisión y de
recepción.
La Reflexión de la luz es el fenómeno sobre el cual se ocasiona un cambio en la direc-
ción de la luz emitida al incidir sobre una superficie. Este fenómeno relaciona dos rayos,
el incidente y el reflejado. El ángulo del rayo reflejado dependerá de las condiciones del
material sobre el cual incide el rayo emisor y es calculado siempre con relación a la nor-
mal N en el punto de incidencia I (ver Figura 4.6). La reflexión puede producirse en una
superficie lisa y completamente pulida o sobre una superficie irregular. Estas superficies
generan los dos tipos generales de reflexión observables, Reflexión Especular y Reflexión
Difusa (ver Figura 4.7). La reflexión especular ocurre cuando se reflejan ordenadamente
los rayos de luz, como en el caso de los espejos y algunos materiales metálicos completa-
mente pulidos. En la reflexión difusa cada rayo se refleja en la superficie de acuerdo con
el ángulo de la normal en el punto de incidencia. Sin embargo, dado que la superficie es
irregular, las normales en los diferentes puntos de incidencia tienen diferentes direcciones.
En casos más comunes, los objetos no presentan superficies que son perfectamente especu-
lares ni difusoras. Así, el resultado es una reflexión mixta que tiene componente especular
representado en el brillo y componentes difusas que permiten apreciar características como
su color. Este fenómeno es el caso más frecuente en la adquisición de información en el
contexto del censado de objetos para reconstruir su superficie (ver Figura 4.8).
Por otra parte, la Refracción se produce cuando la luz cambia de medio de propaga-
ción. La refracción producida en la superficie de separación de dos medios transparentes
produce una desviación en la trayectoria del haz de luz. Esta desviación puede ser medida
de acuerdo con la ley de la refracción:
n sinε = n
′
sinε
′
(4.2)
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Figura 4.6: Ley de reflexión [115].
Figura 4.7: Tipos de reflexión. Izquierda reflexión especular y derecha reflexión difusa
[115].
Figura 4.8: Objetos con superficies que generan reflexión y el resultado del proceso de
adquisición [126].
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Figura 4.9: Refracción de la luz [115].
donde, n y n
′
representan los índices de refracción del primer y segundo medio respectiva-
mente. El ángulo de incidencia es ε y ε ′ es llamado el ángulo de refracción, ambos medidos
respecto a la normal en el punto de incidencia I (ver Figura 4.9).
Desde el punto de vista de los materiales, la caracterización de acuerdo con su interac-
ción con emisiones luminosas, los clasifica principalmente en tres grupos: materiales opa-
cos, traslúcidos y transparentes. Así, en materiales como espejos u objetos muy brillantes
predominan los fenómenos de reflexión. En materiales transparentes y traslúcidos ocurre
reflexión y refracción. En cuerpos completamente oscuros es predominante el fenómeno de
absorción.
A pesar de que la comunidad de Reconstrucción de Superficies se ha centrado en el tra-
tamiento de objetos opacos, objetos de materiales traslúcidos y transparentes, constituyen
recientemente un interés académico en este campo [177, 86, 39].
Las dificultades generadas con el tratamiento de objetos con aberraciones ópticas, pue-
den ser tratadas principalmente de dos formas. En primer lugar, es posible modificar el
proceso de adquisición del objeto, reemplazando elementos como el tipo o forma de la luz
empleada, lo que permitiría contrarrestar las dificultades obtenidas con el esquema están-
dar. Una segunda perspectiva constituye el hecho de tratar posterior al proceso de adquisi-
ción, la reparación de las regiones en las cuales no fue posible obtener una medida fiable,
este enfoque es el denominado llenado de huecos.
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4.3.3. Tratamiento mediante adquisición
El caso más generalizado en la literatura acerca de adquisición de información 3-D de
objetos reales, lo constituye el tratamiento de objetos opacos. Estos objetos no presentan
ningún caso de aberración óptica, por lo que adquirir su geometría es un proceso directo
que puede ser realizado mediante diferentes enfoques [51], a saber; estéreo [55], luz es-
tructurada [9, 125], láser [88, 47, 16]. Sin embargo, trabajos realizados para la adquisición
de objetos no homogéneos pueden clasificarse según la característica principal del material
tratado, es decir, objetos especulares, transparentes y traslúcidos. Para el caso de objetos
con altos índices de reflexión, la dificultad más importante está relacionada con el hecho
de que a causa del fenómeno óptico, las características de la superficie no pueden ser ob-
servadas directamente, debido a que la luz es reflejada fuera de la superficie. La corrección
del rayo incidente y el posicionamiento del dispositivo de captura que obtiene el rayo re-
flejado, es una solución de dominio limitado para estimar la profundidad y la normal de
la superficie. Por lo tanto, la mayoría de las técnicas relacionadas emplean la distorsión de
un patrón conocido para inferir el comportamiento alterado dado por la reflexión [149]. La
técnica Shape-from-Distortion constituye uno de los primeros procedimientos realizados
en este contexto. En [23], se describe una técnica multi-vista que reconstruye puntos de
superficie usando la reflexión de un patrón calibrado en dos diferentes vistas (ver Figura
4.10). Trabajos similares son [151, 76, 23, 162].
Otro grupo de objetos que ha motivado trabajos en el área, está conformado por el gru-
po de objetos traslúcidos. Estos objetos están compuestos por materiales que dejan pasar la
luz fácilmente. En este caso la adquisición de datos mediante las técnicas convencionales
de luz estructurada suele ser compleja, debido a que los haces de luz emitidos son en su
gran mayoría refractados y sólo una pequeña fracción restante es reflejada. Este tipo de
materiales afecta en dos formas el proceso de adquisición; reduciendo drásticamente la re-
lación señal-ruido y desplazando el nivel medido de intensidad máxima de luz a un punto
que no necesariamente concuerda con el punto de incidencia de la luz emitida [39]. Dife-
rentes enfoques han sido propuestos con técnicas variadas: Polarización [39], proyección
de patrones [77, 119], forma desde siluetas [112].
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Figura 4.10: Procedimiento de reconstrucción multi-vista [23].
Según la caracterización del material, Ihrke et al. [86], muestran una clasificación de la
complejidad o la dificultad de la adquisición mediante medios ópticos, siendo los materiales
opacos los menos complejos y los mixtos los más complejos de adquirir (ver Figura 4.11).
4.3.4. Tratamiento como post-proceso
Las técnicas de tratamiento de discontinuidades como una etapa posterior a la recons-
trucción, constituyen las técnicas más comunes de reparación de anomalías de disconti-
nuidad. El principal objetivo de estas técnicas es reconstruir el segmento de información
faltante, generalmente inferida de un análisis de la información obtenida. Es importante
anotar que en algunos escenarios, este problema tiene un gran componente de incertidum-
bre, debido a que no es trivial estimar la precisión del segmento reconstruido. Para medir la
precisión de la información que se generó respecto de la información real se utiliza aspectos
como continuidad o apariencia del segmento. Sin embargo, en el caso en el que el objeto
modelado no constituya un volumen completamente cerrado, la principal característica de
estas técnicas es la necesidad de la intervención del usuario para clasificar las discontinui-
dades entre falsas o reales. Dentro de este proceso podemos identificar dos sub-problemas:
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Figura 4.11: Taxonomía de la complejidad en la adquisición de objetos según su material (
trad. de [86]).
Identificación de Huecos: A pesar de que numerosos trabajos para la corrección de
modelos han sido propuestos, muchos de estos tienen funcionalidad limitada a dominios
particulares. La debilidad más típica se encuentra en asumir que la superficie es cerrada
y no contiene discontinuidades. Sin embargo, los modelos disponibles en la práctica (in-
dustrial) difieren de los modelos académicos en la presencia de huecos y discontinuidades.
En los métodos que contemplan la posibilidad de presencia de huecos, la clasificación de
anomalías reales y falsas, es una etapa del proceso de reparación que requiere asistencia del
usuario, por lo que para algunas aplicaciones como por ejemplo, para el procesamiento de
datos visuales en tiempo real, sería deseable disponer de modelos que permitan hacer esta
clasificación automáticamente. A pesar de que algún intento para la clasificación automá-
tica de anomalías se ha realizado [29], éste es aún débil y limitado. Así, los enfoques más
generales para la identificación de huecos, son aquellos que realizan búsquedas iterativas
sobre los elementos de las mallas para determinar un camino cerrado de elementos límite.
Estos elementos límite son triángulos, cuadriláteros, etc., que poseen una arista que no es
compartida con ningún otro elemento de la malla. Este procedimiento no realiza ningún
proceso de clasificación o selección y únicamente se limita a la identificación de contornos
dentro de la superficie.
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Llenado de Huecos: Diferentes enfoques han sido propuestos en la etapa de genera-
ción de la información faltante o etapa de llenado del hueco. La gran mayoría de trabajos
presentan problemas para reproducir regiones de huecos grandes (comparados con el ta-
maño global del objeto o superficie). En esta perspectiva, la reparación es un problema
con incertidumbre, debido a que las características geométricas al interior del hueco son
desconocidas y no existe información adicional que permita determinar con exactitud el
comportamiento de la superficie en el segmento faltante.
La interpolación constituye el procedimiento general aplicado a la generación de seg-
mentos faltantes. En [108, 75, 99, 37, 142], se encuentran ejemplos de aplicación de inter-
polación para generación del segmento faltante.
4.4. Caracterización de las propiedades de los contornos
de huecos
En dirección hacia un proceso de reparación de discontinuidades, es de interés conocer
si dichas discontinuidades requieren un tratamiento particular de acuerdo con la fuente que
las genero. Esto es, si es posible una caracterización de las discontinuidades de acuerdo a la
fuente generadora. Existen diferentes propiedades que pueden ser analizadas y estudiadas
para realizar una caracterización de las discontinuidades. Estas propiedades pueden ser el
tamaño, la forma, y las características geométricas. Sin embargo, el tamaño y la forma son
características altamente variantes [142], razón por la cual no representan mayor interés en
este estudio. Así, con el objetivo de analizar las características de las propiedades geomé-
tricas que están presentes en las discontinuidades, se trata cada discontinuidad como una
curva cerrada definida a partir de su contorno.
Dado que las discontinuidades frecuentemente generan contornos y estos pueden re-
presentarse como curvas en el espacio 3-D, el interés se centra en estimar las principales
propiedades y analizarlas desde el punto de vista de la geometría diferencial, esto es, desde
las propiedades geométricas como la torsión y la curvatura.
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Geométricamente, la medida de la curvatura indica la tasa de cambio de la curva sobre
un mismo plano. Por el contrario, la medida de la torsión indica el cambio de planos que
realiza la curva en el espacio, es decir, indica el movimiento en el espacio de la curva.
La curvatura, desde la geometría diferencial, es la tasa de giro de la curva. Dado que
la interpretación de tasa de cambio podría ser ambigua y es relativa a la velocidad de mo-
vimiento sobre la curva, ésta es asociada como la tasa de giro de la curva en una unidad
de tiempo constante. Debido a que el vector tangente expresa la dirección de la curva, la
curvatura es también definida como la tasa de variación del vector tangente.
En el plano, si θ es el ángulo entre el vector tangente y el eje x, entonces la curvatura
puede ser definida como:
k =
dθ
ds
(4.3)
donde s es la longitud de arco. Esta longitud mide la distancia entre dos puntos p y q sobre
la curva. Si la curva es r(t) = [x(t),y(t)] podemos estimar su longitud mediante la aproxi-
mación de una línea polinomial P de n puntos P = {p0, p1, . . . , pn : pk = [x(tk),y(tk)] ,∆t =
tk+1− tk}, mediante la expresión:
∑
√(
xk+1− xk
∆t
)2
+
(
yk+1− yk
∆t
)2
∆t (4.4)
si t→ 0
∫ √(dx
dt
)2
+
(
dy
dt
)2
dt (4.5)
y específicamente para un segmento entre puntos [x(t0),y(t0)] y un punto general [x(t),y(t)]
mediante
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s(t) =
t∫
t0
√(
dx
dt
)2
+
(
dy
dt
)2
dt (4.6)
así,
ds(t)
dt
=
√(
dx
dt
)2
+
(
dy
dt
)2
=
∣∣∣∣drdt
∣∣∣∣ (4.7)
de tal forma, que si la curva r es parametrizada mediante s, r(s) = [x(s),y(s)], la Ecuación
4.3 se re-escribe como:
k =
dθ(s)
ds
(4.8)
donde, θ(s) es el ángulo entre la tangente t(s) en el punto [x(s),y(s)].
En forma explícita la curvatura puede expresarse como:
k =
f
′′
(x)
(1+ f ′(x)2)
3
2
(4.9)
Debido a que el estudio de las anomalías generadas en objetos 3-D se reduce al trata-
miento de curvas, estas pueden de igual forma como en el caso bi-dimensional, interpretarse
como la magnitud de la aceleración de una partícula con velocidad unitaria a través de la
curva. Usando la notación de la Ecuación 4.8, donde la curva r es parametrizada mediante
la longitud de arco s, la curvatura se puede expresar como:
k(s) =
∥∥∥r′′(s)∥∥∥ (4.10)
El vector tangente T(s) = r
′
(s) y el vector normal que indica la dirección de la acelera-
ción como:
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Figura 4.12: Vectores y formación del Plano osculador.
N(s) =
T
′
(s)∥∥T′(s)∥∥ (4.11)
El estudio de la torsión de una curva depende del comportamiento del plano osculador.
El plano osculador O es el plano más cercano a la curva en un punto arbitrario p. Este plano
pasa por el punto p y contiene a la tangente T y la normal N de la curva en p (ver Figura
4.12). De un punto a otro a lo largo de una curva, la posición del plano osculador varía en
forma similar a como lo hace la dirección de la tangente y permite caracterizar la curvatura
(ver Figura 4.13).
De forma análoga como con la curvatura, la variación del plano osculador es medida
de acuerdo con la longitud de arco, esto es, si β es el ángulo entre los planos osculadores
en un punto fijo p y un punto muy cercano q, y ∆s es la longitud de arco de p hasta q, la
torsión queda definida por:
τ = lı´m
∆s→0
β
∆s
(4.12)
El signo de la torsión depende del lado de la curva hacia la que gira el plano oscu-
lador, al moverse a lo largo de la curva. Sin embargo, desde la geometría diferencial, las
propiedades de una curva en un punto son aquellas propiedades que dependen de un en-
torno arbitrariamente pequeño, así, las propiedades de este tipo se definen en términos de
derivadas en el punto dado de la ecuación que define la curva y se expresa mediante:
τ =
∣∣∣(r′× r′′) · r′′′∣∣∣∣∣(r′× r′′)∣∣3 (4.13)
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Figura 4.13: Variación del Plano osculador.
4.5. Experimentos y Resultados
Con el objeto de estudiar las propiedades geométricas de los contornos que constitu-
yen anomalías que provienen de diferentes fuentes, y direccionados a identificar si existen
propiedades que permitan realizar una distinción inequívoca, esta sección muestra los re-
sultados obtenidos de la aplicación de un conjunto de estimaciones sobre los contornos
extraídos de una representación triangular de la nube de puntos de diferentes objetos.
El proceso completo inicia desde la selección de objetos cuyos materiales o superficies
poseen propiedades que generan aberraciones ópticas. Este grupo está constituido por la
selección de un conjunto de objetos de material cerámico, hierro pulido y traslúcidos. Adi-
cionalmente, un conjunto de objetos opacos fue seleccionado de tal forma, que se generara
algún tipo de oclusión en la adquisición. Ambos conjuntos constituyen objetos continuos
sin discontinuidades, por lo que este experimento busca determinar la diferencia entre las
discontinuidades que constituyen anomalías.
Posterior a la selección del conjunto de objetos, el proceso de adquisición fue realizado
utilizando un conjunto de datos unificado sin proceso de reparación y la representación
triangular de los puntos censados es utilizada para extraer los diferentes contornos.
Las pruebas fueron realizadas utilizando un computador con procesador de 3.0GHz,
memoria RAM de 4.0GB corriendo bajo el sistema operativo Microsoft Windows 7. Las
implementaciones de los métodos fueron realizadas en C++ y MatLab, dentro de una inter-
faz desarrollada bajo el motor gráfico OpenGL, usado principalmente para la visualización.
Los resultados obtenidos son descritos a continuación.
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4.5.1. Selección y adquisición de objetos
La selección del conjunto de objetos fue realizada teniendo en cuenta que sus materiales
produjeran las diferentes fuentes de generación de anomalías. Como el objetivo principal es
determinar si es posible diferenciar las anomalías causadas por defectos ópticos de aquellas
generadas por oclusión, y para simplificar la complejidad del experimento, la generación de
oclusiones se determinó únicamente para objetos opacos. En la Figura 4.14 y la Figura 4.15,
se muestran algunos objetos del conjunto de prueba y en la Figura 4.16 y la Figura 4.17, se
presentan los resultados del proceso de adquisición. Las imágenes obtenidas corresponden
a un proceso de adquisición bajo las mismas condiciones de escala, calibración y fueron
obtenidas con el sensor Minolta de la Universidad Nacional de Colombia - sede Manizales.
4.5.2. Extracción de contornos
Para obtener cada contorno, inicialmente se necesitó una representación triangular de la
superficie. Diferentes trabajos describen diversas técnicas para la identificación de discon-
tinuidades sobre mallas triangulares [3, 80]. El procedimiento más sencillo y funcional con
gran facilidad de implementación lo constituye el trabajo que se describe en [73]. Allí, una
discontinuidad en la superficie es fácilmente definida como una sucesión de aristas límite.
Una arista límite se define como un borde de un triángulo que no es compartido por ningún
otro triángulo. Es posible obtener sucesiones de arista límite de dos tipos. Las internas,
que generalmente delimitan una frontera interior y son en las que está basado este trabajo
por ser las más frecuentes. Las externas, a su vez, delimita o bien una "isla" dentro de una
discontinuidad, o bien define los límites de una superficie como se muestra en la Figura
4.18.
Dada una representación triangular T = {t1, t2, . . . , tn} de n elementos con vértices
vk = {v1k ,v2k ,v3k}, y aristas ak = v1kv2k ,v2kv3k ,v3kv1k . Inicialmente, el algoritmo toma un triángu-
lo semilla tk ubicado en cualquier parte de la malla triangular, y realiza la búsqueda en toda
la malla hasta que se encuentra un triángulo límite, a partir del cual se inicia una búsqueda
recursiva para encontrar un camino cerrado de triángulos límites adyacentes. Esta búsqueda
se realiza mediante la determinación de por lo menos uno de los tres bordes o arista de un
triángulo límite, si es una arista límite, se realiza posteriormente una búsqueda de aristas
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(a) (b)
(c) (d)
(e) (f)
Figura 4.14: Objetos traslúcidos y brillantes.
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(a) (b)
(c) (d)
Figura 4.15: Conjunto de objetos opacos.
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(a) (b)
(c) (d)
(e) (f)
Figura 4.16: Objetos traslúcidos y brillantes.
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(a) (b)
(c) (d)
Figura 4.17: Conjunto de objetos opacos.
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Figura 4.18: Diferentes tipos de bordes.
Algoritmo 4.1 Algoritmo para la detección de discontinuidades.
1: for all t ∈ T do
2: if es_limite(t) == true then
3: seleccione una arista a = (vi,v j) ∈ t
4: seleccione un vértice vk ∈ a
5: marcar t como visitado
6: seleccione un triángulo limite r tal que vk ∈ r
7: while r 6= t do
8: seleccione una arista a = (vi,v j) ∈ r
9: seleccione un vértice vk ∈ a
10: marcar r como visitado
11: seleccione un triángulo limite r tal que vk ∈ r
12: end while
13: end if
14: end for
límite adyacente a cada triángulo que comparta algunos de esos vértices. El algoritmo es
iterativo y termina el ciclo hasta que se encuentra nuevamente el triángulo inicial. Dado
lo anterior, se considera que se ha encontrado un camino cerrado que denota una discon-
tinuidad. Cada triángulo y aristas límite son marcados para no repetirlos nuevamente en
posteriores búsquedas. Estos pasos se realizan para cada triángulo límite que no ha sido
marcado, hasta que no existan triángulos límite no marcados. Este procedimiento puede
verse en el Algoritmo 4.1, y un ejemplo del contorno para una anomalía falsa y una real,
son mostrados en la Figura 4.19a y la Figura 4.19b, respectivamente.
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(a) (b)
Figura 4.19: Ejemplos de contornos extraídos.
Figura 4.20: Aproximación de la curva de contorno mediante curvas de Bézier y puntos
sobre los cuales se estiman las medidas geométricas.
4.5.3. Estimación de medidas geométricas
Para estimar cada una de las medidas geométricas asociadas a la curva de contorno,
y dado que se tiene únicamente un conjunto de vértices, fue necesario ajustar una curva
paramétrica que describiera localmente el contorno. Para obtener una ecuación del conjunto
de aristas, éstas se aproximaron mediante curvas de Bézier. La aproximación por curvas de
Bézier fue realizada por tramos (ver Figura 4.20), lo que permite disminuir el error por
el excesivo nivel de suavizado que estas aproximaciones incorporan. De tal forma, que se
garantiza que la ecuación de la función que describe la curva es diferenciable, hasta por lo
menos en tercer grado, lo que permite hallar estimaciones de la curvatura y la torsión.
Las curvas paramétricas de Bézier son definidas de forma general como:
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Cb(t) =
n
∑
i=0
piBi,n(t) (4.14)
donde, B representa los polinomios de Berstein de tercer grado definidos así:
B0,3 = (1− x)3 (4.15)
B1,3 = 3x(1− x)2 (4.16)
B2,3 = 3x2(1− x) (4.17)
B3,3 = x3 (4.18)
Una vez obtenida las ecuaciones de los segmentos de la curva, la curvatura y la torsión
fueron evaluadas en cada contorno. Dado que estas medidas son puntuales, para cada con-
torno Ci se obtuvieron ni estimaciones. Donde ni corresponde a el número de vértices que
forma cada contorno. Para cada contorno se tomó el promedio de estas estimaciones.
La Tabla 4.1 y la Tabla 4.2, muestran para cada contorno, los promedios obtenidos de las
estimaciones de las medidas geométricas de cada uno de los vértices. Esto se realizó sobre
un conjunto de 30 contornos de objetos brillantes y 30 contornos de objetos opacos, para
la curvatura y torsión, respectivamente. Gráficamente, los resultados pueden observarse en
la Figura 4.21a y la Figura 4.21b.
En la Figura 4.22 y la Figura 4.23, se muestran los histogramas y los diagramas de
cajas de los datos obtenidos para curvatura y torsión, respectivamente. Adicionalmente, las
estadísticas de los datos se muestran en la Tabla 4.3.
Los diagramas de cajas de la Figura 4.23a, muestra que al menos el 95% de las medi-
ciones de las curvaturas sobre los objetos brillantes y opacos comparten el rango numérico
en la medida de la curvatura. Adicionalmente, las medias de 0,3366 y 0,3377 son muy si-
milares debido a que su diferencia relativa es inferior al 1%. En el mismo sentido, al menos
el 95% de la torsión medida en objetos opacos comparte el rango numérico de la torsión
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Objetos Brillantes Objetos Opacos
0,32 0,19336
0,235 0,19421
0,425 0,14632
0,36 0,5593
0,4566 0,20265
0,214 0,651
0,325 0,56
0,341 0,202
0,214 0,4381
0,236 0,56
0,258 0,228
0,365 0,23
0,452 0,185
0,512 0,163
0,122 0,507
0,141 0,161
0,3652 0,232
0,215 0,57
0,362 0,26
0,421 0,331
0,523 0,236
0,125 0,132
0,415 0,4187
0,365 0,694
0,325 0,4115
0,451 0,325
0,5213 0,241
0,4125 0,451
0,3652 0,325
0,2541 0,324
Tabla 4.1: Valores promedio de curvatura estimados para ambos grupos de objetos.
CAPÍTULO 4. CARACTERIZACIÓN DE LAS ANOMALÍAS 79
Objetos Brillantes Objetos Opacos
0,000095 0,000228
0,000348 0,000528
0,000277 0,000157
0,000077 0,000261
0,000062 0,000026
0,000169 0,00009
0,000338 0,0002
0,000035 0,000101
0,000274 0,00012
0,000032 0,000045
0,000773 0,000082
0,000671 0,000168
0,000641 0,000155
0,00044 0,000096
0,000021 0,001253
0,000345 0,000712
0,00018 0,000518
0,000549 0,000332
0,00022 0,000104
0,000999 0,000715
0,0003273 0,000111
0,0003 0,000024
0,000119 0,000074
0,000778 0,000083
0,000532 0,000085
0,000561 0,000158
0,000494 0,0007107
0,000188 0,000545
0,00026 0,000268
0,000125 0,000168
Tabla 4.2: Valores promedio de torsión estimados para ambos grupos de objetos.
CAPÍTULO 4. CARACTERIZACIÓN DE LAS ANOMALÍAS 80
Curvatura Torsión
Brillantes Opacos Brillantes Opacos
Rango 0.4010 0.5620 0.00097 0.00122
Promedio 0.3366 0.3377 0.00034 0.00027
Desviación Estándar 0.1144 0.1654 0.00025 0.00028
Tabla 4.3: Estadísticas de datos para curvatura y torsión.
estimada en objetos brillantes (ver Figura 4.23b). Sin embargo, para el caso de la torsión,
es mayor la diferencia relativa de los promedios 0,00034 y 0,00027, con un valor de 20%,
con presencia de varianza similares.
Las curvas de la Figura 4.21, muestran que el comportamiento de los valores numéricos
de la curvatura y la torsión se encuentran en rangos similares. Es posible notar una variación
en las distribuciones de ambos grupos de cada medida, como se muestra en la Figura 4.22.
El análisis de las gráficas de histogramas muestra que las distribuciones de los datos es
asimétrica, por lo tanto, no es posible asumir normalidad. Adicionalmente, el rango medio
correspondiente a las observaciones procedentes de conjunto de objetos brillantes, tanto
para curvatura como para torsión es ligeramente mayor al rango medio correspondiente a
las observaciones del conjunto de objetos opacos. Siendo más evidente esta diferencia en
el caso de las torsiones.
De acuerdo con lo anterior, no es posible considerar a las medidas geométricas de los
datos como un atributo de diferenciación inequívoco entre las dos fuentes de anomalías
consideradas.
4.5.4. Conclusiones
Las anomalías presentes en las imágenes de rango adquiridas para reproducir la geome-
tría 3-D de objetos reales, provienen de diferentes elementos que componen el escenario
general de la reconstrucción. Las propiedades físicas de los objetos, el sistema de adqui-
sición y el proceso mismo, son elementos que contienen diferentes fuentes generadoras
de anomalías. En el caso específico de las anomalías relacionadas con ausencia de infor-
mación, las propiedades ópticas del material y la geometría misma del objeto que impone
limitaciones a los sistemas de adquisición, son las fuentes principales de generación de
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(a) Comportamiento del promedio de la curvatura para los conjuntos de objetos
brillantes y opacos.
(b) Comportamiento del promedio de la torsión para los conjuntos de objetos bri-
llantes y opacos.
Figura 4.21: Comportamiento del promedio de las estimaciones de torsión y curvatura.
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(a) Histograma de la distribución de la estimación de la curvatura.
(b) Histograma de la distribución de la estimación de la torsión.
Figura 4.22: Histograma del promedio de las medidas.
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(a)
(b)
Figura 4.23: Diagramas de cajas y bigotes, a) curvatura y b)torsión.
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este tipo de anomalías. A pesar de que las fuentes son diferentes, el efecto producido es
similar; en ambos escenarios, segmentos de tamaño variable de la superficie no logran ser
representados digitalmente, ocasionando discontinuidades artificiales.
Este capítulo muestra experimentalmente, el comportamiento de las estimaciones de
curvatura y torsión para modelos 3D clasificados en dos grupos, objetos brillantes y objetos
opacos. El experimento consistió en seleccionar un conjunto de objetos cuyos materiales
y geometrías permitieran generar anomalías de cada tipo. En total se obtuvo un conjunto
de 30 contornos tanto para el grupo de objetos brillantes, como para el grupo de objetos
opacos. Posteriormente, a cada conjunto se les estimó la curvatura promedio y la torsión
promedio en cada uno de los contornos, esto debido a que la curvatura y la torsión son me-
didas obtenidas en cada vértice que compone el contorno. La idea principal está basada en
observar el comportamiento del valor estimado de estas características para determinar si
constituyen características que permiten discriminar estas anomalías. La discriminación es
importante debido a que el tratamiento de discontinuidades podría sugerir un tratamiento
independiente de éstas de acuerdo a su fuente. Las oclusiones, reflexiones y refracciones,
fueron tomadas como fuentes generadoras y organizadas en dos grupos: anomalías genera-
das por oclusiones y anomalías causadas por refracciones y reflexiones.
Los rangos de los valores de ambas características muestran que comparten intervalos
numéricos, es decir que la curvatura y la torsión de discontinuidades producidas por defec-
tos ópticos y por oclusiones se encuentran en rango numéricos similares. Lo que dificulta
la discriminación tomando solo la estimación de las características. Sin embargo, de acuer-
do a los datos obtenidos, existe evidencia que sugiere que la distribución de los grupos es
diferente. Este hecho permite asumir que es posible, tomando en cuenta esta característica,
la construcción de un clasificador más complejo que sólo el valor numérico.
Lo anterior, sugiere que dado que no es posible diferenciar geométricamente estas ano-
malías, ambas pueden ser tratadas de igual forma sin diferenciar su fuente, debido a que
geométricamente sus contornos se curvan y se tuercen en el espacio tridimensional de ma-
nera similar.
Capítulo 5
Medida de Irregularidad del Contorno
El proceso de reconstrucción de formas requiere estimar una representación matemática
de la geometría, utilizando un conjunto de mediciones realizadas sobre un objeto [46].
Puesto que no existe un sensor ideal que no altere las muestras obtenidas, el proceso debe
tratar con la influencia de las alteraciones generadas por éste, para generar modelos con el
mayor nivel de precisión posible.
En contexto, existen muchos inconvenientes de medición en la etapa de adquisición:
características topológicas de los objetos, estructura del sensor, propiedades físicas de los
materiales del objeto, condiciones de iluminación, entre otras. Estas insuficiencias repre-
sentan las principales fuentes de generación de anomalías, que deben ser reparadas para
permitir crear un modelo digital válido [99].
En el Capítulo 4, se estableció un modelo de caracterización de anomalías que las clasi-
fica dentro de tres tipos diferentes: ruido, huecos o discontinuidades artificiales y redundan-
cia. Típicamente, estas anomalías son reparadas en una fase que se denomina Integración
[170]. Aunque es importante anotar que en la mayoría de los casos el ruido es tratado co-
mo un problema sólo en las fases finales de ajuste de superficies y es contrarestado con
operadores de suavidad incorporados en los modelos matemáticos utilizados. A pesar de
esto, cualquiera que sea el tipo de anomalía, el proceso de corregirla corresponde a una
amplia área de estudio, con muchas técnicas propuestas. Sin embargo, corregir una ano-
malía es aún considerado un problema abierto dentro de la comunidad de visión y gráficos
por computador. La dificultad radica, en algunos casos, en el hecho de que la fuente exacta
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de la naturaleza de la anomalía es indeterminada o desconocida, como en el caso particu-
lar de estimar con precisión la función de distribución del ruido [158] , o su modelado es
complejo y no tiene una única solución, como por ejemplo, la selección de un segmento de
superficie para el llenado de huecos.
En el contexto del tratamiento de anomalías causadas por ausencia de informa-
ción, los métodos clásicos de reconstrucción necesitan aplicar un procedimiento de post-
procesamiento seguido a la fase final del ajuste de la superficie. Esta necesidad surge prin-
cipalmente debido a que existe una limitación en la diferenciación de la naturaleza de la
discontinuidad, esto es, si la discontinuidad pertenece o no a la superficie real (ver Figura
5.1), lo que hace necesario la asistencia de un usuario. Lo anterior, debido a que es po-
sible que en el modelo representado con los datos previamente al proceso de ajuste, se
presenten discontinuidades que son ocasionadas, bien porque existan en el modelo real o
porque alguna fuente externa las generó. Si existen en el modelo real son denominadas
falsas anomalías, de lo contrario son denominadas verdaderas anomalías.
Una de las características más deseables en los métodos de reconstrucción de superfi-
cies es la habilidad de llenar huecos o de completar regiones no medidas. La falta real de
información, es decir, la que genera verdaderas anomalías, es causada principalmente por
las propiedades reflexivas del material o por problemas de oclusión en regiones inaccesibles
para el sensor.
La naturaleza de los métodos utilizados presentes en la literatura para la corrección
de este tipo de anomalía permite clasificarlos en dos grupos: Correcciones explícitas y
correcciones implícitas.
Los métodos de corrección implícita son aquellos métodos que realizan la corrección de
las discontinuidades durante la fase de ajuste, por medio de una reconstrucción global. Esto
es, las discontinuidades son corregidas al estimar una representación volumétricamente
cerrada del objeto [46, 35, 56, 33]. Este enfoque tiene dos desventajas: Primero, no permite
mantener o representar huecos presentes en el modelo real, es decir, aquellos pertenecientes
al objeto, y segundo, la calidad de la porción generada depende de la técnica utilizada
y no del análisis de la geometría intrínseca del objeto. Adicionalmente, la corrección de
estas anomalías es aún limitada a casos particulares cuando los objetos son cerrados. Sin
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(a) (b)
(c) (d)
(e)
Figura 5.1: Ejemplos de discontinuidades en superficies, a-b) discontinuidades reales, c)
discontinuidades falsas.
CAPÍTULO 5. MEDIDA DE IRREGULARIDAD DEL CONTORNO 88
Figura 5.2: Procedimiento general de corrección explícita.
embargo, al asumir la superficie completamente cerrada y continua, estas técnicas producen
soluciones visualmente apropiadas [34].
Por el contrario, los métodos de corrección explícitos cuentan con un procedimiento
para la detección de las discontinuidades, lo que les permite enfocarse en características
locales y excluir el resto de la superficie del cómputo utilizado para hallar la solución en
una etapa posterior denominada llenado de huecos. De hecho, este tipo de método suele
ser apropiado al tratar con conjuntos de datos de tamaño considerable, dado que su poca
carga computacional comparada con los métodos implícitos, permite mayor versatilidad.
Trabajos realizados bajo esta perspectiva se encuentran en [50, 173, 108, 176, 99, 37]. En
la Figura 5.2, se describe el esquema general de corrección de anomalías de acuerdo con el
modelo explícito.
Detección: En la detección de huecos fundamentalmente se busca la identificación de
los contornos que definen las discontinuidades, estos procedimientos principalmente di-
señados para operar sobre estructuras triangulares, definen una discontinuidad como una
sucesión de bordes de tipo frontera [108], realizando una búsqueda iterativa sobre la malla
hasta encontrar caminos cerrados que se marcan como contornos. Es importante anotar que
una restricción del modelo es que las mallas deben ser construidas consistentemente sin la
presencia de triángulos o bordes auto interceptados.
Llenado de huecos: Este procedimiento es aplicado de forma posterior al proceso de
identificación. Con cada contorno obtenido, el procedimiento de llenado de huecos inicia
con la generación de segmentos de superficie [48, 58, 50, 173, 108, 91, 18, 135, 13, 29, 75,
28, 176, 37].
La mayor debilidad de los métodos propuestos la constituye el hecho de que no se reali-
za una discriminación acerca de la naturaleza de la anomalía. En los métodos de reparación
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Figura 5.3: Esquema general de corrección propuesto.
implícita, las anomalías son reparadas en su totalidad, lo que indica que están limitadas
a objetos completamente cerrados. En los métodos de reparación explícita, se requiere la
intervención de un usuario para seleccionar los contornos identificados que pertenezcan o
no a una discontinuidad reparable.
Para disminuir la necesidad del requerimiento de la intervención de un usuario para esta
selección, el modelo propuesto en esta investigación incluye una etapa adicional al expuesto
en la Figura 5.2. Esta etapa denominada clasificación tiene como objetivo la automatización
del proceso de selección (ver Figura 5.3). Para elaborar una propuesta orientada hacia la
discriminación semiautomática, es necesario definir una medida que permita hacer dicha
discriminación. En el capítulo anterior se demostró que las diversas fuentes que generan
este tipo de anomalía, no incorporan variaciones sustanciales en las principales medidas de
la geometría diferencial.
En este capítulo se propone una medida para la caracterización robusta de huecos en
modelos 3-D. Esta medida intenta caracterizar huecos por medio de la medición de caracte-
rísticas geométricas. La hipótesis está basada en una definición ampliamente aceptada [17]:
los objetos de forma libre son suaves, excepto en regiones que representen detalles geomé-
tricos específicos. Por consiguiente, si no hay ningún problema en la etapa de adquisición,
un contorno de una anomalía falsa no tendría grandes variaciones geométricas. Por el con-
trario, si presenta grandes variaciones esta puede ser causada por problemas en la etapa de
adquisición y constituye una anomalía a ser reparada. Así, si existieran problemas en el
proceso de adquisición entonces los datos son alterados introduciendo distorsiones que no
deben ser iguales para los segmentos que definen la anomalía. Esto es, los problemas de
adquisición introducen algún nivel de “distorsión del contorno”. La caracterización de cada
anomalía se basa en la cuantificación de esa distorsión, la cual para este caso particular es
aproximada por la cuantificación de la entropía en la geometría de la frontera.
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5.1. Clasificación de anomalías
El principal problema de la reparación automática de huecos es diferenciar si la dis-
continuidad pertenece o no al objeto. La distribución de los puntos de los vértices sobre
la superficie no es uniforme, por lo tanto, para cuantificar una medida que permita dicha
discriminación, esta debe ser robusta bajo diferentes distribuciones de puntos.
Para discriminar las anomalías es posible utilizar las métricas de curvatura y torsión.
Sin embargo, éstas por si solas presentan dificultades. La curvatura presenta el problema
de tener una escala abierta y ser sensible a transformaciones geométricas básicas como
la escala. En lo referente a la torsión, ésta es invariante antes rotaciones, traslaciones e
incluso al escalado. Sin embargo, su mayor limitación se centra en el hecho de que en
regiones planas ésta es indeterminada [28, 144, 147].
La hipótesis principal usada para la clasificación, está centrada en la regularidad del
contorno, visualmente las discontinuidades causadas como limitación del proceso, presen-
tan mayores variaciones en su contorno frente a las discontinuidades presentes en el objeto.
Adicionalmente, las variaciones de superficie alrededor del contorno también se tienen en
cuenta. Por lo anterior, y con el objeto de obtener una estimación precisa de la irregularidad
de una discontinuidad, se propone una medida que mide las características geométricas más
importantes desde dos perspectivas: la irregularidad de la superficie alrededor del hueco
(medida de irregularidad del contexto), y la irregularidad de la curva del contorno medida
desde la entropía de la curvatura y la torsión (medida de irregularidad del contorno). Un
resumen general del método es mostrado en la Figura 5.4.
5.2. Medida de la irregularidad del contexto del hueco
En esta investigación, para medir la irregularidad del contexto se utilizó el Índice de
Forma (ver Figura 5.5), propuesta por Koenderink et al. en [95]. Esta métrica generaliza la
forma de la región dada, basada en las estimaciones de las curvaturas principales derivadas
del análisis local de vecindad de una región dada. La principal ventaja de esta métrica es
que permite una clasificación de acuerdo con las características locales de un punto dado,
siendo esta estimación invariante ante la escala.
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Figura 5.4: Diagrama del proceso de clasificación de las discontinuidades.
Figura 5.5: Nueve categorías obtenidas del índice de forma [95].
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Para realizar esta estimación dentro del contexto de la detección de la anomalía, inicia-
mos con cada contorno identificado y seleccionamos un vecindario radial a cada vértice del
contorno (ver Figura 5.6). Este conjunto de puntos unificados permite realizar un análisis
de agrupamiento de puntos. Este agrupamiento está guiado por la estimación de la variabi-
lidad de la curvatura alrededor del hueco. La curvatura en cada punto de la superficie está
aproximada mediante una descomposición espectral de la matriz de co-varianza estimada
sobre un vecindario local, de modo que la matriz de co-varianza mc para un punto p es
dada por [129]:
mc =
1
n−1
n
∑
i=1
(pi− p)(pi− p)T (5.1)
donde n es el tamaño del vecindario Vp = {pi1 , . . . , pin}de p, y p es el centroide de cada
cluster (Vp), el cual se define como sigue:
p =
1
n
n
∑
i=1
pi (5.2)
La estimación de la curvatura se aproxima por la ecuación 5.3:
c =
λ0
λ0+λ1+λ2
(5.3)
Nótese que el eigenvector asociado con λ0 indica la dirección de la menor variación de
los datos, por lo tanto, ayuda a aproximar el vector normal de la superficie en el punto p,
de esta manera, c indica cuantitativamente la variación en la superficie del plano tangente
y constituye una medida de la variación de la superficie. El procedimiento puede verse en
el Algoritmo 5.1.
Una vez la aproximación de la curvatura es obtenida, el siguiente paso es calcular el
agrupamiento de las superficies, de esta manera, la varianza de cada cluster no excede un
umbral β establecido. La descripción general de este procedimiento es presentada en el
Algoritmo 5.2 y un ejemplo de la aplicación de éste alrededor de un contorno se muestra
en la Figura 5.7.
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Algoritmo 5.1 Estimación de curvatura por puntos.
1: for all pk tal que pk ∈ P do
2: Vpk = estimar vecindario(pk)
3: pk = 1n ∑
n
i=1 pi ∈Vpk
4: compute mc = 1n−1 ∑
n
i=1(pi− pk)(pi− pk)T
5: [λ0,λ1,λ2] = resolver(mc)
6: cpk =
λ0
λ0+λ1+λ2
7: end for
(a) (b) (c)
Figura 5.6: Selección del vecindario del contorno, a) contorno, b) esferas alrededor de cada
vértice y c) vecindario del contorno.
Algoritmo 5.2 Agrupamiento del entorno.
Require: Vci
1: g = 0
2: n = tamaño de Vci
3: for i = 0 to n do
4: if pi /∈ clusterk then
5: añadir(pi,clusterg)
6: repeat
7: estimar Ccg centroide de clusterg
8: buscar el cercano disponible pk de Ccg
9: añadir(pk,clusterg)
10: marcar pk como no disponible
11: until varclusterg > β
12: g=g+1
13: end if
14: end for
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Figura 5.7: Resultados del agrupamiento del contorno.
Con cada cluster estimado, el procedimiento de obtención de la forma es directo. El
índice de forma [95], es una medida que describe la estructura de segundo orden de la su-
perficie en el vecindario de cualquiera de sus puntos y es calculado de la siguiente manera:
s =
2
pi
arctan
k2+ k1
k2− k1 (5.4)
donde, k1 > k2 son las curvaturas principales, y s ∈ [−1,+1], excepto para la región plana
que tiene un índice de forma indeterminado. Finalmente, para obtener una descripción glo-
bal del contorno del hueco, un índice de forma promedio del clúster es estimado. Debido
al hecho de que el índice de forma es una medida local, el promedio de las estimaciones de
cada grupo constituye una aproximación a la forma general del contexto del contorno (ver
Figura 5.8). Así, el promedio del índice de forma estimado sobre todos los clúster i , es el
siguiente:
SI =
1
N
n
∑
i=1
pisi (5.5)
donde, si es el índice de forma del cluster ci, y ci ∈ C es el conjunto de K clusters. El
conjunto de puntos de tamaño N = p1 + · · ·+ pk, tal que pi es la cantidad de puntos del
cluster i. En general, esto corresponde a un índice de forma promedio ponderado por la
cantidad de puntos en cada cluster.
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Figura 5.8: Selección de puntos para la estimación del índice de forma.
5.3. Medida de la Irregularidad del Contorno
En este paso el interés se centra en medir las características geométricas de la curva del
contorno, esto es, la curvatura y la torsión. El objetivo de estas estimaciones es cuantificar
su irregularidad por medio de la incertidumbre utilizando la medida de la entropía.
Medida de la Entropía de la Torsión del Contorno: Las dos características principales
de una curva son su curvatura y su torsión; estas permiten medir como una curva se dobla
en el espacio 3-D, por lo tanto, constituye una característica particular de la curva. En esta
investigación, se asume que las curvas del contorno en objetos suaves sin problemas de
adquisición también son suaves.
Las variaciones geométricas del contorno dan una medida de la irregularidad. Sin em-
bargo, estimar el valor preciso de la torsión de una curva definida por una aproximación
lineal por pedazos a través de una colección finita de puntos ordenados {pi}, no es una
tarea trivial desde que el ruido esté presente.
Con el fin de aproximarse a una correcta clasificación de las curvas del contorno, se
utiliza la medida de torsión. Para una curva en el espacio la torsión es definida por B′(s) =
τ(s)N(s) donde N(s) = r′′/‖r′′(s)‖ es el vector normal, s es la longitud de arco desde
una posición específica r(t0) dada por una curva paramétrica r, hasta una posición cercana
r(t1) y definida por s(t1) =
∫ t1
t0 ‖r′(u)‖du (ver Figura 5.9). Para una longitud de arco no
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Figura 5.9: vector normal, vector tangente y plano osculador.
Figura 5.10: Curva de mínimos cuadrados ponderados.
parametrizada r(t), τ(s) es estimada de este modo:
τ(s) =−(r
′× r′′).r′′′
‖r′× r′′‖2 (5.6)
Para estimar la torsión se adopta un enfoque de mínimos cuadrados ponderados y una
aproximación local de la longitud de arco [107, 101, 123]. Se considera un conjunto de
muestras {pi} desde una curva en el espacio. El cálculo de las derivadas de r en p0 , es
realizado con un subconjunto de puntos P de tamaño 2q+ 1 puntos, tal que (ver Figura
5.10). el procedimiento de obtencion de sucadenas es descrito en el Algoritmo 5.3.
P = {p−q, p−q+1, . . . , pq} (5.7)
Luego la curva paramétrica (X̂(s),Ŷ (s), Ẑ(s)) es ajustada localmente, asumiendo que
p0 = r0 y un valor de la longitud de arco si asociado a las muestras de pi:
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Algoritmo 5.3 Obtención de subconjuntos.
Require: pointset {vertices de un contorno}
Require: q > 0 {tamaño de la subcadena 2q+1}
1: lenght = size(pointset)
2: for i=1 to lenght do
3: c = 1
4: for k = −q to q do
5: if k < 0 then
6: if (i−q) <= 0 then
7: I = (lenght+(i−1))−abs(k)+1
8: else
9: I = i+ k
10: end if
11: else
12: if i+ k > lenght then
13: I = i+ k− lenght
14: else
15: I = i+ k
16: end if
17: end if
18: I = mod(I, lenght+1)
19: if I == 0 then
20: I = I+1
21: end if
22: sub_set(c) = pointset(I)
23: c = c+1
24: end for
25: obtener torsion y vectores para la secuencia de vertices sub_set
26: end for
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x̂(s) = x0+ x′0 · si+ 12x
′′
0 · s2i +
1
6
x′′′0 · s3i (5.8)
ŷ(s) = y0+ y′0 · si+
1
2
y′′0 · s2i +
1
6
x′′′0 · s3i (5.9)
ẑ(s) = z0+ z′0 · si+
1
2
z′′0 · s2i +
1
6
z′′′0 · s3i (5.10)
Tomando las coordenadas x̂, las derivadas x′0,x
′′
0,x
′′′
0 son obtenidas minimizando [32]:
Ex(x′0,x
′′
0,x
′′′
0 ) =
q
∑
i−q
wi(xi− x′0si−
1
2
x′′0(si)
2− 1
6
x′′′0 (si)
3)2 (5.11)
donde wi = 1, si = ∑1−1k=0 ‖pk− pk+1‖, pi ∈ R3.
Un enfoque similar es utilizado para estimar las derivadas de x y y obteniendo los si-
guientes vectores:
Y=

y′0
y′′0
y′′′0
Z=

z′0
z′′0
z′′′0
 (5.12)
Del sistema de ecuaciones: 
A ·X=B
A ·Y= B
A ·Z= B
(5.13)
tenemos: 
a1 a2 a4
a2 a3 a5
a4 a5 a6
 ·

x′0 y
′
0 z
′
0
x′′0 y
′′
0 z
′′
0
x′′′0 y
′′′
0 z
′′′
0
=

bx,1 by,1 bz,1
bx,2 by,2 bz,2
bx,3 by,3 bz,3
 (5.14)
los valores ai y bx,i son definidos como sigue:
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a1 = ∑
q
i=−q wis
2
i a2 =
1
2 ∑
q
i=−q wis
3
i a3 =
1
4 ∑
q
i=−q wis
4
i
a4 = 16 ∑
q
i=−q wis
4
i a5 =
1
12 ∑
q
i=−q wis
5
i a6 =
1
36 ∑
q
i=−q wis
6
i
(5.15)
bx,1 = ∑
q
i=−q wisixi bx,2 =
1
2 ∑
q
i=−q wis
2
i xi bx,3 =
1
4 ∑
q
i=−q wis
3
i xi
by,1 = ∑
q
i=−q wisiyi by,2 =
1
2 ∑
q
i=−q wis
2
i yi by,3 =
1
4 ∑
q
i=−q wis
3
i yi
bz,1 = ∑
q
i=−q wisizi bz,2 =
1
2 ∑
q
i=−q wis
2
i zi bz,3 =
1
4 ∑
q
i=−q wis
3
i zi
(5.16)
Finalmente, se define:
r′0 =

x′0
y′0
z′0
 r′′0 =

x′′0
y′′0
z′′0
 r′′′0 =

x′′′0
y′′′0
z′′′0
 (5.17)
El cálculo de τ(s) es sencillo y se realiza de la siguiente manera, como se describe en
el Algoritmo 5.4:
τ(s) =−(r
′
0× r′′0) · r′′′0∥∥r′′0 × r′′0∥∥2 (5.18)
Debido a su naturaleza, el problema de la caracterización de los huecos sugiere solu-
ciones basadas en inferencia, ya que necesita un proceso de elaboración de conclusiones
a partir de información disponible; la cual es parcial, insuficiente y no permite alcanzar
una solución inequívoca, óptima y única. Entonces, es necesario hacer inferencias desde la
información disponible asumiendo que es ruidosa. Específicamente, el tópico de caracteri-
zación de huecos constituye un ejemplo altamente ambiguo para tomar decisiones, debido
a que hay muchas configuraciones posibles del contorno irregular. Ambos aspectos, ruido
y ambigüedad implican tomar la incertidumbre en cuenta.
El camino adecuado para tratar con la presencia de incertidumbre relacionado con la
carencia de información, es introducir suposiciones sobre el dominio del problema o cono-
cimiento a priori sobre los datos, por medio de la noción de grados de confianza. Esto puede
ser manejado utilizando las reglas clásicas del cálculo de probabilidades. Las reglas de la
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Algoritmo 5.4 Estimación de la aproximación local de la curva.
Require: index {Índice del punto sobre el cual se calcula la torsión}
Require: x = 1, y = 2 y z = 3
1: for i=−q to q do
2: I = index+ i
3: a(1) = a(1)+(w(I)∗ s(I)2)
4: a(2) = a(2)+(w(I)∗ s(I)3)
5: a(3) = a(3)+(w(I)∗ s(I)4)
6: a(4) = a(4)+(w(I)∗ s(I)4)
7: a(5) = a(5)+(w(I)∗ s(I)5)
8: a(6) = a(6)+(w(I)∗ s(I)6)
9: end for
10: a(2) = 12 ∗a(2)
11: a(3) = 14 ∗a(3)
12: a(4) = 16 ∗a(4)
13: a(5) = 112 ∗a(5)
14: a(6) = 136 ∗a(6)
15: for i=−q to q do
16: I = index+ i
17: b(x,1) = b(x,1)+(w(I)∗ s(I)∗ points(I).x)
18: b(x,2) = b(x,2)+ 12 ∗ (w(I)∗ s(I)2 ∗ points(I).x)
19: b(x,3) = b(x,3)+ 16 ∗ (w(I)∗ s(I)3 ∗ points(I).x)
20: b(y,1) = b(y,1)+(w(I)∗ s(I)∗ points(I).y)
21: b(y,2) = b(y,2)+ 12 ∗ (w(I)∗ s(I)2 ∗ points(I).y)
22: b(y,3) = b(y,3)+ 16 ∗ (w(I)∗ s(I)3 ∗ points(I).y)
23: b(z,1) = b(z,1)+(w(I)∗ s(I)∗ points(I).z)
24: b(z,2) = b(z,2)+ 12 ∗ (w(I)∗ s(I)2 ∗ points(I).z)
25: b(z,3) = b(z,3)+ 16 ∗ (w(I)∗ s(I)3 ∗ points(I).z)
26: end for
27: configurar matriz A
28: configurar matriz B
29: r = AB { r contiene r
′
0, r
′′
0 y r
′′′
0 }
30: estime τ(s) =− (r′0×r′′0 )·r′′′0‖r′′0×r′′0‖2
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teoría de probabilidades permiten asignar probabilidades a algunas proposiciones “com-
plejas” sobre la base de las probabilidades que han sido asignadas previamente a otras
proposiciones elementales. Sin embargo, con el fin de estimar una medida para caracterizar
contornos, no es de interés sólo la estimación de probabilidades sobre una característica
geométrica, si no también su variabilidad. Una alta variabilidad puede ser medida por me-
dio de la entropía. En este trabajo se utiliza específicamente entropía condicional.
Dadas dos variables x y y, la cantidad Sx|y que mide la cantidad de incertidumbre sobre
una variable x cuando se tiene alguna información sobre otra variable y, es entropía con-
dicional [36]. Ésta es obtenida calculando la entropía de x , como si el valor preciso de y
fuera conocido y tomando la media de los posibles valores de y, Así:
Sx|y =−∑
y
py∑
x
px|y log(px|y) (5.19)
de forma similar,
Sx|y =−∑ pxy log(px|y) (5.20)
Dada una secuencia de n puntos P : {pi} ∈ R3, que forman el conjunto de vértices de
un contorno de una discontinuidad que define una anomalía, ordenados de tal forma que
(pi, pi+1) definen una arista del contorno. Sea ϕ un conjunto de n características geométri-
cas asociadas a cada punto i de P. Se categorizan los elementos ϕi dentro de r categorías
obtenidos del intervalo [ϕmin,ϕmax], obteniendo una secuencia Sϕ = {ϕ ′1, . . . ,ϕ
′
n}, tal que
ϕ ’i es la categoría del elemento ϕi. Se define la entropía de Sϕ como la suma de todas
la entropías de una categoría dado un conjunto precedente ψi de l categorías ϕ
′
i , tal que
ψi : {ϕ ′k : i− l− 1 < k < i− 1}. La certeza, o en forma inversa la incertidumbre de todos
los ϕ ′i , está relacionada con la entropía.
Sϕ =−
n
∑
i
p(ϕ
′
i ,ψi) log(p(ϕ
′
i |ψi)) (5.21)
donde ψi : {ϕ ′i−(l+1),ϕ
′
i−l, . . . ,ϕ
′
i−2,ϕ
′
i−1}, y
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ϕi = τ(pi) =−(r
′× r′′) · r′′′
‖r′× r′′‖2
El tratamiento mediante categorías es debido a que es necesario reducir el dominio
posible de las medidas ϕi dado que éstas son continuas. Aquí, categoría es referida a un
rango en el cual cae una estimación de la característica geométrica. Esta forma de medir
la entropía puede ser resumida como la entropía de la secuencia de las mediciones de una
característica geométrica, basada en elementos anteriores. En particular, la posición y el
orden de los elementos de los subconjuntos ψ son tomados en cuenta. Así, las probabili-
dades podrían interpretarse como las frecuencias relativas con la que una medida ocurre
condicionada con la precedencia de un conjunto de éstas. De forma similar a como se mide
la entropía en secuencias de información.
Medición de la Aproximación a la Curvatura del Contorno: La limitación principal
de un descriptor basado en la medición de la torsión, es el tratar con curvas planas. Las
curvas planas aparecen como resultado de oclusiones; si bien éstas son poco frecuentes,
tomar una decisión basada en la torsión es altamente limitado. Sin embargo, con el fin
de lograr la integridad frente a los posibles casos, la medida propuesta trata los casos de
baja torsión, mediante la estimación de la variabilidad del vector tangente como medida de
irregularidad, lo que aproxima a una estimación de la curvatura.
Para anomalías en los casos planos la variabilidad tangente usualmente es alta y los
agujeros reales muestran cambios suaves entre los ángulos tangentes (ver Figura 5.11).
Para calcular esta medida se toma el enfoque de mínimos cuadrados ponderados y la
aproximación de la longitud de arco. El vector tangente se define como:
τ(t) = N(s)×B(s) (5.22)
y en términos de derivadas T (t) = r
′(t)
‖r′(t)‖ . Se estima la entropía ST del ángulo entre tangen-
tes sucesivas como lo muestra la Ecuación 5.21, remplazando la distribución de la torsión
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Figura 5.11: Variabilidad del Vector tangente (rojo) para a) Objeto dragón y b) Contorno
del ojo de la mascara, c-d) Representación de la variabilidad local de los dos casos respec-
tivamente.
por el ángulo entre las tangentes. Y finalmente cuantificando la entropía del contorno Sc,
de la siguiente manera:
Sc = Sϕ+ST (5.23)
Finalmente,
Irregularidad =
∥∥SI∥∥(Sϕ+ST ) (5.24)
Para casos indefinidos de SI, es decir, para casos donde se presenten planos, la medida
de irregularidad será ST .
5.4. Diseño de Experimentos y Resultados
Todas las pruebas fueron realizadas utilizando un computador con procesador Intel de
3.0GHz, memoria RAM de 4.0Gb corriendo bajo el sistema operativo Microsoft Windows
7. Las implementaciones de los modelos fueron realizadas en C++ y MATLAB, adicional-
mente se programó un motor gráfico en OpenGL, para obtener la representación gráfica de
las imágenes.
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5.4.1. Conjunto de objetos
Para la realización de pruebas acerca del comportamiento de la medida se seleccionó
un conjunto de 10 objetos de los cuales, 6 contienen anomalías reales (ver Figura 5.12) y 4
contienen falsas anomalías (ver Figura 5.13). Los modelos del conjunto de trabajo fueron
obtenidos utilizando el sensor Minolta de la Universidad Nacional de Colombia - sede
Manizales, el sensor Kreon disponible en el Advanced Man-Machine Interface Laboratory
- Departament of Computing Science, University of Alberta, Canadá, y el Repositorio de
Formas de acceso público, AIM@SHAPE1.
5.4.2. Tamaño de clases
Con el fin de estimar los valores de pxy y px|y, dada una variable continua de la medida
de la torsión, se discretizó el espacio de valores de torsión en r clases, obtenidas a partir
de un conjunto de contornos experimentales consistente de 10 imágenes con anomalías de
huecos reales y 10 contornos de anomalías falsas, en datos parciales y completos de mode-
los de rango 3-D (ver Algoritmo 5.5). La estimación correcta del número de clases es un
tópico amplio en sí mismo, diferentes enfoques teóricos y prácticos existen en la literatura
[140, 141, 166, 78, 11]. En esta investigación se adoptó el procedimiento propuesto por
Scott [153], en el cual el tamaño óptimo de clases es tomado como:
r = 3,49σn−
1
3 (5.25)
donde σ es una estimación de la desviación estándar.
Esta aproximación corresponde al valor óptimo basado en los datos del número de
clases, si se desconoce la función de densidad y si los datos corresponden o no a una
distribución Gaussiana. El valor de σ se estimó sobre el conjunto de veinte contornos.
Para cada vértice de los contornos se calculó la torsión, de este conjunto de medidas se
seleccionó el mayor y menor valor, se calculó su varianza σ y la longitud l de cada clase
como:
1Recurso electrónico disponible en http://shapes.aimatshape.net/
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(a) (b)
(c) (d)
(e) (f)
Figura 5.12: Conjunto de elementos que poseen anomalías reales.
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(a) (b)
(c) (d)
(e)
Figura 5.13: Conjunto de elementos que poseen falsas anomalías.
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Algoritmo 5.5 Estimación experimental de las probabilidades.
1: for all ci ∈Contornos do
2: for all vertk tal que vertk ∈ ci do
3: estimar vector tangente Tvertk
4: estimar torsion τ(vertk)
5: end for
6: end for
7: r = estimar r
8: for all ci ∈Contornos do
9: for all vertk tal que vertk ∈ ci do
10: calule l = τMax−τMinr y determine las r clases
11: clasificar τ(vertk) en su respectiva clase ϕ
′
i
12: end for
13: end for
14: m = establecer m
15: determine los subcnjuntos ψi
16: estime p(ϕ ′i )
17: estime p(ψi)
18: estime p(ϕ ′i ,ψi)
19: estime p(ϕ ′i |ψi)
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l =
τMax− τMin
r
(5.26)
donde, Tmax y TMin corresponden a los valores Máximo y Mínino de la estimación de la
torsión dentro del conjunto de prueba. Con este enfoque el valor de r está cercano a 22. El
valor obtenido de r se estableció fijo para todas las pruebas adicionales.
5.4.3. Tamaño de m
Una variable de importancia para el funcionamiento del algoritmo la constituye la lon-
gitud del camino de vértices que son tomados para el ajuste de la curva de aproximación.
Las mallas triangulares forman una aproximación lineal por pedazos de la superficie real,
dado que los cálculos de estimación de medidas geométricas, como la torsión, necesitan una
representación continua para calcular las derivadas en el punto p, esta aproximación es rea-
lizada localmente en el vecindario del punto, produciendo una aproximación del contorno
mediante segmentos. El error de aproximación se cálculo sobre un conjunto de segmentos
de contornos variando el tamaño de q, que determina la longitud del segmento. El error en
las zonas de aproximación (ver Figura 5.14) se estimó como la distancia del vértice a la
curva. Para este experimento las curvas fueron proyectadas sobre el plano bi-dimensional.
De tal forma, que el error fue estimado como :
E =
1
n∑ |dist(vertice,r(s))| (5.27)
La Figura 5.15, muestra el comportamiento promedio del error mediante la variación
de q, para un conjunto de 10 contornos. Los resultados experimentales muestran que los
menores errores para el conjunto de datos utilizados se encontraron entre q = 2 y q = 4.
La relación entre el tamaño y el tiempo empleado para encontrar las aproximaciones es de
crecimiento exponencial, a mayor número de vértices mayor es el tiempo empleado. En
este contexto, el análisis del tiempo es de poco impacto si se considera que el número total
de vértices es pequeño y en raros caso sobrepasa la centena de vértices. Por lo anterior, el
valor de m se estableció en m = 2.
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Figura 5.14: Estimación del Error de ajuste mediante la variación de m.
Figura 5.15: Error promedio mediante la variación de m.
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Algoritmo 5.6 Estimación de la entropía de los contornos.
1: for all ci ∈Contornos do
2: Selección del vecindario Vci del contorno ci
3: for all vertk tal que vertk ∈Vci do
4: estimación de curvatura en vertk
5: end for
6: agrupar el entorno
7: estimar SIci
8: end for
9: for all ci ∈Contornos do
10: m = establecer m
11: Sϕ = 0
12: for all vertk tal que vertk ∈ ci do
13: determine los ϕ ′i
14: determine los ψi con m
15: calcule Sϕ = pxy log(px|y)+Sϕ
16: end for
17: Sx|y=−1∗Sx|y
18: Irregularidadci =
∥∥SI∥∥(Sϕ +ST )
19: end for
5.4.4. Aplicación al grupo de objetos
El algoritmo de detección de anomalías fue aplicado a cada uno de los contornos ex-
traídos y la medida fue estimada para cada contorno, como se muestra en el Algoritmo 5.6.
Todas las imágenes fueron llevadas a una escala fija, estimada con base al tamaño del cubo
que envuelve el objeto. La irregularidad fue estimada con la Ecuación 5.23.
La Figura 5.16, muestra la estimación de la irregularidad para ambos conjuntos de datos
ordenados de mayor a menor y mostrando su valor medio. Los resultados muestran que la
medida permite una separación o clasificación de los grupos dependiendo si son anomalías
reales o falsas. En relación con las varianzas, los valores obtenidos son de 2,493 y 0,7230
para los grupos de anomalías reales y falsas, respectivamente.
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Figura 5.16: Valores de la irregularidad de anomalías reales (azul) y falsas (rojo).
5.5. Conclusiones
Uno de los pasos más importantes dentro del proceso de corrección de anomalías, sin
intervención de un usuario, es la discriminación automática entre anomalías reparables y
no reparables. Esta discriminación constituye la dificultad principal al momento del diseño
de técnicas de reparación de discontinuidades automáticas. Una solución a esta dificultad
no constituye un problema trivial, debido a que se requiere mucho conocimiento a priori
acerca del objeto para determinar en el modelo final, si una discontinuidad debe mantenerse
o no, tal como lo haría un humano.
Una aproximación a la solución de este problema es analizar características disponibles
en los datos mismos que describen la discontinuidad. Diferentes características pueden ana-
lizarse para construir un procedimiento de clasificación, como por ejemplo; tamaño, forma
y comportamiento del contorno. Sin embargo, el tamaño y la forma son características poco
representativas, debido a que éstas presentan sensibilidad a la escala del objeto medido y
de igual forma, a la escala de referencia en que los objetos son adquiridos. De manera si-
milar, dado que los objetos tratados no poseen restricciones en su geometría, no es posible
hacer presunciones acerca de la forma que presentan los contornos, dado que para el caso
de oclusiones, depende del detalle de la geometría que genera la anomalía.
Desde otra perspectiva, si se analiza las discontinuidades que se forman al adquirir
objetos que la poseen, es posible notar que éstas poseen características sobre las cuales no
se notan cambios bruscos a lo largo del contorno. Es decir, si el contorno fue censado sin
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problemas en la etapa de adquisición, éste tiende a ser suave y sus cambios tienden a ser
regulares a lo largo del contorno.
En este sentido, se ha analizado las discontinuidades como curvas en el espacio 3D,
y se han tomado sus características principales como curvatura y torsión. Se ha orientado
el nivel de regularidad de un contorno en el sentido del nivel de certeza con que un valor
característico puede ser estimado, dado un conjunto precedente de estas características.
Este capítulo presenta una medida estimada sobre curvas 3-D, que representan contor-
nos de discontinuidades para la estimación de una aproximación a su irregularidad. Aquí,
la irregularidad es una cuantificación del grado de certeza de valores consecutivos de tor-
sión y/o ángulos entre tangente. Este nivel de certeza es representado haciendo uso de la
entropía. Así, dado un contorno representado por puntos discretos relacionados mediante
aristas, la medida es estimada mediante el cálculo de la torsión sobre la aproximación de
una curva paramétrica por pedazos del contorno. Estas estimaciones son modeladas dentro
de funciones de distribución de probabilidades, que permiten medir el nivel de irregularidad
representado en la entropía. En general, la medida toma en cuenta las características tanto
del contorno como de la geometría que lo rodea, utilizando ésta última como un factor que
maximiza o minimiza el valor obtenido de la entropía.
Los resultados fueron obtenidos para un conjunto de 20 contornos de objetos que po-
seían anomalías reales y falsas, conformando grupos de igual tamaño para cada caso, ob-
tenidos de objetos censados con el mismo dispositivo y bajo las mismas condiciones de
calibración. Las probabilidades utilizadas en la Ecuación 5.24, fueron estimadas experi-
mentalmente sobre un conjunto de 10 contornos que fueron excluidos del grupo de prueba.
Los resultados muestran que la medida permite diferenciar entre contornos de anomalías
reales y falsas. En general, anomalías reales presentaron mayor nivel de entropía que el gru-
po de falsas anomalías, sus valores medios presentan diferencias significativas. Del mismo
modo, el grupo de anomalías reales presentó mayor variabilidad que el segundo grupo.
Esta forma de cuantificar la irregularidad permite discriminar anomalías reales de falsas
anomalías, en un sentido más general del que lo haría otros enfoques como la simetría,
el tamaño; dado que no es posible generalizar el comportamiento de éstas en objetos de
forma libre. Adicionalmente, el tratamiento de anomalías en regiones planas es incluido
en la formulación de la medida, sin embargo, sobre regiones completamente planas |SI| y
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Sϕ son indeterminadas, por lo que, en una aplicación computacional éstas deben estimarse
antes de aplicar la Ecuación 5.24.
Los resultados de la Ecuación 5.24, permiten clasificar un grupo de anomalías entre
reparables y no reparables, sin embargo, la determinación de una cota superior a partir de
la cual se haga la clasificación en un tópico abierto. Se considera que la determinación del
umbral para la clasificación podría ser diferente en algún dominio de objetos en particular,
o cuando la densidad de muestreo no sea la misma. Sin embargo, una posible solución para
una aplicación computacional, incluiría un factor definido por el usuario, que se cargara
antes de iniciar el análisis y que se estableciera de acuerdo al dominio particular. En este
sentido, se reduce la carga del usuario a establecer en forma de nivel de tolerancia, el valor
para discriminar o no un contorno, y no a la discriminación individual de cada contorno
como actualmente es realizado.
Capítulo 6
Llenado del Hueco
En secciones anteriores se abordó el problema de la identificación y clasificación de
huecos basado en su contorno. Esta etapa constituye un paso previo al proceso de llenado
del hueco, en el cual finalmente la anomalía es reparada. Una vez se ha determinado que el
contorno pertenece a una discontinuidad que debe ser reparada, el paso siguiente es generar
el segmento que la llenará e integrará con el resto de la superficie. De manera general, los
pasos involucrados corresponden a la identificación del contorno, la generación de puntos
y la retriangulación de la superficie (ver Figura 6.1). Esta sección está relacionada con la
etapa de generación de puntos.
Inicialmente, lo trabajos relacionados sólo se limitaban a hacer la reconstrucción del
conjunto de puntos globalmente y la reparación de anomalías era indirecta, ejemplos de
estos enfoques se encuentran en [80, 61, 7, 2, 15]. Estos trabajos unen el conjunto de vis-
tas parciales generando una superficie continua. Sin embargo, trabajos recientes se ocupan
del problema de reparar específicamente las anomalías. Para esto, además de un proceso
de identificación, es necesaria una etapa de generación del segmento faltante, lo cual es
Figura 6.1: Esquema gráfico de la reparación de huecos.
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realizado mediante la construcción de una función que represente o aproxime la geometría
al interior del hueco con la mayor precisión posible. Dado que no existen datos al inte-
rior de la discontinuidad que permitan construir dicha función, es necesario seleccionar
un subconjunto de puntos para hacer la reparación localmente o utilizar todos los puntos
iniciales y construir una función global. Así, la clasificación de estas técnicas puede rea-
lizarse de acuerdo con diferentes aspectos. Desde el punto de vista de los datos utilizados
para realizar la inferencia del segmento faltante, pueden ser globales [35, 48, 50, 91] o lo-
cales [28, 99, 92, 108]. Estos métodos, tradicionalmente construyen una función explícita
z = f (x,y) a partir de los datos iniciales, como es el caso reciente de los trabajos que repa-
ran huecos mediante funciones de base radial [28, 35, 99]. Otro enfoque para caracterizar
estos trabajos, es clasificarlos como reparación volumétrica o reparación sobre mallas. Es-
tos métodos construyen una representación volumétrica a partir de la superficie dada. Esta
construcción típicamente está basada en la definición de un funcional de distancia signa-
do, cuyo conjunto de ceros representa el volumen del objeto. Por otro lado, los trabajos que
operan sobre mallas, utilizan la información dada por la conectividad de los vértices y cons-
truyen los segmentos sobre esta representación. En Zhao [176], la reparación es realizada
mediante la implementación de la técnica de Avance Frontal (Advancing Front Method),
esta técnica permite una primera triangulación con la que se cubre el hueco. Este llenado
inicial, de naturaleza plana, es alterado para recuperar la geometría del nuevo segmento
mediante el reposicionamiento de los vértices usando una ecuación de Poisson.
El uso de funciones implícitas, es igualmente común en esta área. En Hoppe et al. [81],
la generación de una función que represente la superficie inicia estimando las normales
usando un análisis local de componentes principales (PCA) y utilizan un grafo de vecindad
para estabilizar las direcciones de éstas. El conjunto de ceros de la función de distancia
es finalmente reconstruido utilizando la técnica de cubos marchantes [110]. En [33], la
generación de superficie es realizada usando funciones de base radial poliármonicas para
ajustar la totalidad del conjunto de puntos censados. Igualmente, un funcional de distancia
es estimado y usado para ajustar una función de base radial con la que generan una iso-
superfice. La principal deficiencia del método consiste en su alto costo computacional al
usar funciones definidas globalmente. Un ejemplo de la disminución del costo utilizando la
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misma técnica se encuentra en [28]. En este trabajo, funciones de base radial con soporte
local se utilizan para generar la superficie de un segmento faltante.
Otros enfoques están basados en la técnica de mínimos cuadrados móviles (MLS) [101].
Esta técnica es ampliamente conocida por sus beneficios al problema de ajustar funciones
suaves sobre datos dispersos. Su mayor fortaleza está en que la función interpolante con-
tiene los datos originales incluso al incorporar un nivel de suavidad. Otros autores usando
MLS para reconstrucción de superficies son [105, 173, 65].
Pauly et al. [130], proponen una técnica para cuantificar la incertidumbre en las nubes
de puntos, que luego pueden ser utilizados para la reconstrucción de la superficie. La cuan-
tificación de la incertidumbre para los puntos se estima analizando la concordancia con
planos ponderados localmente.
Otra técnica usada comúnmente corresponde a las técnicas Bayesianas. Una técnica
en esta dirección fue propuesta por Diebel et al. [56], los cuales propusieron un marco
Bayesiano para la reconstrucción de mallas triangulares ruidosas. Jenke [89], propone una
técnica similar, asumiendo una distribución Gaussiana como modelo de error junto con
medidas de superficies a priori basadas en la suavidad, la densidad y una estimación para
representar regiones con características geométricas finas. Esta técnica no requiere una
conectividad a priori de los puntos del conjunto de datos y asume la existencia de ruido
en estos. La estimación de las probabilidades a priori son diferentes en ambos trabajos,
Diebel utiliza un potencial normal sub-cuadrático para preservar las características fuertes
y Jenke utiliza modelos extraídos de técnicas adicionales como las variantes de los cubos
marchantes con preservación de características.
Esta sección está basada en este último trabajo y la técnica propuesta es similar en el
sentido del modelo Bayesiano utilizado. La diferencia principal radica en el análisis de las
características necesarias para lograr la adaptación de la técnica en un dominio local. En
[89], la técnica es utilizada sobre todo el conjunto de puntos, y una estimación del MAP
(maximun a posteriori) de la función bayesiana genera la superficie completa. Una técnica
de selección de vecindarios y una modificación sobre las estimaciones de la distribución a
priori son mostradas para reconstruir el segmento faltante. El procedimiento parte con la
identificación del contorno que describe la discontinuidad. Para cada contorno identifica-
do marcado como reparable mediante la métrica descrita en el capítulo anterior, se realiza
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Figura 6.2: Algoritmo llenado de huecos.
una triangulación inicial mediante una técnica clásica de triangulación que cierra la dis-
continuidad. El Método de Avance Frontal (Advancing front method) tiene la propiedad de
cerrar una discontinuidad agregando triángulos y vértices de triángulos de acuerdo con una
densidad definida. El inconveniente de esta técnica es que logra una triangulación sobre
un dominio plano, es decir, los triángulos insertados para llenar la discontinuidad están so-
bre un mismo plano. Para recuperar la forma de este segmento se optimiza la posición de
los vértices agregados mediante un modelo Bayesiano. Este modelo es estimado sobre un
vecindario seleccionado alrededor de cada vértice del contorno, excluyendo los puntos in-
sertados mediante la técnica de triangulación. Una vez se ha optimizado los parámetros del
modelo, las posiciones de los vértices agregados son modificados utilizando el modelo. El
modelo sólo incluye un funcional de suavidad, representado en una distribución a priori del
modelo Bayesiano. El procedimiento se muestra en la Figura 6.2. El segmento generado es
adaptado sobre una vecindad local al contorno del hueco maximizando la probabilidad de
pertenencia a la superficie definida localmente de acuerdo con la estimación de suavidad.
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(a) (b) (c)
Figura 6.3: Diagrama del proceso general de la técnica AFM.
6.1. Triangulación inicial
La técnica de avance frontal, fue el resultado de un creciente interés en el campo de la
generación de mallas al inicio de la década de los 70’s. El trabajo pionero en esta técnica es
el de George [70], centrado en el dominio bidimensional. Sin embargo, numerosos trabajos
han sido propuestos desde entonces, estos constituyen extensiones al dominio tridimensio-
nal [116], algunas modificaciones que mejoran la técnica o modelos de implementación
para hacerla más eficientes [71, 87].
La descripción de la técnica consiste en generar una malla triangular en un espacio no
triangulado, mediante la adición de elementos en cada paso. La región no triangulada recibe
el nombre de frente (front). El procedimiento general consiste en la generación de la malla
dado un conjunto de bordes inicial, a partir del cual se construirán nuevos elementos. Los
nuevos elementos se construyen de acuerdo con los valores de los parámetros establecidos
previamente al inicio del procedimiento. En 2-D los bordes iniciales son un conjunto de
segmentos de líneas rectas (ver Figura 6.3). En el espacio 3-D, este constituye un conjunto
de aristas de triángulos. En el caso bidimensional, dos valores escalares y un vector descri-
ben las características de los elementos, estos son; el tamaño h y un factor de encogimiento
s. En 3-D, se debe especificar dos factores de (s1, s2) y dos vectores asociados. En general,
el algoritmo puede ser resumido como sigue [109, 176]:
paso 1. inicializar la malla frontal utilizando vértices límite del hueco.
paso 2. calcular el ángulo θi, entre dos bordes adyacentes (ei y ei+1), en cada vértice vi
de la malla frontal.
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paso 3. A partir de los vértices vi, con el ángulo más pequeño θi, se crean nuevos
triángulos en un plano determinado por ei y ei+1.
paso 4. calcular la distancia entre cada vértice creado recientemente y todos los vérti-
ces límite relacionados. Si la distancia entre ellos es menor que el umbral establecido, se
fusionarán.
paso 5. Actualizar la malla frontal.
paso 6. Repetir los pasos 2 al 5, hasta que toda la región haya sido llenada por todos los
triángulos creados recientemente.
Diferentes trabajos exploran distintas posibilidades para seleccionar la mejor posición
del punto, y diferentes estructuras de datos especializadas son utilizadas para almacenar
y recuperar datos de la malla. La complejidad del algoritmo de avance frontal es de O(N
log(N)), donde N es el número de elementos.
6.2. Selección del vecindario
La selección de vecindarios en mallas triangulares es un procedimiento directo. Dife-
rentes trabajos describen técnicas para la obtención del grupo de vértices vecinos de un
vértice v sobre una malla triangular. Este procedimiento puede ser descrito como: Dada
una malla M =< V, A, T > compuesta por vértices, aristas y caras, en donde cada cara
está formada por un triángulo. Una arista ai j en M conecta dos vértices vi y v j. Para un
vértice vi, el conjunto de vértices que conforman el vecindario del primer anillo (1-ring)
denotado por N1(vi), son todos los vk, tal que existe una arista aik (ver Figura 6.4). Así el
vecindario Nα(vi) que describe el α−anillo está compuesto por todos los vértices conec-
tados a vi , mediante α aristas o menos. Es decir, dado un vértice v , se define el vecindario
0−anillo de vértices adyacentes a V0 = {v} , el vecindario 1-anillo de vértices adyacentes
de V1 = Ad j(V0) , donde Ad j(V ) denota los vértices adyacentes de V. Si se amplía el área
del vecindario de v para anillos múltiples, se define el vecindario L− anillos de vértices
adyacentes de v :VL = {vi | viεAd j(VL−1)y vi /∈VL−2}(L≥ 2).
El inconveniente del enfoque anterior es la estrecha dependencia de la información to-
pológica de los datos, es decir, su conectividad. Un enfoque inspirado en los vecindarios de
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Figura 6.4: Representación del vecindario 1-anillo.
Figura 6.5: Vecindario definido por la esfera de radio r centrada en p.
anillo que puede operar igualmente sobre puntos, es el descrito a continuación. El algorit-
mo posee dos parámetros; el valor α que representa el número de anillos de vecindad y γ el
radio del vecindario. El parámetro γ se utiliza para definir una vecindad local a un vértice
pi, por lo tanto, Nγ(pi) es el conjunto de vértices que están dentro de una esfera de radio γ
centrada en el vértice vi (ver Figura 6.5).
Una vez establecidos los valores de los parámetros y dado un conjunto de puntos que
conforman el contorno C = {pa, pb, . . . , pk} a reparar, el algoritmo inicia seleccionando
el primer anillo de vecinos cercanos 1− anillo, definido como V1 = {Nγ(pi) | pi ∈ C}
el conjunto de puntos vecinos a un radio γ de cada uno de los puntos del contorno C. El
vecindario del segundo anillo V2 = {p j | p j ∈Nγ(pi), ∀pi ∈V1, p j /∈V1} está definido como
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(a) (b) (c)
Figura 6.6: Resultado de la selección de los anillos de vecinos, a) 1-anillo, b) 2-anillo y c)
4-anillo.
el conjunto de puntos vecinos a los puntos del anillo precedente que no pertenecen a ningún
vecindario anterior. Así, Vk = {p j | p j ∈Nγ(pi), ∀pi ∈Vk−1, p j /∈ {Vl}, l = 0, . . . ,k−1} (ver
Figura 6.6).
6.3. Corrección Bayesiana
La técnica de reconstrucción bayesiana hace parte de un grupo de técnicas de diver-
sa naturaleza orientada a reconstruir formas desde datos imperfectos, ruidosos y disper-
sos. En particular, esta técnica podría clasificarse dentro de los denominados métodos
estadísticos. Estos métodos describen el conjunto de datos censados desde una superfi-
cie, mediante modelos estocásticos de variables aleatorias. Aquí, se asume que los datos
D = {(ai,zi) ∈ Rn×R} censados de una función f , contienen alteraciones productos del
ruido de tal forma que f (ai) = zi + εi, i = 1. . . . ,N. Donde εi es una variable aleatoria
independiente con una distribución dada. Así, el problema consiste en encontrar una esti-
mación de f a partir del conjunto de datos D [72]. La primera dificultad en la solución de
este problema se debe a la multitud de posibles soluciones que cumplen con la restricción
de los datos parciales D. En [94], tratan este tipo de problemas mal planteados, añadiendo
información adicional al conjunto de datos. En este caso, desde el punto de vista de la regu-
larización, asumen que adicional a su aproximación a los datos dados, se debe considerar
una restricción de suavidad. Así, la condición de suavidad toma importancia de tal forma
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(a) (b) (c)
Figura 6.7: Efectos del tamaño de λ sobre la aproximación de f , a) pequeño, b) mediano y
c) muy grande.
que es posible considerar que en cuanto más suave es el objeto, igualmente más probable
será.
Desde la regularización es posible definir un funcional de costo M( f ) =D( f )+λS( f ),
donde D( f ) mide la distancia de f a los datos, S( f ) mide la suavidad de f y λ > 0 es
un parámetro constante definido por el usuario, y cuyos efectos están relacionados con la
proporción de suavidad insertada (ver Figura 6.7).
El f seleccionado es aquel que minimice M( ). En el caso unidimensional se puede
minimizar M( f ) =
n
∑
i=1
[ f (xi)− yi]2
2σ2
+λ
∫ 1
0
f 2uudu. En el caso bidimensional, se puede mi-
nimizar [94]:
M( f ) =
n
∑
i=1
[ f (xi,yi)− zi]2
2σ2
+λ
∫ 1
0
∫ 1
0
( f 2uu+2 f
2
uv+ f
2
vv)dudv (6.1)
La interpretación Bayesiana consiste en encontrar la función f que maximiza la proba-
bilidad condicional P( f |D) de la función f dado el conjunto de datos D, mediante la regla
de Bayes:
P( f | D)αP(D | f )P( f ) (6.2)
asumiendo un modelo de ruido Gaussiano con varianza σ2, es:
Pr(D/ f )α
1
σn
exp(− 1
2σ2∑[ f (xi− yi]
2) (6.3)
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La adopción de un modelo físico es común para definir P( f )αexp(−λ ∫ f 2uudu). Por lo
tanto, P( f/D)αexp(−M( f )), y la función mínima M( ) maximiza la probabilidad. Existen
diferentes enfoques sobre la elección de λ y σ . El método más empleado lo constituye la
Validación Cruzada Generalizada (GCV), o algunas mejoras basadas en ésta [45]. Una vez
obtenido λ , éste es utilizado para estimar σ .
Sin embargo, para la elección de los modelos que representan las partes del modelo
Bayesiano existen diferentes propuestas, incluso en la determinación del modelo del error.
Este trabajo constituye una extensión del trabajo realizado por Jenke et al. [89]. Allí la
reconstrucción es orientada en forma inversa en el sentido estadístico, debido a que se
considera que el modelo analítico P(D | S) no es del todo conveniente para fines de la
reconstrucción. Así, se define la probabilidad de la reconstrucción S dado las medidas de
la escena original D. Así:
P(S | D) = P(D | S)P(S)
P(D)
=
P(D | S)P(S)∫
Ωs P(D | S)P(S)ds
(6.4)
donde, P(D | S) es la probabilidad estimada de los datos, y P(S) es denominada la distri-
bución a priori, P(D) es un factor de normalización y no depende de S, por lo tanto, es
posible asumir P(D) = 1. Así, se debe encontrar S que maximice P(S | D), de tal forma
que:
S˜MAP = argmı´n
S˜
(− logP(D | S˜)− logP(S˜)) (6.5)
6.3.1. Modelo de los datos
En relación con el modelo asumido para P(D | S), es definido P(D | S˜) como la proba-
bilidad de que una reconstrucción S˜ concuerde con los datos medidos D. En esta sección,
dos suposiciones son asumidas. Inicialmente, se asume que los puntos censados di son me-
didos desde un punto original si con alguna proporción de error descrita por la densidad de
probabilidad pi(si+∆x). Entonces la densidad de probabilidad para el punto reconstruido
s˜i, está dado por pi(di−∆x). Adicionalmente, se asume que todas las medidas de error son
independientes de las demás, así que logP(D | S˜), se estima como la suma de los logarit-
mos de la densidad de error en cada punto. Como los errores dependen del sensor o incluso
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de la técnica utilizada para el censado, la selección de un modelo adecuado es abierta y
extensa. En Diebel [56], se utiliza una distribución sub-cuadrática normal (ver Ecuación
6.6 ) especial para objetos de la naturaleza.
P(zi | x) =
∣∣∣∣∣2pi∑i
∣∣∣∣∣
− 12
exp
(
−1
2
(zi− xk)T
−1
∑
i
(zi− xk)
)
(6.6)
donde, ∑−1i es la distancia de Mahalanobis entre el punto xk y zi. Los zi son las medidas
individuales y x la superficie real.
Sin embargo, en este trabajo un modelo más reducido es empleado:
− logP(D | S˜) = 1
2
n
∑
i=1
(S˜i−di)T
−1
∑
i
(S˜i−di) (6.7)
cada punto es asociado con una matriz de covarianza de 3x3, con error esperado igual
a cero.
6.3.2. Modelo de distribución a priori
La probabilidad a priori de una hipótesis dentro del modelo Bayesiano suele ser el nú-
cleo principal en tanto que una vez incorporada la evidencia que aportan los datos, permite
que se construya la probabilidad a posteriori. Su importancia radica en que sí no es bien
seleccionada, la reconstrucción más probable sería los mismos datos. Por lo tanto, ésta de-
fine que características se consideran ruido e incorpora la apariencia topológica final en la
reconstrucción. Si se desea que la superficie final presente niveles de suavidad o se desea
que se realcen algunas características geométricas específicas, éstas deben ser incluidas en
el modelo de la distribución a priori. En general, esta distribución al ser independiente de
los datos incorpora en alguna medida un aspecto subjetivo. En este contexto en Diebel [56],
se utiliza un potencial de raíz cuadrada (square root potencial) de la forma:
fsqrt(nk−n j) =
∥∥nk−n j∥∥2 =√(nk−n j)T (nk−n j) (6.8)
este modelo posee la propiedad de incorporar suavidad mientras se recuperan caracterís-
ticas geométricas como bordes. Aquí, nk y n j son dos normales adyacentes en una malla
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triangular y son estimadas así:
nk =
(xi’− xi)× (xi′’− xi)
‖(xi’− xi)× (xi′’− xi)‖
(6.9)
de tal forma que f (nk − n j) ≥ 0 e igual a cero cuando nk = n j. Lo anterior deriva de
los trabajos de Szeliski y Tonnesen [160], quienes propusieron los potenciales cuadráti-
cos derivados de la distribución de probabilidades Gaussiana. Estos están definidos como
fsqrt(nk−n j) =
∥∥nk−n j∥∥22, la característica principal de esta definición de potencial es que
suaviza excesivamente las superficies.
Una definición de potencial más extensa se muestra en [89], que está compuesta por
tres aspectos principales: Un componente de densidad Pdensity, un componente de suavi-
dad Psmooth y un componente para modelar características geométricas finas Pdiscrete. Estos
tres componentes permiten reconstruir una superficie asumiendo que está compuesta por
parches suaves por pedazos. Así, el término P(S) de la Ecuación 6.4 queda definido por:
P(S) =
1
z
Pdensity(S)Psmooth(S)Pdiscrete(S).w(S) (6.10)
donde, Z es una constante de normalización y w(S) es una función tipo ventana, empleada
para facilitar la comprensión teórica de la ecuación. El funcional de densidad de probabili-
dad de la Ecuación 6.10 está definido así:
pdensity(S) =
n
∑
i=1
∑
i j∈N2α (si)
pdist(si,si j) (6.11)
donde, N2α(si) es el conjunto de puntos vecinos al punto si en un círculo de radio 2α , y
Pdist(si,si j) es un potencial entre pares de puntos vecinos. Psmooth cuantifica la suavidad
medida mediante el ajuste de un conjunto de funciones base al vecindario de un punto
Nε(si), donde ε es un valor tal que abarque 20-40 puntos. Finalmente, Pdiscrete(si) busca
recuperar los detalles geométricos agudos, como ángulos, bordes, etc.
Sin embargo, en este mismo contexto, la reparación de huecos no permite estimar estos
funcionales dentro de la región de superficie faltante. Así, la definición de la distribución a
priori, le da prioridad a una estimación de suavidad únicamente, por lo tanto, se espera que
las modificaciones a cada vértice realizadas por la maximización del modelo Bayesiano
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reproduzcan un segmento que se acople suavemente al contexto del contorno. Se estima
una medida de suavidad a partir de la aproximación de la curvatura del segmento. Un
enfoque tradicional para estimar curvaturas es relacionarla con las normales adyacentes,
si el conjunto de datos está conectado mediante una malla triangular. Así, una normal de
un triángulo ti, se puede estimar ni =
(v2−v1)×(v3−v1)
‖(v2−v1)×(v3−v1)‖ , si ti =
{
vi1,v
i
2,v
i
3
}
. Por lo tanto, la
definición de P(s) = ∑i, j
(
(ni−n j)T (nk−n j)
) 1
2 es de forma similar como en [56].
6.4. Experimentos y Resultados
Se ha implementado el procedimiento descrito en el Algoritmo 6.2, este procedimiento
inicia desde la obtención del contorno que describe un hueco. El proceso de clasificación
previo es excluido en este capítulo. El código fue escrito en C++ y MATLAB, con el en-
torno de desarrollo C++Builder, utilizando las librerías Opengl para el desarrollo del motor
gráfico. El procedimiento de triangulación inicial utiliza código de la aplicación NETGEN
4.3.1 (Automatic Tetrahedral mesh Generator). El procedimiento de selección de vecinda-
rios fue optimizado con la librería ANN 1.0 (Approximate Nearst Neighbor Searching). El
código de corrección Bayesiana fue implementado realizando una modificación del códi-
go disponible de la aplicación XGRT (Extensible Graphics Toolkit) suministrado por The
statistical Geometry Processing Group del Informatic Department at Max-Planck Institut y
reportado en [89]. Las pruebas fueron realizadas en un computador con sistema operacional
Windows 7 con 4GB de memoria RAM y 3GHz de procesador.
Con el objetivo de cuantificar y describir el comportamiento del método de llenado
de huecos, se seleccionó un grupo de objetos, sobre los cuales fueron generados huecos
artificiales para cuantificar el error de aproximación.
Una de las principales limitaciones al momento de cuantificar las bondades de los mé-
todos de corrección de anomalías, radica en la imposibilidad de realizar una medición de
la calidad del segmento reconstruido en regiones de las cuales no se posee información.
Una estrategia ampliamente utilizada para sobreponer esta limitación, consiste en generar
huecos artificialmente y medir el nivel de aproximación del segmento removido ω y el
segmento generado υ . Dado que estos dos segmentos no poseen exactamente los mismos
puntos, el error de aproximación en cada punto x del segmento generado es estimado así:
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ε(x) = d(x,y) = arg mı´n
x,y∈N(x)
|−→xy| (6.12)
donde N(x) ⊂ ω es el vecindario de puntos cercanos de x en ω , el punto y ∈ N(x) es el
punto que minimiza la distancia |−→xy| desde x hasta N(x).
εtotal(ω,υ) =
1
N
N
∑
i=1
d(x,y) (6.13)
Los objetos en la Figura 6.8, muestran los objetos usados en las pruebas realizadas y
los huecos artificiales generados para su reparación.
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(a) (b)
(c) (d)
(e) (f)
Figura 6.8: Objetos y huecos generados artificialmente.
6.4.1. Triangulación inicial
El algoritmo clásico del método de triangulación AFM, requiere la definición del valor
del parámetro que determina el tamaño máximo que podrían tener los elementos del parche
triangular generado. La Figura 6.9, muestra el comportamiento de la densidad de triángulos
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generados mediante la variación del parámetro h sobre el contorno del objeto de la Figura
6.8.
Una característica deseable de los métodos de reparación de discontinuidades es gene-
rar parches que contengan una densidad cercana a la densidad del objeto tratado. En este
sentido, el valor h toma el valor de la arista promedio del conjunto de triángulos que forman
los vértices usados como vecindarios. Así:
h = d =
1
k
k
∑dist(u,v) (6.14)
donde k , es el número de aristas formadas por los vértices del vecindario, dist(u,v) es la
distancia entre los vértices u,v , dado que uv es una arista y u,v ∈Vecindario(c). Así, d es
la longitud promedio de la triangulacion inicial.
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(g) (h) (i)
Figura 6.9: Efectos de la variación del parámetro h del tamaño de elementos en la genera-
ción del parche AFM, para 4h, 2h y h (Apx.).
6.4.2. Selección del vecindario y corrección
Para la selección del vecindario, el algoritmo de selección requiere dos parámetros que
deben ser configurados manualmente. El factor γ determina el radio en el cual se define
el conjunto de vecinos en un anillo y α el número de anillos. Esto genera versatilidad a
la hora de determinar el vecindario. La Figura 6.10, muestra gráficamente el efecto de la
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variación del valor del parámetro α , que describe el número de anillos dejando fijo el valor
de γ establecido en 3d.
Sin embargo, en dirección sobre la correcta selección de estos parámetros, se analizó el
efecto en el error final de la corrección en relación con el tamaño del hueco y del vecindario.
Las dos estimaciones de área se realizaron sobre la malla triangular construida de cada
objeto, esto es, para calcular una aproximación del área del hueco, se sumaron todas las
áreas de los triángulos que generan la malla inicial, de forma similar, se seleccionaron los
triángulos formados por los vértices que conforman el vecindario y se sumaron sus áreas.
La Figura 6.11, muestra la relación del tamaño del área del hueco con el tamaño del área
aproximado de los vecindarios de los objetos tratados.
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(g) (h) (i)
Figura 6.10: Diferentes anillos de vecindario estimado para el grupo de objetos, con para-
metros γ = 3d, para a-d-g) α = 1, b) α = 3, c) α = 4, e) α = 6, f) α = 8, h) α = 6 y i)
α = 7.
Sin embargo, realizar una comparación sobre el comportamiento del error en objetos
reales resulta complejo debido a que la variedad en la escala de los objetos, la densidad pro-
medio, la distribución del error y los niveles de curvatura, no son comparables fácilmente
para hacer un análisis del comportamiento del error. La Figura 6.11, muestra de forma in-
dependiente en los huecos artificiales que se han generado, como se comporta el error apro-
ximado con la Ecuación 6.13. Las gráficas relacionan el área ocupada por el vecindario y
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el área del hueco en la superficie, sin embargo, los parámetros de selección del vecindario
están en función de radio de vecindad y anillos. Dada la amplia variedad de formas que
podría describir un hueco y que el cálculo del área supone un procedimiento adicional, es-
timar una relación altamente aproximada del área de los parámetros del vecindario supone
una carga computacional adicional. Una aproximación aceptable para establecer que valor
de radio de vecindad puede seleccionar un vecindario igual al área del hueco es:
γ =
Ahueco
d
(6.15)
donde d es la arista promedio de la triangulación inicial y Ahueco, es el área de todos los
triángulos que conforman el parche inicial. En realidad el efecto de α es significativo en el
sentido de amplificar el área del vecindario al multiplicar α anillos de área γ .
La Figura 6.11, muestra que una buena aproximación es encontrada a partir de la escala
7 en adelante; esto es, el algoritmo Bayesiano requiere un número de datos superior a 7
veces el área a tratar para hacer una reconstrucción, sin embargo, el error sigue presentando
disminuciones cada vez menos significativas hasta encontrar el total de datos del objeto, en
donde se comportaría como una reconstrucción de superficie. Por lo tanto, una correcta
parametrización estaría cercada a establecer el parámetro α = 7 y γ = α Ahueco
d
.
La Tabla 6.1, muestra los resultados de las reparaciones de los objetos a los cuales se
le realizaron los huecos artificialmente, los tiempos empleados para cada objeto en cada
etapa son mostrados en la Tabla 6.2. La Figura 6.12, muestra el resultado visual después de
la corrección descrita en el Algoritmo 6.1.
Modelo # Vert. h Fac γ α # Vecinos Nuevos Tri. Error
Parche 3.684 0,2160 1.235 6 3.204 1028 0,0021
Fertility 239.203 0,7316 3.215 8 16.036 5.835 0,0121
Bunny 34.834 0,0025 0.015 7 5.338 1639 0,0527
Tabla 6.1: Resultados de las reparaciones de los huecos artificiales.
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Figura 6.11: Comportamiento del error mediante la variación del tamaño del vecindario en
los objetos: a) parche b) Fertility y c) Bunny.
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Algoritmo 6.1 Procedimiento general para corrección mediante reconstrucción bayesiana
de huecos.
Require: Vci conjunto no vacio de vertices ordenados del contorno ci
1: d = 0
2: for all (u,v) tal que la arista u or v ∈ Vci do
3: d=d+dist(u,v)
4: end for
5: d=h = 1k d
6: Vinterior = AFM(Vci , h){obtener nuevos vertices al interior del hueco}
7: α=7
8: γ = Ahueco
d
9: Vexterior=seleccione vecindario (α ,γ){obtener vertices vertices del exterior del hueco}
10: seleccione vecindario (α ,γ)
11: Pbayes = Vexterior+Vinterior{conjuntos de puntos para reconstruccion bayesiana}
12: reconstruccion bayesiana(Pbayes)
Modelo Iden. contorno (seg) Est. vecindario (seg) Corrección(seg)
Parche 0,4754 2,325 25
Fertility 1,521 5,63 983
Bunny 0.792 3,54 117
Tabla 6.2: Resultados de los tiempos empleados en cada etapa del proceso de reparación de
los huecos artificiales.
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Figura 6.12: Resultado final de la corrección para γ = α Ahueco
d
, con a) α = 6, b) α = 8 y
c)α = 7.
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Modelo Triángulos Diámetro Hueco (Apx.) Error
Hueco1 11.400 0,0496 0.0044
Hueco2 11.011 0,0941 0.0081
Hueco3 10.555 0,1421 0.0654
Tabla 6.3: Comportamiento del error con huecos de diferentes tamaños.
En relación con el tamaño del hueco y la precisión generada, se realizó una prueba
experimental con un objeto esférico que contenía 15,222 triángulos, sobre el cual se remo-
vieron triángulos continuos formando huecos de tres diferentes tamaños (ver Figura 6.13).
La reparación fue realizada con igual parametrización; h = 0,0049, γ = 0,6 y α = 5. Los
resultados son reportados en la Tabla 6.3 y muestran que el error aumenta al aumentar el
diámetro el hueco.
6.5. Conclusiones
En este capítulo se describe un método para la reparación de discontinuidades en su-
perficies de objetos de forma libre. El método es aplicado después de la clasificación del
contorno que indica que éste debe ser reparado clasificándolo como una anomalía real. El
método consiste en la generación de una malla inicial que llena el hueco, la cual es ge-
nerada con un algoritmo clásico de triangulación denominado AFM. La utilización de la
medida estimada de la arista promedio del contorno, mostró ser adecuada para la genera-
ción de un parche de triángulos con densidad similar al resto del objeto. Los vértices del
interior del hueco suelen ser planos debido a la naturaleza de la técnica de triangulación, sin
embargo, los vértices son modificados mediante una corrección bayesiana, en una forma
similar a como se enfrenta el problema de reconstrucción de objetos con esta técnica. La
diferencia principal radica en que son únicamente los vértices al interior del hueco, los que
se modifican y la construcción de las distribuciones es realizada mediante un subconjunto
de puntos seleccionados alrededor del contorno. El modelo de distribución a priori está
fundamentado en los ángulos de las normales, lo que incorpora un factor relacionado con
la curvatura. Un balance entre tiempo computacional y precisión en los resultados de la
corrección, se lograron con un vecindario aproximadamente cercano a 7 veces el área del
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figura 6.13: Reparación de huecos sobre el objeto Esfera con huecos de diámetro a) 0,049,
b) 0,0941 y c) 0,1421.
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hueco. Este valor permite notar que la técnica es costosa computacionalmente en huecos
de gran tamaño, debido a que el número de puntos del vencidario tiende al grupo total de
puntos. Sin embargo, en este mismo sentido, la técnica de triangulación inicial incorpora
la ventaja de una reparación robusta adecuada para huecos de gran tamaño, generando una
triangulación inicial que representa la geometría al rededor del contorno. A pesar de esto,
huecos con presencia de regiones con características geométricas fuertemente cambiantes
como bordes y picos, son difícilmente recuperables con el método. Trabajos futuros debe-
rían estar encaminados hacia la definición de un funcional para la distribución a priori en
este sentido.
Existe una gran dificultad para establecer una comparación de las diferentes técnicas
propuestas. Las métricas de error son dependientes de los modelos matemáticos utilizados.
Adicionalmente, los objetos utilizados, aunque muchas veces disponibles en bases de datos
electrónicas, no contienen la cantidad de los vértices reportados. Sobre objetos con huecos
reales no es posible hacer comparación, dado que no existe información sobre el segmento
faltante, por lo tanto, las pruebas quedan limitadas a experimentos sintéticos y en muchos
casos a validaciones visuales.
Capítulo 7
Experimentos y Resultados
El Algoritmo 7.1, muestra el procedimiento general utilizado para reparar modelos me-
diante el método propuesto. Este procedimiento inicia con la identificación de los contornos
dentro del modelo a reparar. Para cada contorno, se estima la aproximación a la irregula-
ridad, para determinar los contornos reparables del capítulo 5. Los contornos marcados se
les aplica los procedimientos descritos en el capítulo 6.
El código fue escrito en C++ y MATLAB, con el entorno de desarrollo C++Builder,
utilizando las librerías Opengl para el desarrollo del motor gráfico. Las pruebas fueron
realizadas en un computador con sistema operacional Windows 7 con 4GB de memo-
ria RAM y 3GHz de procesador. Los modelos utilizados fueron provisto por cortesía del
AIM@SHAPE Shape Repository.
Algoritmo 7.1 Procedimiento general para corrección de huecos.
Require: P conjunto no vacio de puntos
Require: T una triangulación de P
1: C = Obtener conjuntos de contornos (Algoritmo 4,1)
2: for all ci ∈C do
3: Ei = irregularidad (Algoritmo 5,6)
4: if Ei > µ then
5: reparar aplicar Algoritmo 6,1
6: end if
7: end for
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7.1. Reparación de anomalías reales
Para ilustrar el procedimiento propuesto para la reparación de discontinuidades gene-
radas por defectos durante el proceso de adquisición de modelos 3D, se describe el proce-
dimiento de reparación del modelo Bunny. Este modelo fue obtenido desde un objeto de
material cerámico que posee dos discontinuidades en la parte inferior del objeto, así co-
mo discontinuidades generadas por dificultades de adquisición. La Figura 7.1, muestra el
objeto original y el modelo digital obtenido mediante un sensor Cyberware 3030MS que
generó 10 vistas parciales, con un total de puntos de 362,272. La reconstrucción utilizada
posee 35947 vértices y 69451 triángulos.
(a) (b)
Figura 7.1: Fotografía del objeto original y la representación digital del modelo Bunny.
La aplicación del Algoritmo 4.1 identificó 5 contornos mostrados en la Figura 7.2a.
Los contornos fueron marcados como se muestra en la Figura 7.2b. La Tabla 7.1, muestra
las características medidas sobre el conjunto de contornos del modelo con un valor para el
parámetro m = 2. Se estableció un umbral de µ = 2,0 para la determinación de anomalías
falsas y anomalías reales. La Figura 7.2c, la Figura 7.2d y la Figura 7.2e muestra el vecin-
dario estimado para cada hueco con tamaños mostrados en la Tabla 7.1 y la parametrización
de la Tabla 7.2.
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(a) (b)
(c) (d)
(e)
Figura 7.2: Reparación del modelo Bunny, a) huecos detectados, b) contornos, c-d-e) ve-
cindario de los contornos reparables.
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Modelo # Vert. vecinos Irregularidad
Bunny_a 42 735 1.457
Bunny_b 40 740 1.832
Bunny_c 85 1228 4.874
Bunny_d 43 815 3.741
Bunny_e 21 428 2.513
Tabla 7.1: Resultados de las reparaciones de los huecos en el objeto Bunny.
La Figura 7.3a y la Figura 7.3b, muestran el resultado de la aplicación de la etapa de
triangulación de los contornos mediante la técnica de triangulación AFM y la Figura 7.3c
y la Figura 7.3d, el resultado final de la reparación.
En general la reparación del modelo no presenta mayor consideración en relación a la
geometría en la cual están inmersos los contornos. Sin embargo, una consideración impor-
tante corresponde a la estimación de la medida de irregularidad de los contornos, debido
a que la geometría alrededor del contorno es de naturaleza plana. En estas condiciones la
estimación del factor SI, generó un valor indeterminado en algunas agrupaciones del vecin-
dario, por lo tanto, la irregularidad se determinó con Sϕ+ST . En este caso en particular, las
anomalías reales y falsas pueden diferenciarse fácilmente con la medida de irregularidad
propuesta, sin embargo, para el caso del hueco E, la medida es de 2.513, este valor está por
debajo del umbral observado en el capítulo 5. A pesar de que esta discontinuidad debe ser
reparable, el tamaño de los vértices y su disposición tiende a ser muy regular, por lo que la
medida es inferior a los contornos C y D, también reparables.
Modelo h Fac γ α # Vecinos Nuevos Tri.
Bunny_b 0.00156 0.0027 7 473 302
Bunny_c 0.00156 0.0035 7 899 458
Bunny_e 0.00156 0.0018 7 394 105
Tabla 7.2: Resultados de las reparaciones de los huecos en el objeto Bunny.
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(a) (b)
(c) (d)
Figura 7.3: Resultados de la reparación, a-b) triangulación de los contornos reparables, c-d)
resultado final de la corrección.
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7.2. Comparación con otros métodos
La Figura 7.4 y la Figura 7.7, muestra objetos con geometría más compleja utilizados
para comparar el resultado producido con trabajos de la literatura. Modelo de objetos si-
milares son igualmente utilizados por Ju [92] y Zhao [176]. En esta sección se mostrará el
resultado final obtenido por el método propuesto con el resultado reportado en los trabajos
citados, para realizar una comparación general de los resultados, mediante una compara-
ción visual de los modelos reparados.
La Figura 7.5, muestran el vecindario utilizado para reparar los huecos generados en el
modelo Buddha. Los tamaños de los vecindarios se muestran en la Tabla 7.3, igualmente se
muestran el número de vértices de cada uno de los contornos, el número de vértices gene-
rados al interior de cada discontinuidad y el tiempo en segundos que toma la reparación. El
resultado final se muestra en la Figura 7.6b, junto al resultado intermedio de la triangula-
ción (ver Figura 7.6a) y el modelo original sobre el cual se generaron las discontinuidades
(ver Figura 7.6c). De manera similar, en la Figura 7.7, se muestran los resultados de la
reparación sobre el modelo Cow, y la parametrización asociada en la Tabla 7.3.
(a) (b)
Figura 7.4: Visualización de los 4 huecos generados artificialmente en el modelo Buddha.
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Modelo # vert. contorno vecinos Fac γ Nuevos. Vert Tiempo(seg)
Buddha_a 45 938 0.016 92 131
Buddha_b 41 790 0.011 85 95
Buddha_c 51 678 0.012 110 57
Buddha_d 58 771 0.014 135 78
Cow_a 79 935 0.08 192 124
Tabla 7.3: Parametrización y resultados de la reparación del modelo Buddha.
En la Figura 7.8, se muestran los resultados visuales reportados en cada trabajo. visual-
mente no se observan diferencias significativas en la suavidad de los resultados reportados
en cada trabajo para los modelos mostrados. La reparación del modelo buddha fue reali-
zada con 578 vértices por [176] y el método propuesto incluyó 422 nuevos vértices. De
manera similar el modelo Cow se reparó con 181 nuevos vértices en [176] y 192 vértices
con el método propuesto.
La mayor diferencia se encuentra en los tiempos empleados en las reparaciones. El
método propuesto emplea tiempos significativamente mayores a los trabajos reportados,
constituyéndose esto en la mayor debilidad de la técnica basada en reconstrucción baye-
siana. Precisamente, de las diferentes etapas del proceso de reparación; identificación del
contorno, estimación del vecindario para el cálculo de la irregularidad y la reconstrucción
bayesiana, la etapa de mayor consumo de tiempo es la etapa de reconstrucción, ésta cons-
tituye aproximadamente el 94% del tiempo total empleado en la reparación (ver Tabla 6.2
y Tabla 7.4).
Modelo Iden. contorno (seg) Est. vecindario (seg) Corrección(seg)
Buddha 0,5 3,25 86,5
Cow 0,2 4,14 120
Tabla 7.4: Resultados de los tiempos promedios empleados en cada etapa del proceso de
reparación de los huecos artificiales (Los tiempos de Buddha representan el promedio de
los tiempo de los 4 huecos).
Finalmente, una característica importante es el análisis de la capacidad de recuperación
de la geometría alrededor del contorno. Tradicionalmente, las zonas en las cuales existen
características geométricas como bordes, esquinas, entre otras características, son las que
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(a) (b)
(c) (d)
Figura 7.5: Vecindarios utilizados para reparación del modelo Buddha.
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(a) (b)
(c)
Figura 7.6: Resultado de reparación en el modelo Buddha, a) triangulación, b) resultado
final y c) el modelo original.
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(a) (b)
(c) (d)
Figura 7.7: Resultado de reparación en el modelo Cow, a) hueco generado, b) vecindario
de reparación, c) triangulación inicial y d) resultado final.
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(a)
(b)
(c)
Figura 7.8: Resultados visuales reportados en a,b) Zhao[176] y c) Jun [92].
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presentan mayor dificultad para los métodos de reconstrucción de superficies. Dado que las
discontinuidades pueden aparecer en zonas con cualquier nivel de geometría, siempre será
deseable que los métodos de corrección mantengan dichas características. Esta característi-
ca parece contradecirse en cierta manera con los supuestos hechos acerca del conocimien-
to a priori incluido en la solución de modelos de reconstrucción, los cuales consisten en
asumir que los objetos son suaves y continuos, en donde no deberían existir cambios signi-
ficativos en las características de la superficie entre zonas cercanas, como por ejemplo, las
normales o la curvatura [17]. En la Figura 7.9 y la Figura 7.10, se muestran las reparaciones
realizadas en objetos con presencias de características geométricas agudas. Una cuantifi-
cación del grado de la capacidad de reproducción de características agudas no es trivial,
sin embargo, visualmente es posible observar que el método produce resultados débiles en
relación a la reproducción de dichas características. La reparación en general consiste de
un parche suave que no reproduce las esquinas o los bordes de objeto. Similares resultados
se pueden observar en la Figura 7.11, reportados en el trabajo de Jun [92].
En el caso particular del método propuesto, la explicación para dicho comportamiento
radica fundamentalmente en la naturaleza misma de la formulación del modelo Bayesiano,
en la cual, la función más suave es aquella que posea mayor probabilidad de ser la que
produjo los datos. Así, el modelo no incluye componentes direccionados a mantener o re-
producir dichas características. En la literatura, Jenke en [89], orienta una solución a esta
problemática redefiniendo el término de la distribución a priori del modelo de reconstruc-
ción Bayesiano, descrita en la Ecuación 6.10, de la sección 6.3.2, mediante un componente
para modelar características geométricas finas, denominado Pdiscrete. Sin embargo, dada la
naturaleza local del método de reconstrucción propuesto, no es posible obtener suficiente
información sólo con un vecindario del contorno para formar los tres componentes que
sugiere el trabajo de Jenke. La cantidad de información necesaria para reproducir estas
características es mayor que la requeridas para zonas sin presencia de estos detalles geo-
métricos [174].
Aunque es posible una adaptación del modelo para mejorar la preservación de dichas
características como lo muestra [89], su implicación consiste en generar un mayor costo
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computacional en la obtención de la solución final. Este aspecto constituye la mayor debi-
lidad del método propuesto para la reparación de anomalías relacionadas con ausencia de
información.
(a) (b)
(c)
Figura 7.9: corrección de bordes en el objeto Fandisk.
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(a)
(b)
(c)
Figura 7.10: Corrección de bordes en el objeto Oil-Pump, a) hueco artificial, b) vecindario
utilizado para la reparación y c) resultado final.
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(a) (b)
Figura 7.11: Resultado de la reparación en zona con presencia de características agudas
[92].
Capítulo 8
Conclusiones y Trabajos Futuros
En esta tesis se ha descrito varias técnicas y algoritmos direccionados hacia el problema
del llenado de huecos en datos de rango que describen objetos que no forman un volumen
cerrado. Esta característica es importante, dado que una amplia mayoría de trabajos supo-
nen que los objetos no presentan discontinuidades propias presentes en el objeto real, por
lo cual, no es necesario una etapa de clasificación entre discontinuidades reales y falsas.
En otros trabajos, la actividad más frecuentemente realizada por el usuario está centrada
en la clasificación de las anomalías para su reparación. En este paso, casi la totalidad de
las técnicas requieren de esta intervención, algunos otros, requieren de la configuración
correcta de parámetros. En este sentido, la motivación general del trabajo realizado, estuvo
enfocada hacia la recuperación de segmentos de regiones faltantes, sin la intervención de
un usuario o disminuyendo ésta en lo posible. Para generar la información necesaria para la
clasificación y el establecimiento de parámetros, se asumió como única fuente disponible
la superficie del objeto descrita por sus puntos y por la conectividad asociada. Por lo tan-
to, la diferencia con los trabajos relacionados realizados en el estado del arte, se centra en
la proposición de una metodología de corrección específica de las anomalías en modelos
tridimensionales con clasificación semi automática de anomalías. Los modelos estadísticos
intentan recuperar la información necesaria para lograr este objetivo.
La posibilidad de discriminar automáticamente un contorno consiste en encontrar ca-
racterísticas que son variantes en cada uno de estos, tal que permitan diferenciarlas. En
este sentido, no se encontró en el estado del arte un trabajo que siguiera tal directriz. Por
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lo tanto, se realizó un estudio experimental que describe las fuentes comunes de genera-
ción de anomalías y se orienta hacia la caracterización de las anomalías con base en el
contorno. Las anomalías se agruparon en dos conjuntos de estudio; las anomalías causadas
por oclusión y las anomalías causadas por reflexión/refracción. Así, dado que los contor-
nos se describen por una curva 3-D, se utilizó como medidas de estudio, la curvatura y la
torsión de dicho contorno. Las pruebas estadísticas permitieron concluir que no existe nin-
guna diferencia en términos de la varianza de la torsión y de la curvatura promedio entre
los dos grupos de muestras analizados, permitiendo afirmar que estadísticamente no existe
una diferencia significativa entre las características geométricas de las anomalías, lo que no
hace posible su discriminación usando estas medidas. Por lo tanto, no es posible diferenciar
geométricamente estas anomalías, éstas pueden ser tratadas de igual forma sin diferenciar
su fuente, debido a que geométricamente sus contornos se curvan y se tuercen en el espacio
tridimensional de manera similar.
Teniendo en cuenta que se demostró que los contornos podrían ser tratados de igual
forma sin importar la fuente que los genera, el siguiente paso fue determinar si los contor-
nos de anomalías podrían diferenciarse de los contornos que son formados por la existencia
de éste en el modelo real. Algunos trabajos realizaron acercamientos a este problema, sin
embargo, aún eran débiles en algunos aspectos como los huecos en regiones altamente pla-
nas. Este trabajo propone una medida para la clasificación automática de contornos basada
en la estimación de una medida de entropía condicional. La medida de entropía pretende
cuantificar en que grado es predecible la distribución de la torsión dentro del contorno. La
hipótesis con la que se inició la proposición de esta medida fue experimental, dado que,
desde una perspectiva visual, las discontinuidades que se generaban en los objetos digitales
que estaban presentes en los objetos reales presentaban contornos suaves o poco variables.
Adicionalmente, el hecho de que las discontinuidades causadas por fallas en el sistema de
censado produzcan irregularidades notorias visualmente en el contorno, generó la idea de
analizar su irregularidad como una medida de entropía. Esta medida mostró, en general, ser
adecuada en la diferenciación de este tipo de contornos. Es eficiente computacionalmente
y puede ser utilizada en nubes de puntos o mallas. Sin embargo, la mayor debilidad de la
técnica la constituye el hecho de que es necesario estimar las distribuciones de probabilidad
en cada dominio para determinar la medida. Como trabajo futuro en esta área se encuentra
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el estudio de un clasificador basado en esta medida, más preciso en el sentido del valor
apropiado en cada caso para clasificar las anomalías.
Se propuso un método de llenado de huecos que permite la generación de segmentos
faltantes en modelos tridimensionales. El método inicia posterior a la identificación del
contorno y a su clasificación como anomalía real. Los huecos son llenados mediante una
aproximación plana del contorno mediante una triangulación creciente a partir de sus vér-
tices. Esta incorporación permite reparar huecos de cualquier geometría y tamaño. Dada la
naturaleza plana de la aproximación inicial, una corrección de las posiciones es realizada
mediante un modelo Bayesiano que prioriza la curvatura de un segmento representativo del
objeto. Este segmento es estimado mediante la técnica de selección de vecindarios. Los re-
sultados visuales muestran que el algoritmo reproduce adecuadamente la topología general.
El método tiene un carácter local, por lo que es conveniente para el tratamiento de objetos
de gran tamaño. Adicionalmente, esta técnica resulta ser útil para huecos en regiones con
características geométricas suaves, sin embargo, en regiones que contienen fuerte variación
geométrica como una esquina o un borde, el algoritmo no las reproduce claramente. De-
bido a que el funcional del modelo de distribución de probabilidades a priori no toma en
cuenta esta característica. Futuros trabajos deberán estar direccionados a la modificación
del modelo de distribución a priori para incorporar la preservación de estas características.
La reducción del tiempo de cómputo mediante una implementación distribuida, es un factor
de impacto en el desarrollo de esta área, dado el alto costo computacional en tiempo que
consume el algoritmo de corrección Bayesiano. En este contexto, tecnologías para el dise-
ño de algoritmos paralelos como CUDA (Compute Unified Device Architecture), pueden
ser una opción adecuada dado el entorno gráfico de la temática.
Desafortunadamente, obtener una medición exacta de las bondades del método pro-
puesto frente a técnicas relacionadas, no es una tarea trivial dada la dificultad de la no exis-
tencia de una metodología clara para la cuantificación del error. La diversidad de métricas
reportadas dependientes de cada una de las técnicas utilizadas, no posibilita la comparación
de los resultados. Por otra parte, la dificultad de la obtención de los modelos utilizados en
los reportes es otro inconveniente de consideración. Sin embargo, los resultados visuales
muestran una correcta reparación de las discontinuidades y las estimaciones de los errores
es cercana si se compara con las técnicas reportadas en la literatura.
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