Polarization in the Production of the Antihydrogen Ion by Yazejian, Casey A. & Straton, Jack C.
Portland State University 
PDXScholar 
Physics Faculty Publications and Presentations Physics 
2020 
Polarization in the Production of the Antihydrogen 
Ion 
Casey A. Yazejian 
Portland State University 
Jack C. Straton 
Portland State University, straton@pdx.edu 
Follow this and additional works at: https://pdxscholar.library.pdx.edu/phy_fac 
 Part of the Atomic, Molecular and Optical Physics Commons 
Let us know how access to this document benefits you. 
Citation Details 
Yazejian, C. A., & Straton, J. C. (2020). Polarization in the production of the antihydrogen ion. The 
European Physical Journal D, 74(7), 1-16. 
This Article is brought to you for free and open access. It has been accepted for inclusion in Physics Faculty 
Publications and Presentations by an authorized administrator of PDXScholar. For more information, please 
contact pdxscholar@pdx.edu. 
Eur. Phys. J. D (2020) 74: 156 DOI: 10.1140/epjd/e2020-100548-7
Polarization in the production of the antihydrogen ion
Casey A. Yazejian, and Jack C. Straton
Eur. Phys. J. D (2020) 74: 156
https://doi.org/10.1140/epjd/e2020-100548-7 THE EUROPEAN
PHYSICAL JOURNAL D
Regular Article
Polarization in the production of the antihydrogen ion?
Casey A. Yazejian and Jack C. Stratona
Department of Physics, Portland State University, Portland, OR 97207-0751, USA
Received 31 October 2019 / Received in final form 1 May 2020
Published online 23 July 2020
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Abstract. We provide estimates of both the cross section and rate coefficient for the radiative attachment
of a second positron to create the H
+
ion, H (1s) + e+ → H+
(
1s2 1Se
)
+ ~ω, for which the polarization
of the initial state H (1s) is taken into account. We show how to analytically integrate the resulting
six-dimensional, three-body integrals for wave functions composed of explicitly correlated exponentials,
a result that may be extended to Hylleraas wave functions. We extend Bhatia’s polarization results for
the equivalent matter problem down to the low temperatures required for the Gravitational Behaviour
of Antihydrogen at Rest (GBAR) experiment at CERN. The two-electron polarization cross-term is of
intrinsic interest because it has every appearance of being singular at the origin, but non-singular when
integrated numerically. We show that conventional approaches lead to a final integral with two singular
terms that may be made to cancel in lowest order. However, higher-order terms in such approaches defy
analytical integration. We use an integro-differential transform based on Gaussian transforms to bypass
this blockage to yield a fully analytic result. Even in this method, one avoids the singular form only by
integrating out the radial integrals before solving the second Gaussian integral.
1 Introduction
For more than a decade, production of antihydrogen (H)
atoms at the Antiproton Decelerator (AD) facility at
CERN [1] has provided the foundation for a variety of
experiments (e.g., [2–4]). The ALPHA and ATRAP col-
laborations now trap small numbers of these anti-atoms in
specialized magnetic minimum neutral atom traps [5–7],
and confinement times of many minutes are now possible
at ALPHA [8]. This has led to spectroscopic [9] measure-
ments for H, an experimental limit on its charge [10], and
even a rough limit on the gravitational interaction of the
anti-atom [11].
The GBAR collaboration [12–14] has built on the lat-
ter idea to measure the gravitational attraction of matter
versus antimatter using neutral H atoms, but these are dif-
ficult to cool sufficiently. They plan to form the antihydro-
gen ion H
+
as an intermediate step because its net charge
allows for sympathetic cooling with a mixture of positively
charged ions of ordinary matter like Be+. After cooling,
the extra positron would then be stripped off for studies
of the gravitational interaction of the anti-atom [12–14].
Prior papers [15,16] have calculated the cross section and
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Cassidy, Saša Dujko, Dragana Maric, Joan Marler, James
Sullivan, Juraj Fedor.
a e-mail: straton@pdx.edu
rate coefficient for the radiative attachment of a second
positron to create the H
+
ion,
H (1s) + e+ → H+
(
1s2 1Se
)
+ ~ω, (1)
utilizing both [15] the effective range wave function of
Ohmura and Ohmura [17] as well as [16] a fully two-
positron 200-term wave function [18] composed of explic-
itly correlated exponentials of the kind introduced by
Thakkar and Smith [19]. These extend to temperatures
lower than Bhatia’s [20] results. Bhatia’s results, however,
include both long-range polarization effects and short-
range correlations arising from an optical potential. It is
important to know how those effects manifest at these
lower temperatures and the present paper includes the
former but only a modest amount of the latter.
2 The cross section
The radiative attachment cross section can be most eas-
ily found from the photoionization cross section via the
principle of detailed balance (see, e.g., [21]), as was done
by Drake [22] and then Jacobs et al. [23], who applied
the principle of detailed balance to obtain the radia-
tive attachment coefficient (for an electron) to form the
(2p2 3P e) metastable H− state from H (2s, 2p). Although
Chandrasekhar [24,25] was not the first to calculate the
cross section for photoionization (also called photode-
tachment), σPI, of the equivalent matter problem, many
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researchers follow his lead. For instance, Ghoshal and and
Ho [26] re-expressed Chandrasekhar’s form of the (length
gauge) cross section in atomic units,
σPI =
2pωαa20
3
∣∣∣〈ψf ∣∣∣k̂ · (r1 + r2)∣∣∣ψi〉∣∣∣2
= 6.81156× 10−20cm2k
(
k2 + 2I
)
|〈ψf |z1 + z2|ψi〉|2
≡ 6.81156× 10−20cm2k
(
k2 + 2I
)
|µPI|2 , (2)
where α ≈ 1/137 is the fine structure constant, a0 the
Bohr radius. Conservation laws give the energy ~ω of the
ionized photon in terms of the sum of the magnitude of
the momentum of the detached electron p = ~k and the
energy difference between initial and final bound states
(called the electron affinity I ≡ γ20/2), by
2~ω = 2 (2πhν) = 2
hc
λ
= 2
(
~2k2
2
+ I
)
≡
(
p2 + γ20
)
.
(3)
In equation (2), the matrix element for photodetach-
ment is
µPI =
∫
dτψ∗f (z1 + z2)ψi, (4)
which includes initial- and final-state wave functions that
represent two-positron (or two-electron) states. Whereas
one-positron states can be represented by an analytic
function, two-positron states can be represented only
approximately.
Our goal in doing these calculations has been to pro-
vide the GBAR collaboration with increasingly accurate
estimates of the rate coefficient so that they can decide if
this approach will bear fruit for their experiment. Thus,
in our first paper [15] we represented the final-state wave
function as the product of a plane wave multiplied by an
antihydrogen ground state wave function,
ψf =
1√
2π
(eikz1−r2 + eikz2−r1). (5)
The initial-state H
+
ion is so weakly bound that there is
but one bound state. As a first approximation, one may
imagine that the state consists of one positron bound to
the antiproton in the antihydrogen ground state, while
the second positron is at such a large distance that the
bound positron fully screens the antiproton charge so that
the second positron feels no force. Hence the radial wave
function of the weakly bound positron ψeff(r) satisfies the
Schrödinger equation
r
d2
dr2
ψeff(r) + 2
d
dr
ψeff(r) = rψeff(r)γ20 , (6)
whose solution is
ψeff(r) =
C
r
exp(−γ0r). (7)
Thus, in this first approximation we have a nearly
unbound positron becoming a positron truly in the con-
tinuum due to the absorption of a photon. In this effective
range theory of Ohmura and Ohmura [17], the antihydro-
gen (hydrogen) atom is a spectator and we have now a
one-positron matrix element for (4).
The next step in our set of calculations for GBAR was
to utilize a very accurate two-positron initial-state wave
function of the sort Thakkar and Smith [19] introduced
made up of explicitly correlated exponentials,
ψi (r1, r2, r12) =
1√
2
(
1− P̂12
)∑
k
cke
−αkr1−βkr2−γkr12 ,
(8)
where P̂12 is the permutation operator for the two iden-
tical positrons. The parameters in the exponentials are
generated in a quasi-random fashion,
αk = η
(
(A2 −A1)
1
2
〈k(k + 1)〉
√
2 +A1
)
βk = η
(
(B2 −B1)
1
2
〈k(k + 1)〉
√
3 +B1
)
γk = η
(
(G2 −G1)
1
2
〈k(k + 1)〉
√
5 +G1
)
, (9)
where 〈x〉 denotes the fractional part of x. For the two-
positron 200-term wave function we used, these param-
eters are [18]: A1 = 0.22277, A2 = 1.58047, B1 =
0.98603, B2 = 1.33237, G1 = −0.16261, G2 = 0.76359,
and η = 1 + 1.42 × 10−7. Because the optimization algo-
rithm is not perfect, one must scale the wave function
with η very slightly different from one so that it satis-
fies the virial theorem. The coefficients ck are found by
diagonalizing the Hamiltonian matrix in order to mini-
mize the ground state energy and are then normalized.
The quality of this wave function may be seen in the
energy it produces: 0.5277510163 a.u. agreeing with the
0.527751016 a.u. benchmark result of Pekeris [27,28].
Our results from using this highly accurate wave func-
tion for the initial state, were about 4% lower than those
from using the very approximate wave function from the
effective range theory of Ohmura and Ohmura [17]. That
is, an initial-state wave function for a very-slightly-bound
system that is fully correlated at all inter-positron dis-
tances gave results that were only a modest improvement
over an initial-state wave function with zero correlation
at any inter-positron distance apart from the assumption
that it was most often at a large distance.
These results using a highly accurate wave function
for the initial state, however, differed significantly from
Bhatia’s [20] photoionization results at high wave num-
bers and from his rate coefficient at high temperatures.
Clearly there was a need to improve the final-state wave
function (5). We chose to focus in this work on the polar-
ization effects that a continuum positron has on the anti-
hydrogen bound state.
3 Polarization
In 1957 Temkin [29] introduced a means to account for the
polarization of an atom by the presence of a free electron,
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which for the present problem modifies the antihydrogen
ground state as
ψf (r1, r2, cos θ12)
=
1√
2
[(
λ3/2√
π
e−λr1 − 1√
πλ1/2
×
ε(r1, r2)
(
λr31
2 + r
2
1
)
cos θ12e−λr1
r1r22
 eikz2
+
(
λ3/2√
π
e−λr2 − 1√
πλ1/2
×
ε(r2, r1)
(
λr32
2 + r
2
2
)
cos θ12e−λr2
r2r21
 eikz1
 (10)
where λ = Z/a0 is the magnitude of the antiproton charge
divided by the Bohr radius and the factor of 1/
√
2 is
from symmetrizing the two-positron wave function that
includes the free positron as (ultimately the P-wave part
of [30]) a plane wave.
Temkin [31] justified his use of a step function for the
radius at which polarization effects would be included,
ε (r1, r2) =
{
1, r1 > r2
0, r1 < r2
}
, (11)
by noting that “it is not the exact form of the direct polar-
ization potential for small values r1 (as long as the poten-
tial vanishes in some reasonably fast way as r1 → 0) but
rather its accuracy for larger values of r1 and the con-
sistent incorporation of the exchange polarization, terms
which are important for the adiabatic description of scat-
tering.” This form in which one uses only dipole polariza-
tion has been utilized by a long list of authors for scatter-
ing problems.
The counter-argument to including only long-range
polarization effects is well laid out by researchers examin-
ing of the choice of pseudostates for close-coupling calcu-
lations for interactions of electrons with atomic hydrogen.
Burke and Schey [32], for instance, note that the conver-
gence using states beyond n = 2 is very slow, and this
“can probably be attributed to the short-range correla-
tion effect, rather than to the long-range polarization.”
Matese and Oberoi [33] amplify this conclusion: “In the
1S channel the 1s–2s expansion gave a larger correction
to the static phase shift than did the 1s–2p expansion.
Since the 2s state contributes nothing to the polarization
of the ground state [which is what one would expect from
the presence of the cosine function in equation (10) above
and in a 2p wave function], the inference is clear.”
These researchers do, however, provide some justifica-
tion for adding polarization effects to improve the final-
state wave function from (5) to (10) in the present case
where we are seeking accurate results for very low tem-
peratures that one would associate with very low average
energies of the positrons. Burke and Schey [32] note that
pseudostates that reproduce n = 1 polarizabilities should
give superior results for very low energies where long-range
effects dominate. Matese and Oberoi [33] point out that
it is at higher energies (away from resonances) that short-
range effects are expected to dominate.
But even if one were calculating cross sections at some-
what higher energies – and rate coefficients at somewhat
higher temperatures – than our focus, more recent formu-
lations extend polarization contributions into the short-
range region. In 2006, Shertzer and Temkin [35] replaced
Temkin’s cutoff function (11) with a smooth function that
allows for polarization at all positive radii, while still going
to zero as r1 → 0:
χST (r1) = 1−e−2Zr1
(
1
3
Z4r41 +
4
3
Z3r31 + 2Z
2r21 + 2Zr1 + 1
)
.
(12)
Bhatia [36] devised an alternative smooth function
χµ (r1) =
(
1− e−µr1
)h = h∑
n=0
(
h
n
)
(−1)n e−nµr1 , (13)
where h ≥ 3 and the parameter µ may be varied to max-
imize the phase shift (please see Sect. 7.1). Bhatia notes
that this term contributes to the short-range correlations
in addition to those he obtains from the short-range corre-
lation function that he uses arising from an optical poten-
tial.
Table 1 provides values for Bhatia’s parameters for three
values of k. We will utilize Bhatia’s form because χST may
be found from it by using just the h = 1 term in χµ=2Z(r1)
with
(
1
3
(
Z
2
)4 ∂4
∂Z4 + · · ·
)
multiplying the exponential por-
tion.
Then, using a sum of explicitly correlated functions
e−αr1−βr2−γr12 for the initial state and equation (10) for
the final state, the matrix element (4) for ionizing either
positron under the influence of the length dipole operator
(z1 + z2) is the sum of eight terms:
µPI = 2 (I11 − P11 + I21 − P21)
λ3/2√
2π
=
∫ ∫
d3x1d
3x2e
−αr1−βr2−γr12 (z1 + z2)
λ3/2√
π
1√
2
×
e−λr2eikz1
1− 1
λ2
χµ (r1)
(
λr32
2 + r
2
2
)
cos θ12
r2r21

+ e−λr1eikz2
1− 1
λ2
χµ (r2)
(
λr31
2 + r
2
1
)
cos θ12
r1r22
 ,
(14)
where the first factor of two comes from I11 = I22 and so
on, whose subscripts j refer to zj in the dipole operator
and in the plane wave, respectively, and we have factored
out the coefficient λ
3/2
√
2π
that is common to all terms.
Keating [16,39] has calculated the non-polarized terms
for the more complicated two-electron wave functions of
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Table 1. Parameters for Bhatia’s smooth cutoff function at
three values of the electron wave number k. The exponent h is
generally found to be 3 for 1S states and 4 for 3S states [36].
k h µ (called
β in his
papers)
Phase shift
(radians)
Source
0 3 0.54 [36]
0.4 3 0.277 0.10047 [37]
0.8 3 0.661 0.7942772 [38]
0.8 4 0.895 0.8073684 [38]
0.8 5 1.00 0.8029370 [38]
the type
ψH(r1, r2, r12) =
1√
2
(
1− P̂12
)
e−αr1−βr2−γr12
×
∑
l,m,n
clmns
lt2mun, (15)
where P̂12 is the permutation operator for the two iden-
tical electrons, with Hylleraas coordinates [40] given by
s = r1 + r2, t = r1 − r2, and u = r12 ≡ |r1 − r2|. Equa-
tion (11) of Keating et al. [16] with l = m = n = 0
gives 2 (I11 + I21) /
(
8π2
)
for the present set of explic-
itly correlated two-electron wave functions. We find that
only the l = m = n = 0 term requires special care
to circumvent the seeming singularity at the origin dis-
cussed below, so our results for P21 may be extended
using Keating’s method for use with Hylleraas wave
functions.
4 Reduction of integrals
The algebra in each case is greatly reduced by making the
replacement
e−γr12e−r2(β+λ) =
(
− ∂
∂γ
)(
− ∂
∂λ
)
e−r2(β+λ)
r2
e−γr12
r12
(16)
in each non-polarized term, with the notation
Ij1 =
(
∂
∂γ
)(
∂
∂λ
)
R0j1 (17)
where
R011 =
∫ ∫
d3x1d
3x2e
−αr1 e
−r2(β+λ)
r2
e−γr12
r12
(
z1e
ikz1
)
and
R021 =
∫ ∫
d3x1d
3x2e
−αr1 e
−r2(β+λ)
r2
e−γr12
r12
(
z2e
ikz1
)
.
(18)
Likewise, simplifications result from making the
replacement
(
r2λ
2
+ 1
)
r22e
−γr12e−r2(β+λ) =
(
−λ
2
∂
∂λ
+ 1
)(
− ∂
∂γ
)
×
(
− ∂
∂λ
)
r22
e−r2(β+λ)
r2
× e
−γr12
r12
(19)
in each polarized term, with the notation
Pj1 =
1
λ2
(
−λ
2
∂
∂λ
+ 1
)(
∂
∂γ
)(
∂
∂λ
) h∑
n=0
×
(
h
n
)
(−1)nR1n0j1 (20)
where the sum over n is from equation (13) and we use
a calligraphic font for R1n0jk on the right-hand side to
distinguish these reduced forms from the non-polarized
reduced forms R0jk of equation (17). Thus, the polariza-
tion integrals to be solved are
R1n011 =
∫ ∫
d3x1d
3x2e
−(α+nµ)r1 e
−r2(β+λ)
r2
e−γr12
r12
×
(
cos θ12
r2r21
)(
z1e
ikz1
)
and
R1n021 =
∫ ∫
d3x1d
3x2e
−(α+nµ)r1 e
−r2(β+λ)
r2
e−γr12
r12
×
(
cos θ12
r2r21
)(
z2e
ikz1
)
. (21)
For the cross-terms
(
z2e
ikz1
)
=
(
r2 cos θ2eikr1 cos θ1
)
, we
use the law of cosines,
cos θ2 = cos θ1 cos θ12 + sin θ1 sin θ12cos (φ1 + φ12). (22)
Ley-Koo and Bunge [41] note that “because the point
of interest is on the polar axis” only the cosine-product
term contributes, which we confirmed by calculating both
terms.
One may expand the plane wave in a series of angular
functions and spherical Bessel functions [42], which allows
us to do the first angular integral in each of the four terms
in equation (14),∫
(r1P1 (cos θ1))
( ∞∑
l=0
(2l + 1) iljl(kr1)Pl (cos θ1)
)
dΩ1
=
(
r1
2
(2 + 1)
2π
)(
(2 + 1) i1j1(kr1)
)
. (23)
All expressions that follow should in principle be multi-
plied by this factor of i, but since we will take the absolute
square of sums of these transition amplitudes to get the
cross section, we have ignored this factor.
For all but P21, we follow Ley-Koo and Bunge [41]
in replacing dΩ2 – the differential solid angle around
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r̂2 in a frame of reference in which r1 is taken as the
polar axis – by dΩ12 = sin θ12dθ12dφ12. One can imme-
diately integrate over dφ12. They change variables to
cos θ12 =
(
r21 + r
2
2 − r212
)
/ (2r1r2) giving sin θ12dθ12 =
(−2r12) dr12/ (2r1r2), but we instead change variables to
cos θ12 = u12 giving sin θ12dθ12 = du12.
Aside from providing integrals we have not found in the
literature that one needs for the latter method,
∫ 1
−1
du12
e−γ
√
r21−2r1r2u12+r22√
r21 − 2r1r2u12 + r22
=
e−γ|r1−r2| − e−γ|r1+r2|
γr1r2∫ 1
−1
du12
e−γ
√
r21−2r1r2u12+r22√
r21 − 2r1r2u12 + r22
u12
=
1
γ3r21r
2
2
((
e−γ|r1−r2| + e−γ(r1+r2)
)
r1r2γ
2
− e−γ|r1−r2| + e−γr1−γr2
+ γ
(
e−γ(r1+r2) (r1 + r2)− e−γ|r1−r2| |r1 − r2|
))
× [r1 > 0, r2 > 0]
1
γr1r2
∂
∂a
∫ 1
−1
du12 e
−γ
√
r21−a2r1r2u12+r22
∣∣∣
a=1
u12
=
1
γ5r31r
3
2
∂
∂a
1
a2
(
e−γ
√
r21−2ar2r1+r22
×
(
−
(
r21 − 3ar2r1 + r22
)
γ2
+
∣∣∣ (aγ2r1r2 − 3)√r21 − 2ar2r1 + r22γ − 3)
+ e−γ
√
r21+2ar2r1+r
2
2
×
( (
r21 + 3ar2r1 + r
2
2
)
γ2 +
(
ar1r2γ
2 + 3
)
×
√
r21 + 2ar2r1 + r
2
2γ + 3
))
a=1
, (24)
we simply display the results for the non-polarized
terms whose derivatives readily give results already found
[16,39]. These are
R011 =
32π2k
γ2 − (β + λ)2
×
(
1
(k2 + (α+ β + λ)2)2
− 1
(k2 + (α+ γ)2)2
)
(25)
and
R021 = −
32π2
(γ2 − (β + λ)2)2
 k ((β + λ)2 − γ2)
(k2 + (α+ β + λ)2)2
+
γ(α+ γ)
k (k2 + (α+ γ)2)
− (β + λ)(α+ β + λ)
k (k2 + (α+ β + λ)2)
−
α tan−1
(
k
α+β+λ
)
k2
+
α tan−1
(
k
α+γ
)
k2
 · (26)
Then the final contribution these two make to the matrix
element (14) is
I11 + I21 =
∫ ∫
d3x1d
3x2e
−αr1−βr2−γr12
× (z1 + z2)e−λr2eikz1
=
(
∂
∂γ
)(
∂
∂λ
)
(R011 +R021) , (27)
whose final form after the derivatives [16] are taken we
will not repeat here because of its complexity.
In anticipation of its usefulness for amplitude integrals
beyond the dipole approximation that involve even higher
powers of cos θ12, we introduce an addition theorem from
Magnus et al. [43]
exp
(
−η
√
x21 − 2x1 · x2 + x22
)
√
x21 − 2x1 · x2 + x22
= x−1/21 x
−1/2
2
∞∑
n=0
(2n+ 1)Pn (cos θ)
× In+1/2 (ηx1)Kn+1/2 (ηx2) [0 < x1 < x2]
(28)
that can be recast into modern notion,
exp
(
−η
√
x21 − 2x1 · x2 + x22
)
√
x21 − 2x1 · x2 + x22
= x−1/21 x
−1/2
2
∞∑
n=0
(2n+ 1)Pn (cos θ)
× In+1/2 (ηx<)Kn+1/2 (ηx>) , (29)
whose integral with powers of cos θ (recast as sums of
Legendre Polynomials [44,45])
2π
∫ 1
−1
duPL(u)Pn(u) = 2π
2
2L+ 1
δLn (30)
will project out a sum of several terms. Then for the
direct polarization term,
See equation (31) next page.
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R1n011
= 4π
∫ ∞
0
dr1r1j1 (kr1) e
−r1(α+nµ)
×


∫ r1
0
dr2
2π
(
1
r1γ
+ 1
)
e−r2(β+λ)−r1γ
(
2 cosh (r2γ)− 2 sinh(r2γ)r2γ
)
γr1
+
∫ ∞
r1
dr2
2π
(
1
r2γ
+ 1
)
e−r2(β+λ)−r2γ
(
2 cosh (r1γ)− 2 sinh(r1γ)r1γ
)
γr1


=
16π2
k2 ((β + λ)2 − γ2)2
(
k(β − γ + λ)−
k
(
(β + λ)2 − γ2
)
(nµ+ α+ β + λ)
k2 + (nµ+ α+ β + λ)2
+
(
k2 + (nµ+ α)2 − γ2
)(
tan−1
(
k
nµ+ α+ β + λ
)
− tan−1
(
k
nµ+ α+ γ
)))
. (31)
R1n021
=
42π2
((β + λ)2 − γ2)3
∫ ∞
0
dr1j1 (kr1) e
−r1(α+nµ)
(
2e−γr1
((
(β + λ)2 + 3γ2
))
r1
+
16e−γr1
r31
+
16γe−γr1
r21
− 16e
−(β+λ)r1
r31
− 16(β + λ)e
−(β+λ)r1
r21
−
e−(β+λ)r1
(
r21
(
(β + λ)2 − γ2
)2
+ 4r1
(
(β + λ)3 − γ2(β + λ)
)
+ 2
(
5(β + λ)2 − γ2
))
r1

 . (32)
The polarization cross-term R1n021, however, runs afoul
of unresolvable singularities in the r1 integral using this
conventional approach.
5 Bypassing singularities in R1n021
A similar approach gives
See equation (32) above.
Consider the portion of this integral containing terms that
are singular when taken alone, and thus cannot be inte-
grated analytically term-by-term,
S =
42π2
((β + λ)2 − γ2)3
∫ ε
0
dr1
(
j1 (kr1) e−(nµ+α)r1
×
[
16e−γr1 − 16e−(β+λ)r1
r31
+
16γe−γr1 − 16(β + λ)e−(β+λ)r1
r21
])
. (33)
If we expand the exponentials in the r−31 term of (33)
in a Taylor series, one sees that the constant term is self-
canceling. The second term gives −16γ+16(β+λ)
r21
, which pre-
cisely cancels the first term of a Taylor series expansion
of the exponentials in the r−21 term of (33). Differing fac-
torials forestall precise cancellation of the remaining pairs
of terms, but fortunately the spherical Bessel function has
behavior near the origin [42]
j1(z) ∼
√
π2−2z1
Γ
(
1 + 32
) · (34)
This multiplies the r−11 terms in the two series, and the
resulting integral is a finite constant times ε, which may be
made a small as we like. The next pair of terms integrate
to ε2, which go to zero more rapidly than the r−11 terms,
and so on. Thus the individually singular portion of the
integral when taken as a pair gives zero contribution.
That does not, however, solve our problem in full. One
may show numerically that the manifestly nonsingular
portion of the infinite integral of those same terms
NS =
42π2
((β + λ)2 − γ2)3
∫ ∞
ε
dr1
(
j1 (kr1) e−(nµ+α)r1
)
×
[
16e−γr1 − 16e−(β+λ)r1
r31
+
16γe−γr1 − 16(β + λ)e−(β+λ)r1
r21
]
(35)
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approaches a stable value as ε becomes small but nonzero,
but this integral nevertheless defies analytic integration.
The r−11 terms in (32) are easily integrated, but that
is not useful without an analytically result for (35),
above.
6 An integro-differential transform
One must instead turn to alternative methods of integra-
tion to have any hope of a fully analytical solution. The
Gaussian transform is a sufficiently different approach to
have some promise of avoiding the above problems. Its
purpose is to move the multi-center coordinates into a
quadratic form in an exponential so that one may com-
plete the square and thereby perform the spatial inte-
gral(s). In 1990 one of us [46] extended the Gaussian trans-
form to an integro-differential transform allowing one to
also move the angular variables within spherical harmon-
ics of non-spherically-symmetric wave functions into that
quadratic form. Since our dipole operator and the angular
function in the polarization term are both spherical har-
monics
(
cos θ = 2
√
π
3
Y1,0 (θ, φ)
)
, we can use that for-
malism. We find it convenient to modify this formalism
slightly by setting cos θ12 = −x−11 x
−1
2
∂
∂Q
∣∣∣
Q=0
e−Qx1·x2
and applying this to the two-center integral over x2. Thus,
we need to calculate
R1n021 = 8π2
∫ ∞
0
dr1r
2
1j1 (kr1) e
−r1(α+nµ) 1
r21
Sβ+λ0γ0Q1
× (0; 0, r1) (36)
where
Sη10η20Q1 (0; 0, x1)
=
∫
d3x2 (x2 cos θ12)
2 e
−η1x2
x2
e−η2x12
x12
= x−21
∂2
∂Q2
∣∣∣∣
Q=0
∫
d3x2x
2−2
2 e
−Qr1·r2 e
−η1x2
x2
e−η2x12
x12
= x−21
∂2
∂Q2
∣∣∣∣
Q=0
Sη10η201 (Qr1/i; 0, x1) (37)
and the superscripts and subscripts are in the notation of
prior work [46].
We introduce the Gaussian transforms of the two
Yukawa potentials (see the terms in square brackets in
the first line in the equation below), complete the square,
change variables to x′2 = x2−
x1ρ2− ip2
ρ1+ρ2
with unit Jacobian,
perform the x′2 integral [47], transform from the Gaus-
sian integration variable ρ1 to τ1 =
ρ1
ρ1 + ρ2
, and do the
ρ2 integral [48]. These steps give
S
η10η20
1 (p; 0, x1)
=
∫
d3x2
[
1
√
π
∫ ∞
0
dρ1
e−x
2
2ρ1e−η
2
1/4/ρ1
ρ
1/2
1
]
×
[
1
√
π
∫ ∞
0
dρ2
e−x
2
12ρ2e−η
2
2/4/ρ2
ρ
1/2
2
]
e−ip·x2
=
1
π
∫
d3x2
∫ ∞
0
dρ1
e−η
2
1/4/ρ1
ρ
1/2
1
∫ ∞
0
dρ2
e−η
2
2/4/ρ2
ρ
1/2
2
× exp
(
− (ρ1 + ρ2)
(
x2 −
x1ρ2 − ip2
ρ1 + ρ2
)2
+
(
x1ρ2 − ip2
)
2
ρ1 + ρ2
− ρ2x21
)
= π1/2
∫ ∞
0
dρ1
e−η
2
1/4/ρ1
ρ
1/2
1
∫ ∞
0
dρ2
e−η
2
2/4/ρ2
ρ
1/2
2
×
1
(ρ1 + ρ2)
3/2
× exp
(
−
x21ρ1ρ2
ρ1 + ρ2
−
ip · x1ρ2
ρ1 + ρ2
−
p2
4 (ρ1 + ρ2)
)
= π1/2
∫ 1
0
dτ1
1
τ
1/2
1 (1− τ1)3/2
×
∫ ∞
0
dρ2e
−η22/4/ρ2e−η
2
1(1−τ1)/τ1/4/ρ2
×
(1− τ1)3/2
ρ
3/2
2
exp
(
− x21ρ2τ1 − ip · x1 (1− τ1)
−
p2
4
(1− τ1)
ρ2
)
= 2π
∫ 1
0
dτ1e
−ip·x1(1−τ1)
exp (−x1L′)
L′
(38)
where
L′ =
√(
τ1p2 + η21
)
(1− τ1) + τ1η22 . (39)
Cheshire [49] reduced the related integral (his Eq. (19))
I1 =
η
3/2
1√
π
Sη10η201s 1
(
1
2
kf ; 0, x2
) ∣∣∣∣∣
η1=1,η2=1/2
=
∫
d3x1
η
3/2
2√
π
e−η2x12
η
3/2
1√
π
e−η1x1
x1
× e−i
1
2kf ·x1
∣∣∣∣∣
η1=1,η2=1/2
=
η
3/2
1√
π
η
3/2
2√
π
(
−
∂
∂η2
)∫
d3x1
e−η2x12
x12
e−η1x1
x1
× e−i
1
2kf ·x1
∣∣∣∣∣
η1=1,η2=1/2
=
η
3/2
1√
π
η
3/2
2√
π
(
−
∂
∂η2
)
× Sη10η201
(
1
2
kf , ; 0, x2
) ∣∣∣∣∣
η1=1,η2=1/2
, (40)
which matches the present result after substituting the
specialized values for η1 and η2. Unlike Cheshire’s appli-
cation, we are able to integrate this one-dimensional inte-
gral because we set the momentum term to Q = 0 after
taking the Q derivatives. For this integration, it is helpful
to change variables to s =
[(
η22 − η21
)
τ1 + η21
]1/2:
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R1n021
= −16π2
∫ γ
β+λ
ds
(
s2 − γ2
)
k2s2
(
(β + λ)2 − γ2
)3
(
2k3s2
(
s2 − γ2
)
(k2 + (nµ+ s+ α)2)2
+
(
(β + λ)2 − s2
)(
k − (nµ+ s+ α) tan−1
(
k
nµ+ s+ α
))
+
s
(
(β + λ)2 − s2
) ((
k2 + (nµ+ s+ α)2
)
tan−1
(
k
nµ+s+α
)
− k(nµ+ s+ α)
)
k2 + (nµ+ s+ α)2


=
16π2
3k2 ((β + λ)2 − γ2)3
[
k(α+ 3µ)(α+ γ + 3µ)2 + 3kγ2(β + λ)− 3kγ(β + λ)2
− 3k
(
k2 + (α+ 5µ)2
)
(α+ γ + 5µ)− k(α+ 4µ)(α+ β + λ+ 4µ)2
+ 3k
(
k2 + (α+ 6µ)2
)
(α+ β + λ+ 6µ) + 3k
(
k2(3α− γ + 21µ)
− (α− γ + 7µ)2(α+ γ + 7µ)
)
+
3k
k2 + (nµ+ α+ β + λ)2
×
(
k4(−3(nµ+ α) + β + λ) +
(
n2µ2 + 2nαµ+ α2 − γ2
)2
(nµ+ α+ β + λ)
− 2k2
(
(β + λ)
(
3n2µ2 + 6nαµ+ 3α2 − γ2
)
+ (nµ+ α)
×
(
n2µ2 + 2nαµ+ α2 + γ2
)))
− (nµ+ α) tan−1
(
k
nµ+ α+ γ
)
×
(
−3γ
(
β2 + 2βλ+ γ2 + λ2
)
− 3γ(β + λ)2 + γ3
+ (nµ+ α)
(
n2µ2 + 2nαµ+ α2 − 3β2 − 6βλ− 3γ2 − 3λ2
))
− 3 tan−1
(nµ+ α+ γ
k
) (
k2
(
4n2µ2 + 8nαµ+ 4α2 + β2 + 2βλ− γ2 + λ2
)
+ 4α
(
n3µ3 − nγ2µ
)
− 2k4 + n4µ4 − 2α2
(
γ2 − 3n2µ2
)
− 2n2γ2µ2 + 4nα3µ+ α4 + β2γ2 + 2βγ2λ+ γ4 + γ2λ2
)
+ (nµ+ α) tan−1
(
k
nµ+ α+ β + λ
)(
−3(β + λ)
(
β2 + 2βλ+ γ2 + λ2
)
− 3γ2(β + λ) + (β + λ)3
+ (nµ+ α)
(
n2µ2 + 2nαµ+ α2 − 3β2 − 6βλ− 3γ2 − 3λ2
))
+ 3 tan−1
(
nµ+ α+ β + λ
k
)(
−2k4 + α4 + β2γ2 + 2βγ2λ+ γ4 + γ2λ2
+ n4µ4 − 2α2
(
γ2 − 3n2µ2
)
− 2n2γ2µ2 + 4nα3µ
+ k2
(
4n2µ2 + 8nαµ+ 4α2 + β2 + 2βλ− γ2 + λ2
)
+ 4α
(
n3µ3 − nγ2µ
))
+ 8k3(nµ+ α) log
(
k2 + (nµ+ α+ γ)2
)
− 8k3(nµ+ α) log
(
k2 + (nµ+ α+ β + λ)2
)]
. (42)
S
η10η20
Q1 (0; 0, x1)
∣∣∣∣
Q=0
= 2π
∫ 1
0
dτ1
(1 − τ1) e
−x1
√(
η22−η
2
1
)
τ1+η
2
1
((
η22 − η
2
1
)
τ1 + η
2
1
)
3/2
× x21 (τ1 − 1)
(
η
2
1 (τ1 − 1) − η
2
2τ1
)
+ x1τ1
√(
η22 − η
2
1
)
τ1 + η
2
1 + τ1
= 4π
∫ η2
η1
ds
e−sx1
(
s2 − η22
) (
x1
(
sη21 − s
3
)
− s2 + x21
(
s4 − s2η22
)
+ η21
)
s2
(
η22 − η
2
1
)
3
·
(41)
The next step would normally be integration over s
followed by x1, but that would land us back in singularity
trouble. If we instead first integrate over x1 and then over
s, we obtain a nonsingular analytical result:
See equation (42) above.
The results of the remaining steps of taking the derivatives
of all four terms indicated in equations (16) and (19) are
quite long and will not be displayed.
7 The cutoff function
The above expression contains the parameter µ from Bha-
tia’s [36] smooth cutoff function, equation (13), which may
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be varied to maximize the e± −H scattering phase shift.
Let us take a moment to outline what that entails.
7.1 Scattering formalism
The reason so many workers have utilized
Chandrasekhar’s [24,25] formulation of the cross section
for photoionization, σPI, is that (whether or not it
could somehow be derived from a scattering S-matrix)
equation (2) has the form of a bound-state transition
amplitude with one of the atomic states simply lying
above the ionization threshold as in some pseudostate
formulations. (It is for this very reason that the radiative
attachment cross section can be most easily found from
the photoionization cross section via the principle of
detailed balance (see, e.g., [21]) as opposed to starting
initially with radiative attachment, which requires a
fully-formed scattering formulation.) For instance, in the
parallel Ps− case, Ward, McDowell, and Humberston
[30] describe this formulation as calculating an allowed
dipole transition to the continuum of the two-electron
Hamiltonian.
Chandrasekhar’s formulation, at its simplest, has the
photoionized electron represented by a plane wave, multi-
plying a hydrogen ground state wave function as in equa-
tion (5), whose behavior at infinite distance is ignored, and
ultimately whose P-wave part [30] is all that is used. Con-
ventional scattering formulations of a transition ampli-
tude, on the other hand, have a final state for the outgoing
positron that is represented by the product of a scattering
function u and a hydrogen ground state wave function,
ψfs =
1√
2π
(u (r1) e−r2 + u (r12) e−r1), (43)
where at large distances scattering function u is the super-
position of a plane wave and an outgoing spherical wave.
The form taken by a model potential is [50–52]
u (r) −→r→∞ A
(
exp (ik · r) + f (θ, φ) exp (ikr)
r
)
· (44)
Such a scattering formulation does not find the cross
section from an equation like (2), but instead the differ-
ential cross section is the absolute square of the scattering
amplitude f of (44).
For a case like the present one, the problem is usually
given in a partial wave expansion of the plane wave, as
in the inner parentheses of equation (23), in which the
outgoing boundary condition may be expressed as [53–55]
u (r) −→r→∞ Al (k) sin
(
kr − 1
2
lπ + δl (k)
)
. (45)
The last term δl (k) is called the phase shift, and for l = 0 it
is called the s-wave phase shift, and so on. The scattering
amplitude is then given by [56–58]
f (θ, φ) =
1
2ik
∞∑
l=0
(2l + 1) [exp (2iδl (k))− 1]Pl (cos θ) .
(46)
Bhatia [20] includes short-range correlations using
the projection-operator (optical potential) formalism of
Feshbach [59] and he notes [60] that the phase shifts
found by this method are lower bounds to the exact phase
shifts, unlike those derived from Kohn variational meth-
ods. Therefore, Bhatia is able to vary the wave func-
tion representing short-range correlations, along with the
polarization parameter µ, in order to maximize the phase
shift to make it as exact as possible.
7.2 A workaround
Unfortunately for those of us without code at hand to
calculate the phase shift, this presents a problem. One
solution is to use a polynomial approximation. We fit µ
to Bhatia’s data points µ = 0.54 at k = 0 [36], µ = 0.277
at k = 0.4 [37], and µ = 0.661 for k = 0.8 [38], all with
h = 3: µ (k) = 0.54 − 1.46625k + 2.021875k2. One may
also use Shertzer and Temkin’s [35] smooth cutoff function
within the present formalism by taking a single exponen-
tial term with h = 1 and µ = 2Z and taking derivatives
of Z to generate the powers of r1 in (12). This signif-
icantly increases the algebraic complexity of the results,
and hence the time required for the calculations, but poses
no other problem. We found that the photodetachment
results were not greatly different from Bhatia’s [20] polar-
ization results, except at the highest energies (see the fifth
column in Tab. 2). Note that Bhatia also calculated cross
sections with short-range correlations arising from an opti-
cal potential as well as the long-range correlations that
arise from polarization (his Tab. IV). These are included
in column 6, and markedly increase the cross section at
highest energies but have little effect below k = 0.6.
This reasonably good match of our results (solid line)
with Bhatia’s [20] results (stars) is also seen in Figure 1,
except at the smallest wavelengths.
One sees in Figure 1b a moderate shift downward in our
present results (solid black) using a three-term polynomial
approximation to Bhatia’s smooth cutoff function param-
eter µ from our unpolarized previous work (gray dashed)
[16]. Use of the cutoff function of Shertzer and Temkin
[35] (the gray dot-dot-dashed curve) doubles this down-
ward shift at peak. Bhatia’s polarized results are the stars
at graph coordinates (7.7, 3.91) and (8.4, 3.96). Figure 1c
shows the sharp upward bend of Bhatia’s results at small
wavelengths (high energies), also seen in the last three
rows of Table 2.
Let us compare our results to a representative subset of
the additional ways the cross section for photoionizing an
electron from the (1s2 1Se) state of the negative hydrogen
ion H− has been calculated, encompassing a wide variety
of initial and the final state wave functions:
(i) Venuti and Decleva [63] (small dashed) use a close
coupling (CC) approach extended to include corre-
lating configurations in the final state and a configu-
ration interaction (CI) initial state extended by inclu-
sion of B-spline bases.
(ii) Saha [64] (medium dashed) uses multiconfiguration
Hartree–Fock (MCHF) wave functions for both the
final and the initial states.
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Table 2. The cross section for photoionizing an electron from the (1s2 1Se) state of the negative hydrogen ion H− in units of
10−17 cm2 as a function of outgoing electron wave number, k. Column 2 is our prior unpolarized result [16] and column 3 is
the result of our three-term polynomial approximation to Bhatia’s smooth cutoff function parameter µ(k) = 0.54−1.46625k +
2.021875k2. Both were calculated using a 200-term wave function [18] composed of explicitly correlated exponentials, as was
fourth column using the cutoff function of Shertzer and Temkin [35]. Bhatia’s [20] results using a 364-term Hylleraas wave
function and his cutoff function with the parameter µ varied for each k to maximize the phase shift are given in column 5
for only long-range polarization effects. Column 6 adds in his short-range correlations arising from an optical potential. The
remaining columns encompass the work of Venuti and Decleva [63], Saha [64], Wishart [65], Stewart [66], Broad and Reinhardt,
and Ajmera and Chung [68].
k Present
work
Bhatia
(Tab. III)
Bhatia
(Tab. IV)
Venuti and Saha Wishart Stewart Broad and Ajmera and 103 Å
Unpolarized Poly.
approx. to
µ
ST polarization
only
w/short-
range
corr.
Decleva Reinhardt Chung
0.01 0.00281 0.00245 0.00245 0.00245 16.4
0.02 0.01973 0.01927 0.01924 0.01959 16.3
0.03 0.06433 0.06332 0.06324 0.06444 16.2
0.04 0.14629 0.14464 0.14443 0.14736 0.1475 16
0.05 0.27124 0.26957 0.26916 0.2748 0.27517 0.2749 0.284 15.7
0.06 0.44174 0.44029 0.43956 0.44914 0.44988 15.4
0.07 0.65834 0.65495 0.65374 0.66844 15.1
0.1 1.50045 1.49507 1.49225 1.52465 1.53024 1.5314 1.554 13.9
0.2 3.83254 3.81076 3.78552 3.83688 3.85443 3.8568 3.911 3.898 3.912 3.982 3.8625 9.5
0.23 3.96543 3.93810 3.48717 3.94354 3.96366 8.4
0.24 3.95317 3.93030 3.89215 3.92882 8.1
0.25 3.92794 3.86050 3.86050 3.89121 3.9135 7.7
0.26 3.87976 3.85599 3.81112 3.8385 7.4
0.3 3.57455 3.54515 3.48717 3.49684 3.52318 3.5241 3.538 3.548 3.5332 6.3
0.4 2.51533 2.48139 2.39851 2.42537 2.44774 2.4495 2.443 2.45 2.41 2.4631 4.2
0.5 1.63988 1.59937 1.50905 1.58692 1.60858 2.01 2 1.983 3.0
0.6 1.06015 1.00273 0.92374 1.04924 1.0741 1.6104 1.599 1.595 1.591 1.0941 2.2
0.7 0.69344 0.56006 0.56006 0.71258 0.74862 0.7470 1.7
0.74 0.5872 0.49476 0.45770 0.6153 0.66072 1.5
0.8 0.46293 0.35111 0.33748 0.49768 0.56512 0.5653 0.553 0.547 0.56 0.5544 1.3
0.8544 0.37483 0.24747 0.25537 0.41421 0.41421 1.2
0.8631 0.36099 0.23292 0.24417 0.40224 0.68976 1.1
0.8660 0.35825 0.22819 0.24054 0.39846 0.76223 1.1
Fig. 1. The cross section for photoionizing an electron from the (1s2 1Se) state of the negative hydrogen ion H− (a) with the
region near the maximum highlighted in (b) and at small wavelengths (high energies) (c). The solid dots with error bars are the
experimental results of Smith and Burch [61] normalized at 5280 Å to the average of the values for the 11 theories given in Saha
[64], 3.04 × 10−17 cm2. The open circles with error bars are the experimental results of Génévriez and Urbain [62]. The solid
line gives the present polarized theoretical result of our three-term polynomial approximation to Bhatia’s [20] smooth cutoff
function parameter µ (k) = 0.54 − 1.46625k + 2.021875k2. This was calculated using a 200-term wave function [18] composed
of explicitly correlated exponentials. With the gray dot-dot-dashed curve we instead use the cutoff function of Shertzer and
Temkin [35]. The gray dashed line is our previous calculation [16] where polarization was not taken into account. The stars
are Bhatia’s results including polarization and short-range correlations using a 364-term Hylleraas wave function and his cutoff
function with the parameter µ varied for each k to maximize the phase shift. Also shown are a representative sample of other
length gauge theories: Venuti and Decleva [63] (small dashed); Saha [64] (medium dashed); Wishart [65] (large dashed); Stewart
[66] (large dot dashed); Broad and Reinhardt [67] (medium dot dashed); and Ajmera and Chung [68] (small dot dashed).
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Fig. 2. The cross section for radiatively attaching a second
positron to H (1s) to create the (1s2 1Se) state of H
+
as a
function of positron energy for the present theory (solid line),
using a 200-term wave function [18] composed of explicitly
correlated exponentials for the now-final state and a polar-
ized now-initial state using our three-term polynomial approx-
imation to Bhatia’s smooth cutoff function parameter µ (k) =
0.54− 1.46625k+ 2.021875k2. The dot-dot-dashed curve is our
use of the cutoff function of Shertzer and Temkin [35], and the
dashed curve is our previous calculation [16] where polarization
was not taken into account.
(iii) Wishart [65] (large dashed) uses a close-coupling
pseudostate expansion with the addition of Hylleraas-
type correlation terms for both the final state and the
initial state.
(iv) Stewart [66] (large dot dashed) uses a perturbation
method involving Feshbach operators for both the
final and the initial states.
(v) Broad and Reinhardt [67] (medium dot dashed) use a
CI expansion including pseudostates in the final state
and a CI expansion in the initial state.
(vi) Ajmera and Chung [68] (small dot dashed) use a sim-
plified Kohn–Feshbach variational method to find the
final state and a Hylleraas correlated wave function
with a “tail function” added to it for the initial state.
While our two-electron bound initial state is of the same
caliber as the best of these theories, our final state is less
so. It is a bound-state orbital that has been polarized by
interactions with the a plane wave that multiplies it (5),
with the polarization effect spanning all inter-electron dis-
tances (13). One might wonder how this first-order per-
turbation compares with the fourth-order perturbation
methods of Stewart [66] or, for that matter, to the non-
perturbative methods in this set. If one were to exam-
ine an unlabelled version of Figures 1a and 1b, there is
no indication of anything amiss or anything outstanding
in any of the theories, given the size of the error bars
in the experimental results of Smith and Burch [61] and
of Génévriez and Urbain [62]. One would be pressed to
guess which theory was which except at small wavelengths,
Figure 1c. Likewise, in an unlabelled version of Table 2 all
of the theories differ from each other in the third decimal
place, except at a wave vector of 0.5 where three theories
are 33% higher than the other five, and for k = 0.8 and
above, where the first four theories fall progressively far-
ther below the fifth theory.
As we look at the labels of the theories, we see that it
is Wishart [65], Stewart [66], and Broad and Reinhardt
[67] that are the outliers at k = 0.5. But it is indeed ours
that have only a modest inclusion of short range correla-
tions that are the outliers at k = 0.8. This confirms the
judgment of Burke and Schey [32] and Matese and Oberoi
[33] given in Section 3, that it is at higher energies (where
k is larger) that short-range effects are expected to domi-
nate. The present work was motivated by the fact that our
unpolarized rate coefficient [16] differed significantly from
Bhatia’s [20] at high temperatures, and one would asso-
ciate those temperatures with positrons having a larger
average momentum and, hence, energy. But one cannot
guess how the rate coefficient will vary with temperature
from this rough association: one must actually calculate
it. Furthermore, our ultimate goal was to give a reliable
rate coefficient at low temperatures, but one cannot sim-
ply dismiss either long-range or short-range perturbations
of the antihydrogen atom without actually doing the cal-
culation to see where the cross-over temperature region,
if any, actually lies. Therefore, we do so.
8 The radiative attachment cross section
The cross section for radiatively attaching a second
positron to H (1s) to create the (1s2 1Se) state of the H
+
ion, via reaction (1), can be obtained from the photoion-
ization cross section via the principle of detailed balance.
For this particular case we have [16],
σRA(k) =
g1p
2
ω
g2p2e
σPI =
6α2
(
~2k2 + γ20
)2
12 · 22~2k2
σPI, (47)
where g1/g2 = 6/12 is the statistical weight ratio. Here
the photon momentum relative to the ion is given by pω =
~ω/c = (~2k2 + γ20)/2c, and pe is the positron momentum
~k. Note that c in atomic units is the inverse of the fine
structure constant α, and ~ = me = 1.
The radiative attachment cross section, plotted in terms
of incoming positron energy Ee = ~2k2/2 in Figure 2,
again shows a moderate downward shift at high energies
from our previous results (dashed) when polarization is
included (solid) using a three-term polynomial approxi-
mation to Bhatia’s smooth cutoff function parameter µ.
Use of the cutoff function of Shertzer and Temkin [35] (the
dot-dot-dashed curve) doubles this downward shift at high
energies. Bhatia [20] does not include a table or figures to
compare with our radiative attachment cross sections in
Figure 2, only for the rate coefficient discussed next, of
which it is a part.
In order to estimate formation rates of H
+
it is help-
ful to calculate positron attachment to H as a function of
temperature rather than energy, as is common in astro-
physical applications. This rate coefficient αRA is formed
as the expectation value of vσRA with the normalized
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Table 3. The rate coefficient αRA for radiatively attaching a second positron to H (1s) to create the (1s
2 1Se) state of H
+
as a
function of temperature in units of 10−15 cm3/s. Column 2 contains our prior unpolarized results [16]. Column 3 contains our
current results using three-term polynomial approximation µ (k) = 0.54 − 1.46625k + 2.021875k2. Column 4 sets µ (k) to be a
constant, 0.5. In column 5, we have set µ (k) to vary with k as the exponent: µ (k) = 0.54 × 0.18845819320043986k. Column
6 contains results using the cutoff function of Shertzer and Temkin [35]. These were all calculated with a fully two-positron
200-term wave function [18] composed of explicitly correlated exponentials. The final column contains Bhatia’s [20] results
including polarization (in which the parameter µ is varied for each k to maximize the phase shift) and short-range correlations
arising from an optical potential, using a 364-term Hylleraas wave function.
Prior results Present results Bhatia 2013
T Unpolarized Poly. approx. to µ Constant µ µ varies with k as the exponent ST
1000 0.83 0.83 0.825 0.83 0.82 0.99
2000 1.39 1.38 1.38 1.38 1.38 1.28
5000 2.39 2.37 2.36 2.37 2.34 2.40
7000 2.78 2.76 2.73 2.75 2.71 2.82
10 000 3.17 3.14 3.10 3.14 3.06 3.20
12 000 3.36 3.31 3.27 3.32 3.22 3.37
15 000 3.56 3.48 3.44 3.52 3.37 3.56
17 000 3.66 3.56 3.52 3.61 3.44 3.65
20 000 3.77 3.64 3.60 3.72 3.50 3.75
22 000 3.83 3.67 3.63 3.78 3.52 3.79
25 000 3.89 3.68 3.67 3.84 3.54 3.83
30 000 3.96 3.66 3.68 3.90 3.52 3.83
35 000 3.98 3.60 3.67 3.93 3.47 3.77
40 000 3.99 3.52 3.63 3.94 3.40 3.67
Maxwell–Boltzmann distribution f(v) as,
αRA(T ) = 〈vσRA〉 = 4π
∫ ∞
0
dv vσRA
× (k (v))
(
m
2πkBTe
)3/2
v2exp
[
−mv2/ (2kBTe)
]
=
√
8kBT
me
1√
π
∫ ∞
0
dx x
gPI
gRA
P 2ω
p2e
× σPI
(√
2kBTx
)
exp [−x] . (48)
For temperatures in the range from 5000 to 25 000 K, the
unpolarized rate coefficient results of our prior work [16]
pretty well track Bhatia’s [20] results that include both
the long-range effects of polarization and short-range cor-
relations. But our unpolarized results continue to climb
above his results for temperatures above 25 000 K, which
may be seen in Table 3 and Figure 3a (dashed curve).
Those who may wish to include polarization but have no
means to calculate, and maximize, the phase shift have the
option of using the cutoff function of Shertzer and Temkin
[35], equation (12). One sees in Table 3 and Figure 3a
that this (dot-dot-dashed) curve falls well below Bhatia’s
results at the highest temperatures. One should note that
this result includes polarization at all positive distances
but not Bhatia’s short-range correlations arising from an
optical potential.
This significant deviation motivated us to try various
functional forms for a cutoff function that might better
track Bhatia’s by using his general form but with his
exponential parameter µ either a constant, 0.5, or µ (k)
varying with k as the exponent of a number chosen to
correctly give his values at the two published points k = 0
and k = 0.4, both with with h = 3. Bhatia very kindly
offered us [38] a third data point to augment his published
results for µ: for k = 0.8 with h = 3, he finds µ = 0.661.
A fit to these points gave us a three-term polynomial
approximation µ (k) = 0.54 − 1.46625k + 2.021875k2.
All were calculated with a fully two-positron 200-term
wave function [18] composed of explicitly correlated
exponentials.
As one might have guessed, the three-term polyno-
mial gave the best results of these approximations: a
fairly faithful shape (solid curve) that more closely tracks
Bhatia’s results than does the curve using Shertzer and
Temkin’s cutoff function, at a calculational time savings
of about a factor of 10. Even the constant-µ version (dash-
dash-dotted curve) does pretty well in terms of values
near 40 000 K, but has a shape more like the unpolarized
results.
Setting µ (k) to vary with k as the exponent, µ (k) =
0.54 × 0.18845819320043986k, gives a result not much
different from the unpolarized results, the (dot-dashed)
curve. Figure 4b provides an explanation of this small
polarization effect. At high temperatures, the positron
momentum ~k will, on average, also be high and the polar-
ization cutoff function for µ that varies with k as the expo-
nent of a number of order 20% should still be small for high
values near k = 0.8 (light dot-dashed). Indeed this curve
lies far below the other cutoff functions at all values of
the positron-atom distance r1. As far out at 100 atomic
units it is still only allowing a polarization of 40% of
maximum.
On the other hand, the cutoff function of Shertzer
and Temkin is the same for all k, and furthermore
reaches its maximal value at r1 = 6 a.u. It, thus, pro-
vides a much more substantial polarization effect at all
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Fig. 3. The rate coefficient αRA for radiatively attaching a second positron to H (1s) to create the (1s
2 1Se) state of H
+
as
a function of temperature in units of 10−15cm3/s. (a) The solid curve gives the present theory (solid line) using a three-term
polynomial approximation for µ fit to Bhatia’s data points µ = 0.54 at k = 0 [36], µ = 0.277 at k = 0.4 [37], and µ = 0.661 for
k = 0.8 [38], all with h = 3: µ (k) = 0.54−1.46625k+2.021875k2. The dashed curve gives our prior unpolarized results [16] and the
similarly shaped dot-dashed curve results from setting µ (k) to vary with k as the exponent: µ (k) = 0.54×0.18845819320043986k.
The dash-dash-dotted curve has µ (k) set to a constant, 0.5 (with h = 3). Finally, the dot-dot-dashed curve shows results using
the cutoff function of Shertzer and Temkin [35]. The small-dotted curve is interpolated from Bhatia’s Table IX [20] including
polarization and short-range correlations, in which he uses a 364-term Hylleraas wave function and his cutoff function with
the parameter µ varied for each k to maximize the phase shift. For low temperatures (b), the rate coefficient increases nearly
linearly with T and the polarized results (solid line) using the three-term polynomial approximation are little distinguishable
from its competitors or even the unpolarized results (dashed line).
temperatures than our three model cutoff functions. We
see in Table 3 however, that at low temperatures the polar-
ization effect is damped for all models. Thus, it is only
at higher temperatures that this enhanced polarization
effect for the Shertzer and Temkin cutoff function becomes
obvious.
9 Low-temperature results
At the lowest temperature Bhatia calculated, 1000 K, our
results are consistently 16% lower than his and agree
with each other to three decimal places. Even the polar-
ized results using Shertzer and Temkin smoothly join our
results, showing that polarization has lost its power as
the temperature drops. One would not expect that the
200-term wave function [18] we used, composed of explic-
itly correlated exponentials of the kind introduced by
Thakkar and Smith [19], would be significantly inferior to
Bhatia’s [20] 364-term Hylleraas wave function. It is possi-
ble that this discrepancy is due to our only modest inclu-
sion of short-range correlations versus Bhatia’s robust
inclusion. A more prosaic possibility is that there is a non-
convergence in the numerical integration of our results or
his. Indeed we found that we had to use Adaptive Monte
Carlo numerical integration to get consistent results for
temperatures below 700 K, but at 1000 K all of our numer-
ically approaches were consistent with each other.
The integrand is akin to a slightly-rounded Heaviside
step function and is difficult to handle numerically, so
we wished to have an analytic check on our results. In
an earlier paper we gave a result [15] using Ohmura and
Ohmura’s [17] effective range theory, where the final state
was reduced to a one-electron wave function, giving a
much less complicated matrix element than that result-
ing from equation (14):
µER = 8π
C k
(k2 + γ20)
2 , (49)
where the constant C = 0.315878 [69] has its origin in the
H− wave function and γ0 = 0.2355883 a.u. [27] is related
to the electron affinity, the energy difference between the
initial and final bound states, by I = γ20/2. We were able
to evaluate this integral analytically for this simplified
matrix element giving
αER = 〈vσRAER〉
= 1.213× 10−22cm2
(m
2π
)3/2 8π
m2
√
EB
×
∫ ∞
0
dx
x3/2
x+ EBkBT
e−x
= 9.378×10−15 cm
3
s
(
I
kBT
)3/2
e
I
kBT Γ
(
−3
2
,
I
kBT
)
·
(50)
For T = 1000 K, this gives 0.85×10−15 cm3/s, matching
the numerical integral to five decimal places. Compar-
ison in our later paper [16] using a fully two-electron
wave function (composed of explicitly correlated expo-
nentials) found that the effective range theory gave
results about 4% too high. This accounts for the mod-
estly higher 0.85×10−15 cm3/s when compared to the
0.83×10−15 cm3/s results of the present theories in
the first line of Table 3. We take this as confirmation of
the convergence of our numerical integrals.
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Fig. 4. The four model cutoff functions at (a) k = 0.1 as a function of the positron-atom distance r1. The solid line is the
cutoff function of Shertzer and Temkin [35] (12), which is the same for all k, as is µ set to the constant, 0.5 (dark dotted).
Using µ (k) set to vary with k as the exponent, µ (k) = 0.54 × 0.18845819320043986k, gives the light dotted curve, and the
three-term polynomial approximation µ (k) = 0.54−1.46625k+2.021875k2 is the medium dotted curve. The four cutoff functions
at k = 0.8 (b): Shertzer and Temkin (solid line), constant µ (dark dot-dashed), µ with k as the exponent (light dot-dashed),
and the three-term polynomial approximation (medium dot-dashed). The three-term polynomial approximation for the three
momenta k = 0.1 (dotted), k = 0.5 (dashed), and k = 0.8 (dot-dashed) are shown together in (c), along with the cutoff function
of Shertzer and Temkin.
Although the exposition of the technique would be a
full paper in itself, we have likewise been able to ana-
lytically integrate the non-polarized results for our full
two-electron wave function composed of explicitly corre-
lated exponentials and they likewise agree with the cor-
responding numerical integrals. One would thus entertain
the possibility that either Bhatia’s results are not fully
converged at these lowest of his energies, that there is
something like a remaining sensitivity of his results on a
finite substitute for the infinite upper limit on his numer-
ical integral, or that the effects of Bhatia’s short-range
more robust short-range correlations arising from an opti-
cal potential have not died out with low temperature as
rapidly as the polarization contributions. Even if the latter
is the case at 1000 K, one would expect the trend of all of
the curves merging to continue as the temperatures drop
further, so we believe our very-low temperature results
should not change much were Bhatia’s short-range corre-
lations included.
Figure 3b shows our results for temperatures below
Bhatia’s lowest tabled temperature, 1000 K. It also shows
the near linear T -dependence of the rate coefficients in all
approximations. For T . 6 K the rate coefficient for the
three-term polynomial approximation for µ may be fit by
αRA = 0.00104× 10−15cm3s−1 T K−1.
10 Conclusions
We have reduced to analytic form the six-dimensional,
three body integrals containing the transition amplitude
for radiatively attaching a second positron to a polar-
ized H (1s) atom to create the (1s2 1Se) state of H
+
.
Whereas conventional means to integrate the polariza-
tion cross-term has every appearance of being singular at
the origin, but non-singular when integrated numerically,
one may show that this final integral has two singular
terms that may be made to cancel in lowest order. How-
ever, such approaches leave one without an analytical
result for the remaining nonsingular part of the inte-
gral. We instead used an integro-differential transform
based on Gaussian transforms to bypass this blockage to
yield a fully analytic result. Our results apply to two-
positron/electron wave functions composed of explicitly
correlated exponentials.
This approach will be key to any extension to Hylleraas
wave functions, since the above explicitly correlated
exponentials comprise the term with no powers within
Hylleraas coordinates. That is the one Hylleraas term
that contains singularities in conventional approaches,
and is circumvented herein. The integrals for the remain-
ing, arbitrary-powered Hylleraas terms may be found in
a straightforward way by extending Keating’s method
[16,39].
This analytic result means that the subsequent numer-
ical integral (48) to find the rate coefficient αRA may be
performed on a laptop or desktop computer rather than
requiring massive computing power. Most results required
20 min per data point on a 2013-era computer using Math-
ematica, and even the results using the cutoff function of
Shertzer and Temkin [35] required just an overnight run
per data point.
While Bhatia’s [20] polarization cutoff function (13)
may be considered the gold standard since it has has a
parameter µ that varies for each k to maximize the phase
shift, those with no means to calculate these phase shifts
need an alternative. We crafted a three-term polynomial
approximation for µ fit to his data points at k = 0[36],
k = 0.4 [37], and k = 0.8 [38], all with h = 3 (µ (k) =
0.54−1.46625k+2.021875k2) that gave results reasonably
close results to Bhatia’s rate coefficient αRA up through
40 000 K. In contrast, the cutoff function of Shertzer and
Temkin [35] gave results that were farther from Bhatia’s
throughout the upper temperature range. One should note
that neither result includes Bhatia’s short-range correla-
tions arising from an optical potential.
Finally, we extend the polarization results below
Bhatia’s lowest value of 1000 K (for the equivalent mat-
ter problem) to the low temperatures required for the
GBAR collaboration’s studies of the gravitational inter-
action of the anti-atom. We find that the effects of polar-
ization are considerably muted at these temperatures
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and would expect the same of Bhatia’s short-range
correlations.
Given our assumption that Bhatia’s short-range cor-
relations will be suppressed at very low temperatures,
just as we have shown the polarization contributions to
have been, we estimate that reaction rates will be below
5 × 10−7 s−1 per antihydrogen atom [15]. That means
that if all ALPHA’s antiprotons could be converted into
trapped Hs, while still allowing the anti-atoms to inter-
act with warm positron clouds, the H
+
rates would nev-
ertheless be lower than 5 × 10−3 s−1, which might just
be observable, given the long antihydrogen storage times
achieved by ALPHA [8].
We are deeply grateful to Dr. Anand Bhatia for providing us
with his calculated results for the cutoff function parameter at
k = 0.8.
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