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Abstract
For any undirected graph G, let C(G) be the collection of edge-deleted subgraphs. It is always
possible to construct a graph H from C(G) so that C(H)=C(G). The general edge-reconstruction
conjecture states that G and H must be isomorphic if they have at least four edges. A graphical
invariant that must be identical for all graphs that can be constructed from the given collection
is said to be edge-recognizable. Here we show that the domination number and many of its
common variations are edge-recognizable.
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1. Introduction
Throughout this paper let G=(V; E) be an undirected graph with p=|V | vertices and
q= |E| edges. Then there is an associated collection C(G) of q unlabeled subgraphs of
G, where each subgraph is obtained by removing a di9erent edge from G. It always is
possible to construct a graph H from C(G) so that C(H)=C(G). The question of inter-
est is whether H must be isomorphic to G, that is, is G edge-reconstructible from C(G).
The general edge-reconstruction conjecture, due to Harary [4], states that it must be
when q¿ 4. This conjecture is the edge analog of the well-known vertex-reconstruction
conjecture, originally due to Kelly [6] for trees and later generalized by Ulam [10].
Edge-reconstruction is the simpler of the two problems, in the sense that its validity
will follow from that of the vertex-reconstruction conjecture [2]. A graphical invariant
or property is said to be edge-recognizable if it is determined uniquely by C(G) for
any graph G.
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In general, research on each of these problems has taken one of two directions:
(1) identifying classes of graphs which are edge-reconstructible, and (2) identifying
edge-recognizable invariants or properties. Our interest here lies in the latter category.
2. Background
Graphs with at least four edges which are known to be edge-reconstructible include
those with two or more nontrivial components [3], trees [6], regular graphs [3], and
bidegree graphs (each vertex has one of two possible degrees) [9]. Furthermore, the
property of being connected also is edge-recognizable [8], and it is easy to see that
so is the property of being bipartite. An excellent survey of the edge-reconstruction
conjecture can be found in [1]. In this paper, we show that many of the domination
numbers of a graph are edge-recognizable. General information concerning domination
invariants can be found in Haynes et al. [5]. Throughout, we will assume that all graphs
under consideration have at least four edges and, for a subset of vertices D ⊆ V (G),
〈D〉 will represent the subgraph of G induced by the vertices in D.
3. k-Domination
For any graph G = (V; E), the k-domination number k(G) is the cardinality of a
smallest subset D ⊆ V for which every vertex in V −D has at least k neighbors in D.
When k = 1, 1(G) is the standard domination number. By deInition, if the degree of
a vertex is less than k, that vertex must be in every k-dominating set. Hence, when the
maximum degree of a graph G is less than k, k(G)=p= |V (G)| and D=V (G) is the
only k-dominating set. Notice that a k-dominating set of G− e is also a k-dominating
set of G, so k(G)6 k(G − e).
Let Bk(m), 16 k6m, be the class of bipartite graphs such that one partite set has
size m and the other is composed of vertices of degree k. Thus, if G ∈Bk(m) and has
p vertices, G has exactly k(p− m) edges.
Lemma 1. For 16 k6m, if G ∈Bk(m), then k(G) = m.
Proof. Assume G ∈Bk(m) and has p vertices. Then the partite set of size m is a
k-dominating set of G, so k(G)6m. Suppose k(G)¡m, and let D be a smallest
k-dominating set. Then G must have at least k(p− |D|)¿k(p− m) edges, a contra-
diction.
The following two lemmas are central to the proof that k is an edge-recognizable
invariant.
Lemma 2. For any positive integer k and any graph G, either G is in Bk(m) for some
m satisfying k6m, or there is an edge e for which k(G) = k(G − e).
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Proof. Let D be a minimum k-dominating set of G, and suppose |D|=k(G)¡k(G−
e) for every edge e. If there is an edge e=uv with u; v∈D or u; v∈V −D, then D is a
k-dominating set of G− e, that is, k(G− e)6 k(G). This contradicts the assumption
that k(G)¡k(G− e). Hence both D and V −D are independent and form the partite
sets of a bipartite graph.
Every vertex v in V − D must have at least k neighbors in D. If some v has more
than k neighbors, we again have k(G − e)6 k(G) for any edge e incident to v.
Hence, with m= k(G), G is in Bk(m).
Lemma 3. For any positive integer k and any graph G with at least four edges,
membership in Bk(m), for any positive integer m, can be determined from C(G).
Proof. We may suppose G is bipartite and connected, both of which are edge-
recognizable properties. We also assume G is not a tree, not regular, and not bidegree
since otherwise G is edge-reconstructible. We claim G is in Bk(m) if and only if every
connected edge-deleted subgraph has a partite set of p−m vertices of which p−m−1
have degree k and one has degree k− 1, where p= |V (G)|. The necessity argument is
obvious, so we assume the connected edge-deleted subgraphs have the desired property.
Since G is not bidegree, it must contain a vertex u of degree i ∈ {k − 1; k}. Since G
is not a tree, it contains at least one cycle C which includes an edge e not incident to
u. Thus there is a connected edge-deleted subgraph G − e that has a degree i vertex.
Placing this vertex in a set M forces a bipartite partition of the remaining vertices of
G − e, and hence G, into either M or a second partite set N . By assumption, N has
p−m vertices, p−m− 1 of which have degree k and the other, v, has degree k − 1.
If e is incident to v, G is in Bk(m). Otherwise e is incident to a vertex w of N , and
hence w has degree k + 1 in G. In this case there is an edge f of G (take f to be
an edge of cycle C adjacent to edge e) such that G − f is connected and has u and
w in distinct partite sets with degrees i and k + 1, respectively. This contradicts our
assumption and proves the claim.
Theorem 4. If G is a graph with at least four edges, then, for any positive integer k,
it is possible to determine k(G) from the collection of edge-deleted subgraphs of G.
Proof. From Lemma 3 we can determine whether G is in a Bk(m) for some m. If so,
by Lemma 1, k(G)=m. Otherwise, Lemma 2 guarantees that the smallest k-domination
value of the edge-deleted subgraphs is k(G).
4. Connected, total, paired, and distance-k domination
A set D of vertices is a connected, total, paired, or distance-k dominating set of a
graph if 〈D〉 is, respectively, connected, contains no isolated vertices, contains a perfect
matching, or is distance at most k from every vertex of V − D. The smallest size of
such a D is the corresponding domination number and is denoted by c, t , pr, or 6k ,
respectively. These four domination numbers are all edge-recognizable and the proofs
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follow the approach used in Section 3, although they are much easier. The following
observation is crucial.
Observation 5. For any graph G and edge e of G,
(1) c(G)6 c(G − e) for any connected subgraph G − e,
(2) t(G)6 t(G − e) for any subgraph G − e containing no isolated vertices,
(3) pr(G)6 pr(G−e) for any subgraph G−e containing no isolated vertices, and
(4) 6k(G)6 6k(G − e) for any subgraph G − e.
The next lemma is at the heart of the proof.
Lemma 6. Graph G is a forest if
(1) c(G)¡c(G − e) for every connected subgraph G − e,
(2) t(G)¡t(G − e) for every subgraph G − e containing no isolated vertices,
(3) pr(G)¡pr(G− e) for every subgraph G− e containing no isolated vertices, and
(4) 6k(G)¡6k(G − e) for every subgraph G − e.
Proof. (1) Assume c(G)¡c(G − e) for every connected subgraph G − e, and let
D be any minimum connected dominating set of G. Then 〈D〉 must be a tree and
〈V (G)−D〉 must induce an independent set of vertices which are of degree one in G.
Hence, G is a tree.
(2) We may assume G has an edge e such that G − e has no isolated vertices, for
otherwise G is a collection of stars. Let D be a smallest total dominating set of G. By
deInition, 〈D〉 has no isolated vertices. However, we may assume, for any edge e of
D, that 〈D〉 − e has an isolated vertex. Otherwise D is also a total dominating set of
G− e, implying that t(G− e)6 t(G) and contradicting t(G)¡t(G− e). Therefore,
〈D〉 is a collection of stars and, as in Part 1, V (G)−D must be a set of independent
degree one vertices. Thus, G is a forest.
(3) As in the previous case, we may assume G has an edge e for which G − e has
no isolated vertices. Let D be a smallest paired dominating set of G. By deInition, 〈D〉
has a perfect matching and we may assume there are no other edges in 〈D〉. If such
an edge e existed, then 〈D〉 − e would be a paired dominating set of G − e implying
pr(G− e)6 pr(G). Similarly, as in the proof of the Irst two results, V (G)−D must
be a set of independent vertices and each must have degree one in G. Thus, G is a
collection of trees.
(4) Let D be a minimum distance-k dominating set of G, and, for each vertex v
in G, let dist(v) be the shortest distance from v to any vertex in D. Suppose v is
a vertex on a cycle of G for which dist(v) is as large as possible. Either v has a
cycle neighbor w with dist(w) = dist(v), or v has two cycle neighbors w1 and w2
where dist(w1) = dist(w2) = dist(v) − 1. In either case, removing the edge vw cannot
lengthen the shortest path from any vertex to the set D, and 6k(G − vw)6 6k(G),
a contradiction. Thus G has no cycles and must be a forest.
Theorem 7. The invariants c, t , pr, and 6k are edge-recognizable for graphs with
at least four edges.
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Proof. From Observation 5 and Lemma 6, either the graph is a forest, which is
edge-reconstructible and hence the domination numbers are edge-recognizable, or there
is a subgraph G− e of the correct type which has the same domination number as the
graph. In this case the domination number is the smallest one among the subgraphs
G − e of the correct type.
5. Concluding remarks
Many of the common variations of the domination number of a graph have been
shown to be edge-recognizable from the collection of edge-deleted subgraphs. One
obvious omission is the independent domination number, that is, the cardinality of a
smallest independent set of dominating vertices. Although edge-recognizing the cardi-
nality of the largest independent dominating set, the independence number of a graph,
is possible [7], recognizing the cardinality of the smallest has escaped us.
Additional areas of interest include edge reconstructing other domination related
invariant values, and reconstructing all of these invariants from the collection of vertex-
deleted subgraphs. The latter problem seems to be more diLcult than with the edge-
deleted subgraphs.
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