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On a Class of Martingale Inequalities 
DAVID C. Cox AND J. H. B. KEMPERMAN* 
Batteiie Memorial Institute and University of Rochester 
Communicated by M. M. Rao 
Let 2 = (Z,, Z,,Z,,...) be a martingale, with difference sequence X0 = Z,, 
xi=zi--zi&,, i> 1. The principal purpose of this paper is to prove that the best 
constant in the inequality lP(supi /Xi] > A) ( C supi E IZil, for I > 0, is 
C = (log 2))‘. I f  2 is finite of length n, it is proved that the best constant is C, = 
[n(2”” - l)]-‘. The analbgous best constant C,(z) when Z, = I is also determined. 
For these finite cases, examples of martingales attaining equality are constructed. 
The results follow from an explicit determination of the quantity G,(z, E) = 
~~p~JYmax~=,,...,, ]X,i > I), the supremum being taken over all martingales Z with 
Z, E z and E 1 Z, 1 = E. The expression for G,(z, E) is derived by induction, using 
methods from the theory of moments. 
1. INTR~DLJCTI~N 
Let 2 = {Z,, Z,, Z,,...} be a martingale. It is shown that the inequality 
holds with C = l/(log 2) = 1.442695041 and that this constant cannot be 
improved. If Z is essentially finite of length <n, in the sense that Zj = Z, for 
j > n, then the best constant is C, = l/An, where A, = n(2 ‘In - 1). If in 
addition Z, = 0 then the best constant is C,(O) = l/A,-, . We also determine 
the analogous best constant C,(z) when instead Z, = z. 
More generally, an explicit expression is derived for 
G,(z, E) = sup P(\ Zi - Zip, 1 > 1 for some i = I,..., n). 
Z 
Here, Z runs through all martingales with Z, = z and E IZ,I = E. 
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As an application, suppose Z, = z > 0 and supi E 1 Zil = E (E > z). 
Suppose further that E/z < c < - 1 + k/z, where c = log 2/( 1 - log 2) = 
2.25889. Then 
P(S”p(Zi-zi-,l~n)~Sz/~, 
i 
with S > 1 as the unique solution of -1 + (2/e) Se’lS = E/z. This constant 
cannot be improved. 
Additional results and further details can be found in Section 2. Section 3 
is concerned with the system of functions 
f,(z)=-z+2 n-l n-’ c ) (O<z< l;n>2). n-z 
These play a central role. For instance, the above constant A, arises as 
A,, = inff,. 
Section 4 discusses a class of special martingales. Many inequalities in the 
present paper hold with the equality sign for an appropriately chosen 
martingale from this class. 
The main proof (which uses an induction on n) is presented in Sections 5 
and 6. 
2. RESULTS AND COMMENTS 
In the sequel, Z will stand for a martingale Z = (Z,, Z, ,... } with 
increments Xi = Zi - Zip 1, i = 1, 2 ,... . These satisfy 
(2.1) E(xi ( xo, x, )***Y xi- 1) = O for i = 1, 2,... . 
To each martingale Z we associate the numbers 
(2.2) P,(Z) = P( max i=l,...,n IxiJ > ‘1 
and 
(2.3) E,(Z)=EIZ,I=EIZ,+X,+...+X,/ 
(n = 1, 2,...). These satisfy 
O,<P,(Z)< 1; E,(Z) h E I Zo I. 
We are interested in the smallest constant C, such that 
(2.4) P,(Z) < C,&(Z), 
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for each martingale 2. Similarly, let CL denote the smallest constant such 
that 
(2.5) 
for each martingale Z with EZ, = 0. One has 
(2.6) c:, = c,. 
It is trivial that CA < C,. The converse inequality follows by applying (2.5) 
to the symmetrized martingale Z’ = {Z;, Z; ,... } obtained by taking either the 
original martingale Z or its negative -Z = {-Z,, -Z, ,...}, each possibility 
having probability j. Note that Z, -Z and Z’ all have the same associated 
pair of numbers (E,, P,). 
Let further C,(z) denote the smallest constant such that 
(2.7) P,(Z) G C,(z) E,(Z) whenever Z, = z, 
with z as a given constant (and Z as a martingale). It is obvious that 
(2.8) c, = sup C,(z). 
In (2.7) one has E,(Z) > jz 1; hence, C,(z) < IzI ‘. Moreover, 
(2.9) C,(z) = IzI-’ if /zI > 1. 
Namely, consider the martingale Z with Z, = z and Zj = z + V for all j > 1. 
Here, and in the sequel, V denotes a random variable taking the two values 
+I and -1, each with probability f. 
An important role will be played by the function f, defined by 
fn(z)=-z+2 (1 +sjpn+’ if O<z< 1; 
(2.10) 
Z if z>l 
and f,(-z) =fn(z) (n = 2, 3,...). In particular, f*(z) = -z + 2/(2 - z) if 
0 ,< z < 1. The function f, takes its smallest value 
(2.11) A, =f,(u,) = 421’” - 1) 
at the point 
(2.12) v, = n - (n - 1) 2”“. 
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To u,, we associate the number z”, defined by 
(2.13) u,=Gz;+;; thus, z”, = n + 1 - n2”“. 
Let us further define 
(2.14) f,(z) = max(L 1~1); A,=A,= 1; v,= 1: zy = 0. 
It should be noted thatf,(z) decreases in n. In particular, 
(2.15) A, <A,-, (n > 2). 
(2.16) THEOREM. The optimal constant C,(z) in (2.7) is given b?l 
(2.17) 
It follows that 
(2.18) C, = sup C,(z) = l/A,, . 
(2.19) Of special interest is the limiting case n --+ 00. One has 
f,(z) = jl; f,(z) = -z + (2/e) e’ if O<z,< 1; 
(2.20) 
=.? if z>l 
and f,(-z) =fm(z). Further, 
(2.21) v, = z”, = 1 - log 2; A, =fm(vcc) = log 2. 
Since lim, C, = lim, l/A,, = l/A,, we have the following corollary. 
(2.22) THEOREM. Each martingale Z satisfies 
(2.23) P(~Xij>1forsomei)<(log2))‘supE/Z,~. 
n 
Here, the constant cannot be improved. 
(2.24) Remark. Note that (2.23) is non-trivial only when sup,, E /Z,I < 
log 2 = 0.69315. We conjecture that the equality sign in (2.23) is never 
assumed (excluding the zero martingale). Inequality (2.23) is related to the 
332 COX AND KEMPERMAN 
well-known Kolmogorov inequality which states that each martingale Z 
satisfies 
(2.25) P(JZiI > 4 for some i) < 2 supE IZ,]. 
This inequality is sharp. It is attained if and only if the sample paths of Z 
are confined to the interval [- f, + !]; those striking one of the boundary 
points must stay there; those confined to the open interval (- f , + 4) must 
converge to 0. 
From Xi=Zi-ZiPI, if /Xi\ 2 1 for some i then necessarily ) Zi/ > f for 
some i; hence, (2.25) implies (2.23) with the factor C = (log 2)’ = 1.442695 
replaced by C = 2. 
(2.26) For Z as a martingale, put 
P,(Z) = P(lXiI > 1 for some i); E,(Z) = sup E 1 Z, I. 
II 
It follows from (2.7), (2.17) and (2.20) that 
(2.27) P,(Z) < C,(z) E’%(Z) whenever Z, = z. 
Here, C,(-z) = C,(z) and 
C,(z) = l/(1% 2) if 0 < z < 1 - log 2; 
(2.28) = { -z + (2/e) ei } - ’ if 1 -log2,<z,< 1; 
_ --I if z>l. 
The constant in (2.27) cannot be improved. 
(2.29) THEOREM. For each z and n (with n finite) there exists a 
martingale Z with Z, = z which satisfies (2.7) with the equality sign and 
such that, moreover, P,(Z) = 1. Hence, if we put 
(2.30) H,(z) = inf{E,(Z): Z, = z; P,(Z) = 1 } 
then, from (2.17). 
(2.3 1) 
H,(z)=A,-l if O<~zi,<zo,-,; 
=fn(lzl) if ]zj>z;-,. 
The latter formula is also correct when n = 00. 
(2.32) Though for n finite the infimum in (2.30) is assumed, the same is 
probably not true when n = 00. 
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Let us now introduce the important related functions 
(2.33) G,(z, E) = sup{P,(Z): Z, = z; E,,(Z) = E} 
and 
(2.34) H,(z, P) = inf{E,(Z): Z, = z; P,(Z) = P), 
Here, Z is an arbitrary martingale and 1 < n < co while E and P denote 
given numbers (E > 1 z 1; 0 < P < 1). Note that H,(z) = H,(z, 1). It is obvious 
from (2.7) that 
G,(z, E) < min(l, C,(z)% ff,(z, P) > ma4 z 1. P/C,(z)). 
The case IzI > 1 is trivial as usual. For, then one has analogous to (2.9) that 
G,(z, E) = 1 and H,(z, P) = /zI. A further result is 
(2.35) G,,(z,z)=IzI if IzI < 1 andn>2. 
(2.36) ProoJ One may assume 0 <z < 1. Let Z be a martingale such 
that Z,=z and EIZ,I= z. The latter means precisely that Z,, Z, ,..., Z, are 
nonnegative (with probability 1). Let the random integer N be the smallest 
among n and the indices i < n with Zi > 1. Then, N is a stopping time, so 
that 
z=EZ,>P( max Zi> l)>P( max lX,l> 1)-P,(Z), 
i=O.....n i: I....,fl 
showing that G,(z, z) < z. Here, the equality sign holds. For, consider the 
martingale Z with Z, = z such that P(Zj = 0 for j > 1) = 1 - z; P(Z, = 1; 
Z,i=O forj>2)=z/2; P(Z,= 1; Zj=2 forj>2)=z/2. It has E,(Z)=z 
and P, = z for all n > 2. 
(2.37) Taking a convex linear combination of the latter special 
martingale and the constant martingale (with Z,i = 0 for all j), one sees that 
(2.38) H,(z,P)=lzl if P<lzI < l;n>2. 
Letting Z, E (0, 1 + z), one sees that G,(z, z) =z/(l + z) when 0 <z < 1. 
Similarly, H,(z,P)=lzl if jzl < 1 and P<lzl/(l +lzI). 
(2.39) Remark. It is easily seen from the definition (2.34) that H,(z, P) 
is a convex function of P. Since H,(z, P) - Izl > 0, where the equality sign 
holds at P = 0, this implies that H,(z, P) is also increasing in P (that is. non- 
decreasing). 
(2.40) We shall now present precise formulae for the functions H,(z, P) 
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and G,(z, E). In the sequel, it is assumed (as we may) that 0 <z < 1; E > z 
and 0 < P < 1. We further define 
(2.41) t,,-,(z)=Gz +A 
(n>2; t,(z)= 1). The values un-ir zf-, and A,-, are defined by (2.11), 
(2.12), (2.13) (with IZ replaced by n- 1). Note that u,-~ = t,-,(zE-,). 
Finally, we define a new function H,*(z, P), for n > 2. If z ,< z”,~, then 
H,*(z, P) = z if O<P<z; 
(2.42) = a- I(ZlP) if z < P<z/u,-,; 
= A,-,f’ if z/v,-, <P< 1. 
On the other hand, if z”,-, < z < 1 then 
H,*(z, P) = z if O<P<z; 
(2.43) = Pfn - 1 (z/P) if z<P<z/t; 
= (1 - rMz> + 4+>f”-,(~) if z/t<P< 1. 
Here, t = t,-,(z) while Y = r(P) = (1 - P)/(l -z/t). 
If n = 2 then by zy = 0 and ti(z) = 1, one has 
(2.44) 
H;(z, P) = z if O<P<z; 
= (1 - r)f2(z) + rz if z<P<l, 
where r = (1 - P)/( 1 - z). It will be convenient to extend H,* to all reals by 
means of 
H,*(z,P)=lzliflzl>l; H;(-z, P) = H,*(z. P). 
(2.45) THEOREM. rf n > 2 then 
(2.46) H,(z, P) = H,*(z, P) for all z, P. 
(2.47) As to the case n = 1, one can show that, for 0 < z < 1, 
H,(z, P) = z if O<P,<z/(l +z); 
=z2 +P(l -z’) if z/(1 +z)<P< 1. 
(2.48) It will be convenient to introduce the convex set D,(z) which 
consists of all pairs of numbers (E,(Z), P,(Z)) with Z as an arbitrary 
martingale with Z, = z. It follows from (2.34) that the left boundary of 
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D,(z) consists precisely of all points (H,(z, P), P), where P E [0, 11. A 
precise description of this left boundary is given by Theorem 2.45. 
It follows from results of Section 3 that the function H,*(z, P) of P E [0, 1 ] 
is of class C’, increasing and convex. By (2.7), the line through the origin 
which best supports D,(z) from above is of the form P = C,(z)E. This line 
meets the set D,(z) at the point where P= 1 and E = l/C,(z) (see 
Theorem 2.29). Here, E = l/C,(z) equals A,- I or f,(z) depending on 
whether z<zi-, or z>z”,-,, respectively (see Theorem 2.16). 
In the case z < zi- i this supporting line through the origin has an entire 
line segment in common with the boundary of D,(z) (see the last part of 
(2.42)). If z:-, <z ( 1 then the point (f”(z), 1) is the only contact point. 
Namely, we see from the last part of (2.43) that the left boundary of D,(z) 
near the point (f,(z). 1) is a straight line segment with slope l/K, where 
(2.49) K = X,(z) - W)fn- ,Wil(l - z/t) 
(t = t,- i(z)), is clearly smaller than f,(z) = l/C,,(z). 
(2.50) Note from (2.41) that 
z/t=z/tnp,(z)=(n- l)z/((n-2)z+ l}. 
Thus, in the relevant region z > z”,- i the ratio z/t is very close to 1 when n is 
large. Hence, in the limit n + co, Theorem 2.45 takes the following form. 
Here, z”, = 1 - log 2 and A, = log 2. 
(2.5 1) THEOREM. Ifz<z", then 
&(Z, P) = z if O<P<z; 
(2.52) = Pfm(z/P) = -z + (2/e) Pe”’ if z,<P<zlzZ,; 
=A,P if z/z”,<P< 1. 
On the other hand, if z”, < z < 1 then 
(2.53) 
H,(z, P) = z if O<P<z; 
= -z + (2/e) Pe’I’ if z<P<l. 
(2.54) We observed in (2.48) that the left boundary of the convex set 
D,(z) has equation E = H,*(z, P), where H,* is given by (2.42) (2.43). 
Solving for P, one obtains an explicit formula for the function P = G,(z, E) 
defined by (2.33). In this way, one obtains the following Theorem 2.58. 
(2.55) Here, S,(w) denotes the increasing function of w > 1 defined by 
(2.56) Sfk(llS) = w; s> 1. 
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The solution S is most easily found numerically by iterating the function 
s+ )I + (1 --#k- l)y’. 
Similarly, the function S,(w) is defined by 
(2.57) -1 + (2/e) Se”s = w; s> 1. 
(2.58) THEOREM. Suppose n > 2. Then for z < zz-, we have 
G,(z, E) = zs,- ,(E/z) if z<E<(A.m,/u,+,)z; 
(2.59) = E/A,-, if (A._,/v,_,)z<E<AA.-,; 
= 1 if E>A,p,. 
Moreover, if z > z”,- , then 
G,(z, E) = zS,- ,(E/z) if z<E,< (fn-I(t)lt)z; 
(2.60) = 1 - K-‘(f,(z) -E) if CL-I(t)lt)z GE <f,(z); 
= 1 if E >fn(z>. 
Here, t = tnml(z) as in (2.41). Further, K = K,(z) is defined by (2.49). The 
above formulae are also correct when n = co, except that then t = z so that 
the middle part of (2.60) can be ignored. 
(2.61) For example, 
(2.62) 
G,(z, E) = 1 - K-‘(f,(z) -E) if z<E<fi(z>; 
=1 if z >f,(z), 
where K = (fi(z) - z)/(l - z) = (2 - 2z)/(2 - z). 
As a corollary of (2.59), we have the bound 
(2.63) P( max IxiI>L)<S,-[ 
i=l....,n 
for each martingale Z with Z, = z, E 1 Z, / = E, provided 
(2.64) 1 <Elz<A.-,lv,-, and A > z/z;-, . 
When n = co, this means that E/z < 2.25889 and 12 (3.259)~. For each 
fixed choice of n > 2, z, E and il satisfying (2.64), the first bound (2.63) is 
sharp. 
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Note that the case n = co of (2.63) is an improvement of (2.23) (at least 
for certain values E/z and A/z) by a factor @(E/z), where O(w) = 
(log 2/w) S,(w). One has O(1) = log 2 = 0.69315; O(1.1) = 0.87608; 
@(Am/z,) = 1. 
3. THE FUNCTIONS, 
Nearly all results stated in Section 2 are a direct consequence of 
Theorem 2.45. The proof of that theorem is given in Sections 5 and 6. We 
first develop some auxiliary results. 
(3.1) In the present section, we derive some properties of the system of 
functionsf, (n = 1, 2,...) defined by (2.10) and (2.14). One hasf,(-z) =fj,(z) 
and further f,(z) = z, for z > 1. Further, if 0 ,< z ,< 1 then f,(z) = 1 and 
One easily verifies that f,(z) is decreasing in n, even strictly when 
0 < z < 1. The limiting value is given by (2.20). Very important is the fact 
thatf,(z) is convex on [0, co) and even strictly convex on [0, 1 ] when n > 2. 
Further, for n > 2, the function f, on 10, 00) has a continuous derivativef:, 
and 
(3.3) f,(l) = 1; j-A(l) = 1. 
It further satisfies the differential equation 
(3.4) f:(r)=~m-&(l -z) if O,<z< l;n>2. 
(3.5) To each value z E [0, l] we associate the values 
Note that 
(3.7) 
n-l 
t,(z) = -g- z + $ (n = 1, 2,...). 
1 - t,(z) = +1-z>. 
If f = t,(z) we also write z = z,(t) = (nt - l)/(n - 1). For example, from 
(2.13), u,, = t,(zf) and zi = ~,,(a,,). 
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It follows from (3.2) that the system (f,} satisfies the recursion formula 
(3.8) 
if 0 < z < 1 (it is also valid when z > 1; note that t](z) = 1). 
(3.9) LEMMA. Suppose n > 2 and let t > 0. Then 
(3.10) f,(x) >f&) +fXt)(x - t)3 
for all x > 0. If t > v, then (3.10) holds for all x. 
Next, let 0 <z < 1 and let t = t,,(z) be as in (3.6). Then the tangent line 
(3.11) Y =f&> +fmx - t> 
passes through the three points 
(3.12) (-1 + z, 1 -z); (z,fn+ I(z)); wxt)~* 
In other words, one has the identities 
(3.13) 1 - z =f,(t) +f#(-1 + z - t) (t = t,(z>h 
and 
(3.14) .fn+ 1(z) =fn(t) +f Xt)(z - t) (t = t,(z)). 
Choosing z = z”, one has t = v, and f L(t) = 0; hence, 
(3.15) fn, ,(zZ) =fn(v,) = A,. 
(3.16) Proof The first assertion (3.10) follows from the convexity off, 
on [0, co). If t > v, then f L(t) 2 0. Using f,(-x) =fn(x), it follows that in 
this case (3.10) holds for all x. 
Next, let 0 < z < 1 and let t = t,,(z). Then (3.13) follows immediately from 
(3.4) with z replaced by t. Since the linear equality (3.11) holds for the two 
points (-1 + z, 1 - z) and (&f,(t)), it also holds for the point (x, y) defined 
by 
x =pt + q(-1 + z); Y = Pf”W + 4(1 - z>* 
Here, p is arbitrary while q = I -p. Choosing p = n/(n + 1 -z), we see 
from (3.6) and (3.8) that (x, y) reduces to (z,fn+ ,(z)). This proves (3.14). 
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4. CANONICAL MARTINGALES 
In order to show that most inequalities stated in Section 2 can actually 
hold with the equality sign, we now introduce some very special martingales. 
Let z and n be fixed, with n as a positive integer. Associated to n and z 
there will be a special (so-called canonical) martingale 
(4.1) 
such that 
M,(z) = (Z,, z, ,..., z, ,... ) 
(4.2) z, = z; Zj = Z, for j > n. 
When n= 1 we take Z,=z+ V, where (VI= 1, EV=O. When Izi> 1 we 
take M,(z) as a copy of M,(z); that is, Z, = z, Z, = z + V and Zj = Z, for 
j> 1. 
There only remains the case n 2 2, -1 < z < +l. If 0 < z < 1 and M,(z) is 
as in (4.1) then M,(-z) is taken as a copy of 
-M,(z) = (-z,, -z, ,...) -z, )... } 
(where -Z, = -z). It remains to describe M,(z) when 0 < z < 1. 
If one desires full symmetry (with M,(-z) behaving as -M,(z) also when 
z = 0) then one could replace (we will not do so) M,(O) by a martingale 
which behaves either as the original martingale M,(O) or as its negative 
-M,(O), each possibility having probability 4. 
Let n > 2 and 0 < z < 1 and define 
(4.3) d=d,(z)=(l-z)/(n- 1). 
Let further U,, U, ,..., U,-, , U, be independent random variables with 
V= U,, as above (I V/ = 1; EV= 0), while U, ,..., U,-, are i.i.d. with values d 
and -1, such that EUi = 0. Thus, 
(4.4) P(U,=d)=p= l/(1 +d); P(U;=-l)=q=d/(l +d). 
Let the random integer N be the smallest among the integers j = l..... H - 1 
for which Uj = -1; if there is none then N = n. Finally define 
(4.5) 
zj=z + u, + ... + cJi if j,<N; 
= z, if j> N. 
If N<n- 1 then Z,=Z,=z+(N- l)d- 1. Otherwise, N=n; thus, 
Uj=d (j= l,...,n- 1) and 
Z n-1 =z+(n- l)d= 1; Zn=Zn-, + VE {0,2} 
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(using (4.3)). Note that conditional on N = n, IZ,I has its expected value 
equal to E 11 + I’[ = 1. 
It is obvious that the stochastic process M,(z) thus defined is a 
martingale. Let us call it the canonical martingale of level n and with 
starting point z (or of type M,(z) for short). 
(4.6) THEOREM. The canonical martingale Z = M,(z) satisfies 
(4.7) P,(Z) = P( i=~~,~,n lxil > ‘I= ’ 
and 
(4.8) E,(z)=EIZ,I=Elz+X, + ... +X,I=f,(z). 
(4.9) Prooj The increments Xi = Zi - Zim, satisfy 
Xi = Ui for 1 < i < N, Xi = 0 for i > N. 
Precisely one of the values IXi/ (i = l,..., n) is equal to 1, namely, I X,,v/ = 1 (if 
(z/ > 1 then N = I). This proves (4.7). 
If I z I> 1 then E,,(Z) = E Iz + Vi = /z/ =f,,(z). By symmetry, we may 
assume 0 < z < 1. The proof of (4.8) will be by induction with respect to n. 
If n = 1 then 
E,,(Z) = E /z + VI = (Iz + 1 I + Iz - 1 I)/2 = 1 =f,(z). 
Let n > 1 be fixed such that (4.8) holds for each canonical martingale M,,(z) 
of level n. Now consider a canonical martingale 
Z=M,+,(z)= {Z,=z,Z, )..., z,,z,+ I,...) 
of level n + 1 and with starting point z (0 < z < 1). We must prove that 
E,+,(Z)=EIZ,+,I=f,+,(z). Here, 
Z n+,=(Z+X,)+X*+***+Xn+X,+,. 
If X, = -1 then the other Xi are equal to zero. This results in a contribution 
to EIZ,+,I which is equal to qlr- ll=q(l -z), where 
q=P(x,=--l)= l/(1 +d) with d= (1 -z)/n, 
from (4.3) with II replaced by n + 1. 
Next, consider the case X, = d. Then Z, = z +X, has the value z + d = t 
(say). Observing that (1 - t)/(n - 1) = d, it is easily seen that, conditional on 
Z, = t, the future process (Z, , Z, ,... \ is p recisely a copy of the canonical 
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martingale M,(t) of level n and with starting point t. Applying the induction 
hypothesis, it follows that 
~IZ,+,I=P~~IZ,+,II~~=~~+q~IIZ,+,II~,=--1~ 
=pf,(t) + 4(1 - z) =fn+ l(Z). 
Here, we used that p = l/(1 + d) = n/(n + 1 -z) and further the identity 
(3.8). 
(4.10) Remark. A direct computational proof could also be given. Let 
n > 2 and 0 < I < 1 be fixed and consider the canonical martingale (4.1). Let 
d, p and q be as in (4.3) and (4.4). One easily checks that, for 
m = l,..., n - 1, the event N = m happens with probability pm-‘q and, 
further, that in this case Z, = Z, = z + (m - 1)d - 1. With probability p”- I 
one has N = n in which case Z, _ I = 1 and Z, = 1 + I’. It follows that 
n-1 
EIZ,I= ‘\‘ pm~lq{l-z-(m-l)d)+p”-‘. 
m=, 
After an easy calculation, this yields that E 1 Z, I =fn(z). 
(4.11) Remark. Let n > 1 and 0 < z < 1. Theorem 4.6 already yields 
part of Theorem 2.29, namely, the existence of a martingale Z such that 
(4.12) z, = z; P,(Z) = 1; E,(Z) = l/C,(Z)~ 
where C,(z) is given by (2.17). 
If z>z;-, then l/C,(z) =f,(z); h ence, the canonical martingale M,(z) 
has all the properties (4.12). 
Next, consider the case that 0 < z < z”,- i (where zzP I < u,- ,). Then 
(4.12) requires that Z, = z, P,(Z) = 1 and E,(Z) =A,_, =f”-,(u,-r). Such 
a martingale Z can be constructed as follows. Choose Z, = z and Z, such 
that Z, E {un-,, -u,-~ } and EZ, = z. Moreover, choose the future process 
{Z,, Z,,...} in such a way that conditionally it behaves as a copy of the 
canonical martingale M,-,(vnP,) or its negative M,(-v,-i), depending on 
whether Z, = u,-, or Z, =-u+,, respectively. The resulting martingale Z 
has P,(Z) = 1 and 
(where p = P(Z, = u,- ,) = (z + u,- ,)/(2v,- ,)). In the special case n = 1. 
take instead Z, = z + V with V as usual. 
(4.13) The main result of the present paper (still to be proved) is 
Theorem 2.45. Here, H,(z, P) is defined by (2.34) while Hz(z, P) is 
explicitly defined by (2.42) (2.43). A partial result is: 
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(4.14) THEOREM. Let n>2, O<z< 1 andO<P< 1. Then thereexists 
a martingale Z satisfying 
(4.15) z,=z; P”(Z) = P; E”(Z) = H,*(z, P). 
It follows that 
(4.16) H,(z, P) < H,*(z, P). 
(4.17) Proof: (i) For the case 0 < P < z, the required existence follows 
from the proof of (2.38). 
(ii) As to the middle parts of (2.42) (2.43), it suffices to construct a 
martingale Z satisfying 
(4.18) z,=z; P,(Z) = P; E,(Z) = H- ,(z/P) 
(one may assume that P > 0). With probability 1 -P, take Zi = 0 for all 
j > 1. Let further P(Z, = t) = P, where t = z/P; hence, EZ, = z. Conditional 
on Z, = t, select the process Z; = Zj+ I (i > 0) as a copy of the canonical 
martingale M,- ,(t). It is obvious that the resulting martingale Z satisfies 
(4.18). For instance, 
E,(Z)=EIZ,l=P.E{IZ,IIZ,=t}=Pf,-,(t)=Pf,-,(z/P). 
(iii) Next, let 0 < z < z”,-i (thus, z < u,- ,) and z/u,-, < P < 1. As to 
the last part of (2.42), we need a martingale Z satisfying 
(4.19) z, = z; P,(Z) = P; E,(Z)=Anp,P. 
Let Z, = z and let Z, take the values v,- 1, -v,-, and 0, respectively, with 
probability p = (P + z/v,_ ,)/2, q = (P - z/v,- ,)/2 and 1 -p - q, respec- 
tively. Note that EZ, = z. If Z, = 0 then choose Zj = 0 for all j > 1. If Z, 
equals v,_, or -v,-i, respectively, then follow up with a canonical 
martingale of type M,-i(v,_i) or M,_ i(-u,_ ,), respectively. The resulting 
martingale satisfies (4.19). In particular, E 1 Z, 1 = (p + q)fn- ,(v,_ ,) = 
PA n--l. 
(iv) Next, let n > 2, 0 < z < t and z/t < P < 1. As to the last part of 
(2.43), we must construct a martingale Z satisfying 
z,=z; P,(Z) = P; E,,(Z) = (1 - r)f,,(z) + r(zlt)f,- I(t). 
where r = (1 - P)/(l - z/t). With probability 1 - r, let Z be the canonical 
martingale M,(z). With probability r( 1 - z/t), choose Zj = 0 for all j > 1. 
With probability r(z/t), choose Z, = t and then follow up by a copy of the 
canonical martingale M,- I(t). 
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5. PROOF OF THEOREM 2.45 
In the sequel, unless otherwise stated, 0 < z < 1 and n > 2. We already 
proved that 
(5.1) H,(z, p> < HjYz, PI 
and it only remains to prove the opposite inequality. 
The function H, is defined by (2.34), while H,* is defined by (2.42). 
(2.43). Both functions are non-decreasing and convex in terms of P E [ 0, I], 
and H,$ is continuous. Let us introduce the support functions 
(5.2) 
and 
@Jz, K) = iyf{H,(z, P) + K(l -P)) 
(5.3) @,*(z,K)=i;f{H,h(z,P)+K(l -P)]. 
Here, K > 0 while P runs through [0, 11. It follows from (5.1) that 
(5.4) @&, K) < @,*(z, K). 
The function H,* admits the expression 
H;(z,P)=sup(@,*(z,K)-K(1 -P)}. 
K 
A similar expression holds for H, in terms of @,,, with “=” replaced by “2.” 
Therefore, it suffices to show that 
(5.5) Qn(z, K) > @n*(z, K) for all K > 0. 
Note from (2.34) and (5.2) that Qn(z, K) may also be defined as 
(5.6) @Jz, K) = i;f(E,(Z) + K&(Z): 2, = z). 
Here, Z runs through all martingales with Z, = z. Further, E,(Z) = E /Z,,I 
while 
(5.7) Q,(Z) = 1 - P,(Z) = P((X,( < 1 for i = l,..., n). 
It follows from (5.6) that, for each fixed n. the required inequality (5.5) is 
equivalent to the property that 
(5.8) E,,(Z) + KQ,W 2 @,*(G K) for each martingale Z with Z, = z, 
this for each value z, 0 < z < I, and for all K > 0. 
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It will be convenient to extend @p,*(z, K) to all values z by defining 
(5.9) @,*(-z, K) = c?,* (z, K); @c(z,K)=lzliflzl> 1. 
Observing that E,(Z) > 1 z 1 when Z, = z, we see that the validity of (5.8) for 
0 ,< z < 1 is equivalent to its validity for all z. 
(5.10) Notations. Before explicitly calculating @,* from (5.3), we need 
some notations. Let n > 2. Recall that the function f, is convex and of class 
C’ on [0, co) and strictly convex on [0, 11. 
Let 0 < K <f,(O) and consider the straight line through (0, K) which best 
supports the graph {(x,&(x)): x > 0) f rom below. Let B,(K) denote the slope 
of that line and let z,(K) denote the first coordinate t of the corresponding 
contact point (&f,(t)). For instance, r,(O) = 1 and B,(O) = 1. Since inff, = 
A, =fn(u,), it is easily seen that 
(5.11) 
B,(K) < 0 and r,(K) < u, if A, <K <f,(O); 
B,(K) > 0 and t,,(K) > un if O,<K<A,,. 
In detail, r,(K) is uniquely determined by the condition that 
(5.12) K,(t) = K O<t< l,wheret=s,(K). 
Here, K,,(.) is defined by 
(5.13) K,(t) =fn(t) - Kt(O 
Moreover, B,(K) is given by 
(5.14) B,(K) =fXt> = (f,(t) - K)lt, where t = 7,,(K). 
The tangent line at (t,&(t)) to the graph off, intersects the vertical axis in 
the point (0, K,(t)). As t moves from 0 to 1, the intercept K,(t) moves down 
continuously from K,(O) =f,(O) to K,,(l) = 0. The function r,(K) may be 
regarded as the inverse of the function K,,(t). In particular, s,(K) is also 
decreasing. 
We will further need the quantity C,(K) defined by 
L,(K) = z,(~,(K)); 
(5.15) 
that is, z,(K) = t,(&(K)) = q C,(K) + +. 
We have from (5.11) and U, = t,(z”,) that, for n > 2, 
(5.16) 
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When n= 1 and O<K< 1, we define 
(5.17) r,(K) = 1; B,(K)= 1 -KK; l,(K) = 2( 1 - K)/(2 - K). 
(5.18) THEOREM. Let n > 2. Then 
@,*(X,K)=K+B,-l(K)Ixl 
(5.19) 
if K~A,-,andIxl~r,-,(K); 
= H,*(x, 1) otherwise. 
In fact, 
@p,*(x,K)=A.-, if KaA.-,andIxl<z0,_,; 
(5.20) =fn(x) if K>A,-, andlxl >zz-,; 
=“fn(x) if K~A,-,andIxl~~r,~,(K). 
(5.21) In particular, we have for n = 2 that 
@,*(x,K)=(l-K)IxI+K if K< 1 andJxl<<,(K); 
(5.22) =“w) = - I4 + 2/P - I-d> otherwise. 
Note that zy=O and A,= 1. 
(5.23) Proof of Theorem 5.18. It suffices to consider the case 0 Q x < 1. 
Since H,*(O, P) = A,- i P, we have from (5.3) that @,*(O, K) = min(K, A,_ ,) 
and this agrees with (5.19) and (5.20). Thus, one may assume that x > 0. 
Taking K = 0 in (5.3), one has @,*(x, 0) = H,*(x, 0) =x, which agrees with 
(5.19) since B,-,(O) = 1 and c,-,(O) = 1. Thus, one may assume that K > 0. 
The function Hf(x, P) is given by (2.44). Using (5.3), this easily yields 
(5.22). Thus, one may assume n > 3. 
In the present proof, the slope of E = H,*(x, P) is meant to be the 
derivative dE/dP. We see from (2.42) and (2.43) that this slope is a 
continuous and non-decreasing function of P. The slope equals zero when 
0 <P < x. It is strictly increasing in the interval 
(5.24) x <P < x/max(u,_, , t,-,(x)). 
At the right endpoint of this interval, the slope equals 
Kx=Anpl if x,<zi-,; 
(5.25) = K,-,(t)=f,~,(t)-tf:,-,(t)with t= t,-l(x) if x>zzO,-, 
(here, we used (3.14) with n replaced by n - 1). Finally, to the right of the 
interval (5.24), the function H,*(x, P) is linear in P with a constant slope K, 
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as above. Consequently, if K > K, then (H,*(x, P) + K - KP} is non- 
increasing in P for all 0 <P < 1 and it follows from (5.3) that 
(5.26) @,*(x, K) = H,*(x, 1) if K>K,. 
Next, consider the case 0 < K <K,. Then the infimum in (5.3) is assumed 
at each value P’ = P’(x, K), where H,*(x, P) has its slope equal to K. This 
value can be chosen so as to belong to the interval (5.24) and then P’ is 
unique. In the same interval, H,* is of the form Hz(x, P) = Pffl,- ,(x/P); 
therefore, P’ satisfies 
K,_,(t) = K, where t = x/P’; hence, t = r, _ ,(K). 
Moreover, 
@,*(x, K) = P’fn- ,(x/P’) + K(i -Pi) = (x/t)f,p ,(t) + K(l --u/t). 
It follows from (5.14) and t = r,-,(K) that f,-,(t) = K + B,- ,(K)t. This 
proves that 
(5.27) @,*(x, K) = B,- ,(K)x + K if O<K<Kx. 
For brevity, put K~=K,~,(t,~,(x)). If x<z”,-, then t+,(x)<v,,_, (see 
(2.13)); hence, Kz>K,P,(u,P1)=A.-l. Similarly, if x>z”,-, then 
K: <A,-,. It follows from (5.25) that 
K,=min(KI:,A.-,). 
Consequently, condition K < K, in (5.27) means that both K < A,-, and 
K < Kz. The latter is equivalent to 7,- ,(K) > t,- ,(x) which in turn is 
equivalent to c,-,(K) > x. Thus, (5.27) reduces precisely to the first part of 
(5.19), while (5.26) implies the second part. Using (2.42), (2.43), we see that 
(5.26) is equivalent to (5.20). This completes the proof of Theorem 5.18. 
(5.28) LEMMA. Let n > 2. If K >A, then the lower boundary of the 
convex hull of the graph of the function @,*(., K) consists of the horizontal 
line segment 
(5.29) {(~,A,):-v,<x<~,,l 
(where A,, = inff, =f,(v,)), together with the part 
(5.30) own): 1x12 u,l 
of the graph off,. 
Next, ifK <A,, then the analogous lower boundary consists of the two line 
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segments extending from the point (0, K) to the points (t&(t)) and 
(-t, f,(-t)), respectively, where t = z,(K), together with the part 
(5.3 1) {(x,fn(x)): /xl > r,(W) 
of the graph off,. The line segments are tangential to the graph at the 
endpoints (*t, f,(t)) (t = r,,(K)). 
(5.32) Remark. Lemma 5.28 will be used in a proof by induction with 
respect to n of (5.8), where 0: is given by Theorem 5.18. And there would 
be no loss of generality in using the induction assumption in the proof of 
Lemma 5.28 as well. Applying the induction assumption (5.8) (with n fixed) 
to the canonical martingale Z = M,(x) for which Z, =x, Q,(Z) = 0 and 
E,(Z) =fn(x) (see Theorem 4.6), it follows that 
(5.33) f,(x) > @% K) for all x. 
This inequality will be used in the proof of Lemma 5.28. A direct proof of 
(5.33) would be quite involved. 
(5.34) Proof of Lemma 5.28. Observe from the explicit formulae (2.12) 
and (2.13) that z”,- I < v,. It follows from (5.20) that in the case K > A,-, 
the convex hull of the graph of @‘,*(x, K) is exactly as stated in the lemma. 
Note that A,-, > A,. 
Next, let O<K,<A,-, and let B=B,_,(K) be as in (5.10). Here, B>O 
as follows from (5.11) (with n replaced by n - 1). Moreover, from 
Theorem 5.18, 
(5.35) 
@,*(x,K)=K+Blxl if 1x1 < i,-,(K); 
=fn(x) if /xl > L,(K); 
if 1x1 = i,_,(K) then both formulae apply. Hence, from (5.33) 
(5.36) K < K + 13 1x1 <f,(x) for 1x1 ,< C,-,Wf, 
the second equality sign holding if 1.~1 = c,-,(K). Thus, the function 
‘Y(x) = (f,(x) - Q/x 
restricted to the interval 0 < x < C,-,(K) takes its smallest value at the right 
endpoint. On the other hand, we know (see (5.10)) that within the interval 
0 < x < 1 the function g(x) takes its smallest value at s,(K) and at no other 
point. We conclude that 
(5.37) Cn - I WI < ~,VO 
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Consider the case A,, < K <A,-,. We see from (5.19), where B = 
B,-,(K) 2 0, that 
0,*(x, K) > K >, A, = inff, =f”(v,,) for lx/ < LIW. 
Further c,-,(K) & tn(K) < v, (since K > A,). It follows that also in this case 
the convex hull of @,*(x, K) is as stated in the lemma. 
Finally, consider the case 0 <K <A, = inf A,,. Then the assertion of the 
lemma is an immediate consequence of (5.35), (5.37) and the definition of 
rJK). Presently, tn(K) > v, from (5.11). 
6. COMPLETION OF THE PROOF 
The function @,*(x, K) is explicitly given by (5.19) and (5.20) when n > 2. 
We further define 
(6.1) 
q%, K) = Ix/+ K/(1 + 1.4 if K<landIxl<(l-K)“*; 
=f,(x) = max(l-4, 1) otherwise. 
We are ready if it can be shown that (5.8) holds for all n > 1. Equivalently, 
if 
(6.2) @,*(z,K)<EIz+X, + ... +X,1 + K + P(lXi) < 1 (i = l,..., n)), 
for all n > 1, z E R and K > 0, where (X,, X2,...} is an arbitrary martingale 
difference sequence. 
Let us first prove the case n = 1 of (6.2). That is, 
(6.3) @:(z,K)<EE(z+XI+K-P(IXI< 1) whenever EX = 0. 
(6.4) ProoJ One may assume 0 < z < 1. Consider first the case 
K + z* > 1. Then @T(z, K) =fi(z) = 1; hence, (6.3) would be a consequence 
of 
(6.5) 1 +zx<[z+xl+K- l{-,,,,(x) 
(to hold for all x E R). Observe that (6.5) holds with the equality sign when 
x=-1orx=+1.ByK~1-zz,italsoholdswhenx=-z.Itfollowsfrom 
piecewise linearity that (6.5) is true for all x. 
Next, suppose that K + z* < 1. One shows in a similar way that 
(x+z)+K(l -x)/(1 +z)<Iz+xl+K. l,,x,<&) 
for all x E R. Replacing x by X and taking expectations, one sees that the 
right hand side of (6.3) is >z + K/(1 + z) = @:(z, K). 
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(6.6) The proof of (6.2) will be done by an induction on n. Let n be a 
fixed positive integer and suppose that the assertion (6.2) has been proved. It 
must be shown that 
(6.7) ~,*,,(Z,K)~E(Z+X,+.“+X,+,I+K’P(IXi/< 1 (i=l,***,n+ 1)) 
is true for each martingale difference sequence {X, , X, ,... }. Further K > 0. 
As usual, one only needs to consider the case 0 < z < 1. 
(6.8) LEMMA. In order that (6.7) holds for a pair z, K, it is sufficient 
that there be a straight line y = a + bx through the point (z, CD,*+ ,(z, K)) 
which is below the graph y = @z(x, K) and also below the point 
(-1 + z, 1 - z). 
More precisely, it suflces that there exist constants a and b such that 
(6.9) cP,*(x, K) > a + bx for all x; 
further 
(6.10) 1 - z > a - b(1 - z); 
and, finally, 
(6.11) @n*, ,(z, K) = a + bz. 
(6.12) Proof: First conditioning on X, = x, and using the induction 
assumption (6.2), it follows that the right hand side of (6.7) is not smaller 
than Eh(X,), where the function h is defined by 
(6.13) 
h(x) = @,*(z t x) if 1x1 < 1; 
=IztxI if 1x12 1 
(if X, = x with 1x1 > 1 then the conditional expectation is minimized by 
choosing Xj = 0 for j > 2). 
Hence, it suffices to show that 
h(x) > @:+ ,(z, K) + bx for all x. 
For, using EX, = 0, this implies that Eh(X,) > @z+ ,(z, K). In view of (6.11) 
it suffices to show that 
v(x) > 0 for all x, where y(x) = h(x) - a - b(z + x). 
By (6.9) and (6.13) we do have v(x) > 0 for 1x1 < 1. Also for x > 1 since in 
that case 
h(x) = z t x = @,*(z + x, K) > a + b(z + x). 
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Moreover, 
h(-1) = 1 -z; thus, I//(-l)=(l-z)-u++(l -z)>O, 
because of (6.10). Finally, 
&>=(U(-l)+(b+ 1)1x+ l(>O if x<-1. 
Here, we used that b > -1 as is obvious from (6.9) (where the left hand side 
has slope -1 when x < -1). 
(6.14) It remains to show that the function 4,*(x, K) satisfies the 
condition stated in Lemma 6.8 (n = 1, 2,...). Let us first do the case n = 1, 
where the proof differs somewhat from the general case. 
(6.15) We want to find a straight line as in Lemma 6.8 when n = 1. The 
function @F(x, K) is defined by (6.1), while @c(x, K) is given by (5.22). In 
particular, @f(z, K) =fi(z) = -z + 2/(2 -z) when either K > 1 or z > 
(2 - 2K)/(2 -K). In these two cases, the straight line through the points 
(-1 + z, 1 - z) and (1, 1) serves the purpose. For, it does pass through the 
point (z,f*(z)) and is below the graph of @;“(., K), in particular, below the 
point (0, K). 
If n= 1, K < 1 and O<z < (2 - 2K)/(2 - K) then we use instead the 
straight line y = K + (1 - K)x through (0. K) and (1, 1). It is below the 
point (-1 + z, 1 -z) and below the graph of @;“(x, K). It also passes 
through (z, @F(z, K)) since @f(z, K) = K + (1 - K)z, by (5.22). 
(6.16) From now on n > 2. We want to find a straight line as described 
in Lemma 6.8. The entry @,*+ ,(z, K) in (6.11) is given by Theorem 5.18. 
Thus. 
(6.17) 
@,*+,(z,K)=A. if K>A,,;z<zi; 
=A+ ,(z) if K>A,,;z>zE; 
= B,(K)z + K if K,<A.;z<&,(K); 
=fn+ ,(z> if K<A,,;z>&,(K). 
Accordingly, we must distinguish among four cases. 
(6.18) Consider first the case K > A, and z < zz where @,*+ ,(z, K) = A,, . 
We infer from the first part of Lemma 5.28 that the horizontal line y = A,, 
serves the purpose of Lemma 6.8, provided (6.10) holds, that is, 1 - z > A,. 
This follows from z < zz and 1 - z”, = A,. The latter follows from (2.12) and 
(2.13) (or from (3.13) with z = zz; t = v,,;f,(t) = A, andfA(t) = 0). 
(6.19) Next, let K > A, and zf <z < 1; hence, a,*+ ,(z, K) =fn+ ,(z). Let 
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t = t,,(z) be as in (3.6). It satisfies t > t,(zz) = v, and f;(t) > 0. We claim 
that the tangent line 
Y =.6,(t) +fXW - t) 
has the required properties (described in Lemma 6.8). Namely. by 
Lemma 3.9 it passes through the points (-1 + z, 1 -z) and (z,f,,+ ,(z)) and 
is also below the graph off,. That it is even below the graph of @,*(x, K) 
follows from t > v, and the first part of Lemma 5.28. 
(6.20) Let us finally consider the case K < A, = inff,. From the second 
part of Lemma 5.28, we have that the lower boundary of the convex hull of 
the graph of @,*(x, K) consists of: 
(i) The two line segments on the tangent lines from (0, K) to the 
graph off, extending from (0, K) to the points of tangency (-t,.f,(-t,)) and 
(+t,,f,(t,)) on the graph off,. Here, t, = s,(K) is as defined in (5.10); thus 
(6.2 1) .L(t,) - U-L&) = K; to> v,; fX4J z 0. 
(ii) The part 
(6.22) iWAx)>: IxI> toI 
of the graph off, . 
(6.23) Now suppose that both K <A, and 0 < z < i,,(K). We claim that 
the line 
v = K +f:(t,)x 
has all the properties required in Lemma 6.8. We see from (6.20) that it is 
indeed below the graph of @pn*(x, K). We further have from (6.17) that 
@z+i(z, K) = B,(K)z + K. Here, B,(K) is defined by (5.14), where 
t = s,(K) = t, ; thus, B,(K) =fL(t,) showing that condition (6.11) is satisfied. 
Condition (6.10) requires that 
(6.24) 1 - z > K --f;(t,)( 1 - z) if 0 < z ,< &,(K). 
It suffices to check this for z = r,(K). But then (6.24) holds with the equality 
sign as follows from (6.21) and from (3.13) applied with z = c,,(K); thus, 
t = t,(z) = r,,(K) = t,. 
(6.25) It only remains to consider the case where K < A,, and 
c,(K) < z < 1; thus, Q,*+ 1(z, K) =f,,+ ,(z) by (6.17). Choose t = t,(z) as in 
(3.6); hence, t > t,([,(K)) = z,(K) = t,. We see from (6.20) that the straight 
line 
?’ =f,(t> +fXW - t) 
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is below the graph of @,*(x, K). From Lemma 3.9, this line also passes 
through the points (-1 + z, 1 - z) and (z,fn+ ,(z)) and, thus, has all the 
properties required in Lemma 6.8. This completes the proof by induction of 
(6.7) and, hence, the proof of Theorem 2.45. 
(6.26) Observe that Lemma 5.28 was only used in showing that (6.2) 
implies (6.7) (with n > 1 fixed). Moreover, (5.33) is an immediate conse- 
quence of (6.2). Therefore, it was legitimate to use (5.33) in the proof of 
Lemma 5.28, namely, in the proof of (5.37). A direct proof of (5.37) is 
possible but uninspiring. 
