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1. Introduction
Inﬁnite triangular matrices appear often in Combinatorics and also as representations of operators
on spaces of formal power series. Inﬁnite Toeplitz matrices are important in Operator Theory.
In this paper, we present some basic properties of inﬁnite triangular matrices related to multi-
plication and inversion, determinant formulas involving Hessenberg matrices, and a fast inversion
algorithm that is naturally parallelizable and can take advantage of fast matrix–vector multiplication
algorithms. These results are obtained by means of elementary tools, such as Cramer’s rule. Then,
in Section 3, we apply such basic properties to Toeplitz matrices, show how to obtain determinant
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representations for polynomial sequences deﬁned by generating-functions, and obtain a formula of
combinatorial nature for the coefﬁcients of the reciprocal of a formal series.
In Section 4 we obtain a simple proof of the q-binomial formula and some determinant formulas
for Hessenberg matrices involving factorials, binomial coefﬁcients, q-factorials, and q-Gaussian coef-
ﬁcients. We also obtain inversion formulas for Pascal matrices and for several q-analogues of Pascal
matrices, and a group of q-Pascal matrices isomorphic to the group on nonzero complex numbers
under multiplication.
2. Inﬁnite triangular matrices
Here we present some basic results about inﬁnite triangular matrices that are obtained by elemen-
tary methods. We consider inﬁnite matrices A = [ai,j], where the indices run over the nonnegative
integers and the entries are complex numbers. We say that A is lower triangular if ai,j = 0 whenever
j > i. Denote by L the set of all lower triangular matrices.
Let A and B be in L. Then the product C = AB is a well deﬁned element of L and
ci,m =
i∑
j=m
ai,jbj,m, im. (2.1)
Let km. Taking i = m,m + 1, . . . , k in (2.1) we obtain⎡
⎢⎢⎢⎣
am,m
am+1,m am+1,m+1
...
...
. . .
ak,m ak,m+1 . . . ak,k
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
bm,m
bm+1,m
...
bk,m
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
cm,m
cm+1,m
...
ck,m
⎤
⎥⎥⎥⎦ . (2.2)
Denote the squarematrix of the previous equation by A(k, m). It is a (k − m + 1) × (k − m + 1) block
of Awhose lower-left entry is ak,m. Note that the upper-left entry of A(k, m) is am,m and its lower-right
entry is ak,k . We will use this notation to describe analogous blocks of any element of L. From (2.2) it
is clear that
A(k, m)B(k, m) = C(k, m), km. (2.3)
If ai,i /= 0 form ≤ i k, then A(k, m) is invertible and we can use Cramer’s rule on the system (2.2) to
solve for bk,m. We get
bk,m = (−1)
k−m
det A(k, m)
det
⎡
⎢⎢⎢⎢⎢⎢⎣
cm,m am,m
cm+1,m am+1,m am+1,m+1
...
...
...
. . .
ck−1,m ak−1,m ak−1,m+1 . . . ak−1,k−1
ck,m ak,m ak,m+1 . . . ak,k−1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (2.4)
Suppose now that ai,i /= 0 for i 0 and take C = I, the inﬁnite identitymatrix. Then B = A−1 and from
(2.4) we obtain
bk,m = (−1)
k−m
det A(k, m)
det
⎡
⎢⎢⎢⎣
am+1,m am+1,m+1
...
...
. . .
ak−1,m ak−1,m+1 . . . ak−1,k−1
ak,m ak,m+1 . . . ak,k−1
⎤
⎥⎥⎥⎦ . (2.5)
Note that the matrix in this equation is a Hessenberg matrix obtained from A(k, m) by deleting its
ﬁrst row and its last column. Let us denote such matrix by hA(k, m). Using this notation the entries of
A−1 = B are given by
bk,m = (−1)k−m det hA(k, m)
det A(k, m)
, km. (2.6)
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Note that bk,m is completely determined by the entries of A(k, m), and B(k, m) is the inverse of A(k, m).
See [12], where, using the concept of paradeterminant of triangular arrays, a result equivalent to (2.6)
is obtained.
Using properties of determinants we can obtain recurrence relations for the entries of A−1. Such
recurrence relations are the same that follow immediately from the equations AB = I and BA = I. For
example, from BA = I it follows that for k > m
bk,m = −1
am,m
k∑
j=m+1
bk,jaj,m. (2.7)
This equation gives bk,m in terms of the elements on the same row of B that are to the right of bk,m,
that is, closer to the diagonal. We will show below how to construct blocks B(n, m) of the inverse of A
starting from the entries on the diagonal and combining two contiguous blocks B(k, m) and B(n, k + 1)
to obtain the larger block B(n, m).
Let A be in L, m k, and k + 1 n. Then the block A(n, m) can be partitioned as follows
A(n, m) =
[
A(k, m) 0
A(n, m; k) A(n, k + 1)
]
, (2.8)
where
A(n, m; k) =
⎡
⎢⎢⎣
ak+1,m ak+1,m+1 . . . ak+1,k
...
... . . .
...
an,m an,m+1 . . . an,k
⎤
⎥⎥⎦ . (2.9)
Lemma 2.1. Let A ∈ L, m k, and k + 1 n. Suppose that A is invertible and that the blocks B(k, m) and
B(n, k + 1) of B = A−1 are known. Then
B(n, m) =
[
B(k, m) 0
M B(n, k + 1)
]
, (2.10)
where M = −B(n, k + 1)A(n, m; k)B(k, m).
Proof. Since B(n, m) is the inverse of A(n, m) we must have
MA(k, m) + B(n, k + 1)A(n, m; k) = 0.
Since B(k, m) is the inverse of A(k, m), we getM = −B(n, k + 1)A(n, m; k)B(k, m). 
This lemma is a simple special case of Schur complements. Using the lemma repeatedly we obtain
a fast algorithm for the computation of any block B(n, m) of the inverse of A.
Theorem 2.1. Let A ∈ L be invertible and denote its inverse by B. Let n be a positive integer, m be a
nonnegative integer, and let r = 2n − 1. Then the 2n × 2n block B(m + r, m) can be computed using the
following algorithm:
Step 0. Compute the2n entries bm,m, bm+1,m+1, . . . , bm+r,m+r of the diagonal of the block B(m + r, m)using
bj,j = 1/aj,j.
Step 1. Apply Lemma 2.1 to obtain the 2n−1 blocks of size 2 × 2
B(m + 1, m), B(m + 3, m + 2), . . . , B(m + r, m + r − 1).
Step 2. Apply Lemma 2.1 to obtain the 2n−2 blocks of size 4 × 4
B(m + 3, m), B(m + 7, m + 4), . . . , B(m + r, m + r − 3).
Continue in this way so that the kth step is:
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Step k. Use the blocks obtained in step k − 1 and Lemma 2.1 to obtain the 2n−k blocks of size 2k × 2k
B(m + 2k − 1, m), B(m + 2(2k) − 1, m + 2k), . . . , B(m + r, m + 2n − 2k).
The last two steps are:
Step n − 1. Find the blocks B(m + 2n−1 − 1, m), B(m + r, m + 2n−1).
Step n. Apply Lemma 2.1 to obtain B(m + r, m).
Note that only the lower-left block of each one of the 2k × 2k blocks obtained in the kth step is
actually computed by an operation of the form CDE, where C, D, and E are 2k−1 × 2k−1 matrices and
C and E are lower triangular. For example, the ﬁrst lower-left block computed in the kth step is
−B(m + 2k − 1, m + 2k−1)A(m + 2k − 1, m;m + 2k−1 − 1)B(m + 2k − 1, m).
It is easy to see that, if we put the diagonal entries bj,j computed in step 0 and all the other computed
lower-left blocks together, then we obtain the block B(m + r, m), of size 2n × 2n. Therefore, the total
amount of arithmetical work needed to construct B(m + r, m), using the algorithm described above, is
atmost equal to theworkneeded to compute aproductCDE of 2n × 2n lower triangularmatrices. It is in
fact considerably less, since thematricesC andE are formedby lower triangular blocks and thus contain
many zero entries. A simple counting procedure shows that the quotient of the number of zero entries
over the total number of entries for such triangular 2n × 2nmatrices is (2n − n − 1)/2(2n + 1),which
approaches 1/2 as n goes to inﬁnity.
Let us note that the algorithm presented above can be easily implemented in a parallel computer.
3. Toeplitz matrices and formal power series
In this section we apply the results of the previous section to Toeplitz matrices. A matrix A ∈ L
is a Toeplitz matrix if and only if ak,j = ak+m,j+m for all nonnegative integers k, j, m. If A is a Toeplitz
matrix deﬁne the sequence an = an,0 for n 0. Then ak,j = ak−j for k j. Note that ak,j = 0 if k < j,
since A ∈ L.
Given a sequence b0, b1, b2, . . ., that we denote by b, deﬁne the Toeplitz matrix Tb as the matrix in
Lwhose (k, j) entry is bk−j , for k j, and zero otherwise. Using this notation, if Ta and Tb are in T then
the (k, j) entry of TaTb is
k∑
i=j
ak−ibi−j =
k−j∑
r=0
ak−j−rbr , k j, (3.1)
and is a function of k − j. Therefore TaTb = Tc where the sequence c is given by
cn =
n∑
r=0
an−rbr , r  0. (3.2)
This equation shows that the multiplication of Toeplitz matrices is commutative. Since it is obvious
that the set T of all Toeplitz matrices is a vector subspace of L, we conclude that T is a commutative
subalgebra of the matrix algebra L.
Suppose a is a sequence with a0 /= 0 and TaTb = Tc . Then, Eq. (2.4) gives us
bn = (−1)
n
a
n+1
0
det
⎡
⎢⎢⎢⎢⎢⎢⎣
c0 a0
c1 a1 a0
...
...
...
. . .
cn−1 an−1 an−2 . . . a0
cn an an−1 . . . a1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (3.3)
If Tc is the identity matrix then Tb is the inverse of Ta and the previous equation yields
L. Verde-Star / Linear Algebra and its Applications 434 (2011) 307–318 311
bn = (−1)
n
a
n+1
0
det
⎡
⎢⎢⎢⎢⎢⎢⎣
a1 a0
a2 a1 a0
...
...
...
. . .
an−1 an−2 an−3 . . . a0
an an−1 an−2 . . . a1
⎤
⎥⎥⎥⎥⎥⎥⎦
, (3.4)
and by symmetry we also have
an = (−1)
n
b
n+1
0
det
⎡
⎢⎢⎢⎢⎢⎢⎣
b1 b0
b2 b1 b0
...
...
...
. . .
bn−1 bn−2 bn−3 . . . b0
bn bn−1 bn−2 . . . b1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (3.5)
If TaTb = I then Eq. (3.2) gives a0b0 = 1 and
n∑
r=0
an−rbr = 0, n 1. (3.6)
Solving for bn we get the recurrence relation
bn = −b0
n−1∑
r=0
an−rbr , n 1. (3.7)
Using this equation we can compute b0, b1, . . . , bn, which determine the block Tb(n, 0), with only(
n + 2
2
)
multiplications. Note that Tb(n, 0) = Tb(n + k, k) for k 0. In particular, Tb(n, 0) = Tb(2n +
1, n + 1) and using Lemma 2.1 we get the block Tb(2n + 1, 0). Since we only need the ﬁrst column of
the product−Tb(n, 0)Ta(2n + 1, 0; n + 1)Tb(n, 0), it is easy to see that the number of multiplications
required in this computation is the same that we need to compute bn+1, bn+2, . . . , b2n+1 using the
recurrence (3.7). This method for the computation of the bk is essentially equivalent to Newton’s
iterative method for series. Using the algorithm of Theorem 2.2 we can take advantage of parallel
computations and fast matrix–vector multiplication algorithms. See [6].
We associate with every sequence a = (a0, a1, a2, . . .) a formal power series
a(t) =
∞∑
n=0
ant
n.
The product of the formal power series a(t) and b(t) is, by deﬁnition, the series c(t) = ∑n cntn where
cn =
n∑
r=0
an−rbr .
Since this equation coincides with (3.2) it is clear that the space of formal power series is isomorphic
to the algebra T of Toeplitz matrices. A similar reasoning has been used in [2]. See also [4, Chapter 1].
The matrix Ta is the regular representation of the linear map on the space of formal power series
that sends b(t) to a(t)b(t).
Let us note that ﬁnding the reciprocal of a series a(t), with a0 /= 0 is equivalent to ﬁnding the
inverse of the Toeplitz matrix Ta, and also that every equation of the form a(t)b(t) = c(t), where a(t)
is invertible, gives us the determinant equation (3.3).
The determinant formula (3.4) for the coefﬁcients of the reciprocal of a series a(t) is attributed to
Wronski in [4]. See also [5].
Power series are often used to deﬁne sequences of functions that are the coefﬁcients of a series
obtained from other series and some parameters. This is the concept of generating-function. For
example, if d(t) = 1 + d1t + d2t2 + · · · is a series and x is a parameter, then
1
d(t) − xt =
∞∑
k=0
uk(x)t
k, (3.8)
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deﬁnes the sequence of polynomials uk(x). Using (3.4) and (3.5) we obtain the determinant represen-
tation um(x) = det(xI − Dm), form 1, where Dm is the matrix
Dm =
⎡
⎢⎢⎢⎢⎢⎢⎣
d1 1
d2 d1 1
...
... . . .
. . .
dm−1 dm−2 . . . d1 1
dm dm−1 . . . d2 d1
⎤
⎥⎥⎥⎥⎥⎥⎦
. (3.9)
The sequences uk(x) are called polynomial sequences of interpolatory type and were studied in [10].
The Chebyshev polynomial sequences of the ﬁrst and the second kind are sequences of interpolatory
type and therefore they have a representation as characteristic polynomials of Toeplitz matrices.
Another example is the family of Appell polynomial sequences pk(x) deﬁned by a generating-
function relation of the form
∞∑
k=0
pk(x)
tk
k! =
ext
g(t)
.
Using (3.3) we obtain immediately the determinant representation of [11, Theorem 1], without using
any additional properties of the Appell sequences.
Note that (3.3) can be applied to any generating-function relation that can be expressed in the form
U(x, t)G(x, t) = F(x, t), where U, G, F are formal power series in t with coefﬁcients that may depend
on x.
Finding the reciprocal of a series, or equivalently, the inverse of a Toeplitz matrix, is an important
problem that appears often in numerous applications. We present next the derivation of a formula
that can be considered as an “explicit" alternative to the determinant formula (3.4).
We write a series a(t), with a0 /= 0, in the form
a(t) = a0
⎛
⎝1 + 1
a0
∑
j 1
ajt
j
⎞
⎠ .
Then, by the geometric series expansion we have
1
a(t)
= 1
a0
∑
k 0
(−1
a0
)k ⎛⎝∑
j 1
ajt
j
⎞
⎠k .
Let n be a positive integer. Let us ﬁnd the coefﬁcient of tn in the kth power of
∑
j≥1 ajtj . Since
∑
j 1
ajt
j =
n∑
j=1
ajt
j + tn+1
∞∑
j=n+1
ajt
j−n−1,
using the binomial formula we see that the coefﬁcient of tn in the kth power of the left-hand side of
the previous equation is the coefﬁcient of tn in⎛
⎝ n∑
j=1
ajt
j
⎞
⎠k = ∑( k
i1, i2, . . . , in
)
a
i1
1 a
i2
2 · · · ainn tσ(i),
where the sum runs over all the multiindices i = (i1, i2, . . . , in) with nonnegative integer entries that
satisfy |i| = i1 + i2 + · · · + in = k, and σ(i) is deﬁned by
σ(i) = i1 + 2i2 + 3i3 + · · · + nin.
Therefore the coefﬁcient of tn in the previous sum is
∑( k
i1, i2, . . . , in
)
a
i1
1 a
i2
2 · · · ainn ,
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where the sum runs over the multiindices i that satisfy |i| = k and σ(i) = n. Then the coefﬁcient of
tn in b(t) = 1/a(t) is
bn = 1
a0
n∑
k=0
(−1)k∑( k
i1, i2, . . . , in
)(
a1
a0
)i1 (a2
a0
)i2 · · ·(an
a0
)in
,
where the last sum runs over the i that satisfy |i| = k and σ(i) = n. Regrouping terms we get
bn = 1
a0
∑
(−1)|i|
( |i|
i1, i2, . . . , in
)(
a1
a0
)i1 (a2
a0
)i2 · · ·(an
a0
)in
, (3.10)
where the sum runs over all the i such that σ(i) = n.
Notice that (3.10) is a relatively explicit expression for the determinant representation for bn given
by Eq. (3.4), and shows the complexity of the polynomial functions of the aj/a0 that produce the
coefﬁcients of 1/a(t).
A simple case is obtained when ak = αk , for k 0, where α is a nonzero complex number. In this
case (3.10) gives
bn =
∑
i, σ(i)=n
(−1)|i|
( |i|
i1, i2, . . . , in
)
αn. (3.11)
In this case the determinant representation (3.4) gives usmore information. Note that bn = 0 for n 2,
since the ﬁrst column of the matrix is a scalar multiple of the second one. Therefore b(t) = 1 − αt.
Notice that this is a simple consequence of the geometric series. Therefore putting bn = 0 in (3.11)
gives us the combinatorial identity
∑
i, σ(i)=n
(−1)|i|
( |i|
i1, i2, . . . , in
)
= 0, n 2. (3.12)
4. Pascal and q-Pascal matrices
We denote the inﬁnite Pascal matrix with parameter x by Px . It is the element of L whose (m, k)
entry equals
(
m
k
)
xm−k . Since all the diagonal entries are equal to one, Px is invertible. We will obtain
someproperties of Pascalmatrices and somedeterminant formulas using basic properties of triangular
matrices.
Let x, y, and z be complex numbers such that z = x + y. The binomial formula gives
zn
n! =
n∑
k=0
xn−k
(n − k)!
yk
k! . (4.1)
This equation can be interpreted as a multiplication of Toeplitz matrices, or formal power series, in
the obvious way. It is just ez = exey. Then, by (3.3) we have
yn
n! = (−1)
n det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
z
1!
x
1! 1
...
...
...
. . .
zn−1
(n−1)!
xn−1
(n−1)!
xn−2
(n−2)! . . . 1
zn
n!
xn
n!
xn−1
(n−1)! . . .
x
1!
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.2)
Let k be a nonnegative integer. In the (n + 1) × (n + 1)matrix of the previous equation, we multiply
the ith row by (k + i)! for i = 0, 1, 2, . . . , n, and divide the 0th column by k! and the jth column by
(k + j − 1)! for j = 1, 2, . . . , n and compute the determinant of the resulting matrix. We obtain
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(
k + n
k
)
yn
= (−1)n det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
k
k
) (
k
k
)
(
k + 1
k
)
z
(
k + 1
k
)
x
(
k + 1
k + 1
)
...
... . . .
. . .(
k + n − 1
k
)
zn−1
(
k + n − 1
k
)
xn−1
(
k + n − 1
k + 1
)
xn−2 . . .
(
k + n − 1
k + n − 1
)
(
k + n
k
)
zn
(
k + n
k
)
xn
(
k + n
k + 1
)
xn−1 . . .
(
k + n
k + n − 1
)
x
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.3)
Using (2.4), we see that (4.3) is equivalent to PxPy = Pz , where z = x + y. Therefore the set of Pascal
matrices is a commutative group isomorphic to the additive group of complex numbers. See [9], where
other groups of generalized Pascal matrices are studied. In particular, if z = 0 then y = −x, P−x =
(Px)
−1, and (4.3) gives us(
k + n
k
)
xn
= det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(
k + 1
k
)
x
(
k + 1
k + 1
)
(
k + 2
k
)
x2
(
k + 2
k + 1
)
x
(
k + 2
k + 2
)
...
... . . .
. . .(
k + n − 1
k
)
xn−1
(
k + n − 1
k + 1
)
xn−2
(
k + n − 1
k + 2
)
xn−3 . . .
(
k + n − 1
k + n − 1
)
(
k + n
k
)
xn
(
k + n
k + 1
)
xn−1
(
k + n
k + 2
)
xn−2 . . .
(
k + n
k + n − 1
)
x
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.4)
Thismeans that the determinant of theHessenbergmatrix hPx(k + n, k) is equal to its lower-left entry.
We consider next some q-analogues of the Pascal matrices. Let q be a ﬁxed complex number such
that q /= 0 and q /= 1. Deﬁne the q-factorial function (t)k , for t ∈ C and k 0, as follows: (t)0 = 1 and
(t)k = (1 − t)(1 − tq) · · · (1 − tqk−1) for k 1. Note that (q)k = (1 − q)(1 − q2) · · · (1 − qk). The
q-binomial coefﬁcients are deﬁned by[
m
k
]
= (q)m
(q)m−k(q)k
, m k 0. (4.5)
The Newton polynomial sequence associated with the nodes xj = qj , for j 0, is deﬁned by N0(x) = 1
for all x, and Nk(x) = (x − 1)(x − q) · · · (x − qk−1) for k 1. By the Newton interpolation formula, if
p is a polynomial of degree less than of equal tomwe have
p(x) =
m∑
k=0
kp Nk(x), (4.6)
where k denotes the divided difference functional with respect to the roots of Nk+1, deﬁned by
kf =
k∑
j=0
f (qj)
N′k+1(qj)
,
where f is any function deﬁned on the points qj , for 0 j k.
A straightforward computation gives us the recurrence relation
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kx
m = 1 − q
m−k+1
1 − qk k−1x
m, m k 0,
which in turn gives us (see [8])
kx
m =
[
m
k
]
, m k 0. (4.7)
Applying the interpolation formula (4.6) to xm we get
xm =
m∑
k=0
[
m
k
]
Nk(x), m 0. (4.8)
Using (4.5) the previous equation can be written as
xm
(q)m
=
m∑
k=0
Nk(x)
(q)k
1
(q)m−k
. (4.9)
This equation can be interpreted as amultiplication of Toeplitzmatrices or their corresponding formal
power series. Using series we obtain
∞∑
m=0
xmtm
(q)m
=
( ∞∑
n=0
tn
(q)n
)⎛⎝ ∞∑
k=0
Nk(x)t
k
(q)k
⎞
⎠ . (4.10)
The ﬁrst series in the right-hand side is called the q-exponential function and denoted by eq(t). With
this notation (4.10) becomes
eq(xt) = eq(t)
∞∑
k=0
Nk(x)t
k
(q)k
, (4.11)
which is equivalent to the q-binomial formula. Putting x = 1/a and t = az in the previous equation
we get the usual form of the q-binomial formula
1 + ∑
n 1
(1 − a)(1 − aq) · · · (1 − aqn−1)
(q)n
zn = eq(z)
eq(az)
. (4.12)
Other proofs of the q-binomial formula and its connections with inﬁnite products are presented in [1].
Using (3.3) and (4.9) we get
Nm(x)
(q)m
= (−1)m det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1
x
(q)1
1
(q)1
1
x2
(q)2
1
(q)2
1
(q)1
1
...
...
... . . .
. . .
xm−1
(q)m−1
1
(q)m−1
1
(q)m−2 . . . . . . 1
xm
(q)m
1
(q)m
1
(q)m−1 . . . . . .
1
(q)1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.13)
Since Nm(0) = (−1)mq
(
m
2
)
, taking x = 0 in the previous equation we get
q
(
m
2
)
(q)m
= det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
(q)1
1
1
(q)2
1
(q)1
1
...
... . . .
. . .
1
(q)m−1
1
(q)m−2
1
(q)m−3 . . . 1
1
(q)m
1
(q)m−1
1
(q)m−2 . . .
1
(q)1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.14)
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Some similar determinants were used in [7], where the authors studied polynomial sequences related
to the q-difference operator, called q-Appell sequences.
Consider the matrix of Eq. (4.13). Let k be a nonnegative integer. Multiply the ith row by (q)k+i, for
0 im. Divide the0th columnby (q)k anddivide the jth columnby (q)k+j−1, for 1 jm. Computing
the determinant of the resulting matrix we obtain[
k + m
k
]
Nm(x)
= (−1)m det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
k
k
] [
k
k
]
[
k + 1
k
]
x
[
k + 1
k
] [
k + 1
k + 1
]
...
... . . .
. . .[
k + m − 1
k
]
xm−1
[
k + m − 1
k
] [
k + m − 1
k + 1
]
. . .
[
k + m − 1
k + m − 1
]
[
k + m
k
]
xm
[
k + m
k
] [
k + m
k + 1
]
. . .
[
k + m
k + m − 1
]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.15)
Taking x = 0 in this equation we obtain
[
k + m
k
]
q
(
m
2
)
= det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
k + 1
k
] [
k + 1
k + 1
]
... . . .
. . .[
k + m − 1
k
] [
k + m − 1
k + 1
]
. . .
[
k + m − 1
k + m − 1
]
[
k + m
k
] [
k + m
k + 1
]
. . .
[
k + m
k + m − 1
]
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.16)
The matrix in this equation is clearly a Hessenberg block of an inﬁnite triangular matrix Q , that is
called the q-Pascal matrix. It is the element of L whose (n, k) entry is
[
n
k
]
, for n k 0. Then, using
(2.5) we see that (4.16) says that
(Q−1)k+m,k = (−1)m
[
k + m
k
]
q
(
m
2
)
, k 0, m 0. (4.17)
This inversion formula was obtained in [8], where the q-Pascal matrix is considered as a change of
basis matrix in the space of polynomials, as in (4.8). See also [3], where q-Pascal matrices are studied
using an umbral calculus approach.
A consequence of the q-binomial formula (4.11) is the following series multiplication formula⎛
⎝ ∞∑
k=0
Nk(x)
(q)k
(
t
x
)k⎞⎠
⎛
⎝ ∞∑
k=0
Nk(z)
(q)k
tk
⎞
⎠ = ∞∑
k=0
Nk(xz)
(q)k
(
t
x
)k
. (4.18)
By (4.11) the ﬁrst series equals eq(t)/eq(t/x) and the second one equals eq(zt)/eq(t). Therefore the
product equals eq(zt)/eq(t/x), and using (4.11) again we see that it equals the series in the right-hand
side of (4.18).
From (4.18) we obtain immediately
n∑
k=0
Nn−k(x)
(q)n−kxn−k
Nk(z)
(q)k
= Nn(xz)
(q)nxn
,
which can be written as
n∑
k=0
[
n
k
]
Nn−k(x)xkNk(z) = Nn(xz). (4.19)
L. Verde-Star / Linear Algebra and its Applications 434 (2011) 307–318 317
The generalized q-Pascal matrixwith parameter x, denoted by Qx , is deﬁned as the element of L whose
(n, k) entry is equal to
[
n
k
]
Nn−k(x)xk . Note that (4.19) says that Qx multiplied by the 0th column of Qz
gives the 0th column of Qxz . Using (4.19) we obtain the following result.
Theorem 4.1. For any nonzero complex numbers x and y we have QxQy = Qxy, and therefore the set {Qx :
x ∈ C, x /= 0} of generalized q-Pascal matrices is a commutative group isomorphic to the multiplicative
group of nonzero complex numbers.
Proof. Let n ≥ r  0. Then
n∑
k=r
[
n
k
]
Nn−k(x)xk
[
k
r
]
Nk−r(y)yr =
[
n
r
]
(xy)r
n∑
k=r
[
n − r
k − r
]
Nn−k(x)xk−rNk−r(y),
Using (4.19) it is easy to show that the sum in the right-hand side equals Nn−r(xy) and therefore
QxQy = Qxy. 
Deﬁne the polynomials Pn(x, z) as follows: P0(x, z) = 1 and
Pn(x, z) = znNn(x/z) = (x − z)(x − zq) · · · (x − zqn−1), n 1. (4.20)
The q-binomial formula (4.11) gives us
∞∑
k=0
Pk(x, z)
tk
(q)k
= eq(xt)
eq(zt)
,
and therefore⎛
⎝ ∞∑
k=0
Pk(x, z)
tk
(q)k
⎞
⎠
⎛
⎝ ∞∑
k=0
Pk(z, y)
tk
(q)k
⎞
⎠ = ∞∑
k=0
Pk(x, y)
tk
(q)k
. (4.21)
If x = y then the right-hand side becomes equal to one and we get the inversion formula⎛
⎝ ∞∑
k=0
Pk(x, z)
tk
(q)k
⎞
⎠
⎛
⎝ ∞∑
k=0
Pk(z, x)
tk
(q)k
⎞
⎠ = 1. (4.22)
Since Pk(x, 1) = Nk(x) and Pk(1, y) = (y)k , taking z = 1 in (4.22) we get⎛
⎝ ∞∑
k=0
Nk(x)
tk
(q)k
⎞
⎠
⎛
⎝ ∞∑
k=0
(y)k
tk
(q)k
⎞
⎠ = ∞∑
k=0
Pk(x, y)
tk
(q)k
. (4.23)
If we take x = y then the right-hand side becomes equal to one and hence⎛
⎝ ∞∑
k=0
Nk(x)
tk
(q)k
⎞
⎠−1 = ∞∑
k=0
(x)k
tk
(q)k
. (4.24)
This inversion formula gives us the determinants
(x)m
(q)m
= (−1)m det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
N1(x)
(q)1
1
N2(x)
(q)2
N1(x)
(q)1
1
...
...
...
. . .
Nm−1(x)
(q)m−1
Nm−2(x)
(q)m−2
Nm−3(x)
(q)m−3 . . . 1
Nm(x)
(q)m
Nm−1(x)
(q)m−1
Nm−2(x)
(q)m−2 . . .
N1(x)
(q)1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4.25)
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and
Nm(x)
(q)m
= (−1)m det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(x)1
(q)1
1
(x)2
(q)2
(x)1
(q)1
1
...
...
...
. . .
(x)m−1
(q)m−1
(x)m−2
(q)m−2
(x)m−3
(q)m−3 . . . 1
(x)m
(q)m
(x)m−1
(q)m−1
(x)m−2
(q)m−2 . . .
(x)1
(q)1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.26)
Let k 0. If we multiply the ith row of the matrix in (4.26) by (q)k+i, and divide the jth column by
(q)k+j−1 and then compute the determinant we get[
k + m
k
]
Nm(x)
= (−1)m det
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
[
k + 1
k
]
(x)1 1[
k + 2
k
]
(x)2
[
k + 2
k + 1
]
(x)1 1
...
...
...
. . .[
k + m − 1
k
]
(x)m−1
[
k + m − 1
k + 1
]
(x)m−2 . . . . . . 1[
k + m
k
]
(x)m
[
k + m
k + 1
]
(x)m−1 . . . . . .
[
k + m
k + m − 1
]
(x)1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (4.27)
Deﬁne the matrix Fx as the element of L whose (k + j, k) entry equals
[
k + j
k
]
(x)j . Then, from (4.27)
we see that the (k + m, k) entry of F−1x equals
[
k + m
k
]
Nm(x). Note that the matrices of the form Fx ,
and their inverses, can be considered as other types of generalized q-Pascalmatrices. Suchmatrices are
included in a larger class of matrices with two parameters, constructed with the polynomials Pk(x, y).
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