Abstract. We investigate the influence of a contact network structure over the spread of epidemics in an heterogeneous population. Basically the epidemics spreads over a directed weighted graph. We describe the epidemic process as a continuous-time individual-based susceptible-infected-susceptible (SIS) model using a first-order mean-field approximation. First we consider a network without a specific topology, investigating the epidemic threshold and the stability properties of the system. Then we analyze the case of a community network, relying on the graph-theoretical notion of equitable partition, and using a lower-dimensional dynamical system in order to individuate the epidemic threshold. Moreover we prove that the positive steady-state of the original system, that appears above the threshold, can be computed by this lower-dimensional system. In the second part of the paper we treat the important issue of the infectious disease control. Taking into account the connectivity of the network, we provide a cost-optimal distribution of resources to prevent the disease from persisting indefinitely in the population; for a particular case of two-level immunization problem we report on the construction of a polynomial time complexity algorithm.
Introduction.
Most studies refer to epidemic process with homogeneous infection (recovery) rate. However in many real situations, in social, biological and data communications networks, it is more appropriate to consider an heterogeneous setting than an homogeneous one [36] . A short overview on the literature considering heterogeneous populations can be found in [39, 27] . Our work strongly emphasises the influence on the population contact network. Our scope is to investigate the influence of a certain network topology on the epidemics spreading and to control it.
For this purpose we consider a given and static graph (i.e. our set of nodes edges do not change in time), that can result from some random experiment, or as a man made architecture.
The epidemic model adopted in the rest of the paper is of the SIS (susceptibleinfected-susceptible) type. In the SIS model an individual can be repeatedly infected, recover and yet be infected again. This model covers those types of disease that does not confer immunity, e.g. common cold, sexually transmitted diseases, tuberculosis, and other bacterial infections. Computer viruses also belong in this category, indeed once cured, without a constant upgrade of the antivirus softwares, the computer has no way to fend off subsequent attacks by the same virus [23] .
Homogeneous SIS mean-field equation.
In the homogeneous setting the epidemic spreads over a simple graph G = (V, E) with edge set E and node set V . The order of G, denoted N , is the cardinality of V . Connectivity of graph G is conveniently expressed by the symmetric N × N adjacency matrix A.
The recovery process is a Poisson process with rate δ, and the infection process is a per link Poisson process where the infection rate between an healthy and an infected node is β. Thus each susceptible node can be infected, at time t, by any of its neighbors, with a total infection rate βs i (t), where s i (t) stands for the strength of the epidemics in the nodes that are directly connected with it. All the infection and recovery processes are independent, thus they compete for the production of an event (infection or recovery).
The state of the collective system of all nodes, i.e. the state of the network, is actually the joint state of all the nodes' states. Since we assume that the infection and curing processes are of Poisson type, the SIS process, developing on a graph with N nodes, can be modeled as a continuous-time Markov process with 2 N states, covering all possible combinations in which N nodes can be infected [37, 31] . Unfortunately, the exponential growth with N of the state space poses severe limitations in order to determine the set of solutions for large, real networks [37, 31, 29] . For this reason, in [37] a first order mean-field approximation (NIMFA) of the exact model is proposed.
Basically NIMFA replaces the actual infection rate for the node i, β
a ij X j (t) (where the sum is done on all the neighbour nodes), by its average rate β
where X j (t) is the state variable representing the state of the node j.
Thus, let p i (t) be the probability that individual i is infected at time t, p i (t) = E[X i (t)] and in the NIMFA model their evolution obeys the following differential equationṗ i (t) =βs i (t)(1 − p i (t)) − δ i (t), i ∈ {1, . . . , N } (1.1)
a ij p j (t) (1.2) where s i (t) represents the strength of the infection that may reach individual i through the adjacency matrix A = a ij . The time-derivative of the infection probability of individual i consists of two competing processes:
1. while healthy (with probability 1−p i (t)), all infected neighbors, whose average number is s i (t), try to infect node i at rate β; 2. while individual i is infected (with probability p i (t)) it is cured at rate δ. Epidemic theshold. The exact SIS Markov model has a unique absorbing state, so in the long run we shall get the extinction of the epidemics. However the waiting time to absorption is a random variable whose distribution depends on the initial state of the system, on the parameters of the model and on the size of the population [21, 22] . In fact there is a critical value τ c of the effective spreading rate τ = β/δ, whereby if τ is distinctly larger than τ c the time to absorption grows exponentially in N , while for τ distinctly less than τ c the lifetime of epidemic is rather small [21, 14, 37] . The exact computation of the exact quasi-stationary distribution is not analytical tractable, as it is showed in [21] .
Even so numerical simulations of SIS processes reveal that, already for reasonably small networks (N ≥ 100) and when τ > τ c , the overall-healthy state is only reached after an unrealistically long time. Hence, the indication of the model is that, in the case of real networks, one should expect that the extinction of epidemics is hardly ever attained [33, 12] .
In the homogeneous setting NIMFA determines the epidemic threshold for the effective spreading rate as τ
, where the superscript (1) refers to the firstorder mean-field approximation [37, 34] . When τ > τ (1) c , the mean-field equation (1.1) shows a second non-zero steady-state that reflects well the observed viral behavior [35] : it can be seen as the analogous of the quasi-stationary distribution of the exact stochastic SIS model.
A consequence of replacing the random variable by its expectation in the mean field approximations results in the neglecting of correlations in the dynamic process: mean field approximation treats the joint probability P(X i = 1, X j = 1) as if X i and X j were independent, P(X i = 1)P(X j = 1). As a consequence of this simplification, NIMFA yields an upper bound for the probability of infection of each node, as well as a lower bound for the epidemic threshold, i.e., τ c ≥ τ
c . One can observe that, basically, if the states of the nearest nodes are sufficiently weakly dependent and the number of neighbours of node i, d i (i.e., the degree of node i) is large enough so that the Lindberg's Central Limit Theorem is applicable, then such replacement results in a good approximation. Informally, we can say that the mean field approximation holds if in the underlying network, the degree of the nodes increase as the number of nodes N tends to infinity [38] .
Moreover, evaluations on the variance of β [37] , shows that the deviations between the NIMFA model and the exact SIS are largest for intermediate values of τ , i.e. we expect large deviations in some τ -region around the exact τ c .
Heterogeneous SIS on networks.
Here we include the possibility for the infection rate to be different for each link, thus we denote by β ij the infection rate of the node j towards the node i, where β ii = 0. Basically the epidemic spreads over a directed weighted graph. Moreover a node i can recover at rate δ i .
As for the homogeneous SIS presented in Section 1.1, the SIS model with heterogeneous infection and recovery rates is as well a Markovian process, where the time for an infected node j to infect its susceptible neighbours i is an exponential random variable with average β ij , and the time for a node j to recover is an exponential random variable with average δ j . In the same way of the homogeneous setting, we provide the NIMFA approximation. We underline that in the first formulation of NIMFA for the heterogeneous setting in [36] , a node i can infect all its neighbors with the same infection rate β i . Here, instead, we include the possibility that the infection rates depend on the type of connection between two nodes, that may represent a wider range of more realistic scenarios.
The NIMFA governing equation in the heterogeneous setting writes (2.1) dp
Letting P = (p 1 , . . . , p N ) T and let A = (a ij ) be the matrix defined by a ij = β ij when i = j, and a ii = −δ i ; more let F (P ) be a column vector whose i-th component is − N j=1 β ij p i (t)p j (t). Then we can rewrite (2.1) in the following form:
Let r(A) = max 1≤j≤N Re(λ j (A)) be the stability modulus [18] of A, where Re(λ j (A)) denotes the real part of the eigenvalues of A, j = 1, . . . , N . We report a result from [18] that lead us to extend the stability analysis of NIMFA in [9] to the heterogeneous case.
Theorem 2.1. If r(A) ≤ 0 then P = 0 is a globally asymptotically stable equilibrium point in I N = [0, 1] N for the system (2.1), instead if r(A) > 0 then there exists a constant solution P ∞ ∈ I N − {0}, such that P ∞ is globally asymptotically stable in I N − {0} for (2.1) .
Proof. See [18, Thm. 3.1].
3. Community Networks. Now we assume that the entire population is partitioned into communities (also called households, clusters, subgraphs, or patches). There is an extensive literature on the effect of network community structure on epidemics arising due to, for example, geographic separation. Models utilizing this structure are commonly known as "'metapopulation"' models (see, e.g., [16, 19, 2] ). Such models assume that each community shares a common environment or is defined by a specific relationship. This framework captures the most salient structural inhomogeneity in contact patterns in many applied contexts [3] .
In literature some of the most common works on metapopulation regard population divided into households, that consider two level of mixing ( [4, 28, 5] ). This model typically assume that contacts, and consequently infections, between individual in the same group occur at a higher rate than those between individual in different groups [3] . Moreover they define groups in terms of spatial proximity, considering the between-group contact rates (and consequently the infection rates) depending in some way on spatial distance, so that, each individual can be theoretically infected by each of the other individual.
However an underlying network contact structure may provide a more realistic approach for the study of the evolution of the epidemics, where infection can only be transmitted by individual directly linked by an edge [3] . Thus, an important challenge is to consider a realistic underlying structure to appropriately incorporate the influences of the topology of the network on the dynamics of epidemics [24, 6, 13, 7] .
To this aim, in [9, 8] we have analyzed the dynamics of epidemics on networks that are partitioned into local communities, through the first-order mean-field approximation discussed in Section 1.1. Our investigation has been based on the graph-theoretical notion of equitable partition [30, 15, 20] . Basically, let π = {V 1 , ..., V n } be a partition of the node set V , which is assumed to be given a priori; π is called equitable if the subgraph G i of G(V, E) induced by V i is regular for all i's. Furthermore, for any two subgraphs G i , G j , whenever there exists at least one connection between nodes in the first and second subgraph, then each node in G i is connected with the same number of nodes in G j . In [9] , moreover, a two-level infection rate has been considered: an intra-community infection rate and an inter-community infection rate. Here, instead, more than two level of mixing shall be considered, including, in this way, a wider range of realistic situations.
Such network structure can be used for those models consisting of multiple smaller subpopulations (households, workplaces, classes in a schools) representing the internal structure of each community by a complete graph. This assumption appears natural because members of a small community usually know each other. Moreover we can consider that, given two connected communities, all of their individual are mutually linked, indeed each member of those two communities may potentially come into contact. Furthermore such network structure can be observed, e.g., in the architecture of some computer networks where clusters of clients connect to single routers, whereas the routers' network has a connectivity structure with nodes' degree constrained by the number of ports.
Equitable partitions.
First we recall the definition of equitable partition and consequently the definition of the quotient matrix.
Definition 3.1. Let G = (V, E) be a graph. The partition π = {V 1 , ..., V n } of the node set V is called equitable if for all i, j ∈ {1, . . . , n}, there is an integer d ij such that
We shall identify the set of all nodes in V i with the i-th community of the whole population. In particular, each V i induces a subgraph of G that is necessarily regular. Remark 1. We use the notation lcm and gcd to denote the least common multiple and greatest common divisor, respectively. We can observe that the partition of a graph is equitable if and only if
where α is an integer satisfying 1 ≤ α ≤ gcd(k i , k j ) and k i the number of nodes in V i , for all i = 1, ..., n. An equitable partition generates the quotient graph G/π, which is multigraph, eventually directed and weighted, with cells as vertices and d ij edges between V i and V j . For the sake of explanation, in the following we will identify G/π with the (simple) graph having the same vertex set, and where an edge exists between V i and V j if at least one exists in the original multigraph. We shall denote by B the adjacency matrix of the graph G/π.
There exists a quotient matrix related to the quotient graph that contains the relevant structural information of the networks.
. . , n} be any partition of the node set V , let us consider the n × N matrix S = (s iv ), where
The quotient matrix of G (with respect to the given partition) is
Observe that by definition SS T = I. In ou heterogeneous setting, as in [9] , all pairs of connected nodes in community j can infect each other with rate β jj , however the rate β ij at which individuals in community j infect those in community i can be different from β ji , that is the rate at which individuals belonging to community i infect those in community j. Nevertheless we assume that if β ij = 0 then β ji = 0 for all i, j. This assumption basically implies that we are considering directed weighted graphs, with the restriction that e = (z, w) ∈ E if and only if e = (w, z) ∈ E; when w ∈ V i and z ∈ V j it can only happens that γ(w, z) = γ(z, w), where γ : E → [0, ∞) is a given function that assigns to each arc e ∈ E a weight γ(e). Moreover since β ji is the same for any arc from V i to V j , for all i, j = 1, . . . , n, we can use the definition of d ij and, hence, of equitable partition given above in Def. 3.1, i.e. we do not need an alternative definition of equitable partition (see e.g. [20, Def 8.24] ). A more complex scenario may be treated in the future.
Thus, recalling that B = (b ij ) is the adjacency matrix encoding for the connectivity of the communities, we have that the transpose of the weighted adjacency matrix of our network is A = (a wz ), where
In this heterogeneous setting the transpose of the quotient matrix writes
We call this matrix still Q, as in Def. 3.2, for simplicity in the notation. Let us note that this matrix is not symmetric, despite the case of two infection rates discussed in [9] . When one consider a population divided in communities, it is appropriate to take into account the case where all nodes of the same community j can recover at the same rate δ j , j = 1, . . . , n, and that it may differ from one community to the other. Definition 3.3. Let us introduce the 1 × n vector of nonzero curing rates ∆ = (δ 1 , ..., δ n ), that we shall call the reduced curing rate vector.
Under the conditions of [9, Thm. 4.1], i.e. when at time t = 0, the infection probability is equal for all nodes in the same community (and may differ from one community to the other), we can reduce the number of equations in (2.2) using the quotient matrix Q, in the following way
where D = diag ∆ is the curing rate matrix and Q = diag
It is immediate to observe that σ(Q) = σ(Q). Now let us define the 1 × N curing rates vector ∆ = (δ 1 , . . . , δ N ), where δ z = δ j for all z ∈ V j and j = 1, . . . , n, and D = diag(∆) is the N × N curing rate matrix. It holds the following.
Lemma 3.4. Let π = {V 1 , . . . , V n } an equitable partition. Let A and Q weighted matrices as in (3.2) and (3.3) respectively. Then it holds that
if b hj = 0. By (3.1) one can easily see that Next we report some technical facts that we will use later. Proposition 3.5. Let A be an n × n irreducible and non negative matrix and let
ii. There exists an eigenvector w of A − D such that w > 0 and the corresponding eigenvalue is r(A − D), for each (δ 1 , ..., δ n ).
Proof. i. From [18] : a n × n matrix A is said to be irreducible if for any proper subset S ⊆ {1, . . . , n} there exists i ∈ S and j ∈ S ′ = {1, . . . , n}− S such that a ij = 0; since A is irreducible, the definition applies immediately to A − D; ii. See [18, Lemma 4.2] . Now let us consider the system of N differential equations (2.2). We can prove that, in the case of a graph whose node set has an equitable partition, and regardless to the initial conditions, it is possible to determine the critical threshold for (2.2), applying Thm. 2.1, directly on the reduced system (3.4).
Proposition 3.6. The elements of the curing rates vector ∆ = (δ 1 , ..., δ N ), that determines the critical threshold of (2.2), is identified by the elements of ∆ = (δ 1 , ..., δ n ), in such a way that δ z = δ j for all z ∈ V j , j = 1, . . . , n, for which
where r is the stability modulus. Proof. Basically, by Theorem 2.1, we have to show that
We first prove that
By the definition of Q we have that
Now, let c ∈ R such that both a zz − δ z + c ≥ 0, for all z = 1, . . . , N and q ii − δ i + c ≥ 0 for all i = 1 . . . , n. Let us define A − D + cI N ×N =Â and Q − D + cI n×n =Q.Ã andQ are non negative and irreducible (see i) in Proposition 3.5) matrices. We order the eigenvalues ofQ so that |λ 1 (Q)| ≥ |λ 2 (Q)| ≥ . . . ≥ |λ n (Q)|, making the same also forÂ. By the Perron-Frobenius theorem, the eigenvalues of maximum modulus of an irreducible and non negative matrix is real and positive and its corresponding eigenvector, the Perron vector, is the unique (up to a factor) strictly positive eigenvector of the matrix. Hence there exists ω > 0, eigenvector ofQ corresponding to λ 1 (Q).
By ii) in Lemma 3.4 and since, obviously, S T I n×n = I N ×N S T , we have that S T ω > 0 is the eigenvector ofÂ corresponding to λ 1 (Q). However, since S T ω is strictly positive, it must be the Perron vector ofÂ, consequently λ 1 (Â) = λ 1 (Q).
It can be immediately shown that
and that
thus (3.7) holds. Now we prove that
For any n-vector v and scalar λ ∈ C we have that
, and (3.9) holds. In conclusion from (3.9) and (3.7) we have (3.6).
Remark 2. Let us note that if
A is an n × n irreducible and non negative matrix, and D a diagonal matrix with positive entries, then the eigenvalue λ ∈ σ(A− D), such that Re(λ) = r(A − D), is real, where with σ we indicate the spectrum of the matrix. This fact can be easily seen also from (3.8).
Furthermore we underline that, by [9, Corollary 4.2], irrespective of the initial conditions of nodes in the same community, it is sufficient to compute the positive steady-state vector P ∞ of the reduced system (3.4) to obtain that of the original system (2.2). Indeed, the components of the steady-state vector P ∞ corresponding to nodes in the same terminal community are equal.
Optimal
Immunization. An important challenge in epidemiology is to understand how to control the infectious disease, both in public health and in other domains, such as, e.g., protection of computer architectures.
Here we propose an optimal antidote allocation strategy. Our problem is related to the different allocation of antidotes to each node in order to increase its recovery rates. We consider that the amount of resource allocated for a node is proportional to its recovery rate. We know that the structure of the network plays a crucial role in the diffusion of epidemic, thus a uniform distribution of resources among nodes, that does not take into account the connectivity of the network, does not seems to work efficiently in order to eradicate the infection, or reduce the number of infected nodes [25] . Moreover the distribution of resources have a cost, which can vary from individual to individual. Thus, a crucial aspect is to individuate a cost-optimal distribution of resources to prevent the disease from persisting indefinitely in the population.
Based on these considerations and taking into account the results of Theorem 2.1, we have designed our immunization strategy, as we shall explain into details in the next section.
5. Proposed approach to the problem. We adopt a linear cost for immunizing a given node and the cost may well depend on the node itself. The cost function writes
where ∆ is the immunization rate vector, whereas c is the cost vector, where the component c i > 0, for i = 1, . . . , N , is the cost for the immunization of node i at unitary rate. Now let us consider the case where β ij = β ji , for all i, j = 1, . . . , N , i.e. the weighted adjacency matrix A is symmetric We seek for the solution of the following Problem 1 (Immunization: Eigenvalue Constraint Formulation). Find ∆ ≥ 0 which solves minimize U (∆) subject to:
The immunization problem can be reformulated as a semidefinite programming that is a convex optimization problem [11] . In fact we observe that ∆ = N i=1 ∆ i diag(e i ), where ∆ i is the i-th component of ∆ and e i is the i-th element of the standard basis, so that diag(e i ) ≥ 0; hereafter the inequality sign in M ≥ 0, when M is a matrix, means that M is positive semidefinite. Thus we can express the optimization problem with eigenvalue constraint as a semidefinite programming problem in the following way Problem 2 (Immunization: Semidefinite Programming Formulation). Find ∆ which solves
The feasibility of the problem is always guaranteed, as showed in the following Theorem 5.1 (Feasibility). The immunization problem is feasible. Proof. We define l max := max i j a ij and choose ∆ = l max u, where u is the all-one vector: D = l max I N . Then for any vector w = N i=1 z i v i where {v 1 , . . . , v N } is an eigenvector basis of A, it holds
where the last inequality follows since λ 1 (A) ≤ max i j a ij . Hence the chosen vector satisfies the constraint and we can assert that the feasible region is not empty. Since the problem is feasible there is always an optimal point on the boundary [11] and, by a fundamental result of convex optimization, any locally optimal point of a convex problem is globally optimal [10, Sec. 4 
.4.2].
A semidefinite programming (SDP) approach for the study of optimal resource allocation in a network has been discussed also in [26] . However the problem statements is different. First, each node i can infect all its neighbors with the same infection rate β i , while in our construction β ji depends on the arrival node j; moreover they try to minimize an arbitrary convex function of the infection rates, considering, unlike us, a given curing rate profile. In the next section we shall extend our approach to a network partitioned in communities. Indeed, in most of the real situations, it may be more appropriate consider policies for different entire groups (hospitals, schools, villages, cities, etc,...), rather than for each individual.
Optimization for Networks with Equitable
Partitions. In this section we consider a different allocation of antidotes to each community. Let us consider the case where β ij = β ji , i, j = 1, . . . , n. In this case the matrix Q is symmetric and its eigenvalues are real. Considering the reduced curing rate vector ∆ and the 1 × n cost vector c, where each component refers to the cost for immunization of a community at unitary rate, then we seek for the solution of the following Problem 3 (Immunization: Eigenvalue Constraint Formulation). Find ∆ ≥ 0 which solves minimize U (∆) subject to:
Semidefinite programs can be solved using standard tools [32] . For systems of moderate size (e.g., on the order of n = 100 communities), the number of involved variables does not represent a serious performance bottleneck and standard solvers perform well in practice. We further observe that from Thm. 5.1, the feasibility of the problem is always guaranteed. Scalability properties limit the usage of semidefinite programming for very large graphs, which in general need not to be sparse.
In the next section we tackle a simplified case where an accurate polynomial time complexity algorithm can be employed instead. In order to do so, we need a few technical facts recalled next:
Proposition 5.2. Let A be an n × n symmetric, irreducible and non negative matrix and let D = diag(δ 1 , ..., δ n ). Then it holds: i. Let δ i = 0 for some i = 1, . . . n, then
Proof. i. Let consider δ i = 0 for some i = 1, . . . n and assume by contradiction that λ 1 (A − D) < 0, this means that the matrix A − D must be definite negative; however if we take the vector e i of the canonical basis of R n , then it holds that e 5.2. Two-level immunization. Now we consider the case where the set of communities is divided in two categories: one where the communities have curing rate δ 0 , and the other, with communities whose curing rate is δ 1 ; as above, β ij = β ji , for all i, j = 1, . . . , n. This kind of situation can be well represented by a quotient graph that is, e.g., bipartite (where each node may represent a full-meshed community), or an interconnected stars network, i.e. interconnecting star graphs, where stars' central nodes may be connected among themselves.
We can consider the following partition of the node set: the set V In the design of our algorithmic solution, we will need some properties of the 2D problem.
Lemma 5.3 (Monotonicity). Let φ : δ 0 −→ φ(δ 0 ) be the function that associates to each δ 0 ∈ R + the value
Proof. Let z > 0 and assume that φ(δ 0 + z) = φ(δ 0 ) + ζ > φ(δ 0 ), for some ζ > 0, i.e, that φ is not decreasing. From the definition of φ there exists 0 = w ∈ ker diag (((δ 0 + z)1 m , φ(δ 0 + z)1 m ′ ) − Q . Hence, we can write
where the strict inequality holds because diag (z1 m , ζ1 m ′ ) > 0; hence because
Let us denote by Γ the feasibility region of Prob. 5; it is convex [10] . We prove that the search for the optimal solution can be confined to a compact subset of the feasibility region. ) and ], and consequently, being Γ ′ closed, it is also compact. Remark 3. Thm. 5.4 allows us identify the interval of the values of δ 0 and δ 1 restrict the search of (δ *
]. This is one key property in the numerical search of the optimal solution proposed in the following Section. A direct proof that the optimal solution lies on ∂Γ ′ follows:
ii., again we can find 0 < δ
3. Bisection Algorithm. Tab. 1 reports on the pseudocode of algorithm OptimalImmunization2D: it solves the 2D immunization problem. It employs three 
END additional functions LeftCorner (Tab. Procedure isNegativeDefinite is the standard test for a real symmetric matrix A to be negative definite; it requires to verify det(A k ) = (−1) k where A k is the kth principal minor of A, i.e., the matrix obtained considering the first k rows and columns only.
Finally, the OptimalImmunization2D algorithm performs a bisection search based on a subgradient descent over the utility function U (δ 0 ) = c 0 δ 0 + c 1 φ(δ 0 ). Remark 4. In Tab. 1 we have reported an implementation assuming the calculation of the subgradient ∂U at each mid point x. However, it is sufficient to evaluate the increment at a point x + ǫ 1 within the feasibility region for some ǫ 1 > 0: if U (x) < U (x + ǫ 1 ), then, due to convexity, the whole interval [x + ǫ 1 , +∞) can be discarded. Conversely, if U (x) > U (x + ǫ 1 ), then, due to convexity, the whole interval [0, x) can be discarded during the search. This operation can be performed at a cost O(1) when U (x) and U (x + ǫ 1 ) are known, i.e., at the cost of two calls of BisectionThreshold.
We note that REPEAT loop stops when ǫ > |λ i | = | det(Q − D)| > |λ 1 | n , i.e., when |λ 1 | < (ǫ) 1/n . Furthermore, the termination condition in BisectionThreshold, LeftCorner and RightCorner requires ∆ 2 to lie within the feasible region and the determinant to be smaller than ǫ.
Theorem 5.6 (Correctness). OptimalThreshold2D is an ǫ approximation of an optimal solution ∆ * 2 . Proof. The algorithm operates a bisection search for a global minimum of U (∆ 2 ) = c 1 δ 0 + c 1 φ(δ 0 ), where U (∆ 2 ) is a convex function. Let V = U lmax : from the properties 
END 10:
T = det(Q − D) 12: UNTIL X ==TRUE AND |T | < ǫ % Termination condition Table 3 : BisectionThreshold: given feasible δ0, finds δ1 such that (δ0, δ1) lies on the frontier of the feasibility region.
IF X = true 6: THEN δ r = δ 1 % discard larger values 7: ELSE δ l = δ 1 % discard smaller values 8:
T = det(Q − D) 10: UNTIL X ==TRUE AND |T | < ǫ % Termination condition of the bisection search on (quasi-)convex functions [10] [Ch. 4, pp. 145] , the accuracy at step r = ⌊V /ǫ⌋ of the algorithm is U r − U (∆ * 2 ) < 2 −r V = ǫ. Furthermore, we can characterize the computational complexity of the algorithm.
Theorem 5.7 (Complexity). The time complexity of OptimalThreshold2D is O(ǫ −2 n 1+ℓ log 2 n) where ℓ = 2.373. Proof. The number of iterations of the bisection search REPEAT loop (lines 1 to 9 in Tab. 1) is O(ǫ −1 log n). This follows again from elementary properties of bisection search [10] [Ch. 4, pp. 145] . In fact, the bisection search operates for 0 ≤ U (δ 0 ) ≤ U lmax and U lmax = l max (c 0 +c 1 ). Finally, indeed, l max ≤ (n−1) max i,j q ij .
Using the same argument on the measure of the search intervals of BisectionThreshold, LeftCorner and RightCorner we conclude that they require O(ǫ −1 log n) iterations of the REPEAT loop as well.
Finally, test isNegativeDefinite appearing in Threshold2D, LeftCorner and RightCorner requires the computation of n − 1 determinants of the principal minors of A − D at cost O(n 1+ℓ ). Here ℓ is the exponent for fast matrix multiplication [1] . In the case of the Coppersmith-Winograd algorithm for fast matrix multiplication it holds ℓ = 2.373.
Numerical Results.
Here, for our numerical experiments, we consider the case of an interconnected stars network, moreover we consider that only the curing rates may be different, hence the infection rate is the same among the nodes. We plan to investigate numerically, in the future, also the implication of others network topology on our two-level immunization algorithm and the influences of considering different infection rates. In Figure 1 we compare the ratio between the cost U u of the uniform curing rate vector and the optimal cost U * = U (∆ * ) solving the 2D immunization Prob. 5. The uniform curing rate vector is ∆ = δ1 N where δ is the minimum value of the components of ∆, such that the threshold in (3.5) is attained. The computation is made for different values of k, i.e., we consider uniform terminal community dimension, and for three different networks. The networks considered have m = 50 central nodes and m = 50 terminal communities that differ, each other, for the average degree of the central nodes: the connectivity of the central nodes correspond to three sample Erdős-Rényi graphs with p = 0.2, p = 0.3, p = 0.6, respectively. The ratio increases with k until a maximum value: after the maximum the ratio is decreasing. The plot confirms that the gain obtained by 2D immunization policies versus a uniform approach is large, in particular, the larger the denser the network (i.e. when p increases). Such advantage decreases, as expected, when the dimension of the terminal communities becomes dominant compared to the number of central communities. Also, the value of k where the maximum is attained increases with the network's density (i.e. with increasing p). Given a certain internal community structure, the best relative performance for the 2D optimization corresponds to an optimal number of terminal connections per subnetwork. Figure 2 (b) we observe that by putting more weight onto the central nodes, the optimal solution tend to immunize terminal communities at higher rate, providing faster response to the infections originating from terminal communities. Finally, in Tab. 4 we compare the performance of a SDPT3 solver applied to Prob. for increasing values of the terminal community dimension k. We observe that the solution provided by OptimalThreshold2D is more accurate. The reason is that the algorithm performs the search on the frontier of the feasibility region -where the optimal solution is found based on Cor. 5.5 -whereas interior point methods such as the one used by the SDPT3 solver tested here tend to provide more conservative solutions.
* Namely, solutions tend to lie in the interior of the feasibility region, bounding λ 1 (Q − D) more far from zero than those generated by OptimalThreshold2D.
