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a b s t r a c t
This paper presents a numerical solution method for the nonlinear mean field dynamo
equations in a rotating fluid spherical shell. A finite amplitude field drives a flow through
the Lorentz force in the momentum equation and this flow feeds back on the field-
generation process in the magnetic induction equation, equilibrating the field. This equi-
libration process is a key aspect of the full hydrodynamic dynamo as well as mean field
dynamo. Including full inertial term we present pseudo-spectral time-stepping procedure
to solve the coupled nonlinear momentum equation and induction equation with no-slip
velocity boundary conditions in the core for a finitely conducting inner core and an insu-
lating mantle. The method is found suitable for solving many geophysical problems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The Earth’s magnetic field is maintained by themotion of fluid throughmagnetic induction in the electrically conducting
metallic core, resulting in so-called dynamo action [1,2]. Mean field dynamo theory focuses on the physics of the field
generation process, parameterizing the effect of small-scale and non-axisymmetric convective motions through a so-called
α-effect [3].
In the last decade interest in the study of the geodynamo has spread widely due to the advance of computational power
and new sources of information. People are curious to know about the exact processes of generation, maintenance, reversal
and stability of the Earth’smagnetic field. Various numericalmodels (see for example [4–10]) have beendeveloped to explain
these. One difficulty of geodynamo study is the lack of exact parameter values related to it. Some of the parameter values
are very poorly determined. Another difficulty is the limitation of computational power. Perhaps the most fundamental and
difficult problem to resolve is associated with the Ekman number,
E = ν
Ω0L2
, (1.1)
where ν is the kinematic viscosity,Ω0 is the mantle rotation rate and L is the core gap width. Using the molecular value of
the viscosity, E = O(10−15). Although full 3D models are available, they are computationally highly intensive and solutions
are complex. In these circumstanceswe believe further investigations using simplermodels are necessary to understand the
geodynamomechanism. Simplermodels require lower computation and help us to focus on specific aspects of the dynamics.
One such aspect is the significant expansion of our understanding of the process of role of inertia on geodynamo solution.
The magnetic Ekman number,
Eη = η
Ω0L2
, (1.2)
∗ Corresponding author. Fax: +968 2414 1490.
E-mail address:mansurdu@yahoo.com (M.M. Rahman).
0898-1221/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.04.016
M.M. Rahman, D.R. Fearn / Computers and Mathematics with Applications 58 (2009) 422–435 423
where η is the magnetic diffusivity, measures the strength of inertia. Using the molecular value of the Ohmic diffusivity for
the Earth (and the Ohmic timescale as the basis for non-dimensionalization) gives Eη = O(10−9). The geophysically relevant
value of E and Eη are very small as discussed above. The low values of both E and Eη suggest that one approach is simply to
neglect the effects of viscosity and inertia altogether. This approach has been successful for themagnetoconvection problem
but has so far failed for the hydromagnetic dynamo problem (see for example [11]). As a result, all successful hydromagnetic
geodynamo models have included viscous effects.
In computational models we need to accept very much larger values of E than the geophysical value. For the magnetic
Ekman numberwe are free from such a constraint. Setting Eη = 0 filters out rapid fluctuations associatedwith the rotational
time scale, making solutions easier to obtain. If the inertial term is to be included, then the fact that E is larger than it should
be will also affect the choice of Eη . In the Earth’s core, the viscous time scale can be, as short as O(E
1
2 ) while the rotational
time scale is O(Eη). For the lowest manageable values of E, the rotational time scale will be shorter than the viscous time
scale. Therefore the choice of Eη depends on the assumption which is made for the relative size of these time scales.
While some studies of the geodynamo include inertia, some partially include it and others neglect it, almost all choose
a fixed value of Eη and focus on other aspects of the problem. Very little work has focussed in on the role of inertia in the
dynamo problem (see [12]). The first Earth-like magnetic field was generated by Glatzmaier and Roberts [4,5]) using a 3D
globalmodel designed to simulate the core, neglecting inertial effects. Thesemodels include only thermal buoyancy andused
the Boussinesq approximation. Their latermodels [13–17] include the axisymmetric part of the azimuthal component of the
inertia and account for both thermal and compositional buoyancy, using the anelastic approximation. They have prescribed
E = 10−6, Eη = 10−9 and adopt no-slip boundary conditions for the flow. These are significant differences between the
earlier and later models, but since the difference between these is not just the addition of inertia it is not possible to identify
to what extent changes in the solutions found are due to inertia.
Kuang and Bloxham [18,19] developed a Boussinesqmodel that used different velocity and thermal boundary conditions
from Glatzmaier and Roberts and also produced an Earth-like magnetic field outside the core. In their model they have
incorporated all components of the axisymmetric inertia. At the outer core boundary, their strong-field dynamo solution
for Eη = E = 2 × 10−5 is similar to the observed geomagnetic field in many aspects: the field is dominantly dipolar
and drifts westward. Kuang and Bloxham [18] have demonstrated that, when a strong viscous coupling is introduced on
the boundaries while the inertia is kept unchanged, the dynamo solutions undergo a transition from Kuang and Bloxham’s
solution to solutions qualitatively the same as the Glatzmaier and Roberts dynamo solutions.
Proctor [20] studied an α2-dynamo in a full sphere including all components of inertia. He examined the equilibration
process of the evolved magnetic field. As he changed the values of E and Eη at the same time it is not clear how inertia
alone has affected the solution. Jault [21], using an αω-dynamo model, has found that restoring just the axisymmetric part
of the inertial term can help to prevent the physical and numerical instabilities associated with small viscosity. Fearn and
Morrison [12] investigated the role of inertia in hydrodynamic models of the geodynamo. In order to permit a reasonable
survey of parameter space, they have used the so-called 2.5D model [22,23]. This uses full resolution in radius r and
colatitude θ but is highly truncated in azimuth φ. The computational requirements of the 2.5D model are very much lower
than those of fully 3D models. For a fixed E = 10−3, as Eη is increased from zero, their solutions show evidence of a smooth
transition from the inertia-less solution until Eη ≈ 10−4 where there is a transition to a new, higher amplitude solution. The
lower Eη solution has a time dependence that is periodic while the larger Eη solution is more chaotic. Increasing Eη further
results in a decreasing solution amplitude, and above Eη ≈ 5× 10−4, no dynamo solutions were found.
Fearn and Rahman [24,25] have presented mean field dynamo solutions in a rapidly rotating spherical shell (with radii
ri and ro) with a finitely conducting inner core and insulating mantle, neglecting inertial effects. The velocity boundary
conditions which they imposed are no-slip at the boundaries. The form of α was α = α0 cos θ sinpi(r − ri). For this α they
presented solutions in the range of Ekman number E = 5× 10−5 to E = 2.5× 10−3 and noticed some rapid time behavior
of solutions which suggests that inertia should not be neglected.
Fearn and Rahman [26] investigate this problem further including inertial effects. They did a parameter survey of solution
behaviors as a function of Eη . The addition of inertia damps out the rapid time dependence of solutions found in its absence.
They also noticed that the addition of inertia facilitates dynamo action; for a given level of forcing.
Rahman and Fearn [27] have described the spectral solutionmethod of themean field dynamo equationswithout inertia.
To include inertia in both inner and outer cores we need to develop a different code. The reason; when Eη is non-zero, the
momentum equation is predictive rather than diagnostic, and must be time-stepped to obtain the flow. The Coriolis force
takes an important role in developing the code. We can treat it implicitly, as with the Eη = 0 case or explicitly considering
slow rotation with nonlinear forcing. The first approach would be more realistic to compare with the model discussed in
Fearn and Rahman [24,25]. However we want to deal with slow rotation as many other models do [28,29].
2. The model
The model we are investigating consists of a spherical shell of inner radius ri and outer radius r0 which is rotating about
its axis with angular velocityΩ = Ω0ez (where ez denotes the unit vector in the z-direction). In all the calculations in this
paperwe have used ri = r0/3 consistentwith the radius ratio for the Earth. The region ri ≤ r ≤ r0 is filledwith an electrically
conducting fluid of constant kinematic viscosity ν, magnetic diffusivity η, magnetic permeabilityµ and density ρ0. Also, the
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exterior region r ≥ r0 is electrically insulating to model the Earth’s mantle. The fluid and its interior region have the same
electrical conductivity, σ . The governing non-dimensional equations for the evolution of the magnetic field and fluid flow
based on the scales: length, L = r0− ri; time, τη = L2η ; fluid velocity,U = ηL ; magnetic fieldB = (Ω0µρ0η)
1
2 and pressure
P = Ω0L2
τη
are as follows:
A. In the fluid outer core:
∂B
∂t
= ∇ × (u× B+ αB)+∇2B, (2.1)
Eη
[
∂u
∂t
+ (u.∇)u
]
+ 2ez × u = −∇P + (∇ × B)× B+ E∇2u, (2.2)
∇.B = 0, ∇.u = 0, (2.3)
where B is the magnetic field, u is the fluid velocity and P is the pressure.
B. In the finitely conducting inner core:
∂Bˆ
∂t
= ∇ × (ui × Bˆ)+∇2Bˆ, (2.4)
∇.Bˆ = 0, (2.5)
where Bˆ is the magnetic field in the inner core and ui = Ωir sin θeφ with Ωi denoting the inner core angular velocity. It
is to be mentioned that unless otherwise specified, the inner core conductivity is taken to be the same as the outer core
conductivity.
The form of α, which has been investigated by Fearn and Rahman [25] is as follows
α = α0 cos θ sinpi(r − ri), (2.6)
where α0 is a positive real number representing the strength of α.
2.1. Boundary conditions
The boundary conditions which are related to the Eqs. (2.1)–(2.5) are as follows:
For an insulating mantle and finitely conducting inner core,
B = B(e) at r = ro, (2.7)
where B(e) is the external potential field.
B = Bˆ and n× Eˆ = n× E at r = ri, (2.8)
where E and Eˆ represent electric field in the outer and inner cores.
For flow, the no-slip velocity boundary conditions become
u = 0 at r = ro, (2.9)
u = Ωir sin θeφ at r = ri, (2.10)
whereΩi is the rotation of the inner core.
3. Numerical solutions
In order to solve the mean field Eqs. (2.1)–(2.5) under the boundary conditions (2.7)–(2.10) we used spectral methods.
Herewewill outline thismethod in detail (also see [29]). Let us start decomposingu,B and Bˆ in terms of toroidal and poloidal
parts as
u = ∇ × (eer)+∇ × ∇ × (f er), (3.1)
B = ∇ × (ger)+∇ × ∇ × (her), (3.2)
Bˆ = ∇ × (gˆer)+∇ × ∇ × (hˆer), (3.3)
thereby automatically satisfying∇.B = ∇.u = 0 [30]. Where e, f , g, h, gˆ, hˆ are scalars and er is the unit vector in the radial
direction. We expand these scalars in terms of spherical harmonics as
q(r, θ, φ, t) =
MX∑
m=0
LX∑
l=m′
qclm(r, t)Pml (cos θ) cosmφ +
MX∑
m=0
LX∑
l=m′
qslm(r, t)Pml (cos θ) sinmφ (3.4)
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wherem′ = max(m, 1) and qc represents cos and qs represents sin parts of q respectively. Alternatively, we can write
q(r, θ, φ, t) =
MX∑
m=0
LX∑
l=m′
qlm(r, t)Pml (cos θ)e
imφ (3.5)
The expansion (3.5) excludes the l = m = 0 mode because it contributes nothing when reinserted into the
decompositions (3.1)–(3.3). Also we do not want to restrict ourselves with the same truncations for u, B and Bˆ. Different
truncations may allow to resolve u, B and Bˆ appropriately.
Nowwe have to convert the Eqs. (2.1)–(2.5) including the boundary conditions (2.7)–(2.10) in terms of e, f , g, h, gˆ and hˆ.
First we will deal with the induction equations both in the outer and inner cores.
3.1. Decomposition of induction equation
Using (3.2)–(3.3), the r-components of (2.1) and its curl, ∇× (2.1) become
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
[
∂
∂t
− Ll
]
hlm(r, t)Pml (cos θ)e
imφ = er .∇ × (u× B+ αB), (3.6)
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
[
∂
∂t
− Ll
]
glm(r, t)Pml (cos θ)e
imφ = er .∇ × ∇ × (u× B+ αB), (3.7)
where the diffusion operator
Ll = ∂
2
∂r2
− l(l+ 1)
r2
. (3.8)
Similarly, using (3.2)–(3.3) the r-components of (2.4) and its curl, ∇× (2.4) become
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
[
∂
∂t
− Ll
]
hˆlm(r, t)Pml (cos θ)e
imφ = −
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
imΩihˆlm(r, t)Pml (cos θ)e
imφ, (3.9)
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
[
∂
∂t
− Ll
]
gˆlm(r, t)Pml (cos θ)e
imφ = −
MB∑
m=0
LB∑
l=m′
l(l+ 1)
r2
imΩigˆlm(r, t)Pml (cos θ)e
imφ, (3.10)
where we have calculated explicitly the term u× B in Eq. (2.4).
We are considering an insulating mantle, the boundary condition (2.7) in terms of g and h becomes
glm(r, t) =
(
d
dr
+ l
r
)
hlm(r, t) = 0; at r = ro. (3.11)
Similarly, the matching conditions Bˆ = B become
hˆlm(r, t) = hlm(r, t), ddr hˆlm(r, t) =
d
dr
hlm(r, t),
gˆlm(r, t) = glm(r, t); at r = ri, (3.12)
representing continuity of the magnetic field at the ICB. Consider now the condition n× Eˆ = n× E. We have Ohm’s law
J = (E+ u× B) (3.13)
(the conductivity σ has already been non-dimensionalized away) and of course Ampere’s law
J = ∇ × B, (3.14)
so E = ∇ × B− u× B. (3.15)
Since we are generating the mean field through an α-effect, Eq. (3.15) in the outer core becomes
E = ∇ × B− αB− u× B. (3.16)
Here u and B are each continuous at the ICB, so u × B will be too. Now requiring the tangential components of E to be
continuous is equivalent to requiring the tangential components of ∇ × Bˆ and ∇ × B − αB to be continuous at the inner
core boundary. So by equality[
∇ × Bˆ
]
θ
= [∇ × B− αB]θ . (3.17)
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Now introducing the decomposition (3.2)–(3.3) into the above equation we obtain
d
dr
gˆlm(r, t) = ddr glm(r, t)− α
d
dr
hlm(r, t); at r = ri. (3.18)
The above equation involves the α-effect and it couples with l andm. If the α-effect is zero at the ICB then Eq. (3.18) can be
replaced by
d
dr
gˆlm(r, t) = ddr glm(r, t); at r = ri. (3.19)
3.2. Decomposition of momentum equation
Let us shift the viscous term to the left-hand side and the Coriolis force to the right-hand side and by using the same
poloidal and toroidal decompositions (3.1)–(3.3) we obtain the r-components of the first and second curl of (2.2) as follows:
MU∑
m=0
LU∑
l=m′
l(l+ 1)
r2
[
Eη
∂
∂t
− ELl
]
elm(r, t)Pml (cos θ)e
imφ = er .∇ × F , (3.20)
MU∑
m=0
LU∑
l=m′
−l(l+ 1)
r2
[
Eη
∂
∂t
− ELl
]
Llflm(r, t)Pml (cos θ)e
imφ = er .∇ × ∇ × F , (3.21)
where the non-linear forcing
F = −2ez × u− Eη(u.∇)u+ (∇ × B)× B, (3.22)
and Ll is the diffusion operator as before. By noting (u.∇)u = ∇(|u|2/2)− u× (∇ × u) and that the∇(|u|2/2) term will be
eliminated by the curls anyway, then the forcing actually calculated is
F = −2ez × u− Eη(∇ × u)× u+ (∇ × B)× B. (3.23)
We have to convert the boundary conditions (2.9) and (2.10) in terms of e and f . Using (3.1), the no-slip velocity boundary
conditions (2.9) and (2.10) become
flm(r, t) = ddr flm(r, t) = elm(r, t) = 0; at r = ro, (3.24)
flm(r, t) = ddr flm(r, t) = 0, e10(r, t) = Ωir
2; at r = ri. (3.25)
From Eq. (3.25) we see that the inner core rotationΩi depends only on the mode e10, which needs to be determined as part
of the solution.
3.3. Radial functions
We have successfully written the induction Eq. (2.1) in the outer core and (2.4) in the inner core in terms of g, h, gˆ and
hˆ as Eqs. (3.6), (3.7), (3.9) and (3.10) respectively. All of these equations are predictive so it is necessary to time step them
to advance in time. From these equations it is also clear that the functions glm, hlm, gˆlm and hˆlm depend on radius and time
implicitly.
In this section we will deal with the induction equation both in the outer and inner cores. The momentum equation will
be dealt with in the next section.
To solve for the radial structure of each angular mode we adopt an expansion in Chebyshev polynomials to discretize in
r . In the outer core the scalars glm and hlm can be expanded as
glm(r, t) =
KB+2∑
k=1
gklm(t)Tk−1(x), (3.26)
hlm(r, t) =
KB+2∑
k=1
hklm(t)Tk−1(x), (3.27)
where x ∈ [−1, 1] and is related to r by,
r = ro + ri
2
+ ro − ri
2
x, r ∈ [ri, ro]. (3.28)
We will enforce Eqs. (3.6) and (3.7) at KB collocation points, the KB zeros of TKB(x), which gives the KB equations for glm
and hlm. The two boundary conditions (3.11), (3.12) and (3.19) on glm and hlm together with these KB equations gives us the
upper limit KB+ 2 for gklm and hklm.
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In our inner core expansion we cannot simply expand gˆlm(r, t) and hˆlm(r, t) like (3.26)–(3.27) due to the inclusion of the
origin. When a vector quantity is expressed in spherical polar co-ordinates its components must satisfy some symmetry
condition (see [31]) for a derivation of the symmetries applying to spherical polar vectors in a sphere). In particular one can
show that the functions gˆlm(r, t) and hˆlm(r, t)must have the radial symmetry
gˆlm(−r, t) = (−1)l+1gˆlm(r, t), (3.29)
hˆlm(−r, t) = (−1)l+1hˆlm(r, t). (3.30)
It is also clear that these radial functions tend to zero as quickly as r2 for the even modes and r3 for the odd modes as
they close to the origin. This suggests that [29] we adopt the following expansions in the inner core,
gˆlm(r, t) =
KBI+1∑
k=1
gˆklm(t)T2k−1(xˆ)r l
′
, (3.31)
hˆlm(r, t) =
KBI+1∑
k=1
hˆklm(t)T2k−1(xˆ)r l
′
, (3.32)
where l′ is one for odd l and two for even l. The Chebyshev variable xˆ ∈ (0, 1] is related to r by
r = rixˆ, r ∈ [0, ri]. (3.33)
In this choice the physical origin coincides with the expansion origin.
We always took riro = 13 and KBI = KB2 to give equal resolution in both cores. To complete the discretization in r we
enforce the Eqs. (3.9) and (3.10) at the collocation points. For the outer core we used the KB zeros of TKB(x) on x ∈ [−1, 1],
and for the inner core we used the KBI zeros of TKBI+1(xˆ) on x ∈ (0, 1].
To discretize in r we expand elm(r, t) and flm(r, t) in terms of Chebyshev expansions, as
elm(r, t) =
KU+2∑
k=1
Tk−1(x), (3.34)
flm(r, t) =
KU+4∑
k=1
Tk−1(x), (3.35)
where x ∈ [−1, 1] and r is given by (3.28) for each l and m. The only difference is in the upper limit, KU + 4 of expansion
(3.35). To incorporate the four boundary conditions on f (see Eqs. (3.24)–(3.25) we have taken the upper limit KU + 4.
3.4. Time-stepping of induction equation
The induction equations both in the inner core and outer core have been solved by using a time stepping method. It is
implemented via a second order Runge–Kutta method which has been modified to treat the diffusive terms implicitly. The
process consists of the following two steps.
The predictor step: First calculate all the various spectral coefficients at time step n and evaluate the spectral coefficients
of the nonlinear forcing term er .∇ ×∇ × (u× B+ αB¯) in the outer core at each collocation point, xi, i = 1, KB at time step
n. Let us call these spectral coefficients DGi. Approximating the time derivative ∂∂t and the diffusion operator Ll by
∂qklm
∂t
∼ q
n+1
klm − qnklm
1t
, (3.36)
Llqklm ∼ Ll q
n+1
klm + qnklm
2
. (3.37)
We enforce the Eqs. (3.7) and (3.10) at each collocation point and obtain
KB+2∑
k=1
l(l+ 1)
r2i
[
(g˜n+1klm − gnklm)− 0.51tLl(g˜n+1klm + gnklm)
]
Tk−1(xi) = 1tDGi, (3.38)
KB+2∑
k=1
l(l+ 1)
r2i
[
( ˜ˆgn+1klm − gˆnklm)− 0.51tLl( ˜ˆg
n+1
klm + gˆnklm)
]
(r l
′
T2k−1(xi)) = 1tDˆGi, (3.39)
for i = 1, KB. From these Eqs. (3.38) and (3.39) we obtain the preliminary coefficients g˜n+1klm in the outer core and ˜ˆg
n+1
klm in the
inner core.
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The corrector step: Given this estimate of the coefficients at time step n+ 1, again evaluate the forcing at the collocation
points, and call them DG′i . The corrector step then uses the preliminary coefficients to re-evaluate this forcing. To obtain an
improved estimate of the coefficients at time step n+ 1, we then have
KB+2∑
k=1
l(l+ 1)
r2i
[
(gn+1klm − gnklm)− 0.51tLl(gn+1klm + gnklm)
]
Tk−1(xi) = 0.51t(DG′i + DGi), (3.40)
KB+2∑
k=1
l(l+ 1)
r2i
[
(gˆn+1klm − gˆnklm)− 0.51tLl(gˆn+1klm + gˆnklm)
]
(r l
′
T2k−1(xi)) = 0.51t(DˆG′i + DˆGi). (3.41)
In matrix notation the Eqs. (3.40)–(3.41) can be written as
Ag˜n+1 = Bgn +1tDG, (3.42)
Agn+1 = Bgn + 1t
2
(DG′ + DG), (3.43)
where
gn = [gn1,lm, gn2,lm, . . . , gnKB+2,lm, gˆn1,lm, gˆn2,lm, . . . , gˆnKBI+1,lm]T , (3.44)
DG =
[
DG1,lm,DG2,lm, . . . ,DGKB,lm, 0, 0, DˆG1,lm, . . . , DˆGKBI,lm, 0
]T
. (3.45)
The square matrices A and B have dimension KB+ KBI + 3 = KBDIM . The first KB rows of these matrices are given by
Aik = l(l+ 1)r2i
[1− 0.51tLl]Tk−1(xi), (3.46)
Bik = l(l+ 1)r2i
[1+ 0.51tLl]Tk−1(xi), (3.47)
for i = 1, KB and
Aik = l(l+ 1)r2i
[1− 0.51tLl](r l′T2k−1(xi)), (3.48)
Bik = l(l+ 1)r2i
[1+ 0.51tLl](r l′T2k−1(xi)), (3.49)
for i = (KB+ 2)+ 1, KBDIM . The KB+ 1, KB+ 2 and KB+ 3 rows of A implement the outer boundary conditions, Eq. (3.11)
and two matching conditions (3.12) and (3.18). The corresponding three rows of Bmatrix are zero.
Observing Eqs. (3.46)–(3.49) we see that none of these matrices depends on time so they will be same at every time step.
This gives us one advantage that we can pre-compute all of these matrices A, B and also A−1B.
3.5. Time-stepping of momentum equation
Now, to time-step the Eqs. (3.20)–(3.21) we will enforce them at the radial collocation points and the second order
Runge–Kutta predictor–corrector method will be used to advance the coefficients from one time-step to the next. The
numerical method described in the preceding section, has reduced the initial partial differential equation to a matrix
equation, which uses the spectral coefficients at time-step n to evaluate the spectral coefficients at time-step n+ 1.
3.5.1. The predictor step
Following the same procedure described in Section 3.4, we calculate the spectral coefficients, DEj of the forcing term
er .∇ × F2 at the collocation points xj, j = 1, KU . Now enforcing (3.20) at these collocation points xj, we obtain
KU+2∑
k=1
l(l+ 1)
r2j
[
Eη(e˜n+1klm − enklm)− 0.51tELl(e˜n+1klm + enklm)
]
Tk−1(xj) = 1tDEj, (3.50)
for j = 1, KU . The upper limit KU + 2 has been implemented to incorporate the two boundary conditions on e (see Eqs.
(3.24)–(3.25). So inverting the system (3.50)) we obtain the predictor coefficients e˜n+1klm .
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3.5.2. The corrector step
Using estimate, e˜n+1klm at (n + 1), we again evaluate the forcing at the same collocation points and call them DE ′j . So to
obtain an improved estimate of coefficients at time-step (n+ 1), we then have
KU+2∑
k=1
l(l+ 1)
r2j
[Eη(en+1klm − enklm)− 0.51tELl(en+1klm + enklm)]Tk−1(xj) = 0.51t(DE ′j + DEj). (3.51)
Together with the same two boundary conditions (3.50)–(3.25), the system (3.51) gives us the better estimate en+1klm .
In matrix notation, the system (3.50) and (3.51) becomes
Ae˜n+1 = Ben +1tDE, (3.52)
Aen+1 = Ben + 0.51t(DE ′ + DE), (3.53)
where en = (en1,lm, en2,lm, . . . , enKU,lm, enKU+1,lm, enKU+2,lm)T, (3.54)
DE = (DE1,DE2, . . . ,DEKU , 0, 0)T. (3.55)
The first KU rows of these matrices A and B are given by
Ajk = l(l+ 1)r2j
[Eη − 0.51tELl]Tk−1(xj), (3.56)
Bjk = l(l+ 1)r2j
[Eη + 0.51tELl]Tk−1(xj), (3.57)
while the last two rows of A implement the two boundary conditions and the last two rows of B are zero. As before, we can
pre-compute A and A−1B.
Similarly, enforcing the Eq. (3.21) at the same KU collocation points we obtain the following matrix system,
Af˜ n+1 = Bf n +1tDF , (3.58)
Af n+1 = Bf n + 0.51t(DF ′ + DF), (3.59)
where f n = (f n1,lm, f n2,lm, . . . , f nKU,lm, f nKU+1,lm, . . . , f nKU+4,lm)T, (3.60)
DF = (DF1,DF2, . . . ,DFKU , 0, 0, 0, 0)T. (3.61)
The first KU rows of matrices A and B become
Ajk = − l(l+ 1)r2j
[Eη − 0.51tELl]LlTk−1(xj), (3.62)
Bjk = − l(l+ 1)r2j
[Eη + 0.51tELl]LlTk−1(xj), (3.63)
where the last four rows of A are the four boundary conditions (see Eqs. (3.24)–(3.25) and last four rows of B are zero.
The system (3.58)–(3.59) with no-slip velocity boundary conditions is unstable for the weight 0.5 in Eqs. (3.62)–(3.63),
even for extremely small time-steps (see [29]). In Eqs. (3.52)–(3.53) we have treated the diffusive terms implicitly and
weighted the known andunknown coefficients equallywithweight 0.5 to give stability to the scheme. To avoid this difficulty
we might try treating diffusive terms more implicitly by weighting the known and unknown coefficients by 0.4 and 0.6,
which is sufficient to stabilize the scheme. In this case the system will be of lower order accuracy. With weight 0.5 the
system is O(1t2) accurate, but with any other weight except 0.5 the system is only O(1t) accurate with respect to the
diffusive terms.
With these changes the system (3.62)–(3.63) becomes
Ajk = − l(l+ 1)r2j
[Eη − 0.61tELl]LlTk−1(xj), (3.64)
Bjk = − l(l+ 1)r2j
[Eη + 0.41tELl]LlTk−1(xj). (3.65)
The boundary conditions are incorporated almost exactly as described in Section 3.4, but the inhomogeneous boundary
condition on u at the ICB now reduces to
eKU+1,10(r) = Ωir2i . (3.66)
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3.6. Torque balance
The non-dimensional equation that determinesΩi is the torque balance on the inner core [13–15,18,32]
CEη
∂Ωi
∂t
= Γ , (3.67)
where C = 815pir5i (considering an inner and outer core of equal density), Eη is the magnetic Ekman number and
Γ = E
∫
S
r
∂
∂r
(uφ
r
)∣∣∣∣
r=ri
ri sin θdS +
∫
S
BrBφ
∣∣∣∣
r=ri
ri sin θdS (3.68)
is the total axial torque acting upon it, consisting of viscous and electromagnetic contributions.We are now including inertia
both in the inner and outer cores.We also need to time-step the torque balance Eq. (3.68). Implementing a similar algorithm
as described earlier, in Eq. (3.68) we obtain,
Ωn+1i = Ωni +
1
CEη
(
Γ n+1 + Γ n) . (3.69)
So, determiningΩi from Eq. (3.69) we can implement this into (3.66) to determine the inhomogeneous boundary condition
e10(r). In this case we have to replace the 0 from corresponding column of DE byΩir2i .
The nonlinear forcing term F and its curls of the momentum equation have been calculated by the pseudo-spectral
method (see [27]) as described in the following Section.
3.7. Nonlinear forcing and pseudo-spectral method
From Eqs. (3.9) and (3.10) we see that the R.H.S. of these equations in the inner core are simple and so we can calculate
them explicitly. But the outer core parts depend on cross products and curl operators, so we cannot easily calculate them
explicitly.
To tackle them we use a method, named pseudo-spectral. It involves repeatedly switching back and forth between
spectral and real space [33,34]. First we will outline the process of calculating B, u and ∇ × B in real space using the
spectral coefficients of the field and flow. Then we will calculate the r-components of the first and second curls of F for
the momentum equation and u× B for the induction equation.
Using (3.5), (3.26)–(3.27) and (3.34)–(3.35) we can derive B, u and ∇ × B from (3.1)–(3.3) as
u =
[
fklm(t)
1
r2
Tk−1(x)l(l+ 1)Pml (cos θ)eimφ, eklm(t)
1
r
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ
+ fklm(t)1r
d
dr
Tk−1(x)
d
dθ
Pml (cos θ)e
imφ,−eklm(t)1r Tk−1(x)
d
dθ
Pml (cos θ)e
imφ
+ fklm(t)1r
d
dr
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ
]
. (3.70)
B =
[
hklm(t)
1
r2
Tk−1(x)l(l+ 1)Pml (cos θ)eimφ, gklm(t)
1
r
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ
+ hklm(t)1r
d
dr
Tk−1(x)
d
dθ
Pml (cos θ)e
imφ,−gklm(t)1r Tk−1(x)
d
dθ
Pml (cos θ)e
imφ
+ hklm(t)1r
d
dr
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ
]
. (3.71)
∇ × B =
[
gklm(t)
1
r2
Tk−1(x)l(l+ 1)Pml (cos θ)eimφ, hklm(t)
1
r3
Tk−1(x)
l(l+ 1)
sin θ
Pml (cos θ)ime
imφ
+ gklm(t)1r
d
dr
Tk−1(x)
d
dθ
Pml (cos θ)e
imφ − hklm(t)1r
d2
dr2
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ,
gklm(t)
1
r
d
dr
Tk−1(x)
1
sin θ
Pml (cos θ)ime
imφ + hklm(t)1r
d2
dr2
Tk−1(x)
d
dθ
Pml (cos θ)e
imφ
− hklm(t) 1r3 Tk−1(x)l(l+ 1)
d
dθ
Pml (cos θ)e
imφ
]
. (3.72)
For each spherical harmonic we can easily get Eqs. (3.70)–(3.72) at each collocation point in r by simple matrix
multiplications. From Eqs. (3.70)–(3.72) we see that
1
r
Tk−1(x),
1
r2
Tk−1(x),
1
r3
Tk−1(x),
1
r
d
dr
Tk−1(x),
1
r
d2
dr2
Tk−1(x), (3.73)
M.M. Rahman, D.R. Fearn / Computers and Mathematics with Applications 58 (2009) 422–435 431
are needed to evaluate B, u and ∇ × B. At each collocation point rj, j = 1, KN we can pre-compute the above five matrices
in (3.73).
The collocation points used here are different from those in the time-steppingmatrices. In r we have taken KN uniformly
spaced points, where KN satisfies (see Hollerbach [29])
2KN ≥ max(3KU + 1, KU + 2KB+ 1). (3.74)
In our case we have taken KN = 32KB+ 1 points which are the zeros of TKN(x). The conversion to real space is completed by
applying the pre-computed angular structures in Eqs. (3.70)–(3.72)
l(l+ 1)Pml (cos θ),
d
dθ
Pml (cos θ),
1
sin θ
Pml (cos θ), (3.75)
and cosmφ, sinmφ, (3.76)
at appropriate collocation points in θ and φ. Similarly, in φ we have taken 2MN uniformly spaced points whereMN satisfies
2MN ≥ max(3MU + 1,MU + 2MB+ 1), (3.77)
which ensures that all the nonlinear terms are exactly dealiased in φ. In this case we have taken 30 evenly spaced points
when including 9 azimuthal modes. Also in θ we have taken LN zeros of P0LN(cos θ) for points, when LN satisfies
2LN ≥ max(3LU + 1, LU + 2LB+ 1), (3.78)
to ensure all terms are exactly dealiased in θ . So in θ we have taken LN = 32 LU + 1 points, where LU is the number of
associate Legendre functions included in the expansions.
The cross productsu×B and (∇×B)×B are then calculated point-wise in real space. To evaluate the curls of the quantities
we return to the spectral space so that we may calculate all the derivatives in terms of known expansion functions. To do
this we must expand a vector in spherical polar co-ordinates as
Vr =
∑
klm
V klmr Tk−1(x)P
m
l (cos θ)e
imφ, (3.79)
Vθ =
∑
klm
V klmθ Tk−1(x)
1
sin θ
Pml (cos θ)e
imφ, (3.80)
Vφ =
∑
klm
V klmφ Tk−1(x)
1
sin θ
Pml (cos θ)e
imφ, (3.81)
except for the casem = 0, when the θ- and φ-components are expanded as
Vθ =
∑
klm
V klmθ Tk−1(x) sin θP
m
l (cos θ)e
imφ, (3.82)
Vφ =
∑
klm
V klmφ Tk−1(x) sin θP
m
l (cos θ)e
imφ . (3.83)
Using slow Fourier transforms in φ, separating out the different azimuthal modes of V and by a further two matrix
multiplications we incorporate the required spectral coefficients. Taking the curl then involves multiplying by more pre-
computed matrices based on the expansions
1
r
Tk−1(x),
1
r2
d
dr
(rTk−1(x)), (3.84)
and
1
sin θ
d
dθ
Pml (cos θ),
m
sin2 θ
Pml (cos θ),
d
dθ
Pml (cos θ), (3.85)
which again leaves the different azimuthal modes evaluated at r and θ . If a second curl is required then the same process is
repeated over again. Thematrices that are pre-computed for the time-stepping procedure incorporate the necessary spectral
to real conversion in r to get back to the original KB collocation points at which the equations are evaluated.
3.8. Energy calculation
The magnetic energy (EM ) and kinetic energy (EK ) have been calculated as follows:
E∗M =
1
2µ0
∫
V1
|B∗|2dv
= 1
2
ρ0Ω0ηL3
∫
V1
|B|2dv = ρ0Ω0ηL3EM , (3.86)
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where V1 is the volume of the inner and outer cores.
E∗K =
ρ0
2
∫
V2
|u∗|2dv
= 1
2
ρ0Ω0ηL3Eη
∫
V2
|u|2dv = ρ0Ω0ηL3EηEK , (3.87)
where V2 is the volume of the outer core.
4. Sample results
4.1. Testing of the time-stepping
An obvious way to test the code is the calculation of free decay rates. Without any forcing, all of the spectral coefficients
should follow a simple free decay evolution. To calculate free decay rates we have chosen an axisymmetric case, with an
arbitrary function of r chosen as initial condition. A value of l is chosen, and the solution is time-stepped until the decay rate
has settled down.
Neglecting all of the forcing in Eq. (3.20) we obtain
Eη
de
dt
− ELle = 0, (4.1)
where e = e(r, t). The solution of this equation can be shown to be of the form
e(r, t) = e− EEη λt
[
Cjl(
√
λr)+ Dyl(
√
λr)
]√
λr, (4.2)
where jl and yl are spherical Bessel functions of the first and second kind respectively (see [35]), and C and D are arbitrary
constants. The boundary conditions on e determine the exact value of λ.
Applying no-slip boundary conditions e(ri) = e(ro) = 0 the Eq. (4.2) can be written as
jl(
√
λri)yl(
√
λro)− jl(
√
λro)yl(
√
λri) = 0, (4.3)
where ri = 1/2 and ro = 3/2. Now solving the above equation for a given value of l we can calculate the free decay rate,
E
Eη
λ of e.
Similarly, neglecting all of the forcing in (3.21) and applying no-slip boundary conditions f = dfdr = 0 ar r = ri, ro we can
calculate the free decay rate, EEη λ of f solving the following system∣∣∣∣∣∣∣∣
(
√
λri)l+1 (
√
λri)−l (
√
λri)jl(
√
λri) (
√
λri)yl(
√
λri)
(
√
λro)l+1 (
√
λro)−l (
√
λro)jl(
√
λro) (
√
λro)yl(
√
λro)
(l+ 1)(√λri)l −l(
√
λri)−(l+1) (
√
λri)j′l(
√
λri)+ jl(
√
λri) (
√
λri)y′l(
√
λri)+ yl(
√
λri)
(l+ 1)(√λro)l −l(
√
λro)−(l+1) (
√
λro)j′l(
√
λro)+ jl(
√
λro) (
√
λro)y′l(
√
λro)+ yl(
√
λro)
∣∣∣∣∣∣∣∣
equal to zero.
By scaling the coefficients at a given time-step by the value at the previous time-step and writing out the values to a
file, it is easy to see when the decay rate (eigenvalues of the system) has settled to a steady value. By examining the final
two values of the coefficients output by the code, and recording the ratio qn/qn+1, then the value of the decay rate can be
calculated using the following relation
λ = loge
(
qn
qn+1
)/
1t, (4.4)
where q represents any of the e, f , g or h. Table 1 shows the analytically and numerically calculated lowest free decay rates
of e and f and their relative error∣∣∣∣numerical value− analytical valueanalytical value
∣∣∣∣
at the truncation levels KU = 34 and LU = 40 for E = 2.5 × 10−4, Eη = 5 × 10−4. In Table 1, the first index for e and
f refers to the root of the spherical Bessel function, the second and third to l and m. In all cases, it is the first root that has
been taken, corresponding to the simplest radial structure. Similarly for g and h in Tables 2–4. These values show very good
agreement with those of Morrison [28] and Hollerbach [29].
Following the above process we can calculate the free decay rates of g and h from the induction Eqs. (3.6)–(3.7). Table 2
shows relative error for the l = 4modes of g and h for a finitely conducting inner core. The results are shown for1t = 10−5
and for varying truncation. Table 3 shows the analytically and numerically calculated free decay rates of g and h and their
relative error with an insulating inner core for the truncation levels KB = 34 and LB = 40. The corresponding values for a
finitely conducting inner core are shown in Table 4. In both cases relative errors are very small and give us confidence in our
code.
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Table 1
Free decay rates and their relative error in the numerically computed decay rates with no-slip boundary conditions for E = 2.5×10−4 and Eη = 5×10−4 .
Mode Analytic Numerical Relative error
1t = 10−4 1t = 10−5 1t = 10−4 1t = 10−5
e(1, 1, 0) 6.03550555 6.03514148 6.03546912 0.00006034 0.00000603
e(1, 2, 0) 8.16614231 8.16547596 8.16607563 0.00008159 0.00000816
e(1, 3, 0) 11.20637539 11.20512088 11.20624982 0.00011194 0.00001120
e(1, 4, 0) 15.02290068 15.02064697 15.02267502 0.00015001 0.00001502
e(1, 5, 0) 19.50458966 19.5007922 19.50420930 0.00019469 0.00001950
f (1, 1, 0) 18.80484429 18.80131427 18.80449073 0.00018771 0.00001880
f (1, 2, 0) 18.26706516 18.26373399 18.26673153 0.00018235 0.00001826
f (1, 3, 0) 19.16137397 19.15770895 19.16100687 0.00019127 0.00001915
f (1, 4, 0) 21.68533967 21.68964664 21.68486951 0.00021641 0.00002168
f (1, 5, 0) 25.61593309 25.60938700 25.61527707 0.00025554 0.00002560
Table 2
Analytically calculated free decay rates of g and h and their relative error in the numerically computed decay rates for l = 4 modes and1t = 10−5 with
finitely conducting inner core.
Mode g(1, 4, 0) h(1, 4, 0)
Analytic 29.75747197 21.702752273
KB = 8 0.00000006 0.00000058
10 0.00000000 0.00000000
12 0.00000000 0.00000000
16 0.00000000 0.00000000
18 0.00000000 0.00000000
20 0.00000000 0.00000000
Table 3
Free decay rates and their relative error in the numerically computed decay rates with insulating inner core.
Mode Analytic Numerical Relative error
1t = 10−4 1t = 10−5 1t = 10−4 1t = 10−5
g(1, 1, 0) 12.07101109 12.07101256 12.07101111 0.00000012 0.00000000
g(1, 2, 0) 16.33228462 16.33228825 16.33228465 0.00000022 0.00000000
g(1, 3, 0) 22.41275078 22.41276061 22.41275088 0.00000041 0.00000000
g(1, 4, 0) 30.04580136 30.04582396 30.04580158 0.00000075 0.00000000
g(1, 5, 0) 39.00917932 39.00922879 39.00917982 0.00000126 0.00000001
h(1, 1, 0) 4.44750953 4.44750960 4.44750953 0.00000001 0.00000000
h(1, 2, 0) 9.00507099 9.00507160 9.00507100 0.00000006 0.00000000
h(1, 3, 0) 14.77623480 14.77623749 14.77623483 0.00000018 0.00000000
h(1, 4, 0) 21.70742406 21.70743259 21.70742415 0.00000039 0.00000000
h(1, 5, 0) 29.75902224 29.75904420 29.75902229 0.00000073 0.00000000
Table 4
Free decay rates and their relative error in the numerically computed decay rates with finitely conducting inner core.
Mode Analytic Numerical Relative error
1t = 10−4 1t = 10−5 1t = 10−4 1t = 10−5
g(1, 1, 0) 8.97365714 8.97365774 8.97365714 0.00000006 0.00000000
g(1, 2, 0) 14.76331641 14.76331909 14.76331643 0.00000018 0.00000000
g(1, 3, 0) 21.70275273 21.70276125 21.70275282 0.00000039 0.00000000
g(1, 4, 0) 29.75747197 29.75749393 29.75747219 0.00000073 0.00000000
g(1, 5, 0) 38.90276456 38.90281362 38.90276505 0.00000126 0.00000000
h(1, 1, 0) 4.38649084 4.38649092 4.38649085 0.00000001 0.00000000
h(1, 2, 0) 8.97365714 8.97365774 8.97365714 0.00000001 0.00000000
h(1, 3, 0) 14.76331641 14.76331909 14.76331643 0.00000018 0.00000000
h(1, 4, 0) 21.70275273 21.70276125 21.70275282 0.00000039 0.00000000
h(1, 5, 0) 29.75747197 29.75749393 29.75747219 0.00000073 0.00000000
4.2. Results for α2-dynamos
Fig. 1 shows the structures of azimuthal (B) field, meridional field (Ar sin θ ), angular velocity (v/r sin θ ) and meridional
flow (ψr sin θ ) for α2-dynamos in a rotating fluid spherical shell at different values of α0 for Eη = 10−4 and E = 2.5×10−4.
From this figurewe see that observedmagnetic field at the surface of the Earth is dominantly dipolar. For detailed discussion
on the role of inertia in the model of this α2-dynamos see [26].
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Fig. 1. Contour plots of B, Ar sin θ , v/r sin θ and ψr sin θ (left to right) at α0 = 7, 8 (cf Figure 3.12 of [27]), 9, 10 (top to bottom) for Eη = 10−4 ,
E = 2.5× 10−4 . Contour intervals are 0.2, 0.02, 4 and 0.04 respectively. Solid lines represent positive and dashed lines represent negative contours.
5. Conclusions
In this paper we have discussed a spectral solution of nonlinear mean field dynamo equations considering an inertial
effect in a rotating fluid spherical shell with finitely conducting inner core and an insulating mantle. To verify the code
free decay rates have been calculated and found to be excellent agreement to Morrison [28] and Hollerbach [29]. Field and
flow structures have been calculated for α2-dynamos. The method is found suitable for solving many geophysical [24–26]
problems.
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