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Abstract
We compute the two-point and four-point Green’s function of the noncom-
mutative φ4 field theory; first with the s-ordered star products and then with
a general translation invariant star product. We derive the differential ex-
pression for any translation invariant star product, and with the help of this
expression we show that any of these products can be written in terms of
a twist. Finally, using the notion of the twisted action of the infinitesimal
Poincare´ transformations, we show that the commutator between the coor-
dinate functions is invariant under Poincare´ transformations at a deformed
level.
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Introduction
The idea of studying noncommutative spaces goes back to the fathers of quan-
tum mechanics. It was Erwin Schro¨dinger [1] the first one who considered the
possibility that geometry looses its meaning in quantum mechanics, but it
was Werner Heisenberg [2] who suggested the idea of coordinate uncertainty
relations to solve the problem of short distance singularities in quantum field
theory. The first one who formalized this some years later was Hartland Sny-
der [3]. This idea has been widely studied in the last decades and there are
several motivations for that. One of them is that there are strong reasons
that suggest that at very small distances (of the order of Planck length),
the concept of localization doesn’t make sense anymore, i.e. the concept of
point is meaningless. Some other motivations for studying noncommutative
spaces have come up in other places like string theory [4] and constructive
field theories [5], among others.
The simplest idea of a noncommutative space (or space-time) is to con-
sider a noncommutative ? product [6–8] (usually called star product) for
which the commutator of the coordinate functions is a non-zero constant
[xi, xj]? = x
i ? xj − xj ? xi = iθij. (1)
The most common star products in the literature are the Gro¨newold-Moyal
[9, 10] and the Wick-Voros [11–14]. As we will see later, the Wick-Voros
product is associated to the normal ordering while the Moyal product is
associated to the symmetric ordering of creation and annihilation operators.
These two are not the only star products that give rise to the commutator
(1). There is a generalization of these two products which is a one-parameter
family of star products, called s-ordered products, which range from anti-
normal to normal ordering, passing through the symmetric ordering. The
s-ordered products haven’t been studied as much as the Moyal and Wick-
Voros products and this is the reason we will consider them in this work.
More precisely, we will consider the φ4 field theory with s-ordered products
and we will compute the two-point and four-point Green’s functions up to
one loop in detail. For a general review of field theory on noncommutative
spaces see [15].
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As we will see, the s-ordered products do not exhaust the star products
that give rise to the commutator (1). The whole family of star products is
very wide, however, the relevant star products to be considered in the context
of field theory are the translation invariant star products (which include the
s-ordered products). These products have been studied in [16–21], and it has
been shown that the whole family of translation invariant star products can
be characterized by a simple expression [16,18]. In this work we realized that
most of the computations that can be done for the s-ordered product can be
easily generalized to the general translation invariant star products.
In chapter 1, we briefly introduce the well known Moyal and Wick-Voros
products in the context of Weyl and weighted Weyl maps, and we explain
how can these two products be generalized to the s-ordered product. For
simplicity, we consider the products in a two dimensional space, whose gen-
eralization to higher dimensions is straightforward. In chapter 2 we look at
classical and quantum field theory with s-ordered products. We consider a
(2 + 1)-dimensional space-time where only the two spacial coordinates are
non-commutative. We compute the vertex and the propagator of the φ4 the-
ory and with this we find the two-point and four-point Green’s functions up
to one loop order and show all the corresponding diagrams. In chapter 3 we
introduce the general translation invariant star products. We find that all
the diagrams and their symmetry factors are the same as for the s-ordered
products, and compute explicit expressions of the two-point and four-point
green’s functions. We also find that the ultraviolet/infrared mixing [25–28] is
present in any noncommutative translation invariant star product, in agree-
ment with [16]. Finally, in chapter 4 we will introduce the concept of twist.
We show that any translation invariant star product can be written in terms
of a twist and show that the star commutator is invariant under the twisted
Poincare´ transformations.
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Chapter 1
Star products
In this chapter we will introduce the Moyal and Wick-Voros products, as
well as the more general s-ordered product on which we will focus in this and
the next chapter. We will first introduce the integral form of the products,
and then give the differential form, which is the one we will use for noncom-
mutative field theory. For the moment only the two spacial coordinates are
relevant because we consider that the time coordinate commutes with the
two spacial coordinates. Time won’t be relevant until next chapter where we
will do field theory.
1.1 Moyal product
Given two operators xˆ1 and xˆ2, which satisfy the commutation relation
[xˆi, xˆj] = iθij (1.1)
where
θij = (θ−1)ij = θεij with εij =
(
0 1
−1 0
)
we would like to have a product of functions f(x1, x2) ? g(x1, x2) such that,
in particular, the functions xi and xj satisfy the commutation relation (1.1),
i,e. [xi, xj]? = x
i ? xj − xj ? xi = iθij. The Moyal product is among the
family of products that satisfy this property, but before defining it, we need
to introduce the Weyl map which associates an operator to a function and is
defined as
ΩˆM(f) =
1
2piθ
∫
d2α f˜(α)W (α) (1.2)
where
W (α) = eiθij xˆ
iαj , (1.3)
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and
f˜(α) =
1
2piθ
∫
d2x f(x)e−iθijx
iαj (1.4)
is the symplectic Fourier transform of f . So the map can be explicitly written
as
ΩˆM(f) =
1
(2piθ)2
∫
d2x d2α f(x)e−iθijx
iαjW (α). (1.5)
The Weyl map is invertible, and its inverse is given by the map
Ω−1M (Aˆ) =
1
2piθ
∫
d2β eiθijx
iβjTr
(
AˆW †(β)
)
which is called the Wigner map. Indeed,
Ω−1M (ΩˆM(f)) =
1
(2piθ)2
∫
d2αd2β f˜(α)eiθijx
iβjTr
(
W (α)W †(β)
)
=
1
(2piθ)2
∫
d2αd2β f˜(α)eiθijx
iβj
∫
d2x eiθij xˆ
i(αj−βj)
=
1
(2piθ)2
∫
d2αd2β f˜(α)eiθijx
iβj2piδ
(
α1 − β1
θ
)
2piδ
(
α2 − β2
θ
)
=
∫
d2αd2β f˜(α)eiθijx
iβjδ(2)(α− β) = f(x).
This allows to define the Moyal product as
ΩˆM(f ?M g) = ΩˆM(f)ΩˆM(g). (1.6)
In order to find an integral expression of the Moyal product, note that ap-
plying equation (1.5) on the left hand side of the definition, we find
ΩˆM(f ?M g) =
1
(2piθ)2
∫
d2x d2α (f ?M g)(x)e
−iθijxiαjW (α). (1.7)
while the right hand side is
ΩˆM(f)ΩˆM(g) =
1
(2piθ)4
∫
d2y d2β d2z d2γ f(y)g(z)e−iθijy
iβje−iθijz
iγjW (β)W (γ)
=
1
(2piθ)4
∫
d2y d2β d2z d2γ f(y)g(z)e−iθijy
iβje−iθijz
iγje
i
2
θijβ
iγjW (β + γ).
where we have used the property
W (β)W (γ) = W (β + γ)e
i
2
θijβ
iγj
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Which is easily found using the Baker-Campbell-Hausdorff formula. Now,
using the linear transformations
β = α− 2x+ 2y
γ = 2x− 2y
the product ΩˆM(f)ΩˆM(g) takes the form
4
(2piθ)4
∫
d2x d2α d2y d2z f(y)g(z)e−2iθij(x
i−yi)(xj−zj)e−iθijx
iαjW (α).
Comparing this with equation (1.7) we can see that the integral form of
the Moyal product is
(f ?M g)(x) =
1
(piθ)2
∫
d2y d2z f(y)g(z)e−2iθij(x
i−yi)(xj−zj). (1.8)
1.2 Wick-Voros product
There is a more general version of the Weyl map, called the weighted Weyl
map, which is defined as
ΩˆW (f) =
1
(2piθ)2
∫
d2x d2α f(x)ω(α)e−iθijx
iαjW (α).
where ω(α) is an invertible function, called the weighted function. This map
is invertible, and its inverse is viven by
Ω−1W (Aˆ) =
1
2piθ
∫
d2αω−1(α)eiθijx
iαjTr
(
AˆW †(α)
)
.
In the previous section we saw how to define the Moyal product from the
Weyl map. The Wick-Voros product is defined in the same way as the Moyal
one, but using the following weighted Weyl map
ΩˆV (f) =
1
(2piθ)2
∫
d2x d2α f(x)e
1
4θ
α2e−iθijx
iαjW (α).
which can be written as
ΩˆV (f) =
1
(piθ)2
∫
d2x d2α f(x)e
1
2θ
α+α−e
1
θ
(x+α−−α+z−)W (α). (1.9)
where
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x± =
x1 ± ix2√
2
and α± =
α1 ± iα2√
2
So, the Wick-Voros product can be defined as
ΩV (f ?M g) = ΩˆV (f)ΩˆV (g). (1.10)
From which the integral form can be shown to be
(f ?V g)(x) =
∫
d2y
piθ
f(x−, y+)g(y−, x+)e−
1
θ
(x−−y−)(x+−z+) (1.11)
1.3 S-ordered products
The two operators xˆ1 and xˆ2 can always be written as
xˆ1 =
aˆ+ aˆ†√
2
and xˆ2 =
aˆ− aˆ†
i
√
2
(1.12)
where aˆ and aˆ† are two operators which satisfy the commutation relation
[aˆ, aˆ†] = θ and can be seen as the creation and annihilation operators. Using
the notation z = x+ and ω = α+, the Weyl map (1.2) and equations (1.3)
and (1.4) can be written in terms of z, z¯, ω, ω¯, aˆ and aˆ† as
ΩˆM(f) =
1
piθ
∫
d2ω f˜(ω)W (ω), (1.13)
W (ω) = e
1
θ
(ωaˆ†−ω¯aˆ) (1.14)
and
f˜(ω) =
1
piθ
∫
d2z f(z, z¯)e
1
θ
(zω¯−z¯ω) (1.15)
If we write the operators in terms of aˆ and aˆ†, the Weyl map ΩˆM gives
operators in the symmetric ordering, which means that a monomial z¯αzβ is
transformed by ΩˆM into the operator
{(aˆ†)αaˆβ} = θα+β ∂
α+βW (ω)
∂ωα∂(−ω¯)β
∣∣∣∣
ω=0
.
For example the monomial z¯z is sent to {aˆ†aˆ} = 1
2
(aˆaˆ† + aˆ†aˆ). On the
other hand, the weighted Weyl map ΩˆV corresponding to the Wick-Voros
product, gives always operators in the normal ordering (annihilators to the
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right and creators to the left). A third way of ordering the operators is the
antinormal ordering (creators to the right and annihilators to the left). These
are particular cases of a more general ordering which is defined as
{(aˆ†)αaˆβ}s = θα+β ∂
α+βWs(ω)
∂ωα∂(−ω¯)β
∣∣∣∣
ω=0
where
Ws(ω) = e
s
2θ
|ω|2W (ω) (1.16)
and s ∈ [−1, 1]. In particular, for s = −1, 0 and 1, the monomial z¯z is sent
to the antinormal, symmetric and normal ordered operators respectively
{aˆ†aˆ}−1 = aˆaˆ†, {aˆ†aˆ}0 = 1
2
(aˆaˆ† + aˆ†aˆ) and {aˆ†aˆ}1 = aˆ†aˆ.
There is a one parameter family of weighted Weyl maps that give rise to
s-ordered operators, and is given by
Ωˆs(f) =
1
piθ
∫
d2ω f˜(ω)Ws(ω) (1.17)
with s ∈ [−1, 1]. Note that this map reduces to the Weyl map (1.2) for
s = 0, and to the weighted Weyl map corresponding to the Wick-Voros
product (1.9) for s = 1. This map can be explicitly written as
Ωˆs(f) =
1
(piθ)2
∫
d2ω d2z f(z, z¯)e
1
θ
(zω¯−z¯ω)Ws(ω)
or equivalently
Ωˆs(f) =
1
piθ
∫
d2z f(z, z¯)W˘s(z) (1.18)
where
W˘s(z) =
1
piθ
∫
d2ω e
1
θ
(zω¯−z¯ω)Ws(ω) (1.19)
is another kind of symplectic Fourier transform, like (1.15). This map is
invertible, and its inverse is given by(
Ω−1s (Aˆ)
)
(z) = Tr
(
AˆW˘−s(z)
)
(1.20)
To prove this we need the following properties (see appendix B)
W (ω)W (ω′) = e
i
θ
Im(ωω¯′)W (ω + ω′) (1.21)
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and
TrW (ω) = piθδ(ω) (1.22)
We can now check equation (1.20)(
Ω−1s (Ωˆs(f))
)
(z′) = Tr
(
Ωˆs(f)W˘−s(z′)
)
=
1
piθ
∫
d2z f(z, z¯)Tr
(
W˘s(z)W˘−s(z′)
)
=
1
(piθ)3
∫
d2z d2ω d2ω′ f(z, z¯)e
s
2θ
(|ω|2−|ω′|2)e
1
θ
(zω¯−z¯ω)e
1
θ
(z′ω¯′−z¯′ω′)Tr (W (ω)W (ω′))
but using properties (1.21) and (1.22) this is
=
∫
d2z d2ω d2ω′
(piθ)3
f(z, z¯)e
s
2θ
(|ω|2−|ω′|2)e
1
θ
(zω¯−z¯ω+z′ω¯′−z¯′ω)e
i
θ
Im(ωω¯′)Tr (W (ω + ω′))
=
∫
d2z d2ω d2ω′
(piθ)3
f(z, z¯)e
s
2θ
(|ω|2−|ω′|2)e
1
θ
(zω¯−z¯ω+z′ω¯′−z¯′ω)e
i
θ
Im(ωω¯′)piθδ(ω + ω′)
=
∫
d2z d2ω
(piθ)2
f(z, z¯)e
1
θ
((z−z′)ω¯−(z¯−z¯′)ω) =
∫
d2z
(piθ)2
f(z, z¯)pi2δ(2)
(
z − z′
θ
)
= f(z′, z¯′).
Given that the map Ωˆs is invertible, we can define the s-ordered star
product as
(f ?s g)(z, z¯) = Tr
(
Ωˆ(f)Ωˆ(g)W˘−s(z)
)
. (1.23)
It has been shown [30] that this product can be written as a series expansion
as follows
(f ?s g)(z, z¯) = f(z, z¯)e
θ
2
((s+1)
←−
∂ z
−→
∂ z¯+(s−1)←−∂ z¯ .−→∂ z)g(z, z¯). (1.24)
This is what we call the differential expression of the s-ordered product. It
is important to mention that the range of the differential expression [30] is
smaller than the range of the integral expression. From now on we assume
that the functions under consideration are in the range of the differential
expression.
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Chapter 2
Field Theory with s-ordered
star products
In this chapter we study the noncommutative φ4 field theory obtained from
the commutative one by replacing the ordinary product with the s-ordered
star product. In particular we consider the following action
S = S0 − Sint (2.1)
where S0 is the free Klein-Gordon action given by
S0 =
∫
d3x
1
2
(∂µφ∂
µφ−m2φ2) (2.2)
and Sint is the interacting action given by
Sint =
g
4!
∫
d3x φ4. (2.3)
Now, as we said, we consider the noncommutative action by replacing the
ordinary product by the star product. So the free action becomes
S0s =
∫
d3x
1
2
(∂µφ ?s ∂
µφ−m2φ ?s φ) (2.4)
while the interacting action becomes
Sints =
g
4!
∫
d3x φ ?s φ ?s φ ?s φ. (2.5)
We will compute the two and four point Green’s functions of this theory,
but before going to the quantum level, let us look at some properties of the
theory at the classical level.
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2.1 Classical Field Theory
In this section we will describe some properties of the theory at the classical
level that will be useful for the next section, where we will compute the
propagator and the vertex of the theory at quantum level. We start by
looking at the following property∫
d3x f ?s g =
∫
d3x g ?s f
which is called the trace property. To check this we will use the differential
form of the star product (1.24), which written in terms of x+ and x− is
(f ?s g)(x) = f(x)e
θ
2
((s+1)
←−
∂ x+
−→
∂ x−+(s−1)
←−
∂ x−
−→
∂ x+ )g(x), (2.6)
so we can write the star product as
f ?s g =
∫
d3p
(2pi)3
d3q
(2pi)3
f˜(p)g˜(q)e−ip·x ?s e−iq·x
=
∫
d3p
(2pi)3
d3q
(2pi)3
f˜(p)g˜(q)e−i(p+x−+p−x+) ?s e−i(q+x−+q−x+)
=
∫
d3p
(2pi)3
d3q
(2pi)3
f˜(p)g˜(q)e−
θ
2
[(s+1)p−q++(s−1)p+q−]e−i(p+q)·x. (2.7)
Integrating over x we get∫
d3x f ?s g =
∫
d3p
(2pi)3
f˜(p)g˜(−p)eθs p−p+ (2.8)
so the star product commutes inside the integral, which is what we wanted
to prove. The other property we will need is the explicit expression of the
star product inside the integral. For this we use again the differential form
of the s-ordered product (2.6)∫
d3x(f ?s g)(x) =
∫
d3xf(x)e
θ
2
[(s+1)
←−
∂ x+
−→
∂ x−+(s−1)
←−
∂ x−
−→
∂ x+ ]g(x)
=
∫
d3xf(x)
∞∑
n=0
(
θ
2
[(s+ 1)
←−
∂ x+
−→
∂ x− + (s− 1)←−∂ x−−→∂ x+ ]
)n
n!
g(x)
=
∫
d3xf(x)
∞∑
n=0
(θ/2)n
n!
(
n∑
i=0
(
n
i
)
(s+ 1)i
←−
∂ ix+
−→
∂ ix−(s− 1)n−i
←−
∂ n−ix−
−→
∂ n−ix+
)
g(x)
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=∫
d3x
∞∑
n=0
(θ/2)n
n!
(
n∑
i=0
(
n
i
)
(s+ 1)i(s− 1)n−i(∂ix+∂n−ix− f(x))(∂ix−∂n−ix+ g(x))
)
so, doing integration by parts and neglecting the boundary terms we have
=
∫
d3x
∞∑
n=0
(θ/2)n
n!
(
n∑
i=0
(
n
i
)
(s+ 1)i(s− 1)n−i(−1)nf(x)∂nx−∂nx+g(x)
)
but noting that
∑n
i=0
(
n
i
)
(s+ 1)i(s− 1)n−i = (2s)n we get
=
∫
d3x f(x)
∞∑
n=0
(−sθ)n
n!
(
−→
∂ x−
−→
∂ x+)
ng(x) =
∫
d3x f(x) e−sθ(
−→
∂ x−
−→
∂ x+ )g(x)
finally, using ∂x+∂x− =
1
2
∇2, we get the following expression for the integral
of the s-ordered star product∫
d3x(f ?s g)(x) =
∫
d3x f(x) e−
1
2
sθ∇2g(x). (2.9)
We can use this results to find the equation of motion. First we need to make
a small variation φ→ φ+ δφ so that the variation of the action is
δS0s =
∫
d3x(∂µδφ ?s ∂
µφ−m2δφ ?s φ).
where we used the trace property. Integrating by parts and neglecting the
boundary terms this is
δS0s = −
∫
d3xδφ ?s (2+m
2)φ. (2.10)
Using equation (2.9) we have
δS0s = −
∫
d3x δφ e−
1
2
sθ∇2(2+m2)φ
but this must vanish for any variation of the field δφ, so the equation of
motion is
e−
1
2
sθ∇2(2+m2)φ = 0. (2.11)
Note that the only case for which this equation is equal to the Klein-
Gordon equation is for s = 0, however, both equations have the same solu-
tions due to the invertibility of the operator e
1
2
sθ∇2 . Moreover, the on shell
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condition is the same, to see this let us take the Fourier transform of equation
(2.11)
e−
1
2
sθ∇2(2+m2)φ = e−
1
2
sθ∇2(2+m2)
∫
d3k
(2pi)3
φ˜(k)e−ik·x
=
∫
d3k
(2pi)3
e
1
2
sθk2(−k2 +m2)φ˜(k)e−ik·x = 0
where we use the notation k2 = kµkµ for µ = 0, 1, 2 and k
2 = kiki for
i = 1, 2. From now on, the boldface characters will stand for vectors in the
two-dimensional space, while normal characters will stand for vectors in the
(2+1)-dimensional space-time. The on shell condition is then given by
e
1
2
sθk2(k2 −m2)φ˜(k) = 0
which is equivalent to the usual condition
(k2 −m2)φ˜(k) = 0 (2.12)
which means that, at the classical level, the noncommutative free field theory
given by the action (2.1) with the s-ordered star product, is the same as the
commutative one.
2.2 Quantum Field Theory
We want to compute the Green’s functions of the theory, but for that we
need the propagator and the vertex which we proceed to compute in this
section.
2.2.1 Propagator
To compute the propagator, which we call Gs, we start from its definition
e−
1
2
sθ∇2(2+m2)Gs(x− x′) = −δ(3)(x− x′).
Writing it in terms of the Fourier transform, the left hand side becomes
e−
1
2
sθ∇2(2+m2)Gs(x− x′) = e− 12 sθ∇2(2+m2)
∫
d3p
(2pi)3
G˜s(p)e
−ip·(x−x′)
=
∫
d3p
(2pi)3
e
1
2
sθp2(−p2 +m2)G˜s(p)e−ip·(x−x′)
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while the right hand side is
−δ(3)(x− x′) = −
∫
d3p
(2pi)3
e−ip·(x−x
′)
from which follows that
e
1
2
sθp2(−p2 +m2)G˜s(p) = −1
so the propagator is
G˜s(p) =
e−
1
2
sθp2
p2 −m2 . (2.13)
2.2.2 The vertex
In order to find the pour-point Green’s function at tree level, we need to
compute the vertex in momentum space. For that we need to compute an
explicit expression for the star product of exponentials. Using equation (2.7)
he have
e−i(k1+k2)·x ?s e−i(k3+k4)·x =
=
∫
d3p
(2pi)3
d3q
(2pi)3
(2pi)6δ(3)(k1+k2−p)δ(3)(k3+k4−q)e− θ2 [(s+1)p−q++(s−1)p+q−]e−i(p+q)·x
= e−
θ
2
[(s+1)(k1−+k2− )(k3++k4+ )+(s−1)(k1++k2+ )(k3−+k4− )]e−i(k1+k2+k3+k4)·x.
Using this expression and equation (2.7), we have
Sints =
g
4!
∫
d3x (φ ?s φ) ?s (φ ?s φ)
=
g
4!
∫
d3x
4∏
i=1
d3ki
(2pi)3
φ˜(ki) e
− θ
2
[(s+1)k1−k2++(s−1)k1+k2− ]e−
θ
2
[(s+1)k3−k4++(s−1)k3+k4− ]
(
e−i(k1+k2)·x ?s e−i(k3+k4)·x
)
=
g
4!
∫
d3x
4∏
i=1
d3ki
(2pi)3
φ˜(ki) e
− θ
2
[(s+1)k1−k2++(s−1)k1+k2− ]e−
θ
2
[(s+1)k3−k4++(s−1)k3+k4− ]
e−
θ
2
[(s+1)(k1−+k2− )(k3++k4+ )+(s−1)(k1++k2+ )(k3−+k4− )]e−i(k1+k2+k3+k4)·x
=
g(2pi)3
4!
∫ 4∏
i=1
d3ki
(2pi)3
φ˜(ki) e
− θ
2
∑
a<b[(s+1)ka−kb++(s−1)ka+kb− ]δ(3)(k1+k2+k3+k4).
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Finally we have
Sints = i
∫ 4∏
i=1
d3ki
(2pi)3
φ˜(ki) V?s (2.14)
where
V?s = V e
− θ
2
∑
a<b[(s+1)ka−kb++(s−1)ka+kb− ] (2.15)
is the vertex of the theory, and
V = −ig(2pi)
3
4!
δ(3)(k1 + k2 + k3 + k4) (2.16)
is the usual vertex of the commutative theory. Note that the vertex is not
invariant under an arbitrary permutation of the momenta, however, it is
invariant under cyclic permutations1 (see appendix A). It is important to
compare with the Moyal case. First note that defining
p ∧ q = εijpiqj (2.17)
the vertex can be written as
V?s = V e
− θ
2
∑
a<b[ska·kb+ika∧kb] (2.18)
where we used the property p−q+ = 12(p · q + ip ∧ q). The Moyal vertex is
given by the same expression with s = 0
V?M = V?0 = V e
− θ
2
∑
a<b ika∧kb . (2.19)
Using conservation of momentum
∑
ka = 0 it is easy to show that∑
a<b ka · kb = −12
∑
k2a, which is invariant under any permutation. So
the Moyal part determines the symmetries of the vertex, the non-Moyal part
is invariant under any permutation.
2.3 Green’s functions
We have the vertex and the propagator, therefore we can compute the two-
point and four-point Green’s functions. At zeroth order we have the same
diagrams as in conventional quantum field theory (QFT) except that the
propagators are the ones we found in noncommutative quantum field theory
(NCQFT). At first order things get a bit different because we already have
a vertex (which as we saw, is not invariant under a generic permutation),
so we need to keep track of the order in which the lines enter the vertex.
1Here by cyclic permutation we mean σ ∈ Sn of the form σ(a) = (a+ k)modn
17
This is why we will have to consider some diagrams that are equivalent in
ordinary QFT, but are not equivalent in NCQFT [31]. In order to see this,
and to compute the symmetry factors of the diagrams, we need to recall how
Green’s functions in momentum space are computed from the generating
function (see [32], [33])2
(2pi)3G(N)(k1, ..., kN) = (2pi)
3N/2exp
(
−iSints
(
δ
i δj(−q)
))
×
δN
i δj(−k1) . . . i δj(−kN) exp
(
−1
2
∫
d3k j(k)Gs(k)j(−k)
)
(2.20)
where
Sints
(
δ
i δj(−q)
)
= i
∫ [ 4∏
i=1
d3qi
(2pi)3/2
δ
δj(−qi)
]
V?s .
The computation of the Green’s functions is done in the same way as in QFT,
but as we said we have to keep track of the order of the lines in each vertex
due to the factor exp(− θ
2
∑
a<b[(s+ 1)ka−kb+ + (s− 1)ka+kb− ]) which comes
inside V?s .
Here we are interested in the connected component of the Green’s function
Gc, which is the relevant part if we want to compute scattering amplitudes.
2.3.1 Two-point Green’s function
In order to see how all this works, we will do the computation of the two-
point correlation function G˜
(2)
c in detail. From equation (2.20) we can see
that G˜
(2)
c (p) (where p = k1 = −k2) at leading order is
G˜
(2)
c; 0(p) = G˜s(p) =
e−
1
2
sθp2
p2 −m2
where the second subindex refers to the order of expansion. So, as usual it
is just the propagator, as we expected because there is no vertex. At one
loop order, things get a bit more complicated than in the commutative case
because of the vertex.
In QFT we would just have the diagram shown in figure 2.1a with a
symmetry factor 12/4!. The usual way to compute this symmetry factor is
by thinking of the vertex as made by four points, and then count the number
of ways to attach the four lines to the vertex, as it is shown in figure 2.2a
. In NCQFT we do the same but we just count the number of ways of
2Note that unlike [33], we include the delta inside the Green’s function
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(a) (b)
Figure 2.1: Two-point Green’s function one loop diagrams
(a) (b) (c)
Figure 2.2: Two-point Green’s function vertex. Figure (a) corresponds to
the vertex in QFT, figures (b) and (c) correspond to the two inequivalent
vertices in NCQFT. The numbers represent the number of ways of attaching
the corresponding line to the vertex
attaching the lines in such a way that the vertex doesn’t change. Due to the
invariance under cyclic permutations, just the order of the lines is relevant,
so we can think of the four points as being on a ring, like in figures 2.2b
and 2.2c. Saying that the vertex is invariant under cyclic permutations is
like saying that rotating the ring doesn’t change anything. Let us use this
to compute G˜
(2)
c . Using the fact that K1 = −K2 it is easy to see that there
are just two inequivalent vertices, shown in figures 2.2b and 2.2c, and their
corresponding diagrams are shown in figures 2.1a and 2.1b respectively. The
symmetry factor of 2.2b is 8/4! because there are four ways of attaching the
first external line, two ways of attaching the second external line (to the right
or to the left of the first one) and the internal loop joins the two remaining
points. On the other hand, the symmetry factor of 2.2c is 4/4! because there
are four ways for the first external line, the second one must be in the opposite
point and the internal loop joins the two remaining points. Of course the
sum of the two symmetry factors is 12/4! which is the symmetry factor in
QFT.
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The integral corresponding to a given diagram is found in the same way
as in ordinary QFT (as can be seen from equation (2.20)), i.e. the Feynman
rules are the same except that the symmetry factors are computed in the way
we explained, and the vertex and propagator are given by equations (2.18)
and (2.13). For the diagram 2.1a, the vertex is given by3
V?s = V e
− θ
2
[s(−q·q+q·p−q·p−q·p+q·p−p·p)+i(−q∧q+q∧p−q∧p−q∧p+q∧p−p∧p)]
= V e
θs
2
(q2+p2).
The integral corresponding to the diagram 2.1a is
G˜
(2)
2.1a(p) = −ig
8
4!
∫
d3q
(2pi)3
e−
θs
2
(2p2+q2)e
θs
2
(q2+p2)
(p2 −m2)2(q2 −m2)
=
−ig
3
∫
d3q
(2pi)3
e−
θs
2
p2
(p2 −m2)2(q2 −m2) . (2.21)
Doing the same for the diagram 2.1b we find
G˜
(2)
2.1b(p) =
−ig
6
∫
d3q
(2pi)3
e−θ(
s
2
p2+ip∧q)
(p2 −m2)2(q2 −m2) . (2.22)
The connected two-point Green’s function up to one loop order is the propa-
gator plus the sum of these two integrals with their corresponding symmetry
factors
G˜
(2)
c; 1(p) =
e−
1
2
sθp2
p2 −m2 −
ig
4!
∫
d3q
(2pi)3
8 e−
θs
2
p2 + 4 e−θ(
s
2
p2+ip∧q)
(p2 −m2)2(q2 −m2)
=
e−
1
2
sθp2
p2 −m2 −
ig
6
∫
d3q
(2pi)3
(2 + e−θip∧q)e−
1
2
sθp2
(p2 −m2)2(q2 −m2) . (2.23)
Note that if we set θ = 0 we get the conventional expression
G˜
(2)
1 (p) =
1
p2 −m2 −
ig
2
∫
d3q
(2pi)3
1
(p2 −m2)2(q2 −m2) .
2.3.2 Four-point Green’s function
We now compute the four-point Green’s function. At first order we have
as usual the diagram shown in figure 2.3-1, but in NCQFT the six diagrams
3To compute the phase of the vertex we choose any line (due to cyclic invariance) and
then move counterclockwise
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(1) (2) (3)
(4) (5) (6)
Figure 2.3: Four-point Green’s function diagrams with one vertex
shown in figure 2.3 are not equivalent, so we have to consider them separately.
Each of these diagrams has a symmetry factor of 4/4! because there are four
ways to attach the first external line to the vertex, and then the other three
are completely determined. Recalling that
∑
a<b ka·kb = −12
∑
k2a is invariant
under any permutation, we can easily see that we have
G˜
(4)
2.3-j(k1, k2, k3, k4) = −i
g
6
e−
1
2
sθ
∑
a k
2
a∏
a(k
2
a −m2)
e−
θ
2
[−s 1
2
∑
a k
2
a+iEj ]δ(3)
(
4∑
a=1
ka
)
= −ig
6
e−
1
4
sθ
∑
a k
2
a− iθ2 Ej∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
(2.24)
where Ej, with j ∈ {1, . . . 6}, is the Moyal part of the vertex of the corre-
sponding diagram (see equation (2.19)). For example, for the diagram 2.3-2
we have
E2 = k1 ∧ k3 + k1 ∧ k2 + k1 ∧ k4 + k3 ∧ k2 + k3 ∧ k4 + k2 ∧ k4.
At one loop order, the only connected diagrams we would have in QFT are
shown in figures 2.4 and 2.5. Let us first look at diagrams 2.4. In QFT, each
of these diagrams has a symmetry factor of 1/2. In NCQFT, for each of these
three diagrams there are 18 different diagrams§, shown in figure 2.6 . The
symmetry factor of each of these diagrams is equal to (4·4)/(4!·4!) = 1/(2·18).
To see this, note that in this case the only symmetries of the diagrams are
§figure 2.6 shows the 18 diagrams that reduce to the diagram 2.4-1 in the commutative
case. Equivalently, there are 18 different diagrams that reduce to the diagram 2.4-2 and
18 that reduce to 2.4-3
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(1) p1 = k1 + k2 (2) p2 = k1 + k4 (3) p3 = k1 + k3
Figure 2.4: Four-point Green’s function diagrams in QFT at one loop order.
(1) (2) (3) (4)
Figure 2.5: Four-point Green’s function diagrams in QFT at one loop order
the cyclic permutations of the two vertices, so the first external line of each
vertex has four options, and then the positions of the other three lines of each
vertex are completely determined (each non-cyclic permutation gives rise to
an inequivalent diagram). Note that the sum of the symmetry factors of the
diagrams in figure 2.6 is equal to the symmetry factor of diagram 2.4-1, as
expected.
Using again the fact that
∑
a<b ka · kb = −12
∑
k2a is invariant under any
permutation, we can see that the non-Moyal part of the two vertices is given
by
−1
2
(k21 + k
2
2 + q
2 + (pn − q)2 + k23 + k24 + (−q)2 + (q − pn)2)
= −1
2
∑
a
k2a − q2 − (pn − q)2
where the index n ∈ {1, 2, 3} is a label for the three diagrams 2.4, and
the values of pi are shown in the same figure. The last two factors of this
expression cancel with the two exponentials coming from the propagators of
the two internal lines. So, the corresponding integral of each of the diagrams
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in figure 2.6 is of the form
G˜
(4)
2.6-nm(k1, k2, k3, k4)
=
(−ig)2
36
∫
d3q
(2pi)3
e−
1
2
sθ
∑
a k
2
a e−
θ
2 [−s 12
∑
a k
2
a+iFnm] δ(3)
(∑4
a=1 ka
)
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
=
−g2
36
∫
d3q
(2pi)3
e−
1
4
sθ
∑
a k
2
a e−i
θ
2
Fnm
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
where the first subindex n, as we said, is a label for the three commutative
diagrams 2.4, while the second subindex m is a label for the 18 noncom-
mutative diagrams that reduce to the corresponding diagram in figure 2.4.
More explicitly, G˜2.6-1m for m ∈ {1, 2, . . . , 18} corresponds to the 18 dia-
grams (shown in figure 2.6) that reduce to 2.4-1 in the commutative limit,
and equivalently G˜2.6-2m and G˜2.6-3m correspond to the diagrams that reduce
to 2.4-2 and 2.4-3 respectively. Fnm is the Moyal part of the two vertices and
its value is also shown in figure 2.6.¶
Finally, let us look at diagrams 2.5. In NCQFT, for each of the diagrams
shown in figure 2.5 there are 12 different diagrams‖, shown in figures 2.7 and
2.8. The diagrams in figure 2.7 have a symmetry factor of (4 ·4 ·2)/(4! ·4!) =
1/18 and their corresponding integrals are given by
G˜
(4)
2.7-ij(k1, k2, k3, k4)
=
(−ig)2
18
∫
d3q
(2pi)3
e−
1
4
sθ
∑
a k
2
a e−i
θ
2
Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
where the Ej is the same we had in equation (2.24), and again the subindex
i ∈ {1, . . . , 4} is a label for the four commutative diagrams in figure 2.5, while
the index j ∈ {1, . . . , 6} is a label for the six noncommutative diagrams (of
the form shown in figure 2.7) that reduce to the corresponding commutative
diagram in figure 2.5 (i.e. G˜2.7-ij for j ∈ {1, . . . , 6} correspond to the 6
noncommutative diagrams that reduce to 2.5-i in the commutative limit)
Finally, the diagrams in figure 2.8 have a symmetry factor of (4 · 4)/(4! ·
¶Actually, just the values of F1m are shown, but the values of F2m and F3m are found
in a similar way.
‖Figures 2.7 and 2.8 show the 12 diagrams that reduce to diagram 2.5-1 in the commu-
tative limit. The other diagrams are the same except that the loop is attached to another
external line.
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4!) = 1/36 and their corresponding integrals are given by
G˜
(4)
2.8-ij(k1, k2, k3, k4)
=
(−ig)2
36
∫
d3q
(2pi)3
e−iθki∧qe−
1
4
sθ
∑
a k
2
a e−i
θ
2
Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
where Ej is the same as before, as well as the explanation of the subindices.
We can finally write the connected four-point Green’s function up to one
loop order
G˜
(4)
c;2(k1, ...,k4) =
6∑
j=1
G˜
(4)
2.3-j +
3∑
n=1
18∑
m=1
G˜
(4)
2.6-nm +
4∑
i=1
6∑
j=1
G˜
(4)
2.7-ij +
4∑
i=1
6∑
j=1
G˜
(4)
2.8-ij
= −
(∑
j
ig
6
e−
1
4
sθ
∑
a k
2
a− iθ2 Ej∏4
a=1(k
2
a −m2)
+
∑
nm
g2
36
∫
d3q
(2pi)3
e−
1
4
sθ
∑
a k
2
a−i θ2Fnm
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
+
∑
ij
g2
36
∫
d3q
(2pi)3
(2 + e−iθki∧q)e−
1
4
sθ
∑
a k
2
a−i θ2Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
)
δ(3)
(∑
ka
)
.
It is not difficult to see that if we set θ = 0 we get back the usual expression
for the connected four-point Green’s function in QFT.
2.4 Ultraviolet/Infrared mixing
The Ultraviolet/Infrared mixing is a phenomenon that appears in NCQFT
but it is not present in ordinary Quantum Field Theory. To understand it,
let us look at equations (2.21) and (2.22). The integral in equation (2.21)
corresponds to diagram 2.1a, and it diverges for big q, like in QFT, so it has
ultraviolet divergence. On the other hand, the integral in equation (2.22)
corresponds to diagram 2.1b, but note that the integrand has an oscillat-
ing factor that softens the ultraviolet divergence but at the same time it is
responsible for an infrared divergence. The same phenomenon is observed
for the diagrams of the four-point Green’s function. This is what is usually
called ultraviolet/infrared mixing. Note that it is the Moyal part of the ver-
tex what produces this mixing, that’s why it is a common characteristic of
the s-ordered product for any value of the parameter s. In the next chapter
we will see that this is actually common for all the translation invariant star
products.
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(1)
E1,1 = k1 ∧ k2
+k3 ∧ k4
(2)
F1,2 = −k1 ∧ k2
+k3 ∧ k4
(3)
F1,3 = k1 ∧ k2
−k3 ∧ k4
(4)
F1,4 = −k1 ∧ k2
−k3 ∧ k4
(5)
F1,5 = k1 ∧ k2
+k3 ∧ k4
+2k ∧ q
(6)
F1,6 = −k1 ∧ k2
+k3 ∧ k4
+2k ∧ q
(7)
F1,7 = k1 ∧ k2
−k3 ∧ k4
+2k ∧ q
(8)
F1,8 = −k1 ∧ k2
−k3 ∧ k4
+2k ∧ q
(9)
F1,9 = k1 ∧ k2
+k3 ∧ k4
−2k1 ∧ q
(10)
F1,10 = k1 ∧ k2
−k3 ∧ k4
−2k1 ∧ q
(11)
F1,11 = k1 ∧ k2
+k3 ∧ k4
+2k2 ∧ q
(12)
F1,12 = k1 ∧ k2
−k3 ∧ k4
+2k2 ∧ q
(13)
F1,13 = k1 ∧ k2
+k3 ∧ k4
+2k3 ∧ q
(14)
F1,14 = −k1 ∧ k2
+k3 ∧ k4
+2k3 ∧ q
(15)
F1,15 = +k1 ∧ k2
+k3 ∧ k4
−2k4 ∧ q
(16)
F1,16 = −k1 ∧ k2
+k3 ∧ k4
−2k4 ∧ q
(17)
E1,17 = k1 ∧ k2 + k3 ∧ k4
−2(k1 + k4) ∧ q
(18)
E1,18 = −k1 ∧ k2 + k3 ∧ k4
+2(k1 + k3) ∧ q
Figure 2.6: Four-point Green’s function diagrams in NCQFT at one loop
order with their corresponding value of Enm. The value n = 1 indicates that
these diagrams reduce to the diagram 2.4-1 in the commutative case.
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(1) (2) (3)
(4) (5) (6)
Figure 2.7: Four-point Green’s function diagrams in NCQFT at one loop
order
(1) (2) (3)
(4) (5) (6)
Figure 2.8: Four-point Green’s function diagrams in NCQFT at one loop
order
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Chapter 3
Field Theory with Translation
Invariant Star Products
In the first two chapters we studied the s-ordered star product which are a
special case of the translation invariant star product. In this chapter we will
introduce the general translation invariant star products and we will do some
field theory with these products.
3.1 The general translation invariant star prod-
ucts (TISP)
In this section all vectors are in the two dimensional space∗ as in the first
chapter, so we will omit the boldface notation, we will come back to space-
time in the next section. Consider the generalization of the s-ordered product
(1.23) given by
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
f˜(q)g˜(r)K(p, q, r)e−ip·x
where K is a distribution. Note that this includes the commutative products.
Indeed, if we impose the condition
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
f˜(q)g˜(r)K(p, q, r)e−ip·x
=
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
g˜(q)f˜(r)K(p, q, r)e−ip·x = (g ? f)(x)
∗All the expressions in this section are actually valid in any dimension
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we get the commutativity condition K(p, q, r) = K(p, r, q). In particular, the
ordinary product is of this form with K(p, q, r) = (2pi)2δ(3)(r − p+ q).
Now, we want a translation invariant product, so we have to impose the
condition
Ta(f ? g) = Ta(f) ? Ta(g)
where Ta(f)(x) = f(x+ a) is the translation by any vector a ∈ R3. The left
hand side is given by
Ta(f ? g) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
f˜(q)g˜(r)K(p, q, r)e−ip·(x+a)
while the right hand side is
Ta(f) ? Ta(g) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
T˜a(f)(q)T˜a(g)(r)K(p, q, r)e−ip·x
=
∫
d2p
(2pi)2
d2q
(2pi)2
d2r
(2pi)2
eia·qf˜(q)eia·rg˜(r)K(p, q, r)e−ip·x.
So the product is translation invariant if these two expressions are equal for
any vector a, which means
K(p, q, r) = (2pi)2eα(p,q)δ(2)(r − p+ q)
where α is a generic (possibly complex) function. So the general translation
invariant star product is given by
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p− q)eα(p,q)e−ip·x. (3.1)
In particular, it is not difficult to see that the ordinary product is given by
α = 0 and the s-ordered product is given by
αs(p, q) =
iθ
2
p ∧ q − sθ
2
(p− q) · q
and clearly the Moyal product (s = 0) is given by αM(p, q) =
iθ
2
p ∧ q, so we
will call this the Moyal part of α.
There are three constraints that the function α has to satisfy. The first
one is the associativity condition
((f ? g) ? h)(x) = (f ? (g ? h))(x).
A straightforward computation gives
((f ? g) ? h)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2t
(2pi)2
f˜(t)g˜(q − t)h˜(p− q)eα(q,t)+α(p,q)e−ip·x
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and on the other hand
(f ? (g ? h))(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
d2t
(2pi)2
f˜(t)g˜(q − t)h(p− q)eα(p−t,q−t)+α(p,t)e−ip·x.
So the associativity condition says
α(q, t) + α(p, q) = α(p− t, q − t) + α(p, t). (3.2)
The second constraint is the condition that the constant function 1 be
the identity of the algebra of functions with product (3.1), i.e.
(f ? 1)(x) =
∫
d2p
(2pi)2
f˜(q)eα(p,p)e−ip·x = f (3.3)
and
(1 ? f)(x) =
∫
d2p
(2pi)2
f˜(q)eα(p,0)e−ip·x = f (3.4)
which means
α(p, p) = 0 and α(p, 0) = 0.
Finally, the third constraint is the condition that the algebra of functions
with the star product be a ∗-algebra. That is, there must be a map which
satisfies the following conditions:
(f ∗)∗ = f
(λf + µg)∗ = λ¯f ∗ + µ¯g∗
(f ? g)∗ = g∗ ? f ∗
where λ, µ ∈ C, and the bar denotes complex conjugation. In this case
the involution ∗ is given by complex conjugation and just the last condition
imposes a constraint on α. The left hand side of the equation is
(f ? g)∗ =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)∗g˜(p− q)∗eα(p,q)∗eip·x
and the right hand side is
g∗ ? f ∗ =
∫
d2p
(2pi)2
d2q
(2pi)2
g˜∗(q)f˜ ∗(p− q)eα(p,q)e−ip·x
=
∫
d2p
(2pi)2
d2q
(2pi)2
g˜(−q)∗f˜(q − p)∗eα(p,q)e−ip·x
=
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)∗g˜(p− q)∗eα(−p,q−p)eip·x,
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so α has to satisfy
α(p, q)∗ = α(−p, q − p).
This is a reasonable condition if we want to represent the functions as opera-
tors once we study the field theory of noncommutative spaces corresponding
to these star products.
So we have the following constraints on α
α(q, t) + α(p, q) = α(p− t, q − t) + α(p, t)
α(p, p) = 0
α(p, 0) = 0
α(p, q)∗ = α(−p, q − p)
It has been shown that the most general function that satisfies these condi-
tions is of the form [18]
α(p, q) = η(q)− η(p) + η(p− q) + iω(p, q) (3.5)
where ω(p, q) = θ
2
p∧ q with θ an arbitrary real constant, and η(p) = η1(p) +
iη2(p) with η1 an arbitrary real and even function such that η1(0) = 0, and
η2 a real odd function without linear term, i.e.
η2(p) =
∞∑
n=1
2n+1∑
l=0
Cl,2n+1−l pl1p
2n+1−l
2 .
Note that the η function corresponding to the s-product is given by η2(p) = 0
and η1(p) =
sθ
4
p2 .
Let us look at the commutativity condition f ? g = g ? f . The product is
commutative if
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p− q)eα(p,q)e−ip·x
equals
(g ? f)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
g˜(q)f˜(p− q)eα(p,q)e−ip·x
=
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p− q)eα(p,p−q)e−ip·x
which means
α(p, q) = α(p, p− q)
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but note that, from 3.5 we have
α(p, q) = η(q)− η(p) + η(p− q) + iω(p, q)
and
α(p, p− q) = η(q)− η(p) + η(p− q) + iω(p, p− q).
Therefore, just ω contributes to the non-commutativity of the product. But
note also that iω(p, q) = αM(p, q), so it is just the Moyal part of α what
contributes to the non-commutativity of the product. Heuristically, any
noncommutative TISP is the moyal product “plus” some (non-local) com-
mutative product, while any commutative TISP is of the form α(p, p− q) =
η(q) − η(p) + η(p − q). This also implies that any noncommutative TISP
satisfies the commutator [xi, xj]? = iθ
ij.
3.2 Quantum Field Theory with a general trans-
lation invariant star product
Let us now discuss the noncommutative field theory with a general translation
invariant star product. Note that we are back to the (2 + 1)-dimensional
space-time. We consider again the action (2.1)
S =
∫
d3x
(
1
2
∂µφ ? ∂
µφ− m
2
2
φ ? φ− g
4!
φ ? φ ? φ ? φ
)
. (3.6)
To compute the equation of motion we first need the following property∫
d3x f ? g =
∫
d3x
d3p
(2pi)3
d3q
(2pi)3
f˜(q)g˜(p− q)eα(p,q)e−ip·x
=
∫
d3q
(2pi)3
f˜(q)g˜(−q)eα(0,q), (3.7)
and then we proceed as in section 2.1. Using this property and equation
(2.10) (which is also valid for the general translation invariant product), we
have
δS0 = −
∫
d3q
(2pi)3
δ˜φ(q)(−q2 +m2)φ˜(−q)eα(0,q)
for any variation of the field δφ. So the equation of motion is
eα(0,−q)(q2 −m2)φ˜(q) = 0
or equivalently
e2η1(q)(q2 −m2)φ˜(q) = 0 (3.8)
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which again reduces to the same ordinary equation of motion due to the
invertibility of the exponential factor. So, as for the s-ordered product, we
find that at the classical level, the noncommutative free field theory given by
the action (2.1), is the same as the commutative one.
We now proceed to the computation of the propagator and the vertex.
Te propagator can be easily found from equation (3.8) to be
G˜0(p) =
e−2η1(q)
(p2 −m2) . (3.9)
The vertex can be computed using equations (3.1) and (3.7)
Sint =
g
4!
∫
d3x
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
d3k4
(2pi)3
φ˜(k2)φ˜(k1 − k2)φ˜(k4)φ˜(k3 − k4)
eα(k1,k2)eα(k3,k4)ek1·x ? ek3·x
=
g
4!
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
d3k4
(2pi)3
φ˜(k2)φ˜(k1 − k2)φ˜(k4)φ˜(k3 − k4)
eα(k1,k2)eα(k3,k4)
∫
d3k
(2pi)3
eα(0,k)(2pi)3δ(3)(k1 − k)(2pi)3δ(3)(k3 + k)
=
g
4!
(2pi)3
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
d3k4
(2pi)3
φ˜(k2)φ˜(k1 − k2)φ˜(k4)φ˜(k3 − k4)
eα(k1,k2)+α(k3,k4)+α(0,k1)δ(3)(k1 + k3)
which can be written as
Sint =
g
4!
(2pi)3
∫
d3k1
(2pi)3
d3k2
(2pi)3
d3k3
(2pi)3
d3k4
(2pi)3
φ˜(k1)φ˜(k2)φ˜(k3)φ˜(k4)
eα(k1+k2,k2)+α(k3+k4,k4)+α(0,k1+k2)δ(3)(k1 + k2 + k3 + k4)
So the vertex is given by
V? = V e
α(k1+k2,k2)+α(k3+k4,k4)+α(0,k1+k2) (3.10)
where V is again the ordinary vertex given in equation (2.16). Note that the
vertex (3.10) can be written, using equation (3.5), as
V? = V e
η(k1)−η(k1+k2)+η(k2)+iω(k1+k2,k1)eη(k3)−η(k3+k4)+η(k4)+iω(k3+k4,k3)
eη(k1+k2)−η(0)+η(−k1−k2)+iω(0,k1+k2)
= V eη(k1)+η(k2)+η(k3)+η(k4)+iω(k2,k1)−η(k3+k4)+iω(k4,k3)+η(−k1−k2)
But using conservation of momentum in the vertex −k1 − k2 = k3 + k4 and
recalling that ω(p, q) = θ
2
p ∧ q we have −η(k3 + k4) + η(−k1 − k2) = 0 and
ω(k2, k1) + ω(k4, k3) = −
∑
a<b ω(ka, kb), so the vertex can be written as
V? = V e
∑
a η(ka)−i θ2
∑
a<b ka∧kb (3.11)
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3.3 Green’s functions for a general transla-
tion invariant star product
It is important to note that the factor
∑
a η(ka) in the vertex (3.11) is in-
variant under any permutation, so the symmetries of the vertices depend
just on the Moyal part i θ
2
∑
a<b ka ∧ kb. This means that if we want to do
Noncommutative Quantum Field Theory with a translation invariant star
product with non-zero Moyal part, then we know that all the diagrams and
symmetry factors at any order, are the same for any of these products. So
the diagrams of the two-point and four-point Green’s functions are the ones
we found in sections 2.3.1 and 2.3.2.
Note that it is possible to do Quantum Field Theory with a translation
invariant product without Moyal part. But we saw that just the Moyal part
contributes to the non-commutativity of the product. This means that a
translation invariant product without Moyal part would give rise to a com-
mutative (possibly non-local) Quantum Field Theory, in which case we would
have the same diagrams as in conventional QFT. But here we are interested
in the noncommutative products, which give rise to the commutator (1.1).
So we will only consider the star products with non-zero Moyal part (i.e
noncommutative) and we will call them NCTISP.
We now proceed to the computation of the two-point and four-point
Green’s functions. Let us begin by the two-point Green’s function G˜(2)(p).
At leading order it is, as usual, given by the propagator
G˜
(2)
0 (p) = G˜0(p) =
e−2η1(q)
(p2 −m2) . (3.12)
At first order, there are two diagrams 2.1a and 2.1b. The Moyal part is the
same we found in sections 2.3.1 and 2.3.2. The non-Moyal part of the vertex
is given by
eη(p)+η(−p)+η(q)+η(−q) = e2(η1(p)+η1(q)). (3.13)
The integral corresponding to diagram 2.1a is then given by
G˜
(2)
2.1a(p) =
−ig
3
∫
d3q
(2pi)3
e−(4η1(p)+2η1(q))e2(η1(p)+η1(q))
(p2 −m2)2(q2 −m2)
=
−ig
3
∫
d3q
(2pi)3
e−2η1(p)
(p2 −m2)2(q2 −m2)
and the one corresponding to diagram 2.1b is
G˜
(2)
2.1b(p) =
−ig
6
∫
d3q
(2pi)3
e−2η1(p)−iθp∧q
(p2 −m2)2(q2 −m2)
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The connected two-point Green’s function at one loop order is finally given
by
G˜
(2)
c; 1(p) =
e−2η1(q)
(p2 −m2) −
ig
6
∫
d3q
(2pi)3
(2 + e−θip∧q)e−2η1(p)
(p2 −m2)2(q2 −m2) .
Note that if we substitute the η function corresponding to the s-ordered
function (η2(p) = 0 and η1(p) =
sθ
4
p2), we get back the expression (2.23).
Let us compute the four-point Green’s function. At first order, the non-
Moyal part of the vertex is given by exp(
∑
a η(ka)), so we have
G˜
(4)
2.3-j(k1, k2, k3, k4) = −i
g
6
e−2
∑
a η1(ka)∏
a(k
2
a −m2)
e
∑
a η(ka)−i θ2Ejδ(3)
(
4∑
a=1
ka
)
= −ig
6
e−
∑
a η¯(ka)− iθ2 Ej∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
(3.14)
where Ej is the same we had in section 2.3.2, and η¯ is the complex conjugate
of η. So, now we move to second order. The non-Moyal part of the diagrams
of the form 2.6 is
η(k1) + η(k2) + η(q) + η(pn − q) + η(k3) + η(k4) + η(−q) + η(q − pn)
=
∑
a
η(ka) + 2η1(q) + 2η1(pn − q)
and again, as with the s-ordered product, the last two factors of this expres-
sion cancel with the exponentials of the two propagators of the internal lines.
So for diagrams of the form 2.6 we have
G˜
(4)
2.6-nm(k1, k2, k3, k4)
=
(−ig)2
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∫
d3q
(2pi)3
e−2
∑
a η1(ka) e
∑
a η(ka)−i θ2Fnm δ(3)
(∑4
a=1 ka
)
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
=
−g2
36
∫
d3q
(2pi)3
e−
∑
a η¯(ka)−i θ2Fnm
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
where Fnm is the same we had in section 2.3.2. In a similar way, it is easy to
see that for the diagrams of the form 2.7 and 2.8 we have
G˜
(4)
2.7-ij(k1, k2, k3, k4)
=
(−ig)2
18
∫
d3q
(2pi)3
e−
∑
a η¯(ka)−i θ2Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
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and
G˜
(4)
2.8-ij(k1, k2, k3, k4)
=
(−ig)2
36
∫
d3q
(2pi)3
e−iθki∧q e−
∑
a η¯(ka)−i θ2Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
δ(3)
(
4∑
a=1
ka
)
So we can finally write the connected four-point Green’s function up to
one loop order
G˜
(4)
c;2(k1, ...,k4) =
6∑
j=1
G˜
(4)
2.3-j +
3∑
n=1
18∑
m=1
G˜
(4)
2.6-nm +
4∑
i=1
6∑
j=1
G˜
(4)
2.7-ij +
4∑
i=1
6∑
j=1
G˜
(4)
2.8-ij
= −
(∑
j
ig
6
e−
∑
a η¯(ka)− iθ2 Ej∏
a(k
2
a −m2)
+
∑
nm
g2
36
∫
d3q
(2pi)3
e−
∑
a η¯(ka)−i θ2Fnm
(q2 −m2)((pn − q)2 −m2)
∏
a(k
2
a −m2)
+
∑
ij
g2
36
∫
d3q
(2pi)3
(
2 + e−iθki∧q
)
e−
∑
a η¯(ka)−i θ2Ej
(q2 −m2)(k2i −m2)
∏
a(k
2
a −m2)
)
δ(3)
(∑
ka
)
As we said in the last section of chapter 2, the ultraviolet/infrared mixing
is present in the Green’s functions of all the s-ordered products. We noted
that this was due to the fact that it is the Moyal part the responsible of the
mixing. From the results of this chapter it is clear that the mixing is present
for any translation invariant star product, and it is again the Moyal part
the only one that contributes to the mixing. This is consistent with the fact
that the Moyal part is the only responsible of the noncommutativity of any
translation invariant star product.
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Chapter 4
Translation invariant star
products as twisted products
In the last two chapters we considered the noncommutative (2+1)-dimensional
space-time with two noncommutative spacial coordinates and one time co-
ordinate which commutes with the two spacial coordinates. More precisely,
considered the noncommutative space-time with the following commutation
relations
[xµ, xν ]? = iθ
µν (4.1)
with µ, ν ∈ {1, 2, 3}, and
(θµν) =
 0 1 0−1 0 0
0 0 0

where the ? refers either to the s-ordered product (studied in chapter 2) or
more generally to any translation invariant star product (studied in chapter
3). The θµν is a parameter of the noncommutativity of space. The commu-
tator (4.1) is invariant under coordinate translations, but it is not invariant
under Lorentz transformations [22], which means that θµν is not invariant
under Lorentz transformations. This is not good for a fundamental theory
because the noncommutativity should be an intrinsic property of space and
not a frame dependent property. We will see that this is not as bad as it may
seem, because the Poincare´ invariance of the θµν parameter is satisfied at a
deformed level∗, as we will explain in this chapter.
∗This has already been shown for quantum field theory in the Moyal case [22]
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4.1 Differential form of a general translation
invariant star product
In this section we derive the differential form of a general translation invariant
star product, which will be useful later. Recall that a general translation
invariant star product was given by (3.1)
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p− q)eα(p,q)e−ip·x
or equivalently
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p)eα(p+q,q)e−i(p+q)·x. (4.2)
We assume that the α function can be expanded as
α(p, q) =
∑
~i,~j
α~i,~j p
~iq
~j
for α~i,~j ∈ C, where we use the notation p~i = pi1pi2 and the sum goes from
zero to infinity. With this notation, equation (4.2) becomes
(f ? g)(x) =
∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p)exp
∑
~i,~j
α~i,~j (p + q)
~iq
~j
 e−i(p+q)·x
(4.3)
but we can easily see that the p′s and q′s in the expansion of the α function
can be substituted by partial derivatives acting on the exponential. More
precisely, the expression can be written as
(f ? g)(x) =∫
d2p
(2pi)2
d2q
(2pi)2
f˜(q)g˜(p)e−iq·xexp
∑
~i,~j
α~i,~j (i
−→
∂ x + i
←−
∂ x)
~i(i
←−
∂ x)
~j
 e−ip·x
where
−→
∂
~i
x =
−→
∂ i1x1
−→
∂ i2x2 acts on the exponential to the right and
←−
∂
~i
x =
←−
∂ i1x1
←−
∂ i2x2
acts on the exponential to the left. Performing the integrals, we can write
this as a series expansion
(f ? g)(x) = f(x)exp
∑
~i,~j
α~i,~j (i
−→
∂ x + i
←−
∂ x)
~i(i
←−
∂ x)
~j
 g(x)
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which we write as
(f ? g)(x) = f(x)eα(i
−→
∂ x+i
←−
∂ x,i
←−
∂ x)g(x). (4.4)
Is is important to note that the differential expression may be valid on a
smaller range (depending on the α function) than the integral expression, so
from now on we assume that the functions are in the range of the differential
expression of the star product.
4.2 Twisted Poincare´ algebra
We start by recalling that the Poincare´ algebra is characterized by the Lorenz
generators Mµν and the translations generators Pµ, whose representation on
the algebra of functions on Minkowski space-time are given by
Pµ = −i∂µ
Mµν = i(xµ∂ν − xν∂µ)
and satisfy the following commutation relations
[Mµν ,Mρσ] = i(ηµσMνρ − ηνσMµρ + ηνρMµσ − ηµρMνσ)
[Mµν , Pρ] = i(ηµρPν − ηνρPµ) (4.5)
[Pµ, Pν ] = 0
Moreover, its universal enveloping algebra U(P) has a noncommutative, but
cocommutative Hopf algebra structure [34] with coproduct, counit and an-
tipode given respectively by
∆0(X) = X ⊗ 1 + 1⊗X, ∆0(1) = 1⊗ 1 (4.6)
ε0(X) = 0, ε(1) = 1 (4.7)
S0(X) = −X, S(1) = 1 (4.8)
where X stands for Mµν and Pµ. Let us now define the twist F as an
invertible element of U(P)⊗ U(P) [35] such that
F12(∆⊗ id)F = F23(id⊗∆)F (4.9)
(ε⊗ id)F = (id⊗ ε)F = 1 (4.10)
where
F12 = F ⊗ 1 and F23 = 1⊗F .
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We will sometimes write the twist and its inverse as (sum over α understood)
F = fα ⊗ fα and F−1 = f¯α ⊗ f¯α.
Recalling that the ordinary product between functions on the space-time is
defined as
m0 : Fun(M)⊗ Fun(M)→ Fun(M)
h⊗ g 7→ hg
we define the twisted product of functions as
m?(h⊗ g) = m0 ◦ F−1(h⊗ g) = f¯α(h)¯fα(g) (4.11)
regarding the twist F as a map
Fun(M)⊗ Fun(M)→ Fun(M)⊗ Fun(M).
The condition (4.9) guarantees that the twisted product of functions is as-
sociative, and (4.10) is equivalent to conditions (3.3) and (3.4), i.e. it says
that the multiplication by a constant function is just ordinary scalar multi-
plication. It is now easy to see that the s-ordered product can be written in
terms of a twist as
h ?s g = m0 ◦ F−1s (h⊗ g)
where
F−1s = e
θ
2
[s(∂1⊗∂1+∂2⊗∂2)+i(∂1⊗∂2−∂2⊗∂1)]
In fact, it is possible to write any translation invariant star product in terms
of a twist. Indeed, from equation (4.4) we have
(f ? g)(x) = f(x)eα(i
−→
∂ x+i
←−
∂ x,i
←−
∂ x)g(x)
= m0 ◦ eα(1⊗i∂x+i∂x⊗1,i∂x⊗1)(f(x)⊗ g(x))
Comparing with equation (4.11) we can see that the corresponding twist is
given by
F−1 = eα(1⊗i∂+i∂⊗1,i∂⊗1) (4.12)
which, using equation (3.5) can be written as
F−1 = eα(1⊗i∂+i∂⊗1,i∂⊗1)
= eη(i∂⊗1)−η(1⊗i∂+i∂⊗1)+η(1⊗i∂)+iω(1⊗i∂,i∂⊗1)
= eη(i∂)⊗1+1⊗η(i∂)−η(1⊗i∂+i∂⊗1)−
iθ
2
(i∂1⊗i∂2−i∂2⊗i∂1) (4.13)
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where η(i∂) = η(i∂1, i∂2). Written in terms of the generators Pµ = −i∂µ, the
twist is
F−1 = eη¯(P )⊗1+1⊗η¯(P )−η¯(1⊗P+P⊗1)− iθ2 (P1⊗P2−P2⊗P1). (4.14)
where we used the fact that η(−x) = η¯(x). We still have to check conditions
(4.9) and (4.10). As we said, the cocycle condition on the twist (equation
(4.9)), is just the associativity condition of the star product. Indeed, from
the expression (4.12) we have
F12 = e−α(i∂⊗1⊗1+1⊗i∂⊗1,i∂⊗1⊗1) (4.15)
and
F23 = e−α(1⊗i∂⊗1+1⊗1⊗i∂,1⊗i∂⊗1) (4.16)
while using equation (4.6) and the fact that ∆(ab) = ∆(a)∆(b), we have
(∆⊗ id)F = e−α(i∂⊗1⊗1+1⊗1⊗i∂+1⊗i∂⊗1,i∂⊗1⊗1+1⊗i∂⊗1) (4.17)
and
(id⊗∆)F = e−α(i∂⊗1⊗1+1⊗i∂⊗1+1⊗1⊗i∂,i∂⊗1⊗1) (4.18)
But ∂⊗1⊗1, 1⊗i∂⊗1 and 1⊗1⊗i∂ must be taken as independent variables,
so equation (4.9) says
α(r + q, r) + α(r + s+ q, r + q) = α(q + s, q) + α(r + q + s, r)
where we used the correspondence ∂ ⊗ 1 ⊗ 1 → r, 1 ⊗ i∂ ⊗ 1 → q and
1⊗ 1⊗ i∂ → s. But setting r + q + s→ p and q → q − r we get
α(q, r) + α(p, q) = α(p− r, q − r) + α(p, r)
which is the associativity condition (3.2). This condition is already satisfied
by the α function, so the twist (4.13) satisfies the cocycle condition (4.9).
On the other hand, equation(4.10) is equivalent to equations (3.3) and (3.4).
Indeed, using equations (4.7) and the fact that ε(ab) = ε(a)ε(b) we have
(ε⊗ id)F = (ε⊗ id)e−α(1⊗i∂x+i∂x⊗1,i∂x⊗1) = e−α(1⊗i∂x,0)
and
(id⊗ ε)F = (id⊗ ε)e−α(1⊗i∂x+i∂x⊗1,i∂x⊗1) = e−α(i∂x⊗1,i∂x⊗1)
So equation (4.10) is equivalent to equations (3.3) and (3.4), which are al-
ready satisfied by the α function. This means that the expression (4.13) is
indeed a twist.
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In the previous chapter we studied the translation invariant star products,
i.e. those that satisfy the following condition
Ta(h ? g) = Ta(h) ? Ta(g) (4.19)
where Ta(h)(x) = h(x + a). The infinitesimal form of this condition is the
Leibniz rule
Pµ(h ? g) = (Pµh) ? g + h ? (Pµ g)
We know that Quantum Field Theory, besides being translation invariant, is
also Lorentz invariant. The generators of the Poincare´ algebra are derivations
of the pointwise product, that is
Pµ(hg) = (Pµh)g + h(Pµ g)
Mµν(hg) = (Mµνh)g + h(Mµνg). (4.20)
However, for the star products only the first of these two equations is satisfied
while the second one is not. In Noncommutative Quantum Field Theory the
translation invariance is preserved but the Lorentz invariance is broken [22].
This is reflected in the fact that the noncommutative parameter θρσ is not
invariant under Lorentz transformations. As we said, this is not satisfying for
a fundamental theory, but we will see that with the help of the twist there is
a way to achieve the Poincare´ invariance of the noncommutative parameter
θρσ at a deformed level. To see this, first note that the Leibniz rule, i.e. the
action of the Poincare´ generators X on the ordinary product of functions,
can be written in terms of the product and coproduct as follows
X(hg) = (Xh)g + h(Xg) = m0(∆(X)(h⊗ g)) (4.21)
So the action on the star product of functions is given by
X(h ? g) = X (¯fα(h)¯fα(g))
= m0 ◦∆(X)(¯fα(h)⊗ f¯α(g))
= m0 ◦∆(X)F−1(h⊗ g)
= m? ◦ F∆(X)F−1(h⊗ g) (4.22)
where we used the fact that the product between f¯α(h) and f¯α(g) is the
ordinary product. Comparing the last two equations we can easily see that
it is possible to have a deformed version of the Leibniz rule if we define the
twisted coproduct as
∆F(X) = F∆(X)F−1. (4.23)
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So the twisted action of the Poincare´ generators on the star product of func-
tions is given by
X(h ? g) = m? ◦∆F(X)(h⊗ g). (4.24)
The twisted universal enveloping algebra UF(P) is then defined to be the
algebra generated by Pµ and Mµν modulo the commutation relations (4.5)
with coproduct given by equation (4.23) and counit and antipode as in the
undeformed case. Note that the fact that the commutation relations are un-
changed means that we will have the same representations of the ordinary
Poincare´ algebra. This is not the only way of twisting the universal envelop-
ing algebra in this framework, another approach, in which the generators and
the commutator are deformed, has also been considered [24].
The symmetries of the noncommutative parameter θρσ are given by the
poincare´ generators acting with the rule (4.24). To see this we will need the
explicit expression of equation (4.23) for the general translation invariant star
product, which we compute with the help of the following operator formula:
Ad eB(C) = eBCe−B =
∞∑
n=0
1
n!
[B, [B, ...[B,C] =
∞∑
n=0
(AdB)n
n!
C. (4.25)
In our case we have C = ∆(X) = X ⊗ 1 + 1⊗X and B = −η¯(P )⊗ 1− 1⊗
η¯(P ) + η¯(1⊗P +P ⊗ 1) + iθ
2
(P1⊗P2−P2⊗P1). Given that the momentum
operators commute between them, it is clear that we have
∆F(Pµ) = ∆(Pµ). (4.26)
The action of Pµ on the commutator [xρ, xσ]? is then given by
Pµ([xρ, xσ]?) = m? ◦∆(Pµ)(xρ ⊗ xσ − xσ ⊗ xρ)
= m?(−iδµρ ⊗ xσ − xρ ⊗ iδµσ + iδµσ ⊗ xρ + xσ ⊗ iδµρ) = 0
So the twisted action of the translation generators are symmetries of the θρσ
parameter. This was clearly expected given that the action of the transla-
tion generators was not deformed and they where already symmetries of the
space. On the other hand, the twisted action of the Lorentz generators on
the commutator is a bit more involved. This is computed in appendix C and
is found to be zero
Mµν([xρ, xσ]?) = 0
This result, which is actually valid in any dimension, and the fact that the
commutator is equal to iθρσ, indicates that the parameter θρσ is invariant
under the action of the twisted Poincare´ generators, which is compatible
with θ being constant.
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Conclusions and Outlook
In this work we have considered the φ?4 field theory for the s-ordered prod-
ucts and then for the general translation invariant star products. We have
computed the propagator and the vertex of the theory. Given that the ver-
tex is not invariant under arbitrary permutations, we computed all the non-
equivalent diagrams of the two-point and four-point Green’s functions up to
one loop and their corresponding integrals. We found that the diagrams and
symmetry factors are the same for all translation invariant star products at
any order.
In the last chapter we derived the differential expression of a general
translation invariant star product and we then found that any product of
this type can be written as a twist. We found that the noncommutative pa-
rameter θρσ is invariant under the twisted action of the Poincare´ generators,
which means that for any translation invariant star product, θρσ is Poincare´
invariant at a deformed level.
Given that the Green’s functions depend on the particular star product
being used (they depend on the η function), a possible continuation to this
work is the computation of the S matrix of the theory, to compare the differ-
ent star products at the level of physical quantities. This is motivated by the
fact that there are two point of views: on one hand, one can think that the
physical quantities should just depend on the noncommutative structure of
space (i.e. the commutator [xi, xj]? = iθ
ij) not in the specific product used
for the computations. On the other hand one may think that the space is
the ordinary one, but the action is different and contains an infinite number
of derivatives, in which case one would expect different physical results, as
it has already been argued in [23]. We can also mention another point of
view: when one considers “noncommutative spaces”, given that the notion
of points is lost and strictly speaking one does not have a space anymore, the
new playground (or new “space”) is the noncommutative algebra defined by
the star product, in which case the physical quantities may depend on the
particular product.†
†Thank you to Professor Thierry Masson for clarifying this point.
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Appendix A
Cyclic invariance of the vertex
Property 1. If
∑n
c=1 kc = 0, then, the function
F (k1, ..., kn) =
∑
a<b
ka ∧ kb
is invariant under cyclic permutations.
Proof. We want to prove that F (k1, ..., kn) = F (σ(k1), ..., σ(kn)) where σ(a) =
(a + k)modn, with 0 ≤ k < n.∗ Beginning from the right hand side of the
equation we have
F (σ(k1), ..., σ(kn)) =
∑
a<b
kσ(a) ∧ kσ(b)
=
∑
0<a<b≤n−k
∑
n−k<a<b≤n
∑
0<a≤n−k<b≤n
kσ(a) ∧ kσ(b)
=
∑
0<a<b≤n−k
ka+k ∧ kb+k +
∑
n−k<a<b≤n
ka+k−n ∧ kb+k−n +
∑
0<a≤n−k<b≤n
ka+k ∧ kb+k−n
=
∑
0<a−k<b−k≤n−k
ka ∧ kb +
∑
n−k<a−k+n<b−k+n≤n
ka ∧ kb
+
∑
0<a−k≤n−k<b−k+n≤n
ka ∧ kb
∗Here we take the function mod as
amodn =
{
a+ k if a+ k ≤ n,
a+ k − n if a+ k > n
where 0 ≤ k < n.
45
=
∑
k<a<b≤n
ka ∧ kb +
∑
0<a<b≤k
ka ∧ kb +
∑
0<b≤k<a≤n
ka ∧ kb
but we can exchange the dummy indices in the last term, and use the fact
that ka ∧ kb is antisymmetric, so we get
=
∑
k<a<b≤n
ka ∧ kb +
∑
0<a<b≤k
ka ∧ kb −
∑
0<a≤k<b≤n
ka ∧ kb
=
∑
a<b
ka ∧ kb − 2
∑
0<a≤k<b≤n
ka ∧ kb
= F (k1, ..., kn)− 2
∑
0<a≤k<b≤n
ka ∧ kb.
So we just have to prove that the term
∑
0<a≤k<b≤n ka ∧ kb is zero. Using
the fact that kn = −
∑
0<c<n−1 kc, we have that∑
0<a≤k<b≤n
ka ∧ kb =
∑
0<a≤k<b<n
ka ∧ kb +
∑
0<a≤k
ka ∧ kn
=
∑
0<a≤k<b<n
ka ∧ kb −
∑
0<a≤k
0<c<n−1
ka ∧ kc
=
∑
0<a≤k<b<n
ka ∧ kb −
∑
0<a≤k<c<n−1
ka ∧ kc −
∑
0<a≤k
0<c≤k
ka ∧ kc
= −
∑
0<a≤k
0<c≤k
ka ∧ kc = 0
where the last equality follows from the fact that ka∧kc is antisymmetric.
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Appendix B
Properties of the displacement
operator
In this appendix we show some of the properties used in section 1.3. We
begin with the following property
W (ω)W (ω′) = e
i
θ
Im(ωω¯′)W (ω + ω′) (B.1)
whereW (ω) = e
1
θ
(ωaˆ†−ω¯aˆ). First, note that using the Baker-Campbell-Hausdorff
formula, we have the following two relations
e
1
θ
(ω′aˆ†−ω¯aˆ) = e
1
θ
ω′aˆ†e−
1
θ
ω¯aˆe−
1
2θ
ω′ω¯ and e
1
θ
(ω′aˆ†−ω¯aˆ) = e−
1
θ
ω¯aˆe
1
θ
ω′aˆ†e
1
2θ
ω′ω¯
(B.2)
which imply
e
1
θ
ω′aˆ†e−
1
θ
ω¯aˆ = e−
1
θ
ω¯aˆe
1
θ
ω′aˆ†e
1
θ
ω′ω¯ (B.3)
So the left hand side of equation (B.1) is
W (ω)W (ω′) = e
1
θ
ωaˆ†e−
1
θ
ω¯aˆe
1
θ
ω′aˆ†e−
1
θ
ω¯′aˆe−
1
2θ
(|ω|2+|ω′|2)
While the right hand side is
W (ω+ω′) = e
1
θ
(ω+ω′)aˆ†e−
1
θ
(ω¯+ω¯′)aˆe−
1
2θ
|ω+ω′|2 = e
1
θ
ωaˆ†e
1
θ
ω′aˆ†e−
1
θ
ω¯aˆe−
1
θ
ω¯′aˆe−
1
2θ
(|ω|2+|ω′|2+ωω¯′+ω¯ω′)
= e
1
θ
(ω+ω′)aˆ†e−
1
θ
(ω¯+ω¯′)aˆe−
1
θ
1
2
|ω+ω′|2 = e
1
θ
ωaˆ†e
1
θ
ω′aˆ†e−
1
θ
ω¯aˆe−
1
θ
ω¯′aˆe−
1
2θ
(|ω|2+|ω′|2+ωω¯′+ω¯ω′)
but using equation (B.3) this is
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= e
1
θ
ωaˆ†e−
1
θ
ω¯aˆe
1
θ
ω′aˆ†e−
1
θ
ω¯′aˆe−
1
2θ
(|ω|2+|ω′|2+ωω¯′+ω¯ω′)e
1
θ
ω′ω¯ = W (ω)W (ω′)e−
1
2θ
(ωω¯′−ω¯ω′)
So finally we have
W (ω + ω′) = W (ω)W (ω′)e−
i
θ
Im(ωω¯)
which is what we wanted. Now let’s prove the following property
TrW (ω) = piθδ(2)(ω)
Beginning from the left hand side, using relations (B.2), and using the com-
plete set of coherent states |α〉 = W (α) |0〉 to compute the trace (see [29])
note that our expressions differ from those of the reference by a factor of θ
due to our conventions of aˆ and α), we have
TrW (ω) = Tr
(
e
1
θ
(ωaˆ†−ω¯aˆ)
)
=
∫
d2α (piθ)−1 〈α| e 1θ (ωaˆ†−ω¯aˆ) |α〉
=
∫
d2α (piθ)−1 〈α| e 1θωaˆ†e− 1θ ω¯aˆe− 12θωω¯ |α〉 =
∫
d2α (piθ)−1e
1
θ
ωα¯e−
1
θ
ω¯αe−
1
2θ
ωω¯
= e−
1
2θ
ωω¯ (piθ)−1
∫
d2α e
2i
θ
(ω2α1−ω1α2) = e−
1
2
ωω¯ 4pi
θ
δ(2)(2ω/θ) = piθδ(2)(ω)
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Appendix C
Twisted action of the Lorentz
generators
In this appendix we compute the explicit expression of ∆F(Mµν), and with
the help of that expression we will compute the twisted action of Mµν on the
commutator [xρ, xσ]?.
Note that the commutator [Pα,Mµν ] commutes with Pα, so we can use
the following well known property
[f(Pα),Mµν ] = f
′(Pα)[Pα,Mµν ]
Using this we have∗
[P n1 P
m
2 ,Mµν ] = P
n
1 [P
m
2 ,Mµν ] + [P
n
1 ,Mµν ]P
m
2
= P n1
d
dP2
Pm2 [P2,Mµν ] + [P1,Mµν ]
d
dP1
P n1 P
m
2
=
∂
∂P2
(P n1 P
m
2 )[P2,Mµν ] +
∂
∂P1
(P n1 P
m
2 )[P1,Mµν ]
or in general we have
[η(P1, P2),Mµν ] = ∂2η[P2,Mµν ] + ∂1η[P1,Mµν ]
where
∂µη =
∂η(x1, x2)
∂xµ
∣∣∣∣∣
(x1,x2)=(Pˆ1,Pˆ2)
.
∗Note that we abuse of notation. We omit the hat in the operators Pˆµ, and by dPnµ /dPµ
we mean dxn/dx|x=Pˆµ
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In a similar way we can compute the commutator [η¯(1 ⊗ P + P ⊗ 1), 1 ⊗
Mµν +Mµν ⊗ 1]. Using the following commutator
[Pµ ⊗ 1 + 1⊗ Pµ, 1⊗Mµν ] = 1⊗ [Pµ,Mµν ]
and the fact that it commutes with Pµ ⊗ 1 + 1 ⊗ Pµ, we can easily see that
we have
[η¯(1⊗ P + P ⊗ 1), 1⊗Mµν ] =
∂1η¯|(1⊗P+P⊗1)(1⊗ [P1,Mµν ]) + ∂2η¯|(1⊗P+P⊗1)(1⊗ [P2,Mµν ])
and an equivalent result for the commutator with Mµν ⊗ 1. So we finally
have, for B = −η¯(P )⊗1−1⊗ η¯(P )+ η¯(1⊗P +P ⊗1)+ iθ
2
(P1⊗P2−P2⊗P1)
and C = ∆(X) = 1⊗Mµν +Mµν ⊗ 1, the following commutator†
[B,C] =− [η¯(P )⊗ 1,Mµν ⊗ 1]− [1⊗ η¯(P ), 1⊗Mµν ]
+ [η¯(1⊗ P + P ⊗ 1), 1⊗Mµν +Mµν ⊗ 1]
+ [
iθ
2
(P1 ⊗ P2 − P2 ⊗ P1), 1⊗Mµν +Mµν ⊗ 1]
=− (∂2η¯[P2,Mµν ] + ∂1η¯[P1,Mµν ])⊗ 1
− 1⊗ (∂2η¯[P2,Mµν ] + ∂1η¯[P1,Mµν ])
+ ∂1η¯|(1⊗P+P⊗1)(1⊗ [P1,Mµν ]) + ∂2η¯|(1⊗P+P⊗1)(1⊗ [P2,Mµν ])
+ ∂1η¯|(1⊗P+P⊗1)([P1,Mµν ]⊗ 1) + ∂2η¯|(1⊗P+P⊗1)([P2,Mµν ]⊗ 1)
− θ
αβ
2
((ηαµPν − ηανPµ)⊗ Pβ + Pα ⊗ (ηβµPν − ηβνPµ)). (C.1)
Note that, given that the commutator [Pα,Mµν ] depends just on the momen-
tum operators, then the commutator [B,C] depends just on the momentum
operators as well. From this, and the fact that the operator B is also written
just in terms of momentum operators, we have that [B, [B,C]]. This means
that the sum in equation (4.25) stops at n = 1, to the final expression of
∆F(Mµν) is given by
∆F(Mµν) = 1⊗Mµν +Mµν ⊗ 1 + [B,C]
where [B,C] is given in equation (C.1). Once having this, we can compute
the action of Mµν on the monomial xρ ? xσ
Mµν(xρ ? xσ) = m? ◦∆F(Mµν)(xρ ⊗ xσ)
†Do not confuse the metric ηµν with the η functions of the star product
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The action of the first two terms 1⊗Mµν +Mµν ⊗ 1 can be easily seen to be
(1⊗Mµν+Mµν⊗1)(xρ⊗xσ) = i(ηνσxρ⊗xµ−ηµσxρ⊗xν+ηνρxµ⊗xσ−ηµρxν⊗xσ)
(C.2)
To compute the action of [B,C], let us expand the η¯ function as η¯(x1, x2) =∑
i,j aijx
i
1x
j
2, where, as we said before, the terms a00, a01 and a10 are zero.
This means that all the terms in the expansion of ∂µη¯ have at least one
partial derivative, so the action of the first two terms in the expression (C.1)
on xρ ⊗ xσ are zero. In order to compute the action of the third and forth
terms on xρ ⊗ xσ, is is clear that we need to expand the η¯ function up to
second order so that the expansion of ∂µη¯ will have, at most, derivatives of
order one, i.e. we need
η¯(x1, x2) = a1,1x1x2 + a0,2x
2
2 + a2,0x
2
1
which gives
∂¯1η(x1, x2) = a1,1x2 + 2a2,0x1
∂¯2η(x1, x2) = a1,1x1 + 2a0,2x2
From this, we can see that the action of the third and fourth terms of the
expression (C.1) on xρ ⊗ xσ are respectively given by
[(a1,1P2 ⊗ 1 + 2a2,0P1 ⊗ 1)(1⊗ [P1,Mµν ])+
(a1,1P1 ⊗ 1 + 2a0,2P2 ⊗ 1)(1⊗ [P2,Mµν ])](xρ ⊗ xσ)
= i[a1,1η2ρ ⊗ (ην1ηµσ − ηµ1ηνσ) + 2a2,0η1ρ ⊗ (ην1ηµσ − ηµ1ηνσ)+
a1,1η1ρ ⊗ (ην2ηµσ − ηµ2ηνσ) + 2a0,2η2ρ ⊗ (ην2ηµσ − ηµ2ηνσ)] (C.3)
and
[(a1,11⊗ P2 + 2a2,01⊗ P1)([P1,Mµν ]⊗ 1)+
(a1,11⊗ P1 + 2a0,21⊗ P2)([P2,Mµν ]⊗ 1)](xρ ⊗ xσ)
= i[(ην1ηµρ − ηµ1ηνρ)⊗ a1,1η2σ + (ην1ηµρ − ηµ1ηνρ)⊗ 2a2,0η1σ+
(ην2ηµρ − ηµ2ηνρ)⊗ a1,1η1σ + (ην2ηµρ − ηµ2ηνρ)⊗ 2a0,2η2σ] (C.4)
Finally, the action of the last term of (C.1) is given by
−θ
αβ
2
((ηαµPν − ηανPµ)⊗ Pβ + Pα ⊗ (ηβµPν − ηβνPµ))(xρ ⊗ xσ)
=
θαβ
2
((ηαµηνρ − ηανηµρ)⊗ ηβσ + ηαρ ⊗ (ηβµηνσ − ηβνηµσ))
=
1
2
(θµσηνρ − θνσηµρ + θρµηνσ − θρνηµσ)(1⊗ 1) (C.5)
51
Combining the expressions (C.2), (C.3), (C.4) and (C.5) we get
Mµν(xρ ? xσ) = i(ηνσxρ ? xµ − ηµσxρ ? xν + ηνρxµ ? xσ − ηµρxν ? xσ)
+
1
2
(θµσηνρ − θνσηµρ + θρµηνσ − θρνηµσ)
+i[a1,1(η2ρην1ηµσ − η2ρηµ1ηνσ + η1ρην2ηµσ − η1ρηµ2ηνσ
+ην1ηµρη2σ − ηµ1ηνρη2σ + ην2ηµρη1σ − ηµ2ηνρη1σ)
+2a2,0(η1ρην1ηµσ − η1ρηµ1ηνσ + ην1ηµρη1σ − ηµ1ηνρη1σ)
+2a0,2(η2ρην2ηµσ − η2ρηµ2ηνσ + ην2ηµρη2σ − ηµ2ηνρη2σ)]
Note that if Mµν acts on the commutator [xρ, xσ]?, all the terms inside the
square brackets of the previous expression will cancel with the corresponding
terms of Mµν(xσ ? xρ), so we have
Mµν([xρ, xσ]?) =i(ηνσ[xρ, xµ]? − ηµσ[xρ, xν ]? + ηνρ[xµ, xσ]? − ηµρ[xν , xσ]?)
+
1
2
(θµσηνρ − θνσηµρ + θρµηνσ − θρνηµσ)
− 1
2
(θµρηνσ − θνρηµσ + θσµηνρ − θσνηµρ)
=iηνσ([xρ, xµ]? − iθρµ)− iηµσ([xρ, xν ]? − iθρν)
+ iηνρ([xµ, xσ]? − iθµσ)− iηµρ([xν , xσ]? − iθνσ) = 0.
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