Abstract: Gray Level Co-Occurrence Matrix (GLCM), as a measure of spatial features has been used as supplemental information to improve image classification accuracy for lithological recognition. Window size is an important parameter for texture extraction, which will affect the extracted texture results. Besides, the existence of mixed pixels in image usually causes errors in test samples, which significantly influences the credibility of accuracy assessment. Thus, this paper proposes a lithological classification method combined with optimal texture window size selection and test sample purification. Firstly, optimal window size pre-estimated based on semivariogram was used to calculated GLCM texture of image. Secondly, based on multidimensional textural and spectral features, a support vector machine (SVM) classifier was employed to classify the image. Thirdly, using the proposed sample purification method and textural features of image, sample purification rules were created based on attribute coherence to remove the test sample points that conflicted with the rules. Finally, the validity of the semivariogram-based texture extraction window selection was verified by classifications based on Angular Second Moment (ASM) of different window sizes combined with spectral features. Also, the accuracies between different combinations of classifications were assessed by test samples with and without sample purification. Experimental results show that the pre-estimated texture window size can guarantee a classification result with high classification accuracy for lithological classification. The results also demonstrated that the accuracy of lithological classification based on spectral features and ASM textural features was the highest. The overall lithological classification accuracy and kappa value, without sample purification selected by stratified sampling, were respectively 87.4% and 0.84, however those with sample purification were respectively 88.01% and 0.85. The results show that the proposed method is capable of yielding more reliable lithostratigraphic identification.
Introduction
Lithostratigraphic classification is one of the most common fields in geology for application of remote sensing. Many studies have demonstrated that exploiting the spectral characteristics of minerals and rocks can effectively accomplish lithostratigraphic identification and mineral detection. The lithological information extraction approaches, based on spectral features, mainly focus on the conversion and enhancement of spectral features. These approaches include principal component analysis (PCA), matched-filtering, spectral angle mapping (SAM), band gap ratio (BR), relative absorption band depth (RBD), false color composite (FCC), and combinations of these methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . For example, based on visible light nearinfrared (VNIR) and short-wave infrared (SWIR) bands of ASTER data, using the matching-filter, can identify limestone and dolomite; whereas the quartz rock and carbonate rocks can easily be identified through using the thermal infrared band (TIR) [11] .
Due to local changes in mineral composition, terrain, vegetation cover, weathering, and other factors, spectral features within the same lithology category may have significant differences, and different rock types may have similar spectral features. Therefore, using only spectral features from the image for lithostratigraphic classification may limit accuracy. Thus, numerous studies have tried to add texture information for lithostratigraphic recognition to achieve higher accuracy. Texture feature is a visual feature that reflects the homogeneity of the image without depending on color or brightness, which are internal features of object surface [12] . Texture features contain important information about the organization of an object's surface structure and contacts of the object with its surrounding environment [13] . Existing studies have shown that image texture features incorporated into lithostratigraphic classification can effectively improve classification accuracy [14] [15] [16] [17] [18] [19] . Very accurate results in lithostratigraphic classification achieved when spectral features and Gray Level Co-Occurrence Matrix (GLCM) textural features were used together as noted by Mather et al. [20] . Subsequent studies also demonstrated the usefulness of GLCM for lithostratigraphic classification.
Window size is an important parameter for texture extraction process, too large or too small size will not be ideal for texture extraction. Semivariogram is a function of the distance between samples and the semivariance of samples. This feature spatially represents a spatial autocorrelation, reflected the spatial relationship between pixels on the image. The semivariogram method has been widely used to scale selection of remote sensing image segmentation [21] . In this paper, the optimal texture window size is estimated using semivariance, and the effectiveness of the method is verified by taking classification based on ASM of different window sizes and spectral features as an example.
Selecting an appropriate classification algorithm is an important step in determining the overall classification success [22] . Support vector machine (SVM), a nonparametric classifier, is a good performance classifier with the ability to handle multiple effective image features even though the sample size is small [22] . The known effective SVM algorithm can be applied to highdimensional data to avoid dimension issues. Moreover, the categories of seven rocks are linearly unseparable in feature space, many lithostratigraphic classification studies have demonstrated that the SVM classifier has good lithostratigraphic identification and classification performance [23] [24] [25] [26] [27] [28] [29] [30] [31] . In this study, because we attempt to combine multiple spectral and textural features for lithostratigraphic classification, the SVM algorithm is an appropriate selection.
Remote sensing image classification accuracy assessment is an absolutely necessary link in remote sensing classification technology. Accuracy assessment can effectively evaluate the classifier, and can also provide the final evaluation of image classification results [32] . Accuracy assessment can also provide an evaluation of the quality of classification for users [33] , and therefore has important significance for application in remote sensing classification. Numerous researchers have studied remote sensing image classification accuracy assessments. Currently, the factors that affect accuracy assessment include three aspects: sampling design, reference data, and evaluation parameters [34] . Among them, sampling design is the most critical aspect, which not only determines the cost of the accuracy assessment, but also constitutes the basis of the accuracy assessment [35] [36] [37] . The reference data, mainly confined to reality and cost, will affect the quality of the test samples. The widely-used evaluation parameters contain overall accuracy (OA), kappa coefficient, producer's accuracy (PA), and user's accuracy (UA). In addition, Pontius and Millones [38] have proposed two evaluation parameters, quantity disagreement and allocation disagreement, that can describe the information in a confusion matrix and express classification accuracy better. These evaluation parameters are outputs of the confusion matrix.
Sampling design has a significant influence on deriving the confusion matrix. The sampling design process needs to consider three parts: sampling unit, sample set size, and sampling method [36] . The sampling unit contains point and polygon units. The sample set size means the number of test samples will affect the accuracy assessment results [39] [40] [41] . The sampling method includes simple random, stratified, and systematic sampling [40, 42] . In the process of selecting test samples, the existence of mixed pixels in the image and artificial error may cause misclassified samples, so that test samples may have errors. In the process of accuracy assessment, however, the error in test samples is often neglected, and all the errors are associated to classification error, which makes the assessment results unreliable. Therefore, this paper suggests that before accuracy assessment, test samples should be purified to reduce this error, which will make assessment results more objective and unbiased. This paper uses semivariogram to pre-estimate the optimal window size for texture extraction and notes a key problem in an accuracy assessment program, the quality of test samples, and subsequently proposes a method which depends on the feature information to purify test samples and reduce its error. The effectiveness of optimal texture window size selection method and test sample purification technique are verified by experiments. This study used the Landsat 8 operational land imager (OLI) data, which can recognize rocks well [19, [43] [44] [45] and can be obtained free from the United States Geological Survey (USGS) and Earth Resources Observation and Science (EROS) data [46] .
Methodology

Workflow of Lithostratigraphic Classification
The workflow for this method comprises several stages shown in Figure 1 . The main stages are: semivariogram based optimal texture window size selection, GLCM based textural features extraction, SVM based lithostratigraphic classification, test sample set size calculation and selection, sample purification rules creation based on textural information of training samples and purified test samples, accuracy assessment based on test samples with sample purification, and results analysis. 
Semivariogram-based Window Size Selection for Texture Extraction
The semivariogram proposed by Matheron [47] is a spatial statistical method. The semivariogram can show how the variance of a variable varies with different sampling intervals on one image, which can represent the degree or scale of spatial variability. Semivariance (h) is determined by Equation (1) [21] .
where h is the lag (or spatial sampling interval) and is a vector in both distance and direction because of the existence of anisotropy. X(i) is a sample value at location i, and X(i+h) is another sample value separated from X(i) with the sample interval h. N(h) is the total amount of pairs of X(i) and X(i+h).
The increasing and second derivative of semivariance are calculated from Equation (2) [21] and (3) [21] respectively. 
Principles of Textural Feature Expression Based on GLCM
GLCM is a common method for describing texture by studying the spatial correlation of pixel gray. As a statistical method, it has been widely used to extract the features of texture statistics from images. Based on GLCM, Haralick [13] proposes 14 textural features to extract from the texture statistics of images. Commonly used features for lithostratigraphic classification include Angular Second Moment (ASM), Homogeneity (Homo), Entropy (Ent), Correlation (Cor), and Contrast (Con) [48, 49] . In this study, taking into account the time consumption, four important features, ASM, Ent, Cor, and Con, are selected for extracting textural features of the study area. ASM, known as Uniformity or Energy, is the sum of squares of the elements value in the GLCM [48] . It reflects gray scale distribution uniformity and texture roughness of the image [50] . ASM is high when the image is a uniform and regularly changing texture pattern. ASM is extracted by Equation (4) [51] .
Ent, determined by Equation (5) [48] , shows the complexity of the image [50] . The higher the Ent, the more complex image [48] .
Cor, calculated by Equation (6) [48] , measures the dependency of grey levels in the row or column direction [15] . Therefore, it reflects the correlation between local grey levels [52] . Cor is high when grey levels of an image are even [50] .
Con, extracted by Equation (7) [51], measures the distribution of values in the GLCM and local changes in the image [15] . It reflects the clarity of the image and the depth of the textural grooves [53] . Con is high when the textural groove is deep, and the image is clear; the Con is low when the textural groove is shallow, and the image is fuzzy [50] .
Where P(i,j|d,θ) is a GLCM with step size d and angle θ, (i, j) means position. µx, µy, σx, and σy are the means and standard deviations of rows and columns. For this paper, the step sizes of one and direction of 45 ∘ were set for computing the P(i,j|d,θ). The window size is selected by semivarogram. Then, according to Equations (4)- (7), ASM, Ent, Cor, and Con can be extracted.
Support Vector Machine Classifier
The SVM studied by Vapnik et al. [54] [55] [56] [57] is a supervised machine learning algorithm which is based on statistical learning theory. The SVM seeks a hyperplane that satisfies the classification requirements, and ensures the distance between the training data and hyperplane is as far as possible. The learning strategy of SVM is through interval maximization, which is applied to convex quadratic programming problem solving. The rationale of SVM can be summarized as follows [58]:
1. Map the points in low-dimensional space into highdimensional space based on the kernel function, so that they become linearly separable. 2. Use the principle of linear division to determine the optimal hyperplane which can separate the two classes correctly, and the classification margin is at the maximum. The classification margin is the gap between the hyperplane and the closest training samples. The closest training samples are support vectors.
The optimal classification function is [58] :
where 
Accuracy Assessment Combining Test Sample Purification
Sample Set Size
For simple random sampling, an appropriate test sample size could be estimated by Equation (9) [59] .
where O is the estimated overall accuracy that we expect to achieve, z is the value from the standard normal distribution corresponding to the confidence level (z = 1.96 corresponding to a 95 % confidence level, z = 1.645 corresponding to a 90 % confidence level) and d is the allowable range of error for the confidence interval of O.
For stratified sampling, we assumed the sampling cost of every class is the same, and an appropriate test sample size could be calculated from Equation (10) [59] and (11) [59] .
where
where N is the number of pixels in the study area, S(Ô) is the standard error of the targeting overall accuracy, W i is the occupied ratio of area by class i, S i is the standard deviation of class i, calculated from Equation (11), and U i is the user's accuracy of class i.
Sample Purification
A confusion matrix based on good test samples could more objectively depict classification accuracy. Therefore, before using test samples to assess accuracy, sample purification of test samples is necessary to ensure the credibility of the lithostratigraphic classification accuracy. The method of sample purification is based on attribute coherence, which means for the same class the test samples would have similar properties as the training data. The attribute contains both spectral and textural features. Therefore, it is necessary to select appropriate attributes to identify different classes.
The method used to establish sample purification rules are:
where P ij is the sample purification rule of class i based on feature j, i and j represent different classes and different features, Test_F ij and Training_F ij mean the value of feature j for test sample and training sample of class i. The min(Training_F ij ) and max(Training_F ij ) represent minimum and maximum values of feature j for the training sample of class i. Features contain spectral and textural features in this method. For training samples of class i, if its median value of feature j is the largest and the gap between the other categories is also the largest, we will use Equation (12) to obtain P i j ; conversely, if the median value of feature j is the smallest and the gap between the other categories is also the largest, Equation (13) will be applied to derive P i j . In addition, the rest of the classes correspond to Equations (12) and (13) .
The process of sample purification is as follows: 1. Compute the features information for training samples of each class, and draw a chart based on the median values of the features; 2. According to the chart, determine to use either Equation (12) or Equation (13) to create and establish sample purification rules;
3. Purify the test samples, according to the rules derived from step two to exclude the sample points that conflict with the rules.
Study Area and Data
Study Area
The study area (Figure 2) 
Data and Data Pre-processing
The image used in the present study was acquired by Landsat 8 OLI on July 30, 2013. The data (LC81480322013211LGN00), was provided by USGS EROS data center [46] . The image has 0.75% of cloud cover, which mainly concentrated in the upper corner. There- fore, no cloud was presented in the image of study area, as shown in Figure 4 . Figure 4 shows the false color composition of the study area. The study uses the multispectral and panchromatic data of the image, which are detailed in Table 2 . The images we obtained are Level-1 digital number data products that have been radiometrically and geometrically corrected by USGS. The images were processed as follows: 1. Radiometric calibration was conducted for VNIR-SWIR images to acquire the top of atmosphere reflectance data. 2. FLAASH atmospheric correction with the MidLatitude Summer atmospheric model and the rural aerosol model were conducted for the top of atmosphere reflectance data to acquire the surface reflectance data. 3. For ease of visually interpretation and enhancing the separability between different category, the surface reflectance data were fused with the panchromatic band by Gram-Schmidt Pan Sharpening. 4. C-correction, a topographic correction method based on the linear relationship between the image pixels and the cosine of the solar relative incidence angle [61] , was conducted for the images to remove the shadows effect. ASTGTM DEM ( Figure 5 ) with 30 m spatial resolution was used in Topographic Correction process.
After data pre-processing, the fused VNIR-SWIR bands were used to extract texture features. All the procedures of data processing in this section were conducted in ENVI 5.1.
Vegetation Elimination in Remote Sensing Images
A small amount of vegetation was present in the used image, which needs to be considered, as shown in Figure 4 . In this figure, the vegetation is shown in magenta. The texture features are described based on the spatial variability associated with the digital number (DN) of the local pixels. Therefore, the vegetation in the image will hide or dam- age the texture information. In order to remove vegetation, Equation (14) [62, 63] was used to calculate the normalized difference vegetation index (NDVI). In this paper, the NDVI threshold is set to 0.3, marking off the vegetation pixels, which in Figure 6 is green. 
Experiments
Window Size Selection for Texture Extraction
As shown in Figure 7 (a), the representative sampling area with a size of 600 × 600 pixels is used for calculating semivariance in this experiment. In order to accurately reflect the variation of semivariance along the spatial sampling distance, the lags are set from 3 to 45, and the step of the lag is set as 2. Band 6 with the largest standard deviation, contains the maximum amount of information. To reduce the amount of computation, the semivariograms in the horizontal and vertical directions are calculated by band 6 of 
Spatial Textural Feature Analysis
Spatial Textural Feature Extraction
According to Figure 8 , the texture extraction window size of 31 × 31 is used for extracting Ent, Cor, and Con. According to seven bands of Landsat 8 data, four textural features of GLCM, ASM, Ent, Cor, and Con, were calculated to obtain 28 texture images. In order to study the effectiveness of the different texture images for lithostratigraphic identification and create sample purification rules, the texture values of the training samples were extracted from the texture images. The median texture value of each category is shown in Figure 9 . Figure 9 provides the following information: 1. The ASM feature distinguishes Q 3−4 from other rock types well, and the value calculated from band 5 is largest. Q 3−4 is generally larger on ASM values, which may be because its texture is more uniform and regular-changing than other rock types. 2. N 2 has the highest Ent value, which indicates its surface is most complex. Q 3−4 has the lowest Ent, TF5, and TF6 values, which means it is simpler than other rocks. 3. The Cor feature can separate Q 1 from other rocks. The
Cor values of Q 1 are relatively small, which means Q 1 has a small local correlation on the image. Cor values curves of S and Q 3−4 fluctuate greatly, which may due to the fact that texture images derived from different bands have a variable effect on rock identification [19] . 4. N 2 shows a significant difference in the Con feature compared to other rock types, which may result from its deep textural trench. From TF1 to TF7, between the Con values, there is an obvious difference between Є-O and C-P, and the between S, D, and Q 1 .
In short, the application of GLCM textural features to the classification process can help improve the separation of different rock types. For the same texture, the texture images obtained from different bands have different sensitivities for rock identification. The different textures calculated in the same band have different sensitivities for lithostratigraphic identification as well. For example, an ASM image derived from band 5 distinguishes Q 3−4 from other rock types, however, Ent and Con images calculated from band 5 separate N 2 well. Overall, different texture images have abilities to identify different rocks.
Feature Selection
In this paper, we treat seven spectral bands as a whole, for ASM, Ent, Cor, and Con also. Then, the spectral and texture are combined in the SVM classifier for lithostratigraphic classification. As shown in Table 3 , a total of 15 combinations of spectral and texture features are possible. Optimum Index Factor (OIF) [64] is calculated for combinations in Series 2 and Series 3 to select the optimal com- binations. The correlation between band 1 and the texture features, with the standard deviation of them, is used to calculate the index. The correlation matrix between band 1 and the texture features calculated from band 1 is presented in Table 4 . In Series 2, SF+ Ent+ Con has the largest OIF value, and the second largest is SF+ Cor+ Con. For Series 3, the optimal combination is selected by calculating the OIF index of texture feature combinations. For example, for SF+ ASM+ Ent+ Cor, we calculate the OIF index of ASM+ Ent+ Cor. And Ent+ Cor+ Con has the largest OIF value. Therefore, based on band 1, optimal selection of Series 2 and Series 3 are respectively SF+ Ent+ Con and SF+ Ent+ Cor+ Con. Wei et al. [19] demonstrated that using textural features extracted from multiple spectral bands has a better performance than that from a single spectral band to aid spectral information for lithostratigraphic classification. Hence, combinations of spectral and texture features for lithostratigraphic classification is shown in Table 5 .
Lithostratigraphic Classification
There are seven rock types in the study area including Є-O, S, D, C-P, N 2 , Q 1 , and Q 3−4 , detailed in Table 1 . The training sample amounts of each rock type are displayed in Table 6 .
The training samples of these rocks were selected based mainly on the reference map. Based on GLCM, four features, including ASM, Ent, Cor, and Con, were extracted. In this paper, a SVM classifier was used to classify the combinations of texture and spectral images. The combinations of texture and spectral images classified by SVM are: spectral features (SF), SF+ASM, SF+Ent, SF+Cor, SF+Con, SF+ Ent+Con, SF+Ent+Cor+Con and SF+ASM+Ent+Cor+Con, as shown in Table 5 .
Accuracy Assessment Combining
Sample Purification
Calculation of Sample Set Size
Before application, classification maps constructed from images should be assessed for accuracy [34] . An accuracy assessment process begins with sampling design. The first step in sample design is to calculate sample set size for the test samples. With z = 1.96, O = 0.74, and d = ±5 %, the resulting sample set size from Equation (9) is n = 295, marked as sample A1. Dependent on sample A1, the first accuracy assessment is carried out, and the mean user's accuracies (U i ) are shown in Table 7 .
Because N is adequately large (exceeding six million pixels in this study), for Equation (10), the second item in the denominator can be neglected. Once n is defined, proportional allocation [65] can be used to determine the sample size per strata in this paper. In addition, the stratified sampling [42, [66] [67] [68] strategy is employed and systematic sampling [36, 59 ] is then applied for every class. In this research, test samples select from the entire original image with step sizes of 80 pixels row by row and column by column. Table 7 provides information that is needed to calculate sample set size from Equation (10) . Among them, the mapped area proportions (W i ) is the mean of all classification results. Based on Table 7 , specified S(Ô) for 0.01, the sample set size calculated from Equation (10) is n = 1246, marked as sample B1. n is the overall sample set size. The allocation of the number of samples per class was determined by proportion, detailed in Table 8 . When we applied sample purification rules (Table 9) to samples A1 and B1, we derived sample A2 and B2, detailed in Table 8 .
Creation of Sample Purification Rules
According to problems that were mentioned in Section 1, test sample purification was implemented to improve the reliability of classification accuracy. Based on Section 2.5.2, Section 4.2, and ranges of ASM, Ent, Cor, and Con values, sample purification rules were created, detailed in Table 9 . Table 9 : Sample purification rules.
TF1-7>0.01 TF5-6<5.5 --
Discussion
Verification of Texture Window Size Selection Method Based on Semivariogram
To verify the effectiveness of the semivariogram-based texture extraction window selection method, different ASMs with different window sizes combined with spectral features are classified by SVM. To reduce computation of verification, ASM extractions are based on window size from 5 × 5 to 41 × 41 with a step of 6. To maintain the comparability between different classification results, the training and test sample sets were the same. The test sample set used is sample B2. Table 10 demonstrates the overall accuracies (OA) and kappa with different ASM window sizes in SVM based supervised classifications. Table 10 shows the change in OA and Kappa with the change of ASM extraction window in SVM classifications. The highest OA is 88.09% corresponding to the texture extraction window of 23 × 23, which is just one of the preestimated window sizes. The second highest OA is 88.01% corresponding to the texture extraction window of 29 × 29, which is very close to the pre-estimated window of 31 × 31. The experiment results verified that the spatial statisticsbased texture window size pre-estimation is effective. Figure 10 shows the OA and kappa of different combinations derived from test samples A1, A2, B1, and B2. As shown in the figure, the OA and Kappa obtained from the four test samples are different for the same classification result. The differences between samples A1 and B1, or samples A2 and B2 may result from the difference of sample set size and sampling method. For accuracies derived from samples A1 and A2, or samples B1 and B2, the difference may due to sample purification. The OA and Kappa derived from test samples with sample purification are higher than original test samples, because the error in the test samples that have been purified is smaller than those that have not.
Benefit of Sample Purification
The error of test sample will reduce classification accuracy. After sample purification, the error of samples A2 and B2 is smaller than original test samples. Accuracies based on samples A2 and B2, which reduced the error of test samples, is more precise than that based on original test samples. The overall accuracies (OA) and kappa of different combinations derived from test samples A1, A2, B1, and B2: (a) OA curves; (b) kappa curves. Sample A1 and B1 are the original sample set selected by simple random sampling and stratified sampling, sample A2 and B2 are the sample set with sample purification selected by simple random sampling and stratified sampling. Ci is the different combinations classified by SVM, detailed in Table 5 . Table 11 demonstrates the PA and UA of different classifications obtained from samples B1. Table 12 shows the PA and UA of different classifications obtained from samples B2. By analyzing Table 11 and 12, it can be explicitly seen that UA and PA for lithostratigraphic classification have been improved when the ASM feature is added. Regardless of whether the texture features were added or not, the recognition accuracies of S and D is relatively high. This may be due to their prominent color features. When combined with texture features, the recognition accuracy of Є-O and Q 3−4 is significantly improved. It may result from their different s urface r oughness, w hich w ould assist rock. For C-P and N 2 , their texture features are similar to Q 1 , and the spectral characteristics of C-P are similar to Є-O, resulted in their poor classification accuracy. Furthermore, besides UA for N 2 and Q 1 , the rest of the features were also improved after the test samples were purified. I n s ummary, l ithostratigraphic c lassification combined with test sample purification i s m ore r eliable for lithostratigraphic identification.
Effect of Texture features for Lithostratigraphic Classification
According to Figures 11 and 12 , it also can be seen that lithostratigraphic classification accuracy has improved when spectral features are combined with textural features, except when the Cor feature is used. We concluded that when the selected suitable textural features are fused with spectral features classification accuracy is improved. In this study area, ASM, Ent, and Con are suitable textural features and Cor is an unsuitable textural feature for lithostratigraphic classification. Accuracy of SF + Ent+ Con is higher than SF+ Ent+ Cor+ Con and SF+ ASM+ Ent+ Con+ Cor, and it may cause by possible conflicts between ASM, Ent, Con, and Cor. The classification results of only spectral features and spectral features fused with different textures are shown in Figure 11 . The error of classification mainly occurs in the boundary of each rock, which is not random. Figure  11C2 is the classification result of SF+ ASM, which is closest to the actual lithostratigraphic distribution. Furthermore, Figure 11C3 and C6 which was respectively the classification results of SF+Ent and SF+ Ent+ Con, is also very close to the reference map. Figure 11C4 , C7, and C8, the classification result of SF+ Cor, SF+ Ent+ Cor, and SF+ Ent+ Cor+ Con, have serious salt and pepper effect. It may result from that Cor feature is not conducive to the separation of rocks. Figure 12 shows the local comparison with reference map, the classification results of spectral features, and of SF+ ASM. In classification results of spectral features and SF+ ASM, recognition of N 2 and C-P are poor. Identification of N 2 and C-P have been improved, and C-P misclassified as Q 1 is also slightly reduced when ASM feature is added. Moreover, recognition of Q 3−4 and Є-O are significantly improved, and Q 3−4 misclassified into Q 1, N 2 , and D is notably reduced, and the internal salt and pepper effect is also obviously reduced. Improved accuracy is obtained when the spectral features and suitable texture feature are integrated in SVM for lithological classification. The accuracy is highest when using SF+ ASM for lithological classification. This can be attributed to two factors. The first factor is that the texture features keeps the separability of objects, as they reveal structure information of objects and their relationship with the surrounding environment in image. The second factor is that there is a large difference in the uniformity of gray distribution or texture thickness between different rocks in the study area, so that SF+ ASM yields the highest classification accuracy.
Conclusions
Remote sensing images provide a wealth of spectral information that can be used for lithostratigraphic classification, but when using only spectral information, classification accuracy is limited. It is practically significant to employ spectral features and suitable textural features with suitable window size to improve classification accuracy. Additionally, in the accuracy assessment, a test sample set is usually regarded as true and accurate. However, it contains error samples. Therefore, sample purification combined within an accuracy assessment can ensure the credibility of accuracy assessment for lithological classification.
Before texture extraction, reasonable window size was pre-estimated by the semivariogram method. Semivariogram method can be used for pre-estimation of optimal texture window size, which is theoretically and practically feasible. Classifications based on ASM of different window sizes combined with spectral features were employed to verify the effectiveness of the semivariogram-based texture extraction window selection method. According to the experimental results, we can conclude that the preestimated extraction window reflects the scale of local structure. Although pre-estimated extraction window size does not absolutely guarantee the highest classification accuracy, it does guarantee an accurate level that is either exactly or close to the optimal accuracy. Secondly, other than the window selection based on post image classification evaluations, this method avoids the time-consuming trial-and-error practice, so that it speeds up the texture extraction procedure. Besides, it is essentially data-driven method and it requires almost no priori knowledge, so it can enhance the efficiency and automatic degree of texture extraction.
In this paper, four sets of test samples, included test samples with and without sample purification respectively, were selected by simple random sampling and stratified sampling to carry out accuracy assessments and comparisons. For one classification task, the results of the accuracy assessment obtained from four test samples were different. The difference in the results between the original test samples selected by simple random sampling and stratified sampling shows that test sample size and sampling method will affect the accuracy assessment results. The results of the accuracy assessment by using the test samples with sample purification were higher than those by using the original test samples. After sample purification, the errors of the test sample were reduced, and the results of the accuracy assessment were more reliable and accurate. The proposed lithostratigraphic classification method combined with test sample purification is meaningful for lithostratigraphic identification.
In this study, the features used for sample purification are not plentiful. Therefore, in the future work, the features should be enriched and the feature selection method should be combined with the process of sample purification rules creation.
