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A central task of auditory systems is the recognition and classification of be-
haviorally relevant signals. The communication signals of many grasshoppers
can be characterized by a species-specific pattern of amplitude modulation,
which is mainly used for species recognition in the context of mate finding.
Additionally, the communication is also of interest with respect to sexual
selection Ð an evaluation of the signalerÕs quality from the signal pattern,
which requires the quantification of subtle variations of the common species-
specific pattern.
The goal of this study was to investigate how amplitude modulated acoustic
signals are represented in the responses of identified 2nd and 3rd order au-
ditory interneurons, particularly, how well they can be discriminated on the
basis of the responses. For this (i) sinusoidal amplitude modulated stimuli
were used and the parameters modulation frequency and modulation depth
were systematically varied, (ii) individual songs of the same species and (iii)
songs with temporal rescaled basic pattern were presented.
Local interneurons can be characterized by: mostly high temporal resolu-
tion capacities, high sensitivity to fluctuations of the signal amplitude as
well as a good distinguishability of sinusoidal amplitude modulated stimuli
and songs on the basis of the spike trains. In ascending interneurons the syn-
chronization to the amplitude modulations decreased, which also appeared
in a reduced discrimination performance. This is caused by an increase of
response variability (jitter of spike timing) but also by distinctive filter prop-
erties of the respective neurons. Neurons on this third processing level exhibit
a greater specialization to particular temporal aspects of the stimulus. This
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Zusammenfassung
Eine wesentliche Aufgabe auditorischer Systeme besteht in der Erkennung
und Klassifikation verhaltensrelevanter Signale. Die akustischen Kommuni-
kationssignale vieler Feldheuschrecken zeichnen sich durch artspezifische Mo-
dulationen der Signalamplitude aus, die im Kontext der Partnerwahl zur
Erkennung der eigenen Art genutzt werden. Die Kommunikation ist jedoch
auch als Basis für sexuelle Selektion von Interesse - einer Abschätzung der
Qualität des Senders anhand der akustischen Signale, welche eine Bewertung
subtiler Variationen der artspezifischen Musters erfordert.
Das Ziel dieser Arbeit bestand darin zu untersuchen, wie amplitudenmo-
dulierte akustische Signale in den Antworten identifizierter auditorischer In-
terneurone der zweiten und dritten Verarbeitungsstufe repräsentiert werden,
insbesondere, wie gut sie anhand dieser Antworten unterscheidbar sind. Dazu
wurden (i) sinusförmig amplitudenmodulierte Stimuli genutzt und die Para-
meter Modulationsfrequenz und Modulationstiefe systematisch variiert, (ii)
individuelle Gesänge der gleichen Art, und (iii) im Grundmuster zeitlich res-
kalierte Gesänge.
Lokale Interneurone zeichneten sich aus durch: ein oft sehr hohes zeitliches
Auflösungsvermögen, hohe Empfindlichkeit gegenüber Schwankungen der Si-
gnalamplitude, sowie gute Unterscheidbarkeit der sinusförmig amplituden-
modulierten Signale und der Gesänge auf der Basis von Spikeantworten. Bei
den aufsteigenden Interneuronen nahm die Fähigkeit zur zeitlichen Ankopp-
lung der Spikes an die Amplitudenmodulationen der Stimuli ab, was sich
auch in deren reduzierter Unterscheidbarkeit äußerte. Ursächlich hierfür war
einerseits die Zunahme der Antwortvariabilität (Jitter der Spikezeitpunkte),
aber auch verstärkt auftretende Filtereigenschaften. Auf dieser dritten Ver-
arbeitungsebene kommt es zu einer stärkeren Spezialisierung auf bestimmte
zeitliche Aspekte des Stimulus, die als Grundlage einer verhaltensrelevanten
viii
Klassifikation von akustischen Signalen interpretiert werden kann.
Schlagwörter:
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Sensorische Systeme sind auf eine korrekte Erkennung verhaltensrelevanter
Signale spezialisiert. Erst eine Klassifikation der Signale ermöglicht es einem
Organismus, sein Überleben und seinen reproduktiven Erfolg zu sichern. Ein
sensorisches System wird dabei gewöhnlich bestimmte Merkmale eines Si-
gnals extrahieren und andere unbeachtet lassen. Welche Merkmale extrahiert
und welche nicht beachtet werden, sollte von dem zugrunde liegenden Ver-
haltenskontext abhängen. Daher sind für das Verständnis der Verarbeitungs-
leistungen eines sensorischen Systems verhaltensrelevante natürliche (oder
naturnahe) Signale von besonderem Interesse.
Natürliche akustische Kommunikationssignale, wie Sprache und Vogelgesän-
ge, zeichnen sich durch eine hohe spektrotemporale Komplexität aus (Chi
et al., 1999; Singh und Theunissen, 2003). Obwohl die Hörorgane von Men-
schen und Vögeln eine exzellente Frequenzunterscheidung ermöglichen, sind
doch auch die zeitlichen Muster der Amplitudenmodulation von entscheide-
ner Bedeutung für die Erkennung von Sprache und Gesängen (Rosen, 1992;
Shannon et al., 1995; Smith et al., 2002) und (Kroodsma und Miller, 1996;
Woolley et al., 2006, 2005). Die Erkennung der Kommunikationssignale ba-
siert bei Fröschen und Insekten, deren Hörorgane nur sehr limitierte Fähig-
3
4keiten zur Frequenzanalyse aufweisen, offenkundig auf der Bewertung der
zeitlichen Muster der Amplitudenmodulationen (Alder und Rose, 2000; Ger-
hardt und Huber, 2002; Hennig et al., 2004). Zwischen verschiedenen zeitli-
chen Mustern zu unterscheiden, ist von besonderer Bedeutung im Kontext
der Partnerwahl. So bilden die artspezifischen akustischen Signale vieler Feld-
heuschrecken im Zusammenhang mit der korrekten Interpretation durch die
Hörbahn des Empfängers eine wesentliche Hybridisierungsbarriere zwischen
verschiedenen sympatrisch vorkommenden Arten (von Helversen und von
Helversen, 1975; Vedenina und von Helversen, 2003; Gottsberger und Mayer,
2007). Die Bewertung der akustischen Signale wird jedoch nicht alleine im
Kontext der Arterkennung diskutiert (Gerhardt und Huber, 2002; von Helver-
sen und von Helversen, 1994). Es stellt sich auch die Frage, inwieweit hierbei
eine sexuelle Selektion wirksam wird. Für eine Abschätzung der Qualität des
Senders, anhand der akustischen Signale, bedarf es einer Bewertung subti-
ler Variationen des arteigenen Signalmusters - sicherlich eine noch weitaus
größere Anforderung als die Ablehnung der Signale anderer Arten.
1.1 Akustische Kommunikation: Partnerwahl
und sexuelle Selektion
Evolutionäre Prozesse haben Verhaltensweisen der akustische Kommunikati-
on geformt, die eine bemerkenswerte Komplexität aufweisen (Bradbury und
Vehrenkamp, 1998). Viele Feldheuschrecken der Gomphocerinae nutzen ein
bidirektionales Kommunikationssystem zur Partnerfindung (Faber, 1953; von
Helversen und von Helversen, 1994): beide Geschlechter partizipieren wech-
selseitig am Kommunikationsprozess. Die Männchen produzieren spontane
Lockgesänge, auf die ein paarungsbereites Weibchen mit einem Gesang ant-
wortet. Diese Antwort erlaubt dem Männchen wiederum, das Weibchen zu
lokalisieren und sich im Laufe eines Wechselsingens phonotaktisch anzunä-
hern, woraufhin es zur Paarung kommen kann. Nach Shannon (1948) kann
jeder Kommunikationsprozess in einen Sender, einen Komunikationskanal





Abbildung 1.1:Muster der Beinbewegungen und des erzeugten Gesangs eines
Männchens von C. biguttulus. Die Männchen dieser Art produzieren Gesänge, die sich
aus einer alternierenden Abfolge von Silben und Pausen zusammensetzen. (Gesang und
Beinbewegungsspruren: Otto von Helversen.)
Die Rolle des Senders wechselt in diesem Kommunikationssystem. Beide Ge-
schlechter produzieren die Gesänge, indem sie eine Feile, die sich an der
Innenseite jedes Hinterbeins befindet, über die Schrillader des Vorderflügels
reiben (Abb. 1.1). Die Stridulationsmuster sind streng artspezifisch (und auch
geschlechtsspezifisch) und spiegeln sich in einem zeitlichen Muster von Am-
plitudenmodulationen wider (Elsner, 1974). Die Frequenzspektren sind hin-
gegen sehr breit und weitaus unspezifischer.
Der Kommunikationskanal wird durch das natürliche Habitat gebildet: wäh-
rend der Übertragung wird das Signal degradiert. Es kann zu Streuungen,
Beugungen und Reflexionen, aber auch zu Interferenzen mit anderen Signalen
kommen. Gleichzeitig wird das Signal stark abgeschwächt, wobei sich dieses
besonders auf hohe Frequenzen auswirkt (Römer und Lewald, 1992; Römer,
1998; Lang, 2000).
Die Leistungen des Empfängers bestehen in der Erkennung dieses art- und
geschlechtspezifischen Gesangs und der Lokalisation des Senders. Viele ver-
schiedene Feldheuschreckenarten, wie etwa C. biguttulus, C. brunneus und
C. mollis, kommen im selben Habitat vor und die korrekte Erkennung des
arteigenen Signals ist von entscheidender Bedeutung für den reproduktiven
Erfolg. Verhaltensversuche haben gezeigt, dass die Erkennungssysteme die-
6ser eng verwandten Arten sehr unterschiedlich sind (von Helversen, 1972; von
Helversen und von Helversen, 1994).
Gleichzeitig erfüllen diese Kommunikationssysteme jedoch auch wesentliche
Voraussetzungen für eine sexuellen Selektion (vgl. Andersson (1994)): Die
Weibchen investieren weitaus mehr in die Gameten als die Männchen. Wäh-
rend der Reproduktionserfolg der Männchen mit der erzielten Zahl der Paa-
rungen zunimmt, wird der Reproduktionserfolg der Weibchen durch die von
ihnen produzierten Gelege und das heißt durch die verfügbaren Energier-
essourcen begrenzt. Aufgrund dieser Asymmetrie sollten sich die Weibchen
vorzugsweise mit Männchen verpaaren, die eine hohe Qualität aufweisen oder
zumindest Männchen einer geringen Qualität ablehnen. In Verhaltensversu-
chen an der Feldheuschrecke C. biguttulus konnte gezeigt werden, dass die
Weibchen dies tatsächlich tun. Männchen, die nur mit einem Hinterbein sin-
gen, werden deutlich seltener zur Paarung zugelassen als zweibeinig singende
Männchen (Kriegbaum, 1989). Auf der Seite der sensorischen Verarbeitung
erfordert dies eine Bewertung feiner Unterschiede: bei einbeinig singenden
Männchen bleiben wesentliche Aspekte des Grundmusters des Gesangs er-
halten, es treten lediglich Lücken einer Dauer von nur 2-3 ms auf.
1.2 Die auditorische Verarbeitung bei Feld-
heuschrecken
Das auditorische System der Heuschrecken ist für eine Analyse der sensori-
schen Verarbeitung aus zwei Gründen besonders geeignet: (i) die relevanten
Stimuli sind gut bekannt und gleichzeitig eng umgrenzt. Spezifische Stimulus-
eigenschaften können im Verhalten getestet werden, wodurch eine enge Ver-
bindung zur neuronalen Verarbeitung hergestellt werden kann (vgl. Ronacher
und Stumpner (1988); Krahe et al. (2002b)). (ii) das System zeichnet sich
mit einigen 100 Neuronen durch eine relative Einfachheit aus (zur Übersicht,
siehe Pollack (1998)), wobei durch eine individuelle Identifizierbarkeit der
Neurone, anhand ihrer morphologischen und physiologischen Eigenschaften,
Mehrfachtests möglich sind. Dadurch können spezifische Zelleigenschaften
7umfassend beschrieben werden (vgl. Stumpner und Ronacher (1991); Stump-
ner et al. (1991)). Die beiden Typanalorgane der Feldheuschrecken befinden
sich seitlich im ersten Abdominalsegment. Die Trommelfelle werden von einer
dünnen Kutikula gebildet auf deren Innenseite die eigentlichen Hörorgane,
die Müller‘schen Organe sitzen (Gray, 1960). Etwa 60 bis 80 Rezeptoren
sind hier über Kapselzellen mit der Membran verbunden und können durch
Schwingungen der Trommelfelle erregt werden. Die Axone der Rezeptoren
projezieren über die beiden auditorischen Nerven in das Metathorakalgan-
glion. Dort verschalten die Rezeptoren ipsilateral auf jeder Hemisphäre des
Ganglions auf etwa 15 lokale Interneurone. Diese werden als vorgeschaltete
Elemente der aufsteigenden Interneurone angesehen (Marquart, 1985a), die
ins Oberschlundganglion aszendieren. Auch die Anzahl der aufsteigenden In-
terneurone ist mit etwa 15 bis 20 Zelltypen in jeder der beiden Hemisphären
relativ begrenzt. Im Oberschlundganglion, wo es zur letztendlichen Erken-
nung und Bewertung des zeitlichen Musters kommt (Ronacher et al., 1986;
Bauer und Helversen, 1987), ist nur sehr wenig über die auditorische Ver-
arbeitung der Signale bekannt. Lediglich einzelne Arbeiten an L. migratoria
zeigten hier sehr vielfältige Antworteigenschaften von allerdings nicht iden-
tifizierten Neuronen (Adam, 1969; Römer und Seikowski, 1985). Während
auf den ersten drei Verarbeitungsebenen eine sehr große Übereinstimmung
hinsichtlich der physiologischen Merkmale zwischen verschiedenen Feldheu-
schreckenarten auftritt, ist eine Übertragbarkeit der Ergebnisse auf dieser
Verarbeitungsebene durch die zu erwartenden artspezifischen Filter nur noch
sehr bedingt möglich.
Für die Neurone der ersten drei Verarbeitungsebenen konnten hingegen schon
eine Vielzahl von physiologischen Merkmalen erfasst werden. Die Rezepto-
ren unterscheiden sich bezüglich ihrer Antwortschwellen, ihrer maximalen
Feuerraten und ihrer Bestfrequenzen. Bei Wanderheuschrecken erfolgte ei-
ne Einteilung entsprechend ihrer Bestfrequenzen und ihrer Position an der
Membran in drei bis vier Typen (Römer (1976); Jacobs et al. (1999); für C.
biguttulus siehe Stumpner (1988)). Zwei bis drei Typen werden als Tiefton-
rezeptoren bezeichnet und reagieren am empfindlichsten auf Frequenzen von
4-8 kHz, ein weiterer Typ, die Hochtonrezeptoren, auf 10-25 kHz. Die Fre-
8quenzempfindlichkeit der Rezeptoren ist damit gut auf den Frequenzgehalt
der Gesänge abgestimmt. Im Vergleich zu Vertebraten ist die Frequenzauf-
lösung jedoch sehr begrenzt, dagegen zeigen die Rezeptoren eine hohes zeit-
liches Auslösungsvermögen der Umhüllenden des Stimulus und gleichzeitig
eine hohe zeitliche Präzision der Spikezeitpunkte (Prinz und Ronacher, 2002;
Rokem et al., 2006). Die minimalen Integrationszeiten der Rezeptoren von
L. migratoria liegen mit unter 1 ms im unteren Bereich der im Verhalten
gemessenen Werte für Vertebraten. Die sehr präzise Wiedergabe schneller
Amplitudenmodulation des Reizes in einer sich schnell ändernden Spikerate
bedingt eine hohe Informationsrate (Machens et al., 2001b; Rokem et al.,
2006). Des weiteren konnte gezeigt werden, dass anhand der Antworten der
Rezeptoren eine nahezu perfekte Unterscheidbarkeit individueller Gesänge
möglich ist (Machens et al., 2003).
Auch einige lokale Interneurone kopieren oder invertieren noch weitgehend
das zeitliche Muster des akustischen Reizes. Andere zeigen komplexere Ant-
worteigenschaften, die auf vielfältigere synaptische Verrechnungen hindeuten
(Römer und Marquart, 1984; Stumpner et al., 1991).
Das Antwortverhalten der aufsteigenden Interneurone ist durch ein kom-
pliziertes Zusammenspiel von exzitatorischen und inhibitorischen Eingän-
gen geprägt, wobei sehr unterschiedliche Antwortmuster, Intensitäts- und
Richtcharakteristiken auftreten. So ist bereits auf dieser Verarbeitungsebene
eine funktionelle Separierung in richtungs- und musterkodierende Neurone
gegeben. Eine parallele Verarbeitung von Richtungs- und Musterinformati-
on konnte zunächst aus den Verhaltensreaktionen geschlossen werden (Hel-
versen, 1984). Die Evidenz, dass diese Trennung bereits auf der Ebene des
Metathorakalganglions vollzogen wird, ergab sich aus Versuchen, bei denen
die Konnektive zwischen Meta- und Mesothorakalganglion durchtrennt wur-
den. Die Tiere beantworteten dauraufhin zwar einen Gesang, reagierten aber
nicht mit einer Drehung (Ronacher et al., 1986). Erst später bestätigten
elektrophysiologische Studien, dass die aufsteigenden Interneurone AN1 und
AN2 eine sehr starke Richtungsabhängigkeit, aber nur eine schwache Kapa-
zität bei der Musterkodierung zeigen (Stumpner und Ronacher, 1994). Für
einzelne musterkodierende Interneurone, wie das AN4, konnten ausgeprägte
9Filtereigenschaften beschrieben werden. Bei diesem Neuron führen in eine
Rauschsilbe eingefügte Lücken einer Dauer von 2 bis 3 ms zu einer nahe-
zu vollständigen Unterdrückung der Spikeantwort (Ronacher und Stumpner,
1988), was sich wiederum mit der Verhaltensbeobachtung einer Ablehnung
eines solchen Musters deckt.
Ein Großteil der bisherigen Erkenntnisse über die auditorische Verarbeitung
auf der Ebene der lokalen und aufsteigenden Interneurone resultieren aus Un-
tersuchungen mit rechteckig amplitudenmoduliertem weißen Rauschen. Auch
im Verhalten beantworten die Weibchen von C. biguttulus diese sehr einfa-
chen Muster gut (insofern die Silben-Pausendauern im arteigenen Filterbe-
reich liegen). In Verhaltensversuchen mit amplitudenmodulierten Silben zei-
gen die Tiere aber trotzdem auch eine ausgeprägte Selektivität hinsichtlich
subtiler zeitlicher Merkmale der Silben, wie etwa der Durchgängigkeit des
Anstiegs der Amplitude am Silbenbeginn (Schmidt et al., 2008), dem Onset-
und Offset-Level der Silben (Balakrishnan et al., 2001; von Helversen et al.,
2004) und der Amplitude am Silbenende (von Helversen, 1979). Aufgrund
der eher komplexen Antworteigenschaften, besonders der aufsteigenden In-
terneurone, ist die Repräsentation amplitudenmodulierter Stimuli und im
besonderen natürlichen Stimuli schwer vorhersagbar. Die Frage, die sich im
speziellen stellt ist, inwieweit Unterschiede zwischen den Gesängen dieser Art
noch ähnlich gut aufgelöst werden können, wie von den Rezeptoren.
1.3 Zielstellung
In dieser Arbeit soll die Unterscheidbarkeit amplitudenmodulierter Signale
anhand der Antworten der Neurone des metathorakalen auditorischen Sys-
tems quantifiziert werden. Dabei steht zunächst die Frage nach den Filte-
reigenschaften der auditorischen Neurone hinsichtlich der Modulationsfre-
quenz und der Einfluss der Modulationstiefe im Vordergrund. Ausgehend
von dieser allgemeinen Charakterisierung soll geprüft werden, inwieweit sich
einzelne Modulationsfrequenzen auf der Grundlage der Antworten der ver-
schiedenen Neurone unterscheiden lassen. Der zusätzliche Einsatz von Ge-
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sängen einer Art ermöglicht eine Beurteilung der Unterscheidbarkeit anhand
von natürlichen Signalen, die relevante statistische Eigenschaften aufweisen
und gleichzeitig untereinander sehr ähnlich sind. Die Fähigkeit noch geringe
Unterschiede zwischen den Stimuli zu detektieren wird durch intrinsisches
Rauschen limitiert, welches sich in einer Antwortvariabilität äußert. Eben-
so können aber auch spezifische Antworteigenschaften einen Einfluss auf die
erreichbare Leistungsfähigkeit haben. Diese Faktoren, sind vergleichend für
die Verarbeitungsebenen und Zelltypen zu prüfen. Neben dem häufig genutz-
ten Modellsystem für elektrophysiologische Studien im auditorischen System
der Heuschrecken, Locusta migratoria, soll auch Chorthippus biguttulus unter-
sucht werden. Die Weibchen dieser Art können mit dem gleichen Stimulus-Set
sowohl im Verhalten und als auch in der Elektrophysiologie getestet werden,








2.1 Versuchstiere und Haltung
Die elektrophysiologischen Versuche wurden an der Wanderheuschrecke Lo-
custa migratoria (Acrididae: Locustinae) und an der einheimischen Feldheu-
schrecke Chorthippus biguttulus (Acrididae:Gomphocerinae) durchgeführt.
2.1.1 Locusta migratoria
Die Wanderheuschrecken wurden als adulte Tiere von kommerziellen Züch-
tern bezogen. Die Haltung erfolgte in Holzkäfigen bei einem Tag-Nacht-
Zyklus von 14 zu 10 Stunden und einer Temperatur von 25◦C. Als Futter
diente eine Mischung aus Haferflocken und Fischfutter (Tetra GmbH).
2.1.2 Chorthippus biguttulus
Die Feldheuschrecken stammten aus Freilandfängen (Populationen bei Berlin
und Göttingen) und aus einer F1-Generation von im Freiland gefangenen Tie-
ren. Für die Nachzucht wurden die Gelege nach einem zweimonatigem Küh-
lungszeitraum in Petrischalen mit feuchtem Granulat (Verticulate Dämm-
stoffe, Deutschland) in Holzkäfige umgelagert und bei 30±2◦C zum Schlupf
gebracht. Die Adulthäutung erfolgte etwa drei Wochen nach dem Schlupf.
Für die Versuche wurden ausschließlich adulte Weibchen verwendet, die von
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den Männchen separiert bei 25 bis 30◦C und einem Tag-Nacht-Zyklus von
16 zu 8 Stunden gehalten wurden. Als Futter dienten verschiedene im natür-
lichen Habitat vorkommende Gräserarten (v.a. Dactylus glomerata, Bromus
erectus erectus; alle 2-3 Tage erneuert) und ein Gemisch aus Grillenfutter
(Nekton) und Fischfutter (Tetra GmbH).
2.2 Präparation
Die Art der Präparation war bei Locusta migratoria und Chorthippus bigut-
tulus identisch.
Den Tieren wurden zunächst die Flügel und Beine, der Kopf und dann die
letzten Abdominalsegmente abgeschnitten, um auch noch den Darm zu ent-
fernen. Ein Wachs-Kolophonium-Gemisch (2:1) diente zur Befestigung der
Bauchseite an einem Halter. Anschließend wurden das Pronotum und die
thoarakalen Tergiten abgetragen. Nach Entfernung eines Diaphragmas, sowie
von Muskel- und Fettgewebe, war die thorakale Ganglienkette frei zugänglich.
Der Torso wurde mit ‚Locusta-Ringer‘(Pearson und Robertson, 1981) gefüllt,
um das Nervensystem physiologisch intakt zu halten. Bei Locusta migratoria
wurden sowohl die Konnektive zu den Abdominalganglien als auch einige seit-
liche Bein- und Flügelnerven des Methatorakalganglions durchtrennt, damit
möglichst wenige Bewegungen des Ganglions während des Versuchs auftra-
ten. Bei Chorthippus biguttulus wurde auf ein Durchtrennen der Konnektive
verzichtet, da die Gefahr die Tracheenblasen zu beschädigen sonst zu groß
war. Bei beiden Präparationen mussten die mesothorakalen seitlichen Sklerite
entfernt und die Konnektive zum Prothorakalganglion durchtrennt werden,
um das Meso- und Metathorakalganglion auf einen von vorne angreifenden




Nach der Präparation wurde der Halter mit dem Tier auf einen vibrati-
onsgedämmten Stahltisch zwischen zwei Lautsprechern positioniert. In den
Tierhalter war ein Peltierelement (Dr. Neumann) integriert , wodurch die
Temperatur des Versuchstieres eingestellt werden konnte. Auf dem Tisch be-
fand sich ein nach vorne offener Faraday-Käfig (120 x 80 x 80 cm). Sowohl
die Innenseite des Käfigs als auch die Stahlplatte des Tischs waren mit refle-
xionsdämmenden Matten aus Schaumstoffprismen (7 x 7 cm) ausgekleidet.
Am Tisch war ein schwenkbares Binokular (Leila Wild MC 3) angeschraubt,
um eine optische Kontrolle der Elektrodenposition zu gewährleisten. Am Bin-
okular war eine Spaltringleuchte (volpi) befestigt, die zur Beleuchtung des
Versuchsobjekts diente. Die Kaltlichtquelle (volpi, Intralux 4000-1) befand
sich außerhalb des Faraday-Käfigs.
2.3.1 Ableitapparatur
Die Glaskappilarelektroden (borosilicate, GC100F-10; Harvard Apparatus
Ltd.) wurden mit einem Elektrodenpuller (Brown-Flaming P-87) gezogen
und mit 3-5% Lucifer Yellow (Sigma-Aldrich) in 0.5 M LiCl gefüllt. Die fer-
tigen Elektroden wurden mittels eines Kunststoffhalters am Mikromanipu-
lator (Leitz) befestigt. Als indifferente Elektrode diente der NiCr-Löffel des
Tierhalters. Das Ableitsignal wurde mit einem Intrazellulärverstärker (SEC-
05LX, NPI Electronic) 10-fach verstärkt und zur Reduzierung hochfrequenter
Störanteile tiefpassgefiltert (10 kHz). Eine optische Kontrolle des Ableitsi-
gnals erfolgte über zwei Oszilloskope (Gould bzw. Hameg) und außerdem
konnte das Signal über einen Verstärker an einen Kopfhörer weitergeleitet
werden. Das Einlesen des Signals erfolgte über eine A/D-Wandlerkarte (PCI-
MIO-16E-1, National Instruments) mit einer Abtastrate von 20 kHz über ein
in LabView geschriebenes Einleseprogram (M. Hennig).
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2.3.2 Akustische Apparatur
Die Ausgabe der digital gespeicherten akustischen Signale wurde mittels eines
in LabView (National Instruments) geschriebenes Programm (M. Hennig)
gesteuert. Das definierte Spannungssignal wurde mit einer Abtastrate von
100-kHz über einen D/A-Wandler (PCI-MIO-16E-1, National Instruments)
zu einem Verstärker (Mercury, 2000, Jensen) und dann zu einem digitalem
dB-Abschwächer (PA5, Tucker-Davis Technologies) weitergeleitet. Das Signal
wurde dann über einen von zwei Lautsprechern (D-28/2, Dynaudio) ausgege-
ben, die rechtwinklig zur Längsachse des Tieres in einer Entfernung von 30 cm
angebracht waren. Das Signal wurde außerdem über die A/D-Wandlerkarte
mit einer Abtastrate von 20 kHz wieder eingelesen, um als zeitliche Referenz
für die Ableitsignale zu dienen.
Zur Eichung der Reizintensität diente ein Messverstärker (Brüel &Kjär, Typ
2231). Über einen angeschlossenen externen Filter (Kemo, VBF 8) wurde
in einem Frequenzbereich von 5-40 kHz die mittlere Intensität in dB SPL
(Ref. 2 · 10−5 N/m2) mit Hilfe eines 1/2“-Mikrophons (Brüel &Kjär, Typ
4133) exakt an der Position des Versuchstieres bestimmt. Der Schalldruck-
pegel wurde dabei anhand eines Dauerrauschsignals (rms) gemessen. Der
Abgleich der Intensitäten zwischen rechtem und linkem Kanal konnte über
das Reizprogramm vorgenommen werden.
2.4 Versuchsdurchführung
Für einen Versuch wurde der Halter mit der Präparation zwischen den Laut-
sprechern mit Knete fixiert und die Temperatur des Präparats mittels des
Peltier Elements auf 30±2◦C gebracht. Die mit Lucifer Yellow gefüllte Elek-
trode wurde dann am Mikromanipulator befestigt und unter optischer Kon-
trolle in der Ringerlösung über dem Metathorakalganglion positioniert. Der
Elektrodenwiderstand betrug im Ringer zwischen 30 bis 80MΩ. Die Ablei-
tungen aller auditorischer Interneurone erfolgten im Bereich des frontalen
auditorischen Neuropils. Durch minimalen langsamen Vortrieb mit dem Mi-
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kromanipulator konnte in Kombination mit leichtem Klopfen auf dessen Aus-
leger die Ganglienhaut durchdrungen werden. Sobald dieses vollbracht war,
wurde ein akustischer Suchreiz ausgegeben (100 ms langes weißes Rauschen,
An- und Abstiegszeit von 2ms). Die Penetration einzelner Zellen wurde durch
härteres kürzeres Klopfen und einen kurzen Vortrieb erreicht. Dabei dienten
die Kopfhörer neben dem über die Oszilloskope ausgegebenen Spannungssi-
gnal als wichtige Orientierungshilfe, um die Nähe zu einer Zelle abschätzen zu
können. Sobald die Aktivität einer Zelle, die eine Reaktion auf den Suchreiz
zeigte, stabil abgeleitet werden konnte, wurden die akustischen Versuchs-
programme gestartet (und die Luft angehalten). Erst im Anschluss an die
physiologischen Messungen erfolgte die Injektion des Fluoreszenzfarbstoffs
Lucifer Yellow durch einen hyperpolarisierenden Strom von 1 bis 8 nA. Die
Dauer der Strominjektion betrug zwischen 2 und 20 Minuten.
2.5 Nach dem Versuch: Aufbereitung des Prä-
parats und morphologische Zuordnung der
Zellen
Nach einem erfolgreichen Experiment wurde das Meso- und Metathorakal-
ganglion herauspräpariert und in 4% Paraformaldehyd für 45 Minuten fixiert.
Anschließend erfolgte eine Dehydrierung in einer aufsteigenden Alkoholreihe
(70, 80, 90, 95, 100% jeweils 10 min), bevor die Ganglien für 10 Minuten
in Methylsalicylate aufgeklart werden konnten. Eine gefärbte Zelle ließ sich
dann unter dem Fluoreszenzmikroskop (Olympus) identifizieren (Römer und
Marquart, 1984; Stumpner, 1988) und außerdem zeichnen.
2.6 Stimulus-Ensembles
Alle Stimuli, mit Ausnahme der Gesänge, wurden mit LabView Programmen
(S. Wohlgemuth) erstellt und in digitaler Form abgespeichert.
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2.6.1 Intensitätskennlinien
Vor dem Start der eigentlichen akustischen Versuchsprotokolle wurde eine
Recht-Links-Intensitätskennlinie (100 ms weißes Rauschen, 30 bis 90dB, in
10dB-Schritten, jeweils 4 Wiederholungen) ausgegeben und aufgezeichnet.
Diese diente zur Bestimmung der Antwortschwelle und der Richtungsabhän-
gigkeit der Zelle. Anschließend wurden die Versuchsreize von der empfindli-
cheren Seite (meist ipsilateral zur Ableitelektrode) getestet.
2.6.2 Sinusförmig amplidudenmodulierte Stimuli
Die sinusförmig amplitudenmodulierten Stimuli (SAM-Stimuli) wiesen Mo-
dulationsfrequenzen von 10, 20, 40, 83, 125, 167, 250, 333 und 500 Hz auf
und Modulationstiefen von 0 (unmoduliertes Rauschen), 12.5, 25, 50 und
100%. Als Träger wurde weißes Rauschen (0.5Ð30 kHz) verwendet. Vor und
nach dem 1 s langen sinusmodulierten Teil befand sich jeweils ein Abschnitt
mit unmoduliertem Rauschen einer Dauer von 200 ms (Abb.2.1). Die Stimuli
wurden 4 mal wiederholt. Einzelne Zellen wurden mit einem 4 s langen SAM-
Stimulus getestet, der ebenfalls in einen unmodulierten Teil eingebettet war.
Die Datenanalyse ließ keine systematischen Unterschiede zwischen den 1 s
und den 4 s Stimuli erkennen. Die Ausgabeintensität der SAM-Stimuli lag
etwa 20 dB über der Antwortschwelle, lediglich bei den Rezeptoren wurden





betrugen 10, 20, 40,
83, 125, 167, 250,



























In der vorliegenden Arbeit wurden zwei Gesangs-Sets1(vgl. Abb. 6.1) getes-
tet: 1. eine zufällige Auswahl von acht Männchengesängen der Art Chor-
thippus biguttulus (Original Gesänge) und 2. zeitlich reskalierte Varianten
dieser acht Gesänge (Reskalierte Gesänge). Die Reskalierung beinhaltete ei-
ne Angleichung der Silbendauern und der Pausendauern auf 80 bzw. 20 ms.
Dazu wurden die Amplitudenmodulationen (AM) der Gesänge mit Hilfe einer
Hilbert-Transformation berechnet und das AM Signal ließ sich dann zeitlich
reskalieren. Außerdem wurden alle Umhüllenden mit dem gleichen Träger-
spektrum gefüllt, welches von einem der Gesänge stammte.
Die Ausgabeintensitäten der Original Gesänge lagen bei 73 dB, die der Res-
kalierten Gesänge betrugen 72-76 dB, wobei eine Messung des Schalldruck-
pegels eine maximale Abweichung zwischen zwei Gesängen von unter 1 dB
ergab. Einzelne Neurone, wie das AN1 und das AN2, antworten bei diesen In-
tensitäten nur sehr schlecht. Bei diesen Zellen lagen die Ausgabeintensitäten
bei 55 bzw. 54 bis 58 dB. Alle Gesänge wurden 8 mal wiederholt.
2.7 Datenanalyse
Die digitalisierten Ableitungen wurden zunächst in ein in LabView 5.0 er-
stelltes Programm (M. Hennig, A. Vogel) eingelesen, um die Spikezeitpunkte
zu bestimmen. Dazu wurde das Ableitungssignal differenziert und über ein
Schwellenkriterium getriggert. Die Listen von Spikezeitpunkten stellten die
Basis für alle weiteren Analysen dar.
1Die Gesänge wurden freundlicherweise von Christian Machens (Humboldt-Universität
zu Berlin) zur Verfügung gestellt und stammten ursprünglich von Dagmar und Otto von




In die Auswertung ging nur die Antwort auf den modulierten Teil der Stimuli
ein, d.h. die ersten 200 ms (Adaptationspuls) und die letzten 200 ms wurden
verworfen.
rMTF
Die Raten-Modulationstransferfunktionen resultieren aus einer Auftragung
der mittleren Spikerate gegenüber der Modulationsfrequenz. Die Spikerate
wurde über Zeitfenster von 500 ms gemittelt und in %, bezogen auf die mitt-
lere Spikerate in Antwort auf den unmodulierten Reiz, dargestellt. Dadurch
sollten die relativen Änderungen der Spikerate zwischen einzelnen Zellen ver-
gleichbarer gemacht werden.
tMTF
Die zeitlichen Modulationstransferfunktionen ergaben sich aus einer Auftra-
gung der Vektorstärke, einem Maß für die zeitliche Ankopplung der Spikes an
die Stimulusperiode, gegenüber der Modulationsfrequenz. Der erste Schritt
zur Berechnung der Vektorstärken bestand in der Erstellung von Perioden-
histogrammen. Dazu wurden die Spikezeitpunktlisten in Zeitfenster zerlegt,
deren Dauer der jeweiligen Periodendauer der Amplitudenmodulation des
Reizes entsprach. Die einzelnen Zeitfenster wurden zeitlich überlagert. Die
resultierenden Periodenhistogramme wiesen stets 18 Klassen auf, was einer
Klassenbreite von 20◦ entspricht. Die minimale Klassenbreite betrug damit
0,11 ms (bei einer Modulationsfrequenz von 500 Hz) und war somit immer
noch mehr als doppelt so groß wie die zeitliche Präzision der Digitalisierung















berechnen. Dabei bezeichnet αi die Zeitpunkte in der Phase des Stimulus, in
der ein Spike auftritt und n die Gesamtzahl der auf einen Reiz hin gebildeten
Spikes. Die Vektorstärke kann nur Werte zwischen 0 und 1 annehmen. Ein
Wert von 0 bedeutet, dass alle Spikes gleichmäßig über die Periode auftreten.
Bei einem Wert von 1 liegen hingegen alle Spikes in einer Klasse - die Zelle
reagiert sehr stark phasengekoppelt. Um die Zuverlässigkeit der Vektorstärke
zu beurteilen, kann Rayleighs z berechnet werden:
z = V S2 ∗ n (2.2)
.
Der z-Wert kann beliebig große Werte annehmen, wobei ein hoher z-Wert
ebenfalls auf eine gute zeitliche Ankopplung hinweist. Als untere Signifikanz-
grenze wurde ein z-Wert von 3 angenommen (Zar, 1984; Gleich und Klump,
1995). Da auch schon die Antworten auf unmodulierte Reize zum Teil z-Werte
von über 3 bedingten, wurde der Signifikanzwert von 3 um den Betrag des
z-Wertes auf den unmodulierten Reiz erhöht.
2.7.2 Kenngrößen der MTF
Aus den Modulationstransferfunktionen lassen sich verschiedene Kenngrößen
ableiten, die sowohl die Stärke als auch die Lage und Breite der Filter erfas-
sen. Diese Kenngrößen wurden ausschließlich aus den MTF extrahiert, bei
denen die zugrunde liegenden Reize eine Modulationstiefe von 100% aufwie-
sen.
Kenngrößen der rMTF
Die Stärke der Änderung der Spikerate (∆Spikerate) bezog sich auf die je-
weilige Maximalrate. Bei einer Änderung von unter 40% wurde eine Allpass-
Filtercharakteristik angenommen (vgl. Franz (2004); Weschke und Ronacher
(2008)), d.h. für diese Zellen wurden keine der nachfolgenden Kenngrößen
erfasst. Für die Bestimmung der Grenzfrequenz (fGrenz) und der Abbruch-
frequenz (fAbbruch) wurde zunächst die Differenz zwischen minimaler und
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maximaler Spikerate auf 100% gesetzt und durch lineare Interpolation die
Schnittpunkte mit der Abszisse bei 90% bzw. bei 10% bestimmt (vgl. Abb.
2.2 (links) und Krishna und Semple (2000)). Der dynamische Bereich war als
der MF-Bereich zwischen Grenz- und Abbruchfrequenz definiert. Für Zellen
die eine Bandpass- oder eine Bandstop-Filtercharakteristik zeigten, wurde
die Modulationsfrequenz bestimmt, bei der die maximale bzw. die minimale


































Abbildung 2.2: Abgeleitete Kenngrößen der MTF. Erläuterung siehe Text.
Kenngrößen der tMTF
Die Charakterisierung der tMTF basierte auf der Bestimmung der maxi-
mal erreichten Vektorstärke, der Modulationsfrequenz, bei der die maximale
Vektorstärke auftrat (BMF), sowie den schon anhand der rMTF definier-
ten Grenz- und Abbruchfrequenzen (Abb. 2.2 (rechts)). Letztere können als
Grenzen des zeitlichen Auflösungsvermögen betrachtet werden. Zusätzlich
ließ sich anhand von Rayleighs z (> 3) die maximale Modulationsfrequenz
bestimmen, bei der noch eine signifikante Ankopplung der Spikes an die Sti-
mulusperiode erfolgte.
2.7.3 Minimale Modulationsschwellen und MIT
Durch den Test von Modulationsfrequenzen (MF) mit unterschiedlichen Mo-
dulationstiefen sollte geprüft werden, inwieweit eine Änderung der Spikerate
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mit der MF bzw. die zeitliche Ankopplung der Spikes auch noch bei gerin-
geren Modulationstiefen gegeben ist. Dabei wurde eine minimale Modula-
tionsschwelle bestimmt, die als Grenze der Empfindlichkeit gegenüber den
Schwankungen der Amplitude betrachtet werden kann.
Minimale Modulationsschwelle der rMTF
In die Auswertung gingen alle Zellen ein, die bei einer Reizung mit MF ei-
ner Modulationstiefe von 100% mindestens eine ∆Spikerate von 40% in der
rMTF zeigten. Für diese Zellen wurden bei allen getesteten Modulationstie-
fen die Spikeratenänderungen mit der Modulationsfrequenz bestimmt. Die
∆Spikerate kann als Maß für die Stärke der Filterung betrachtet werden und
wurde gegen die Modulationstiefe aufgetragen. Die minimale Modulations-
schwelle ergab sich aus dem Schnittpunkt der Kurven mit einer ∆Spikerate
von 40%. Standardmäßig werden die Modulationsschwellen in einer dB-Skala
angegeben, weshalb eine entsprechende Umrechnung erfolgte:
dB = 20 ∗ log MS100 (2.3)
wobei MS die Modulationsschwelle in % ist. Negativere dB-Werte zeigen
eine niedrigere Schwelle an, also eine höhere Empfindlichkeit der Zelle.
Minimale Modulationsschwelle der tMTF und MIT
Auf der Grundlage der Signifikanzgrenze der z-Werte (siehe 2.7.1) ließen
sich für die einzelnen getesteten MF die Modulationsschwellen bestimmen,
d.h. die Modulationstiefen, bei denen noch eine signifikante Ankopplung der
Spikes an die Modulation des Reizes erfolgt (Viemeister, 1979). Auch diese
Werte wurden nach Formel 2.3 in dB transformiert. Die minimale Modulati-
onsschwelle der tMTF ist als Peakwert der Funktion definiert.
Als ein Maß für das zeitliche Auflösungsvermögen wurde die minimale In-
tegrationszeit (MIT) bestimmt, indem 3 dB unterhalb des Peakwertes der






2.7.4 Spiketrain-Metrik und Klassifikation
Die Unterscheidbarkeit die Stimuli anhand der Spiketrains wurde quantifi-
ziert, indem
1. die Distanzen zwischen allen Spiketrains einer Zelle nach van Rossum
(2001) berechnet wurden,
2. ein überwachter Clusteralgorithmus angewendet wurde (Machens, 2002)2.
Spiketrain-Distanzen
Für die Berechnung der Distanz zwischen zwei Spiketrains wurden die Spike-
trains zunächst mit einer Alpha-Funktion gefaltet:
ατ = θ(t)t exp− (2.45t/τ) (2.5)
wobei die θ(t)-Funktion null ist für alle t<0 und andernfalls eins. Die
Breite der Filterfunktion wird über den freien Parameter τ definiert, der den
zeitlichen Einfluss einzelner Spikes gewichtet. Der Zeitverlauf dieser Filter-
funktion imitiert damit ein EPSP einer bestimmten Breite in einem hypothe-
tischen nachgeschalteten Neuron (siehe Abb. 2.3 A). Das Distanzmaß bewegt
sich abhängig von τ zwischen den Extremen eines Koinzidenzdetektors, für
τ → 0, und einer reinen Spikezahlunterscheidung, für τ → ∞. Die Distanz
zwischen zwei Spiketrains wird durch den mittleren quadratischen Abstand














2Das Programm zur Berechnung der metrischen Distanzen und der Clusteralgorithmus
wurden von Christian Machens (Humboldt-Universität zu Berlin) zur Verfügung gestellt.
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Die paarweise Berechnung der Spiketrain-Distanzen für alle Antworten
auf die M Wiederholungen aller Stimuli X eines Stimulus-Sets ergibt eine
Distanzmatrix (vgl. Abb. 5.1 B).









Abbildung 2.3: Spiketrain-Metrik nach van Rossum. A Die Breite der Filterfunk-
tion wird durch den freien Parameter τ definiert B Berechnung der Spiketrain-Distanz: 1.
die Spikes werden durch die Filterfunktion ersetzt. 2. die beiden Spuren der Spiketrains f
und g werden erst subtrahiert und dann quadriert. 3. die Distanz zwischen f und g ent-
spricht der Quadratwurzel aus der Fläche unter der resultierenden Spur. (Diese Abbildung
wurde von Jan Clemens, Humboldt-Universität zu Berlin gestaltet).
Clusteralgorithmen
Nachdem die Distanzen zwischen allen Spiketrains einer bestimmten Zelle
berechnet wurden, ließ sich mit Hilfe eines Clusteralgorithmus die korrekte
Klassifikation quantifizieren und damit die Unterscheidbarkeit der Stimuli
anhand der Spiketrains bestimmen. Für eine zuverlässige Unterscheidbar-
keit sollten Spiketrains, die durch den selben Stimulus hervorgerufen wurden
geringere Distanzen zueinander aufweisen als Spiketrains, die durch unter-
schiedliche Stimuli entstanden. Bei dem genutzten Clusteralgorithmus (Ma-
chens, 2002) wird zunächst zufällig eine ‘Template-Spiketrain« von jedem
Stimulus ausgewählt. Dann werden alle verbleibenden Spiketrains zu den
Templates zugeordnet, zu denen sie die geringste Distanz aufweisen. Dieses
Verfahren wurde für alle möglichen Template Permutationen wiederholt und
resultierte in einer durchschnittlichen Wahrscheinlichkeit der Klassifikation.
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Neben diesem überwachten Clusteralgorithmus wurde zusätzlich eine unüber-
wachter Clusteralgorithmus (Slonim et al., 2005) angewendet. Da letzterer
prinzipiell ähnliche Ergebnisse lieferte, sich jedoch in der Darstellung als pro-
blematischer erwies, wurden nur Ergebnisse einer Auswertung aufgetragen
(Abb. 5.4).
Klassifikation: Zeitfenster und zeitlicher Auflösungsparameter τ
Der Anteil korrekt zugeordneter Spiketrains ließ sich als Funktion der Dau-
er des ausgewerteten Zeitfensters und des zeitlichen Auflösungsparameters
τ erfassen (Abb. 2.4). Indem das Zeitfenster auf einen Wert fixiert wurde
(500 ms), konnte die Abhängigkeit der Unterscheidbarkeit von τ bestimmt
werden. Von diesen Kurven wurde das optimale τ der korrekten Zuordnung,
sowie der τ -Bereich 10 % unter dem Maximum abgelesen und über die Grenz-
werte τmin und τmax definiert. Außerdem konnte bei einem bestimmten τ -Wert
die Abhängigkeit der korrekten Zuordnung von der Dauer des ausgewerteten
Zeitfensters erfasst werden. Bei der Auswertung der Antworten auf die SAM-
Stimuli wurde hierbei der jeweils optimale τ -Wert einer Zelle genutzt. Bei den
Gesangsdaten lag der verwendete Wert einheitlich bei 5 ms, was bei nahezu
allen Zellen im optimalen τ -Bereich lag. Neben der maximalen korrekte Zu-
Abbildung 2.4: Abgelei-


























ordnung ließ sich außerdem die Dauer des Zeitfensters bestimmen, bei dem
67 % der maximalen Unterscheidbarkeit erreicht wurde (TZf, vgl. Narayan
et al. (2006)). Dieser Wert wurde anhand eines einfachen exponentiellen Fits
erfasst. Des weiteren konnte die korrekte Zuordnung auch in Abhängigkeit
der durchschnittlichen Zahl der einbezogenen Spikes dargestellt werden.
Für einen bestimmten Wert von τ und ein festes Zeitfenster ließ sich eine
Klassifikations-Matrize berechnen, aus der die Zuordnung der Spiketrains zu
den einzelnen Stimuli hervorging (vgl. Abb. 5.2). Für die SAM-Stimuli wur-
de anhand einer Auftragung der korrekt zugeordneten Spiketrains gegenüber
der Modulationsfrequenz der Stimuli eine Abbruchfrequenz abgelesen. Die-
se war definiert als Modulationsfrequenz, bei der die Klassifikation auf 90%
des maximal erreichen Wertes abfiel (vgl. Abb. 5.5). Alle diesbezüglichen
Auswertungen wurden anhand von LabView-Programmen (S. Wohlgemuth)
durchgeführt.
Auswertebereiche und Zahlen der einbezogenen Spiketrains
Sowohl für die Gesänge als auch für die SAM-Stimuli gingen jeweils acht
Spiketrains pro Stimulus in die Auswertung ein. Bei letzterem Stimulus-Set
wurden die Antworten auf den modulierten Teil der Stimuli hierfür in 500
ms lange Teile zerlegt. Ein Test mit einer Beschränkung der Anzahl der ein-
gehenden Wiederholungen auf vier, erbrachte vergleichbare Werte der kor-
rekten Zuordnung (vgl. Abb. 2.5), was darauf hinweist, dass die Anzahl der
genutzten Wiederholungen ausreichend war.
Die Auswertung der Antworten auf die Gesänge bezog sich auf bestimm-
te Teilbereiche. Zum einen ging die erste beantwortete Sekunde ein. Dazu
wurden die Spiketrains ‘aligned«, indem der erste Silben-Onset, der in 90%
der Wiederholungen einen Spike auslöste, als Beginn festgelegt wurde (vgl.
Machens (2002)). Zusätzlich ging die letzte beantwortete Sekunde der Res-





































































Abbildung 2.5: Unterscheidbarkeit bei einer Einbeziehung von 4 bzw. 8 Ant-
worten auf wiederholte Stimuluspräsentationen. Dargestellt ist der Anteil kor-
rekt zugeordneter Spiketrains als Funktion der Dauer des einbezogenen Zeitfensters. Lo-
kales Interneuron TN1 und BGN1 (oben) und aufsteigendes Interneuron AN3 und AN4
(unten).
2.7.5 Variabilität der Spikeantworten
Es wurden verschiedene Maße angewendet, um die Variabilität der Spikeant-
worten zu quantifizieren. Das Ziel der Analysen bestand in einem Vergleich
zwischen den einzelnen Zelltypen bzw. Verarbeitungsebenen vor dem Hin-
tergrund der erreichten Unterscheidbarkeit der Gesänge. Um einerseits einen
möglichst großen Datensatz nutzen zu können und andererseits möglichst
wenige sich potenziell vielfältig auswirkende Stimulusparameter einbeziehen
zu müssen, konzentrierte sich die Analyse auf die Antworten auf die Reska-
lierten Gesänge. Grundsätzlich wurde die Antwortvariabilität, wie auch die
Unterscheidbarkeit, für zwei verschiedene Auswertebereiche untersucht: die
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erste beantwortete Sekunde der Gesänge und die letzte Sekunde.
Die methodische Gemeinsamkeit aller genutzten Maße bestand darin, dass
sie die ‚trial-to-trial‘Variabilität, d.h. die Variabilität der Spikeantworten
zwischen wiederholten Reizpräsentationen, untersuchen. Das Augenmerk der
Fragestellungen lag auf verschiedenen Aspekten, die in den gewählten Me-
thoden Ausdruck findet.
Spikezeitpunkt-Variabilität
Eine Quantifizierung der Spikezeitpunkt-Variablitität, d.h. des ‚Jitters‘, er-
folgte anhand einer von Rokem et al. (2006) beschriebenen Methode (Pro-
gamm: LabView, S. Wohlgemuth). Diese erwies sich als vorteilhaft gegenüber
anderen möglichen Verfahren, da sie Zeiteinheiten des Jitters ausgibt und ei-
nem relativ einfachen, intuitiven Blick auf die zeitlichen Verschiebungen zwi-
schen Spikes verschiedener Wiederholungen folgt. So wurde der Jitter j über
die Standardabweichung der Spikezeitpunkte zwischen den Wiederholungen
eines Reizes gemessen. Um diese zu berechnen, wurden die Spikezeitpunkte
innerhalb eines gleitenden Fenster, welches von einem Zeitpunkt t0 bis t0 +
∆w reichte, erfasst. Die Breite von ∆w sollte klein genug sein, um mit ei-
ner hohen Wahrscheinlichkeit nur einen Spike pro Wiederholung zu enthalten
und groß genug, um das Ausmaß des Jitters zu umfassen. Die Wahl der Breite
des Fensters stellte sich insofern problematisch dar, als die verschiedenen Zel-
len mitunter sehr unterschiedliche Interspike-Intervall Verteilungen lieferten.
Der Vergleich zwischen den Zellen erfordert aber die Verwendung einer iden-
tischen Fensterbreite. Für alle Zellen wurde ein ∆w von 5 ms gewählt. Bei
dieser Fensterbreite konnte, über alle Zellen betrachtet, der maximale Anteil
an Spikes zur Berechnung der Jitter-Werte beitragen. Dieser Anteil wurde
durch dass Verwerfen von Spikes in zwei Fällen reduziert: Erstens, wurden
einzelne Wiederholungen ausgeschlossen, wenn mehr als ein Spike in einem
Zeitfenster auftrat und zweitens, gingen Spikes nicht ein, wenn in weniger als
5 Wiederholungen je ein Spike in einem gegebenen Zeitfenster vorkam.
In die Betrachtung des Jitters gingen nur Zellen ein, bei denen mehr als
80% der Spikes zur Berechnung beitrugen. Für diese Zellen konnte keine
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Abhängigkeit der gemessenen Jitter-Werte vom genauen Anteil der einbezo-
genen Spikes festgestellt werden. Ebensowenig zeigte sich eine Abhängigkeit
der Jitter-Werte von der Zahl der genutzten Wiederholungen, insofern diese
nicht <5 betrug.
Um einer möglichen Unterschätzung des tatsächlichen Jitters durch die
begrenzte zeitliche Auflösung der Spikezeitpunkte Rechnung zu tragen, wurde
die Hälfte der Klassenbreite (0.025 ms) zu allen Werten addiert.
Das gleitende Zeitfenster lieferte für jede Zelle Jitter-Werte j, die in ei-
ne Verteilung P(j) eingingen und eine Berechnung des mittleren Jitters J
ermöglichten.
Korrelationsmaß zur Berechnung der Zuverlässigkeit
Die ‚trial-to-trial‘Variabilität, oder anders ausgedrückt die Zuverlässigkeit
der Spikeantwort kann sich in zweierlei Weise manifestieren: Erstens, in ei-
nem zeitlichen Jitter der Spikezeitpunkte und zweitens, in einer variablen
Zahl der Spikes- einzelne Spikes könne fehlen oder zusätzliche können auftre-
ten. Die Zuverlässigkeit der Spikeantwort wurde anhand des Korrelationsma-
ßes von Schreiber et al. (2003) quantifiziert (Matlab, Jan Clemens). Dieses
Maß verfügt nur über einen freien Parameter σc, der den relativen Beitrag
des Spikezeitpunkt-Jitters und zusätzlich auftretende oder fehlende Spikes
bestimmt.
Die Spiketrains von N wiederholten Reizpräsentationen werden zunächst
mit einem Gaussfilter gefaltet. Die Breite des Gaussfilters wird anhand von
σc (der Standardabweichung der Gaussfilters) definiert. Aus der Faltung re-
sultiert eine geglättete Repräsentation si(t) der Spiketrains, wobei der Index
i die wiederholten Reizpräsentationen durchzählt. Die geglättete Repräsen-
tation eines Spiketrains kann als Vektor ~si betrachtet werden, wobei jede
Komponente einem Punkt in der Zeit entspricht. Anschließend wird das Ska-
larprodukt ~si·~sj zwischen allen möglichen Paaren von Spiketrains gebildet
und durch die Beträge der zwei entsprechenden Spiketrains dividiert. Der











| ~si || ~sj | (2.7)
Die Normierung garantiert, dass Rcorr ∈[0;1]. Bei Rcorr=1 wird die höchste
Zuverlässigkeit erreicht (die Spiketrains sind identisch) und bei Rcorr= 0 die
niedrigste. Die Analyse wurde für σc-Werte von 0.2 bis 50 ms durchgeführt.
Dies erlaubt eine Darstellung von Rcorr als Funktion von σc und damit ei-
ne Analyse der beiden ‚Symptome‘der Unzuverlässigkeit der Spikeantwort.
Liegt σc in einer Größenordnung von einer Millisekunde, oder sogar darun-
ter, so reduziert selbst ein geringfügiger zeitlicher Jitter der Spikezeitpunkte
im Bereich weniger Millisekunden die gemessene Zuverlässigkeit erheblich.
Mit zunehmend größeren Werten von σc wirkt sich der Spikezeitpunkt-Jitter
weniger auf die gemessene Zuverlässigkeit aus. Eine geringe Zuverlässigkeit
reflektiert dann zunehmend das zusätzliche Auftreten oder Fehlen von Spikes.
Spikezahl-Variabilität
Die Spikezahl-Variabilität wurde anhand des Fanofaktors (Fano, 1947) be-
rechnet. Der Fanofaktor F(T) leitet sich aus der Spikezahl-Verteilung über
alle Reizwiederholungen innerhalb eines bestimmten Auswertefensters T ab
und ist als Verhältnis der Varianz σN(T) zum den Mittelwert 〈N(T)〉 der
Spikezahl definiert.
FF = σn〈n〉 (2.8)
Innerhalb der beiden Auswertebereiche (erste und letzte Sekunde der Ge-





3.1 Versuchstiere und Haltung
Die Verhaltensversuche wurden mit virginellen adulten Weibchen der Feld-
heuschrecke Chorthippus biguttulus durchgeführt. Die Tiere stammten alle
aus Gelegen einer F1-Generation von im Freiland gefangenen Tieren (Fänge
aus einer Population bei Göttingen). Die Nachzucht und Haltung erfolgte in
gleicher Weise, wie für die Tiere, die für die elektrophysiologischen Versu-
che verwendet wurden (siehe 2.1). Jedes Weibchen wurde nach einem Drei-
punktcode individuell markiert (Edding), um eine eindeutige Identifizierung
zu gewährleisten.
3.2 Versuchsapperatur
Das zu testende Weibchen befand sich während der Verhaltensversuche in
einem geschlossenen Wärmeschrank (35 x 57 x 40 cm; WTB Binder). Der
Innenraum des Schranks war mit reflexionsdämmenden Matten aus Schaum-
stoffprismen ausgekleidet. Mittig befand sich ein Gitterrost mit einer präpa-
rierten Fläche (10 x 10 cm), die zur Platzierung des Versuchstiers diente. Die
Testkammer wurde über eine externe Lichtquelle beleuchtet und die Innen-
temperatur konstant bei 30±1◦C gehalten.
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Die Signalausgabe und die Gesangsaufzeichnung erfolgten über ein in Lab-
View 7.0 (National Instruments) erstelltes Program (M. Hennig). Das Pro-
gram gab das Signal mit einer Abtastrate von 100 kHz aus und es wur-
de dann über eine D/A-Wandlerkarte (National Instruments, DAQ-M-Series
PCI-625, 16 bit) an ein Verbindungsmodul (NI BNC-2110) weitergegeben.
Ein digitaler Abschwächer (Heinecke) setzte das Signal, von einem inter-
nen festgesetzten Maximalwert von 93 dB, auf den auszugebenden dB-Wert.
Bevor das Signal ausgegeben wurde, erfolgte eine Verstärkung über einen
Endstufen-Verstärker (Raveland, XA 600). Die Schallausgabe erfolgte über
einen Hochton-Lautsprecher in den Innenraum der Testkammer. Der Laut-
sprecher war 20 cm entfernt von der Position des Käfigs mit dem Weibchen
angebracht. Die Eichung der Reizintensität erfolgte in gleicher Weise, wie bei
den elektrophysiologischem Versuchsaufbau (siehe 2.3.2).
Die Gesangsantwort des Weibchen wurde über ein Mikrophon (Frequenz-
bereich 0,03-18 kHz; Conrad-Elektronik) aufgenommen, welches sich 1,5 cm
entfernt von dem Käfig mit dem Weibchen befand. Der Gesang wurde zu-
nächst vorverstärkt (Vivanco, MA 222), dann an das Verbindungsmodul wei-
tergeleitet und über die A/D-Wandlerkarte (National Instruments, s.o.) an
den Versuchsrechner übergeben. Die Abtastrate des Gesangs betrug 100 kHz.
Um auch während des Versuches den Weibchengesang abhören zu können,
wurde dieser an einen Verstärker (Diora,WS 504) geleitet und über einen
Kontrolllautsprecher (Paso) ausgegeben.
3.3 Versuchsdurchführung
Ein Chorthippus biguttulus-Weibchen wurde anhand seiner allgemeinen Ant-
wortbereitschaft für einen Versuch ausgewählt. Ein Kasten mit singenden
Männchen wurde neben den der Weibchen platziert. Weibchen, die auf die
spontanen Lockgesänge der Männchen Antwortgesänge produzierten, taten
dies in der Regel auch auf die Gesänge in der Versuchsapperatur. Dagegen
reagierten nichtantwortende Weibchen auch zumeist in der Versuchsappera-
tur nicht. Ein zu testendes Weibchen wurde in einem Drahtkäfig (6 x 7 x 6
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cm) auf der vorgesehenen Fläche im Wärmeschrank gesetzt.
Jeder Testzyklus begann mit einem attraktiven Kontrollreiz (Positivkon-
trolle, siehe unten). Die Aufnahme über das Mikrophons startete bereits 5
s vor der Ausgabe des Reizes, um auch auftretende Spontangesänge zu de-
tektieren. Die Aufnahme endete 20 s nach der Reizausgabe. Die Detektion
einer Gesangs erfolgte automatisiert anhand der Schallintensität, der Dau-
er und des spektralen Gehalts eines gemessenen Signals. Um die Aufnahme
möglicher Störgeräusche auszuschließen, musste ein als Gesang klassifiziertes
Signal eine Amplituden von 12 mV überschreiten, eine Dauern von mindes-
tens 400 ms und höchstens 8000 ms sowie eine Umhüllende mit mindes-
tens zwei Harmonischen aufweisen. Wenn ein Weibchen auf den Kontrollreiz
antwortete, so startete die Ausgabe der Testreize. Die Testreize wurden in
randomisierter Reihenfolge vorgespielt. Zwischen den einzelnen Reizenprä-
sentationen erfolgten Pausen von 30 s, um die Antwortbereitschaft durch
den vorher gegebenen Reiz nicht zu beeinflussen. Diese Pausen verlängerten
sich, wenn ein Weibchen mit der Dauer seines Antwortgesangs 10 s über-
schritt. Jeder Testzyklus begann mit einer erneuten Ausgabe des positiven
Kontrollreizes. Bei einem Experiment wurden 10 - 20 Zyklen vorgespielt. Ein
Testzyklus startete nur nach einer Antwort auf den Kontrollreiz. Reagierte
das Weibchen nicht auf den Kontrollreiz, so wurde dieser nach einer 2 min
Pause erneut präsentiert. Nach fünf aufeinander folgenden nicht beantwor-
teten Kontrollreizen wurde das Experiment abgebrochen und ein neues Tier
getestet.
3.4 Stimulus-Ensembles
Für die Verhaltensversuche wurden dieselben Gesangsstimuli verwendet, wie
für die elektrophysiologischen Versuche: ein Stimulus-Set bestehend aus den
acht verschiedenen Original Gesängen und ein weiteres, welches die acht Res-
kalierten Gesängen beinhaltete (siehe dazu 2.6.3). Ebenso wurden dieselben
Ausgabeintensitäten, von 73 dB bei den Original Gesängen und 72-76 dB für
die Reskalierten Gesängen, gewählt. Neben diesen eigentlichen Teststimuli
wurde den Weibchen ein 4 s langes ‚Dauerrauschen‘(5-30 kHz Träger) vorge-
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spielt, was aufgrund seiner fehlenden Silben/Pausenstruktur als Negativkon-
trolle diente - aber ohne eine Bedingung an ihre Beantwortung in den Test-
zyklus integriert war. Die auch als solche genutzte Positivkontrolle bestand
in einer Folge von 30 rechteckmodulierten Silben, die mit weißem Rauschen
(5-30 kHz Träger) gefüllt waren. Dieses attraktive Muster (von Helversen,
1972) wies Silben-/Pausendauern von 80 ms/12 ms auf.
3.5 Datenanalyse
3.5.1 Extraktion von Stimulusmerkmalen
Die Gesänge wurden hinsichtlich verschiedener Merkmale analysiert, um einen
Zusammenhand zu den Verhaltens- und den neuronalen Antworten herstel-
len zu können. Alle zeitlichen Merkmale der Gesänge wurden mit Hilfe eines
in LabView 7.0 (National Instruments) erstellten Programms (M. Hennig)
erfasst.
Trägerfrequenzen und Gesangsdauern
Aus den Fourierspektren des Gesamtgesanges wurde der hochfrequente Anteil
(10-40 kHz) und der tieffrequente Anteil (4-10 kHz) bestimmt. Die Gesangs-
dauer beschreibt den Länge des kompletten Verses.
Zeitliche Merkmale der Gesänge
Um die zeitlichen Merkmale der Gesänge zu erfassen, wurde zunächst die Um-
hüllende mit einer Integrationszeit von 4 ms berechnet (vgl. von Helversen
et al. (2004)). Alle Abtastpunkte der Gesänge wurden erst quadriert, dann
über jedes Segment integriert und schließlich aus dem Mittelwert die Wurzel
gebildet. Dies entspricht der Berechnung eines quadratischen Mittelwertes
(RMS) mit einer Integrationszeit von 4 ms. Zur Analyse der zeitlichen Merk-
male wurde ein definierter Bereich der Gesänge herangezogen: die letzten 11
Silben, wobei die letzte Silbe grundsätzlich verworfen wurde. Die Gesangs-
merkmale werden als Mittelwerte ± Standardabweichungen angegeben.
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• Silben- und Pausendauern
Für die Berechnung der Silben- und Pausendauern wurden der Zeit-
punkt der minimalen Amplitude der Pausen (Tn, pau) n=1...N bestimmt
und mit Hilfe einer Schwelle die Abstiegszeitpunke (Tn,down) - und An-
stiegszeitpunkte (Tn,up) erfasst. Die Pausendauern ergaben sich aus
Tn,up - Tn,down, die Silbendauern aus der Differenz zwischen Tn+1,down -
Tn,up. Auf der Grundlage der Silbendauer und der folgenden Pausen-
dauer wurde das Verhältnis der Silben/Pausendauern bestimmt.
• Onset- und Offset-Level
Die Messung der Onset-und Offset-Level der Silben erfolgte nach von
Helversen et al. (2004): zunächst wurde die maximale Amplitude der
Silbe (Aon) detektiert, die minimale Amplitude der folgenden Pause
(Apau) und die durchschnittliche Amplitude über den Rest der Silbe
(Asyl). Letztere berechnete sich aus der gemittelten Amplitude in einem
Zeitfensters von 10 ms nach Ton bis 20 ms vor Tpau. Die Akzentuierung
der Silbenbeginns (Onset-Level) wurde in dB definiert als:
Onset− Level = 20 log(Aon/Asyl) (3.1)
.
Der Abfall der Schallintensität am Silbenende (Offset-Level) in dB be-
rechnete sich nach:
Offset− Level = 20 log(Apau/Asyl) (3.2)
.
3.5.2 Verhaltensantworten
Die Attraktivität der getesteten Reize wurde auf der Grundlage von zwei
Maßen bewertet:
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1. Ein vorgespielter Reiz ~x lieferte für jedes Weibchen n= 1...N eine be-
stimmte Zahl von Antworten aresp, aus der sich über alle Reizwiederho-









Die Antwortbereitschaft eines Weibchens hängt von der Motivations-
lage des Tieres zum Testzeitpunkt ab (von Helversen, 1972). Um dies-
bezügliche Unterschiede auszugleichen, erfolgte eine Normierung von







2. Die Beantwortung eines Reizes kann als binäre Entscheidung wresp aus-
gedrückt werden, indem wresp=1, wenn aresp ≥1, andernfalls wresp=0.







Auch dieses sehr haüfig genutzte Maß (vgl. von Helversen et al. (2004),
von Helversen und von Helversen (1998), Balakrishnan et al. (2001))








Im Folgenden geben kleine Notationen a und w die für einen Reiz gemessenen
Attraktivitätswerte für jedes einzelne Individuum an, die großen Notationen
A und W den Median der Verteilung.
3.6 Statistik
Da die betrachteten Stichprobendaten der Gesangsantworten der Weibchen
selten eine Normalverteilung aufwiesen, wurden ausschließlich nichtparame-
trische Tests mit Hilfe des Statistikprogramms SPSS 11.0.4 (SPSS Inc.)
durchgeführt. Das galt auch für die elektrophysiologischen Daten. Zwei un-
abhängigen Stichproben wurde gegeneinander anhand des Mann-Whitney-
U-Test geprüft. Der Vergleich zweier verbundener Stichproben erfolgte mit
dem Vorzeichen-Rang-Test von Wilcoxon. Für den verteilungsunabhängigen
Vergleich mehrerer verbundener Stichproben wurde zunächst eine Rangvari-
anzanalyse nach Friedman durchgeführt und anschließend ein multipler Ver-
gleich von Wilcoxon und Wilcox (Sachs, 2004). Die Berechnung der Korrela-









Amplitudenmodulationen (AM) sind ein Merkmal der meisten natürlichen Si-
gnale. Sie können über die AM-Frequenzen und -Tiefen charakterisiert wer-
den. Im Zentrum der Untersuchung einer AM-Kodierung steht die Frage,
welche Mechanismen zur Extraktion von AM-Information in auditorischen
System existieren. Dabei kann zwischen zwei Möglichkeiten der Kodierung
unterschieden werden - der zeitlichen Ankoppelung der Spikes an die Stimu-
lusperiode und der Änderung der Spikerate mit der Modulationsfrequenz.
Eine Abstimmung der Antwort auf einen begrenzten Bereich von Modulati-
onsfrequenzen (MF), sei es durch eine besonders hohe Spikerate oder durch ei-
ne besonders präzise zeitliche Ankopplung der Spikes, bedingt eine Filterung
der Information (Joris et al., 2004). Diese Eigenschaften können mit Hilfe
von Modulationstransferfunktionen (MTF) beschrieben werden. Die Ände-
rung der Spikerate als Funktion der Modulationsfrequenz wird als Raten-
Modulationstransferfunktion (rMTF) bezeichnet. Die zeitliche Ankopplung
der Spikes an die Stimulusperiode wird meist anhand der Vektorstärke be-
stimmt und liefert, gegen die Modulationsfrequenz aufgetragen, eine zeitli-
che Modulationstransferfunktion (tMTF). Im Folgenden werden MTFs von
insgesamt 40 Zellen der ersten drei Verarbeitungsstufen der Hörbahn von
L. migratoria untersucht. Dabei gingen 8 Rezeptoren (alle vom Typ der
Tiefpassrezeptoren), 15 lokale Interneurone (4Typen) und 17 aufsteigende
Interneurone (5Typen) in die Auswertung ein. Es sollen sowohl die Verar-
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beitungsebenen vergleichend betrachtet werden, als auch innerhalb dieser,
die Eigenschaften einzelner Zelltypen. Als erstes steht die Frage nach der
Repräsentation und der Filterung von AM-Frequenzen im Vordergrund, wo-
bei hier ausschließlich die Antworten auf Stimuli mit einer Modulationstiefe
von 100% betrachtet werden (4.1). Neben der Modulationsfrequenz zeich-
nen sich die Amplitudenmodulationen natürlicher Signale durch verschieden
stark ausgeprägte Modulationstiefen aus. Die Detektion geringer Schwankun-
gen der Amplitude ist durch den dynamischen Bereich und die Variabilität
der neuronalen Antworten limitiert - in welchem Ausmaß soll im zweiten Teil
geklärt werden (4.2).
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4.1 Kodierung von sinusförmigen Amplituden-
modulationen
Im Folgenden soll der Frage nachgegangen werden, welche Filtercharakte-
ristika die einzelnen Neuronentypen der ersten drei Verarbeitungsebenen be-
züglich der Modulationsfrequenz aufweisen. Dabei wird sowohl die Änderung
der Spikerate mit der Modulationsfrequenz (rMTF), als auch die Änderung
der Vektorstärke mit der Modulationsfrequenz (tMTF) betrachtet. Wie sich
die Modulationstransferfunktionen aus den Antworten der Zellen herleiten,
wird beispielhaft für ein lokales Interneuron (TN1) und ein aufsteigendes
Interneuron (AN3) in Abbildung 4.1 dargestellt.
Die Antworten der Zellen auf die Stimuli unterschiedlicher MF wurden
hier als PSTH dargestellt. Während beim TN1 (Abb. 4.1 A) noch bis hin zu
MF von 167 Hz eine Ankopplung der Spikes sichtbar wird, ist diese beim AN3
(Abb. 4.1 B) nur bis zu einer MF von 83 Hz erkennbar. Zur Quantifizierung
der zeitlichen Ankopplung der Spikes an die Modulation des Stimulus wurden
für jede MF Periodenhistogramme erstellt und die Vektorstärken berechnet
(vgl. Material & Methoden). Die daraus resultierende tMTF wurde als grüne
Linie in die Abbildung eingetragen. Für beide Zellen ergab sich eine Tiefpass-
Filtercharakteristik, wobei die Vektorstärke mit steigender MF beim AN3
deutlich früher abfiel als beim TN1. Letzteres zeigte selbst bei MF von 500
Hz noch eine signifikante Ankopplung der Spikes an die Stimulusperiode.
Im Gegensatz zur Vektorstärke wurde die Spikerate über ein sehr langes,
in keinem Bezug zur Stimulus-Periode stehendes, Zeitfenster gemessen (500
ms). Auch bezüglich dieses Parameters werden Unterschiede zwischen den
Zellen schon im PSTH sichtbar, die sich in der Auftragung der mittleren
Spikerate gegenüber der MF widerspigeln (rMTF; rote Linie). Während beim
TN1 kaum eine Änderung der Spikerate mit der MF zu beobachten war




200 300 400 500 600 700
Zeit [ms]
































0 40 80 120
20




















Abbildung 4.1: Antworten eines lokalen Neurons und eines aufsteigenden
Neurons auf Stimuli unterschiedlicher Modulationsfrequenz und berechne-
te rMTF (rot) und tMTF (grün). A TN1 und B AN3. Die Antwort der Zellen wird
hier als PSTH dargestellt, wobei vier Reizwiederholungen in die Auswertung eingingen
und ein Ausschnitt von 500 ms gezeigt wird. Die Klassenbreite betrug unabhängig von
der Periodendauer 20¡, was Werte von 5,5 ms (bei 10 Hz Modulationsfrequenz) bis 0,11
ms (bei 500 Hz) bedingte. Die Raten- Modulationstransferfunktionen (rMTF) und zeitli-
chen Modulationstransferfunktionen (tMTF) wurden über die gesamte Antwort auf den
modulierten Teil der Stimuli bestimmt. Die Spikerate wurde über Zeitfenster von 500 ms
gemittelt (vgl. auch Material & Methoden).
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4.1.1 Filterkurven: rMTF und tMTF
Die rMTF und tMTF aller Rezeptoren und lokalen Interneurone sind in
Abb. 4.2 vergleichend gegenübergestellt. Die Spikerate wurde für die Darstel-
lung der rMTF auf die mittlere Spikerate des unmodulierten Reizes normiert.
Dadurch sollen einerseits die wesentlichen relativen Änderungen der Spike-
rate besser sichtbar werden. Andererseits ist damit sowohl eine Zunahme
(Werte über 100%) als auch eine Abnahme (Werte unter 100%) der Rate ge-
genüber dem unmodulierten Reiz erkennbar. Letztere ist aufgrund der gerin-
geren Energie der modulierten Reize zu erwarten. Die mittlere Spikerate der
Rezeptoren zeigte übereinstimmend keine wesentliche Änderung mit der Mo-
dulationsfrequenz und wies daher eine Allpass-Filtercharakteristik auf. Bei
den tMTF fallen zunächst deutliche Unterschiede zwischen den Kurven der
einzelnen Rezeptoren auf. Die Kurven staffeln sich vom Typ eines Tiefpass-
Filters über einen leichten, bis hin zu einem deutlichen Bandpass-Filter. So
variieren die Vektorstärken der Rezeptoren bei niedrigen MF, wie etwa 20
Hz, zwischen 0,2 und Werten von über 0,7. Die mittlere Spikerate korrelier-
te bei diesen MF negativ mit der Vektorstärke. Eine breitere Verteilung der
Spikes innerhalb des Periodenfensters, wie sie z.B. bei einer niedrigen Schwel-
le auftritt, bedingt eine niedrigere Vektorstärke und vice versa. Somit könnte
dieser Effekt alleine durch grosse Unterschiede der gewählten Intensität rela-
tiv zur Reaktionsschwelle der Zellen entstanden sein (vgl. Abb. 1, Rees und
Palmer (1989)). Ein Vergleich mit den Kennlinien der Zellen bestätigt dies.
Es wurden hier trotzdem alle Rezeptoren dargestellt, um eine wesentliche
Eigenschaft der Vektorstärke zu zeigen. Trotz dieser Unterschiede ergab die
statistische Analyse der Vektorstärke nach Rayleighs z bei allen Zellen noch
eine signifikante Ankopplung der Spikes an die Stimulusperiode, selbst bei
einer Modulationsfrequenz von 500 Hz.
Die lokalen Interneurone TN1 zeigten übereinstimmend bezüglich der
rMTF Allpasseigenschaften und bezüglich der tMTF Tiefpasseigenschaften
(Abb. 4.2 C & D). Besonders hinsichtlich der Vektorstärke fallen erstaunlich
geringe interindividuelle Unterschiede bei den einzelnen MF auf. Die lokalen



















































































































































































Abbildung 4.2: Raten (rMTF; links) und zeitliche (tMTF; rechts) Modula-
tionstransferfunktionen bei Rezeptoren und lokalen Interneuronen. rMTF:
Spikerate als Funktion der Modulationsfrequenz. Die gestrichelte Linie bei 100% gibt die
Antwort auf den unmodulierten Reiz an, auf den die Spikeraten der einzelnen Stimuli
normiert wurden. Die Spikerate wurde über ein Zeitfenster von 500 ms gemittelt. tMTF:
Vektorstärke als Funktion der Modulationsfrequenz. Die geschlossenen Symbole geben
eine signifikante Vektorstärke an, während bei den offenen Symbolen keine signifikante

















































































































































































Abbildung 4.3: Raten (rMTF; links) und zeitliche (tMTF; rechts) Modula-
tionstransferfunktionen bei aufsteigenden Interneuronen. Legende siehe Abb.
4.2
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rate. Da diese Eigenschaft bei dem einen Vertreter dieses Zelltyps aber sehr
schwach ausfiel, muss dieser nach den gewählten Kriterien (siehe Material
& Methoden) noch als Raten-Allpass-Filter bezeichnet werden. Das andere
SN1 reagierte entsprechend eines Bandpass-Filtertyps und zeigte eine deut-
liche Erhöhung der Spikerate gegenüber dem unmodulierten Reiz (Abb. 4.2
E). Ein Bandpass-Filtertyp ergab sich auch für die Vektorstärke und zwar bei
beiden Zellen (Abb. 4.2 F). Auffällig ist hier die Lage der Bestfrequenz, einen
Messpunkt unterhalb der Bestfrequenz der rMTF. Das Neuron SN2 konnte
leider nur einmal getestet werden. Für diese Zelle ergab die Auftragung der
mittleren Spikerate einen Tiefpass-Filter, wobei allerdings bei den Reizen mit
einer MF von 83 Hz ein erneuter Anstieg zu verzeichnen ist. Die Änderung der
Vektorstärke mit der MF lässt für SN2 einen Bandpass-Filtertyp erkennen.
Vom lokalen Interneuron BGN1, dessen rMTF in Abb. 4.2 G dargestellt sind,
konnten insgesamt sechs Vertreter getestet werden. Bezüglich der Änderung
der Spikerate mit der MF lassen sich alle Zellen einem Tiefpass-Filtertyp zu-
ordnen. Die Stärke der Änderung der Spikerate mit der MF variierte zwischen
den einzelnen Zellen jedoch beträchtlich. Des weiteren war bei drei BGN1 eine
Zunahme der Spikerate gegenüber dem unmodulierten Reiz zu verzeichnen,
bei einem davon sogar mehr als eine Verdopplung. Die drei anderen Zellen
reagierten mit einer niedrigeren Spikerate als auf den unmodulierten Reiz.
Auch die tMTF der einzelnen BGN1 unterschieden sich untereinander. Dies
betraf sowohl die Höhe der Vektorstärke bei niedrigen MF, als auch die “bes-
te MF“, gemäß der Modulationsfrequenz, bei der eine maximale Vektorstärke
gemessen wurde. Daraus ergaben sich für einige Zellen Filterkurven, die sich
eher einem Tiefpass zuordnen lassen (BGN11, BGN12, BGN14). Die anderen
untersuchten BGN1 tendierten eher zu einem Bandpass. Diese Unterschiede
in den Filtercharakteristika zwischen den einzelnen BGN1-Neuronen sind in-
sofern nicht verwunderlich, als zwei (oder sogar drei) Kopien dieses Zelltyps
auf jeder Hemisphäre des Metathorakalganglions existieren (Römer und Mar-
quart, 1984), die teilweise unterschiedliche Antworteigenschaften aufweisen
(Stumpner, 1989).
In Abb. 4.3 sind die rMTF (links) und tMTF (rechts) der aufsteigenden
Interneurone dargestellt. Dabei soll hier differenziert werden zwischen den
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richtungskodierenden Neuronen AN1 und AN2 (Abb. 4.3 A & B) und den
hier getesteten musterkodierenden Neuronen AN3, AN4 und AN11 (Abb. 4.3
C-H). Die Vertreter der richtungskodierenden Neurone wiesen eine Tiefpass-
Filtercharakteristik auf und zwar sowohl bezüglich der rMTF (mit Ausnah-
me von AN12, schwacher Bandstopp) als auch bezüglich der tMTF (Abb. 4.3
B). Besonders die Stärke der Änderung der Spikerate mit der MF variier-
te zwischen den einzelnen Neuronen beträchtlich. Mit Ausnahme von zwei
Messpunkten verliefen allerdings alle Kurven unter 100% und fielen teilweise
auf Werte von unter 25% ab, welches mittleren Spikeraten von unter 10 Hz
entsprach. Diese niedrigen Spikeraten sind sicherlich ein zusätzlicher Grund
dafür, dass die Vektorstärke bei MF von über 167 Hz das Signifikanzniveau
nicht mehr überschreitet.
Bei dem musterkodierenden Interneuron AN3 wurden sowohl bei der
rMTF als auch bei der tMTF verschiedene Filtertypen sichtbar (Abb. 4.3
C & D). Für AN31 und AN32 ergab die Änderung der Spikerate mit der
MF einen Bandstop-Filtertyp, wobei die Filtercharakteristik allerdings sehr
schwach ausgeprägt war. So wurden Spikeraten von 50% nicht unterschrit-
ten. Die anderen drei Vertreter dieses Zelltyps reagierten entsprechend eines
Tiefpassfilters. Bei niedrigen MF ergab sich eine deutlich erhöhte Spikerate
gegenüber dem unmodulierten Reiz. Ab einer MF von 40 Hz zeigte sich ein
Abfall der Kurven bis hin zu Werten von etwa 60%. Diese Tiefpassneuro-
ne wiesen auch bezüglich der Vektorstärke eine Tiefpass-Charakteristik auf,
während die Bandstopneurone hier Eigenschaften eines Bandpass-Filters er-
kennen lassen (vgl. dazu auch Abb. 4.4). Auch in der Studie von Stumpner
(1989) zeigten sich für das AN3 von C. biguttulus sehr variable Antwortei-
genschaften der einzelnen abgeleiteten Vertreter. Damit lag die Vermutung
einer Existenz von Zwillingsneuronen nahe. Trotz intensiver Suche konnte,
wie auch schon von Marquart (1985a) an L. migratoria, aber kein entspre-
chender Nachweis erbracht werden. Somit bleiben für diese Zelltyp relativ
große interindividuelle Unterschiede typisch.
Beim AN4 zeigte sich dagegen ein sehr einheitliches Bild, vor allem bei
der rMTF (Abb. 4.3 E). Es fand sich hier ein stark ausgeprägter Bandstop-
Filter, der mit einer Reduktion der mittleren Spikerate auf unter 20% (unter
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10 Hz) einherging. Der Bandstop- Filtercharakteristik des AN4 wird durch
eine der Exzitation vorlaufende Inhibition verursacht. Das durch jeden Puls-
beginn erneut ausgelöste IPSP bedingt eine Abnahme der Spikerate mit der
MF. Die Spikerate steigt bei höheren MF wieder an, da die Pausen zwischen
den Pulsen zu kurz werden, um das IPSP zuverlässig auszulösen. AN42 wur-
de bei einer niedrigeren Temperatur abgeleitet, als die anderen Zellen (25¡C
statt 30¡C), welches eine Verschiebung der Hochpass-Filterflanke weiter nach
links, also zu niedrigeren MF bedingte. Hinsichtlich der Vektorstärke ten-
dierte AN4 dazu, in der Art eines Bandpass-Filters zu reagieren (Abb. 4.3
F). Dabei fällt auf, dass bei zwei Zellen schon bei einer MF von 83 Hz
keine signifikante Ankopplung mehr an die Stimulusperiode erfolgte, wel-
ches auch durch die in diesem Bereich schon sehr stark reduzierte Spikera-
te bedingt sein dürfte. Die beiden Vertreter des aufsteigenden Interneurons
AN11 zeigten ebenfalls hinsichtlich der Änderung der Spikerate mit der MF
eine Bandstopp-Filtercharakteristik und hinsichtlich der Vektorstärke eine
Bandpass-Filtercharakteristik (Abb. 4.3G & H). Dabei fiel die Stärke der
Ausprägung des Bandstopp-Filters bei AN11 deutlich geringer aus, als beim
AN4. Des weiteren wurde bei diesem Zelltyp auch noch bei 250 Hz eine si-
gnifikante Ankopplung der Spikes an die Stimulusperiode gemessen.
In Abbildung 4.4 sind rMTF und tMTF entsprechend der gefundenen
Kombinationen an Filtertypen schematisch für die drei untersuchten Verar-
beitungsebenen dargestellt. Damit soll veranschaulicht werden, welche Fil-
tertypen für die einzelnen Verarbeitungsebenen repräsentativ sein könnten.
Betrachtet man die rMTF, so zeigt sich auf der Ebene der Rezeptoren noch
eine Allpass-Filtercharakteristik, ebenso auch bei einigen lokalen Interneuro-
nen (TN1 und SN1). Ein Bandpass-Filter konnte nur für ein SN1 beschrieben
werden. Dagegen zeigten sich sowohl bei den lokalen als auch bei aufsteigen-
den Interneuronen Tiefpass-Filter (SN2, BGN1, AN1, AN2 und AN3). Aus-
schließlich auf der Ebene der aufsteigenden Interneurone finden sich schwach
bis stark ausgeprägte Bandstopp-Filter (AN3, AN11 und AN4). Dieser Fil-
tertyp der rMTF tritt in Kombination mit einem Bandpass-Filter der tMTF
auf. Die Lage der Filterkurven zueinander lässt vermuten, dass die Abnahme
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rate ist. Neben diesen Filterkombinationen zeigen aufsteigende Interneurone
des weiteren Tiefpass/Tiefpass Eigenschaften (AN1, AN2 und AN3). Bezüg-
lich der Vektorstärke finden sich Bandpass und Tiefpass-Filter auch schon
bei den Rezeptoren und den lokalen Interneuronen. Die Kombinationen der
Filter sind hier vielfältig. Sowohl bezüglich der Spikerate als auch bezüglich
der Vektorstärke stellt sich die Frage nach den Bereichen und der Stärke der
Filterung der MF. Um diese zu charakterisieren, können verschiedene Kenn-
größen aus den Kurven extrahiert werden, auf die im folgenden Abschnitt
eingegangen wird.
4.1.2 Kenngrößen der rMTF und der tMTF
Für eine Charakterisierung der Filterung der MF können verschiedene Maße
herangezogen werden, die sowohl die Stärke als auch die Lage und Breite der
Filter beschreiben. Zu diesem Zweck wurden aus den in 4.1.1 dargestellten
rMTFs und tMTFs verschiedene Kenngrößen abgeleitet.
Kenngrößen der rMTF
Bei der rMTF wurde die Stärke der Spikeratenänderung und der dynamische
Bereich, das heißt der MF-Bereich der größten Spikeratenänderung erfasst
(Abb. 4.5 A und B). Die Rezeptoren, die lokalen Interneurone TN1 und
ein SN1 zeigten mit Werten von unter 30% eine sehr geringe Änderung der
Spikerate mit der MF (Abb. 4.5 A). Für die anderen Zellen bewegte sich die
∆Spikerate im Bereich von 45 bis 95%. Dabei fällt eine recht große Streuung
zwischen verschiedenen Vertretern einzelner Neuronentypen auf. Lediglich
beim AN4 ergab sich für die fünf Zellen eine geringe interindividuelle Va-
riabilität bei gleichzeitig den höchsten Werten von 92 bis 95%. Vergleicht
man nur die einzelnen Verarbeitungsebenen untereinander, so wiesen diese
signifikante Unterschiede zueinander auf (U-Test: REZ-LN: p<0.05; LN-AN:
p<0.001, REZ-AN: p<0.001). Neben der Stärke der Änderung der Spike-
rate liefert die Beschreibung des Bereichs, in dem sich diese vollzieht ein
weiteres wesentliches Merkmal der Filtercharakteristik. Dieser wird als dyna-
mischer Bereich definiert und erstreckt sich zwischen der Grenzfrequenz und
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der Abbruchfrequenz (vgl. Abb. 4.5 schematische Darstellung und Krishna
und Semple (2000)). Eine starke Änderung der Spikerate und ein kleiner dy-
namischer Bereich spiegelt sich in einer steil abfallenden Filterkurve wider.
Je steiler die Kurve, desto eindeutiger kann eine Spikerate postsynaptisch
























































































Abbildung 4.5: Kenngrößen der rMTF: Stärke (A) und Bereich der Än-
derung der Spikerate (B). Die Kenngrößen wurden entsprechend der schematischen
Abbildung (links oben) aus der rMTF abgeleitet. A Die Änderung der Spikerate wurde
ausgehend von der maximalen Spikerate der Kurven bestimmt. B Der dynamische Be-
reich beschreibt den Bereich der Änderung der Spikerate zwischen Grenzfrequenz (linke
Symbole) und Abbruchfrequenz (rechte Symbole). Dieser wurde nur für Zellen bestimmt,
deren Spikeraten mindestens eine Änderung von 40% aufwiesen (vgl. 4.5A). Für alle Zel-
len, die eine Bandpass oder einen Bandstopp- Filtercharakteristik aufwiesen wurden die
“Besten“(BMF) und “Schlechtesten “Modulationsfrequenzen gezeigt. U-Test (siehe Abbil-
dung): ∆Spikerate: REZ-LN, LN-AN, REZ-AN; Grenzfrequenz, Abbbruchfrequenz und
dynamischer Bereich: LN-AN.
frequenzen und damit der dynamische Bereich der hier untersuchten Zellen
dargestellt. Die Grenzfrequenzen unterschieden sich nicht wesentlich zwischen
den lokalen und den aufsteigenden Interneuronen und liegen zwischen 10
und 70 Hz, wobei eine Mehrzahl der Zellen Grenzfrequenzen von unter 20
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Hz aufwiesen. Die höchsten Abbruchfrequenzen von über 300 Hz und damit
auch der größte dynamische Bereich findet sich bei den lokalen Interneuronen
SN2 und BGN1. Die Abbruchfrequenzen der aufsteigenden Neurone, die eine
Bandstopp- Filtercharakteristik zeigten (AN3, AN4 und AN11) und deren
linke Flanke des Filters erfasst wurde, lagen alle unter 150 Hz. Für andere
aufsteigenden Zellen lagen die Abbruchfrequenzen uneinheitlich - auch inner-
halb der einzelnen Zelltypen- teilweise deutlich höher (AN34, AN35, AN11)
oder auch niedriger (AN12). Insgesamt ließ sich für die aufsteigenden In-
terneurone gegenüber den lokalen eine signifikante Abnahme der Abbruch-
frequenz (U-Test: LN-AN: p<0.05) und des dynamischen Bereichs (U-Test:
LN-AN: p=0.001) verzeichnen. In der Literatur werden dabei häufig, ne-
ben dem dynamischen Bereich, die “Besten Modulationsfrequenzen“(BMF)
oder “Schlechtesten Modulationsfrequenz“(WMF) betrachtet (Krishna und
Semple, 2000; Joris et al., 2004). Diese Größen geben ausgehend von einem
Bandpass bzw. einem Bandstopp-Filter die MF an, welche mit der höchsten
bzw. niedrigsten Spikerate beantwortet wurde. Eine Änderung der Spikerate
entsprechend eines Bandpass-Filters konnte bei den hier betrachteten Zellen
lediglich für ein SN1 beschrieben werden, Bandstopp-Filter bei den aufstei-
genden Interneuronen AN3, AN4 und AN 11 (Abb.4.4). Wie in Abb.4.5 B
sichtbar beträgt die BMF des SN1 167 HZ, die WMF der aufsteigenden In-
terneurone 125 Hz (AN3, AN11 und ein AN4) oder 167 Hz (zwei AN4).
Ein AN4 welches bei einer niedrigen Temperatur abgeleitet wurde, zeigte ein
WMF von 83 Hz. Diese BMF bzw. die WMF geben jedoch keinen Hinweis
über die Breite, d.h. die Schärfe des Filters. Ausserdem sind sie für die Cha-
rakterisierung von Tiefpassfiltern, wie sie bei den anderen Zellen vorliegen,
unbrauchbar. Dementsprechend spielen sie bei der vorliegenden Betrachtung
nur eine untergeordnete Rolle.
Kenngrößen der tMTF
Die vergleichende Charakterisierung der tMTF (Abb. 4.6) basiert auf der
maximal erreichten Vektorstärke (Abb. 4.6 A), der MF mit der maximalen
Vektorstärke (BMF; Abb. 4.6 B) und den schon anhand der rMTF definier-
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ten Grenz- und Abbruchfrequenzen (Abb. 4.6 C). Zusätzlich zu den letzten
beiden Kenngrößen wurde eine anders definierte Abbruchfrequenz aufgetra-
gen, bei der die maximale MF bestimmt wurde, die noch eine signifikante
Ankopplung der Spikes an die Stimulusperiode ergab (Abb. 4.6 C; unten).
Die höchsten Vektorstärken wurden für die lokalen Interneurone SN1 und
TN1, gefolgt vom BGN1 gemessen. Über alle Zellen der einzelnen Verarbei-
tungsebenen ergab eine statistische Analyse eine signifikant höhere Vektor-
stärke der lokalen Interneurone gegenüber den aufsteigenden Interneuronen
(U-Test: LN-AN: p<0.001). Zwischen den Rezeptoren und den aufsteigenden
Interneuronen, sowie zwischen den Rezeptoren und den lokalen Interneuro-
nen waren die Vektorstärken dagegen nicht signifikant verschieden. Die MF,
bei der die höchste Vektorstärke auftrat, die ÒBeste ModulationsfrequenzÓ
(BMF), zeigte eine deutliche Abnahme mit steigender Verarbeitungsebene
(Abb. 4.6 B; U-Test: REZ-LN p<0.05; LN-AN p<0.001; REZ-AN p<0.001).
Während die BMF der Rezeptoren stets über 100 Hz lagen, wurden bei den
aufsteigenden Interneuronen nur Werte deutlich unter 100 Hz gemessen. Die
lokalen Interneurone nahmen bezüglich dieser Kenngröße eine intermediäre
Stellung ein. Die in Abb. 4.6 C dargestellten Kenngrößen beschreiben wie-
weit das zeitliche Auflösungsvermögen der Zellen reicht, d.h. bis zu welchen
MF noch eine Ankopplung der Spikes an die Stimulusperiode vorlag. Da-
zu wurden anhand verschiedener Kriterien die MF bestimmt, bei denen die
Vektorstärke bis zu einem bestimmten Betrag abnimmt. Für alle drei Kenn-
größen ergab sich ein ähnliches Bild. Von den Rezeptoren zu den lokalen
Interneuronen zeigte sich kein wesentlicher Unterschied der Grenz- bzw. Ab-
bruchfrequenzen (U-Test: REZ-LN: n.s.). Lediglich die MF, bei der noch eine
signifikante Ankopplung an die Stimulusperiode erfolgte, nahm von den Re-
zeptoren zu den lokalen Interneuronen ab (U-Test: REZ-LN: p<0.05). Dies
war allerdings nur durch die niedrigen Werte des SN2 und der BGN1 be-
dingt. Von den lokalen zu den aufsteigenden Interneuronen kam es zu einer
deutlichen Abnahme bezüglich der hier betrachteten Maße (U-Test: LN-AN:
p<0.001 und REZ-AN: p<0.001 für Grenzfrequenz und Signifikanz Grenze;
p<0.01 für Abbruchfrequenz). Die einzelnen Typen der aufsteigenden In-
terneuronen nahmen dabei einen ähnlichen Bereich ein und zeigten kaum
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Abbildung 4.6: Kenngrößen der tMTF: Maximale Vektorstärken (A), Beste
Modulationsfrequenzen (B) und Modulationsfrequenzen, bei denen der Ab-
fall der Vektorstärke gemessen wurde (C). Die schematischen Abbildung (links
oben) zeigt, welche Kenngrößen aus der tMTF abgeleitet wurden. A Die maximale Vek-
torstärke ergibt sich aus dem Peakwert der Kurven in Abb.4.2 und 4.3. B Die ÒBeste
ModulationsfrequenzÓ (BMF) beschreibt die MF, bei der die maximale Vektorstärke auf-
trat. C Der Abfall der Vektorstärke wurde durch verschiedene Größen beschrieben. Oben:
Grenzfrequenz; Mitte: Abbruchfrequenz und Unten: maximale MF, bei der noch eine signi-
fikante Ankopplung der Spikes an die Stimulusperiode gemessen wurde (Rayleighs z > 3).
Zur Bestimmung von Grenz- und Abbruchfrequenz siehe schematische Darstellung oben






























































Abbildung 4.7: Zusammenhang zwischen der BMF der tMTF und der Spikera-
te (A) sowie der Grenzfrequenz und der maximalen Spikerate (B). A Für alle
Zellen wurde die mittlere Spikerate bei der BMF der tMTF (vgl. Abb. 4.6 C) bestimmt
und beides gegeneinander aufgetragen. REZ: N = 8, p<0.05; LN: N = 15, p<0.001; AN:
N = 17, n.s. B Als Spikerate diente hier die mittlere maximale Rate, die in dem getes-
teten Bereich an MF gemessen wurde. Die Grenzfrequenz der tMTF wurde entsprechend
Abb.4.6 bestimmt. REZ: N = 8, n.s.; LN: N = 15, n.s.; AN: N = 17, n.s.
Hier stellt sich die Frage, in welchem Zusammenhang die betrachteten
Größen zu der Spikerate der Zellen stehen. In Abbildung 4.7 A ist für die
einzelnen Zellen die BMF der tMTF gegenüber der bei dieser MF gemessenen
mittleren Spikerate aufgetragen. Sowohl für die Rezeptoren als auch für die
lokalen Interneurone ergab sich eine positive Korrelation zwischen den bei-
den Größen (REZ: p<0.05; LN: p<0.001).Für die aufsteigenden Interneurone
zeigte sich dagegen keine Korrelation zwischen den Kenngrößen. Das zeitli-
che Auflösungsvermögen kann durch die Spikerate limitiert werden. Um einen
solchen Zusammenhang zu untersuchen, wurde die Grenzfrequenz gegenüber
der mittleren Spikerate aufgetragen, die unabhängig von der MF maximal
erreicht wurde (Abb. 4.7 B). Über alle Zellen der drei Verarbeitungsebenen
betrachtet, korrelierte die Grenzfrequenz positiv mit der mittleren Spikerate
(r = 0.50, p<0.01). Auffällig war allerdings, dass sich für die einzelnen Ver-
arbeitungsebenen kein signifikanter Zusammenhang ergab und die Regressi-
onsgeraden weitgehend parallel zueinander verliefen. Die Unterschiede in den
Grenzfrequenzen, besonders zwischen den lokalen und aufsteigenden Inter-
neuronen, lassen sich demnach nicht alleine durch unterschiedliche Spikeraten
erklären. Zwischen der Abbruchfrequenz und der Spikerate konnte in keiner
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Weise ein signifikanter Zusammenhang gefunden werden und auch hier ver-
laufen die Regressionsgeraden der lokalen und aufsteigenden Interneurone
parallel (ohne Abb.).
Zusammenhang zwischen Kenngrößen der rMTF und der tMTF
Bei der Betrachtung der rMTF und tMTF Kurven in Abb.4.4 fällt auf, dass
diese oftmals nahezu parallel zueinander verlaufen (vgl. Bandpass/Bandpass
SN1 und Tiefpass/Tiefpass AN3). Daraus ergibt sich die Frage, ob und inwie-
weit Kenngrößen der rMTF und der tMTF zusammenhängen. Diese Frage
kann aus zwei Blickwinkeln betrachtet werden. Zum einen kann rein mecha-
nistisch gefragt werden, ob eine Änderung der Spikerate in einem bestimm-
ten Bereich auch eine Änderung der Vektorstärke bedingt. Damit wird also
darauf eingegangen wie die Kenngrößen-Werte entstehen. Eine andere Fra-
ge bezieht sich auf den Kode, mit dem relevante Information über die MF
transportiert wird. Letztlich beschäftigt sich diese Frage auch mit dem “wie“,
allerdings nicht wie etwas entsteht, sondern wie es genutzt wird. Schließen









































Abbildung 4.8: Zusammenhang zwischen Kenngrößen der rMTF und der
tMTF. A Die Grenzfrequenz der tMTF (vgl. Abb. 4.6 C, oben) wurde hier gegenüber
der Abbruchfrequenz der rMTF (vgl. Abb. 4.5 B) aufgetragen. Die Rezeptoren und einige
lokale Neurone gingen nicht in die Auswertung ein, insofern ihre rMTF eine ∆Spikerate
von unter 40% aufwies und somit keine Grenzfrequenz bestimmt wurde. LN: N = 8, n.s.;
AN: N = 17, n.s. B Zusammenhang zwischen der Grenzfrequenz der tMTF (vgl. Abb.4.6
C, oben) und der ∆ Spikerate (vgl. Abb.4.5 A). REZ: N = 8, n.s.; LN: N = 15, n.s.; AN:
N = 17, n.s.
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Als erstes wird hier der Zusammenhang zwischen der Grenzfrequenz der
tMTF und der Abbruchfrequenz der rMTF untersucht (Abb.4.8 A). Die
Grenzfrequenz der tMTF beschreibt die MF, ab der eine Abnahme der Vek-
torstärke und damit die ÒGrenzeÓ des zeitlichen Auflösungsvermögens vor-
liegt. Die Abbruchfrequenz der rMTF gibt die mittlere Spikerate an, die 10%
über dem Minimalwert lag und kann somit auch als Grenze des dynamischen
Bereichs der rMTF gewertet werden. Es konnte, weder für die einzelnen Ver-
arbeitungsebenen noch über alle Zellen betrachtet, eine signifikante Korre-
lation zwischen beiden Messgrößen festgestellt werden. Die Änderung der
Spikerate der rMTF korrelierte nicht signifikant mit der Grenzfrequenz der
tMTF, zumindestens nicht nach einer Berechnung von Regressionen für die
einzelnen Verarbeitungsebenen (Abb.4.8 B). Betrachtet man jedoch den Zu-
sammenhang zwischen beiden Kenngrößen über alle Zellen der drei Verarbei-
tungsebenen, so ergibt sich eine signifikante Korrelation (r= -0.69, p<0.001).
Somit wird hier ein negativer Zusammenhang zwischen der Eigenschaft eines
Spikeratenfilters und dem zeitlichen Auflösungsvermögen deutlich. Allerdings
wird dieser alleine durch die Allpasseigenschaften der Rezeptoren und des lo-
kalen Neurons TN1 bedingt.
Zusammenfassung
Aus den Modulationstransferfunktionen ging hervor, dass alle hier getesteten
Zellen in ihrem Antwortverhalten eine Filterung der Modulationsfrequenzen
zeigten. Eine Allpass-Filtercharakteristik ergab sich lediglich bei der rMTF
der Rezeptoren und bei einzelnen lokalen Interneuronen (TN1 und ein SN1).
Die rMTF der anderen Zellen wiesen folgende Eigenschaften auf: Das lokale
Interneuron BGN1 und einige aufsteigende Interneurone (AN1, AN2 und ein-
zelne AN3) reagierten entsprechend eines Tiefpass-Filtertyps. Eine Bandstop-
Filtercharakteristik wurde ausschließlich auf der Ebene der aufsteigenden In-
terneurone gefunden (AN4, AN11 und einzelne AN3). Ein Bandpass-Filtertyp
zeigte sich nur bei einem Vertreter des lokalen Interneurons SN1 und stellt
somit auf allen drei Verarbeitungsebenen eher eine Ausnahme dar. Die Stär-
ke der Filterung der Modulationsfrequenzen, in Form der maximalen Spike-
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ratenänderung, nahm von den Rezeptoren über die lokalen bis hin zu den
aufsteigenden Interneuronen signifikant zu. Dieser Trend galt allerdings nur
eingeschränkt, da die Zelltypen der lokalen Interneurone bezüglich der Spike-
ratenänderung keine homogene Gruppe darstellten. So glich diese bei einzel-
nen Zelltypen (TN1 und SN1) eher den Rezeptoren, während andere (BGN1
und SN2 und SN1) vergleichbar den aufsteigenden Interneuronen reagierten.
Letztere beiden Gruppen unterschieden sich allerdings bezüglich der Breite
des dynamischen Bereichs, indem die lokalen Interneurone BGN1 und SN2
mehrheitlich höhere Abbruchfrequenzen zeigten als die aufsteigenden Inter-
neurone.
Die tMTF der getesteten Zellen zeigte entweder eine Tiefpass- oder eine
Bandpass-Filtercharakteristik. Dabei war keiner der beiden Filtertypen ex-
klusiv nur auf einer Verarbeitungsebene zu finden. Bezüglich der Kenngrößen
der tMTF zeigten sich dagegen häufig klare Unterschiede zwischen den Ver-
arbeitungsebenen. Diese bestanden vor allem zwischen den lokalen und den
aufsteigenden Interneuronen, indem bei allen betrachteten Kenngrößen ein
hoch signifikanter Unterschied gemessen wurde. So nahmen die maximale
Vektorstärken, die BMF, sowie die MF bei denen noch eine hohe zeitliche
Ankopplung an die Stimulusperiode gemessen wurde, deutlich ab. Zwischen
den Rezeptoren und den lokalen Interneuronen zeigte sich zwar auch die Ten-
denz einer Abnahme, aber das Signifikanzniveau wurde zumeist nicht oder
nur geringfügig überschritten. Die Unterschiede in der zeitlichen Ankopplung
zwischen den Zellen ließen sich nicht ausschließlich auf die mittleren Spikera-
ten zurückführen, auch wenn diese durchaus einen gewissen Einfluss auf das
Ausmaß einer zeitlichen Ankopplung haben.
Betrachtet man die Kombinationen zwischen rMTF und tMTF-Filtertypen
bei den einzelnen Zelltypen, so waren diese vielfältig - lediglich der Bandstop-
Filter der rMTF trat ausschließlich in Verbindung mit Bandpass-Filtern der
tMTF auf. Am einheitlichsten stellten sich die Filter-Kombinationen auf der
Ebene der aufsteigenden Interneurone dar, die neben der oben genannten
Bandstop/Bandpass, nur noch Tiefpass/Tiefpass Filtercharakteristika zeig-
ten. Ein Vergleich der Kenngrößen der rMTF und der tMTF ergab keinen
Zusammenhang zwischen der Lage der beiden Filterkurven. Die Eigenschaft
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eines Spikeratenfilters korrelierte dagegen negativ mit dem zeitlichen Auflö-
sungsvermögen - zumindestens wenn die Auswertung über Zellen aller drei
Verarbeitungsebenen durchgeführt wurde. Der Zusammenhang gilt nur einge-
schränkt, weil nur die geringen Spikeratenänderungen der Allpass-Filtertypen
die negative Korrelation begründete, die sich nicht im Bereich einer höheren
Spikeratenänderung erkennen lässt.
4.2 Der Einfluss der Modulationstiefe
Eine Betrachtung der Amplitudenmodulationen natürlicher Signale, wie dem
Gesang von Heuschrecken zeigt, dass im Gegensatz zu den bisher verwende-
ten Stimuli, die Modulationstiefen selten Werte von 100% erreichen. Hinzu
kommt, dass im natürlichen Habitat eine Verschmierung von Pausen durch
andere externe Rauschquellen zu erwarten ist. Daraus resultiert eine Abnah-
me der Modulationstiefe, die eine erhöhte Empfindlichkeit des auditorischen
Systems gegenüber kleinen Schwankungen der Signalamplitude verlangt. Im
Folgenden soll nun der Frage nachgegangen werden, wie die Kodierung der
MF von der Modulationstiefe abhängt.
4.2.1 Filterkurven bei unterschiedlichen Modulations-
tiefen: rMTF und tMTF
Die Stimuli unterschiedlicher MF wurden bei verschiedenen Modulationstie-
fen (0, 12.5, 25, 50 und 100%) getestet. In Abbildung 4.9 sind beispielhaft
die rMTF und tMTF eines lokalen Interneurons (BGN1) und zweier auf-
steigender Interneurone (AN1 und AN4) dargestellt. Die Abhängigkeit der
Spikerate von der MF fiel für die unterschiedlichen Modulationstiefen bei
den drei gezeigten Zellen sehr unterschiedlich aus. Beim BGN1 (Abb. 4.9 A)
verlaufen die rMTF der getesteten Modulationstiefen nahezu parallel zuein-
ander und umfassen damit einen sehr großen Bereich an Spikeraten. Dabei
fällt auf, dass mittlere Spikeraten über 75 Hz bei dieser Zelle keine eindeutige
Repräsentation der Kenngrößen Modulationstiefe und MF ermöglichen. Bei
dem aufsteigenden Interneuron AN1 (Abb. 4.9 C) verlaufen die Filterkurven
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für die unterschiedlichen Modulationstiefen sehr dicht beieinander. Bezieht
man die Standardabweichungen dieser mittleren Spikeraten mit ein, so er-
gibt sich kein Unterschied der Spikeraten zwischen den einzelnen Modulati-
onstiefen. An dieser Stelle sei noch einmal auf den mit der Modulationstiefe
abnehmenden Energiegehalt der Stimuli hingewiesen, der grundsätzlich eine
gewisse Verschiebung der Kurven zueinander erwarten lässt. Das andere hier
dargestellte aufsteigende Interneuron AN4 (Abb. 4.9 E) weist nur bei einer
Modulationstiefe von 100% eine deutliche Bandpass-Filtercharakteristik auf.
Bei einer Modulationstiefe von 50% ergab sich eine sehr abgeflachte Filter-
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Die Ankopplung der Spikes an die Stimulusperiode nimmt monoton mit
der Modulationstiefe zu, zumindest im Bereich unterhalb der Abbruchfre-
quenzen (4.9 B, D und F). Dabei erreichen die Filterkurven vom BGN14
und AN11 bei einer Modulationstiefe von 50% deutlich höhere Vektorstärken
als beim AN45. Die Vektorstärke ist allerdings nur ein eingeschränktes Maß
zur Charakterisierung der zeitlichen Ankopplung der Spikes an die Stimu-
lusperiode, wenn die zugrunde liegenden Spikezahlen stark variieren (siehe
auch Diskussion). Um die statistische Zuverlässigkeit der Vektorstärke zu
prüfen, kann Rayleighs z berechnet werden (siehe Material & Methoden).
Auf der Grundlage der z-Werte ließ sich bei den einzelnen getesteten MF
die Modulationsschwelle (MS) in dB bestimmen. Diese wird definiert als Mo-
dulationstiefe, bei der noch eine signifikante Ankopplung der Spikes an die



























Abbildung 4.10: Abhängigkeit der Modulationsschwelle (MS) von der Mo-
dulationsfrequenz für die Zellen aus Abb.4.9. A rMTF: Für die Berechnung der
MS wurde bei jeder getesteten MF die Modulationstiefe bestimmt, bei der erstmals ei-
ne signifikante Änderung der Spikerate auftrat. Als Signifikanzkriterium diente dabei die
mittlere Spikerate auf den unmodulierten Reiz ± der 2-fachen Standardabweichung. Die
MMS wurde auf einer negativen dB-Skala aufgetragen. B tMTF: Die MS der einzelnen MF
ergaben sich hier aus den Modulationstiefen, bei denen erstmals eine signifikante Ankopp-
lung der Spikes an die Stimulusperiode auftrat. Als Signifikanzkriterium diente hierbei ein
Rayleighs z-Wert > 3 (vgl. Material & Methoden). Die MMS wurde auf einer negativen
dB-Skala aufgetragen. Die gestrichelte Linie bei -6 dB entspricht einer Modulationstiefe
von 50%.
Es sei noch einmal darauf hingewiesen, dass negativere dB-Werte eine
höhere Empfindlichkeit gegenüber Amplitudenmodulationen bedeuten. Die
Auftragung der MS gegen die MF ergibt eine zeitliche Modulationstransfer-
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funktion(tMTF). In Abb. 4.10 B sind die resultierenden tMTF der drei Zel-
len aus Abb. 4.9 dargestellt. Erwartungsgemäß zeigt das BGN1 eine deutlich
niedrigere Modulationsschwelle und damit eine höhere Empfindlichkeit als
die beiden aufsteigenden Interneurone. Das Konzept der tMTF (Gleich und
Klump, 1995; Prinz und Ronacher, 2002) lässt sich nur bedingt auf die rMTF
übertragen. Franz (2004) berechnete eine MMS für eine Spikeratenänderung.
Dabei diente die mittlere Spikerate ± der doppelten Standardabweichung des
unmodulierten Reizes als Schwellenkriterium für die Berechnung der Modu-
lationstiefe, ab der eine signifikant unterschiedliche Spikerate auftrat. Auf die
drei Zellen angewendet, ergeben sich die in Abb. 4.10 A dargestellten rMTF.
Beim AN1 konnte selbst bei einer Modulationstiefe von 100% keine signifi-
kante Änderung der Spikerate gegenüber dem unmodulierten Reiz gemessen
werden. Die MMS bleibt damit 0 dB. Die Kurven des AN4 und des BGN1 ge-
ben die Lage der Spikeratenfilter der Zellen wieder. Sie zeigen weiterhin, dass
verglichen mit der tMTF relativ tiefe Modulationen notwendig sind, um eine
signifikant abweichende Spikerate zu erhalten. Die höchste Empfindlichkeit
ergab sich auch hier für das BGN1.
4.2.2 Minimale Modulationsschwellen
Minimale Modulationsschwellen der rMTF
Im Folgenden soll eine vergleichende Charakterisierung der minimalen Mo-
dulationsschwellen für alle abgeleiteten Neurone durchgeführt werden. Dabei
wird zunächst die rMTF bei unterschiedlichen Modulationstiefen betrach-
tet. Eine Anwendung der oben beschriebenen Auswertemethode (vgl. 4.2.1
und Abb. 4.10 A) auf alle abgeleitete Neurone erwies sich als problematisch.
So ergab sich für einige Neurone kein monotoner Zusammenhang zwischen
Spikerate und Modulationstiefe. Des weiteren zeigten einige Neurone inner-
halb ihrer rMTF sowohl Bereiche einer Zunahme als auch Bereiche einer
Abnahme der Spikerate gegenüber dem unmodulierten Reiz (vgl. Abb. 4.2
und 4.3). Dabei kann die festgelegte Signifikanzgrenze sowohl über als auch
unterschritten werden. Bei der Berechnung einer MMS für die rMTF müss-
































































































































übersichtlich zu gestalten, wurde hierauf verzichtet und eine andere Analyse
vorgezogen. Betrachtet wurden alle Neurone, deren rMTF eine von einem All-
pass abweichende Filtercharakteristik aufwiesen (mindestens 40%∆Spikerate
nach Franz (2004)). Für diese Zellen wurde bei allen getesteten Modulations-
tiefen die Spikeratenänderung mit der Modulationsfrequenz bestimmt. Diese
∆Spikerate kann als Maß für die Stärke der Filterung betrachtet werden und
wurde gegen die Modulationstiefe aufgetragen (4.11). Die Abbildung zeigt
einen positiven Zusammenhang zwischen der Modulationstiefe und der Än-
derung der Spikerate. Allerdings reagierten bei Modulationstiefen von 12.5%
und 25% fast alle Zellen mit einer nahezu gleichen ∆Spikerate. Bei einigen
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Zellen (SN2, AN3 und AN4) ist in diesem Bereich sogar eine Abnahme der
∆Spikerate zu verzeichnen (4.11 A, D und E). Erst eine Modulationstie-
fe von 50% bedingte bei einigen Neuronen (AN1 und AN4) eine deutlich
erhöhte Spikeratenänderung, bei anderen trat diese erst bei einer Modulati-
onstiefe von 100% auf (BGN1, AN1 und AN3). Die Schnittpunkte mit einer
∆Spikerate von 40% (gestrichelte Linie in 4.11) wurden in dB-Werte um-
gerechnet und als minimale Modulationsschwellen in Abb. 4.12 dargestellt.





Für die einzelnen Zellen
wurden die Modulations-
schwelle als Schnittpunkt
mit der ∆Spikerate von
40% bestimmt (Abb.4.11)
und auf einer negativen
dB-Skala aufgetragen. LN:

















schied der minimalen Modulationsschwellen. Für die Vertreter der einzelnen
Zelltypen zeigte sich eine starke Streuung der Werte, wie etwa beim BGN1
im Bereich von -15 bis -1,5 dB (18 bis 84% MT) , oder auch beim AN1
von -19 bis -3 dB (11 bis 71% MT). Lediglich das AN3 zeigte eine schmale
Verteilung um einen Wert von -5 dB. Betrachtet man alle Neurone, so liegt
die Mehrzahl aller Datenpunkte im Bereich zwischen 0 und -10 dB, welches
einer Modulationstiefe von 32% entspricht. Nach diesem Kriterium sind also
relativ starke Modulationen der Amplitude notwendig, um eine mindestens
40%ige Änderung der Spikerate mit der MF und damit eine Filterung der
Antwort zu erhalten.
Minimale Modulationsschwellen der tMTF
Die minimale Modulationsschwellen der zeitlichen Ankopplung der Spikes an
die Stimulusperiode sind in Abb. 4.13 dargestellt. Die niedrigsten Werte von


























der tMTF. Die MMS ergab
sich aus den Peak-Wert
der tMTF (vgl. Abb. 4.10
B), d.h. der maximalen
Empfindlichkeit gegenüber
AM. Für die Bestimmung
der MMS siehe Material und
Methoden. REZ: N = 5; LN:
N = 15; AN: N = 17. U-Test:
REZ-LN n.s.; LN-AN p<0.05;
REZ-AN n.s.
gegenüber Amplitudenmodulationen, zeigten einige Rezeptoren und Vertre-
ter der lokalen Interneurone TN1 und SN2. Zwischen den lokalen und den
aufsteigenden Interneuronen nahm die MMS signifikant ab (U-Test: LN-AN:
p<0.05). Dieser Unterschied basiert vor allem auf dem Antwortverhalten des
TN1 und der SN1 und SN2. Die MMS des lokalen Interneurons BGN1 lag
mit -30 bis -15 dB (3 bis 18% MT) im Bereich der MMS der aufsteigenden
Interneurone (-33 bis -15 dB (2 bis 18% MT)). Innerhalb dieser Gruppe zeig-
ten das AN11 die höchste und das AN4 die niedrigsten Empfindlichkeiten
gegenüber Amplitudenmodulationen. Die MMS der einzelnen Neurone zeigte
keine Abhängigkeit von ihrer maximalen Spikerate (4.14). So wurde weder
für die einzelnen Verarbeitungsebenen, noch über alle Zellen, eine signifikante


















hang zwischen der MMS der
tMTF und der Spikerate.
Die MMS der tMTF (vgl. Abb.
4.13) wurde hier gegen die mittlere
maximale Spikerate mit der die
Zellen reagierten aufgetragen.
REZ: N = 5, n.s.; LN: N = 15,
n.s.; AN: N = 17, n.s.
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Zusammenhang zwischen der MMS und der minimalen Integra-
tionszeit (MIT) Im Folgenden soll geprüft werden, ob ein Zusammen-
hang zwischen der Auflösbarkeit von Modulationstiefen und den Modulati-
onsfrequenzen besteht. So wurde bei Vögeln (Dooling und Searcy, 1981) und
Fröschen (Dunia und Narins, 1989) eine negative Korrelation zwischen der
MMS der tMTF und einem Maß für das zeitliche Auflösungsvermögen, der
minimalen Integrationszeit (MIT), beschrieben. Die MIT berechnet sich aus
der Abbruchfrequenz der tMTF (siehe Material & Methoden). Wie in Abb.
4.15 deutlich wird, ergab sich bei den hier untersuchten Zellen kein negativer
Zusammenhang zwischen beiden Kenngrößen. Für keine der drei Verarbei-
tungsebenen konnte eine signifikante Korrelation gefunden werden.
Abbildung 4.15: Zusammen-
hang zwischen der MMS und
der MIT. Die Minimale Inte-
grationszeit (MIT) wurde auf der
Grundlage der tMTFs bestimmt
(vgl. Material & Methoden) und
gibt das zeitliche Auflösungsver-
mögen der Zellen an. REZ: N = 5,


















Zusammenhang zwischen MMS der rMTF und der tMTF
Bisher wurden die MMS der rMTF und der tMTF als unabhängige Kenngrö-
ßen zu Beschreibung der Empfindlichkeit gegenüber Amplitudenmodulatio-
nen betrachtet. Es stellt sich nun die Frage, ob ein Zusammenhang zwischen
beiden existiert. Um dem nachzugehen wurden die beiden MMS in Abb. 4.16
gegeneinander aufgetragen.
Für die beiden betrachteten Verarbeitungsebenen zeigen die Regressions-
geraden gegenläufige Trends. Jedoch ergab sich in beiden Fällen keine signi-





















hang zwischen der MMS der
tMTF und der rMTF. Verglei-
che Abb. 4.13 und Abb.4.12. LN:
N = 8, n.s.; AN: N = 17 n.s.
Zusammenfassung
Sowohl die tMTF als auch die rMTF zeigten Abhängigkeiten von der Modu-
lationstiefe der Stimuli. Es kann für nahezu alle Zellen festgehalten werden,
dass die momentane Änderung der Spikerate in Abhängigkeit von der Stimu-
lusperiode eine deutlich höhere Empfindlichkeit gegenüber Amplitudenmo-
dulationen aufwies, als die Spikerate innerhalb großer, in keinem Bezug zur
Stimulusstruktur stehenden, Zeitfenster. Die minimalen Modulationsschwel-
len der rMTF lagen für die Mehrheit der getesteten Zellen bei über -6 dB,
d.h. erst bei Modulationstiefen von über 50% wurde das Schwellenkriterium
einer Spikeratenänderung von mindestens 40% überschritten. Zwischen den
lokalen und den aufsteigenden Interneuronen zeigten sich signifikante Unter-
schiede.
Bei der tMTF wurden die Modulationstiefen bestimmt, bei denen erstmals
eine signifikante Ankopplung der Spikes an die Stimulusperiode auftrat. Die-
se minimalen Modulationsschwellen lagen mehrheitlich unter -15 dB, welches
Modulationstiefen von unter 18% entspricht. Die höchsten Empfindlichkei-
ten zeigten dabei einzelne Rezeptoren und die lokalen Interneurone TN1 und
SN2 mit Werten von unter -37 dB (1,1%). Die aufsteigenden Interneurone
benötigten signifikant höhere minimale Modulationsschwellen und erwiesen
sich somit als unempfindlicher gegenüber Amplitudenmodulationen. Das lo-
kale Interneuron BGN1 kann bezüglich dieser Eigenschaft, wiederum eher
den aufsteigenden Interneuronen zugeordnet werden als den anderen loka-
len Interneuronen. Insgesamt zeigte die minimalen Modulationsschwelle der
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tMTF keine Abhängigkeit von der Spikerate. Bei den getesteten Zellen ergab
sich außerdem keine Korrelation zwischen der minimale Modulationsschwelle
der tMTF und der minimalen Integrationszeit, einem Maß für das zeitliche
Auflösungsvermögen.
Zwischen den aus der tMTF und aus der rMTF abgeleiteten minimalen Mo-




Im Folgenden soll der Frage nachgegangen werden, wie gut die sinusförmig
amplitudenmodulierten Stimuli anhand der Spikeantworten einzelner Zellen
unterschieden werden können. Dabei wurde die Unterscheidbarkeit anhand
der van Rossum Distanzen bestimmt. Diese Methode soll hier ergänzend zu
der ‚klassischen‘tMTF und rMTF- Auswertung angewandt und mit dieser
verglichen werden.
Ein wesentlicher Unterschied zur MTF- Auswertung besteht darin, dass
rMTF und tMTF beschreiben, welche Modulationsfrequenzen von einer Zel-
le überhaupt beantwortet werden, bzw. wie gut die Modulationen zeitlich
aufgelöst werden können. Mit diesen Daten ist es aber nur bedingt mög-
lich auszusagen, inwieweit zwei Frequenzen anhand der Spikeantworten der
Zelle unterscheidbar sind. Insbesondere ist ein Szenario denkbar, bei dem
bei hohen Modulationsfrequenzen Spikes zwar an die Phasenlage, nicht aber
an jede Periode ankoppeln. Daraus ergibt sich zwar eine hohe Vektorstärke
bei der tMTF, aber eine geringe Unterscheidbarkeit anhand der metrischen
Distanzen wegen der großen Variabilität der absoluten Spikezeitpunkte auf
Darbietung ein und desselben Reizes. Eine rMTF beschreibt die Änderung
der Spikerate als Funktion der Modulationsfrequenz. Da für jede Modulati-
onsfrequenz in der Regel über lange Zeitfenster bzw. viele Reizwiederholun-
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gen gemessene Mittelwerte verwendet werden, gehen hier eine momentane
Änderung und eine Òtrial-to-trialÓ Variabilität der Rate bei der Auswer-
tung verloren. Auch bei dieser Betrachtung bleibt also weitgehend unklar,
ob Unterschiede in dem bestimmten Parameter eine Unterscheidbarkeit von
Reizmustern zulassen.
Eine Gegenüberstellung von rMTF und tMTF resultiert aus der Frage
nach dem Kode, mit dem relevante Information übertragen wird. Welche
Rolle die über lange Zeitfenster gemittelte Spikerate oder das exakte zeit-
liche Auftreten von Spikes postsynaptisch spielen, kann jedoch häufig nicht
abschließend beantwortet werden (siehe oben: Raten und Zeitfilter bei einem
Zelltyp; und Joris et al. (2004)). Hier liefert das Distanzmaß einen deutli-
chen Vorteil. Bei der Berechnung der Spiketrain-Distanzen kann der für eine
Unterscheidung optimale zeitliche Auflösungsparameter τ berechnet werden.
Abhängig von diesem Parameter beschreibt der Distanzwert eine Kodierung
zwischen den Extremen eines Koinzidenzdetektors bzw. einer reinen Spike-
zahlunterscheidung (Ratenkode). Somit kann mit Hilfe des Distanzmaßes ge-
prüft werden, welche Rolle Spikezeitpunkte und Spikezahlen bei der Kodie-
rung von Modulationsfrequenzen für die einzelnen Verarbeitungsebenen und
Zelltypen spielen könnten. Aus diesen Vorbemerkungen ergeben sich drei we-
sentliche Fragen, denen im folgenden Teil nachgegangen werden soll:
• Inwieweit lassen sich sinusförmig amplitudenmodulierte Stimuli anhand
der Spikeantworten - der einzigen verfügbaren Information des Nerven-
systems - unterscheiden? (5.1)
• Welche Rolle spielen Unterschiede in Spikezeitpunkten und Spikezahlen
für die Kodierung der Information? (5.2)
• In welchem Zusammenhang stehen die Unterscheidbarkeit und Modula-
tionstransferfunktionen, d.h. die Filtereigenschaften auf der Grundlage
der Spikerate und der zeitlichen Ankopplung der Spikes? (5.3)
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5.1 Spiketrain - Distanzen und korrekte Zu-
ordnung
5.1.1 Spiketrain - Distanzen
In Abbildung 5.1 A, C und E sind die Spikeantworten von drei verschiedenen
Zellen auf Stimuli mit unterschiedlichen Modulationsfrequenzen dargestellt.
Dabei handelt es sich um einen Rezeptor, ein lokales (BGN1) und ein aufstei-
gendes Interneuron (AN4). Der Rezeptor (Abb. 5.1 A) zeigte eine tonische
Antwort mit einer guten Ankopplung an das Reizmuster bis hin zu Modu-
lationsfrequenzen von 125 Hz. Dagegen war das Spikemuster beim BGN1
(Abb. 5.1 C) schon bei niedrigeren Modulationsfrequenzen des Stimulus ver-
gleichsweise irregulär und die Spikerate nahm zu höheren Frequenzen stark
ab. Beim AN4 (Abb. 5.1 E) zeigte sich eine eher geringe Regelmäßigkeit der
neuronalen Antwort bei wiederholter Reizung mit einem Stimulus. Besonders
auffällig war bei dieser Zelle die fast vollständige Reduktion der Spikeantwort
im Bereich der MF von 83-167 Hz. Für jede dieser Zellen sind die ermittelten
Spiketrain-Distanzen (siehe Material und Methode) in Abb. 5.1 B, D und F
dargestellt. Die Distanz beträgt 0, wenn identische Spiketrains miteinander
verglichen werden. Dies wird in der diagonalen Linie in den Matrizen sichtbar.
Die Distanz kann allerdings unterschiedlich hohe Maximalwerte annehmen.
Diese hängen von den Spikezeitpunkt- und Spikezahlunterschieden der ver-
glichenen Spiketrains, sowie von dem gewähltem Auflösungsparameter τ ab.
So variierten die Distanzen beim dargestellten Rezeptor von 0 bis 9,6 (Abb.
5.1 B) , beim BGN1 von 0 bis 20,4 (Abb. 5.1 D) und beim AN4 von 0 bis
34,0 (Abb. 5.1 F). Ein direkter Vergleich der Distanzwerte zwischen unter-
schiedlichen Zellen ist somit nur bedingt möglich. Allerdings lassen sich die
Spiketrain Unterschiede jeder einzelnen Zelle auf der Grundlage der Distan-
zen beurteilen. Besonders beim Rezeptor (Abb. 5.1 B) zeichnen sich Quadrate
auf der Hauptdiagonalen ab. Sie resultieren daraus, dass Spiketrains einzel-
ner MF untereinander geringere Distanzen aufwiesen, als Spiketrains, die
durch Stimuli anderer Modulationsfrequenzen hervorgerufen wurden. Diese



























































































































































Abbildung 5.1: Spike-Antworten und Distanzmatrizen der Spiketrains von
drei verschiedenen Zellen der untersuchten Verarbeitungsebenen. A, C und
E Spike-Antworten auf die getesteten Stimuli mit unterschiedlichen Modulationsfrequen-
zen. Es sind Antworten auf acht Wiederholungen jedes Stimulus dargestellt. B, D und F
Distanzen aller Spiketrains zueinander. Die Spiketrains wurden entsprechend der Spike-
Rasterplots links beginnend mit der Modulationsfrequenz von 10 Hz durchnummeriert.
Das Zeitfenster der Auswertung betrug 500 ms. Der Auflösungsparameter τ wurde ent-
sprechend einer optimalen Unterscheidung für jede Zelle unterschiedlich gewählt (Rezeptor
τ=2 ms, BGN1 τ=4 ms, AN4 τ= 20 ms; siehe dazu auch Abb. 5.11 B).
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MF von 167 Hz. Beim dargestellten BGN1 (Abb. 5.1 D) ergaben sich geringe
Distanzen zwischen den Spiketrains einzelner Modulationsfrequenzen nur bei
10, 20 und 40 Hz. Diese zeigten gleichzeitig eine große Distanz zu Spiketrains
anderer Modulationsfrequenzen. Die Spiketrains höherer MF wiesen dagegen
allgemein sehr geringe Distanzen zueinander auf, was in dem großen blauen
Bereich sichtbar wird. Die Distanzmatrix des AN4 (Abb. 5.1 F) zeigt ein noch
komplexeres Muster. Nicht mehr Spiketrains einzelner Modulationsfrequen-
zen, sondern eher von Frequenzbereichen grenzen sich durch unterschiedliche
bzw. ähnliche Distanzwerte ab. So wiesen die Spiketrains, die durch Reize mit
Modulationsfrequenzen von 83 bis 167 Hz hervorgerufen wurden, sehr gerin-
ge Distanzen zueinander auf, aber hohe Distanzen gegenüber den getesteten
Reizmustern besonders hoher und niedriger Modulationsfrequenzen. Dies ist
vor allem in den starken Unterschieden der Spikerate begründet (Abb. 5.1
E).
5.1.2 Klassifikation
Die in 5.1.1 beschriebenen Distanzmatrizen zeigen die Unterschiede zwischen
Spiketrains. Diese können auf der Kodierung von Unterschieden der getes-
teten Stimuli oder auf einer Òtrial-to-trialÓ Variabilität basieren. Um eine
Unterscheidbarkeit von einzelnen Reizmustern zu gewährleisten, müssen die
Spiketrains hervorgerufen durch Wiederholungen eines Stimulus geringere
Distanzen zueinander aufweisen (also eine geringere Òtrial-to-trialÓ Variabi-
lität haben) als zu solchen Spiketrains, die durch andere Reize hervorgerufen
wurden. Um diese Unterscheidbarkeit zu quantifizieren, wurde ein Cluster
Algorithmus angewendet, der eine prozentuale Zuordnung der Spiketrains
zu einem Stimulus bestimmt. Dabei wurde für jeden Stimulus ein Template-
Spiketrain zufällig gewählt. Alle anderen Spiketrains wurden nun demjenigen
Template zugeordnet, zu dem sie die geringste Distanz aufwiesen. Dieses Ver-
fahren wurde mehrmals für jeweils andere Template-Spiketrains wiederholt.
In Abb. 5.2 sind die Klassifikations-Matrizen aller Zellen dargestellt. Die Ele-
mente auf der Hauptdiagonalen geben für jedes Reizmuster den Anteil der
korrekt klassifizierten Spiketrains an, während alle anderen Elemente inkor-
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rekt klassifizierten Spiketrains entsprechen. Bei den Rezeptoren (Abb. 5.2
A) zeigte sich eine weitgehend korrekte Zuordnung der Spiketrains bis hin
zu einer Modulationsfrequenz von 167 Hz (Stimulus 6). Bei REZ2 wurden
sogar bei einer Modulationsfrequenz von 250 Hz über 90% der Spiketrains
korrekt klassifiziert. Die lokalen Interneurone TN1 und SN1 (Abb. 5.2 B)
zeigten ähnliche Muster in den Klassifikations-Matrizen wie die Rezeptoren.
Stimuli mit Amplitudenmodulationen von bis zu 167 Hz wurden nahezu per-
fekt zugeordnet, erst bei höheren Frequenzen nahm die korrekte Zuordnung
ab. Die BGN1 Neurone zeigten stärkere interindividuelle Unterschiede in
den Klassifikations-Matrizen (Abb. 5.2 B). Diese wurden besonders zwischen
BGN13 und BGN14 deutlich. Während sich bei BGN13 noch alle Spiketrains
der Modulationsfrequenz von 125 Hz perfekt klassifizieren ließen, nahm bei
BGN14 in diesem Bereich der Anteil der korrekt zugeordneten Spiketrains
auf unter 20% ab.
In Abb. 5.3 sind die Klassifikations-Matrizen der aufsteigenden Interneu-
rone dargestellt. Verglichen mit den lokalen Interneuronen, wurden hier auf-
fällig mehr Zuordnungen außerhalb der Hauptdiagonalen sichtbar, welches
einem größeren Anteil an inkorrekt klassifizierten Spiketrains entspricht. So
wurden beim AN1 und AN2 lediglich Spiketrains bis zu einer Modulations-
frequenz von 20 oder 40 Hz noch überwiegend korrekt klassifiziert. Dagegen
war keine zuverlässige Zuordnung mehr für Spiketrains möglich, die durch
Stimuli höherer MF hervorgerufen wurden. Beim AN3 wird ein größerer An-
teil korrekt klassifizierter Spiketrains bereits bei niedrigeren MF sichtbar.
Bei diesem Zelltyp fallen interindividuelle Unterschiede zwischen dem Be-
reich der Modulationsfrequenzen auf, der einen hohen Anteil an inkorrekt
klassifizierten Spiketrains und eine große Ähnlichkeit zueinander ergab. AN4
zeigt schon bei niedrigen Modulationsfrequenzen einen geringen Anteil an
korrekt zugeordneten Spiketrains. Besonders auffällig ist bei dieser Zelle aber
vor allem, dass sich nicht so sehr zwischen hohen Modulationsfrequenzen ein
Cluster gleichmäßiger Zuordnung bildet, sondern besonders im Bereich von
83 bis 167 Hz (Stimulus 4-6). Dabei werden horizontale Strukturen sichtbar,
die eine starke Ähnlichkeit benachbarter MF für diese Zelle verdeutlichen.
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REZ8
Abbildung 5.2: Klassifikations-Matrizen der A Rezeptoren und B lokalen







































































































































































































































































0 20 40 60 80 100
Anteil [%]
Abbildung 5.3: Klassifikations-Matrizen der aufsteigenden Interneurone.
Dargestellt sind die Wahrscheinlichkeiten, mit denen Spiketrains eines Stimulus (horizon-
tale Achse) zu einem Template-Spiketrain eines Stimulus (vertikale Achse) zugeordnet
wurden. Die Elemente der Hauptdiagonalen geben korrekt klassifizierte Spiketrains an,
während alle anderen Elemente inkorrekt klassifizierte Spiketrains darstellen. Das Zeit-
fenster der Auswertung betrug 500 ms. Der Auflösungsparameter τ wurde entsprechend
einer optimalen Unterscheidung für jede Zelle unterschiedlich gewählt (siehe dazu Abb.
5.11 B).
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der Spikerate bei gleichzeitig geringer Ankopplung der Spikes an das Reiz-
muster (vgl. Abb. 5.1 E und F). Bei AN42, welches bei niedriger Temperatur
abgeleitet wurde, zeigt sich diesbezüglich eine leichte Verschiebung zu nied-
rigeren MF. Des Weiteren wird (besonders bei AN41) eine Nebendiagonale
sichtbar. Außerhalb des Bereiches von 83-167 Hz weisen offenbar Spiketrains
niedriger und hoher MF eine größere Ähnlichkeit zueinander auf, als benach-
barte Modulationsfrequenzen. Dieses Muster zeigt sich auch in der in Abb.
5.1 E dargestellten Spikeantwort von AN45. Die Klassifikationsmatrix des
AN11 zeigt ein dem AN3 vergleichbares Bild. Spiketrains bis zu einer MF
von 83 Hz konnten nahezu perfekt zugeordnet werden, während die Unter-
scheidungsfähigkeit bei höheren Modulationsfrequenzen stark abnahm.
Der bisher angewendete Klassifikationsalgorithmus bezieht sich auf die
Unterscheidbarkeit einzelner Modulationsfrequenzen. Damit ist eine Voran-
nahme über die MF als mögliche separate Klassen enthalten, die nicht un-
bedingt einer systemimmanenten Klassifikation entsprechen muss. So könn-
ten einerseits die getesteten Stimuli nicht die Klassen treffen, die von einer
Zelle separierbar sind. Auf der anderen Seite kann eine Klassifikation zu
einem möglichen Zusammenfügen bestimmter physikalisch unterschiedlicher
Reizparameter zu einer Klasse führen. Bei einem großen Stimulusraum ist
eine Reduktion in verhaltensrelevante Klassen sogar zu erwarten. So ist es
denkbar, dass besonders in höheren Verarbeitungsebenen nicht einzelne MF
voneinander abgegrenzt werden, sondern vielmehr Bereiche von MF. Dies
deutet sich in Abb. 5.1 D für BGN1 an, bei dem alle hohen Modulations-
frequenzen eine geringe Distanz zueinander aufwiesen. Beim AN4 (Abb. 5.1
F) zeigte sich eine große Ähnlichkeit der Spiketrains, hervorgerufen durch
Modulationsfrequenzen von 83, 125 und 167 Hz, bei einer gleichzeitig sehr
großen Distanz zu niedrigen und hohen Modulationsfrequenzen. Um die in
Abb. 5.2 und 5.3 dargestellte Klassenbildung zu überprüfen, wurde zusätzlich
ein unüberwachter Clusteralgorithmus herangezogen (Slonim et al., 2005).
In Abb. 5.4 sind die Ergebnisse einer Klassifikation für die in Abb. 5.1 ge-
zeigten Zellen dargestellt. Die Zahl der Klassen wurde hier nicht vorgegeben,
sondern so gewählt, dass möglichst viele Spiketrains eines Reizmusters nur
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Abbildung 5.4: Klassifikation basierend auf einem unüberwachten Clusteral-
gorithmus für die Antworten der drei Zellen in Abb.1. A Rezeptor (REZ3) B
Lokales Interneuron (BGN15) undC Aufsteigendes Interneuron (AN45). Dargestellt ist die
Anzahl der Spiketrains eines Stimulus (horizontale Achse), die zu einer Klasse (vertikale
Achse) zugeordnet wurde. Die Wahrscheinlichkeit, dass ein Spiketrain i einem Cluster c zu-
geordnet wurde, betrug P(c|i) > 0.99. Die Zahl der Klassen ergab sich aus einer möglichst
hohen Anzahl an Spiketrains eines Reizmusters, die nur einer Klasse zugeordnet wurden.
Der Auflösungsparameter τ wurde identisch zu dem Template-Klassifikationsalgorithmus
(Abb. 5.1, 5.2, 5.3) gewählt (Rezeptor τ=2 ms, BGN1 τ=4 ms, AN4 τ= 20 ms)
neun getesteten Reizmuster eine Aufteilung der Antworten in sieben Klassen
für den Rezeptor (Abb. 5.4 A), fünf Klassen für das lokale Interneuron BGN1
(Abb. 5.4 B) und vier Klassen für das aufsteigende Interneuron AN4 (Abb.
5.4 C). Für den Rezeptor ergab sich erwartungsgemäß eine nahezu perfekte
Separation der Antworten gemäß der Reizmuster bis hin zu Modulationsfre-
quenzen von 167 Hz. Dagegen wurden beim BGN1 Spiketrains nur bis zu
einer Modulationsfrequenz von 83 Hz unterschiedlichen Klassen zugeordnet.
Die Antworten auf 125 bis 500 Hz wurden in einer Klasse zusammengefügt.
Beim AN4 zeigte sich erwartungsgemäß in einem Bereich von 83 bis 167 Hz
eine Zuordnung der Spiketrains zu einer gemeinsamen Klasse (Klasse Nr. 3,
Abb. 5.4 C). Der zugrundeliegende Filter grenzt offenbar aber nicht perfekt
gegenüber den Randfrequenzen ab. Einzelne Spiketrains, hervorgerufen durch
Modulationsfrequenzen von 40 und 250 Hz, wurden auch dieser Klasse Nr. 3
zugeordnet.
Es stellt sich die Frage, inwieweit dieses Bild einen prinzipiellen Unter-
schied zu den auf einer Template Wahl basierenden Klassifikationen ergibt,
die in Abb. 5.2 und 5.3 gezeigt sind. Die Anzahl der Klassen und die Zu-
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ordnung der Spiketrains, hervorgerufen durch unterschiedliche Reizmuster
zu einer Klasse, ist bei dem unüberwachten Verfahren nicht vorgegeben. Es
ergaben sich deutliche Unterschiede zwischen den drei betrachteten Zellty-
pen. Diese werden aber auch schon in den Klassifikations-Matrizen durch
die unterschiedlich verteilten Cluster in Abb. 5.2 und 5.3 sichtbar. Da ein
Vergleich der Analyseverfahren bei allen Zellen keine grundsätzlichen Un-
terschiede ergab, wird hier auf eine detaillierte Darstellung der Ergebnisse
verzichtet. Die folgenden Analysen beziehen sich auf die Unterscheidbarkeit
der einzelnen Modulationsfrequenzen, weshalb hierfür die Ergebnisse des auf
einer Template Wahl basierenden Clusterns herangezogen werden.
5.1.3 Unterscheidbarkeit der einzelnen Reizmuster
Die in Kapitel 5.1.2 gezeigten Klassifikations-Matrizen geben die Anteile der
korrekt und inkorrekt zugeordneten Spiketrains wieder. Um ein differenzier-
tes Bild einer eindeutigen Repräsentation eines Stimulus für einen Zelltyp
zu erlangen, wird in diesem Teil der Betrachtung lediglich auf den Anteil
der korrekt zugeordneten Spiketrains für jede getestete Modulationsfrequenz
zurückgegriffen ( Abb. 5.5 A, B und C). Alle Zellen zeigten bezüglich der kor-
rekten Zuordnung der Spiketrains Tiefpasseigenschaften, indem die Kurven
bei höheren Modulationsfrequenzen deutlich abfielen. Allerdings variierte die
Frequenz, bei der ein Abfall der Kurven auftrat, zwischen den einzelnen Neu-
ronen erheblich. Bei der Mehrzahl der Zellen zeigte sich eine Verringerung
der Grenzfrequenz von der jeweils niedrigeren zur nächst höheren Verarbei-
tungsebene (Abb. 5.5 D). Lediglich zwischen den Rezeptoren und den lokalen
Interneuronen ergab sich kein signifikanter Unterschied zwischen den Grenz-
frequenzen. Wie schon bei der Betrachtung anderer Zusammenhänge (vgl.
Abb. 4.6), basiert dies auf der großen Übereinstimmung der Werte zwischen
den Rezeptoren und den lokalen Interneuronen TN1 und SN1, die im Bereich
von 125 Hz bis teilweise über 150 Hz lagen. Beim lokalen Interneuron BGN1
zeigten sich dagegen deutlich niedrigere Grenzfrequenzen als bei den Rezep-
toren, den TN1 und den SN1. Damit nahm das BGN1 eine intermediäre Stel-
lung mit einer gleichzeitig besonders breiten Verteilung der Grenzfrequenzen
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ein. Keines der aufsteigenden Interneurone erreichte Werte von 125 Hz. Die
Grenzfrequenzen der Mehrzahl der Zellen dieser Verarbeitungsebene lagen
unter 40 Hz. Jenseits der Grenzfrequenz blieb die korrekte Zuordnung bei
einigen Zellen auf einem weitgehend gleich bleibenden Niveau (Rezeptoren:
Abb. 5.5 A, TN1 und SN1: Abb. 5.5 B, AN1, AN2 und AN3: Abb. 5.5 C).
Bei manchen Zellen stiegen die Kurven bei höheren Modulationsfrequenzen
allerdings wieder an. Dies betraf vor allem BGN1 und AN4 (Abb. 5.5 B und
C).
Bei einer präzisen Ankopplung der Spikes an die Amplitudenmodulation
des Reizes, ist eine positive Korrelation der Grenzfrequenz mit der Spikera-
te zu erwarten. Ist die Spikerate niedriger als die Modulationsfrequenz des
Stimulus, so kann nicht mehr jede Stimulusperiode mit einem Spike beant-
wortet werden und die Distanz zwischen den Spiketrains eines Reizes nimmt
notwendigerweise zu. Gleichzeitig kann die Distanz zu Spiketrains, die durch
Vielfache der Modulationsfrequenz hervorgerufen wurden, abnehmen. Beides
bedingt eine Verschlechterung der korrekten Zuordnungen der Spiketrains.
Bei der Betrachtung der Spikerate ergibt sich zunächst das Problem, welche
Spikerate als Bezugsgröße für die Auswertung herangezogen wird. So variiert
die Spikerate, wie schon in Kapitel 4.1.1 gezeigt, bei einigen Zellen beträcht-
lich in Abhängigkeit von der Modulationsfrequenz des Reizes. Eine mittlere
Spikerate über alle getesteten Stimuli liefert somit nicht unbedingt einen re-
präsentativen Ausgangswert für eine Zelle. Aus diesem Grund wurde hier die
mittlere maximale Spikerate bestimmt. Diese entspricht der Antwort auf den
Stimulus, bei dem die Zelle am stärksten reagierte. In Abb. 5.6 wurde für die
einzelnen Zelltypen die Grenzfrequenz gegen die mittlere maximale Spikerate
aufgetragen. Bei den Rezeptoren ergab sich eine signifikante Korrelation zwi-
schen der Grenzfrequenz und der Spikerate. Die lokalen Interneurone zeigten
diesbezüglich wieder ein uneinheitliches Bild. Bei TN1 und SN1 wird ein Zu-
sammenhang der beiden Größen sichtbar, bei BGN1 allerdings nicht. Für die
aufsteigenden Interneurone konnte keine signifikante Korrelation zwischen







































































































































































































































































Abbildung 5.5: Anteil der korrekt zugeordneten Spiketrains gegenüber den
getesteten Modulationsfrequenzen der Stimuli bei A Rezeptoren, B Loka-
len Interneuronen, C Aufsteigenden Interneuronen sowie D Grenzfrequen-
zen der korrekten Zuordnung für alle drei Verarbeitungsebenen. Dazu wur-
de der Maximalwert der Kurven in A, B, C auf 100% gesetzt und die Modulationsfrequenz
bestimmt, bei der 90% erreicht wurde. Das Zeitfenster der Auswertung betrug für alle Zel-
len 500 ms, während τ für jede Zelle entsprechend einer optimalen Unterscheidbarkeit









(vgl. Abb. 5.5 D)
und der maximalen
Spikerate. Rez: N =
8, p<0,05; LN: N = 11,































5.1.4 Unterscheidbarkeit in Abhängigkeit vom Zeitfens-
ter und der Spikezahl
Im Folgenden soll der Frage nachgegangen werden, wie gut die getesteten
Reizmuster insgesamt von den einzelnen Zelltypen unterschieden werden kön-
nen und wie sich diese Unterscheidbarkeit zur Länge des Zeitfensters, welches
in die Auswertung einging, verhält. Dazu wurde die Dauer von 10 - 500 ms
variiert und dabei der mittlere Anteil aller korrekt zugeordneten Spiketrains
über die getesteten Stimuli bestimmt. Bei einem Zeitfenster von 500 ms ent-
spricht dieser Anteil dem Mittelwert über die Elemente der Hauptdiagonalen
in Abb. 5.2 und 5.3. Die Unterscheidbarkeit der Reizmuster auf der Grund-
lage der Spiketrains, zeigte erwartungsgemäß eine klare Abhängigkeit von
der Größe des betrachteten Zeitfensters (Abb. 5.7 A). Während bei einem
Zeitfenster von 10 ms bei allen Zellen das Niveau einer zufälligen Zuord-
nung nicht überschritten wurde, ergab sich schon bei 50 ms ein signifikant
erhöhter Prozentsatz korrekt zugeordneter Spiketrains. Die meisten Rezep-
toren und lokalen Interneurone zeigten bei einem ausgewerteten Zeitfenster
von 250 ms die maximal erreichte Unterscheidbarkeit. Dagegen verliefen die
Kurven bei den aufsteigenden Interneuronen deutlich flacher und erreichten
teilweise bis zu einem Zeitfenster von 500 ms kein Sättigungsniveau. Auffäl-
lig ist aber vor allem, dass die maximal erreichte Unterscheidbarkeit sowohl

























































































































Abbildung 5.7: Zusammenhang zwischen der Unterscheidungsfähigkeit und
dem betrachteten Zeitfenster bzw. der Zahl der Spikes bei Zellen aller
drei Verarbeitungsebenen. Dargestellt in A der mittlere Anteil der korrekt zugeord-
neten Spiketrains gegenüber der Länge des Zeitfensters, welches in die Auswertung ein-
ging aufgetragen. In B wurden der mittlere Anteil der korrekt zugeordneten Spiketrains
gegenüber den einbezogenen Zahlen der Spikes aufgetragen. Die gestrichelte Linie in den
Abbildungen, gibt den bei einer zufälligen Zuordnung der Spiketrains erreichbaren Wert
an.
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wich. Die Werte nahmen von den Rezeptoren, den lokalen Interneuronen
TN1 und SN1 über BGN1 bis hin zu den aufsteigenden Interneuronen ab.
Bei einem festen Zeitfenster konnten, aufgrund unterschiedlicher Feuerraten,
bei den einzelnen Zellen ungleiche Spikezahlen in die Auswertung eingehen.
Dieses könnte letztlich auch die Unterschiede zwischen den in Abb. 5.7 A
dargestellten Kurven bedingen. Um dem nachzugehen, wurde der Anteil der
prozentual korrekt zugeordneten Spiketrains über der Zahl der ausgewerteten
Spikes aufgetragen (Abb. 5.7 B). Es zeigte sich, dass der Auswertung zwar
tatsächlich sehr unterschiedliche Spikezahlen zugrunde lagen und die Kur-
ven enger zusammenfielen, die für Abb. 5.7 A beschriebene Tendenz aber
auch bei dieser Darstellung erhalten bleibt. Bei den Rezeptoren, sowie den
lokalen Interneuronen TN1 und SN1, ergab sich ein höherer Anteil korrekt
zugeordneter Spiketrains mit zunehmender Spikezahl als bei BGN1 und den
aufsteigenden Interneuronen.
In Abbildung 5.8 sind die wesentlichen Ergebnisse zur Unterscheidbarkeit
der Modulationsfrequenzen zusammengefasst. Der Anteil der korrekt zuge-
ordneten Spiketrains der einzelnen Zellen nimmt mit steigender Verarbei-
tungsebene ab (Abb. 5.8 A). Für die Rezeptoren und die lokalen Interneurone
TN1 und SN1 wurden Werte von 70 bis 85% Prozent korrekt zugeordneter
Spiketrains erreicht. Dies entspricht einer bemerkenswerten Unterscheidbar-
keit der Modulationsfrequenzen, da immerhin vier der neun getesteten Mo-
dulationsfrequenzen über 150 Hz lagen. Das lokale Interneuron BGN1, wel-
ches neben tonischen auch phasische Antworteigenschaften zeigt, erreichte
mit 45 bis 75% korrekt zugeordneten Spiketrains deutlich niedrigere Werte.
Die Gruppe der lokalen Interneurone wies somit ein eher uneinheitliches Bild
auf : während die Unterscheidbarkeit bei SN1 und TN1 der von Rezeptoren
glich, BGN1 diesbezüglich eher den aufsteigenden Interneuronen zugeordnet
werden. Diese zeigten zwischen 30 und 70% korrekt zugeordneter Spiketrains
und wiesen damit gegenüber den Rezeptoren und lokale Interneuronen eine
signifikant niedrigere Unterscheidbarkeit auf. Für die aufsteigenden Interneu-
rone ergaben sich die höchsten Werte bei AN3 und AN11 und die niedrigsten
für die richtungskodierende Zelle AN1. Die Zeitfenster, die benötigt werden,
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Abbildung 5.8: Übersicht der maximal erreichten Unterscheidbarkeit, der
benötigten Zeitfenster und des Zusammenhangs zur Zahl der Spikes für Zel-
len aller drei Verarbeitungsebenen. Alle Datenpunkte ergeben sich aus den in Abb.
5.7 gezeigten Kurven. A Maximal erreichter Anteil der korrekt zugeordneten Spiketrains
aller getesteter Reizmuster.B Prozentual korrekt zugeordnete Spiketrains nach Einbezie-
hung der ersten 8 Spikes. C Zeitfenster, bei dem 40% der Spiketrains korrekt zugeordnet
wurden. D Zeitkonstante einer korrekten Zuordnung der Spiketrains. Die Zeitkonstante
wurde anhand eines einfachen exponentiellen Fit der Kurven in Abb. 5.7 A berechnet und
entspricht der Dauer des ausgewerteten Zeitfensters, bei dem die korrekte Zuordnung 67%
des maximal erreichten Wertes entspricht (vgl. Material & Methoden). U-Test: REZ-LN,
LN-AN, REZ-AN; siehe Abbildung.
den Rezeptoren zu den höheren Verarbeitungsebenen größer (Abb. 5.8 C). So
konnte zwar auch hier zwischen den Rezeptoren und den lokalen Interneu-
ronen kein signifikanter Unterschied bestimmt werden, allerdings zeigte sich
gegenüber den aufsteigenden Interneuronen eine stark signifikante Zunahme
( p<0.001). Auch eine Bestimmung der Geschwindigkeit, mit der die korrek-
te Zuordnung mit der Länge des ausgewerteten Zeitfensters zunimmt (Abb.
5.8 D) ergab einen hoch signifikanten Unterschied zwischen den lokalen und
den aufsteigenden Interneuronen ( p<0.001). Zwischen den Rezeptoren und
den lokalen Interneuronen wurde hingegen diesbezüglich kein Unterschied
festgestellt. In Abbildung 5.8 B ist für alle Zellen der Anteil der korrekt zu-
geordneten Spiketrains bei Auswertung einer gleichen Spikezahl dargestellt.
Vergleichbar mit Abb. 5.8 A ergab sich bei den Rezeptoren und den lokalen
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Interneuronen ein signifikant höherer Anteil korrekt zugeordneter Spiketrains
als bei den aufsteigenden Interneuronen. Bei dieser Auftragung fällt aber auf,
dass besonders die Werte der aufsteigenden Interneurone eine engere Ver-
teilung aufweisen als in Abb. 5.8 A. Dies könnte auf eine Abhängigkeit der
Unterscheidungsfähigkeit von der Spikerate hindeuten. Ob eine Abhängigkeit
der Unterscheidungsfähigkeit für die einzelnen Zellen und Verarbeitungsebe-
nen besteht, soll deshalb im Folgenden untersucht werden.
Die Erwartung wäre, dass die Unterscheidungsfähigkeit positiv von der
Spikerate abhängt. Ein derartiger Zusammenhang kann sowohl bei einem
ÒRatenfilterÓ als auch bei einem ÒZeitfilterÓ angenommen werden. Einer-
seits liefert eine hohe Spikerate gegenüber einer niedrigen eine bessere Mög-
lichkeit, einen größeren Bereich an unterschiedlichen Reizmustern durch un-
terschiedliche Spikeraten voneinander abzugrenzen. Andererseits kann eine
höhere Spikerate auch noch bei höheren Modulationsfrequenzen eine An-
kopplung der Spikes an jede Periode des Stimulus erlauben, welches auch
eine insgesamt bessere Unterscheidbarkeit der Reize bedingen kann.
In Abbildung 5.9 A ist der Zusammenhang zwischen der maximalen Spike-
rate und der Unterscheidbarkeit für die untersuchten Zellen dargestellt. Es
zeigte sich lediglich für die aufsteigenden Interneurone eine signifikante Kor-
relation zwischen der mittleren Spikerate und dem Anteil der korrekt zu-
geordneten Spiketrains. Diese Korrelation ergab sich durch die geringe kor-
rekte Zuordnung bei einzelnen aufsteigenden Interneuronen deren mittlere
Spikeraten unter 50 Hz lagen. Bei Zellen, die mit mittleren Spikeraten von
über 50 Hz reagierten, ließ sich keine signifikante Korrelation zwischen dem
Anteil der korrekten Zuordnung und der Spikerate feststellen. Die Regressi-
onsgeraden für die einzelnen Verarbeitungsebenen verlaufen hier weitgehend
parallel zueinander, welches eine geringere Unterscheidbarkeit der aufsteigen-
den Interneurone gegenüber den lokalen Interneuronen und den Rezeptoren
bei jeweils gleicher Spikerate bestätigt. Die schon in Abb. 5.8 gezeigten Un-
terschiede zwischen den Verarbeitungsebenen lassen sich also nicht alleine
auf abweichende Spikeraten zurückführen. Die mittlere maximale Spikerate
wurde über ein relativ langes Auswertefenster von 500 ms bestimmt, um ei-
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Abbildung 5.9: Zusammenhang zwischen A der mittleren maximalen Spikera-
te und B dem minimalen Interspike-Intervall (Min. ISI) und der Unterscheid-
barkeit für Zellen aller drei Verarbeitungsebenen. A Für jede Zelle wurde die
mittlere Spikerate bei maximaler Antwort bestimmt und gegenüber dem Anteil der kor-
rekt zugeordneten Spiketrains für die Reize aller Modulationsfrequenzen aufgetragen (vgl.
Abb. 4 A). REZ: N = 8, n.s.; LN: N = 11, n.s.; AN: N = 15, p<0,001. B Aus den ISI
Verteilungen der einzelnen Stimuli wurde für jede Zelle das minimale ISI bestimmt und
gegenüber dem Anteil korrekt zugeordneter Spiketrains aufgetragen. REZ: N = 8, n.s.;
LN: N = 11, n.s.; AN: N = 15, p<0,01.
der maximalen instantanen Spikerate ist dabei nicht möglich. Diese könnte
Hinweise liefern, inwieweit eine physiologische Limitation in Form einer ver-
längerten Refraktärzeit begrenzend für die Unterscheidbarkeit der Modulati-
onsfrequenzen wirkt. Um dem nachzugehen wurden die minimal auftretenden
Interspike-Intervalle für jede Zelle bestimmt (Abb. 5.9 B). Auch hierbei zeigte
sich lediglich für die aufsteigenden Interneurone eine signifikante Korrelation
zwischen dem Anteil der korrekt zugeordneten Spiketrains und dem minima-
len Interspike-Intervall. Obwohl die maximale Spikerate für die aufsteigenden
Interneurone im Mittel unter der von Rezeptoren und lokalen Interneuronen
lag (vgl. Abb. 5.9 A), ergab sich kein Unterschied der minimalen Interspike-
Intervalle zwischen den Verarbeitungsebenen. Diese können somit nicht die
Unterschiede in der korrekten Zuordnung der Spiketrains zwischen den Ver-
arbeitungsebenen erklären.
Zusammenfassung
Die Spiketrains der Rezeptoren und der lokalen Interneurone TN1 und SN1
erlaubten eine nahezu perfekte Unterscheidung der Stimuli bis hin zu Mo-
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dulationsfrequenzen von etwa 150 Hz. Dabei wurden schon bei betrachte-
ten Zeitfenstern von nur 150 ms, welche eine Einbeziehung von lediglich
5-8 Spikes bedeuteten, meist über 50% korrekt zugeordnete Spiketrains ge-
messen. Während bei diesen Zellen einzelne Reize noch bis hin zu hohen
Modulationsfrequenzen als separate Klassen repräsentiert waren, zeigte sich
bei dem lokalen Interneuron BGN1 und den aufsteigenden Interneuronen
vielmehr ein Zusammenfügen verschiedener Modulationsfrequenzen zu grö-
beren Klassen. Die Unterscheidbarkeit der einzelnen amplitudenmodulierten
Reizmuster nahm schon bei deutlich niedrigeren MF ab. Die Abnahme der
Unterscheidbarkeit bestand sowohl im Anteil der Spiketrains, die korrekt zu-
geordnet wurden, als auch die Größe der Zeitfenster, die in die Auswertung
eingehen mussten, um eine bestimmte Unterscheidungsfähigkeit zu erreichen.
Auch wenn für alle Zellen eine gleiche mittlere Spikezahl betrachtet wurde,
blieb diese Tendenz bestehen. Die Unterschiede zwischen den Zelltypen und
den Verarbeitungsebenen können weder alleine auf die mittleren Spikeraten
noch auf die minimalen Interspike-Intervalle zurückgeführt werden.
5.2 Der Auflösungsparameter τ
Die in 5.1 dargestellte Unterscheidbarkeit der Modulationsfrequenzen beruht
auf den Distanzwerten, die sich zwischen Spiketrains gleicher und unter-
schiedlicher Reizmuster ergeben. Um diese zu berechnen, wurden die Spikes
durch eine Alpha-Funktion ersetzt (vgl. Material & Methoden, Machens et al.
(2003)). Der Verlauf der Funktion kann als Imitation eines EPSP eines nach-
geschalteten Neurons angesehen werden. Die Breite der Funktion wird durch
den freien Parameter τ definiert, der den zeitlichen Einfluss der Spikes be-
stimmt. Das Distanzmaß bewegt sich abhängig von τ zwischen den Extremen
eines Koinzidenzdetektors, für τ → 0, und einer reinen Spikezahlunterschei-
dung, für τ → ∞.
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5.2.1 Die Bedeutung des Auflösungsparameters τ für
die Unterscheidbarkeit
Die Rolle, die der Auflösungsparameter τ für die Unterscheidbarkeit der Mo-
dulationsfrequenzen spielt, soll in Abb. 5.10 verdeutlicht werden. Dargestellt
sind hier die Klassifikations-Matrizen für drei Zellen der ersten drei Verarbei-
tungsebenen (vgl. Abb. 5.1). Für jede Zelle wurden die Spiketrain-Distanzen
mit drei unterschiedlichen Werten von τ berechnet (links: τ = 1 ms, Mitte:
τ = 10 ms und rechts τ = 100 ms) und anschließend klassifiziert. Ein Wert
von τ = 1 ms ergab bei dem Rezeptor einen hohen Anteil an korrekt zuge-
ordneten Spiketrains, sichtbar durch die Elemente auf der Hauptdiagonalen.
Lediglich Spiketrains, hervorgerufen durch Modulationsfrequenzen von 250
bis 500 Hz, ließen sich nicht mehr klar zuordnen. Die korrekte Zuordnung
und damit die Unterscheidbarkeit, nahm bei dem Rezeptor für τ - Werte von
10 ms deutlich ab. Für τ = 100 ms entsprach die Zuordnung nahezu einer
zufälligen Verteilung. Nur für die Antworten auf die 10 Hz Modulationsfre-
quenz (Stimulus 1) zeigte sich hier ein hoher Anteil an korrekt zugeordneten
Spiketrains, der aber v.a. auf die Stimulusstruktur zurückzuführen sein dürf-
te (vgl. 1.2.3). Für den Rezeptor lieferte offenbar eine Auswertung der Spikes
mit einer hohen zeitlichen Präzision (τ = 2ms; vgl Abb. 5.2 und Abb. 10)
eine optimale Unterscheidbarkeit. Trifft dies auch für das lokale Interneuron
BGN1 und das aufsteigende Interneuron AN4 zu? Für beide Zellen zeigen die
Klassifikations-Matrizen bei einem Wert von τ = 1 ms, im Gegensatz zum
Rezeptor, nur einen geringen Anteil an korrekt zugeordneten Spiketrains.
Auffällig beim AN4 war, dass nahezu alle Spiketrains dem Stimulus Nr. 5
zugeordnet wurden. Für kleine Werte von τ wird die Distanz zwischen zwei
Spiketrains durch die Summe der Spikes, minus dem zweifachen der koinzi-
denten Spikes bestimmt. Da beim AN4 offenbar der Anteil der koinzidenten
Spikes vernachlässigbar ist, werden die Spiketrains vorzugsweise dem Sti-
mulus zugeordnet, der die geringste Spikezahl hervorrief (Stimulus 5). Beim
BGN1 zeigte sich diese Tendenz in einem hohen Anteil der Zuordnung zu
Stimulus 8. Mit höheren Werten von τ nimmt die Bedeutung zeitlich präzi-






















































































































































































































Abbildung 5.10: Klassifikation in Abhängigkeit vom zeitlichen Auflösungs-
parameter τ bei Zellen der ersten drei Verarbeitungsebenen. A Rezeptor, B
Lokales Interneuron BGN1 und C Aufsteigendes Interneuron AN4 (vgl. Abb. 5.1). Das
Zeitfenster der Auswertung betrug 500 ms; die Klassifikations-Matrizen wurden mit τ -
Werten von 1 ms (links), 10 ms (Mitte) und 100 ms (rechts) berechnet.
bedingt offenbar für BGN1 und AN4 bei einem Wert von τ = 10 ms eine
verbesserte Unterscheidbarkeit der Stimuli. (Der höchste Anteil an korrekt
zugeordneten Spiketrains wurde für dieses BGN1 allerdings schon bei τ =
4 ms gemessen, beim AN4 erst für einen Wert von τ = 20 ms (vgl. Abb. 2
und Abb. 10)). Bei beiden Zellen nahm die Unterscheidbarkeit für τ = 100
ms insgesamt wieder ab, beim BGN1 allerdings deutlicher als beim AN4. Es
wurden besonders bei letztererem Cluster gleichmäßiger Zuordnung sichtbar.
Diese entsprechen einem Zusammenfügen von Reizen, mit ähnlichen Spike-
zahlen, gegenüber einer Abgrenzung zu Reizen, die abweichende Spikezahlen
hervorriefen. In diesem Fall wird somit eine, wenn auch reduzierte, Unter-
scheidbarkeit aufgrund von Spikezahlunterschieden sichtbar.
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5.2.2 Das optimale τ
Im folgenden soll der Frage nachgegangen werden, wie die Spiketrain-Distanzen
und damit die Unterscheidbarkeit einzelner SAM-Stimuli von dem Auflö-
sungsparameter τ abhängen und zwar vergleichend für alle hier untersuch-
ten Zelltypen. In Abb. 5.11 A ist die Unterscheidbarkeit als Funktion von τ
dargestellt. Für alle Zellen zeigte die Unterscheidbarkeit eine deutliche Ab-
hängigkeit von dem gewählten τ -Wert. Von den Kurven wurde der optimale
τ -Wert, d.h. der Peak Wert der Kurven bestimmt (τ opt: Abb. 5.11 B). Für
die Rezeptoren lagen die optimalen τ -Werte unter 5 ms. Dies traf auch für
die lokalen Interneurone TN1, SN1 und BGN1 (nur in einem Fall über 5
ms) zu. Bei den aufsteigenden Interneuronen wurde dagegen ein optimales τ
von über 5 ms gemessen. Die einzige Ausnahme bildete ein AN3 mit einem
Wert von 4 ms. Die höchsten Werte ergaben sich bei den richtungsabhängi-
gen Zellen (AN1 und AN2) sowie AN4 mit Werten von über 10 ms. Da die
Optimumskurven teilweise sehr breit sind und ein Peak Wert dann nicht un-
bedingt repräsentativ sein muss, wurde zusätzlich der τ -Bereich 10% unter
dem Maximum bestimmt (τmin-τmax: Abb. 5.11 C). Dieser zeigte wie zuvor
eine große Übereinstimmung zwischen Rezeptoren, TN1 und SN1. Während
sich die optimalen τ -Werte zwischen Rezeptoren und BGN1 kaum unterschie-
den, dehnt sich der 90% Bereich allerdings bei letzteren zu höheren Werten
aus. BGN1 erwies sich diesbezüglich als vergleichbar mit den aufsteigenden
Interneuronen AN3 und AN11.
Dagegen wurden, wie schon in Abb. 5.11 B sichtbar, bei AN1, AN2 und
ganz besonders AN4 erst bei höheren τ -Werten eine bessere Unterscheidbar-
keit der MF gemessen.
Betrachtet man die Kurven in Abb. 5.11 A fällt noch ein weiterer Aspekt
auf. Bei sehr kleinen τ -Werten (<0,5 ms) fällt die korrekte Zuordnung auf
den Zufallswert ab - für alle Zellen, mit Ausnahme der Rezeptoren, TN1 und
SN1. Auf der anderen Seite ergibt sich gerade für letztere bei sehr großen
τ -Werten (>200 ms) nur eine nahezu zufällige Zuordnung der Spiketrains,
während hier viele vor allem aufsteigende Neurone eine deutlich bessere Un-
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Abbildung 5.11: Optimales τ
für die Unterscheidbarkeit
der Reizmuster bei Zellen al-
ler drei Verarbeitungsebenen.
Das ausgewertete Zeitfenster betrug
500 ms. A Abhängigkeit der pro-
zentual korrekt zugeordneten Spike-
trains von τ . B τ -Werte, bei de-
nen eine optimale Unterscheidbar-
keit der Reizmuster gemessen wur-
de. U-Test: REZ-LN, LN-AN, REZ-
AN; siehe Abbildung. C τ -Bereich
einer optimalen Unterscheidbarkeit.
Das Maximum der Kurven in A wur-
de hierbei auf 100% gesetzt und aus-
gehend davon der Bereich 10% unter
dem Maximum erfasst. Dieser wird
durch die Grenzwerte τminundτmax
definiert.
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τ = 1000 ms basiert alleine auf der Unterscheidbarkeit anhand von Spike-
zahlunterschieden, die Information über Spikezeitpunkte geht hier verloren.
Somit reflektiert der Unterschied in der korrekten Zuordnung zwischen τ =
1000 ms und dem optimalen τ -Wert, den Gewinn, der durch eine Einbezie-
hung der Spikezeitpunkte erreicht wird. In Abb. 5.12 A wird dieser Gewinn
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Abbildung 5.12: Jeweiliger Beitrag von Spikezeitpunkt- und Spikezahlunter-
schieden und zur Unterscheidbarkeit der Stimuli. A Schwarze Balken: Beitrag
der Spikezahl Unterschiede zur Unterscheidbarkeit (gemessen als Differenz zwischen dem
Anteil der korrekt zugeordneten Spiketrains und einer zufälligen Zuordnung von 11,1% bei
τ = 1000 ms). Graue Balken: Gewinn, der durch die Einbeziehung von Spikezeitpunkten
erreicht wird (gemessen als Differenz zwischen dem Anteil der korrekten Zuordnung bei
dem optimalen τ und τ = 1000 ms, vgl. Abb. 5.11 A). Dargestellt sind Mittelwerte und
Standardabweichungen für verschiedene Gruppen an Zelltypen. REZ: Rezeptoren, N = 8;
Lokale Interneurone: TN1 und SN1, N = 5; BGN1, N = 6; Aufsteigende Interneurone:
AN1 und AN2, N = 5; AN3 und AN11, N = 6; AN4, N = 4. B Korrelation zwischen dem
Gewinn der Unterscheidbarkeit (graue Balken in A) und dem optimalen τ -Wert, p<0.001.
prozentuale Differenz gegenüber einer zufälligen Zuordnung bei τ = 1000 ms
aufgetragen (schwarze Balken). Die Abbildung gibt Mittelwerte und Stan-
dardabweichungen für unterschiedliche Gruppen von Zelltypen an. Bei der
Gruppe der Rezeptoren und der lokalen Interneurone TN1 und SN1 lag der
Anteil der korrekt zugeordneten Spiketrains basierend auf einer Spikezahlun-
terscheidung kaum über dem Zufallsniveau. Dagegen zeigte sich beim BGN1
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und den aufsteigenden Interneuronen bei diesem τ -Wert eine deutlich bessere
Unterscheidbarkeit der Stimuli. Die höchsten Werte wurden dabei von dem
aufsteigenden Interneuron AN4 erreicht. Betrachtet man den Zugewinn an
korrekt zugeordneten Spiketrains, der durch eine Einbeziehung der Spikezeit-
punkte erreicht wird, so dreht sich das Bild um. Während für die Rezeptoren
und die lokalen Interneurone TN1 und SN1 im Mittel eine Zunahme von bis
zu 65% zeigten, so bewegte sich diese beim BGN1 und den aufsteigenden In-
terneuronen nur zwischen 10 und 30%. Wie in Abb. 5.12 B ersichtlich wird,
korrelierte dieser Gewinn der Unterscheidbarkeit mit dem optimalen τ (r =
- 0.86, p<0.001).
5.2.3 Zusammenhang zwischen Spikezahlunterschieden
bzw. Interspike-Intervallverteilungen und der Un-
terscheidbarkeit
Aus der Betrachtung der Unterscheidbarkeit bei unterschiedlichenWerten des
zeitlichen Auflösungsparameters τ ergibt sich die Frage, inwieweit hier Spike-
zeitpunkt - und Spikezahlunterschiede gewichtet werden. Um dies zu über-
prüfen, wurden ausgehend von der Originalantworten der Zellen Spiketrains
generiert. Ein Ansatz bestand darin, die Interspike-Intervalle innerhalb der
Spiketrains zufällig zu mischen (Shuffled ISI-Spiketrains, siehe Abb. 5.13 Mit-
te). Hier stimmen Interspike-Intervallverteilungen und Spikezahlen also noch
mit den Original-Spiketrains überein. Zum anderen wurden Spiketrains mit
Interspike-Intervallen einer Poissonverteilung generiert (Poisson-Spiketrains,
siehe Abb. 5.13 rechts). Bei diesen entsprachen nur noch die Spikezahlen
denen der Original -Spiketrains. In Abb. 5.14 A ist die Abhängigkeit des
Anteils korrekt zugeordneter Spiketrains von τ vergleichend für die Original-
Spiketrains, die Shuffled ISI-Spiketrains und die Poisson-Spiketrains darge-
stellt. Diese Auswertung wurde für einen Rezeptor, ein lokales Interneuron
(BGN1) und ein aufsteigendes Interneuron (AN4) durchgeführt. Beim Re-
zeptor ergab sich, wie schon in Abb. 5.10 gezeigt, eine Optimumskurve der
korrekten Zuordnung, mit einem Gipfel im τ -Bereich von 1 bis 7 ms. Da-




















Abbildung 5.13: Darstellung der Antwort eines Rezeptors (links: Original-
Spiketrains) und auf dieser Grundlage generierte Spiketrains mit zufäl-
lig verteilten Interspike-Intervallen (Mitte: Shuffled ISI-Spiketrains), so-
wie Poisson-Spiketrains mit entsprechenden Spikezahlen (rechts:Poisson-
Spiketrains). links: Spike-Antworten des Rezeptors auf Stimuli unterschiedlicher MF
(10, 20, 333 und 500 Hz). Mitte: Auf der Grundlage der Interspike-Intervall (ISI) - Ver-
teilungen jedes original Spiketrains wurden die ISI innerhalb der Spiketrains zufällig an-
geordnet. rechts: Spiketrains mit Poisson verteilten Spikezeitpunkten, deren Spikezahlen
den der Original-Spiketrains entsprachen.
Poisson-Spiketrains keine klare Abhängigkeit der korrekten Zuordnung von
τ . Mit zunehmendem τ , ist lediglich ein geringfügiger Anstieg der Kurven zu
beobachten. Ausgeprägter ist der Einfluss von τ beim BGN1 und beim AN4.
Der Anteil korrekt zugeordneter Shuffled ISI- und Poisson-Spiketrains nahm
für τ > 2 ms zu und erreichte für τ > 100 bis 250 ms eine Sättigung. Ab
τ -Werten von 100 bis 200 ms glich der Anteil korrekt zugeordneter Spike-
trains dem, der bei den Original-Spiketrains gemessen wurde. Bei allen drei
dargestellten Zellen ergab sich, hinsichtlich der Abhängigkeit der korrekten
Zuordnung von τ , kein wesentlicher Unterschied zwischen den Shuffled ISI-
und den Poisson-Spiketrains. Auch zwischen der maximal erreichten Unter-
scheidbarkeit (dem maximalen Anteil korrekt zugeordneter Spiketrains) der
beiden Ansätze zeigte sich kein Unterschied. Bei allen drei Zellen nahm die
Unterscheidbarkeit für die generierten Spiketrains erwartungsgemäß gegen-
über den Original-Spiketrains ab- wie in Abb. 5.14 B deutlich wird, aber
mit deutlich unterschiedlichem Ausmaß. So betrug die Abnahme der Unter-
scheidbarkeit der Shuffled ISI- und der Poisson-Spiketrains bei dem Rezeptor
55%, beim BGN1 33% und beim AN4 nur 13%. Da die Kurven der Shuffled













































































Abbildung 5.14: Vergleich der korrekten Zuordnung von Original-
Spiketrains, Spiketrains mit shuffled Interspike-Intervallen und Poisson-
Spiketrains bei einem Rezeptor, einem lokalen Interneuron (BGN1) und ei-
nem aufsteigenden Interneuron (AN4). A Abhängigkeit des Anteils korrekt zu-
geordneter Spiketrains von der zeitlichen Auflösung τ für: Original-Spiketrains (schwarz),
generierte Spiketrains mit shuffled ISI (blau) sowie Poisson-Spiketrains mit entsprechenden
Spikezahlen (orange). Die gestrichelte Linie gibt den Anteil korrekt zugeordneter Spike-
trains bei einer zufälligen Zuordnung an (11.1%). B Prozentuale Abnahme der korrekten
Zuordnung bei shuffled ISI-Spiketrains und Poisson-Spiketrains gegenüber den Original-
Spiketrains.
1000 ms gleiche Werte wie bei den original Spiketrains erreichen, spiegelt
diese Abnahme nahezu exakt das in Abb. 5.12 A (graue Balken) gezeigte Er-
gebnis wider. Die Abbildung zeigt den Gewinn, der durch die Einbeziehung
der Spikezeitpunkte erreicht wird (% Gewinn beim optimalen τ gegenüber
τ = 1000 ms). Dieser entspricht der Abnahme der Unterscheidbarkeit, der
durch den Verlust der Spikezeitpunkt-Information bei den Shuffled ISI- und
Poisson-Spiketrains bedingt ist.
5.2.4 Einfluss der Spikezeitpunkt - Variabilität auf das
optimale τ der Unterscheidbarkeit
Bei der Unterscheidbarkeit von Stimuli anhand von Spiketrains wirkt die
durch Rauschen hervorgerufene neuronale Variabilität limitierend. Die Rausch-
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quellen können dabei vielfältig sein. So entsteht externes Rauschen durch
Signaldegradation in der Umwelt, während internes Rauschen durch stochas-
tische Prozesse bei der sensorischen Transduktion, der Spike Generierung und
der synaptischen Übertragung bedingt sein kann (Ronacher et al., 2004). Die
resultierende neuronale Variabilität kann die Spikezahlen und/oder die Spike-
zeitpunkte betreffen. Bei Rezeptoren von L. migratoria konnte gezeigt wer-
den, dass das Ausmaß der Spikezeitpunkt Variabilität (des Spikezeitpunkt-
Jitter) negativ mit der Informations-Übertragungsrate korreliert (Rokem et al.,
2006). Wie wirkt sich der Spikezeitpunkt-Jitter auf die metrischen Distan-
zen aus? van Rossum (2001) konnte anhand künstlichen Spiketrains zeigen,
dass mit zunehmendem Verschieben von Spikes innerhalb eines Spiketrains,
die Distanz zu einem anderen Spiketrain zunimmt. Diese Zunahme gilt aller-
dings nur für kleine Werte von τ .
Das Ausmaß der neuronalen Antwortvariabilität und deren Einfluss auf
die Unterscheidbarkeit zeitlich strukturierter Stimuli bei den einzelnen Zell-
typen, wird an späterer Stelle detailliert betrachtet. Im Folgenden soll der
Zusammenhang zwischen dem Spikezeitpunkt-Jitter und der Unterscheidbar-
keit bzw. dem dafür optimalen τ allgemein betrachtet werden. Dazu wurden
die Spikezeitpunkte der Antwort eines Rezeptors künstlich unterschiedlich
stark verrauscht. In Abbildung 5.15 A ist die Originalantwort des Rezeptors
auf wiederholte Reizung mit einem 40 Hz AM Stimulus dargestellt.
Zu den Spikezeitpunken dieser Originalantwort wurde ein Wert addiert,
der zufällig aus einer Normalverteilung gezogen wurde. Der Mittelwert dieser
Verteilung betrug 0 und die Standardabweichung 1, 3, bzw. 5 ms. Abbildung
5.15 B zeigt die Klassifikation der Spiketrains der einzelnen AM-Stimuli für
die getesteten Jitter-Werten. Die Original-Spiketrains wurden noch bis zu
einer MF von 167 Hz zu 100% korrekt zugeordnet. Die MF der Stimuli bei
der eine solche perfekte Klassifikation möglich war, nahm mit zunehmendem
Jitter ab. So wurden bei einem Jitter von 1 ms nur noch Spiketrains bis 83
Hz zu 100% korrekt zugeordnet, bei 3 ms bis hin zu 40 Hz und bei einem
Jitter von 5 ms ließen sich nur noch die Spiketrains hervorgerufen durch eine
MF von 10 Hz perfekt zuordnen. Die oben definierte Grenzfrequenz der Un-



















































































































































Stimulus: 40 Hz MF
A
Jitter [SD]:
Abbildung 5.15: Einfluss von Spikezeitpunkt-Jitter auf die Unterscheidbar-
keit und die optimale zeitliche Auflösung τ bei einem Rezeptor. A Darstellung
der Spike-Antwort eines Rezeptors auf wiederholte Reizung mit einem 40 Hz AM-Stimulus
(oben). Die Spikezeitpunkte dieser Originalantwort wurden fluktuiert, indem zu jedem
Spikezeitpunkt ein zufällig aus einer Normalverteilung gezogener Wert addiert wurde. Der
Mittelwert der Normalverteilung betrug 0 und die Standardabweichung (SD) wurde vari-
iert. Bei den hier dargestellten Spiketrains betrug die SD und damit der Jitter 1ms, 3 ms
und 5ms. B Klassifikation aller getesteten AM-Stimuli auf der Grundlage der Spiketrains
der Originalantwort (oben), bzw. der Spiketrains mit Jitter von 1 ms, 3 ms und 5 ms. Als
τ dieser Auswertung wurde das optimale τ der Unterscheidbarkeit der Originalantwort
benutzt (τ = 2 ms). C Abhängigkeit der korrekten Zuordnung der Spiketrains von der
zeitlichen Auflösung τ für Spiketrains mit unterschiedlich starkem Jitter.D Abhängigkeit
des optimalen τ (τ opt) der Unterscheidbarkeit vom Jitter, sowie den τ -Werten die 10%
unter diesem Maximum der Kurven in C liegen (τmin und τmax) und dem τ -Wert bei dem
eine 33% korrekte Zuordnung erreicht wurde. Zur Herleitung der einzelnen Kenngrößen
siehe schematische Darstellung in C.
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zunehmendem Jitter ab. Diese Auswertung wurde bei einem τ -Wert von 2
ms (τ opt der original Spiketrains) durchgeführt. Die Abhängigkeit der korrek-
ten Zuordnung von τ bei unterschiedlich starkem Spikezeitpunkt-Jitter ist
in Abbildung 5.15 C dargestellt. Hier werden zwei Dinge sichtbar. Erstens,
der gesamte Anteil korrekt zugeordneter Spiketrains nimmt erwartungsge-
mäß mit zunehmendem Jitter ab. Zweitens, nur die linke Flanke der Kurven
verschiebt sich zu höheren τ -Werten. Mit zunehmendem Jitter verschlechtert
sich also die Unterscheidbarkeit besonders bei einer feinen zeitlichen Auflö-
sung der Spiketrains, bei einem τ > 50ms bleibt diese identisch. Aus den
Kurven ließen sich bestimmte Kenngrößen ableiten, die den Zusammenhang
zwischen Jitter und τ verdeutlichen sollen. Dabei handelte es sich analog zu
Abb. 5.11 um das optimale τ sowie die τ -Werte 10% unter dem Maximum der
Kurven (τmin und τmax) und den τ -Wert bei dem eine korrekte Zuordnung der
Spiketrains von 33% erreicht wurde (siehe schematische Darstellung in Abb.
5.15 B). Diese τ -Werte wurden gegen den zugefügten Jitter der Spiketrains
aufgetragen (Abb. 5.15 C). Sowohl das optimale τ als auch beide τ -Werte
10% unterhalb des Maximums nehmen mit dem Jitter signifikant zu. Dabei
fällt auf, dass die τ -Werte der linken Flanke der Kurven (τmin) auf der Win-
kelhalbierenden (gestrichelte Linie) liegen. In diesem Bereich entspricht τ
also nahezu exakt dem zugefügten Spikezeitpunkt Jitter. Bei einer korrekten
Zuordnung der Spiketrains von 33% im Bereich hoher τ -Werte zeigte dage-
gen der Zusammenhang zwischen dem gemessenen τ und dem Jitter keine
signifikante Abweichung von 0 (r = -0.805).
5.2.5 Einfluss des Stimulus-Ensembles auf das optima-
le τ der Unterscheidbarkeit
Die Modulationsfrequenzen der hier getesteten neun Stimuli umfassten einen
Bereich von 10 bis 500 Hz, mit einem großen Anteil an hochfrequenten Stimu-
li (167, 250, 333 und 500 Hz). Es ist denkbar, dass die Auswahl der Stimuli
einen Einfluss auf das optimale τ der Unterscheidbarkeit hat. Um dies zu
testen, wurde das Stimulus-Ensemble auf unterschiedliche Bereiche von Mo-
dulationsfrequenzen begrenzt und die Abhängigkeit der Unterscheidbarkeit
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von τ gemessen. Dabei wurden erstens nur Antworten auf Stimuli mit Mo-
dulationsfrequenzen von 10, 20 und 40 Hz (Stimuli 1-3) betrachtet, zweitens
auf 83, 125 und 167 Hz (Stimuli 4-6) und drittens auf alle sechs Modulations-
frequenzen bis 167 Hz (Stimuli 1-6). Diese Auswertung wird vergleichend mit
dem gesamten getesteten Stimulus-Ensemble (Stimuli 1-9) dargestellt (Abb.
5.16). In Abb. 5.16 A ist die Unterscheidbarkeit als Funktion von τ für die
unterschiedlichen Stimulus-Ensembles dargestellt und zwar am Beispiel der
drei schon vorher betrachteten Zellen (vgl. Abb. 5.1). Ein Auswertung der
Antworten auf die Stimuli 1-6 änderte nur wenig an dem Verlauf der Kurven
und der Lage der Maxima im Vergleich zu den Stimuli 1-9 (vgl. graue und
schwarze Kurven). Der wesentliche Effekt liegt hier in einer Verschiebung
der Kurven zu einer besseren Unterscheidbarkeit. Dieser ist zu erwarten, da
bei einem Ausschluss der Stimuli über 167 Hz, der Bereich der niedrigsten
korrekten Zuordnung der Spiketrains nicht mehr mit einbezogen wird. Beim
AN4 hat dies offenbar den geringsten Einfluss, welches in dem typischen
Antwortverhalten dieser Zelle begründet sein dürfte (vgl. Abb. 5.1).
Vergleichend für die beiden Stimulus-Ensembles ist in Abb. 5.16 B der op-
timale τ -Bereich 10% unter demMaximum für alle getesteten Zellen aufgetra-
gen. Die Daten gruppieren sich überwiegend entlang der Winkelhalbierenden,
welches auf einen geringen Einfluss der hohen Modulationsfrequenzen auf die
Lage des optimalen τ -Bereichs hindeutet. Dies ist auch der Fall, wenn nur
noch die niedrigen Modulationsfrequenzen von 10, 20, und 40 Hz betrachtet
werden (Abb. 5.16 C und blaue Kurven in Abb. 5.16 A). Allerdings dehnt sich
hier der optimale τ -Bereich weiter zu hohen Werten aus und zwar besonders
bei den Rezeptoren und den lokalen Interneuronen. Dies liegt in den zeitlich
weit voneinander präzise separierten Spike-Clustern begründet. Diese kön-
nen auch noch bei höheren τ -Werten zwischen den Modulationsfrequenzen
unterschieden werden. Die Unterscheidbarkeit erreicht zwischen diesen Sti-
muli Werte von bis zu 100%. Bei der Betrachtung der Modulationsfrequenzen
von 83, 125 und 167Hz erreichten viele, besonders aufsteigende Zellen, nicht
Werte über dem Niveau einer zufälligen Zuordnung von 33% (vgl. Abb. 5.16
A rechts, orange Kurve). Diese Zellen konnten nicht in die Auswertung des
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Abbildung 5.16: Einfluss des Stimulus Ensembles auf den für die Unter-
scheidbarkeit optimalen Bereich von τ . A Vergleich zwischen vier Ensembles, die
Stimuli unterschiedlicher Modulationsfrequenzen enthielten: Grau: [10, 20, 40, 83, 125, 167
Hz], Blau: [10, 20, 40 Hz], Orange: [83, 125, 167 Hz]; Schwarz: [10, 20, 40, 83, 125, 167, 250,
333, 500 Hz]. Der Zufallslevel änderte sich mit der Beschränkung der Stimulus Zahl: 11,1,
16,7 und 33.3%. B, C, D Vergleich zwischen dem τ -Bereich 10% unter dem Maximum
der Unterscheidbarkeit bei den verschiedenen Stimulus Ensembles (vgl. Abb. 5.11).
wird keine wesentliche Änderung der τ -Bereichs und der Lage der Maxima
sichtbar. Die Werte gruppieren sich auch hier weitgehend entlang der Winkel-
halbierenden. Eine Ausnahme liefern hier ein AN3 und zwei AN4. Bei diesen
Zellen findet zwischen 83 und 167 Hz kaum noch eine zeitliche Ankopplung
der Spikes an die Periode des Stimulus statt und deutliche Spikezahl Unter-
schiede zwischen den Modulationsfrequenzen bedingen ein sehr hohes opti-
males τ . Dabei ist anzumerken, dass hierbei die Modulationsfrequenz an sich
nicht das τ definiert, sondern die spezifischen Filterfunktionen dieser Zellen.
Wenn dieser Filter allerdings überhaupt nicht angesprochen wird, dadurch
dass ein anderes Stimulus-Ensemble gewählt wird, so kann sich natürlich
auch das optimale τ ändern.
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Zusammenfassung
Ebenso wie bei der Unterscheidbarkeit fanden sich auch bezüglich der optima-
len zeitlichen Auflösung der Spiketrains deutliche Unterschiede zwischen den
betrachteten Zelltypen. Bei den Rezeptoren und den lokalen Interneuronen
SN1 und TN1 wurde ein optimales τ von unter 5 ms gemessen, welches auf ei-
ne große Bedeutung der präzisen Spikezeitpunkte für die Unterscheidbarkeit
hindeutet. Betrachtet man bei diesen Zellen dagegen die Unterscheidbarkeit
aufgrund von Spikezahlunterschieden (also bei einem τ von 1000 ms), so wird
kaum das Zufallsniveau der Zuordnung überschritten. Hier zeigte sich für das
lokale Interneuron BGN1 und die meisten aufsteigenden Interneurone eine
wesentlich bessere Unterscheidbarkeit der Stimuli. Der Gewinn, der durch
eine Einbeziehung der Spikezeitpunkte erreicht wurde, fiel bei diesen Zellen
deutlich niedriger aus. Gleichzeitig ergaben sich für die aufsteigenden Zellen
höhere optimale τ -Werte von bis zu 20 ms.
Die Bedeutung der verschiedenen Zeitskalen des zeitlichen Auflösungspara-
meters τ konnte anhand von Spiketrains mit zufällig verteilten Interspike-
Intervallen, an Poisson-Spiketrains sowie durch das Verschieben von Spike-
zeitpunkten illustriert werden. Im Bereich von τ -Werten unter 10 ms kor-
relierte das optimale τ nahezu perfekt mit dem zugefügten Spikezeitpunkt-
Jitter, zumindest bei dem untersuchten Rezeptor. Der vollständige Verlust
der Spikezeitpunkt-Information (bei Nutzung von Poisson-Spiktrains und
Shuffled ISI-Spiketrains) führte zu einer deutlichen Abnahme der Unter-
scheidbarkeit im Bereich der τ -Werte von 0.1 bis 100-200 ms. Bei höheren
τ -Werten basierte die Unterscheidbarkeit ausschließlich auf Spikezahlunter-
schieden und zeigte keinen Unterschied zu den Original-Spiketrains.
Eine Reduktion des Stimulus Ensembles auf bestimmte Bereiche von Modula-
tionsfrequenzen ergab, mit Ausnahme des AN4, keine wesentlichen Änderun-
gen bezüglich der für die Unterscheidbarkeit optimalen zeitlichen Auflösung
der Spiketrains.
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5.3 Zusammenhang zwischen den MTF und
der Unterscheidbarkeit der SAM-Stimuli
Ein weiteres Ziel der vorliegenden Untersuchung besteht in einem quantitati-
ven Vergleich der Ergebnisse der Modulationstransferfunktionen und der Un-
terscheidbarkeit anhand der Spiketrain-Distanzen. Wie schon eingangs darge-
stellt, beschreiben die Modulationstransferfunktionen die Spikerate (rMTF)
bzw. das zeitliche Auftreten der Spikes (tMTF) als Funktion der Modulati-
onsfrequenz. Die Klassifikation anhand metrischer Spiketrain-Distanzen ist
insofern weiterführend, als dass sie die Unterschiede zwischen Spiketrains
misst und entsprechend der Klassifikation den Anteil an korrekt zugeordneten
Spiketrains quantifiziert. Dabei können zwei wesentliche Unterschiede gegen-
über der Erstellung von Modulationstransferfunktionen festgehalten werden
(vgl. dazu auch 5.1 und Diskussion). Erstens, die Berechnung der Spiketrain-
Distanzen steht in keinem Bezug zu Parametern der Stimuli. Ein solches im
Nervensystem per se nicht vorhandenes Wissen über Stimulusmerkmale ist
allerdings eine Grundlage bei der Berechnung der zeitlichen Ankopplung der
tMTF (Periodendauer vgl. Material & Methoden). Zweitens, die Òtrial-to-
trialÓ Variabilität, d.h. die Variabilität der Spikeantworten zwischen wieder-
holten Reizpräsentationen, wirkt limitierend für die korrekte Klassifikation
der Spiketrains. Diese Òtrial-to-trialÓ Variabilität wird bei der Berechnung
der MTF nicht berücksichtigt. Nichtsdestotrotz beschreiben die MTF Merk-
male von Spikeantworten und damit Filtercharakteristika, die eine wesentli-
che Grundlage bei der Unterscheidbarkeit von Stimuli liefern können.
In Abb. 5.17 sind die MTF und die Unterscheidbarkeit anhand metrischer
Distanzen vergleichend für drei Zellen dargestellt. Der Rezeptor antwortete
mit nahezu gleichbleibender Spikerate auf die unterschiedlichen MF (Abb.
5.17 A). Es stellt sich für diese Zelle also lediglich die Frage, ob ein Zusam-
menhang zwischen der tMTF und der Unterscheidbarkeit erkennbar ist. Da
sich bezüglich der Vektorstärke ein Bandpassfilter und bezüglich der Unter-
scheidbarkeit ein Tiefpassfilter zeigt, ist dies nur bedingt der Fall. Die Ab-
nahme der Vektorstärke tritt im gleichen Bereich der hohen MF auf, wie die
Abnahme der korrekten Zuordnung. Da dies im Bereich niedriger MF nicht
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der Fall ist, lässt sich offenbar nicht grundsätzlich von einem Vektorstärke-
Wert eine bestimmte Unterscheidbarkeit ableiten. Auch beim BGN1 (Abb.
5.17 B) korrespondiert die rechte Flanke des Bandpassfilters der tMTF mit
der Abnahme der korrekten Zuordnung der Spiketrains. Der erhöhte Wert der
korrekten Zuordnung bei einer MF von 333 Hz kann allerdings nicht durch
eine hohe zeitliche Ankopplung der Spikes erklärt werden (vgl. 5.10: hoher
Anteil der Zuordnung zu Stimuli mit der niedrigsten Spikerate). Die Abhän-
gigkeit der Spikerate von der MF spielt vor allem im Bereich der stärksten
Änderung, also zwischen den MF 10 und 20 Hz, eine Rolle für eine mögli-
che Unterscheidbarkeit der Stimuli (vgl. dazu auch Abb. 5.10). Beim AN4
findet sich keine Entsprechung zwischen dem MF-Bereich der besten zeit-
lichen Ankopplung der Spikes und der höchsten korrekten Zuordnung der
Spiketrains. Hier sei aber nochmals auf die Problematik der Beurteilung von
Vektorstärkewerten hingewiesen, die auf der Grundlage von unterschiedlichen
Spikezahlen berechnet wurden. Obwohl sich die Vektorstärken bei den MF
von 20 und 83 Hz kaum unterschieden, ergab sich für Rayleighs z bei 20 Hz
ein 10-mal so hoher Wert wie bei 83 Hz. Die statistische Zuverlässigkeit fällt
somit also sehr unterschiedlich aus. Wie schon oben gezeigt, liefert die deutli-
che Änderung der Spikerate mit der MF beim AN4 den wesentlichen Beitrag
zur Unterscheidbarkeit der MF. Allerdings können dabei weniger einzelne
MF unterschieden werden, sondern vielmehr MF-Bereiche (vgl. Abb. 5.3 und
Abb. 5.4). Ein Vergleich der rMTF mit der korrekten Zuordnung der Spike-
trains zeigt die geringe korrekte Zuordnung, wenn mehrere MF mit ähnlichen
Spikeraten beantwortet wurden. Der Verlauf des Bandpassfilters der rMTF
bedingt, dass eine annähernde Eindeutigkeit der Spikeraten-Werte nur bei
MF von 10 und 20 Hz gegeben ist.
5.3.1 Vergleich zwischen Kenngrößen der MTF und
der Unterscheidbarkeit
Die Ergebnisse der Modulationstransferfunktionen und der Unterscheidbar-
keit der MF anhand der Antworten sollen im Folgenden bei allen untersuch-





























































C Abbildung 5.17: Zusammenhang
zwischen den Modulationstrans-





als Funktion der Modulationsfrequenz
(rMTF , tMTF und% korrekt: vgl. Abb.
4.2, 4.3 und 5.5 A-C). Dargestellt sind
die Ergebnisse eines Rezeptors (A), eines
lokalen Interneurons (BGN1, B) und
eines aufsteigenden Interneurons (AN4,
C).
zwischen der Lage der MF-Bereiche der Filterung und den MF-Bereichen der
Unterscheidbarkeit im Vordergrund. Für diese Gegenüberstellung wurden de-
finierte Kenngrößen herangezogen. Bei den MTF handelt es sich um die Ab-
bruchfrequenzen (rMTF) und die Grenzfrequenzen (tMTF). Letztere geben
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die MF an, bei denen eine Grenze, d.h. ein Abfall der zeitlichen Ankopplung
zu vermerken ist (vgl. 4.6). Es mag auf den ersten Blick verwundern, warum
für die rMTF die Abbruch- und nicht auch die Grenzfrequenzen herangezogen
wurden. Der Grund hierfür, ist in den Filtertypen der untersuchten Zellen
zu finden. Bei den mehrheitlich auftretenden Tiefpass und Bandstop-Filtern
liefern die Grenzfrequenzen eher den Beginn und die Abbruchfrequenzen eher
die äußere Grenze des dynamischen Bereichs, also des Bereichs der größten
Spikeratenänderung (vgl. Abb. 4.5). Letztere scheinen für diese Betrachtung
damit geeigneter zu sein. Für die Unterscheidbarkeit werden die Grenzfre-
quenzen aller Zellen betrachtet (vgl. Abb. 5.5), also die MF bei denen ein
Abfall der Unterscheidbarkeit auftrat.
Wie in Abb. 5.18 A sichtbar wird, zeigten die untersuchten Zellen, ab-
gesehen von einer Ausnahme, deutlich höhere Abbruchfrequenzen der rMTF
als Grenzfrequenzen der Unterscheidbarkeit. (Die Allpassfilter der rMTF von
Rezeptoren, TN1 und SN1 lassen keine Bestimmung von Abbruchfrequenzen
zu - diese Zellen sind deshalb in der Abbildung nicht vertreten). Trotz dieses
Unterschieds konnte eine signifikante Korrelation zwischen beiden Größen er-
mittelt werden (p<0.01). Wenn die Neuronengruppen gesondert betrachtet
werden, lässt sich allerdings nur ein schwach signifikanter Zusammenhang
bei den aufsteigenden Interneuronen messen (AN: r = 0.58, p<0.05). Bei
den lokalen Interneuronen ging nur ein Neuronentyp in die Auswertung ein
(BGN1), und das Signifikanzniveau wurde verfehlt (LN: r = 0.65).
Die Grenzfrequenzen der tMTF entsprechen bei den meisten Zellen denen
der Unterscheidbarkeit (Abb. 5.18 B; p<0,001). Eine Ausnahme stellten hier
vor allem BGN1 und einzelne Vertreter des AN4 dar. Dies bedingte, dass eine
separate statistische Auswertung für die einzelnen Verarbeitungsebenen, bei
den lokalen Interneuronen keine und bei den aufsteigenden Interneuronen
nur eine schwach signifikante Korrelation zeigte (REZ: r = 0.94, p<0,001;


















































Abbildung 5.18: Zusammenhang zwischen Kenngrößen der rMTF (A) bzw.
der tMTF (B) und der Grenzfrequenz der Unterscheidbarkeit. In A ist der
Zusammenhang zwischen der Abbruchfrequenz der rMTF und der Grenzfrequenz der Un-
terscheidbarkeit dargestellt (vgl. Abb. 4.5 und Abb. 5.5). N = 22 , p<0.01. In B ist
die Grenzfrequenz der tMTF gegen die Grenzfrequenz der Unterscheidbarkeit aufgetragen
(vgl. Abb. 4.6 und Abb. 5.5). N = 34, p<0.001.
5.3.2 Modulationstransferfunktionen und das optima-
le τ der Unterscheidbarkeit
Anhand des zeitlichen Auflösungsparameters τ kann die Rolle von Spikezeitpunkt-
und Spikezahlunterschieden für die Unterscheidbarkeit untersucht werden
(vgl. 5.2). Auch wenn sich die Auswertemethoden und auch die möglichen
Aussagen beim MTF-Paradigma deutlich unterscheiden (vgl. 4.1; 5.3 und
Material & Methoden), so resultiert die Gegenüberstellung von rMTF und
tMTF aus der Frage der Bedeutung von Spikezahlen und/oder des zeitlichen
Auftretens von Spikes bei der Kodierung von MF (Joris et al., 2004). Lassen
sich also Zusammenhänge zwischen dem optimalen τ der Unterscheidbarkeit
und Ergebnissen der MTF finden ?
Das optimale τ der Unterscheidbarkeit wurde mit dem Unterschied zwi-
schen der minimalen und der maximalen Spikerate, der sich aus der rMTF
ableiten ließ, verglichen (Abb. 5.19 A). Diese ∆Spikerate beschreibt die Stär-
ke der Filtercharakteristik der rMTF. Die statistische Analyse erfolgte un-
geachtet der Zugehörigkeit zu den einzelnen Neuronengruppen und zeigte
einen positiven Zusammenhang zwischen dem optimalen τ -Werten und der
∆Spikerate (r = 0.80, p<0,001). Eine separate Berechnung für die Rezep-
toren, die lokalen und aufsteigenden Interneurone ergab, mit Ausnahme der
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Rezeptoren, einen signifikanten Zusammenhang zwischen beiden Kenngrößen
(REZ: r = -0.65, n.s.; LN: r = 0.86, p<0,001; AN: r = 0.70, p<0,01).
Bei einem τ -Wert von 1000 ms basiert die Unterscheidbarkeit ausschließ-
lich auf Spikezahlunterschieden. Auch die ∆Spikerate erfasst Spikezahlunter-
schiede, somit wäre ein Zusammenhang zu erwarten. Es sei aber nochmals
darauf hingewiesen, dass die ∆Spikerate nicht die Unterschiede zwischen Ant-
worten aller einzelnen Reizmuster, sondern nur die im gesamten MF-Bereich
maximal aufgetretene Änderung wiedergibt. Auch geht aus diesemWert nicht
hervor, inwieweit Zellen bei unterschiedlichen Mustern mit identische Spike-
raten reagierten. So bedingen Bandpass- oder Bandstop-Filtercharakteristika
der rMTF eine Doppeldeutigkeit der Spikeraten im Bereich der Flanken der
Filter.
Der Zusammenhang zwischen dem bei einem τ -Wert von 1000 ms ge-
messenen Anteil an korrekt zugeordneten Spiketrains und der ∆Spikerate







































Abbildung 5.19: Zusammenhang zwischen A dem optimalen τ der Unterscheid-
barkeit bzw. B der korrekten Zuordnung bei τ = 1000 ms und der Änderung
der Spikerate die sich aus der rMTF ergibt. A Das optimale τ der Unterscheid-
barkeit (vgl. Abb. 5.11) wurde gegen die ∆Spikerate (vgl. Abb. 4.5) aufgetragen. N =
34, p<0.001. In B wird der Zusammenhang zwischen dem Anteil korrekt zugeordneter
Spiketrains bei einem τ -Wert von 1000 ms (vgl. Abb.5.12) und der ∆Spikerate (vgl. Abb.
4.5) gezeigt. N = 34, p<0.001.
betrachtet als auch für die einzelnen Verarbeitungsebenen, eine signifikante
positive Korrelation gemessen (alle Zellen: p<0.001; REZ: r = 0.74, p<0,05;
LN: r = 0.90, p<0,001; AN: r = 0.52, p<0,05).
Im Folgenden soll der Zusammenhang zwischen dem Auflösungsparame-
ter τ und der Grenzfrequenz der tMTF untersucht werden. Es zeigte sich,
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dass die optimalen τ -Werte der Unterscheidbarkeit negativ mit den Grenz-
frequenzen der tMTF korrelieren (Abb. 5.20 A; r = - 0.75, p<0.001). Eine
separate Betrachtung für die einzelnen Verarbeitungsebenen ergab allerdings
in keinem Fall eine signifikante Abweichung von Null (n.s.: REZ: r = - 0.40;
LN: r = - 0.38; AN: r = - 0.20). Der Unterschied in der korrekten Zuordnung
zwischen τ = 1000 ms und dem optimalen τ -Wert beschreibt den Gewinn, der
durch eine Einbeziehung der Spikezeitpunkte erreicht wird. In Abb. 5.20 B
ist der Zusammenhang zwischen diesem Gewinn der Unterscheidbarkeit und




































Abbildung 5.20: Zusammenhang zwischen A dem optimalen τ der Unterscheid-
barkeit sowie B dem Gewinn, der durch Einbeziehung der Spikezeitpunkte
erreicht wurde und der Grenzfrequenz der tMTF. A Dargestellt wird das op-
timale τ der Unterscheidbarkeit (vgl. Abb. 5.11), welches gegen die Grenzfrequenz der
tMTF aufgetragen wurde (vgl. Abb. 4.6). N = 34, p<0.001. In B wird der Zusammenhang
zwischen dem prozentualen Gewinn beim optimalen τ gegenüber τ = 1000 ms (vgl. Abb.
5.12) und der Grenzfrequenz der tMTF (vgl. Abb. 4.6) gezeigt. N = 34, p<0.001.
hier bestand eine stark signifikante allerdings erwartungsgemäß positive Kor-
relation zwischen beiden Kenngrößen (p<0.001). Der Zusammenhang konnte
innerhalb der einzelnen Verarbeitungsebenen nicht statistisch gesichert wer-
den (n.s.: REZ: r = 0.66; LN: r = 0.46; AN: r = - 0.20).
Zusammenfassung
Sowohl die Lage der Filter der rMTF als auch der tMTF zeigten einen Zu-
sammenhang zu den Bereichen der besten Unterscheidbarkeit anhand der
Spiketrain-Distanzen. Eine signifikante Korrelation war dabei allerdings vor-
wiegend durch die großen Unterschiede zwischen den Zellen aller drei Verar-
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beitungsebenen bedingt - innerhalb der einzelnen Verarbeitungsebenen wur-
de das Signifikanzniveau häufig nicht oder nur schwach überschritten. Ledig-
lich auf der Ebene der Rezeptoren zeigte sich eine stark signifikante Korre-
lation zwischen der Grenzfrequenz der tMTF und der Unterscheidbarkeit.
Des weiteren wurde der Zusammenhang zwischen dem optimalen τ der Un-
terscheidbarkeit und Kenngrößen der Filterstärke der MTF untersucht. Das
optimale τ der Zellen zeigte einen positiven Zusammenhang zur Spikeraten-
änderung der rMTF und einen negativen Zusammenhang zur Grenzfrequenz
der tMTF. Auch hierbei waren die signifikanten Korrelationen zwischen dem
optimalen τ und der Grenzfrequenz der tMTF nur vorhanden, wenn eine Be-
rechnung über Zellen aller drei Verarbeitungsebenen erfolgte - innerhalb der
einzelnen Verarbeitungsebenen zeigten sich keine Zusammenhänge.
Insgesamt kann bei den betrachteten Zellen festgehalten werden, dass nicht
wahlweise von einer Kodierung der Information mittels Spikezeitpunkten (in
kleinen Zeitfenstern) oder Spikeraten (in grossen Zeitfenstern) ausgegangen
werden muss. Vielmehr scheinen beide Filter parallel, von Bedeutung sein
zu können. Eine Ausnahme liefern Zellen, die Allpass-Filtereigenschaften in
der rMTF zeigten, indem hier nur das zeitliche Auftreten der Spikes eine




In diesem Kapitel sollen die Eigenschaften von auditorischer Neuronen an-
hand von natürlichen Stimuli untersucht werden. Entgegen einer allgemeinen
Erwartung werden diese experimentell seltener genutzt als künstlich gene-
rierte Signale. Die wohldefinierten Strukturen künstlicher Signale erlauben
zumeist einen einfacheren Zugang zu der Beziehung zwischen Stimulus und
Antwort. Dieser ist bei der Verwendung von natürlichen Signalen durch ihre
komplexen statistischen Eigenschaften limitiert. Nichtsdestotrotz erfordern
Untersuchungen von sensorischen Systemen die Verwendung von natürlichen
oder zu mindestens naturnahen Stimuli, um den Kontext zum Verhalten her-
zustellen und mögliche spezifische Anpassungen an die Statistik natürlicher
Stimuli nicht zu verfehlen. Bei den hier verwendeten natürlichen Stimuli han-
delt es sich um Heuschreckengesänge von individuellen Männchen einer Art.
Machens (2002) untersuchte die Antworten der Rezeptoren von L. migrato-
ria auf exakt diese Gesänge. In der vorliegenden Arbeit wurden die nächsten
beiden Verarbeitungsstufen betrachtet: die lokalen und aufsteigenden Inter-
neurone. Dabei stehen folgende Fragen im Vordergrund:




Die Unterscheidbarkeit verschiedener Muster wird einerseits durch die Reprä-
sentation von Mustereigenschaften in der Antwort limitiert und andererseits
durch das Ausmaß mit dem Unterschiede der Mustereigenschaften in der
neuronalen Variabilität untergehen. Daraus ergeben sich folgende Fragen:
• Welche Merkmale der Gesänge sind in der neuronalen Antwort der
Zellen repräsentiert und welches Ausmaß nimmt die Antwortvariabilität
bei den einzelnen Zelltypen an? (6.2)
Die Unterscheidbarkeit der Gesänge wird wie die der SAM-Stimuli (Kapitel 2)
anhand von metrischen Spiketrain-Distanzen untersucht. Ausserdem wurden
Antworten der gleichen Zelltypen analysiert wie bei den SAM-Stimuli und
einzelne individuelle Zellen konnten mit beiden Reizmustern getestet werden:
• Welche Unterschiede bzw. Gemeinsamkeiten ergeben sich aus dem Ver-
gleich zwischen der Unterscheidbarkeit von Gesängen und SAM-Stimuli?
(6.3)
6.1 Die Unterscheidbarkeit von Gesängen
Im Folgenden soll die Unterscheidbarkeit von jeweils acht Gesängen anhand
der Spiketrains bei lokalen und aufsteigenden Interneuronen untersucht wer-
den. Die Unterscheidbarkeit basiert auch hier auf den metrischen Spiketrain-
Distanzen (vgl. Kapitel 2). Neben dem Vergleich zwischen den verschiedenen
Zelltypen und Verarbeitungsebenen, steht der Vergleich zwischen verschiede-
nen Gesangs-Sets und Auswertebereichen im Vordergrund der Betrachtung.
Merkmale der Gesänge
Die Gesänge stammten von acht individuellen Männchen der Art Chorthippus
biguttulus (vgl. (Machens, 2002)). Hier soll nur auf einige wesentliche Merk-
male der Gesänge eingegangen werden, insofern diese zum Verständnis der
nachfolgenden Ergebnisse notwendig sind. Die acht Gesänge wiesen Dauern
von 2 bis 4 Sekunden auf, wobei die Amplitude in den ersten 500 bis 1000 ms
mit der Zeit langsam anstieg (Abb. 6.1 A). Einige wesentliche Unterschiede
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zwischen der Feinstruktur der Gesänge sind in Abb. 6.1 B, C und D darge-
stellt. Die Gesänge dieser Art sind breitbandige Signale, deren Energie bis in
den Ultraschallbereich reicht (Abb. 6.1 B). Die Energie verteilt sich auf einen
tieffrequenten Bereich (4-10 kHz) und einen hochfrequenten Bereich (10-40
kHz). Der relative Anteil der Energie der beiden Frequenzbereiche variier-
te zwischen den individuellen Gesängen. So zeigte Gesang 1 einen deutlich
höheren Energieanteil im tieffrequenten Bereich als Gesang 7. Das Stridulati-
onsmuster der Tiere lässt eine Amplitudenmodulation der Trägerfrequenzen
entstehen (Abb. 6.1 C). Hier wird eine alternierenden Abfolge von Silben und
Pausen sichtbar. Die Dauer der Silben und Pausen variierte zwischen den acht
Gesängen (Perioden von 60-120 ms). Innerhalb der Silben zeigten sich die
auffälligsten Unterschiede bezüglich der Stärke der Silben-Onset-Amplitude,
der Silben-Offset-Amplitude sowie der Separation der einzelnen Pulse inner-
halb der Silben. Letztere werden durch die Phasenverschiebung der beiden
Hinterbeine mehr oder weniger stark verschmiert. Die Unterschiede zwischen
den Amplitudenmodulationsmustern spiegeln sich in den Frequenzspektren
der Umhüllenden wider (Abb. 6.1 D). Während der erste Peak mit der Sil-
ben/Pausen Dauer korrespondiert, beschreiben die nachfolgenden Harmoni-
schen die spektralen Eigenschaften der Amplitudenmodulationen innerhalb
der Silben. Die Modulationsfrequenzen, die eine signifikante Amplitude auf-
wiesen, lagen bei allen getesteten Gesängen unter 150 Hz.
Ausgehend von den acht Original Gesängen wurde ein zweites Set an
Gesängen generiert (Reskalierte Gesänge). Dabei wurden die Umhüllenden
der Original Gesänge mit einem identischen Träger gefüllt (Abb. 6.1 E).
Außerdem wurden die Silben und Pausen auf einheitliche Dauern von 80 ms
bzw. 20 ms normiert (Abb. 6.1 F und G).
Unterscheidbarkeit der Gesänge bei lokalen und aufsteigenden In-
terneuronen
In Abb. 6.2 A werden die Antworten von zwei lokalen Interneuronen auf
die Original Gesänge (links) und die Reskalierten Gesänge (rechts) gezeigt.
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Abbildung 6.1: Merkmale der verwendeten Gesänge. A Gesänge von zwei ver-
schiedenen Chorthippus biguttulusMännchen.B Die Trägerfrequenzen der beiden Gesänge.
C Amplitudenmodulationen: für die in A grau unterlegtem Teile der Gesänge wurden die
Umhüllenden berechnet (vgl. Material & Methoden). D Frequenzspektren der Umhüllen-
den. E, F und G: Merkmale des zweiten verwendeten Gesangs-Sets, der Reskalierten
Gesänge. Analog zu B, C und D werden die Trägerfrequenzen, die Umhüllenden und
die Frequenzspektren der Umhüllenden dargestellt. Bei der Reskalierung wurden alle Ori-
ginalgesänge einerseits mit einem identischen Träger gefüllt und andererseits wurden die
Silbendauern auf 80 ms und Pausendauern auf 20 ms normiert.
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einer Modulation der Spikerate wider. Dies bezog sich sowohl auf die Silben-
Pausenstruktur als auch auf Feinstrukturen innerhalb der Silben. Die auf den
Spiketrains basierende Unterscheidbarkeit ist in Abb. 6.2 B dargestellt. Der
Anteil korrekt zugeordneter Spiketrains wurde hier als Funktion des zeitli-
chen Auflösungsparameters τ und der Länge des ausgewerteten Zeitfensters
aufgetragen. Bei den Original Gesängen (links) erreichte das SN2 bei einem
Zeitfenster von 200 ms, das BGN1 sogar bereits nach 80 ms eine zu 95%
korrekte Zuordnung. Die optimalen Werte des zeitliche Auflösungsparame-
ters τ erstreckten sich beim SN2 über einen Bereich von 2 bis 20 ms und
beim BGN1 lag dieser zwischen 1 bis 60 ms. Auch die Reskalierten Gesängen
(rechts) ließen bei beiden Zellen noch zu über 95% korrekt zuordnen. Aller-
dings wurden dazu beim SN2 deutlich längere Zeitfenster benötigt (500 ms),
während beim BGN1 nur eine geringfügige Zunahme auf einen Wert von 100
ms zu verzeichnen war. Ein weiterer auffälliger Unterschied gegenüber den
Original Gesängen bestand in der für die Unterscheidbarkeit optimalen zeit-
lichen Auflösung der Spiketrains. Der optimale τ -Bereich wurde bei beiden
Zellen deutlich schmaler, was vor allem durch eine Verschiebung der oberen
Flanke zu niedrigeren Werten bedingt war.
Wie gut lassen sich die Gesänge bei den aufsteigenden Interneuronen un-
terscheiden? Betrachtet man die Spikerasterplots (Abb. 6.3 A), so fallen zu-
nächst die Unterschiede in den Antworteigenschaften zwischen den einzelnen
Zelltypen auf.
Auf diese soll hier nicht im Detail eingegangen werden, da dies an spä-
terer Stelle erfolgt. Im Vergleich zu den dargestellten lokalen Interneuronen
sei nur auf zwei Aspekte hingewiesen: die geringere Ankopplung der Spikes
an die Feinstruktur der Gesangsumhüllenden (besonders beim AN12) und
die höhere neuronale Antwortvariabilität, in der die Unterschiede zwischen
den Gesängen stärker untergehen (besonders beim AN4). Beides lässt eine
verringerte Unterscheidbarkeit erwarten. Bei den Original Gesängen wurden
trotzdem noch bei allen drei Zellen korrekte Zuordnungen der Spiketrains
von über 90% erreicht. Die höchsten Werte zeigten sich beim AN12 mit über
































































































































Original Gesänge Reskalierte Gesänge
Abbildung 6.2: Lokale Interneurone: Spikeantworten auf die Gesänge und
resultierende Unterscheidbarkeit. A Spikeantworten eines SN2 und eines BGN1
auf die acht getesteten Original Gesänge (links) und die entsprechenden Reskalierten Ge-
sänge (rechts). Jeder Gesang wurde 8 mal wiederholt. Zeitbalken: 200 ms. B Anteil korrekt
klassifizierter Spiketrains als Funktion sowohl von τ als auch der Dauer des Zeitfensters
der Auswertung. Die Unterscheidbarkeit basiert auf den in A gezeigten Spikeantworten
des SN2 und des BGN1 (links: Original Gesänge; rechts: Reskalierte Gesänge).
aufgrund der unterschiedlichen Periodendauern der Original Gesänge gegen-
einander verschobenen Bursts, lieferten offenbar genug Information, um die



















































































































































































Original Gesänge Reskalierte Gesänge
Abbildung 6.3: Aufsteigende Interneurone: Spikeantworten auf die Gesän-
ge und resultierende Unterscheidbarkeit. Daten eines AN4, AN11 und AN12.
Legende siehe 6.2.
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Beim AN4 und beim AN11 wurden dagegen vergleichsweise längere Zeitfens-
ter von 550 bzw. 650 ms benötigt. Die optimale zeitliche Auflösung lag beim
AN4 im Bereich von 5 bis 20 ms und beim AN11 im Bereich von 4 bis 10 ms.
Der optimale τ -Bereich war bei diesen beiden Zellen also schmaler als bei den
lokalen Interneuronen. Beim AN12 lieferten wiederum τ -Werte von 1 bis 30
ms die beste Unterscheidbarkeit. Betrachtet man nun die Unterscheidbarkeit
der Reskalierten Gesängen bei den aufsteigenden Neurone, so zeigt sich für
alle drei Zellen eine Abnahme. Beim AN4 und beim AN11 wurden die Spike-
trains nur noch zu 80 bis 85% korrekt zugeordnet, beim AN12 maximal zu
90%. Um diesen Grad korrekter Zuordnung zu erzielen, mussten Spiketrains
einer Dauer von über 700 ms ausgewertet werden. Der optimale τ -Bereich
änderte sich gegenüber den Original Gesängen nur geringfügig. Auch hier
bezog sich die Änderung vor allem auf eine schlechtere Unterscheidbarkeit
bei hohen τ -Werten (>80 ms).
6.1.1 Zeitfenster bzw. Spikezahlen und die Unterscheid-
barkeit
Nachdem die Unterscheidbarkeit bei einzelnen lokalen und aufsteigenden In-
terneuronen untersucht wurde, stellt sich die Frage, inwieweit für die ein-
zelnen Verarbeitungsebenen allgemeine Charakteristika beschrieben werden
können. Insgesamt konnten die Antworten von 11 lokalen (4 Zelltypen) und
22 aufsteigenden Interneuronen (7 Zelltypen) auf die Original Gesänge ana-
lysiert werden. Bei den Reskalierten Gesängen gingen 25 lokale (5 Zelltypen)
und 25 aufsteigende Interneurone (7 Zelltypen) in die Auswertung ein. In
Abb. 6.4 ist die Unterscheidbarkeit als Funktion der Länge des einbezogenen
Zeitfensters dargestellt. Bei beiden Gesangs-Sets ging jeweils die Antwort
auf die erste beantwortete Sekunde der Gesänge ein (Abb. 6.4 A und B). Zu-
sätzlich wurde die Unterscheidbarkeit der letzten Sekunde der Reskalierten
Gesänge analysiert (Abb. 6.4 C). An dieser Stelle soll weniger ein Vergleich
zwischen den Reizbedingungen erfolgen, als vielmehr zwischen den Zelltypen
bzw. der Verarbeitungsebenen. Die Größe des Datensatzes erlaubt ausserdem










































































































































Abbildung 6.4: Unterscheidbarkeit der Gesänge als Funktion der Länge des
ausgewerteten Zeitfensters. Die Unterscheidbarkeit basierte auf A Antworten auf
die erste Sekunde der Original Gesänge. B Antworten auf die erste Sekunde der Res-
kalierten Gesänge. C Antworten auf die letzte Sekunde der Reskalierten Gesänge (vgl.
Darstellungen oben). Ergebnisse für alle getesteten lokalen Intereneurone (oben) und alle
aufsteigenden Interneurone (unten). Die gestrichelte Linie gibt das Zufallsniveau der Zu-
ordnung an (12.5%). Der zeitliche Auflösungsparameter τ betrug einheitlich für alle Zellen
5 ms (vgl. Material & Methoden, sowie Abb. 6.6). Original Gesänge: LN, N = 11; AN, N
= 22; Reskalierte Gesänge: LN, N = 25; AN, N = 25.
kodierenden Interneuronen.
Der Verlauf der Funktionen in Abb. 6.4 ist bei allen Zellen insofern ähn-
lich, als die Unterscheidbarkeit mit zunehmender Dauer des ausgewerteten
Zeitfensters zunächst steil und dann langsamer ansteigt, um schließlich in den
meisten Fällen ein Plateauniveau zu erreichen. Zwei Aspekte unterschieden
sich zwischen den Zellen wesentlich. Erstens, die maximal erreichte Unter-
scheidbarkeit. Zweitens, die Steilheit des Anstiegs, also die Geschwindigkeit
mit der die korrekte Zuordnung mit der Länge des ausgewerteten Zeitfens-
ters zunimmt. Die maximal erreichte Unterscheidbarkeit zeigte bei den Ori-
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ginal Gesängen (Abb. 6.4 A) keinen signifikanten Unterschied zwischen den
Verarbeitungsebenen. Bei den lokalen Interneuronen wurden, mit Ausnah-
me nur einer Zelle, über 95% der Spiketrains korrekt zugeordnet. (In dieser
Abbildung sind keine Daten des TN1 enthalten, da diese Zelle drei Gesänge
mit geringem tieffrequenten Anteil nicht beantwortete). Die maximale Un-
terscheidbarkeit der aufsteigenden Interneurone zeigte eine sehr viel breitere
Verteilung der Werte. Die musterkodierenden aufsteigenden Interneurone er-
reichten, abgesehen vom AN14, ebenfalls korrekte Zuordnungen von über
95%. Dagegen ergab sich für die Mehrzahl der richtungskodierenden Inter-
neuronen (AN1 und AN2) eine deutlich niedrigere Unterscheidbarkeit der
Gesänge (U-Test: AN(M) - AN(R), p<0.05). Inwieweit veränderte sich die-
ses Bild bei den Reskalierten Gesängen?
Sowohl die Auswertung der ersten Sekunde der Reskalierten Gesänge
(Abb. 6.4 B) als auch der letzten Sekunde (Abb. 6.4 C) ergab eine signifi-
kante Abnahme der Unterscheidbarkeit für die höheren Verarbeitungsebenen
(U-Test: LN-AN, p<0.001 und p<0.001). Die lokalen Interneurone erreich-
ten noch Anteile korrekter Zuordnungen von 70-100% (erste Sekunde) bzw.
50 -100% (letzte Sekunde). Die höchsten Werte zeigte auf dieser Verarbei-
tungsebene das TN1, die niedrigsten Werte und gleichzeitig auch die größte
Streuung das BGN1. Der Unterschied gegenüber den aufsteigenden Interneu-
ronen ließ sich auch dann statistisch sichern, wenn das TN1 wie auch bei den
Original Gesängen, nicht in die Analyse mit einbezogen wurde (U-Test: LN
(ohneTN1) - AN, p<0.05 und p<0.05). Für die aufsteigenden Interneurone
ergaben sich nicht nur insgesamt niedrigere Werte, sondern auch eine breitere,
zwischen den einzelnen Zelltypen häufig stark überlappende Verteilung der
maximal erreichten Unterscheidbarkeit auf (20-100% bzw. 20-99%). Werte
von unter 50% wurden nur beim AN14 und beim richtungskodierenden In-
terneuron AN2 gemessen. Zwischen den richtungs- und den musterkodieren-
den Interneuronen konnte bei den Reskalierten Gesängen kein signifikanter
Unterschied ermittelt werden.
Betrachten wir nun die Geschwindigkeit, mit der die Unterscheidbarkeit
mit zunehmend längeren Zeitfenstern anstieg. Um diesen Parameter zu er-
fassen, wurden auf der Grundlage eines einfachen exponentiellen Fits der
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Kurven die Zeitkonstanten der korrekten Zuordnung bestimmt (TZf vgl. Ma-
terial & Methoden). Bei allen drei Reizbedingungen zeigten die lokalen In-
terneurone signifikant niedrigere Werte als die aufsteigenden Interneurone
(U-Test (LN-AN): 6.4 A: p<0.05; B: p<0.001; C: p<0.001). Ein Vergleich
zwischen richtungs- und musterkodierenden Interneuronen ergab für letzte-
re signifikant kleinere Zeitkonstanten bei den Original Gesängen. Bei den
Reskalierten Gesängen wurde kein signifikanter Unterschied zwischen diesen
Neuronengruppen gemessen.
Ein festes Zeitfenster kann bei verschiedenen Neuronen unterschiedliche
Spikezahlen enthalten. Inwieweit dies einen Einfluss auf die Unterscheid-
barkeit hatte, sollte geprüft werden, indem der Anteil korrekt zugeordneter
Spiketrains gegenüber der Zahl der einbezogenen Spikes aufgetragen wur-
de (Abb. 6.5). Bei den Original Gesängen (Abb. 6.5 A) zeigten die lokalen
Interneurone gegenüber den aufsteigenden Interneuronen im Mittel höhere
Anteile korrekt zugeordneter Spiketrains. Unter Einbeziehung der Standard-
abweichungen überlappen die erreichten Unterscheidbarkeit beider Neuro-

























































Abbildung 6.5: Unterscheidbarkeit der Gesänge als Funktion der einbezo-
genen Spikes. A Erste Sekunde der Original Gesänge. B Erste Sekunde der Reskalierten
Gesänge. C Letzte Sekunde der Reskalierten Gesänge. Dargestellt sind Mittelwertskur-
ven der einzelnen Verarbeitungsebenen. Die Standardabweichung ist als gestrichelter Be-
reich angegeben. Die schwarze gestrichelte Linie gibt das Zufallsniveau der Zuordnung an
(12.5%). Der zeitliche Auflösungsparameter τ betrug einheitlich für alle Zellen 5 ms (vgl.
Material & Methoden, sowie Abb. 6.6). Original Gesänge: LN, N = 11; AN, N = 22;
Reskalierte Gesänge: LN, N = 25; AN, N = 25.
erreichte Unterscheidbarkeit (vgl. Abb. 6.4 A), kein signifikanter Unterschied
zwischen den korrekten Anteilen bei gleichen Spikezahlen gemessen werden
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(U-Test: Vergleich der korrekten Zuordnung bei 20 Spikes: LN-AN, n.s.).
Auch die Geschwindigkeit, mit der die korrekte Zuordnung eine Sättigung er-
reicht, ergab keine signifikanten Abweichung zwischen den Verarbeitungsebe-
nen. Dem schwach signifikanten Unterschied der Geschwindigkeit mit der die
Unterscheidbarkeit mit zunehmender Dauer des Zeitfensters zunimmt (vgl.
Abb. 6.4 A), liegen folglich unterschiedliche Spikezahlen zugrunde. Anders
war die Situation bei den Reskalierten Gesängen: für beiden Auswerteberei-
che (Abb. 6.5 B und C) zeigten die lokalen Interneurone signifikant höher
Anteile korrekt zugeordneter Spiketrains bei 20 einbezogenen Spikes als die
aufsteigenden Interneurone (U-Test (LN-AN): 6.5 B: p<0.001; C: p<0.001).
Die Unterscheidbarkeit erreichte gleichzeitig bei den lokalen Interneuronen
auf der Grundlage von weniger Spikes ein Sättigungsniveau als bei den auf-
steigenden Interneuronen (U-Test (LN-AN): 6.5 B: p<0.001; C: p<0.05).
Die Unterschiede zwischen den Anteilen korrekt zugeordneter Spiketrains der
Verarbeitungsebenen bei gleich langen Zeitfenstern (Abb. 6.4) lassen sich so-
mit nicht alleine auf verschiedene Spikezahlen zurückführen.
6.1.2 Das optimale τ für die Unterscheidbarkeit der
Gesänge
Die Unterscheidbarkeit der Gesänge wurde für unterschiedliche Werte des
Auflösungsparameter τ bestimmt, um dessen Einfluss vergleichend für die
einzelnen Zelltypen bzw. Verarbeitungsebenen zu untersuchen (Abb. 6.6).
Sowohl die Auswertung der Antworten auf die Original (Abb. 6.6 A) als auch
auf die Reskalierten Gesänge (Abb. 6.6 B und C) ergab eine Abhängigkeit des
Anteils der korrekten Zuordnung von τ in Form von Optimumskurven. Ein
Teil der Zellen (besonders lokale Interneurone) zeigten ein konstantes Maxi-
mum über einen breiten Bereich von τ -Werten. Aus diesem Grund wurde auf
eine Bestimmung eines optimalen τ -Wertes der Unterscheidbarkeit der Ge-
sänge verzichtet, sondern ausschließlich der optimale τ -Bereichs betrachtet.
Dieser wurde 10% unterhalb der maximalen korrekten Zuordnung bestimmt
und durch die Grenzwerte τmin und τmax beschrieben (vgl. 5.2 und Material
& Methoden). Bei allen drei untersuchten Datensätzen begann der optimale
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τ -Bereich bei den lokalen Interneuronen bei signifikant kleineren τ -Werten
als bei den aufsteigenden Interneuronen (τmin: U-Test (LN-AN): Abb. 6.6 A:
p<0.05; B: p<0.001; C: p<0.001). So erreichten die lokalen Interneurone, ab-
gesehen von einem SN2 (Abb. 6.6 A), bereits bei einer zeitlichen Auflösung
von 1 bis 3 ms 90% der maximal korrekten Zuordnung. Beim TN1 wurden
sogar Werte von unter 1 ms gemessen (Abb. 6.6 C). Die aufsteigenden In-
terneurone zeigten mehrheitlich τmin-Werte von 2 bis 5 ms. Werte < 2 ms
wurden lediglich bei drei Vertretern des AN12 bei den Original Gesängen
gemessen (Abb. 6.6 A), Werte > 5 ms beim AN2 und beim AN14 (Abb.
6.6 A, B und C). Abgesehen von letzteren, konnten für die einzelnen aufstei-
genden Zelltypen keine systematischen Unterschiede des minimalen τ -Wertes
festgestellt werden, da die Verteilungen sehr stark überlappen. Eine separa-
te Betrachtung von richtungs- und musterkodierende Interneuronen ergab
nur bei den Original Gesängen einen statistisch sicherbaren Unterschied, in
der Weise, dass erstere signifikant höhere τmin-Werte zeigten. Bei den Res-
kalierten Gesängen ergab sich diesbezüglich kein signifikanter Unterschied
zwischen diesen Neuronengruppen.
Bei welchem Wert von τ fällt die Unterscheidbarkeit wieder 10% unter
den erreichten Maximalwert? In Abb. 6.6 wird sichtbar, dass sich der Abfall
der Kurven innerhalb der einzelnen Verarbeitungsebenen und auch der ein-
zelnen Zelltypen in einem sehr breiten τ -Bereich vollzieht. Eine statistische
Auswertung ergab für alle drei Datensätze keinen signifikanten Unterschied
der τmax-Werte zwischen den lokalen und den aufsteigenden Interneuronen.
Bei den Original Gesängen lagen die τmax-Werte für die lokalen Interneurone
im Bereich von 11 bis 105 ms und für die aufsteigenden Interneurone zwischen
16 und 120 ms. Die Unterscheidbarkeit brach bei den Reskalierten Gesän-
gen insgesamt schon bei kleineren τ -Werten ab. Für die lokalen Interneurone
ergaben sich hier τmax-Werte von 5 bis 60 ms und für die aufsteigenden Inter-
neurone Werte von 9 bis 40 ms. Wie auch zwischen den Verarbeitungsebenen
zeigte sich auch zwischen den richtungs- und musterkodierenden Interneu-
ronen kein signifikanter Unterschied zwischen den τmax-Werten. Betrachtet
man die Abhängigkeit der Unterscheidbarkeit von τ , so fällt auf, dass diese






















































































































Abbildung 6.6: Unterscheidbarkeit der Gesänge als Funktion des zeitlichen
Auflösungsparameters τ . Der Anteil korrekt zugeordneter Spiketrains in Abhängig-
keit von τ wurde in A für die Antworten auf die erste Sekunde der Original Gesänge
bestimmt. In B für Antworten auf die erste Sekunde der Reskalierten Gesänge. In C für
Antworten auf die letzte Sekunde der Reskalierten Gesänge (vgl. Darstellung oben). Die
Ergebnisse aller getesteten lokalen Intereneurone sind oben dargestellt und aller aufstei-
genden Interneurone unten. Die gestrichelte Linie gibt das Zufallsniveau der Zuordnung
an (12.5%). Das Zeitfenster der Auswertung betrug einheitlich 500 ms. Original Gesänge:
LN, N = 11; AN, N = 22; Reskalierte Gesänge: LN, N = 25; AN, N = 25.
erreichte, sondern gegenüber den anderen lokalen Interneuronen auch erst bei
sehr viel größeren τ -Werten abfiel. Wurde das TN1 (wie schon bei den Origi-
nal Gesängen) aus dem Vergleich zwischen den Verarbeitungsebenen ausge-
schlossen , so zeigten die lokalen gegenüber den aufsteigenden Interneuronen
bei signifikant kleineren τ -Werten eine Abnahme der Unterscheidbarkeit der
Reskalierten Gesänge (τmax:U-Test (LN-AN): p<0.01 und p<0.001 für die
Daten aus Abb. 6.6 B bzw. C).
Bei einem τ -Wert von 1000 ms basierte die Unterscheidbarkeit der Gesän-
ge ausschließlich auf Spikezahlunterschieden. Unterschiedliche Spikezahlen
können aus verschiedenen Trägerfrequenzanteilen, Intensitätsunterschieden
und auch zeitlichen Filterprozessen resultieren. An dieser Stelle soll weni-
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ger der Einfluss dieser drei Faktoren untersucht werden. Hier wird zunächst
einmal der Frage nachgegangen werden, inwieweit für die einzelnen Verar-
beitungsebenen bzw. Zelltypen eine mehr oder weniger gute Unterscheid-
barkeit aufgrund der Spikezahlen möglich war. Ein Vergleich zwischen den
Verarbeitungsebenen ergab bei den Original Gesängen keinen signifikanten
Unterschied der erreichten Unterscheidbarkeit bei τ= 1000 ms. Bei den Res-
kalierten Gesängen zeigte sich dagegen eine signifikant höhere korrekte Zu-
ordnung für die lokalen als für die aufsteigenden Interneurone(τmax:U-Test
(LN-AN): p<0.01 und p<0.001 für die Daten aus Abb. 6.6 B bzw. C). Das
Unterschied verschwand allerdings, wenn das TN1 mit seiner hohen korrekten
Zuordnung, wie bei den Original Gesängen aus der Analyse ausgeschlossen
wurde. Richtungs-und musterkodierenden Interneurone wiesen bei allen drei
Datensätzen keinen signifikanten Unterschied zwischen den korrekt zugeord-
neten Anteilen bei τ= 1000 ms auf. Auch die einzelnen Zelltypen zeichneten
sich weniger durch bestimmte Anteile korrekter Zuordnung aus, sondern viel-
mehr durch Unterschiede zwischen den Vertretern und stark überlappende
Verteilungen.
6.1.3 Vergleich der Unterscheidbarkeit: Einfluss der Res-
kalierung und des Auswertebereichs
Die Unterscheidbarkeit wurde bisher für die verschiedenen Gesangs-Sets se-
parat betrachtet. Von 10 lokalen und 20 aufsteigenden Interneuronen konnten
Antworten sowohl auf Original wie auch auf Reskalierte Gesänge gewonnen
werden. Dadurch wird ein direkter Vergleich der Unterscheidbarkeit möglich.
Zwei wesentliche Parameter in denen sich die Original Gesänge unterschei-
den, die Silben-und Pausendauern sowie die Trägerfrequenzen (vgl. Abb. 6.1),
nehmen bei den Reskalierten Gesängen identische Werte an. Daraus ergibt
sich die Frage, inwieweit die Reskalierung die Unterscheidbarkeit der Ge-
sänge beeinträchtigte. Für diesen Vergleich wird zunächst die erste Sekun-
de der Gesänge betrachtet. In diesem Auswertebereich nahm die Amplitude
der Gesänge mit der Zeit zu. Die Dauer dieser Anstiegsphase unterschied
sich zwischen einzelnen Gesängen, welches wiederum unterscheidbare mitt-
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lere Spikeraten bedingen konnte. Deshalb wurde zusätzlich noch die letzte
Sekunde der Reskalierten Gesänge ausgewertet, in der die mittlere Ampli-
tude aller Gesänge nahezu identisch war. So betrug der maximal gemessene
Intensitätsunterschied zwischen einzelnen Gesängen hier weniger als 1 dB.
Ein Vergleich der beiden Auswertebereiche soll klären inwieweit sich die Un-
terscheidbarkeit zwischen der ersten und der letzten ausgewerteten Sekunde
veränderte.
Vergleich zwischen Original und Reskalierten Gesängen
Die Rezeptoren zeigen bei Original und Reskalierten Gesängen eine gleich-
bleibende Unterscheidbarkeit (Machens, 2002). Dies beinhaltet sowohl den
maximal erreichten Anteil korrekt zugeordneter Spiketrains von über 95% als
auch die dafür benötigten Zeitfenster von 200-300 ms. Die optimalen τ -Werte
der Unterscheidbarkeit (2-10 ms) änderten sich ebenfalls nicht wesentlich. In
Abb. 6.7 ist die prozentuale Differenz der Anteile korrekt zugeordneter Spike-
trains zwischen den beiden Gesangs-Sets für die lokalen und aufsteigenden
Interneurone dargestellt.
Abbildung 6.7: Einfluss der
Reskalierung auf die Unter-
scheidbarkeit. Für jede Zelle
wurde der maximale Anteil korrekt
zugeordneter Spiketrains bei den
Original Gesängen und bei den
Reskalierten Gesängen bestimmt.
Das Zeitfenster der Auswertung
betrug eine Sekunde. Die prozen-
tuale Differenz (% korrekt Original
Gesänge - % korrekt Reskalierte
Gesänge) beschreibt die Änderung
der Unterscheidbarkeit zwischen
den beiden Gesangs-Sets. Wilcoxon-
Paardifferenzen-Test: LN: N = 10,
n.s.; AN: N = 20, p<0.001. Alle


































Der Anteil korrekt zugeordneter Spiketrains nahm von den Original zu
den Reskalierten Gesängen signifikant ab (Wilcoxon-Test (Alle Zellen): p<0.001).
Eine separate Betrachtung der beiden Verarbeitungsebenen zeigte allerdings,
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dass dieses alleine auf der hoch signifikanten Abnahme der korrekten Zuord-
nung der aufsteigenden Interneurone basierte (Wilcoxon-Test (AN): p<0.001).
Die lokalen Interneurone zeigten dagegen keine signifikante Änderung der Un-
terscheidbarkeit. Dieser Trend war auch, für die Geschwindigkeit mit der die
Unterscheidbarkeit zunahm zu erkennen (Abb. 6.8). Bei den lokalen Inter-
neuronen ergab sich kein signifikanter Unterschied zwischen den Gesangs-Sets
sowohl bezüglich der Zeitfenster (Abb. 6.8 A) als auch der Spikezahlen (Abb.
6.8 B), die benötigt wurden, um 63% der maximalen korrekten Zuordnung
zu erreichen. Dagegen benötigten die aufsteigenden Interneurone bei den
Reskalierten Gesängen signifikant längere Zeitfenster (Wilcoxon-Test (AN):
p<0.05) bzw. höhere benötigte Spikezahlen (Wilcoxon-Test (AN): p<0.001)
für eine entsprechende korrekte Zuordnung als bei den Original Gesängen.

























Abbildung 6.8: Einfluss der Reskalierung auf die für die Unterscheidbarkeit
benötigten Zeitfenster und Spikezahlen. A Die Zeitkonstanten der Unterscheid-
barkeit wurden für jede Zelle bei den Original und den Reskalierten Gesängen gemessen
und als Differenz aufgetragen (TZf Original Gesänge - TZf Reskalierte Gesänge). B Diffe-
renz zwischen der Geschwindigkeit der Zunahme der Unterscheidbarkeit in Abhängigkeit
der einbezogenen Spikezahlen bei Original und Reskalierten Gesängen (TSp Original Ge-
sänge - TSp Reskalierte Gesänge). TZf (Wilcoxon-Paardifferenzen-Test: LN: N = 9, n.s.;
AN: N = 19, p<0.05. Alle Zellen: N = 28, p<0.05). TSp (Wilcoxon-Paardifferenzen-Test:
LN: N = 9, n.s.; AN: N = 19, p<0.001. Alle Zellen: N = 28, p<0.001).
Da beide Werte zunahmen, deutete sich an, dass die Zunahme der Dau-
er der benötigten Zeitfenster nicht allein auf eine Abnahme der mittleren
Spikerate bei den Reskalierten Gesängen zurückzuführen war. Tatsächlich
zeigte sich keine Korrelation zwischen der Änderung der Spikerate und der
Änderung der Unterscheidbarkeit (Daten nicht dargestellt).
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Ein Vergleich zwischen den Gesangs-Sets hinsichtlich der für die Unter-
scheidbarkeit optimalen zeitlichen Auflösung der Spiketrain (Abb. 6.9) ori-
entierte sich an der minimalen und der maximalen Grenze des optimalen








































Resk. Gesänge: t min[ms]
Abbildung 6.9: Vergleich zwischen Original und Reskalierten Gesängen:
Der optimale τ-Bereich. A τmin(vgl. Material & Methoden) bei den Original gegen-
über den Reskalierten Gesängen. B τmax(vgl. Material & Methoden) bei den Original
gegenüber den Reskalierten Gesängen.
von der Winkelhalbierenden (Abb. 6.9 A). Dagegen ergab sich für τmax (Abb.
6.9 B) ein signifikanter Unterschied in der Weise, dass bei den Original Ge-
sängen deutlich höhere Werte gemessen wurden als bei den Reskalierten Ge-
sängen (Wilcoxon-Paardifferenzen-Test: LN: p<0.01; AN: p<0.01). Dies ist
insofern nicht verwunderlich, als dass bei den Original Gesängen die unter-
schiedlichen Trägerfrequenzanteile zu unterschiedlicheren Spikezahlen führen
können. So werden die Spiketrains aufgrund der Spikezahlen (bei τ=1000 ms)
bei den Original Gesängen sowohl für die lokalen als auch die aufsteigenden
Interneurone zu einem Anteil von bis zu 60% korrekt zugeordnet (Abb. 6.6
A), bei den Reskalierten Gesängen, abgesehen von einzelnen lokalen Inter-
neuronen, nur bis zu 40% (Abb. 6.6 B). Die statistische Analyse zeigte eine
signifikante Abnahme der Unterscheidbarkeit auch bei diesem Wert des zeit-
lichen Auflösungsparameters τ zwischen den beiden Gesangs-Sets (Wilcoxon-
Paardifferenzen-Test: LN: p<0.05; AN: p<0.01).
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Vergleich zwischen verschiedenen Auswertebereichen
Im Folgenden soll die Unterscheidbarkeit zweier verschiedener Auswertebe-
reiche miteinander verglichen werden: der ersten und letzten Sekunde der
Reskalierten Gesänge. Bei den Rezeptoren zeigte Machens (2002) eine niedri-
gere Unterscheidbarkeit zwischen den Gesängen bei einer Analyse der letzten
Sekunde. Diese trat aber nur bei drei von sieben Experimenten auf. In diesen
Fällen war die Abnahme offenbar weniger durch die geringeren Unterschie-
de zwischen den Gesängen bedingt als vielmehr dadurch, dass die Zellen in
einen Sättigungsbereich getrieben wurden. In Abb. 6.10 ist die prozentuale
Differenz der korrekten Zuordnung zwischen den beiden Auswertebereichen
aufgetragen. Sowohl die lokalen als auch die aufsteigenden Interneurone zeig-
ten mehrheitlich für die letzte Sekunde eine geringere korrekte Zuordnung
der Spiketrains als für die erste Sekunde der Gesänge (Wilcoxon-Test (LN):






































Abbildung 6.10: Einfluss des
Auswertebereichs auf die Un-
terscheidbarkeit. Der maxima-
le Anteil der korrekt zugeordneter
Spiketrains wurde sowohl für die ers-
ten Sekunde als auch für die letz-
te Sekunde der Reskalierten Gesän-
ge bestimmt und die Differenz er-
mittelt (% korrekt erste Sekunde -
% korrekt letzte Sekunde). Wilcoxon-
Paardifferenzen-Test: LN: N = 25,
p<0.05; AN: N = 25, p<0.05. Alle
Zellen: N = 50, p<0.001.
ne Vertreter auch eine Zunahme der Unterscheidbarkeit innerhalb der letzten
Sekunde der Gesänge. Nur bei den 12 Vertretern des TN1 blieb die Unter-
scheidbarkeit nahezu konstant. Abgesehen von nur einem Vertreter wurden
beim TN1 auch kürzere Zeitfenster für eine korrekten Zuordnung benötigt
(Abb. 6.11 A). Bei den anderen Interneuronen wurde dagegen bei der Aus-
wertung der letzten Sekunde das Zeitfenster länger (Wilcoxon-Test (LN):
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Abbildung 6.11: Differenz der die für die Unterscheidbarkeit benötigten
Zeitfenster und Spikezahlen zwischen den beiden Auswertebereichen. A Für
die beiden Auswertebereiche wurden die Zeitkonstanten der Unterscheidbarkeit bestimmt
und für jede Zelle als Differenz aufgetragen (TZf Erste Sekunde - TZf Letzte Sekunde). B In
gleicher Weise wurde die Differenz zwischen der Konstanten der Spikezahl bei der Ersten
und Letzten Sekunde der Reskalierten Gesängen ermittelt (TSp Erste - TSp Sekunde der
Gesänge). TZf (Wilcoxon-Paardifferenzen-Test: LN: N = 24, p<0.05; AN: N = 23, p<0.05.
Alle Zellen: N = 47, p<0.05.). TSp (Wilcoxon-Paardifferenzen-Test: LN: N = 24, n.s.; AN:
N = 23, n.s. Alle Zellen: N = 47, n.s.)
benötigt wurden, um 63% der maximalen Unterscheidbarkeit zu erreichen,




























Abbildung 6.12 zeigt die Antworten eines lokalen Interneurons (TN1)
und eines aufsteigenden Interneurons (AN3) auf wiederholte Reizung mit ei-
ner Silbe aus der ersten und der letzten Sekunde eines Gesangs. Das TN1
(Abb. 6.12 A) beantwortete die Silbe aus der letzten Sekunde aufgrund ih-
rer höheren Amplitude mit einer höheren Spikezahl. Gleichzeitig wies die
Antwort gegenüber der Silbe niedrigerer Amplitude eine deutlich geringere
trial-to-trial Variabilität auf - sowohl bezüglich der Spikezahlen als der Spike-
zeitpunkte. Beim AN3 (Abb. 6.12 B) zeigte sich insofern ein gegensätzliches
Bild, als dass die mittlere Spikezahl mit der Zunahme der Silben-Amplitude
abnahm. Damit einher geht wiederum eine Zunahme der Antwortvariabilität.
Die Antworten vieler aufsteigender Interneurone sind geprägt durch ein
komplexes intensitätsabhängiges Zusammenspiel von Exzitationen und In-
hibitionen. Während die Intensitätskennlinien der Rezeptoren und einiger
lokale Interneurone (wie dem TN1) bis zu einem Sättigungsbereich anstei-
gen, zeigen die meisten aufsteigenden Interneurone in ihren Kennlinien einen
Optimums-Typ (Stumpner und Ronacher, 1991). Dies bedingte bei den meis-
ten aufsteigenden Interneuronen eine Abnahme der Spikerate innerhalb der
letzten Sekunde der Gesänge. (Adaptationsprozesse mögen hier sicherlich
zusätzlich eine Rolle spielen). Betrachtet man nun die Änderung der Unter-
scheidbarkeit zwischen der ersten und letzten Sekunde der Gesänge gegenüber
der Änderung der mittleren Spikerate (Abb. 6.13), so zeigt sich ein positiver
Zusammenhang zwischen beiden Größen (LN: r = 0.73, p<0.001; AN: r =
0.55, p<0.01). Eine Abnahme der Spikerate kann, neben einer Zunahme der
Antwortvariabilität, auch noch einen wichtigen weiteren negativen Effekt für
die Unterscheidbarkeit der Gesänge bedingen: eine Abnahme der Information
über den Amplitudenverlauf der Gesänge. Auch diese spiegelte sich in den
Antworten des TN1 und des AN3 wider (Abb. 6.12).
In Abb. 6.14 sind die minimalen und die maximalen optimalen τ -Werte
vergleichend für die beiden Auswertebereiche dargestellt. Auf den ersten Blick
gruppieren sich die τmin-Werte entlang der Winkelhalbierenden (Abb. 6.14
A). Eine separate Betrachtung der lokalen und der aufsteigenden Interneu-
rone zeigte allerdings gegenläufige Trends der Neuronengruppen. Während
die lokalen Interneurone bei den Reskalierten Gesängen eine signifikante Ab-
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Abbildung 6.13: Änderung der
Unterscheidbarkeit gegenüber
der Änderung der mittleren
Spikerate zwischen verschiede-
nen Auswertefenstern der Res-
kalierten Gesänge. Die Ände-
rung der Unterscheidbarkeit wurde
wie in 6.10 als prozentuale Diffe-
renz der korrekten Zuordnung zwi-
schen den beiden Auswertebereichen
bestimmt. Die Änderung der Spikera-
te beschreibt die Differenz der mittle-
ren Spikeraten. LN: N = 25, p<0.001;
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Abbildung 6.14: Vergleich zwischen verschiedenen Auswertefenstern: Der
optimale τ-Bereich. A τmin (vgl. Material & Methoden) bei der Auswertung der ersten
gegenüber der letzten Sekunde der Reskalierten Gesänge. Bτmax (vgl. Material & Metho-
den) für die erste gegenüber der letzten Sekunde.
nahme der τmin-Werte zeigten (p<0.05), ergab sich hier für die aufsteigenden
Interneurone eine signifikante Zunahme (p<0.05). Darin deutet sich eine ge-
genläufige Änderung der Präzision der Spikezeitpunkte an, die wiederum im
Zusammenhang zur Änderung der Spikeraten stehen dürfte. Die Obergrenze
der optimalen zeitlichen Auflösung (τmax) änderte sich nicht signifikant zwi-
schen den Auswertebereichen (Abb. 6.14 B). Allerdings zeigte sich bei einem
τ -Wert von 1000 ms eine signifikante Abnahme der korrekt zugeordneten
Spiketrains von der ersten zur letzten ausgewerteten Sekunde der Gesänge
(Wilcoxon-Test (LN): p<0.01; (AN): p<0.001). Darin deutet sich der gerin-




Die lokalen Interneurone erzielten eine nahezu perfekte Unterscheidbarkeit
der Original Gesänge anhand der Spiketrains. Die aufsteigenden Interneu-
rone verhielten sich diesbezüglich nicht einheitlich. Während die musterko-
dierenden Interneuronen zum Teil noch ähnlich hohe Werte zeigten wie die
lokalen Interneurone, fiel die korrekte Zuordnung der Spiketrains der rich-
tungskodierenden Interneurone signifikant geringer aus. Bei den Antworten
auf die reskalierten Gesänge fanden sich deutliche Unterschiede zwischen den
Verarbeitungsebenen. Von den lokalen Interneurone wurde hier eine hoch si-
gnifikant bessere korrekte Zuordnung erreicht als von den aufsteigenden In-
terneuronen. Für letztere nahmen die erreichbaren Werte noch weiter ab,
wenn die Antworten auf die letzte Sekunde der Gesänge analysiert wurden.
Eine Ursache hierfür dürfte in der Abnahme der Spikeraten liegen.
Bei beiden untersuchten Gesangssets begann der optimale τ -Bereich für eine
Unterscheidbarkeit bei den lokalen Interneuronen bei signifikant kleineren
Werten als bei den aufsteigenden Interneuronen. Anhand der Spikezahlen
(τ= 1000ms) ließen sich die Gesänge für die Neurone der beiden Verarbei-
tungsebenen in vergleichbarer Weise zuordnen.
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6.2 Charakterisierung der Antworten auf die
Gesänge
Die Unterscheidbarkeit der Gesänge wird durch das Ausmaß bestimmt, mit
dem Unterschiede zwischen den Gesängen auch zu Unterschieden in den Ant-
worten der Zellen führen. Es stellt sich die Frage, welche und auch wie Merk-
male der Gesänge von den untersuchten Zelltypen kodiert werden. Die Ko-
dierungskapazität wird negativ durch intrinsisches Rauschen beeinflusst, da
dieses eine neuronale Variabilität bedingt, in der Stimulus induzierte Unter-
schiede leicht untergehen können. Wie ein Gesang in der neuronalen Antwort
repräsentiert ist und welche Konsequenzen internes Rauschen auf die Antwort
hat, soll in dem folgenden Teil betrachtet werden.
6.2.1 Repräsentation von Gesangmerkmalen
Die Antwort eines Neurons besteht in komplexen Spikesequenzen, die so-
wohl intrinsische Eigenschaften des Neurons und vorgeschalteter Elemente
reflektieren als auch die zeitlichen Eigenschaften des Stimulus. Für die Erfas-
sung neuronaler Antwortselektivität ist die Zusammensetzung des Stimulus-
Ensembles kritisch. Eine klassische Methode zur Beschreibung der durch-
schnittlichen Stimulusmerkmale, die einer Spikeantwort vorausgingen, der
Spike-Triggered Average (De Boer und Kuyper, 1968), erfordert idealerweise
den Einsatz von Stimuli, die Eigenschaften von weißem Rauschen aufwei-
sen (Dayan und Abbott, 2001). Weißes Rauschen kennzeichnet sich durch
mit gleichem Gewicht enthaltenden Frequenzen und Unkorreliertheit von ei-
nem Zeitpunkt zu einem nächsten. Diese Bedingungen werden von den hier
getesteten natürlichen Stimuli nicht erfüllt: zum einen sind nicht alle Modula-
tionsfrequenzen mit gleichem Gewicht enthalten und zum anderen sind Kor-
relationen von einem Zeitpunkt zu einem anderen vorhanden (vgl. Abb. 6.1).
Ein Spike-Triggered Average (im folgenden auch STA) der Gesangsumhüllen-
den zeigt somit starke Stimulus-induzierte Merkmale, die nur bedingt eine
verallgemeinerbare Aussage über die Eigenschaften der Zelle zulassen. Trotz-
dem wurde diese Auswertung durchgeführt, da sie bei einer vergleichenden
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Darstellung der Antwortmerkmale der verschiedenen Zelltypen hilfreich er-
scheint. In Abb. 6.15 A sind Antworten von Vertretern aller getesteten Zellty-
pen auf einen Gesangsausschnitt und in 6.15 B der Spike-Triggered Average
der acht Reskalierten Gesänge für diese Zellen dargestellt. Der Verlauf des
STA wies als übereinstimmendes Merkmal aller getesteter lokaler Interneu-
rone eine starke positive Schwingung auf. Die Peak-Amplitude erreichte bei
den Zellen allerdings unterschiedlich hohe Maximalwerte. Die Maximalwerte
des TN1, des SN3 und des SN1 und der Verlauf des STA deuteten darauf
hin, dass bei diesen Zellen Silben-Onsets besonders stark zum STA beitru-
gen. Dagegen werden beim BGN1 und beim SN2 zusätzliche zeitlich früher
auftretende positive Schwingungen niedrigerer Amplitude sichtbar und insge-
samt niedrigere Maximalwerte erreicht, was auf eine niedrigere Reizschwelle
hinweist.
In den Antworten und im Verlauf des STA zeigten sich zwischen den mus-
terkodierenden aufsteigenden Interneuronen erhebliche Unterschiede (6.15 A
(links) und B (unten)). Am deutlichsten wird dies bei einem Vergleich des
STA zwischen dem AN12 und dem AN14. Letzteres war spontan aktiv und
wurde während der Silben gehemmt. Der negative Amplitudenverlauf des
STA spiegelt somit die Pausen wider. Beim AN12 gingen dagegen beson-
ders stark die Silben-Onsets in den STA ein, da diesem eine stark phasischen
Antwort folgte (vgl. Abb. 6.15). Der STA des AN3 zeigte einen sehr flachen
Verlauf welches auf den vorwiegenden Beitrag von Sequenzen vergleichswei-
se niedrigerer Amplitude hindeutet. Die Silben-Onsets gingen hier offenbar
deutlich weniger ein, sondern vielmehr der hintere Teil der Silben. Am En-
de einer Silbe folgte stets eine Pause, was wiederum die Abnahme des STA
nach dem Spikezeitpunkt erklären könnte. Dieses allein durch die Struktur
des Stimulus bedingte Merkmal fand sich auch beim AN11 und beim AN4.
Während bei letzterem aber eine positive gemittelte Schwingung einem Spike
voranging, wurde beim AN11 ein negativer Verlauf des STA sichtbar. In den
Antworten dieser Zelle auf die Gesänge zeigte sich ein auf dieser Verarbei-
tungsebene verbreitet auftretendes Zusammenspiel von exzitatorischen und
inhibitorischen Eingängen. Die Intensitätskennlinie des AN11 ließ eine be-
























































































Abbildung 6.15: Spikeantworten und Spike-Triggered Average der Gesangs-
umhüllenden für Vertreter der untersuchten lokalen und aufsteigenden
Interneurone. A Antworten jeweils eines lokalen und aufsteigenden Interneurons auf
acht Wiederholungen des unten gezeigten Gesangsausschnitts (500 ms aus der letzten oder
ersten Sekunde). B Spike-Triggered Average (STA) der Zellen: Für alle Spikezeitpunkte (0
ms, grüne vertikale Linie) wurde die mittlere Amplitude der Stimulusumhüllenden, die den
Spikes vorausging berechnet. Die mittlere Amplitude über die gesamten getesteten Stimu-
lusverläufe ist als gestrichelte horizontale Linie eingetragen. In die Auswertung gingen die
Antworten auf alle acht Reskalierten Gesänge ein.
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nur bis 60 dB zu. Oberhalb dieser Intensität setzte eine zunehmende Hemm-
wirkung ein. In der Antwort auf die Gesänge äußerte sich dieses, indem die
Siben niedriger Amplitude (im ersten Teil des Gesangs) mit einer hohen Rate
beantwortet wurden, während mit dem Gesamtanstieg der Amplituden der
Silben die Antwort insgesamt deutlich abnahm und zunehmend Pausen stär-
ker beantwortet wurden als Silben. Die verglichen mit dem AN14 kurze und
weniger starke negativen Schwingung des STA dürfte aus einer Überlagerung
dieser beider Gesangsmerkmale resultieren.
Die Antworten der richtungskodierenden aufsteigenden Interneurone AN1
und AN2 kennzeichneten sich durch eine sehr niedrige Reizschwelle und ei-
ne (besonders beim AN2) stark ausgeprägte Hemmung im Bereich höherer
Intensitäten (vgl. Abb. 6.15 A (unten), AN2: Silben erster Sekunde - letzter
Sekunde). Dies äußerte sich in einer Verschiebung des STA in einen Bereich
niedriger Intensitäten.
6.2.2 Zusammenhang zwischen Bursts und spezifischen
Gesangsmerkmalen
Eine Charakterisierung der Antworten auditorischer Interneurone bei L. mi-
gratoria (Marquart, 1985a) und homologer Zellen bei C. biguttulus (Stump-
ner und Ronacher, 1991) zeigte eine Zunahme phasisch-tonischer und rein
phasischer Antwortenkomponenten bei einzelnen lokalen Interneuronen und
vor allem aufsteigenden Interneuronen gegenüber den rein tonischen antwor-
tenden Rezeptoren. Die phasische Antwort besteht bei diesen Zellen in der
Regel aus einer hochfrequenten Abfolge von mehreren Spikes gefolgt von ei-
nem Ruheintervall. Die Rolle solcher Antwortmuster bei der Signalübertragung-
und erkennung ist weitgehend unklar. Betrachtet man die Antworten auf die
Gesänge (Abb. 6.15 A), so fallen bei verschiedenen Zelltypen, wie etwa dem
AN12, dem AN3 und dem SN3 hochfrequente isolierte Spikefolgen auf, wäh-
rend andere Zellen eine sehr viel gleichmäßigere niederfrequente Spikeantwort
zeigten (vgl. SN2 und AN11). In diesem Teil soll der Frage nachgegangen
werden, welche spezifischen Gesangsmerkmale hochfrequenten Spikefolgen
bei den einzelnen Zelltypen vorausgingen. Die hochfrequenten Spikefolgen
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werden im folgenden als ‚Burst‘bezeichnet und alleine aufgrund der gemes-
senen Interspike-Intervalle von 2 6 ms als Einheiten definiert (Abb. 6.16 A).
Einem solchen Antwortmuster können nicht nur intrinsische Zelleigenschaf-
ten sondern auch Netzwerkeigenschaften und auch Stimuluseigenschaften zu-
grundeliegen. Damit wird hier der Begriff ‚Burst‘sehr viel weiter gefasst als
im eigentlichen Sinne.1 In Abb. 6.16 B ist der der ‚Burst-Triggered Avera-
ge‘(BTA), d.h. die durchschnittliche Stimulusamplitude, die den ersten Spikes
des Burst vorausging exemplarisch für lokale und aufsteigende Interneurone
dargestellt. Der BTA zeigte, dass Bursts beim TN1, SN1 und vor allem beim
AN12 vorwiegend nach einem Silben-Onset auftreten. Der Silben-Onset ist
zeitlich mit vorausgehenden Pausen korreliert (vgl. Abb. 6.1), die sich in dem
negativen Verlauf der BTA widerspiegelt. Das Auftreten von Bursts nach
einem Silben-Onset ist zunächst nicht verwunderlich und kann alleine auf
einer Ratenkodierung beruhen, bei der eine Zunahme der Reizintensität eine
Abnahme der Interspike-Intervalle bedingte. Beim TN1 ist von diesem Zu-
sammenhang auszugehen. Anders stellte sich die Situation beim AN12 dar.
Diese Zelle zeigte über einen breiten Intensitätsbereich eine Onset-Antwort,
wobei die Zahl der Spikes im Burst weniger mit der Onset-Amplitude son-
dern vielmehr mit der Dauer der vorangehenden Pause korrelierte (Creutzig,
2007). Der BTA des AN4 zeigte zwar auch eine positive Schwingung, die
Maximalamplitude ist allerdings hier sehr viel niedriger und auch ein voraus-
gehender negativer Verlauf deutet sich nur sehr schwach an. Offenbar traten
beim AN4 Bursts nicht nur in Antwort auf den Silben-Onset auf, sondern
auch auf Amplitudenänderungen innerhalb der Silben. Noch häufiger schien
dies beim AN3 und beim BGN1 der Fall zu sein. Der BTA deutete aber dar-
aufhin, dass der spizifische Amplitudenverlauf, der einem Burst vorausgeht
bei beiden Zellen unterschiedlich war. Während der Isolated-Spike-Triggered
Average (ISTA) beim AN3 nahezu die gleiche Maximalamplitude aufweist,
1Während viele sensorische Neurone mit einem graduellen Anstieg der Endladungsrate
in Abhängigkeit von dem synaptischen Antrieb reagieren, zeigen einige die Eigenschaft
ihre Endladungsrate abrupt zu erhöhen. Eine solche Entladung in Form einer hochfre-
quenten Spikefolge, wird herkömmlich mit dem Begriff ‚Burst‘bezeichnet und auf intrisi-
sche Zelleigenschaft zurückgeführt, wobei in vielen Systemen Netzwerkeigenschaften bei































































Abbildung 6.16: Burst-Triggered Average und Isolated-Spike Triggered
Average der Gesangsumhüllenden. A Methode zur Berechnung des Burst-Triggered
Average (BTA) und des isolated-Spike-Triggered Average (ISTA) der Stimulusumhüllen-
den. Das Verfahren ist hier beispielhaft für ein lokales Interneuron (BGN1) dargestellt.
Ausgehend von der Interspike-Intervall-Verteilung wurden die Spikes ‚Bursts‚zugeordnet
(ISI , rote Spikes) oder als ‚Isolated-Spikes‚klassifiziert (ISI > 4 ms, blaue Spikes). Aus
der mittleren Stimulusamplitude, die dem ersten Spike jedes Bursts vorausging wurde der
BTA berechnet. Dieser gibt somit den Zeitpunkt des Burstsbeginns, aber nicht die in-
terne Struktur der Spikes im Burst wieder. Der ISTA wurde entsprechend des STA als
mittlere Stimulusamplitude, die allen Isolated-Spikes vorausging bestimmt. B BTA, ISTA
und STA für drei lokale und drei aufsteigende Interneurone. Die gestrichelte horizontale
Linie markiert die mittlere Stimulusamplitude über die gesamten getesteten Stimulusver-
läufe, während die vertikale grüne Linie den Zeitpunkt der Spikes hervorhebt. Maximales
Interspike-Intervall zur Zuordnung der Spikes zu Bursts: LN: TN1 = 5 ms, SN1 = 6 ms,
BGN1 = 4 ms; AN: AN3 und AN4 = 6ms, AN12 = 5 ms.
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war diese bei den anderen untersuchten Zellen im Vergleich zum BTA deut-
lich niedriger. Der Verlauf des ISTA war ausserdem insgesamt im Vergleich
zum BTA sehr viel flacher.
6.2.3 Antwortvariabilität bei lokalen und aufsteigen-
den Interneuronen
Die Antwortvariabilität wurde durch die metrischen Distanzen zwischen Spike-
trains eines Gesangs erfasst und ging in die Quantifizierung der Unterscheid-
barkeit ein. In der folgenden Betrachtung wird die Antwortvariabilität unab-
hängig von der Spiketrain-Metrik untersucht, um einem möglichen Einfluss
auf die Unterscheidbarkeit der Gesänge nachzugehen. Dazu wurde sowohl die
‚trial-to-trial‚- Variabilität der Spikezeitpunkte (d.h. der ‚Jitter‚der Spikezeit-
punkte) als auch der Spikezahlen bestimmt.
Spikezeitpunkt-Variabilität
Die Berechnung des Jitters der Spikezeitpunkte basierte auf der Standardab-
weichung der Spikezeitpunkte zwischen den Wiederholungen eines Gesangs
(Rokem et al., 2006). In Abb. 6.17 A sind sie Jitter-Verteilungen P(j) für
die Antworten auf einen Ausschnitt der Reskalierten Gesänge (vgl. Material
& Methoden) beispielhaft für einzelne lokale und aufsteigende Interneuro-
ne dargestellt. Die Verteilungen sind als Wahrscheinlichkeiten definiert, mit
denen ein Spike mit dem Betrag des Jitters j auftrat.
Das Maximum von P (j) lag bei dem lokalen Interneurons TN1 bei 0.3
ms, wobei 25% der Spikes sogar Standardabweichungen von unter 0.3 ms
erreichten, gleichzeitig aber nur für 25% der Spikes ein Jitter von über 1 ms
ermittelt wurde. Beim BGN1 wiesen dagegen 50% der Spikes einen Jitter
von über 1 ms auf. Die Unterschiede der Verteilungen spiegelten sich in den
Mittelwerten des Spikezeitpunkt-Jitters von 0.75 ms beim TN1 und 1.09 ms
beim BGN1 wider. Die aufsteigenden Interneurone zeigten mit Ausnahme
des AN12 einen höheren Spikezeitpunkt-Jitter. Sowohl die Maxima von P (j)
als der größere Anteil der Jitter-Werte lag beim AN2, AN4 und beim AN11
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Abbildung 6.17: Jitter der Spikezeitpunkte bei den untersuchten Neuronen.
A Wahrscheinlichkeiten P (j) mit denen Spikes mit einem Jitter j auftraten, exemplarisch
dargestellt für zwei lokale und vier aufsteigende Interneurone. Die roten Zahlenwerte geben
den Mittelwert des Jitters der Spikes bei den jeweiligen Zellen an. Die Berechnung wurde
für die Antworten auf alle Reskalierten Gesänge durchgeführt. Je nach der höheren mitt-
leren Spikerate wurde entweder die erste beantwortete Sekunde oder die letzte Sekunde
der Gesänge analysiert.B Mittlerer Jitter der Spikes bei lokalen und aufsteigenden Inter-
neuronen separat berechnet für die Antworten auf zwei verschiedene Gesänge (Gesang 8,
oben und Gesang 3, unten). U-Test (LN-AN): Gesang 8 und Gesang 3: p<0.001. Wilcoxon-
Paardifferenzen-Test (Gesang 8 vs. Gesang 3): LN: n.s.; AN: p<0.05. C Zusammenhang
zwischen dem mittleren Jitter der Spikezeitpunkte der Antworten der lokalen und auf-
steigenden Interneurone auf alle Reskalierten Gesänge und den minimalen τ -Werten der
Unterscheidbarkeit der Gesänge (vgl. Abb. 6.6). N = 31, p<0.01.
0,6 ms und nur für 45% der Spikes ergab sich ein Spikezeitpunkt-Jitter von
über 1 ms. Dies bedingte einen Mittelwert des Jitters beim AN12 vom 0,95
ms, während bei den anderen aufsteigenden Interneuronen Mittelwerte von
1,28 ms (AN2), 1,21 ms (AN4) und 1,34 ms (AN11) gemessen wurden. Die
Verteilungen des Spikezeitpunkt-Jitters nahmen für alle dargestellten Zellen
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einen relativ breiten Bereich von über 2 ms an. Dies deutet daraufhin, dass
die unterschiedlichen Teile des zeitlich variierenden Musters mit einer un-
terschiedlichen zeitlichen Präzision kodiert wurden. In (Abb. 6.17 B) sind
die Mittelwerte des Jitters der Spikezeitpunkte aller Zellen, die in die Aus-
wertung eingingen, für zwei einzelne Gesänge dargestellt. Die Antworten auf
beide Gesänge zeigten für die aufsteigenden Interneurone einen deutlich hö-
heren Jitter der Spikezeitpunkte als für die lokalen Interneurone (p<0.001).
Mit Ausnahme des AN12 lag der mittlere Jitter-Wert bei allen aufsteigenden
Zellen über 1 ms. Innerhalb der Gruppe der lokalen Interneurone wiesen das
SN2 und einzelne Vertreter des BGN1 zwar auch Werte von über 1 ms auf,
beim TN1, SN1 und SN3 lag der mittlere Jitter allerdings nur bei 0.6 bis 0.9
ms. Ein Vergleich des Spikezeitpunkt-Jitters bei individuellen Zellen zwischen
den beiden ausgewerteten Gesängen ergab bei den lokalen Interneuronen kei-
nen Unterschied des Jitters in den Antworten. Die aufsteigenden Interneurone
zeigten dagegen eine schwach signifikante Zunahme des mittleren Jitters bei
Gesang 3 gegenüber Gesang 8 (p<0.05).
Die Spiketrain-Metrik bestimmte über den Auflösungsparameter τ die op-
timale zeitliche Auflösung für die Unterscheidbarkeit der Gesänge. Inwieweit
wirkt sich der gemessene Jitter der Spikezeitpunkte auf die optimale zeitliche
Auflösung für die Unterscheidbarkeit aus? Abbildung 6.17 C zeigt einen signi-
fikanten positiven Zusammenhang zwischen dem mittleren Spikezeitpunkt-
Jitter und dem minimalen τ der Unterscheidbarkeit (p<0.01). Der Zusam-
menhang zwischen dem Spikezeitpunkt-Jitter und dem zeitlichen Auflösungs-
parameter τ wurde schon an früherer Stelle untersucht (vgl. 5.2), indem die
Spikes einer Zellantwort künstlich verrauscht wurden, d.h. ein zusätzlicher
definierter Spikezeitpunkt-Jitter erzeugt wurde. Die Auswertung ergab hier
einen nahezu perfekten proportionalen Zusammenhang zwischen dem zuge-
fügtem Jitter und dem minimalen τ der Unterscheidbarkeit (vgl. Abb. 5.15).
Dagegen zeigten die nach (Rokem et al., 2006) gemessenen Jitter-Werte im
Vergleich zum minimalen τ die Tendenz einer Unterschätzung des tatsächli-
chen Jitters besonders bei hohen Werten (vgl. Material & Methoden). Eine
solche Unterschätzung würde allerdings den schon jetzt hoch signifikanten
Unterschied des gemessenen Spikezeitpunkt-Jitters zwischen lokalen und auf-
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dem gemessenen Jitter der
Spikezeitpunkte. Der Anteil kor-
rekt zugeordneter Spiketrains wur-
de hier gegen den mittleren Jitter
der Spikezeitpunkte (vgl. Abb. 6.17)
aufgetragen. LN: N = 20, p<0.001;
AN: N = 11, n.s.
Abhängigkeit der Unterscheidbarkeit vom Jitter der Spikezeitpunkte? Aus
Abbildung 6.18 geht hervor, dass sich nur auf der Ebene der lokalen Inter-
neurone ein signifikanter negativer Zusammenhang zwischem dem Jitter und
dem Anteil korrekt zugeordneter Spiketrains finden ließ (r = - 0.66, p<0.001).
Für die aufsteigenden Interneurone ergab sich zwar auch erwartungsgemäß
ein negativer Zusammenhang zwischen beiden Größen, allerdings erwies sich
dieser nicht als signifikant (r = - 0.47).
Der Trend einer Zunahme der Spikezeitpunkt-Variabilität von den lokalen
zu den aufsteigenden Interneuronen wird durch eine Auswertung mit dem
Korrelationsmaß von Schreiber et al. (2003) unterstützt. Dieses bestimmt
keine Zeiteinheit des Jitters der Spikezeitpunkte, sondern quantifiziert die
Zuverlässigkeit (Rcorr) der Koinzidenz der Spikezeiten in verschiedenen Wie-
derholungen. Der Vorteil dieses Korrelationsmaßes besteht in einem geringem
Fehler bei einer kleinen Zahl an Wiederholungen und einer zuverlässigen Ab-
schätzung, die nur einen freien Parameter beinhaltet. Der Parameter σc be-
stimmt die Breite des Gaussfilters mit dem der Spiketrain gefaltet wird und
gibt damit die zeitliche Auflösung an, bei der koinzidente Spikes bewertet
werden. Bei sehr kleinen Werten von σc beruht die gemessene Zuverlässigkeit
ausschließlich auf der Bewertung der Spikezeitpunkte, also dem Jitter. Mit
zunehmenden σc werden fehlende oder zusätzliche Spikes stärker gewichtet.
In Abb. 6.19 A ist die Zuverlässigkeit der Spikezeitpunkte in Abhängigkeit

































Abbildung 6.19: Zuverlässigkeit der Spikezeitpunkte bei lokalen und auf-
steigenden Interneuronen. A Die Zuverlässigkeit der Spikezeitpunkte (R corr) in
Abhängigkeit von dem Parameter σc, der die Filterbreite und damit die betrachtete Zeits-
kala definiert für die bereits in Abb. 6.17 A untersuchten Zellen. Die Kurven geben die
mittlere Zuverlässigkeit, die bei einer Analyse für aller acht Gesänge gemessen wurde an.
Der Auswertebereich betrug 1 s. B Mittelwerte und Standardabweichungen der gemesse-
nen Zuverlässigkeit bei einem σc-Wert von 1 ms.
kleiner Werte von σc (<3ms) zeigte sich eine höhere Zuverlässigkeit der Spike-
zeitpunkte bei den beiden lokalen Interneuronen gegenüber den aufsteigenden
Interneuronen. So erreichte die Zuverlässigkeit der Antworten bei einem σc
von 1 ms beim TN1 und beim BGN1 bereits Werte von fast 0.6, während
für alle aufsteigenden Interneurone Werte von maximal 0.4 gemessen wur-
den (Abb. 6.17 B). Die niedrigste Zuverlässigkeit der Spikezeitpunkte zeigte
das AN2. Bei einem σc-Wert von 10 ms war die gemessene Zuverlässigkeit
beim TN1, BGN1, AN4 und AN11 nahezu identisch. Dies deutet daraufhin,
dass bei diesen Zellen fehlende und zusätzliches Spikes in ähnlicher Weise
zur Antwortvariabilität beitrugen. Die Spikezahl-Variabilität der getesteten
Zellen soll im nächsten Abschnitt ausführlicher untersucht werden.
Spikezahl-Variabilität
Die Variabilität der Spikezahlen, die bei wiederholter Reizung mit einem
identischen Stimulus auftritt, wurde anhand des Fanofaktors vergleichend
für die lokalen und aufsteigenden Interneurone untersucht. Eine ausführliche
Studie von Franz (2004) zeigte zwischen diesen beiden Verarbeitungsebenen
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keinen signifikanten Unterschied des Fanofaktors bei Antworten auf unmo-
dulierte akustische Signale. Lediglich die richtungskodierenden aufsteigenden
Interneurone wiesen eine signifikant höhere Spikezahl-Variabilität auf als lo-
kale und musterkodierende aufsteigende Interneurone. An dieser Stelle sei auf
die kontroverse Diskussion der Frage hingewiesen, inwieweit unstrukturierte
und damit unnatürliche Reize wie sie in der Studie von Franz (2004) verwen-
det wurden, eine geringerere Zuverlässigkeit der Antwort einer Zelle bedingen
können als natürliche Reize, wie die hier getesteten Gesänge (vgl. de Ruy-
ter van Steveninck et al. (1997) und Warzecha und Egelhaaf (1999)). Diese
Frage kann allerdings nur befriedigend mit Hilfe eines direkten Vergleichs
der Antworten individueller Zellen auf beide Stimulusbedingungen nachge-
gangen werden. An dieser Stelle soll lediglich untersucht werden, inwieweit
die Spikezahlvariabilität zwischen den untersuchten Zellen unterschiedliche
Limitationen in der Unterscheidbarkeit bedingen könnte. Der bei einer Zel-
le gemessene Fanofaktor kann sowohl eine Abhängigkeit von der Größe des
gewählten Zeitfensters als auch der Spikerate der Antwort aufweisen. Aus
diesem Grund wurde der Fanofaktor für verschieden lange Zeitfenster von
125, 250, 500 und 1000 ms bestimmt. Die mittlere Spikerate zeigte bei vie-
len untersuchten Zellen einen Unterschied zwischen der ersten Sekunde der
Antwort auf die Gesänge und der Antwort auf die letzte Sekunde der Ge-
sänge (vgl. Abb. 6.13). Für die in Abb. 6.20 aufgetragenen Daten wurde der
Fanofaktor über ein Zeitfenster von 500 ms bestimmt und zwar bei beiden
Gesängen für den Auswertebereich, in dem eine jeweilige Zelle die höhere
mittlere Spikerate zeigte. Die Antworten auf beide Gesänge ergaben keinen
signifikanten Unterschied der Spikezahl-Variabilität zwischen den lokalen und
den aufsteigenden Interneuronen.
Auch für die anderen ausgewerteten Zeitfenstergrößen wurde kein signi-
fikanter Unterschied des Fanofaktors zwischen diesen beiden Verarbeitungs-
ebenen gemessen (Daten hier nicht gezeigt). Der kleinste Fanofaktor zeig-
te sich bei den lokalen Interneuronen beim TN1 mit einem Wert von 0,05
und bei den aufsteigenden Interneuronen beim AN12 mit einem Wert von
0,06 (Abb. 6.20, Gesang 8). Die höchste Spikezahl-Variabilität wurde beim
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Fanofaktor bei allen Vertretern über 0,5 lag. Bei dem anderen richtungsko-
dierenden aufsteigenden Interneuron AN1 wurde dagegen eine deutlich nied-
rigere Spikezahl-Variabilität gemessen. Sowohl bei Gesang 8 als auch noch
deutlicher bei Gesang 3 fällt eine relativ breite Verteilung der Fanofaktoren
bei den einzelnen Zelltypen auf. Ursächlich hierfür können Unterschiede in
der Reaktionsschwelle und/oder Unterschiede des Verlaufs der Intensitäts-
kennlinien sein, die sich auf die Spikerate auswirken. Ein Vergleich zwischen
den gemessenen Fanofaktoren beider Gesänge ergab einen schwach signifi-
kante Zunahme für die Antworten auf Gesang 3 innerhalb der Gruppe der
aufsteigenden Interneuronen ((p<0.05). Dieser Unterscheid ist allerdings aus-
schließlich auf die erhöhte Spikezahl-Variabilität der richtungskodierenden
Interneurone zurückzuführen (AN R: p<0.01; AN M: n.s.). Eine Korrelation
zwischen der Änderung der Spikerate und der Änderung des Fanofaktors war
für keine der Zellgruppen vorhanden.
Zusammenfassung
Die lokalen Interneurone zeigten eine sehr viel größere Übereinstimmung
in den Antwortmerkmalen als die aufsteigenden Interneurone. Hier wurden
zunehmend Filtereigenschaften sichtbar, durch welche spezifischere zeitliche
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Aspekte der Gesänge in den neuronalen Antworten repräsentiert waren. Die
Auswertung verschiedener Merkmale der Antwortvariabilität ergab einen si-
gnifikanten Unterschied zwischen den Verarbeitungsebenen hinsichtlich des
Jitters der Spikezeitpunkte. Die aufsteigenden Interneurone zeigten, mit Aus-
nahme des AN12, eine sehr viel geringere zeitliche Präzision der Spikes in
ihren Antworten als die lokalen Interneurone. Die Spikezahl-Variabilität ließ
hingegen keinen Unterschied zwischen den Verarbeitungsebenen erkennen.
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6.3 Vergleich der Unterscheidbarkeit von Ge-
sängen und SAM-Stimuli
Nach der Untersuchung der Unterscheidbarkeit anhand metrischer Spike-
train-Distanzen für zwei verschiedene Stimulus-Ensembles - natürliche Ge-
sänge und sinusförmig amplitudenmodulierte Stimuli - stellt sich die Frage,
inwieweit ein Zusammenhang zwischen den Ergebnissen beider Datensätze
existiert.
6.3.1 Unterscheidbarkeit und optimaler τ-Bereich in-
dividueller Zellen bei den beiden Stimulus En-
sembles
Einzelne Zellen konnten sowohl mit den Gesängen als auch mit den SAM-
Stimuli getestet werden, was einen direkten Vergleich erlaubt (Abb. 6.21). Ein
Vergleich der erreichten Unterscheidbarkeit zeigt, dass sich die Antworten auf
die Gesänge zu einem höheren Anteil korrekt zuordnen ließen als die Ant-
worten auf die SAM-Stimuli. Eine statistische Analyse ergab eine schwach
signifikante Korrelation der gemessenen Unterscheidbarkeit (p<0.05). Die
metrischen Distanzen wurden mit einem Wert des Auflösungsparameters τ
berechnet, bei dem sich eine optimale Unterscheidbarkeit erreichen ließ. Die-
se unterschieden sich zwischen den Zellen, lagen aber alle unter 20 ms (vgl.
Abb. 5.11 und Abb. 6.6). Für die Unterscheidbarkeit der getesteten Stimu-
li spielen, wie bereits gezeigt, bei allen Zellen Spikezeitpunkt-Informationen
eine größere Rolle als Spikezahlunterschiede. Die Bedeutung dieser für die
Unterscheidbarkeit lässt sich bei einem τ -Wert von 1000 ms quantifizieren.
In Abb. 6.21 B wurde der bei diesem τ -Wert gemessene Anteil der korrekt
zugeordneten Spiketrains beider getesteten Stimulus-Ensembles gegeneinan-
der aufgetragen. Dabei sei auf einen Unterschied zwischen den Stimulus-Sets
hingewiesen. Über ein langes Zeitfenster betrachtet war der Energiegehalt
der SAM-Stimuli bei den unterschiedlichen MF identisch, wohingegen dieser
zwischen den Gesängen auch für die letzten Sekunde nicht identische Werte
aufwies (vgl. Material & Methoden). Der maximal gemessene Intensitätsun-
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terschied zwischen den Gesängen betrug zwar weniger als 1 dB, trotzdem
kann dies bei einer Zelle mit einem sehr steilen dynamischen Bereich und
einer präzisen Antwort unterscheidbare Spikezahlen bedingen. Eine höhere
Unterscheidbarkeit auf der Grundlage von Spikezahlunterschieden bei den
Gesängen zeigte sich allerdings nur beim TN1 und beim AN1. Dagegen lie-
ßen sich die Spiketrains bei einem τ -Wert von 1000 ms beim BGN1, AN3
und AN4 bei den SAM-Stimuli zu einem sehr viel größeren Anteil korrekt
zuordnen. Im Folgenden wird der für die Unterscheidbarkeit optimale Bereich
des zeitlichen Auflösungsparameters τ anhand der beiden Grenzwerte, τmin
und τmax, vergleichend betrachtet. Die minimalen τ -Werte der Unterscheid-
barkeit zeigten eine recht gute Übereinstimmung zwischen den beiden getes-
teten Stimulus-Sets (Abb. 6.21 C, links). Eine Ausnahme hiervon stellt das
AN4 dar. Bei den beiden Vertretern dieses Zelltyps wurden deutlich höhere
τmin-Werte bei der Unterscheidbarkeit der SAM-Stimuli als bei der Unter-
scheidbarkeit der Gesänge gemessen. Betrachtet man den τ -Wert, bei dem
die Unterscheidbarkeit wieder abnimmt, so zeigt sich insgesamt ein deutlich
uneinheitlicheres Bild (τmax: Abb. 6.21 C, rechts). Beim TN1 wird noch eine
relativ gute Unterscheidbarkeit der Gesänge bei τ -Werten von > 10 ms er-
reicht, während dies bei den SAM-Stimuli nur bei τ -Werten von < 10 ms der
Fall ist. Beim BGN1 und vor allem beim AN4 zeigt sich ein entgegengesetzter
Trend: bei der Analyse der Antworten auf die SAM-Stimuli wurden höhere
τmax-Werte gemessen als bei den Gesängen. Für das AN4 kann damit insge-
samt eine Verschiebung des optimalen τ -Bereichs zu höheren Werten bei den
SAM-Stimuli festgehalten werden. Der optimale τ -Bereiche des getesteten
AN1 und der beiden AN3 zeigen dagegen eine gute Übereinstimmung zwi-
schen den beiden getesteten Stimulus-Sets - sowohl die τmin-Werte als auch




















































































Abbildung 6.21: Vergleich der Unterscheidbarkeit von Gesängen und SAM-
Stimuli.
A Maximaler Anteil korrekt zugeordneter Spiketrains bei den Gesängen gegenüber dem
gemessenen Anteil bei Antworten auf die SAM-Stimuli. Aufgetragen sind die Ergebnisse
von Zellen, die mit beiden Stimulus-Sets getestet werden konnten. Das Zeitfenster der
Auswertung betrug 500 ms und die Unterscheidbarkeit wurde bei dem optimalen τ -Wert
bestimmt. r = 0.66, N = 12, p<0.05. B Anteil der korrekt zugeordneten Spiketrains über
dem Niveau einer zufälligen Zuordnung bei einem τ -Wert von 1000 ms für die Antworten
auf die Gesänge gegenüber den Antworten auf die SAM-Stimuli. C Vergleich des für die
Unterscheidbarkeit optimalen τ -Bereichs bei den beiden getesteten Stimulus-Sets: Mini-
male τ -Werte (links) und der maximale τ -Werte (rechts), die sich aus der Analyse der
Antworten auf die Gesänge und die SAM -Stimuli ergaben.
6.3.2 Der Einfluss der getesteten Modulationsfrequen-
zen und deren Modulationstiefe auf die Unter-
scheidbarkeit
Die Gesänge unterschieden sich gegenüber den SAM-Stimuli in zwei wesent-
lichen Parametern: Erstens, den enthaltenden Modulationsfrequenzen (und
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deren Gewichtung) und zweitens, den auftretenden Modulationstiefen. Wäh-
rend mit den SAM-Stimuli die Unterscheidbarkeit von neun Modulations-
frequenzen im Bereich von 10 bis 500 Hz getestet wurde, bewegten sich die
Modulationsfrequenzen der Gesänge in einem sehr viel schmaleren und auch
niederfrequenterem Bereich. Das Frequenzspektrum der Amplitudenmodula-
tionen aller Reskalierten Gesänge wiesen einen ersten starken Peak bei 10
Hz und 3 bis 4 Harmonische bei 20, 30, 40 und 50 Hz auf, deren genaue
Lage und Energie-Gehalt zwischen den Gesängen variierte (vgl. Abb. 6.1).
Bei keinem der acht Gesänge zeigten sich signifikante Modulationsfrequen-
zen von über 150 Hz. Die Unterscheidbarkeit der SAM-Stimuli ergab bei
den in 6.3 betrachteten aufsteigenden Interneuronen und bei einem BGN1
Grenzfrequenzen von unter 50 Hz (vgl. Abb. 5.5). Tatsächlich zeigt sich eine
schwach signifikante Korrelation zwischen den gemessenen Grenzfrequenzen
der Unterscheidbarkeit der SAM-Stimuli und dem Anteil korrekt zugeordne-
ter Spiketrains der Gesänge (r = 0.63, N = 12, p<0.05, Daten nicht gezeigt).
Für die Unterscheidbarkeit der Gesänge dürfte allerdings weniger die korrek-
te Zuordnung der Antworten auf Modulationsfrequenzen von etwa 20 und
40 Hz eine Rolle spielen sondern vielmehr die Unterscheidbarkeit von bei-
spielsweise 20 und 21 Hz, die hier nicht getestet wurde. Trotzdem kann eine
weitergehende Betrachtung der Unterscheidbarkeit getesteter SAM-Stimuli
zum Verständnis der Bedeutung spezifischer Stimuluseigenschaften beitra-
gen. Die Rolle, die enthaltende Modulationsfrequenzen und Modulationstie-
fen für die Unterscheidbarkeit spielen können, wird im Folgenden exempla-
risch für jeweils zwei Vertreter der lokalen Interneurone TN1 und BGN1,
sowie der aufsteigenden Interneurone AN3 und AN4 untersucht. Abb. 6.22
A zeigt, dass sich der Anteil der enthaltenden Modulationsfrequenzen bei
den einzelnen Zelltypen auf unterschiedliche Weise in der Unterscheidbarkeit
niederschlägt. Hier wurde die Differenz zwischen der korrekten Zuordnung
von neun MF im Bereich von 10-500 Hz gegenüber der korrekten Zuordnung
der MF von 10, 20 und 40 Hz aufgetragen. Beim TN1 bedingt das Vorhan-
densein hoher MF eine Abnahme der korrekten Zuordnung von weniger als
20%, beim BGN1, AN3 und AN4 liegt dieser Wert bei 43 bis 57%. Die Lage
des optimalen τ -Bereichs der Unterscheidbarkeit verschiedener MF-Bereiche
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Abbildung 6.22: Einfluss der enthaltenden Modulationsfrequenzen auf die
UnterscheidbarkeitA Abnahme des Anteils korrekt zugeordneter Spiketrains bei einer
Verwendung eines Stimulus-Sets mit SAM-Stimuli von 10-500 Hz gegenüber dem gemes-
senen Anteil der korrekten Zuordnung bei SAM-Stimuli von 10-40 Hz. Aufgetragen ist die
Differenz des Anteils korrekt zugeordneter Spiketrains (SAM-Stimuli 10-500 Hz - SAM-
Stimuli 10-40 Hz) für jeweils zwei Vertreter der lokalen Interneurone TN1 und BGN1 und
zwei Vertreter der aufsteigenden Interneurone AN3 und AN4. B Vergleich der gemesse-
nen τmin-Werte der Unterscheidbarkeit der SAM-Stimuli von 10-500 Hz gegenüber den
SAM-Stimuli von 10-40 Hz.
wurde bereits getestet und zeigte keinen systematischen Zusammenhang im
Sinne einer inversen Abhängigkeit des optimalen τ -Bereichs von dem geteste-
ten MF-Bereich (Abb. 5.16). Wie schon dargestellt (vgl. Abb. 5.15 und Abb.
6.17), können die τ -Werte Hinweise über die Spikezeitpunkt-Variabilität lie-
fern, die wiederum durchaus von den enthaltenden Modulationsfrequenzen
abhängen kann. In Abb. 6.22 B sind die minimalen τ -Werte der Unterscheid-
barkeit der 9 SAM-Stimuli von 10-500 Hz gegenüber den gemessenen Werten
der Unterscheidbarkeit der 3 SAM-Stimuli von 10-40 Hz aufgetragen. Bei
allen Zellen ergab die Unterscheidbarkeit der MF von 10-500 Hz höhere τmin-
Werte als die Unterscheidbarkeit der MF 10, 20 und 40 Hz. Die Abweichung
war allerdings unterschiedlich stark ausgeprägt. Während τmin bei den beiden
TN1 von 0.4 auf 0.5 ms anstieg, zeigte sich beim AN4 eine Zunahme von 2
bzw. 3 ms auf 7 bzw. 8 ms. Die Zunahme der τmin-Werte bei einer Reizung
mit höherer MF ist nicht verwunderlich insofern eine geringere Ankopplung
bei hohen MF auch eine Zunahme der Spikezeitpunkt-Variabilität bedingen
kann. Die starke Zunahme der τmin-Werte beim AN4, dürfte besonders durch
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die inhibitorischen Eingänge bei einer Reizung mit MF von 40-167 Hz be-
dingt sein (vgl. Abb. 5.1). Neben der starken Reduktion der Spikerate wird
für diesen MF-Bereich eine höhere Spikezeitpunkt-Variabilität sichtbar. Auch
andere hier getestete Interneurone erhalten inhibitorische Eingänge.
Die Modulationstiefen der getesteten SAM-Stimuli lagen bei allen Modulati-
onsfrequenzen einheitlich bei 100%. Sowohl innerhalb eines Gesangs als auch
zwischen den Gesängen zeigten sich dagegen unterschiedliche Modulationstie-
fen. Abgesehen von der durch die Silben/Pausen Struktur bedingten starken
Amplitudenmodulation, traten bei den getesteten Gesängen innerhalb der
Silben vornehmlich niedrige Modulationstiefen auf (vgl. Abb. 6.1). Damit
wird die Unterscheidbarkeit der Gesänge, im Gegensatz zu der Unterscheid-
barkeit der SAM-Stimuli, zusätzlich entscheidend durch die Empfindlichkeit
einer Zelle gegenüber kleinen Schwankungen der Signalamplitude bestimmt.
Die Unterscheidbarkeit der SAM-Stimuli wird im Folgenden bei unterschied-
lichen Modulationstiefen untersucht. Die Analyse wurde wiederum für die
gleichen Zellen wie in Abb. 6.22 durchgeführt. In Abb. 6.23 A ist der Anteil
korrekt zugeordneter Spiketrains als Funktion des zeitlichen Auflösungspa-
rameters τ dargestellt und zwar bei getesteten Modulationstiefen von 100,
50, 25 und 12.5%. Erwartungsgemäß geht mit der Abnahme der getesteten
Modulationstiefe auch eine Abnahme des erreichten Anteils korrekt zugeord-
neter Spiketrains einher. Die Abnahme der Unterscheidbarkeit verhält sich
allerdings bei den einzelnen Zellen in unterschiedlicher Weise. So zeigte sich
bei den beiden Vertretern des TN1 auch noch bei einem Test mit Modulati-
onstiefen von 50% eine korrekt zugeordneter Anteil der Spiketrains von 80%.
Damit nimmt die Unterscheidbarkeit gegenüber den SAM-Stimuli mit Modu-
lationstiefen von 100% lediglich um 2 bzw. 4% ab (Abb. 6.23 B). Die stärkste
Änderung vollzieht sich beim TN1 zwischen den Modulationstiefen von 50%
und 25%. Selbst bei einem Test der Unterscheidbarkeit von SAM-Stimuli
mit Modulationstiefen von 12.5% ließen sich allerdings noch 48 bzw. 57% der
Spiketrains korrekt zuordnen. Beim BGN1 wurden dagegen bereits bei Mo-
dulationstiefen von 50% deutlich weniger Spiketrains korrekt zugeordnet und
bei Modulationstiefen von 25% lag die Unterscheidbarkeit mit Werten von
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17 bzw. 21% nur geringfügig über dem Niveau einer zufälligen Zuordnung.
Für das aufsteigende Interneuron AN3 ergab sich ein ähnliches Bild - nur die
Antworten auf SAM-Stimuli mit Modulationstiefen von 50% konnten zumin-
dest noch zu 25% bzw. 29% korrekt zugeordnet werden. Die Spiketrains, die
durch SAM-Stimuli mit Modulationstiefen von 25 bzw. 12.5% hervorgerufen
wurden, waren untereinander anhand der metrischen Distanzen nicht mehr
unterscheidbar. Das AN4 zeigte im Vergleich zum AN3 eine weniger starke
Abnahme der Unterscheidbarkeit bei SAM-Stimuli mit geringer Modulations-
tiefe. So wurden die Antworten auf die Stimuli mit Modulationstiefen von nur
12.5% immerhin noch zu über 25% korrekt zugeordnet. Aus den Abb. 6.23 A
dargestellten Kurven lässt sich nicht nur die erreichbare Unterscheidbarkeit
ablesen, sondern vielmehr wie diese vom zeitlichen Auflösungsparameter τ
abhängt. Inwieweit ändert sich der relevante τ -Bereich mit der Abnahme der
Modulationstiefe der Stimuli? In Abb. 6.23 C sind die beiden Grenzwerte des
optimalen τ -Bereichs für die getesteten Modulationstiefen der SAM-Stimuli
dargestellt. Gegenüber der Unterscheidbarkeit der vollständig modulierten
SAM-Stimuli zeigte sich bei der Analyse der Antworten auf Stimuli mit einer
Modulationstiefe von 50% eine Zunahme der minimalen τ -Werte und zwar
bei allen Zellen, außer dem AN4. Eine Zunahme der τmin-Werte bei einer
geringeren Modulationstiefe ist nicht verwunderlich, da nicht nur durch die
geringere Modulation an sich sondern auch durch die resultierende geringere
Anstiegssteilheit der Pulse eine höhere Spikezeitpunkt-Variabilität zu erwar-
ten ist. Bei Modulationstiefen von 25% und 12.5% lässt sich kein einheitlicher
Trend der τmin-Werte erkennen. Bei einem Vertreter des TN1 nimmt τmin bei
der Unterscheidbarkeit der SAM-Stimuli mit einer Modulationstiefe von 25%
weiter zu, fällt aber bei Modulationstiefen von 12.5% wieder ab. Bei dem an-
deren TN1 ist insgesamt eine Abnahme zu verzeichnen. Diese Abnahme ist
allerdings durch die Art der Messung der τmin-Werte 10% unter dem Maxi-
mum der Kurven begründet. Bei beiden Zellen lässt sich eine Verschiebung
der linken Flanke der Optimumskurven zu höheren Werten feststellen (vgl.
Abb. 6.23 A). Anders war die Situation beim AN4. Für beide Vertreter des
AN4 nahmen die gemessenen τmin-Werte mit der getesteten Modulationstiefe



































































































































Abbildung 6.23: Einfluss der Modulationstiefe auf die Unterscheidbarkeit
der SAM-Stimuli. A Anteil korrekt zugeordneter Spiketrains als Funktion des zeitli-
chen Auflösungsparameters τ bei einer Analyse der Antworten auf SAM-Stimuli (10-500
Hz ) mit Modulationstiefen von 100%, 50%, 25% bzw. 12,5%. Dargestellt sind der Er-
gebnisse der lokalen Interneurone TN1 und BGN1 und der aufsteigenden Interneurone
AN3 und AN4 (jeweils zwei Vertreter). Das Zeitfenster der Auswertung betrug 500 ms.
B Abhängigkeit zwischen dem Anteil maximal korrekt zugeordneter Spiketrains von der
Modulationstiefe der getesteten Stimuli. B Abhängigkeit zwischen den gemessenen mini-
malen τ -Werten (oben) bzw. der maximalen τ -Werten (unten) und der Modulationstiefe
der getesteten Stimuli. Alle Datenpunkten in B und C ergeben sich aus den Kurven in A.
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derspiegelt. Dieser Effekt dürfte auf die starke Reduktion der inhibitorischer
Eingänge bei einer geringeren Modulationstiefe zurückzuführen sein. Diese
scheint sich negativ auf die Präzision der Spikezeitpunkte auszuwirken. Die
mit abnehmender Modulationstiefe zunehmend geringer ausgeprägte Reduk-
tion der Spikerate in dem für das AN4 spezifischen MF-Bereich, äußert sich
vor allem in einer besonders starken Abnahme der korrekten Zuordnung bei
einem hohen Wert des Auflösungsparameters τ . So nehmen die τmax-Werte
beim AN4 mit der Modulationstiefe der SAM-Stimuli ab. Bei den anderen
untersuchten Zellen tritt teilweise ebenfalls eine, wenn auch leichte, Abnah-
me der τmax-Werte mit der Modulationstiefe auf, teilweise bleiben diese aber
auch konstant oder nehmen leicht zu. Auch hierbei sei auf die Methode der
Erfassung dieses Wertes hingewiesen, die bei einer Änderung der Form der
Kurven problematisch ist. So verschiebt sich beim TN1 auch die rechte Flanke
der Optimumskurven allerdings in Richtung niedrigerer τ -Werte, was durch
die verwendete Bestimmung von τmax nicht erfasst wird (siehe Form der Kur-
ven). Bei einigen der dargestellten Zellen, wie den Vertretern des BGN1 und
besonders des AN4, sowie einem Vertreter des AN3, zeigt die Unterscheidbar-
keit der Antworten auf SAM-Stimuli mit einer Modulationstiefe von 100%
nur eine geringfügige Abnahme für hohe Werte des Auflösungsparameters
τ . Dieser Aspekt wurde bereits untersucht und lässt sich in einem geringem
Zugewinn der Unterscheidbarkeit ausdrücken, der durch die Einbeziehung
der Spikezeitpunkte erreicht wird (vgl. Abb. 5.12). Bei geringeren geteste-
ten Modulationstiefen deutet sich bezüglich dieser Größe eine Änderung an,
indem die Unterscheidbarkeit hier verstärkt bei hohen τ -Werten abfällt. In
Abb. 6.24 A ist der Gewinn der Unterscheidbarkeit, der durch die Einbezie-
hung der Spikezeitpunkte bei einer Analyse der Antworten auf die Stimuli
mit Modulationstiefen von 100% und 50% erreicht wurde gegeneinander auf-
getragen. Tatsächlich zeigt diese Kenngröße höhere Werte bei der Analyse
der Antworten auf die Stimuli mit Modulationstiefen von 50% als auf die
mit 100%. Lediglich Zellen, bei denen die Unterscheidbarkeit auch schon bei
den vollständig modulierten Stimuli bei hohen τ -Werten auf einem niedrigen
Niveau lag (vgl. Abb. 6.23), zeigten keine Änderung (TN1 und ein BGN12)









































Abbildung 6.24: Gewinn der Unterscheidbarkeit, der durch Einbeziehung
der Spikezeitpunkte erreicht wird: Vergleich zwischen dem% Gewinn in A
bei getesteten Modulationstiefen von 100% gegenüber Modulationstiefen
von 50% und B bei getesteten Modulationsfrequenzen von 10-500 Hz gegen-
über getesteten Modulationsfrequenzen von 10- 40 Hz. Der% Gewinn wurde
gemessen als Differenz zwischen dem Anteil der korrekten Zuordnung bei dem optima-
len τ und τ = 1000 ms (vgl. Abb. 5.12). Aufgetragen wurden wiederum Daten von zwei
Vertretern des TN1, des BGN1, des AN3 und des AN4.
Wie schon eingangs beschrieben, treten bei den Gesängen nicht nur vorwie-
gend geringe Modulationstiefen sondern auch niedrigere Modulationsfrequen-
zen auf als bei der Unterscheidbarkeit der SAM-Stimuli getestet wurden. Eine
Reduzierung der Unterscheidbarkeit auf Stimuli niedriger MF bedingt eben-
falls eine Zunahme der Bedeutung der Spikezeitpunkt-Information für die
Unterscheidbarkeit (Abb. 6.24 B). (Lediglich für das TN1 traf dies nicht zu,
welches aber zum Großteil auf dem höheren Zufallsniveau bei einer Unter-
scheidbarkeit der drei niedrigen Modulationsfrequenzen basiert.) Insgesamt
kann also festgehalten werden, dass für die Unterscheidbarkeit von Stimuli
mit geringen Modulationsfrequenzen bzw. Modulationstiefen, wie sie bei den
Gesängen vorlagen, die Auswertung der Spikezeitpunkte bei den betrachte-
ten Zellen bessere Resultate liefert als die der Spikezahlen. Besonders stark
äußert sich dies beim AN4. Die spezifische Filtereigenschaft dieser Zelle, die
eine starke Änderung der Spikerate bedingen kann, wird bei den hier geteste-
ten Gesängen kaum wirksam, da das Merkmal, auf das diese anspricht, nicht
auftritt. Dass dieser Filter sehr wohl für eine Unterscheidung von Gesängen
genutzt werden kann, soll durch Abb. 6.25 verdeutlicht werden. Hier sind





















Gesang Nr. 1 2 3 4 5 6 7 8
Abbildung 6.25: Antworten eines AN4 auf Weibchen - und Männchengesän-
ge. Exemplarische Antworten eines AN4 auf einen Weibchengesangs, den Gesang eines
einbeinigen Männchens und auf den Gesang eines intakten Männchens. Mittlere Spikerate
der Antworten auf den Weibchengesang sowie die Gesänge von zwei individuellen einbeini-
gen Männchen und auf die acht intakten Männchen. Bei den intakten Männchen handelt
es sich um die getesteten Reskalierten Gesänge. Der Weibchengesang und die beiden Ein-
beiner wurden ebenfalls reskaliert, indem die Silben/Pausen-Dauer angeglichen und die
Umhüllenden mit einem identischen Trägerspektrum gefüllt wurden. Größen-Balken: 250
µm.
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gestellt und zwar auf einen der bereits untersuchten Männchengesänge und
außerdem auf den Gesang eines einbeinig singenden Männchen und auf einen
Weibchengesang. Sowohl innerhalb der Silben des Weibchens als auch des
einbeinig singenden Männchens treten durch kurze Lücken getrennte Pulse
auf. In den Antworten auf diese beiden Signale werden immer wieder neu
ausgelöste IPSP sichtbar, welche das EPSP stark unterdrücken, so dass nur
wenig Spikes generiert werden. Betrachtet man dagegen die Antwort auf den
Gesang des intakten Männchen, so zeigt sich hier nur eine vorlaufende In-
hibition gefolgt von einer starken Exzitation. Eine Auftragung der mittleren
Spikerate, die für alle acht Gesänge der intakten Männchen gemessen wur-
de, zeigt hohe und nur geringfügig unterschiedliche Werte (abgesehen von
einer Abnahme bei Gesang 3). Demgegenüber reduzierte sich die Spikerate
der Antworten auf die bei beiden getesteten Einbeiner und das Weibchen um
mehr als die Hälfte auf ein ähnliches Niveau. Damit dürften zumindestens
diese Gesänge von denen der intakten Männchen eindeutig unterscheidbar
sein.
6.3.3 Vergleichende Charakterisierung der Unterscheid-
barkeit für einzelne Zelltypen
Bisher konzentrierte sich die vergleichende Untersuchung der Ergebnisse der
Unterscheidbarkeit ausschließlich auf Zellen, bei denen beide Stimulus-Ensembles
getestet werden konnten. Im Folgenden werden auch Zellen einbezogen die
entweder nur mit den SAM-Stimuli oder nur mit den Gesängen gereizt wur-
den, um auf der Grundlage eines größeren Datensatzes eine fundiertere Be-
trachtung von bestimmten Zelltypen zu gewährleisten. Als Merkmal der er-
reichten Unterscheidbarkeit wurde der mittlere Anteil korrekt zugeordneter
Spiketrains der einzelnen Zelltypen bei den beiden Stimulus-Ensembles ge-
geneinander aufgetragen (Abb. 6.26 A). In die Auswertung gingen nur Zell-
typen ein, bei denen 3 bis 12 Vertreter getestet werden konnten. Bei allen
dargestellten Zelltypen zeigt sich auf der Grundlage der Spiketrain-Distanzen
eine bessere Unterscheidbarkeit der Gesänge als der SAM-Stimuli. Auf eine
statistische Analyse des Zusammenhang zwischen den beiden untersuchten
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Datensätzen muss verzichtet werden, da sowohl abhängige als auch unabhän-
gige Daten enthalten sind. Trotzdem kann hier festgehalten werden, dass sich
eine Korrelation zwischen der erreichten Unterscheidbarkeit beider Stimulus-
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r =0.93
Abbildung 6.26: Vergleich bei den einzelnen Zelltypen: Unterscheidbarkeit
bei Gesängen und SAM-StimuliAMittelwerte und Standardabweichungen der Anteile
maximal korrekt zugeordneter Spiketrains bei den Gesängen gegenüber den SAM-Stimuli.
Das Zeitfenster der Auswertung betrug 500 ms und die Unterscheidbarkeit wurde bei dem
optimalen τ -Wert bestimmt. B Mittelwerte und Standardabweichungen der Grenzwerte
des optimalen τ -Bereichs, der Analyse der Antworten auf die Gesänge gegenüber gemes-
senen Werten mit den SAM-Stimuli.
wurde bei beiden getesteten Datensätzen beim lokalen Interneuron TN1, ge-
folgt vom BGN1, gemessen. Für die aufsteigenden Interneurone ließ sich ins-
gesamt eine geringere Unterscheidbarkeit für beide Stimulus-Ensembles be-
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obachten. Während sich der mittlere Anteil korrekt zugeordneter Spiketrains
für die einzelnen aufsteigenden Interneurone bei den Gesängen auf einem
ähnlichen Niveau bewegt, ließen sich bei einem Test mit den SAM-Stimuli
deutlichere Unterschiede zwischen den Zelltypen feststellen. Das AN3 erreich-
te hier im Mittel den höchsten Wert, gefolgt vom AN4 und vom AN1. Die
Standardabweichung der Mittelwerte fällt insgesamt bei den untersuchten
Zelltypen, besonders jedoch aber beim AN3 und beim BGN, relativ hoch
aus. Lediglich die Vertreter des TN1 zeigten für beide getestete Datensätze
einen sehr einheitlichen Anteil korrekt zugeordneter Spiketrains. Inwieweit
ändert sich der für die Unterscheidbarkeit optimale Bereich des zeitlichen
Auflösungsparameters τ zwischen den beiden Stimulus-Ensembles? Die mi-
nimalen τ -Werte der einzelnen Zelltypen gruppieren sich, mit Ausnahme des
AN4, entlang der Winkelhalbierenden (Abb. 6.26 B). Für diesen Zelltyp wur-
den für die Unterscheidbarkeit der SAM-Stimuli deutlich höhere minimale
τ -Werte gemessen als bei der Analyse der Antworten auf die Gesänge. Auch
insgesamt deutet sich bei den aufsteigenden Interneuronen bezüglich dieser
Kenngröße ein Trend an, der auch schon für die maximal erreichte Unter-
scheidbarkeit auffiel: die mittleren τmin-Werte wichen zwischen den aufstei-
genden Interneuronen bei der Analyse der Antworten auf die SAM-Stimuli
stärker ab als bei den Gesängen. Dies traf auch für den oberen Grenzwert
des optimalen τ -Bereichs, τmax, zu. Während hingegen die τmin-Werte bei bei-
den lokalen Interneuronen nahezu identisch ausfielen, zeigte sich beim TN1
ein deutlich höherer τmax-Wert bei den Gesänge als bei den SAM-Stimuli.
Betrachtet man den sich aus den beiden Grenzwerten ergebenen optimalen
τ -Bereich, so kann für die einzelnen Zelltypen folgendes festgehalten werden:
Beim BGN1 und beim AN1 zeigt sich kaum ein Unterschied dieser Kenngröße
zwischen den beiden getesteten Stimulus-Ensembles. Beim AN3 deutet sich
bei den SAM-Stimuli ein insgesamt breiterer optimaler τ -Bereich an, wäh-
rend beim TN1 die Antworten auf die Gesänge noch bei deutlich höheren
τ -Werten optimal unterschieden werden konnten. Der stärkste Unterschied
bestätigt sich für das AN4. Der optimale τ -Bereich verschiebt sich bei dieser
Zelle bei den SAM-Stimuli insgesamt zu höheren Werten.
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Zusammenfassung
In einem Vergleich der korrekten Zuordnung der Antworten auf die SAM-
Stimuli und auf die Gesänge wurden sowohl Übereinstimmungen als auch
Unterschiede sichbar, die sich auf die Eigenschaften der beiden Stimulus-
Sets zurückführen ließen. Bei Zellen, die mit beiden Stimulus-Sets getestet
wurden, zeigte sich nur eine schwach signifikante Korrelation der erzielten
Anteile einer korrekten Zuordnung der Spiketrains. Der optimale Wert des
zeitlichen Auflösungsparameters τ stimmte bei den meisten Zellen weitgehend
überein. Kein Zusammenhang ließ sich hingegen bezüglich einer allein auf
Spikezahlen basierenden Unterscheidbarkeit erkennen.
Kapitel 7
Verhaltensreaktionen und
neuronale Antworten bei C.
biguttulus
Die Erkennung akustische Signale ist für die Vertreter der Gomphocerinae
(Acrididae), zu denen die Heuschrecke Chorthippus biguttulus gehört, von
besonderer Bedeutung: diese Tiere produzieren arteigene Gesänge, die inner-
halb eines bidirektionales Kommunikationssystem der Partnerfindung die-
nen: Sowohl die Art- als auch die Geschlechtserkennung erfolgt anhand von
Gesangsmerkmalen. Aufgrund der Asymmetrie der Investitionen sollten die
Weibchen allerdings nicht irgendein Männchen der eigenen Art wählen, son-
dern ein besonders Interesse haben, sich nur mit Männchen zu verpaaren, die
eine hohe Qualität aufweisen. Verhaltensdaten zeigen, dass für diese sexuelle
Selektion Merkmale des Lockgesangs der Männchen genutzt werden (Klap-
pert und Reinhold, 2003; von Helversen et al., 2004). Die Häufigkeit mit der
die Weibchen den Gesang eines Männchens beantworteten wird als Indikator
für dessen Attraktivität betrachtet (Klappert und Reinhold, 2003).
In dieser Arbeit wurden bereits eingehend die neuronalen Antworten auf
Gesänge individueller Männchen der Art Chorthippus biguttulus untersucht
(6.1) - allerdings an dem für die Elekrophysiologie häufig genutzten Modell-
system, der Wanderheuschrecke L. migratoria (Franz und Ronacher, 2002;
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Krahe et al., 2002a; Machens et al., 2005). Im folgenden Teil werden nun
Daten vorgestellt, die an C. biguttulus-Weibchen gewonnen werden konnten,
die genutzten Gesangs-Sets waren identisch. Der Versuchsansatz beinhalte-
te neurophysiologische Versuche und zusätzlich Verhaltensversuche. Bei den
Verhaltensversuchen standen folgende Fragestellungen im Vordergrund:
• Welche Verhaltensreaktionen zeigen die Weibchen auf die Gesänge und
welche Zusammenhänge lassen sich zwischen den Verteilungen bestimm-
ter Merkmale der Gesänge und deren Attraktivität feststellen? (7.1)
Nach dieser reinen Betrachtung der Beziehung zwischen Reiz und Reakti-
on, d.h. der Eingangs-Ausgangsanalyse, stellt sich die Frage nach der neuro-
nale Kodierung der im Verhalten getesteten Stimuli. Eine Verhaltensselekti-
vität setzt eine Klassifikation voraus, die auf Unterschieden in den Spikeant-
worten basieren muss. Die letztendliche ‚Entscheidung‘über die Attraktivität
eines Musters wird, wie bereits einleitend erwähnt, erst im Oberschlundgan-
glion der Feldheuschrecken getroffen (Bauer und Helversen, 1987). Dennoch
sollte die dafür notwendige Information auch auf vorangehenden Ebenen der
Hörbahn präsent sein. Daraus ergeben sich die Fragen:
• Inwieweit sind die Gesänge anhand der neuronalen Antworten bei C.
biguttulus unterscheidbar und zeigt sich ein Zusammenhang zur Ver-
haltensselektivität? (7.2)
Die hier untersuchten lokalen und aufsteigenden Interneurone werden
aufgrund ihrer morphologischen und physiologischen Eigenschaften mit den
identisch benannten Vertretern von L. migratoria homologisiert (Marquart,
1985a; Stumpner, 1988). Letztere Art besitzt allerdings kein ausgeprägtes
akustisches Verhalten und die Unterscheidbarkeit von Gesängen hat hier, im
Gegensatz zu C. biguttulus, keinerlei Verhaltensrelevanz. Es stellen sich die
Fragen:
• Sind die Gesänge anhand der Spiketrains für homologe Zelltypen von
C. biguttulus und L. migratoria gleich gut unterscheidbar? Inwieweit
zeigen sich zwischen den einzelnen Vertretern eines Zelltys einer Art
gleich große Differenzen wie zwischen den Arten? (7.3)
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7.1 Verhaltensantworten auf die Gesänge
In diesem Teil werden zunächst die Verteilungen von zeitlichen Merkmalen
für die jeweils 8 Gesänge der beiden Gesangs-Sets untersucht. Dabei wird
der Schwerpunkt auf Merkmale gelegt, die innerhalb bestimmter Werteberei-
che für die Erkennung und Beurteilung eines Gesangs von Bedeutung sind
(von Helversen und von Helversen, 1994; Balakrishnan und von Helversen,
2004). Dieser Betrachtung folgt eine Darstellung der Ergebnisse der Ver-
haltensreaktionen der Weibchen auf die Gesänge. Abschließend werden die
Verhaltensreaktionen zu den Verteilungen der zeitlichen Merkmale in Bezug
gesetzt, um einen Zusammenhang zur Attraktivität der Gesänge herstellen
zu können.
7.1.1 Merkmale der Gesänge
Die getesteten Gesänge unterschieden sich hinsichtlich verschiedener Merk-
male, die durch die Weibchen bewertet werden und in einem bestimmten
Verhältnis gewichtet eine Antwortwahrscheinlichkeit bestimmen. Vor diesem
Hintergrund wurden folgende Merkmale bei den jeweils acht Gesänge der
beiden Stimulus-Sets analysiert: die spektrale Zusammensetzung der Gesän-
ge, die Gesangsdauern, die Silben- und Pausendauern, die Akzentuierung des
Silbenbeginns (Onset-Level) und der Intensitätsabfall am Silbenende (Offset-
Level) (Abb. 7.1). Bei den Original Gesängen können alle diese Merkmale
unterschiedliche Werte annehmen. Die aus diesem Gesangs-Set generierten
Reskalierten Gesänge weisen dagegen identische Verteilungen der Trägerfre-
quenzen und einheitliche Silben- sowie Pausendauern auf.
Trägerfrequenzen
Die spektrale Zusammensetzung der Original Gesänge unterschied sich vor
allem in dem relativen Anteil des hochfrequenten Bereichs (10 - 40 kHz)
gegenüber dem tieffrequenten Bereich (4 - 10 kHz) (Abb. 7.1 A). Bei Gesang
6 bis 8 lag nur etwa 1% der Energie im tieffrequenten Bereich. Die Gesänge























































































































Abbildung 7.1:Merkmale der Gesänge.A Anteil der Trägerfrequenzen unter 10 kHz
bei den einzelnen Original Gesängen. Die Umhüllenden der Reskalierten Gesänge wurden
mit dem Träger des Gesang 2 gefüllt. B Gesangsdauern der acht Original und der jewei-
ligen Reskalierten Gesänge. C Mittlere Pausendauer gegenüber der mittleren gemessenen
Silbendauer der Original Gesänge, sowie die beiden Werte der Reskalierten Gesänge. Der
graue Bereich gibt die Silben/Pausendauern an, bei denen eine Antwortwahrscheinlichkeit
der Weibchen von 50% mit rechteckmodulierten Stimuli gemessen wurde (neu aufgetragen
nach von Helversen und von Helversen (1994)).D Onset-Level und Offset-Level der Silben:
Mittelwerte und Standardabweichungen der Original und der Reskalierten Gesänge. Alle
in C und D gemessenen Werte basieren auf einer Auswertung der letzten 10 Silben der
Gesänge (vgl. Material & Methoden).
2 und 4 von 20 bzw. 29%. Die Reskalierten Gesänge wurden einheitlich mit




Die Gesamtdauer der Gesänge betrug zwischen 2 und 4 Sekunden (Abb. 7.1
B). Innerhalb der Original Gesänge wies allerdings nur Gesang 2 eine Dauer
von über 3 Sekunden auf. Alle anderen Gesänge bewegten sich hinsichtlich
dieses Merkmals im Bereich von 2 bis 2,7 Sekunden. Die Normierung der
Silben- und Pausendauern bedingte mehrheitlich eine Verlängerung der Ge-
sänge, so dass sich bei sechs der Reskalierten Gesänge Gesamtdauern von
über 2,7 Sekunden und nur für zwei Gesänge Werte von unter 2,7 Sekunden
ergaben.
Silben- und Pausendauern
Die Silbendauern wiesen zwischen den acht Original Gesängen beträchtliche
Unterschiede auf und bewegten sich im Bereich von 43 bis 103 ms, die Pau-
sendauern lagen zwischen 10 und 28 ms (Abb. 7.1 C). von Helversen (1972)
konnte zeigen, dass die Antwort der Weibchen bei C. biguttulus von einer
bestimmten Kombination der Dauern von Silben und Pausen abhängt. Beide
Größen hängen voneinander ab: je länger die eingestellte Silbendauer, umso
länger auch die am besten beantwortete Pausendauer. In Abb. 7.1 C wurde
der Bereich, bei dem anhand von rechteckmodulierten Silben eine Antwort-
wahrscheinlichkeit von mindestens 50% erreicht wurde, grau unterlegt (neu
aufgetragen nach von Helversen und von Helversen (1994)). Es zeigte sich,
dass die Silben/Pausendauern der hier getesteten Original Gesänge inner-
halb dieses optimalen Bereichs lagen, lediglich die Mittelwerte von Gesang 2
und 6 befanden sich leicht ausserhalb. Auch die Silben- und Pausendauern
der Reskalierten Gesänge entsprachen mit Werten von 80 ms bzw. 20 ms
einer präferierten Kombination. Die Verhältnisse der aufeinander folgenden
Dauern der Silbe und Pause betrug somit bei den Reskalierten Gesängen
einheitlich 4 : 1. Bei den Original Gesängen wurden Mittelwerte von 2,1 bis
6,2 : 1 gemessen.
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Onset-Level und Offset-Level der Silben
Abbildung 7.1 D zeigt die Stärke der Akzentuierung des Silbenbeginns (Onset-
Level) und der Abnahme der Intensität am Silbenende (Offset-Level), die bei
den Original und den Reskalierten Gesängen gemessen wurde. Der Bereich
der mittleren Onset-Level (2.5 bis 6.9 dB) ist relativ schmal verglichen mit
dem Bereich der mittleren Offset-Level (-6.8 bis -19.4 dB). Letztere zeigen
allerdings nur für Gesang 3 einenWert von unter -15 dB. Den höchsten Onset-
Level wurde bei Gesang 2 gemessen. Einige Gesänge weisen ähnlich starke
Offset-Level auf (Gesang 4, 5 und 6) und auch teilweise ähnliche Onset-Level
(Gesang 4 und 5).
Alle diese Merkmale können bei der Bewertung der Gesänge eine Rolle spie-
len. Im nächsten Teil wird die Antworthäufigkeit der Weibchen untersucht,
die als Indikator für die Attraktivität der Gesänge gewertet werden kann.
7.1.2 Attraktivität der Gesänge
Die Attraktivität der Gesänge wurde anhand von zwei Maßen analysiert (vgl.
Material & Methode): der auf den Durchschnitt normierten Antwortzahl A
und der auf das Maximum normierten Antwortwahrscheinlichkeit W. Die
Antwortwahrscheinlichkeit quantifizierte die Zahl der Reizwiederholungen,
die eine Antwortzahl von >1 aufwiesen. In Abb. 7.2 sind beide Attraktivi-
tätswerte der getesteten Original und die Reskalierten Gesänge dargestellt.
Vor jedem Testdurchlauf der Gesänge wurde die Reaktion der Weibchen
auf ein rechteckig-moduliertes Silbenmuster geprüft. Dieses attraktive Mus-
ter diente als Positivkontrolle zur Überprüfung der allgemeinen Antwort-
bereitschaft eines Weibchens. Da eine Beantwortung Voraussetzung für den
Start eines Testzyklus war, ergab sich hierfür zwangsläufig eine Antwortwahr-
scheinlichkeit von 100%. Zusätzlich wurde ein ‚Dauerrauschen‘(4 Sekunden)
getestet, um die Selektivität der Weibchen zu überprüfen. Die Beantwortung
dieser Negativkontrolle hatte keinen Einfluss auf den Testablauf. Die Reak-
tionen der Weibchen auf die Positiv- und die Negativkontrolle gingen nicht
in die Normierung der Antwortzahlen bzw. -wahrscheinlichkeiten der Gesän-
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ge ein. Stattdessen wurden die bei den beiden Kontrollen gemessenen Werte
in Relation zu der maximalen Antwortwahrscheinlichkeit bzw. der durch-
schnittlichen Antwortzahl der Gesänge gesetzt, um einen Vergleich zu diesen
herzustellen. Durch diese Art der Normierung konnten die w-Werte auch
über 1 liegen, wenn die Antwortwahrscheinlichkeit auf die Kontrolle höher
lag als auf die Gesänge. Für die Positivkontrolle betrug der Median von W 1
(Abb. 7.2 A und B, oben). Von den 14 bzw. 15 getesteten Weibchen, ergaben
sich bei lediglich 3 Weibchen Werte von > 1 (als Extremwerte gekennzeich-
net). Der jeweils am besten beantwortete Gesang erreichte also zumeist eine
mit der Positivkontrolle übereinstimmende Antwortwahrscheinlichkeit von
100%. Gleichzeitig wurde anhand des Attraktivitätsmaßes A deutlich, dass
die Mehrzahl der Weibchen auf einzelne Gesänge mit einer annähernd glei-
chen oder sogar höheren Antwortzahl reagierten wie auf die Positivkontrolle
(Abb. 7.2 A und B, unten).
Die Negativkontrolle (‚Dauerrauschen‘) wurde hingegen von den meisten
Weibchen überhaupt nicht beantwortet, was sich in einem Median von 0 wi-
derspiegelt. Nur 4 von 14 bzw. 6 von 15 Weibchen zeigten eine, allerdings
auch nur geringe Reaktion auf das ‚Dauerrauschen‘- die Tiere wiesen dem-
nach eine hohe Antwortselektivität auf.
Das Antwortniveau auf die Gesänge lag insgesamt sehr hoch. So betrug die
mittlere (unnormierte) Antwortwahrscheinlichkeit über alle getesteten Weib-
chen auf die Original Gesänge 71± 23% und auf die Reskalierten Gesänge
77± 20%. Betrachtet man die normierte Antwortwahrscheinlichkeit, so fällt
auf, dass sich der Median innerhalb eines Gesangs-Sets zumeist nur sehr
geringfügig unterschied (Abb. 7.2 A und B, oben). Lediglich bei Gesang 3
lag W unter bzw. knapp über 0.5. Innerhalb der Original Gesänge errreich-
te Gesang 2 den höchsten Wert, innerhalb der Reskalierten Gesänge Nr. 8
mit W>0.9. Abgesehen von diesen beiden Gesängen, zeigte sich mit einem
Interquartilabstand (IQR) von 20 bis 51% (Original Gesänge) bzw. 20 bis
55% (Reskalierte Gesänge) eine relativ hohe interindividuelle Variabilität
der Antwortwahrscheinlichkeit auf einen jeweiligen Gesang. An dieser Stelle
sei nochmals darauf hingewiesen, dass es sich hier um normierte Daten han-
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Abbildung 7.2: Attraktivität der Gesänge. Verteilung der normierte Antwort-
wahrscheinlichkeit w (oben) und Antwortzahl a (unten) auf A die Original Gesänge und
B die Reskalierten Gesänge. Zusätzlich sind die Werte für die Positivkontrolle (P) und
die Negativkontrolle (N) angegeben, die nicht in die Normierungen der Gesangsantworten
eingingen, sondern zu diesen in Relation gesetzt wurden. Die Verteilung der Daten wird
durch folgende Größen beschrieben: die untere Grenze der Box gibt das 25%-Quartil an,
die obere Grenze das 75%-Quartil, die rote Linie innerhalb der Box zeigt den Median
(W bzw. A) der Verteilung. Die Linien ausserhalb der Box begrenzen nach unten das
Minimum und nach oben das Maximum der Verteilung. Extremwerte werden als Kreis
dargestellt, wenn sie mehr als das 1,5-fache und als Stern, wenn sie mehr als das 3-fache
des Interquartilsabstandes von der Boxbegrenzung entfernt liegen. A : N = 14 und B : N
= 15.
delt, wodurch eine unterschiedliche Motivationslage der Tiere ausgeglichen
werden sollte. Die Normierung erfolgte auf den maximal beantworteten Ge-
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sang. Da dieser zumeist zu 100% beantwortet wurde (vgl. Positivkontrolle),
ergab sich hier häufig kein Unterschied zwischen der unnormierten Antwort-
wahrscheinlichkeit rw und dem normierten Wert w. Die Normierung auf die
durchschnittliche Antwortzahl bedingte dagegen stets eine Verschiebung der
Werte. Nichtsdestotrotz zeigten auch die a-Werte den sehr breiten Antwort-
bereich der Weibchen bei den einzelnen Gesängen (Abb. 7.2 A und B, unten,
beachte die unterschiedliche Skalierung). Der IQR von der Verteilung von a
betrug 27 bis 59% (Original Gesänge) bzw. 19 bis 59% (Reskalierte Gesänge).
Der Median der normierten Antwortzahl (A) verhielt sich in sehr ähnlicher
Weise wie W. Lediglich für die Original Gesänge trat eine Verschiebung auf,
insofern nicht mehr Gesang 2, sondern wie auch bei den Reskalierten Gesän-
gen, Gesang 8 von den meisten Weibchen am häufigsten beantwortet wurde.
Eine ähnliche Verteilung der Werte ist aufgrund des methodischen Zusam-
menhangs bei der Berechnung beider Attraktivitätsmaße nicht verwunder-
lich. Ein Vergleich zwischen den beiden Attraktivitätsmaßen ergab für alle
Tiere, mit nur einer Ausnahme, eine signifikante Korrelation zwischen a und
w (Original Gesänge: N= 13, p<0.05, N = 1, n.s.; Reskalierte Gesänge: N =
15, p<0.05).
Als nächstes stellt sich die Frage inwieweit sich Unterschiede in der At-
traktivität der Gesänge auch statistisch sichern lassen. Die Analyse beschränkt
sich im folgenden auf die in der Literatur häufiger angeführte Antwort-
wahrscheinlichkeit. Der Friedmann-Homogenitätstest ergab hoch signifikan-
ten Unterschiede zwischen den Stichproben jedes der beiden Datensätze (Ori-
ginal vs. Reskalierte Gesänge p<0.001). Um zu prüfen, welche Gesänge un-
terschiedlich attraktiv waren, wurden zunächst für jedes Weibchen den Ge-
sängen entsprechend ihrer Antwortwahrscheinlichkeit Ränge zugewiesen. Der
Gesang mit der niedrigsten Antwortwahrscheinlichkeit erhielt die niedrigste
Rangnummer. Bei gleichen Antwortwahrscheinlichkeiten erfolgte eine identi-
sche intermediäre Rangvergabe. In Abb. 7.3 A sind die Häufigkeitsverteilun-
gen der resultierenden Rangzahlen für die jeweils acht Gesänge der beiden
Gesangs-Sets dargestellt. Die Verteilungen der Gesänge wurden nach ihren
























































































































Abbildung 7.3: Rangordnung und
Rangdifferenz der Akktraktivität
der Gesänge. A Häufigkeitsverteilungen
der Ränge, die einem Gesang aufgrund der
relativen Antwortwahrscheinlichkeit (rw),
bei den getesteten Weibchen zugewiesen
wurden. Die Ränge wurden entsprechend
der relativen Antwortwahrscheinlichkeit auf-
steigend vergeben. Die Anordnung der Ver-
teilungen erfolgte entsprechend ihrer Rangs-
ummenzahl. Die Zahlen geben die Gesangs
Nr. an. links (Original Gesänge): N = 14.
rechts (Reskalierte Gesänge): N = 15. B Ab-
solute Rangdifferenzen zwischen den Rangs-
ummen der Original und der Reskalierten
Gesängen. Die Vergleiche, bei denen die kri-
tischen Differenzen nach Wilcoxon und Wil-
cox unterschritten wurden, sind farbig dar-
gestellt.
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Erstens, sowohl der Original als auch der Reskalierte Gesang 3 wies am häu-
figsten die geringste Attraktivität bei den Weibchen auf und der Gesang
Nr. 2 (Original) bzw. der Gesang Nr. 8 (Reskaliert) die höchste. Dies stimmt
mit der Lage des Medians der normierten Antwortwahrscheinlichkeiten dieser
Gesänge überein (vgl. (vgl. Abb. 7.2, oben). Zweitens, die Verteilungen der
Ränge sind bei vielen Gesängen relativ breit (vgl. Original Gesang 4 bis 7 so-
wie Reskalierte Gesänge 1, 2, 4, 5). Die Präferenzen der Weibchen fielen hier
offenbar sehr unterschiedlich aus, was sich aus den Verteilungen der Antwort-
wahrscheinlichkeiten (vgl. Abb. 7.2, oben) nicht zwangsläufig ableiten lässt.
Gleichzeitig verhält sich die Lage des Medians der Antwortwahrscheinlichkeit
W zumindest zwischen einzelnen Gesängen anders als die Verteilungen der
Ränge. So erreicht W für den Reskalierten Gesang 2 einen höheren Median
als für Gesang 1. Hinsichtlich der Ränge kehrt sich das Bild um: Gesang 1
werden häufiger höhere Ränge zugewiesen als Gesang 2.
Eine Rangvergabe und anschließende Berechnung der Rangsummen ent-
spricht der Vorgehensweise eines von Wilcoxon und Wilcox (1964) beschrie-
benen statistischen Test (Multipler Vergleich verbundener Stichproben). Die
absoluten Rangsummendifferenzen (Abb. 7.3 B) werden mit einer kritischen
Differenz verglichen und weisen auf signifikante Unterschiede zwischen den
Stichproben hin. Innerhalb der Original Gesänge zeigte Gesang 3 eine signifi-
kant niedrigere Antwortwahrscheinlichkeit als Gesang 1, 2, 8 (p<0.01) und 7
(p<0.05). Auch innerhalb der Reskalierten Gesänge unterschied sich Gesang
3 am stärksten in seiner Attraktivität von den anderen Gesängen und ergab
eine statistisch signifikante Differenz gegenüber allen anderen, abgesehen von
Gesang 7 (p<0.01 für 3 vs.1, 2, 5, 6, 8; p<0.05 für 3 vs. 4). Des weiteren wich
die Antwortwahrscheinlichkeit des Gesangs 8 signifikant von der des Gesangs
7 ab (p<0.05). Absolut betrachtet, trat der größte Unterschied zwischen den
Reskalierten Gesängen 3 und 8 auf.
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Vergleich zwischen den Antworten auf Original und Reskalierte
Gesänge
Die Original Gesänge unterschieden sich gegenüber den Reskalierten Gesän-
gen hinsichtlich zweier Merkmale, die innerhalb eines bestimmten Wertebe-
reichs für das Erkennen eines Gesangs von Bedeutung sind: die spektrale
Zusammensetzung (nur für Gesang 2 blieb diese identisch) und die Silben-
und Pausendauern innerhalb der Gesänge (vgl. Abb. 7.1). Die Reskalierung
der Silben und Pausendauern bedingte gleichzeitig eine Änderung der Ge-
samtdauer der Gesänge. Die Werte anderer Merkmale, wie etwa des Onset-
und Offset-Level, blieben weitgehend identisch.
Für 10 Weibchen konnten beide Gesangs-Sets getestet werden, was einen
direkten Vergleich der Attraktivität der beiden Gesangsvarianten erlaubt. In
Abb. 7.4 A sind die Verteilungen der normierten Antwortwahrscheinlichkeit
auf die Original und die Reskalierten Gesänge zusammen aufgetragen. Auf
Gesang 1 und 2 zeigten die Weibchen eine geringfügig höhere Antwortbereit-
schaft als auf den jeweiligen Original Gesang, bei Gesang 3 bis 8 erreichten
dagegen die Reskalierten Gesänge häufiger leicht höhere Werte. Ein Paar-
vergleich ergab nur für Gesang 8 einen Unterschied zwischen dem Original
und der Reskalierten Variante, wobei der Reskalierte Gesang eine signifikant
höhere Antwortwahrscheinlichkeit bedingte (p <0.05). Die interindividuel-
le Variabilität der Reaktionen auf einen jeweiligen Gesang war relativ hoch
(IQR von 15 bis 51% bzw. 0 bis 60%). Der Interquartilsabstand war zwar
bei 6 der Original Gesänge größer als bei den jeweiligen Reskalierten, ein
signifikanter Unterschied der Breite der Verteilungen konnte allerdings nicht
gemessen werden (Org. vs. Resk. Gesang, U-Test: p = 0.16). Die Original Ge-
sänge unterscheiden sich untereinander hinsichtlich einer größeren Zahl von
Merkmalen als die Reskalierten Gesänge (vgl. Abb. 7.1). Daraus ergibt sich
die Frage, inwieweit die Attraktivitätswerte zwischen den einzelnen Original
Gesängen auch stärker abweichen als zwischen den einzelnen Reskalierten
Gesängen. Ein größerer Unterschied konnte festgestellt werden, wobei der
mittlere CV der Antwortwahrscheinlichkeiten für die Original Gesänge 0.36
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Abbildung 7.4: Attraktivität der Original vs. der Reskalierten Gesänge.
A Normierte Antwortwortwahrscheinlichkeit w auf die Original Gesänge und die Reska-
lierten Gesänge. In die Auswertung gingen nur Daten von Weibchen ein, die mit beiden
Gesangssets getestet wurden (N = 10). B Zusammenhang zwischen den (unnormierten)
Antwortwahrscheinlichkeiten rw auf den jeweiligen Original und den Reskalierten Gesang.
In der Tabelle sind die Rangkorrelationskoeffizien für die einzelne Gesänge angegeben. N
= 10; * p <0.05, ** p <0.01.
betrug, während für die Reskalierten Gesänge ein Wert von 0.23 gemessen
wurde.
Der Median der normierten Antwortwahrscheinlichkeiten zeigte eine signifi-
kante Korrelation zwischen den Original und den Reskalierten Gesängen (r =
0.76, p <0.05). Bei einer großen interindividuelle Variabiltität liegt die Frage
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nahe, inwieweit eine Abhängigkeit zwischen der Antwortwahrscheinlichkeit
auf einen Original und den jeweiligen Reskalierten Gesang bestand, wenn
individuelle Weibchen verglichen werden. Eine signifikante Korrelation ergab
sich diesbezüglich für Gesang 5 und Gesang 4 (Abb. 7.4 B; p <0.05 und p
<0.01). Um ein einheitliches Verhältnis von Silben/Pausedauern zu erreichen,
mussten die Original Gesänge unterschiedlich stark reskaliert werden. Für die
Gesänge 5 und 4 fiel diese Änderung am geringsten aus (vgl. Abb. 7.1 C).
Das Verhältnis der Silben/Pausendauern betrug bei diesen Original Gesänge
4.5 bzw. 4.4 : 1, das der Reskalierten Varianten 4:1. Am stärksten änderte
die Reskalierung die Silben- und Pausedauern bei Gesang 6 und Gesang 7:
Bei ersterem verdoppelten sich die Silbendauern nahezu, bei letzterem die
Pausendauern. Betrachtet man nun die Änderung der relativen Bewertung
dieser Gesänge von der Original zu den Reskalierten Variante (Abb. 7.3 A)
so zeigt sich, dass Gesang 6 attraktiver wurde und Gesang 7 unattraktiver.
Ebenfalls etwas unattraktiver in der Reskalierten Variante wurde Gesang 2
- sowohl Silbendauern als auch Pausendauern verkürzten sich hier allerdings
gegenüber dem Original. Hingewiesen sei an dieser Stelle noch auf der relativ
hohen Korrelationskoeffizienten von Gesang 3, der mit rs = 0.6 nur knapp
das Signifikanzniveau verfehlte (p = 0.06).
Die Abhängigkeit der Antwortwahrscheinlichkeiten auf die 8 Original und
die jeweiligen Reskalierten Gesänge wurden zusätzlich für die individuellen
Tiere gesondert betrachtet. Tabelle 7.1 gibt die Korrelationskoeffizienten und

























Tabelle 7.1: Korrelationskoeffizienten der Antwortwahrscheinlichkeiten
der Original gegenüber den Reskalierten Gesängen bei den einzelnen Weib-
chen. Neben den Rangkorrelationskoeffizienten sind die entsprechenden Irrtumswahr-
scheinlichkeiten angegeben. Die unterstrichenden Werte markieren signifikante Korrela-
tionen (p<0.05).
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waren auch diesbezüglich beträchtlich (rs zwischen -0.3 und 0.9). Für 2 der
10 Weibchen ergab sich ein signifikanter Zusammenhang zwischen den Ant-
wortwahrscheinlichkeiten auf die beiden Gesangsvarianten (p <0.05 und p
<0.001). Das Weibchen 10 verfehlte mit rs = 0.66 das Signifikanzniveau
knapp (p = 0.07), für alle anderen Weibchen lag rs unter 0.6 (p >0.1).
7.1.3 Zusammenhang zwischen Verteilungen der Merk-
male der Gesänge und deren Attraktivität
Die Attraktivitätswerte der Gesänge bewegten sich in einem relativ kleinen
Bereich - nur gegenüber zwei Gesängen konnten signifikant abweichende Ant-
wortwahrscheinlichkeiten gemessen werden (vgl. Abb. 7.3 B). In diesen Fällen
kann davon ausgegangen werden, dass die Gesänge für die Tiere unterscheid-
bar sind, was auf bestimmten Unterschieden zwischen Merkmalswerten basie-
ren muss. Der Umkehrschluss gilt allerdings nicht. Gesänge, die gleich häufig
beantwortet werden, müssen nicht zwangsläufig identisch repräsentiert sein.
Sie können unter Umständen andere Merkmalskombinationen aufweisen, die
mit einer unterschiedlichen Gewichtung die gleiche Antwortbereitschaft be-
dingen. Deswegen erscheint eine isolierte Betrachtung einzelner Merkmale in
gewisser Weise problematisch - eine multivariate Analyse erfordert allerdings
eine deutlich höhere Zahl an getesteten Reizen (mit stetigen Merkmalsvertei-
lungen) und eine höhere Zahl an Versuchstieren. Die Betrachtung hier dient
allerdings auch weniger der systematischen Suche nach attraktiven Merk-
malswerten und -kombinationen. Vielmehr soll hier der Frage nachgegangen
werden, inwieweit für die in dieser Arbeit getesteten Gesänge Zusammenhän-
ge zwischen Reiz und Verhalten erkennbar sind. In Abb. 7.5 sind die Werte
verschiedener Gesangsmerkmale der acht Gesänge gegenüber den gemessenen
Antwortwahrscheinlichkeiten der Weibchen aufgetragen. Dabei sei zunächst
darauf hingewiesen, dass die mittlere Antwortwahrscheinlichkeit für nur einen
der Gesänge sehr niedrig war (Gesang 3). Dieser Datenpunkt zieht die in Abb.
7.5 A bis C gezeigten Kurven bei den jeweiligen Werten dieses Gesangs stark
nach unten. Es zeigt sich aber auch kein eindeutiger Zusammenhang wenn
dieser Gesang aus der Betrachtung ausgeschlossen wird: Die mittlere Attrak-
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Abbildung 7.5: Zusammenhang zwischen den Verteilungen der Merkmale der
Gesänge und deren Attraktivität A Anteil der Trägerfrequenzen unter 10 kHz der
Original Gesänge gegenüber der normierten Antwortwahrscheinlichkeit. B Gesamtdauern
der Original (links) und der Reskalierten Gesänge (rechts) gegenüber der normierten Ant-
wortwahrscheinlichkeit. C Mittlere Pausendauern, Silbendauern und das Verhältnis der
Dauern der Silben/Pausen gegenüber den gemessenen Antwortwahrscheinlichkeiten bei
den Original Gesängen. Die Antwortwahrscheinlichkeit ist in A, B und C als Mittelwert
〈w〉 ± Standardabweichung angegeben. D Abhängigkeit der Antwortwahrscheinlichkeit
von dem mittleren Onset- und Offset-Level der acht Reskalierten Gesänge. Für die Ant-
wortwahrscheinlichkeit wurde hier der unnormierter Wert rw aufgetragen. Jede Linie gibt
die Regressionsgerade für ein getestetes Weibchen an. Auf die Darstellung der einzelnen
Werte wurde zugunsten einer besseren Übersichtlichkeit verzichtet, sofern diese keine si-
gnifikante Korrelation aufwiesen.
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tivität der Gesänge läßt keine eindeutige Abhängigkeit von dem niederfre-
quenten Anteil der Trägerfrequenzen, den Gesangsdauern und den Silben-
und Pausendauern, sowie dem Verhältnis zwischen letzteren erkennen. Die
Reaktion der Weibchen wurde außerdem zu dem mittleren Onset- und Offset-
Level der acht Reskalierten Gesänge in Bezug gesetzt (Abb. 7.5 D). Die
Auftragung der Abhängigkeit für einzelne Weibchen wurde hier gewählt, da
große interindividuelle Unterschiede zu erwarten sind (Balakrishnan und von
Helversen, 2004). Die Antwortwahrscheinlichkeit korrelierte bei keinem der
Weibchen mit dem mittleren Onset-Level der getesteten Gesänge (Abb. 7.5
D, rechst: n. s.). Die Korrelationskoeffizienten wiesen mit Werten von -0.45
bis 0.66 eine große Streuung auf - es wurde allerdings nur bei zwei Tieren ein
negativer Wert gemessen. Zwischen der Antwortwahrscheinlichkeit und dem
Offset-Level der Gesänge ergab sich hingegen bei zwei Tieren signifikante
Korrelation (p<0.05 und p<0.01). Diese bestand in einem negativen Zusam-
menhang zwischen der Reaktion der Weibchen und der Stärke der Abnahme
der Stimulusamplitude der Silbe gegenüber der Pause. Auch die Regressi-
onsgeraden der anderen Weibchen geben einen negativen Trend wieder rs
zwischen -0,11 und -0,93). Der am schlechtesten beantwortet Gesang 3 wies
gleichzeitig den stärksten Offset-Level von allen Gesängen auf. Zumindest bei
einem Tier blieb der signifikante Zusammenhang auch dann erhalten, wenn
Gesang 3 aus der Analyse ausgeschlossen wurde. Bei dem anderen Tier wurde
das Signifikanzniveau dann verfehlt. Für die Mehrzahl der Weibchen erga-
ben sich auch ohne diesen Datenpunkt negative Korrelationskoeffizienten, bei
einzelnen Weibchen wurden daraufhin auch positive Werte gemessen. Bei die-
sem Gesang Nr. 3 fällt ein weiteres, bisher noch nicht betrachtetes Merkmal
besonders auf: die Umhüllende der Silben weist bei einer gleichbleibend ho-
hen Maximalamplitude starke Schwankungen auf. Solche ‚Lücken‘entstehen
bei einbeinig singenden Männchen oder eben bei Männchen die nicht imstan-
de sind eine konstante Phasenverschiebung der Beinbewegungen einzuhalten
(oder auch Fügeldeformationen u.a. aufweisen). Das Männchen, das diesen
Gesang produzierte, benutzte beide Beine, synchronisierte die Beinbewegun-
gen (oder auch nur deren Andruck) möglicherweise einfach stärker als die
anderen Männchen. Die resultierenden Lücken könnten sich negativ auf die
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Abbildung 7.6: Superposition der Umhüllenden dreier Silben der 8 Gesänge.
Beantwortung dieses Gesangs ausgewirkt haben (Kriegbaum, 1989).
Die bisherige Betrachtung konzentrierte sich auf einzelne Merkmale und den
Zusammenhang zu der beobachteten Verhaltensreaktion der Weibchen. Zwi-
schen den getesteten Gesängen ergaben sich sehr häufig ähnliche Antwort-
wahrscheinlichkeiten. Eine gleiche Verhaltensreaktion kann sowohl auf ei-
ner ähnlichen Merkmalsverteilung zweier Stimuli basieren als auch auf völlig
unterschiedlichen Merkmalsverteilungen, die durch eine andere Gewichtung
letztlich das gleiche Ergebnis liefern. Es stellt sich die Frage, inwieweit Ge-
sänge, die gleich häufig beantwortet werden, auch hohe zeitliche Korrelation
der Gesangsumhüllen aufweisen. Dies könnte bedeuten, dass hier nicht so
sehr andere Merkmalskombinationen zugrunde lagen, sondern vielmehr die
tatsächliche Ähnlichkeit der Gesänge. Zu diesem Zweck wurden die Gesangs-
umhüllenden zunächst in dB umgerechnet und dann die Werte über einer
Schwelle von 48 dB zeitlich miteinander korreliert. Die sich daraus ergebene
Abstandsmatrix ist in Abb. 7.7 A (oben) dargestellt und gibt die Kreuzkorre-
lationskoeffizienten für alle Gesangspaare an. Zusätzlich werden hier die ab-
soluten Differenzen der Antwortwahrscheinlichkeiten (Medianwert) zwischen
allen Gesängen gezeigt (unten). Die Abstandsmatrix der Antwortwahrschein-
lichkeiten lässt zunächst den relativ großen Unterschied gegenüber Gesang 3
erkennen. Dieser wird auch in den Korrelationswerten von Gesang 3 gegen-
über einigen, allerdings nicht allen anderen Gesängen sichtbar (vgl. Gesang













































































der Gesangsumhüllenden und der
Antwortwahrscheinlichkeiten.
A Kreuzkorrelationskoeffizienten eines
paarweisen Vergleichs der Gesangsum-
hüllenden aller 8 Reskalierten Gesängen
(oben) und absolute Differenzen der
Antwortwahrscheinlichkeiten zwischen
den Gesängen (Median der absoluten
Differenzen von rw). Der Verlauf der
Helligkeitszuordnung der einzelnen
Werte erfolgte für die beiden Matrizen
gegensätzlich. B Zusammenhang zwi-
schen den Korrelationskoeffizienten der
Gesangsumhüllenden und den Differen-
zen der Antwortwahrscheinlichkeiten.
Alle Werte leiten sich aus A ab. N =
28, r = -0.55, p < 0.01.
der Antwortwahrscheinlichkeiten aufwiesen, zeigten gleichzeitig auch relativ
hohe Korrelationen zwischen den Gesangsumhüllenden. Dies könnte darauf
hindeuten, dass ein großer Teil der sehr ähnlichen Attraktivitätswerte eher
aus einer tatsächlichen hohen Ähnlichkeit der Stimuli resultiere und weniger
aus abweichenden Merkmalen, die anders gewichtet wurden. Ein derartiger
Zusammenhang ließ sich allerdings nicht für alle Gesangspaare feststellen:
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Gesang 1 erreichte im Vergleich zu Gesang 6, 7 und 8 relativ ähnliche At-
traktivitätswerte, der Kreuzkorrelationskoeffizeint ist in diesen Fällen aber
vergleichsweise niedrig.
Insgesamt betrachtet, ergab sich zwischen den gemessenen Differenzen
der Antwortwahrscheinlichkeiten und dem Ausmaß der zeitlichen Korrelati-
on der Umhüllenden ein signifikanter negativer Zusammenhang (Abb. 7.7 B,
p<0.01) - aber auch bei dieser Auftragung zeigt sich, dass es große Abwei-
chungen von diesem Trend gibt.
Zusammenfassung
Sowohl zwischen den einzelnen Original Gesängen als auch noch zwischen
den Reskalierten Gesängen zeigten sich signifikante Unterschiede in der Be-
wertung durch die Weibchen. Diese traten jedoch nur zwischen wenigen Ge-
sangspaaren auf. Die interindividuelle Variabilität der relativen Bewertung
war recht groß, mit Ausnahme bezüglich des jeweils attraktivsten und vor al-
lem des unattraktivsten Gesangs. Ein Paarvergleich der Antwortwahrschein-
lichkeiten auf die beiden Gesangsvarianten ergab nur bei einem Gesang eine
signifikante Abweichung. Allerdings ließ sich auch nur bei zwei Gesängen eine
signifikante Korrelation feststellen. Insgesamt erwies sich eine Beurteilung der
Attraktivität auf der Grundlage der Gesangsmerkmale als problematisch, da
die einzelnen Gesänge sehr unterschiedliche Merkmalskombinationen zeigten.
Bei einer Analyse der Verteilungen einzelner Merkmale der Gesänge und de-
ren Attraktivität deutete sich lediglich zwischen dem Offset-Level der Silben
und deren Beantwortung ein negativer Zusammenhang an. Der unattraktivs-
te Gesang wies aber auch noch weitere auffällige Merkmale auf, wie besonders
stark ausgeprägte Lücken, die für die schlechte Beantwortung verantwortlich
sein könnten.
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7.2 Neuronale Antworten auf die Gesänge
In diesem Teil werden die Antworten lokaler und aufsteigender Neurone von
C. biguttulus auf arteigenen Männchengesänge untersucht. Dabei handelt es
sich um die bereits im Verhalten getesteten zwei Gesangs-Sets. Bei der Analy-
se der neuronalen Antworten steht wiederum die Frage nach der Unterscheid-
barkeit der Gesänge anhand der Spiketrain-Distanzen im Vordergrund. Die
Unterscheidbarkeit wird vergleichend zu der Verhaltensselektivität betrach-
tet, um mögliche neuronale Korrelate dieser Leistung aufzuspüren.
7.2.1 Unterscheidbarkeit bei C. biguttulus
Die Unterscheidbarkeit von Gesängen anhand der Spiketrain-Distanzen wur-
de auch hier zum einen für die acht Original Gesänge getestet und zum
anderen für die aus diesen generierten acht Reskalierten Gesänge. Für letzte-
re innerhalb von zwei verschiedenen Auswertebereichen: der ersten und der
letzten Sekunde der Gesänge. Während die Analyse der Antworten auf die
Reskalierten Gesänge bei 4 lokalen Interneuronen (3 Zelltypen) und 12 auf-
steigenden Interneuronen (5 Zelltypen) durchgeführt werden konnte, lagen
für die Original Gesänge nur Daten von 6 aufsteigenden Interneuronen (2
Zelltypen) vor.
Einfluß der Dauer des ausgewerteten Zeitfensters bzw. der einbe-
zogenen Spikezahlen auf die korrekte Zuordnung
Zunächst soll der Frage nachgegangen werden, wie gut sich die Gesänge ins-
gesamt unterscheiden ließen, bevor die Unterscheidbarkeit einzelner Gesän-
ge betrachtet wird. In Abbildung 7.8 ist der Anteil korrekt zugeordneter
Spiketrains als Funktion der Größe des einbezogenen Zeitfensters (oben) bzw.
der Anzahl der einbezogenen Spikes (unten) aufgetragen. Erwartungsgemäß
nahm der Anteil korrekt zugeordneter Spiketrains mit zunehmender Länge
des Zeitfensters bzw. Zahl der Spikes zu, bevor er zumeist innerhalb des
betrachteten Bereichs sättigte. Sowohl zwischen den einzelnen untersuchten
Neuronentypen als auch zwischen den Gesangs-Sets bzw. Auswertebereichen
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zeigten sich allerdings Unterschiede in der maximal erreichten Unterscheid-
barkeit (vgl. auch Abb. 7.8 D). Für die Original Gesänge fielen die Unter-
schiede gering aus, allerdings konnten hier auch nur Daten von zwei Zellty-
pen analysiert werden. Die Antworten auf die Original Gesänge ließen sich
bei dem aufsteigenden Interneuron AN3 zu über 90% korrekt zuordnen, für
das AN12 ergab sich sogar bei allen Vertretern eine korrekte Zuordnung von
100% (Abb. 7.8 A). Um die maximale Unterscheidbarkeit zu erreichen, muss-
ten für die Vertreter des AN3 Zeitfenster von 600 bis > 1000 ms ausgewertet
werden, beim AN12 übereinstimmend lediglich Zeitfenster von 500 ms. Be-
merkenswert ist für das AN12, dass für eine perfekte Unterscheidbarkeit nur
∼20 Spikes einbezogen werden mussten. Um eine ähnliche Leistung zu erzie-
len, waren beim AN3 dagegen ∼40 Spikes notwendig (Abb. 7.8 A, unten).
Von den Original zu den Reskalierten Gesängen zeigte sich sowohl für die
Vertreter des AN3 als auch des AN12 eine Abnahme der Unterscheidbarkeit
(Abb. 7.8 D). Beim AN3 fiel diese allerdings deutlich geringer aus (∆: 10
- 14%) als beim AN12 (∆: 23 - 50%). Im Gegensatz zu den Original Ge-
sängen erreichten diese Vertreter des AN3 bei den Reskalierten Gesängen
nicht nur insgesamt eine höhere Unterscheidbarkeit, sondern auch bei einer
gleichen Anzahl einbezogener Spikes höhere Werte als das AN12. Die An-
gleichung der Dauern von Silben und Pausen zwischen den acht Gesängen
bedingt beim AN12 offenbar einen stärkeren Verlust an Information, die für
eine Unterscheidbarkeit genutzt werden kann, als beim AN3.
Betrachten wir nun die Unterscheidbarkeit der Reskalierten Gesänge an-
hand der Antworten aller auditorischen Interneurone, von denen Daten vor-
liegen, so fällt zunächst folgendes auf: die lokalen Interneurone erreichten
eine nahezu perfekte korrekte Zuordnung der Spiketrains, bei den aufstei-
genden Interneuronen fiel diese schlechter aus (Abb. 7.8 D). Zwischen den
einzelnen Vertretern der aufsteigenden Interneurone zeigten sich außerdem
deutliche Unterschiede. Die höchste Unterscheidbarkeit der Reskalierten Ge-
sänge erzielte das AN11 mit einem Anteil korrekt zugeordneter Spiketrains
von 92%, gefolgt vom AN3 mit 77 bis 90% und vom AN12 mit 50 bis 77%.
Bei den beiden Vertretern des richtungskodierenden Interneurons AN1 lie-
ßen sich nur noch 42% bzw. 52% der Spiketrains korrekt zuordnen, beim
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AN14 (16% korrekt) bewegte sich die Unterscheidbarkeit kaum über dem
Niveau einer zufälligen Zuordnung. Die Größe des ausgewerteten Zeitfens-
ters, was nötig war, um eine maximale Unterscheidbarkeit zu erzielen, zeigte
keine systematischen Unterschiede zwischen den einzelnen Neuronentypen
bzw. Verarbeitungsebenen (Abb. 7.8 B, oben). So nahm der Anteil korrekt
zugeordneter Spiketrains für die meisten Zellen ab einer Dauer des ausge-
werteten Zeitfenster von 700 ms nicht mehr oder nur noch geringfügig zu.
Lediglich die Vertreter des AN1, die auch insgesamt eine eher schlechte Un-
terscheidbarkeit zeigten, erreichten schon bei einem Zeitfenster von etwa 300
ms ein Sättigungsniveau. Zwischen den Anteilen der korrekt zugeordneten
Spiketrains der einzelnen Neuronentypen bzw. Verarbeitungsebenen ergaben
sich geringere Unterschiede, wenn diese auf der Grundlage einer identischen
Anzahl einbezogener Spikes betrachtet wurden (Abb. 7.8 B, unten). Zwei
Vertreter lokaler Interneurone (SN4 und TN1) zeigten zwar auch bei die-
ser Auswertung die höchste Unterscheidbarkeit, für zwei andere Vertreter
(TN1 und BGN1) wurden allerdings genauso hohe Werte gemessen, wie für
die aufsteigenden Interneurone AN3 und AN11. Innerhalb der aufsteigen-
den Interneurone ließ sich eine ähnliche, wenn auch stärker überlappende,
Verteilung der einzelnen Neuronentypen feststellen wie bei einer Auftragung
gegenüber dem ausgewerteten Zeitfenster.
Wie gut lassen sich die Gesänge noch anhand der Spiketrains unterschei-
den, wenn nun ausschließlich die Reaktion auf die letzte Sekunde der Gesänge
analysiert wird? Innerhalb dieses Bereiches war die mittlere Amplitude der
Gesänge nahezu identisch (vgl. 6.1). Abgesehen vom AN11 und einem AN12,
zeigte sich für alle aufsteigenden Interneurone eine sehr deutliche Abnahme
der maximal erreichten korrekten Zuordnung der Spiketrains (Abb. 7.8 D).
Lediglich das AN11 und ein AN3 erreichten für diesen Auswertebereich noch
Werte von über 50%, bei allen anderen aufsteigenden Interneuronen konnten
nur noch weniger als die Hälfte der Spiketrains korrekt zugeordnet werden.
Ab einem ausgewerteten Zeitfenster von 50 ms blieb die Unterscheidbarkeit
entweder auf einem konstanten niedrigen Niveau oder stieg nur noch sehr
langsam mit der Vergrößerung des ausgewerteten Zeitfensters an (Abb. 7.8
C, oben) Für die lokalen Interneurone ergab sich ein inhomogenes Bild: die
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Lokale Interneurone Aufsteigende Interneurone
D Maximal erreichte korrekte Zuordnung
Abbildung 7.8: Unterscheidbarkeit als Funktion der Dauer des ausgewer-
teten Zeitfensters (oben) bzw. der Zahl der einbezogenen Spikes (unten).
In die Auswertung gingen die Antworten auf A die erste Sekunde der Original Gesänge
ein, B die erste Sekunde der Reskalierten Gesänge und C die letzte Sekunde der Reska-
lierten Gesänge. Die gestrichelte Linie gibt das Zufallsniveau der Zuordnung an (12.5%).
Die Unterscheidbarkeit wurde bei einem Wert des zeitlichen Auflösungsparameters τ von
5 ms getestet. DMaximal erreichter Anteil korrekt zugeordneter Spiketrains innerhalb der
ausgewerteten Zeitfenster von einer Sekunde. Die Werte ergeben sich aus dem Maximum
der Kurven aus A-C.
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Antworten der beiden Vertretern des TN1 wurde auch hier noch perfekt
korrekt zugeordnet, für das BGN1 ergab sich eine Abnahme von 11%, für
das SN4 von fast 50%. Letztere Zelle beantwortete die letzte Sekunde der
Gesänge mit deutlich weniger Spikes als die erste, welches die Unterscheid-
barkeit negativ beeinflussen könnte. Auch die meisten anderen Interneurone
zeigten in diesem Bereich eine Reduktion der Spikerate. Auf der Grundlage
gleicher Anzahlen einbezogener Spikes zeigte sich allerdings trotzdem noch
eine niedrigere korrekte Zuordnung der Antworten auf die letzte Sekunde der
Gesänge als auf die erste Sekunde (Abb. 7.8 B und C, unten). Lediglich für
das TN1 und das AN11 ergab sich kein Unterschied zwischen den beiden
ausgewerteten Bereichen. Diese beiden Neuronentypen erreichten bei einer
Betrachtung der Anzahl der einbezogenen Spikes auch gleichzeitig die höchs-
te korrekte Zuordnung. Zwischen den anderen Neuronentypen überlappten
die Verteilungen zumeist und zeigen damit keine wesentlichen Unterschiede.
Korrekte Zuordnung: Einfluß des zeitlichen Auflösungsparameters
τ
Der Anteil korrekt zugeordneter Spiketrains der einzelnen Interneurone wur-
de bei verschiedenenWerten des zeitlichen Auflösungsparameters τ bestimmt.
Bei einem großen Wert von τ wird die metrische Distanz mehr durch Unter-
schiede in den Spikezahlen bestimmt, bei einem kleinen τ -Wert hingegen
durch Abweichungen der präzisen Spikezeitpunkte (vgl. 5.2). In Abbildung
7.9 ist die Abhängigkeit der Unterscheidbarkeit von τ für die untersuchten
Gesangs-Sets bzw. Auswertebereiche aufgetragen. Die Kurven zeigen für alle
Zellen einen Optimumsverlauf. Zwischen den einzelnen Neuronentypen und
teilweise auch zwischen den Reizbedingungen ließen sich allerdings Unter-
schiede bezüglich der τ -Werte feststellen, bei denen die Unterscheidbarkeit
optimal war. In Tabelle 7.2 sind die Grenzwerte des optimalen τ -Bereichs,
τmin und τmax angegeben. Die Antworten des AN12 auf die Original Gesänge
konnten bereits bei τ -Werten von 1-2 ms zu 90% korrekt zugeordnet werden,
was auf einen sehr niedrigen Jitter der Spikezeitpunkte hindeutet. Die Ver-
treter des AN3 erreichten erst bei Werten von 2 - 4 ms eine, in Relation zum
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Abbildung 7.9: Unterscheidbarkeit als Funktion des zeitlichen Auflösungs-
parameters τ . In die Auswertung gingen die Antworten auf A die erste Sekunde der
Original Gesänge ein, B die erste Sekunde der Reskalierten Gesänge und C die letzte
Sekunde der Reskalierten Gesänge. Die gestrichelte Linie gibt den Wert das Zufallsniveau
der Zuordnung an (12.5%). Die Auswertung wurde für ein festes Zeitfenster von 500 ms
durchgeführt.
Maximum, vergleichbare Unterscheidbarkeit (Abb. 7.9 A). Die Optimums-
kurven sind für beide Zelltypen relativ breit, welches sich in τmax-Werten von
über 28 ms widerspiegelt. Zwischen den beiden Zelltypen ließen sich keine
systematischen Unterschiede für den τ -Wert feststellen, bei dem die korrekte
Zuordnung wieder abfällt. Bei einem Wert des zeitlichen Auflösungsparame-
ters von 1000 ms, d.h. auf der Grundlage einer Bewertung von Spikezahlun-
terschieden, wurden die Spiketrains mit einem Anteil von 25 - 41% korrekt
zugeordnet (Abb. 7.9 A). Gegenüber dem erreichten Maximum (85-99% bei
einem ausgewerteten Zeitfenster von 500 ms) zeigte sich damit eine deutliche
Abnahme der Unterscheidbarkeit, wenn die Information über die genauen
Spikezeitpunkte nicht mit einbezogen wurde.
Von den Original zu den Reskalierten Gesängen verengte sich der Bereich
der τ -Werte, der eine optimale Unterscheidbarkeit ermöglichte (Tab. 7.2 A
und B). So nahm τmin bei den meisten Zellen höhere Werte an und gleichzei-
tig wurden für τmax deutlich niedrigere Werte gemessen. Im Vergleich zu den
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betrug einheitlich 500 ms.
tisch nicht mehr aufgrund von Spikezahldifferenzen unterscheiden (12 - 25%
korrekt bei τ= 1000 ms, Zufallswert: 12,5%). Auch bei allen anderen Interneu-
ronen, von denen Antworten auf die Reskalierten Gesängen vorlagen, betrug
der Anteil korrekt zugeordneter Spiketrains bei einem τ -Wert von 1000 ms
nur maximal 34% (Abb. 7.9 B). Die mittlere Spikerate lieferte damit deut-
lich weniger Information zur Unterscheidbarkeit aller acht Gesänge als die
genauen Spikezeitpunkte. Der Wertebereich des Parameters τ , mit dem eine
optimale Unterscheidbarkeit erreicht wurde, unterschied sich allerdings teil-
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weise zwischen einzelnen Zelltypen und es deuteten sich auch Unterschiede
zwischen den Verarbeitungsebenen an. Die lokalen Interneurone erreichten
schon eine hohe korrekte Zuordnung bei sehr niedrigen τ -Werten von 1-2 ms.
Besonders auffällig war diesbezüglich das SN4. Gleichzeitig nahm die Unter-
scheidbarkeit der Gesänge anhand der Spiketrains auch schon bei τ -Werten
von 9 - 12 wieder ab (vgl. Tab. 7.2 B). Das einzige aufsteigende Interneuron,
mit einer optimalen Unterscheidbarkeit innerhalb eines ähnlichen Bereichs
des zeitlichen Auflösungsparameters τ wie die lokalen Interneurone, war das
AN12. Bei zwei Vertretern dieses Zelltyps betrug τmin ebenfalls 2 ms, bei ei-
nem 5 ms und τmax lag zwischen 9 - 13 ms. Die Abweichung zu den anderen
aufsteigenden Interneuronen war nicht sehr groß. Trotzdem kann festgehalten
werden, dass mit 3 - 7 ms höhere τmin- Werte gemessen wurden und vor allem
mit 14 - 27 ms deutlich höhere τmax-Werte. Damit überschnitt sich der Wer-
tebereich des zeitlichen Auflösungsparameters τ bei dem die jeweils höchste
korrekte Zuordnung erreicht wurde zwischen lokalen und aufsteigenden In-
terneuronen, zeigte aber, abgesehen vom AN12, eine leichte Verschiebung zu
höheren Werten.
Die Unterscheidbarkeit der Reskalierten Gesänge zeigte bei der Mehrzahl
der Zellen eine starke Abnahme, wenn die Antworten auf die letzte Sekunde
analysiert wurden (vgl. Abb. 7.8). Die Optimumskurven verliefen hier deut-
lich flacher (Abb. 7.9 C) - ein optimaler Bereich ließ sich damit für einige
Zellen nicht mehr feststellen. Bei den einzigen Zellen, für die auch eine Aus-
wertung der letzten Sekunde der Gesänge eine gleichbleibende korrekte Zu-
ordnung ergab, das TN1 und das AN11, blieben auch die dafür notwendigen
τ -Werte weitgehend identisch. Ebenso zeigte das SN4, trotz einer deutlichen
Abnahme der erreichten Unterscheidbarkeit im Vergleich zur Auswertung der
Antworten auf die erste Sekunde, weiterhin eine optimale Unterscheidbarkeit
bei sehr niedrigen Werten von τ (vgl. Tab. 7.2 C). Bei den anderen Zellen
verhielten sich die τmin-Werte uneinheitlich: für einige Zellen zeigte sich eine
Zunahme von der ersten zur letzten Sekunde, für andere dagegen eine Ab-
nahme. Übereinstimmend wurden hingegen bei allen höhere τmax-Werte von
bis zu 52 ms gemessen. Für die Antworten auf die letzte Sekunde der Gesän-
ge nahm der Anteil korrekt zugeordneter Spiketrains bei einem τ -Wert von
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1000 ms weiter ab und betrug nur noch zwischen 12.5% (dem Zufallsniveau)
und 26%.
Unterscheidbarkeit einzelner Gesänge anhand der Spiketrains
Nachdem die Unterscheidbarkeit als Mittelwert des Anteils korrekt zugeord-
neter Spiketrains über alle acht Gesänge betrachtet wurde, stellt sich die
Frage wie sich die Zuordnung der Spiketrains zu einzelnen Gesängen ver-
hielt. Konkret soll zum einen geklärt werden, welche Gesänge sich aufgrund
der neuronalen Antworten besonders gut durch eine hohe korrekte Zuordnung
abgrenzen lassen, bzw. zwischen welchen eine Klassifikation Ähnlichkeiten in
der neuronalen Repräsentation erkennen lässt. Dabei ist natürlich auch von
Interesse, inwieweit sich die Klassifikation zwischen den einzelnen Zelltypen
unterscheidet, zumal der mittlere Anteil korrekt zugeordneter Spiketrains
häufig sehr ähnlich ausfiel. Diese Fragen wurden anhand der Antworten auf
die Reskalierten Gesänge untersucht und zwar nur für Zelltypen, von denen
mehrere Vertreter vorlagen: für das lokale Interneuron TN1, sowie die muster-
kodierenden aufsteigenden Interneurone AN3 und AN12. In Abbildung 7.10
sind die Klassifikations-Matrizen dieser Zelltypen dargestellt. Die Elemente
auf der Hauptdiagonalen geben die jeweiligen Anteile korrekt zugeordneter
Spiketrains an, während alle anderen Elemente die Anteile inkorrekt klassifi-
zierter Spiketrains darstellen. Die hohe mittlere korrekte Zuordnung ließ bei
den Vertretern des TN1 einen hohen Anteil von korrekt zugeordneten Spike-
trains bei fast allen Gesängen erwarten. Tatsächlich ließen sich die Antworten
des TN1 für alle Gesängen zu über 80% korrekt zuordnen (Abb. 7.10 A). Für
beide Vertreter ergab sich der niedrigste Anteil einer korrekten Zuordnung
für die Antworten auf Gesang 4 - für einen Vertreter erfolgte auch eine Zu-
ordnung zu Gesang 1, bei dem anderen eher zu Gesang 7. Übereinstimmend
zeigten 11 bzw. 12% der Spiketrains aus Gesang 8 eine große Ähnlichkeit zu
den Antworten auf Gesang 6.
Bei dem aufsteigenden Interneuron AN3 ergab sich zwischen den einzel-
nen Vertretern ein deutlich inhomogeneres Bild (Abb. 7.10 B). Dies betraf
sowohl den Bereich, in dem sich die Anteile korrekt zugeordneter Spiketrains
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Abbildung 7.10: Unterscheidbarkeit einzelner Reskalierter Geänge.
Klassifikations-Matrizen des lokalen Interneurons TN1 und der aufsteigenden Interneu-
rone AN3 und AN12. Dargestellt sind die Wahrscheinlichkeiten, mit denen Spiketrains
hervorgerufen durch einen Gesang (horizontale Achse) zu einem Template-Spiketrain eines
Gesangs (vertikale Achse) zugeordnet wurden. Die Elemente der Hauptdiagonalen geben
korrekt klassifizierte Spiketrains an, während alle anderen Elemente inkorrekt klassifizier-
te Spiketrains darstellen. In die Auswertung ging je nach höherer Spikerate entweder die
ersten beantworteten 500ms der Gesänge ein (beim AN3 und AN12) oder die Antworten
auf einen Bereich von 500 ms innerhalb der letzten Sekunde der Gesänge (beim TN1). Der
Wert des Auflösungsparameter τ betrug einheitlich 5 ms.
für die einzelnen Gesängen bewegten (AN31: 64-86% vs. AN32: 34-94%) als
auch die jeweiligen Gesänge bei denen die höchsen Werte gemessen wurden.
Die Klassifikations-Matrizen des AN3 zeigen aber auch übereinstimmende
Muster: der Gesang 2 ließ sich anhand der Antworten stets am schlechtesten
unterscheiden. Zu welchen Gesängen die Spiketrains aus Gesang 2 statt des-
sen zugeordnet wurden, variierte zwischen den Zellen, aber auch innerhalb
der Zellen. Auffällig selten fielen diese in die Klassen der Gesänge 4 bis 6.
In ähnlicher Weise verhielt sich die Zuordnung der Antworten auf Gesang 1.
Dagegen ließen sich die Gesänge 3 bis 8, zwar nicht bei allen Vertretern, aber
doch zumeist anhand ihrer Antworten deutlich besser abgrenzen.
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Bei der Betrachtung der Klassifikations-Matrizen des AN12 (Abb. 7.10 C)
fällt zunächst der Unterschied der Ergebnisse von AN121 gegenüber AN122
und AN123 auf. Während die Antworten auf Gesang 1 und 2 bei AN121 zu
über 80% korrekt zugeordnet wurden, erreichten AN122 und AN123 bei die-
sen Gesängen nur Anteile korrekt zugeordneter Spiketrains von 40 - 47%. Für
letztere fielen Spiketrains des Gesang 1 zu einem Großteil in die Klasse des
Gesangs 2 und vice versa, was auf eine Ähnlichkeit in der neuronalen Reprä-
sentation beider Gesänge hindeutet. Der größte Unterschied zu allen anderen
Gesängen, in Form einer maximalen korrekten Zuordnung, zeigte sich bei
AN122 und AN123 für die Antworten auf Gesang 3. Auch bei AN121 waren
die Antworten auf Gesang 3 relativ eindeutig unterscheidbar. Die Antworten
auf Gesang 7 erzielten dagegen eine auffällig niedrige korrekte Zuordnung
bei allen drei Vertretern - bei einzelnen traf dies auch für die Antworten auf
Gesang 6 und 4 bzw. 8 zu. Hier zeigte sich ein wesentlicher Unterschied der
Klassifikation der Spiketrains zwischen dem AN12 und dem AN3 : Gerade
die Antworten auf diese Gesänge 4, 6, 7 und 8 erreichten beim AN3 eine
relativ hohe korrekte Zuordnung, beim AN12 hingegen eine relativ niedrige.
Ein gemeinsames Merkmal zwischen beiden Zelltypen bestand in dem relativ
hohen Anteil korrekt zugeordneter Spiketrains, die durch Gesang 3 hervorge-
rufen wurden. Zwar wurde nicht bei allen Vertretern der Zelltypen exakt bei
diesem Gesang der Maximalwert gemessen, die Unterscheidbarkeit fiel aber
stets relativ hoch aus.
Als nächstes stellt sich die Frage, inwieweit ein Zusammenhang zwischen
den Unterschieden in der neuronalen Repräsentation der Gesänge und den
Verhaltensreaktionen erkennbar ist. Dabei sei zunächst angemerkt, dass die
Verhaltensantworten nur eine Unterscheidbarkeit zwischen zwei Gesängen
nahelegen, wenn diese abweichende Antwortreaktionen auslösten. Der um-
gekehrte Fall muß nicht zutreffen: Zwei Gesänge, die in gleicher Weise be-
antwortet werden, müssen nicht per se als ‚gleich‘wahrgenommen werden.
Die neuronale Repräsentation kann auch in diesem Fall sehr unterschiedlich
ausfallen, besonders dann, wenn unterschiedliche Merkmale im Resultat eine
gleiche Bewertung bedingten (siehe oben).
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In Abbildung 7.11 ist die Abstandsmatrix der Verhaltensantworten darge-
stellt. In diese Matrix wurde eingetragen, zwischen welchen Gesängen die mi-
nimalen und die maximalen Spiketrain-Distanzen bei den Vertretern des loka-
len Interneurons TN1 und den aufsteigenden Interneuronen AN3 und AN12
auftraten. Betrachten wir zunächst die minimalen Spiketrain-Distanzen, so
fällt auf, dass diese stets bei Gesangspaaren gemessen wurden, die in den
Verhaltensreaktionen relativ geringe Unterschiede aufwiesen. Korrespondier-
ten auch die maximalen Spiketrain-Distanzen der einzelnen Zelltypen mit
großen Unterschieden in den Verhaltensantworten? Für die beiden Vertreter
des TN1 traf dies nicht zu, hingegen für alle fünf Vertreter des AN3. Maxi-
male Spiketrain-Distanzen traten hier ausschließlich zwischen Gesängen auf,
die auch signifikant abweichende Antwortwahrscheinlichkeiten zeigten (vgl.
Abb. 7.3 B). Die Vertreter des AN3 gruppierten sich zwar nicht alle bei dem
selben Gesangspaar - stets erwies sich aber die Distanz gegenüber den Ant-
worten auf Gesang 3 am größten. Beim AN12 war dies bei einem Vertreter
der Fall, während sich bei den beiden anderen die maximalen Distanzen zwi-
schen den Antworten auf Gesang 1 und 6 ergaben. Letztere zeigten in den
Verhaltensreaktionen nur geringe Unterschiede.
In den Verhaltensversuche zeigten sich die größte ‚Distanz‘in der Bewertung
der Gesänge zwischen Gesang 3 und Gesang 8. Während ersterer zumeist der
unattraktivste Gesang war, erwies sich letzterer für die meisten Weibchen als
sehr attraktiv (vgl. Abb. 7.3 A). Nur bei einem AN3 und einem AN12 spie-
gelt sich auch exakt zwischen den Antworten auf diese Gesänge ein besonders
großer Unterschied wieder. Die neuronalen Antworten auf den unattraktiven
Gesang 3 erwiesen sich allerdings bei anderen Vertretern dieser Zelltypen als
besonders gut unterscheidbar gegenüber den Antworten auf andere Gesänge,
die zumeist im Verhalten auch relativ gut beantwortet wurden.
Die Spiketrain-Metrik bestimmt die Distanz zwischen zwei Spiketrains auf der
Grundlage des gesamten Spikemusters. Inwieweit bestimmte Merkmale der
Antwort in besonderer Weise zur Distanz beitragen bleibt dabei unklar, auch
wenn über den Parameter τ eine relevante Zeitskala bestimmt wird, in der
sich Unterschiede bewegen. Im nächsten Teil werden verschiedene Merkmale
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Korrelationen zu der Verhaltensselektivität nachzugehen.
7.2.2 Auf der Suche nach neuronalen Korrelaten zu
den Verhaltensreaktionen
Verhaltensstudien zeigen, dass die letztendliche ‚Bewertung‘eines Gesangs
erst auf der Ebene des Oberschlundganglions erfolgt (Ronacher et al., 1986;
Bauer und Helversen, 1987) - die zugrunde liegende Information sollte aller-
dings auf allen Ebenen der Hörbahn repräsentiert sein. Schon auf der Ebene
der aufsteigenden Interneurone finden sich Zelltypen mit sehr spezifischen
Filtereigenschaften (Stumpner et al., 1991). Abgesehen von der wahrschein-
lichen Bedeutung des AN4 für die Störpausenerkennung (Stumpner, 1988)
und des AN12 bei der Abschätzung des Verhältnisses der Dauern von Sil-
ben/Pausen (Creutzig, 2007) ist aber noch weitgehend unklar, welche Zell-
typen bei der Musterbewertung von Bedeutung sind, für die offenbar noch
deutlich mehr Parameter ausgewertet werden als die beiden genannten. In
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der vorliegenden Arbeit kann ein Zusammenhang zwischen der Bewertung
der Gesänge und Merkmalen des neuronalen Antwortverhaltens bei C. bi-
guttulus lediglich für die beiden aufsteigenden Interneurone AN3 und AN12
untersucht werden, von denen mehrere Vertreter vorliegen. Die Analyse be-
zieht sich auf verschiedene Merkmale des neuronalen Antwortverhaltens auf
die Reskalierten Gesänge. Zunächst soll die mittlere Feuerrate der Antwor-
ten vergleichend betrachtet werden. Die Spiketrain-Metrik ermöglicht anhand
der Zahl der Spikes innerhalb eines großen Zeitfensters eine deutlich geringere
Unterscheidbarkeit aller acht Gesänge als bei einer Auswertung des zeitlichen
Auftretens der Spikes (vgl. Abb. 7.9). Allerdings wird im Fall einer klar ab-
weichenden Feuerrate nur eines (unattraktiven) Gesangs, bei einem τ -Wert,
der diese als Kriterium der Unterscheidbarkeit aller acht Gesänge festlegt,
trotzdem nur eine relativ geringe korrekte Zuordnung erreicht.
In Abbildung 7.12 ist die mittlere Feuerrate der Antworten auf den unat-
traktiven Gesangs 3 und den attraktiven Gesang 8 dargestellt. Der Bereich
in dem sich die Mittelwerte dieses Merkmals für alle anderen Gesänge be-
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Abbildung 7.12: Merkmale des neuronaler Antwortverhaltens auf einen
unattraktiven und einen attraktiven Gesang: Mittlere Spikerate. Mittlere
Spikerate der Antworten auf den unattraktiven Gesangs Nr. 3 und den attraktiven Ge-
sangs Nr. 8 gemessen bei Vertretern des AN3 (links) und des AN12 (rechts). Der Bereich,
in dem sich die mittleren Spikeraten aller anderen getesteten Gesänge bewegten, wurde
grau unterlegt. In die Auswertung ging die erste beantwortete Sekunde aller acht jeweiligen
Antworten ein (vgl. 7.2.1 und Material & Methoden).
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eine niedrigere Feuerrate für den unattraktiven als für den attraktiveren Ge-
sang, bei einem Vertreter war dies umkehrt. Letztere Zelle reagierte sogar
im Vergleich zu allen Gesängen auf den attraktiven Gesang Nr. 8 mit der
geringsten Zahl an Spikes im Vergleich zu allen anderen Gesangsantworten.
Dagegen lag der Mittelwert für diesen Gesang bei den anderen vier Vertre-
tern im oberen Bereich der Verteilung und wichtiger, der Mittelwert für den
Gesang 3 mehrheitlich am unteren Ende der Verteilung. Beim AN12 fallen
zunächst die sehr geringen Unterschiede zwischen den mittleren Spikeraten
jeweils aller acht Gesänge auf. Bei dem einzigen Vertreter mit insgesamt grö-
ßeren Abweichungen, zeigten sich für den unattraktiven und der attraktiven
Gesang keine Unterschiede. Beide lagen außerdem in der Mitte der Vertei-
lung. Insgesamt scheint die über ein langes Zeitfenster gemittelte Spikerate
des AN12 zumindest für die vergleichsweise geringe Attraktivität des Res-
kalierten Gesangs Nr. 3 wohl kaum ausschlaggebend zu sein. Für das AN3
kann dies nicht ausgeschlossen werden.
Die Umhüllende des Gesangs 3 zeigte ein besonders auffälliges Merkmal:
relativ stark ausgeprägte ‚Lücken‘innerhalb der Silben (vgl. Abb. 7.6). Ein-
gefügte kurze Pausen innerhalb einer Rauschsilbe bedingen eine deutliche
Reaktionsänderung, in Form einer starken Unterdrückung der Antwort bei
einem anderen aufsteigenden Interneuron, dem AN4. Dieser Zelltyp wurde
zwar bei C. biguttulus nicht abgeleitet, aber bei L. migratoria lassen sich für
die gleich benannte Zelle auch vergleichbare Filtereigenschaften beobachten.
Beim AN4 ist die Stärke der Reduktion der Spikerate einerseits abhängig
von der Dauer der Störpausen, anderseits aber auch von deren Modulati-
onstiefe, wie eine Variation dieser bei SAM-Stimuli zeigte (vgl. Abb. 4.9 E).
Die Dauer der Störpausen lag innerhalb des Filterbereichs, kritisch war, ob
die Tiefe ausreichte, um eine Reaktionsänderung beim AN4 zu bedingen. In
Abbildung 6.25 wurde bereits die mittlere Spikerate der Antworten auf die
acht Gesänge, sowie zwei Gesänge einbeinig singender Männchen und ein
Weibchen gezeigt. Bei letzteren ließ sich, gegenüber der Reizung mit den Ge-
sängen der acht intakten Männchen, eine drastische Reduktion der Spikerate
beobachten. Von den acht Gesängen intakter Männchen, löste der Gesang
3 tatsächlich am wenigsten Spikes aus. Die Spikerate war allerdings immer
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noch mehr als doppelt so hoch, wie bei den Antworten auf die einbeinig
singenden Männchen. Ein anderer Vertreter des AN4 reagierte ebenfalls auf
den unattraktivsten Gesang mit den wenigsten Spikes, wohingegen bei ei-
nem dritten AN4 die Spikerate der Antworten auf den Gesang 3 in der Mitte
der Verteilung rangierte. An dieser Stelle sei aber nochmals darauf hinge-
wiesen, dass der Gesang 3 nicht völlig von den Weibchen abgelehnt wurde.
Der Median der Antwortwahrscheinlichkeit lag immerhin noch bei etwa 50%
und zwei der 15 getesteten Weibchen beantworteten diesen Gesang in 80%
der Darbietungen (Abb.7.2 B). Inwieweit die mittlere Spikerate des AN4 die
Bewertung des Gesangs 3 bestimmte, kann also nicht abschließend beant-





















































































































































































Abbildung 7.13: Merkmale des neuronaler Antwortverhaltens auf einen
unattraktiven und einen attraktiven Gesang: Die zeitliche Verteilung der
Spikes. Periodenhistogramme der Vertreter des AN3 (oben) und des AN12 (unten) be-
rechnet aus den Antworten auf Gesang 3 und Gesang 8. Die Spikelisten wurden in Zeit-
fenster der Dauer einer Periode (100 ms: Silbe + Pause) zerlegt und die erstellten PST-
Histogramme über alle Silben aufsummiert. Die Klassenbreite betrug 5 ms.
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dass die momentanen Spikeraten auf die einzelnen Gesänge stärker abwichen
als die über ein lange Zeitfenster gemittelten Spikeraten. Um das zeitliche
Auftreten der Spikes zu veranschaulichen, wurden Periodenhistogramme er-
stellt, d.h. PST-Histogramme für Zeitfenster von 100 ms (eine Silbe und eine
Pause) berechnet und aufsummiert (Abb. 7.13). Der unattraktive Gesang 3
löste, besonders beim AN3, deutlich weniger Spikes zu Beginn der Silbe aus,
als der attraktive Gesang 8. Diese ‚Onset‘-Reaktion fiel nicht nur absolut
betrachtet auf Gesang 3 schwächer aus, sondern auch relativ im Verhält-
nis zur Reaktion auf den Rest der Silbe. Das Antwortverhalten des AN3 ist
durch phasisch-tonische Entladungen gekennzeichnet, das AN12 durch eine
sehr ausgeprägte phasische Reaktionen. Für letztere Zelle wurde die Bedeu-
tung von ‚Bursts‘, d.h. schnellen isolierter Spikefolgen, bei der Kodierung des
Silben-Pausen Musters gezeigt (Creutzig, 2007). Ein Burst lässt sich als ein
einheitliches ‚Event‘betrachten, dessen zeitliche Feinstruktur kann aber auch
zusätzliche Information tragen, wie im Fall des AN12. Bei dieser Zelle hängt
die Zahl der Spikes im Burst linear von der vorangehenden Pausendauer des
Stimulus ab. Andere verhaltensrelevante Merkmalsparameter des Stimulus,
wie etwa der Onset-Level, scheinen ebenfalls einen Einfluss auf das Auftreten
und die zeitliche Struktur von Bursts zu haben. Eine Untersuchung des Ant-
wortverhaltens des AN12 mit künstlichen Stimuli, die eine systematische un-
abhängige Änderung von verschiedenen Merkmalsparametern erlauben, steht
noch aus. Ebenso ist die Bedeutung von Bursts in der Informationskodierung
anderer auditorischer Interneuronen der Heuschrecken unklar. In Abb. 7.14
wurde dargestellt, wieviele Bursts in den Antworten auf den unattraktiven
Gesang 3 und den attraktiven Gesang 8 auftraten (Definition von Burst siehe
Legende Abb. 7.14). Gleichzeitig wird wiederum die Verteilung dieses Ant-
wortmerkmals für alle anderen Gesänge gezeigt. Sowohl die Vertreter des
AN3 als auch des AN12 reagierten auf den unattraktiven Gesang mit einer
geringeren Anzahl an Bursts pro Sekunde als auf den attraktiven Gesang.
Angemerkt sei, dass dies auch für Zellen galt, deren mittlere Spikerate (vgl.
Abb. 7.12) auf beide Gesängen gleich war (AN121) oder sich sogar umge-
kehrt verhielt (AN35), auch wenn das Signifikanzniveau bei diesen beiden
Zellen nicht erreicht wurde. Bei vier der acht Zellen traten in den Antworten
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auf den unattraktiven Gesang 3 am wenigsten Bursts von allen getesteten
Gesängen auf. Bei den anderen Zellen lagen die Mittelwerte dieses Gesangs
in der Mitte oder im unteren Bereich der Verteilung. Der attraktive Gesang
8 löste bei drei Zellen am meisten Bursts aus, bei den anderen lag der Wert
für diesen Gesang in der oberen Hälfte der Verteilung. Zwischen dem AN3
und dem AN12 zeigten sich diesbezüglich keine systematischen Unterschiede.
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Abbildung 7.14: Merkmale des neuronaler Antwortverhaltens auf einen
unattraktiven und einen attraktiven Gesang: Bursts. Mittlere Zahl der Bursts
pro Sekunde (oben) in den Antworten auf Gesang Nr. 3 und Nr. 8. Das grau unterlegte
Feld gibt die Verteilung dieses Merkmals bei den anderen Gesängen an. Unten dargestellt
ist die mittlere Zahl der Spikes pro Burst der jeweiligen Antworten. Eine Spikefolge wurde
als ‚Burst‘definiert, wenn die Interspike-Intervalle unterhalb eines bestimmten Grenzwer-
tes lagen. Dieser hing von den Interspike-Intervall Verteilungen jeder Zelle ab und ergab
sich aus dem ISI-Wert des ersten Peaks der Verteilung + 2 ms. Für alle Vertreter des AN3
resultierte daraus ein ISI-Grenzwert von 5 ms, für das AN12 von 4, 6 bzw. 5 ms. In die
Auswertung ging die erste beantwortete Sekunde aller acht jeweiligen Antworten ein (vgl.
7.2.1 und Material & Methoden)
verstärkt, da diese identisch war. Beim AN12 traten beim Gesang 3 im Mit-
tel etwas weniger Spikes pro Burst auf im Vergleich zum Gesang 8, was den
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Unterschied bei einer Einbeziehung dieses Merkmals verstärkt.
Abschließend soll das Antwortverhalten der Interneurone unter der Hy-
pothese einer höheren Antwortvariabilität auf einen unattraktiven Gesang
gegenüber einem attraktiven, betrachtet werden. Dazu wurde zunächst die
Koinzidenz der Spikezeiten zwischen den Antworten bei wiederholter Rei-
zung eines jeweiligen Gesangs mit dem Korrelationsmaß von Schreiber et al.
(2003) untersucht (vgl. 6.2.3). Der freie Parameters σc betrug bei der Ana-
lyse einheitlich 1 ms, so dass die gemessene Zuverlässigkeit (Rcorr) vor allem
negativ durch das Ausmaß des Jitters der Spikezeitpunkte bestimmt wird.
Von den acht getesteten Zellen zeigten sechs eine geringere Zuverlässigkeit
in den Antworten auf den unattraktiven Gesang 3. Bei zwei Zellen erreichte





































punkte: Die Koinzidenz der
Spikezeiten (Rcorr) der Ant-
worten auf den unattraktiven
Gesangs 3 gegenüber Gesang
8. Der Parameter σc betrug
einheitlich 1 ms. B Spikezahl-
variabilität: Foanofaktor der
Antworten auf den unattrak-
tiven Gesangs 3 gegenüber
Gesang 8. Der Mittelwert
und die Varianz der Spikerate
wurden in Zeitfenstern einer
Dauer von 100 ms bestimmt
und als Mittelwert aufgetragen.
Auch wenn also ein Trend in Form einer geringeren Zuverlässigkeit der
Repräsentation des unattraktiven Gesangs zu erkennen ist, konnte dieser sta-
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tistisch nicht gesichert werden (Wilcoxon-Paardifferenzen-Test (Rcorr Gesang
3 vs. Gesang 8): p = 0.069). Die Änderung der Zuverlässigkeit kovariierte
mit der Änderung der mittleren Spikerate (∆ Spikerate vs. ∆Rcorr, rs= 0.71,
p<0.05).
Neben der Koinzidenz der Spikezeiten wurde die Variabilität der Spike-
zahlen anhand des Fanofaktors untersucht. Für die Mehrzahl der Zellen zeig-
te sich kein Unterschied zwischen dem Fanofaktors der Antworten auf den
unattraktiven gegenüber dem attraktiven Gesang (Abb. 7.15 B). Lediglich
zwei Zellen wichen deutlich von der Winkelhalbierenden ab - allerdings in
der Weise, dass der Fanofaktor nicht für den unattraktiven Gesang, sondern
für den attraktiven Gesang höher ausfiel. Ein Abhängigkeit des Fanofaktors
von der mittleren Spikerate ließ sich nicht erkennen.
Damit kann festgehalten werden, dass sich zumindest für die beiden be-
trachteten Zelltypen kein Zusammenhang zwischen dem Ausmaß der Attrak-
tivität der Gesänge und der Spikezahl-Variabilität der neuronalen Antworten
feststellen lässt.
7.3 Vergleich der neuronalen Kodierung bei
homologen auditorischen Interneuronen
In der vorliegenden Arbeit wurden auditorische Interneurone bei C. biguttu-
lus und bei L. migratoria untersucht, die aufgrund ihrer hohen Ähnlichkeit in
der Morphologie und ihren vergleichbaren physiologischen Eigenschaften ho-
mologisiert wurden (Römer et al., 1988; Stumpner, 1988; Stumpner und Ro-
nacher, 1991). Die physiologische Ähnlichkeit mag verwunderlich erscheinen,
als die akustische Kommunikation dieser beiden Arten unabhängig vonein-
ander evoluierte und sie auch phylogenetisch nicht eng miteinander verwandt
sind (C. biguttulus gehört zu den Gomphocerinea, L. migratoria zu den Locus-
tinae). Neben der langen Separation beider Arten sind weitreichende Über-
einstimmungen der auditorischen Systeme aber vor allem vor einem anderen
Hintergrund erstaunlich - der völlig unterschiedlichen Bedeutung akustischer
Signale für beide Arten. Für C. biguttulus ist eine spezifische Lauterzeugung
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und -erkennung hoch relevant, da sie der Partnerfindung dient und gleichzei-
tig eine wesentliche Barriere gegen eine Hybridisierung darstellt. Eine kor-
rekte Erkennung und Klassifikation akustischer Signale unterliegt daher bei
C. biguttulus einem fortwährenden starkem Selektionsdruck - für L. migrato-
ria scheint die akustische Kommunikation dagegen weitgehend irrelevant zu
sein.
Nach der ‚efficient coding hypothesis‘von Barlow (1961) sind Anpassungen,
an die für jeweils eine Art relevantesten Stimuli, bereits in der Peripherie
zu erwarten. Der folgende Teil besteht daher in einem Vergleich der Unter-
scheidbarkeit der Gesänge anhand der Spikeantworten, die für C. biguttulus
von wesentlicher und für L. migratoria von keiner Bedeutung ist. Um Unter-
schiede zwischen den Arten quantitativ zu erfassen, werden abschließend die
intraspezifischen Spiketrain-Distanzen einzelner Vertreter eines Zelltyps und
die interspezifischen Spiketrain-Distanzen zwischen mutmaßlich homologen
Zelltypen vergleichend betrachtet.
7.3.1 Vergleich der Unterscheidbarkeit der Gesänge zwi-
schen C. biguttulus und L. migratoria
Wesentliche Kenngrößen der Unterscheidbarkeit anhand der Spiketrains be-
stehen in dem Anteil einer korrekten Zuordnung, wie dieser von der Dauer
des ausgewerteten Zeitfensters abhängt und bei welchem Wertebereich des
zeitlichen Auflösungsparameters τ eine optimale Unterscheidbarkeit erreicht
wird. In Abbildung 7.16 wird die Unterscheidbarkeit als Funktion des ausge-
werteten Zeitfensters und des zeitlichen Auflösungsparameters τ gezeigt. Die
Linien geben den Verlauf der Funktionen des TN1, AN3 und AN12 von C.
biguttulus wieder. Der Bereich, in dem sich diese bei den mutmaßlich homo-
logen Zellen von L. migratoria bewegten, wurde grau unterlegt. Für alle drei
Zelltypen überlappen die Funktionen der Zellen von C. biguttulus mit den
jeweiligen Vertretern von L. migratoria. Lediglich beim AN12 zeigt sich bei
C. biguttulus im Bereich hoher τ -Werte ein früherer und stärkerer Abfall der
Optimumskurven. Beim TN1 fällt auf, dass sowohl der Anteil der korrekten
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der Zellen von L. migratoria liegt. Dies dürfte vor allem auf die im Mittel
höheren Spikeraten bei L. migratoria zurückzuführen sein. Die Gesänge wur-
den bei beiden Arten mit identischen Intensitäten vorgespielt. L. migratoria
zeigt aufgrund vergleichsweise größerer Tympana eine höhere Empfindlich-
keit, was sich auch auf nachgeschaltete Zellen auswirken dürfte. Auf eine
Auswahl homologer Zellen mit im Mittel ähnlichen Spikeraten wurde hier
zugunsten eines größeren Datensatzes verzichtet.
Abbildung 7.16 zeigt den mittleren Anteil korrekt zugeordneter Spike-
trains über alle acht Gesänge. Weitaus kritischer, vor dem Hintergrund der
unterschiedlichen Relevanz der getesteten Stimuli bei den beiden Arten, ist
die Klassifikation einzelner Gesänge. Das TN1 erreichte bereits bei einem
Zeitfenster von etwa 500 ms eine nahezu perfekte Unterscheidbarkeit aller
acht Gesänge (vgl. Abb. 7.10 A). Anders war die Situation beim AN3 und
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beim AN12. Der Anteil korrekt zugeordneter Spiketrains variiert zwischen
den Gesängen teilweise beträchtlich (vgl. Abb. 7.10 B und C). Die Frage
lautet nun, ob dieser für mutmaßlich homologe Zellen beiden Arten in glei-
cher Weise variiert. Um dies zu prüfen, wurde der Anteil korrekt zugeordne-
ter Spiketrains der einzelnen Gesänge vergleichend aufgetragen (Abb. 7.17).




































Abbildung 7.17: Vergleich der korrekten Zuordnung zu einzelnen Gesängen:
C. biguttulus vs. L. migratoria. Mittlerer Anteil korrekt zugeordneter Spiketrains bei den
einzelnen Gesängen beim AN3 (links) und beim AN12 (rechts) für Zellen von C. biguttulus
und L. migratoria.
C. biguttulus: AN3 (N=5), AN12 (N=3).L. migratoria: AN3 (N=5), AN12 (N=5).
L. migratoria, welche im wesentlichen aus den höheren Spikeraten resultieren
dürfte (siehe oben) zeigt sich eine verblüffende Ähnlichkeit in der Klassifika-
tion einzelner Gesänge bei den homologer Zelltypen den beider Arten: Die
Anteile korrekt zugeordeter Spiketrains einzelner Gesänge stimmten weitge-
hend überein.
7.3.2 Intraspezifische und Interspezifische Spiketrain-
Distanzen
Der Vergleich der Unterscheidbarkeit der Gesänge anhand der Spiketrain-
Distanzen deutet auf eine hohe Übereinstimmung in der neuronalen Kodie-
rung der als homolog erachteten Zelltypen von C. biguttulus und L. migra-
toria hin. Qualitativ wird die Ähnlichkeit des Antwortverhaltens auch durch
einen einfachen Vergleich der Spikemuster für das TN1, AN3 und das AN12
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sichtbar (Abb. 7.18). So ließen sich wesentliche Antwortcharakteristika wie






B1, B2...: C. biguttulus Zelle 1, C. biguttulus Zelle 2...





Abbildung 7.18: Morphologie und Spikeantworten homologer Neurone bei
C. biguttulus und L. migratoria.A Lokales Interneuron TN1. B, nächste Seite: Aufstei-
gende Interneurone AN3 (oben) und AN12 (unten). Dargestellt sind die Antworten auf
wiederholte Präsentation eines der Gesänge (Ausschnitt von 500 ms).
sehr phasische Reaktion des AN12 in den Antworten auf die Gesänge bei
beiden Arten erkennen.
Es stellt sich die Frage, ob innerhalb einer Art gleich große Abweichun-
gen in der neuronalen Kodierung bei Vertretern eines Zelltyps auftreten wie
zwischen mutmaßlich homologen Zellen beider Arten. Um dies zu prüfen,
wurden die metrischen Distanzen zwischen allen Spiketrains der Vertreter ei-
nes Zelltyps berechnet. Damit werden sowohl die intraspezifischen Spiketrain-
Distanzen für einen Zellttyp bei C. biguttulus und bei L. migratoria bestimmt
als auch die interspezifischen Spiketrain-Distanzen, also die Unterschiede zwi-






















B1, B2...: C. biguttulus Zelle 1, C. biguttulus Zelle 2...
L1, L2...: L. migratoria Zelle 1, L. migratoria Zelle 2...50 ms
Fortsetzung Abb. 7.18. Legende siehe vorherige Seite.
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einheitlich 5 ms - damit werden hier also vor allem Unterschiede im zeitlichen
Auftreten der Spikes gewertet. In Abbildung 7.19 sind die beiden intraspe-
zifischen und die interspifische Distanzverteilung für das TN1, das AN3 und
das AN12 dargestellt.





























Intraspezifische Distanzen: C. biguttulus
Intraspezifische Distanzen: L. migratoria
Interspezifische Distanzen
Abbildung 7.19: Häufigkeitsverteilungen der intraspezifischen Distanzen
zwischen den einzelnen Zellen bei C. biguttulus bzw. L. migratoria und Häu-
figkeitsverteilung der interspezifischen Spiketrain-Distanzen. A Lokales In-
terneuron TN1. B Aufsteigende Interneurone AN3 und AN12. Die Zahlenwerte in den
Histogrammen geben die Mittelwerte ± Standardabweichungen der einzelnen Verteilun-
gen an. In die Berechnung der Distanzen gingen die in Abb. 7.18 gezeigten Spiketrains ein.
(Zeitfenster = 500 ms; τ = 5 ms.)
Zwei Ergebnisse werden hier deutlich: Erstens, die intraspezifischen Di-
stanzverteilungen von C. biguttulus und L. migratoria überlappten stark,
was auf eine vergleichbare interindividuelle Variabilität eines Zelltyp bei bei-
den Arten hindeutet. Zweitens und hier weitaus wichtiger, die Verteilung der
interspezifischen Distanzen umfasste die beiden intraspezifischen Verteilun-
gen.
Dies galt für alle drei untersuchten Zelltypen. Damit bestätigte auch diese
Auswertung eine hohe Übereinstimmung in der neuronalen Kodierung dieser
homologen Zelltypen von C. biguttulus und L. migratoria.
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Zusammenfassung
Auch bei C. biguttulus erreichten die aufsteigenden Interneurone eine signifi-
kant schlechtere Unterscheidbarkeit der Gesänge als die lokalen Interneurone.
Die korrekte Zuordnung zu den einzelnen Gesängen zeigte trotz einer recht
hohen interindividuellen Variabilität zwischen den aufsteigenden Interneuro-
nen AN3 und AN12 spezifische Unterschiede. Übereinstimmend war für beide
Zelltypen, dass sich die Antworten auf den im Verhalten am schlechtesten be-
antworteten Gesang relativ gut abgrenzten. Eine vergleichende Betrachtung
der Antworten auf den attraktivsten und den unattraktivsten Gesang ergab
die größte Abweichung hinsichtlich des Auftretens von Bursts. So beantwor-
teten sowohl das AN3 als auch das AN12 den unattraktiven Gesang mit
weniger Bursts als den attraktiven.
Die Kodierungseigenschaften homologer auditorischer Interneurone von
C. biguttulus und L. migratoria zeigten eine weitreichende Übereinstimmung
zwischen den Arten. Sowohl die erzielte Unterscheidbarkeit der Gesänge als
auch den optimalen Bereich des zeitlichen Auflösungsparameters τ fiel ver-
gleichbar aus. Gleichzeitig deuteten sich auch Ähnlichkeiten in der Klassifi-
kation der einzelnen Gesänge an. Die interspezifischen Spiketrain-Distanzen
waren nicht größer als die intraspezifischen (d.h. die Unterschiede zwischen
Vertretern eines Neurons innerhalb einer Art). Die homologen Neurone er-







Das Ziel der vorliegenden Studie bestand darin, ein besseres Ver-
ständnis über die neuronale Repräsentation amplitudenmodulierter akusti-
scher Signale entlang der Hörbahn von Feldheuschrecken zu erlangen. Dabei
stand die Frage nach der Unterscheidbarkeit der Signale anhand der Spikeant-
worten - der einzigen dem Nervensystem zur Verfügung stehenden Informati-
on - im Mittelpunkt der Betrachtung. Durch den Einsatz natürlicher Stimuli,
einer Auswahl von Gesängen von C. biguttulus, sollte eine Beurteilung auf
der Grundlage von Stimuluseigenschaften durchgeführt werden, die verhal-
tensrelevant sind.
Indem die korrekte Zuordnung in Abhängigkeit der Dauer des einbezoge-
nen Zeitfensters analysiert wurde, ließ sich untersuchen, wie sich die Dynamik
des Erkennungsprozesses für die Neurone der einzelnen Verarbeitungsebenen
darstellt.
Die Unterscheidbarkeit der natürlichen Signale wird durch die Fähigkeit
begrenzt, schnelle zeitliche Änderungen der Signalamplitude, möglichst auch
noch bei geringen Modulationstiefen zuverlässig in der Antwort wiederzuge-
ben. Mit Hilfe künstlicher amplitudenmodulierter Signale sollten die Filterei-
genschaften und die Grenzen der Auflösung von Modulationsfrequenzen und
-tiefen charakterisiert werden.
Alle durchgeführten Analysen beinhalteten die Frage nach den Zeitska-
len, bei denen eine optimale Informationsübertragung gewährleistet wird:
nach den in langen Zeitfenster ausgewerteten Spikezahlen bzw. dem präzisen
zeitlichen Auftreten der Spikes.
Die Detektion geringer Unterschiede zwischen verschiedenen Stimuli wird
durch Rauschen limitiert, welches sich in einer neuronalen Antwortvariabili-
tät äußert. Deshalb wurden ausserdem verschiedener Aspekte der Antwort-
variabilität untersucht.
Durch den Einsatz verschiedener Stimulus-Ensembles und Auswertemetho-
den sollte über eine vergleichenden Betrachtung der Filterraum einzelner
Neurone möglichst umfassend getestet werden, um auch spezifische Antwort-
reaktionen nicht zu verfehlen.
Das akustische Kommunikationssystem der Feldheuschrecken bietet die Mög-
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lichkeit auch die Verhaltensselektivität der Tiere experimentell zu testen.
Indem für die Verhaltensversuche die gleichen Stimuli getestet wurden wie
bereits in den neurophysiologischen Versuchen, sollte eine Verbindung zwi-
schen beiden Ebenen der Betrachtung geschaffen werden.
Die neuronalen Daten wurden an zwei verschiedenen Arten der Feldheu-
schrecken erhoben: L. migratoria und C. biguttulus. Erstere Art besitzt kein
ausgeprägtes akustisches Kommunikationsverhalten, ist aber ein häufig ge-
nutztes Modellsystem für neurophysiologische Studien zur auditorischen Ver-
arbeitung bei Feldheuschrecken, da die Neurone des metathorakalen audito-
rischen Systems als homolog erachtet werden und ausserdem eine weitgehen-
de physiologische Übereinstimmung zeigen. Ein quantitativer Vergleich der
Antwortverhaltens homologer Zellen sollte klären, inwieweit eine Überein-
stimmung gegeben ist und zwar auch dann noch, wenn Stimuli verwendet




Die Fähigkeit, auf unterschiedliche Stimuli in unterschiedlicher Weise zu rea-
gieren, ist von zentraler Bedeutung für alle Lebewesen und äußert sich in
adaptiven Verhaltensweisen. Eine Klassifikation verschiedener Stimuli zu ge-
währleisten, ist die Aufgabe des sensorischen Systems - ein Ansatz dies zu
untersuchen besteht darin, die Stimulus-spezifische Information individueller
Neurone zu dekodieren. Dabei ist die Kenntnis der Leistungsfähigkeit einzel-
ner Neurone eine wichtige Voraussetzung für das Verständnis jedes neurona-
len Kodes, sei es ein Einzelzellkode oder ein Populationskode.
Bevor die Ergebnisse im einzelnen diskutiert werden, soll eine Betrachtung
der Methode zur Quantifizierung einer Unterscheidbarkeit folgen. Um letzte-
re zu testen wurde zunächst die (Un)ähnlichkeit, also die Distanz zwischen
Spiketrains bestimmt. Dazu bieten sich verschiedene Spiketrain-Metriken an
(Victor, 2005; Kreuz et al., 2007). Ihnen gemein ist, dass sie Stimulus indu-
zierte Antwortmerkmale und die ‚unspezifische‘Antwort-variabilität zusam-
menfassen und eine nahezu optimale Dekodierung der Stimulus spezifischen
Information erlauben. Dieser Ansatz kann als parametrische Version infor-
mationstheoretischer Methoden betrachtet werden, welche die ‚mutual in-
formation‘zwischen Stimulus und Spiketrain bestimmen (Victor, 2005; Borst
und Theunissen, 1999). Informationstheoretischen Ansätze und Maße, die auf
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Spiketrain-Distanzen basieren, können aber durchaus unterschiedliche Resul-
tate liefern (Grewe et al., 2007).
Ein praktischer Vorteil einer auf Spiketrain-Distanzen basierenden Klas-
sifikation liegt darin, dass sie im Gegensatz zu informationstheoretischen
Methoden keine Berechnung der Wahrscheinlichkeitsverteilungen bestimmter
Spikesequenzen erfordert. Für eine solche Berechnung reichen die hier vor-
liegenden acht Stimuluswiederholungen nicht aus, wohingegen eine Klassifi-
kation auch schon bei einer geringeren Anzahl einbezogener Wiederholungen
zuverlässige Ergebnisse lieferte (Abb. 9.2). Dieser Ansatz macht außerdem
keinerlei Annahmen über die statistische Struktur der Spiketrains.
Die am häufigsten genutze Spiketrain-Metrik ist die von Victor und Purpura
(1996): die Distanz zwischen zwei Spiketrains resultiert aus den minimalen
‚Kosten‘, die bei einen schrittweisen Umwandlung eines Spiketrains in den
anderen entstehen. In der vorliegenden Arbeit wurde eine Spiketrain-Metrik
von van Rossum (2001) genutzt (Machens et al., 2003; Narayan et al., 2005,
2006; Wang et al., 2007; Narayan et al., 2007): im ersten Schritt werden die
Spiketrains mit einem linearen Filter (hier einer Alpha-Funktion) gefaltet
und anschließend der mittlere quadratische Abstand zwischen beiden Funk-
tionen berechnet, der die Distanz zwischen den Spiketrains beschreibt. Da-
mit ist die Distanz verwandt mit Stimulus-Rekonstruktions-Techniken, bei
denen die Faltung des Spiketrains mit dem Spike-Triggered Average zu einer
linearen Rekonstruktion des Stimulus führt (Rieke et al., 1997). Die Distanz
beschreibt daher näherungsweise den Unterschied zwischen den rekonstruier-
ten Stimuli (van Rossum, 2001). Die Breite der Alpha-Funktion, kann über
den freien Parameter τ variiert werden, wodurch der Einfluss der zeitlichen
Auflösung auf die Unterscheidbarkeit analysiert werden kann (Machens et al.,
2003; Narayan et al., 2006). Auch die Metrik von Victor und Pupura enthält
einen freien Parameter, der sich in vergleichbarer Weise nutzten lässt und
äquivalente Ergebnisse erbrachte (vgl. Machens et al. (2001a) und Machens
(2002); Kreuz et al. (2007)).
Der Vorteil der Metrik nach van Rossum mag zum einen darin beste-
hen, dass diese intuitiver verständlich ist. Indem ein Spike durch eine Alpha-
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Funktion ersetzt wird, imitiert die Funktion den zeitlichen Verlauf eines
EPSP in einem hypothetischen nachgeschalteten Neuron. Die optimale Filter-
breite könnte in direkter Weise physiologisch implementiert sein, auch wenn
dies bisher nicht gezeigt wurde. Die Berechnung der Distanz in Form einer
Subtraktion der resultierenden Funktionen entspricht außerdem einem einfa-
chen Bild einer neuronaler Verrechnung.
Die Unterscheidbarkeit anhand der Spiketrain-Distanzen lässt sich mit Hil-
fe einer Reihe verschiedener Klassifikationsalgorithmen bestimmen. Die hier
gewählte Methode wurde bereits von Machens et al. (2003) und (Narayan
et al., 2006; Wang et al., 2007) angewendet und basiert auf der Wahl eines
‚Template-Spiketrains‘für jeden Gesang und der anschließenden Zuordnung
der verbleibenden Spiketrains zu den Templates, zu denen sie die geringste
Distanz aufweisen. Ein unüberwachter Clusteralgorithmus von Slonim et al.
(2005) lieferte sehr ähnliche Ergebnisse (vgl. Abb. 5.4 und Abb. 5.2, Abb.
5.3).
In der vorliegenden Studie wurde die Unterscheidbarkeit verschiedener Sti-
muli getestet. Dabei handelte es sich zum einen um sinusförmig amplituden-
modulierte Stimuli und zum anderen um natürliche Gesänge sowie reskalier-
te Varianten dieser Gesänge. Die Frage, wie gut sich die Gesänge anhand
der Antworten der verschiedenen Neurone der zweiten und dritten Verarbei-
tungsstufe der Hörbahn noch unterscheiden lassen, stand im Mittelpunkt der
Betrachtung, da sie in einem direkten Zusammenhang zu einer Verhaltens-
selektivität steht. Die Untersuchung wurde an zwei verschiedenen Feldheu-
schreckenarten, L. migratoria und Chorthippus biguttulus, durchgeführt. Ein
direkter Vergleich der Ergebnisse zwischen beiden Arten folgt an späterer
Stelle. Hier sollen diese zunächst zusammenfassend für beide Arten erörtert
werden.
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8.1 Abnahme der Unterscheidbarkeit bei auf-
steigenden Interneuronen
Das methatorakale auditorische System der Feldheuschrecken zeichnet sich
durch eine hierachische Struktur und eine relativ geringe Anzahl von Ele-
menten aus: auf jeder der beiden Hemisphären verschalten ∼70 Rezeptoren
auf ∼15 lokale Interneurone, welche die Information an ∼15 aufsteigenden
Interneurone weitergeben. Letztere stellen einen Flaschenhals im Informati-
onstransfer ins Gehirn dar, wo es zu der letztendlichen Bewertung des Laut-
musters kommt (Ronacher et al., 1986; Bauer und Helversen, 1987). Zwischen
den Antworten der Rezeptoren und den aufsteigenden Interneuronen liegen
nur wenige, zumeist offenbar nur 2 bis 3 synaptische Verarbeitungsschritte
(Marquart, 1985b; Stumpner und Ronacher, 1991; Boyan, 1992, 1999; Vogel
und Ronacher, 2007). Die Rezeptoren zeichnen sich, wie einleitend erwähnt,
durch eine sehr zuverlässige Beantwortung schneller Amplitudenmodulatio-
nen aus (Ronacher und Römer, 1985; Machens et al., 2001b; Prinz und Ro-
nacher, 2002; Rokem et al., 2006), wobei diese in einer sich schnell ändernden
Spikerate wiedergegeben werden. Machens et al. (2003) konnten zeigen, dass
dieses Antwortverhalten eine nahezu perfekte Unterscheidbarkeit natürlicher
Gesänge ermöglicht. Obwohl schon eine Reihe von Antworteigenschaften in-
dividuell identifizierter Interneurone anhand von künstlichen akustischen Sti-
muli erfasst werden konnten (Ronacher und Stumpner, 1988; Stumpner et al.,
1991; Stumpner und Ronacher, 1994; Franz und Ronacher, 2002; Krahe et al.,
2002a; Vogel et al., 2005) ist weitgehend unklar wie natürlicher Stimuli, die
verschiedene Eigenschaften zusammenfassen, repräsentiert werden.
In der vorliegenden Studie wurden dieselben acht natürlichen Gesänge
(‚Original Gesänge‘) getestet wie von Machens et al. (2003) an den Rezep-
toren. Die Antworten der einzelnen lokalen Interneurone ließen sich noch
nahezu perfekt zu den jeweiligen Gesängen zuordnen. Die aufsteigenden In-
terneurone zeigten eine breitere Verteilung der erreichten Unterscheidbarkei-
ten: während bei den richtungskodierenden aufsteigenden Interneurone eine
signifikant niedrigere korrekte Zuordnung auftrat, erzielten die musterkodie-
renden aufsteigenden Interneurone zum Teil ähnlich gute Resultate wie die
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lokalen Interneurone und die Rezeptoren (Abb. 6.4 A und Abb. 7.8 A und
D).
Diese Ergebnisse müssen vor dem Hintergrund der Unterschiede zwischen
den natürlichen Gesängen beurteilt werden. Die Gesängen zeigten zum einen
Abweichungen in den Verteilungen der Trägerfrequenzen (Abb. 6.1 und Abb.
7.1 A), welche zu unterschiedlichen Spikeraten führen können. Am stärksten
äußerte sich dies beim TN1, was aufgrund seines Antwortverhaltens nicht in
die Auswertung der Unterscheidbarkeit der natürlichen Gesänge mit einbezo-
gen werden konnte. Alle Vertreter dieses Zelltyps zeigten keinerlei Spikeant-
worten auf drei der Gesänge, die nur einen sehr geringen tieffrequenten Anteil
aufwiesen (Gesänge 6 bis 8 Abb. 7.1 A). Diese drei Gesänge lösten jedoch sehr
wohl Verhaltensantworten bei den Weibchen aus (Abb. 7.2), woraus sich fol-
gern lässt, dass die Reaktion des TN1 bei der Erkennung der zeitlichen Mus-
ter dieser Gesänge wohl keine Rolle spielte. Die anderen Interneurone ließen
keine vergleichbar starke Abhängigkeit ihrer Antworten von den Trägerfre-
quenzanteilen der Gesänge erkennen. Es traten aber auch hier Abweichungen
in den Spikeraten zwischen den einzelnen Gesänge auf, die sich positiv auf
die korrekte Zuordnung der Spiketrains ausgewirkt haben dürften.
Der zweite wesentliche Unterschied zwischen den Gesängen hatte sicher-
lich noch einen größeren Einfluss auf die erreichte Unterscheidbarkeit: zwi-
schen den natürlichen Gesängen variierten die Silbendauern und die Pau-
sendauern. Aus Verhaltensversuchen ist bekannt, dass beide Größen für C.
biguttulus von entscheidender Bedeutung für die Arterkennung sind (von
Helversen, 1972). Die Stridulationsbewegungen dieser poikilothermen Tie-
re weisen allerdings eine starke Abhängigkeit von der Ungebungstemperatur
auf. Mit steigender Temperatur verkürzen sich sowohl Silben- als auch Pau-
sendauern (von Helversen, 1972, 1979; Bauer und Helversen, 1987). Diese
Merkmalsänderung wirft für die Empfängerseite ein Problem auf. Die Tie-
re lösen dieses, indem sie temperaturunabhängige Parameter der Gesänge,
offenbar das Verhältnis der Dauern von Silben und Pausen, bewerten. So
beantworten die Weibchen das Silben-Pausen-Muster der Männchen inner-
halb eines weiten Temperaturbereichs (von Helversen, 1972). Als neuronales
Korrelat dieser Invarianzleistung könnte das Antwortverhalten des AN12 von
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entscheidender Bedeutung sein (Stumpner, 1988; Creutzig, 2007). Die in der
vorliegenden Studie genutzte Spiketrain-Metrik ist jedoch, wie andere Me-
triken auch, sehr empfindlich für zeitliche Verschiebungen: selbst wenn zwei
Gesänge einfach zeitlich gedehnte Versionen voneinander sind, lassen sich
die zugehörigen Spiketrains sehr wohl anhand ihrer Distanz unterscheiden.
Um auszuschließen, dass die Unterscheidbarkeit alleine auf solchen zeitli-
chen Verschiebungen basieren kann, wurde ein zweites Set von Gesängen
mit einheitliche Silbendauern und Pausendauern getestet. Diese ‚Reskalier-
ten Gesänge‘waren außerdem alle mit dem selben Träger gefüllt, so dass auch
anhand dieses Merkmals keine Unterscheidbarkeit mehr möglich war.
Die lokalen Interneurone erreichten auch noch eine nahezu perfekte Un-
terscheidbarkeit der Reskalierten Gesänge (Abb. 6.4 B, Abb. 7.8 B, oben
und Abb. 7.8 D): die Spiketrains vom TN1, SN1, SN3 und SN4 konnten mit
einem Anteil von über 95% korrekt zugeordnet werden. Das SN2 und das
BGN1 erzielte im Mittel etwas niedrigere Werte von etwa 90%. Zwischen
den einzelnen Vertretern des BGN1 zeigten sich außerdem die höchsten in-
terindividuelle Unterschiede, was nicht verwunderlich war, da mindestens
zwei Kopienen dieses Zelltyps in jeder Hemisphäre des Ganglions existieren
(Römer und Marquart, 1984), die sich in ihren Antworteigenschaften unter-
scheiden (Stumpner, 1989).
Für die aufsteigenden Interneurone ergab sich hingegen eine Abnahme
der Unterscheidbarkeit von den Original zu den Reskalierten Gesängen (Abb.
6.7), wodurch nun gegenüber den lokalen Interneuronen ein signifikanter Un-
terschied auftrat (Abb. 6.4 B, Abb. 7.8 B, unten und Abb. 7.8 D). Die Vertei-
lung der erreichten Werte waren für diese Verarbeitungsebene sehr breit: es
zeigten sich nicht nur größere Unterschiede zwischen den einzelnen Zelltypen,
sondern auch die Werte der einzelnen Vertreter eines Zelltyps streuten teil-
weise beträchtlich. Die beste Unterscheidbarkeit der Reskalierten Gesänge
erzielten das AN3, das AN4 und das AN11: zumindest bei einzelnen Ver-
tretern dieser musterkodierenden Zelltypen konnten noch bis zu etwa 90%
der Spiketrains korrekt zugeordnet werden, wenn ein Zeitfenster einer Dauer
von 1 Sekunde ausgewertet wurde. Beim AN12 ergaben sich etwas niedrigere
Werte (besonders bei C. biguttulus). Die Vertreter der richtungskodierenden
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Interneurone AN1 und besonders des AN2 zeigten zumeist eine noch ge-
ringere Unterscheidbarkeit. Kaum über dem Zufallsniveau lag die korrekte
Zuordnung des musterkodierenden Interneurons AN14. Letzteres Ergebnis
war allerdings zu erwarten, da dass AN14 spontan aktiv ist und von akusti-
schen Reizen gehemmt wird (vgl. Abb. 6.15 und Stumpner (1988); Stumpner
et al. (1991)). Die Hemmung adaptierte relativ stark, wodurch die Zelle im
zeitlichen Verlauf immer stärker gleichmäßig über die Pausen hinweg feuerte
und damit auch schon eine relativ niedrige Unterscheidbarkeit der Original
Gesänge zeigte. Dies unterstützt die Annahme von Stumpner (1988), dass
die Reaktion dieses Zelltyps wohl kaum wichtig für die Erkennung des Ge-
sangsmusters sein dürfte.
8.1.1 Vergleich der Auswertebereiche
Bei beiden Stimulus-Sets wurde die erste beantwortete Sekunde der Gesän-
ge ausgewertet. Innerhalb der ersten 1 bis 1,5 Sekunden nahm die Maxi-
malamplitude der Gesänge langsam zu, allerdings teilweise unterschiedlich
schnell (Abb. 6.1). Innerhalb der letzten Sekunde war die mittlere Intensi-
tät dagegen nahezu identisch. Die Frage lautete nun, ob auch noch bei einer
Auswertung der Antworten auf diesen letzten Teil eine Unterscheidbarkeit
möglich ist. Für beide Verarbeitungsebenen nahm die korrekte Zuordnung
der Spiketrains bei der Mehrzahl der Zellen gegenüber der ersten ausgewer-
teten Sekunde deutlich ab (Abb. 6.10, Abb. 6.4 C, Abb. 7.8 C und Abb. 7.8
D). Diese Änderung dürfte weniger auf die geringeren Unterschiede zwischen
den Gesängen in diesem Auswertebereich zurückzuführen sein, sondern viel-
mehr auf eine intensitätsabhängige Abnahme der Spikeraten (Abb. 6.13). Ein
Merkmal vieler getesteter Interneurone besteht in einem komplexen Intensi-
tätsverhalten, bei dem häufig in Antwort auf einen Bereich hoher Intensitäten
weniger Spikes generiert werden (Stumpner und Ronacher, 1991). Ausserdem
könnten auch Adaptationseffekte die Antwortstärke negativ beeinflusst ha-
ben (Weschke und Ronacher, 2008). Eine Abnahme der Spikerate kann die
mögliche Information über den Amplitudenverlauf der Gesänge reduzieren
und sich gleichzeitig negativ auf die Zuverlässigkeit der Spikeantworten aus-
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wirken (Abb. 6.12). Die über lange Zeitfenster gemittelten Spikeraten lassen
jedoch nicht in jedem Fall einen Rückschluss auf die Zuverlässigkeit der Ant-
wort zu. Abbildung 8.1 A zeigt die Reaktion eines AN12 von C. biguttulus






Abbildung 8.1: Einfluss der Intensität und der Adaptation auf das Antwort-
verhalten. Dargestellt ist die Reaktion eine AN12 von C. biguttulus auf A den leisen
Anfangsteil eines Gesangs (oben) und die letzte Sekunde des Gesangs (unten), der eine
deutlich höhere Intensität aufwies. B Unadaptierte Antwort des selben AN12 auf einen
Gesangsausschnitt (letzte Sekunde des Gesangs). Die Reizintensität war identisch zu A,
unten.
intensität der Onset der Silben durch Bursts markiert. Die letzte Sekunde
des Gesangs beantwortete die Zelle mit etwa gleich vielen Spikes. Auffällig
ist allerdings, dass die zeitliche Struktur der Bursts unpräziser wird und in
einem breiteren Bereich der Periode Spikes auftreten. Dieses AN12 wurde
ausserdem mit einem einzelnen Gesangsausschnitt der letzten Sekunde ge-
reizt (8.1 B). Auf die erste Silbe zeigt sich eine starke unadaptierte Antwort,
gefolgt von einer schwachen Onset-Antwort auf den nächsten Silbenbeginn.
Auch hier fällt auf, dass die Zahl der Spikes im Burst geringer ausfällt und
diese zeitlich unpräziser sind als in Antwort auf den leisen Anfangsteil des
Gesangs.
Insgesamt kann festgehalten werden, dass gerade die Antwort auf den
Anfangsteil der Gesänge für eine Unterscheidung besonders geeignet war.
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Leise beginnende Gesänge, die graduell in der Intensität zunehmen, finden
sich nicht nur bei C. biguttulus, sondern sind ein weit verbreitetes Merkmal
vieler Feldheuschreckengesänge (Elsner, 1974). Ronacher und Hennig (2004)
zeigten in Verhaltensstudien an Männchen von C. biguttulus, dass die Erken-
nung einer Lautattrappe durch ein vorher platziertes Rauschen verbessert
wird. Dieser Effekt wurde auf neuronale Adaptationsprozesse zurückgeführt,
welche eine bessere Auflösung der Silbenpausen ermöglichen könnten. Der
leise Beginn der Gesänge ließe sich damit als Anpassung an die neurona-
len Anforderungen des Empfängers verstehen, welche darin liegt, zu starke
Onset-Antworten zu unterbinden, da sich diese negativ auf die Mustererken-
nung auswirken könnten. Im natürlichen Kontext sind allerdings auch die
unterschiedlichen Entfernungen zwischen Sender und Empfänger zu beach-
ten. Mit zunehmender Entfernung zum Sender nimmt die wahrgenommene
Intensität stark ab (Lang, 2000), wodurch eine Verschiebung des am stärks-
ten beantworteten Teils eines Gesangs auftreten sollte. Möglicherweise stellt
die Kombination eines zunächst leisen Teils mit einem lauten Endteil eine
besonders geeignete Variante dar, um zum einen unabhängig von der Entfer-
nung möglichst viele Weibchen zu erreichen und gleichzeitig die möglichen
Risiken zu minimieren. Interessanterweise haben die direkt vor den Weib-
chen vorgetragenen ‚Werbewechselgesänge‘von Beginn an etwa die gleiche
Lautstärke, sind aber insgesamt leiser und ausserdem etwas kürzer (von Hel-
versen, 1972). Ein Trade-Off zwischen Intensität und Dauer ließe sich durch
Verhaltensexperimente testen.
8.1.2 Zeitskalen und Spikezahlen
Viele Studien untersuchen neuronale Leistungen in einem Zeitfenster, welches
der Dauer des Stimulus entspricht. Ein Vorteil des hier gewählten Analysen-
methode liegt darin, dass sie Aussagen über die Dynamik des Erkennungspro-
zesses ermöglicht. Die korrekte Zuordnung kann als Funktion der Länge des
ausgewerteten Zeitfensters beschrieben werden, was verdeutlicht, wie die neu-
ronale Leistung mit der Zeit zunimmt. Für alle untersuchten Neurone waren
die Funktionen insofern ähnlich, als die korrekte Zuordnung mit zunehmen-
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der Dauer des ausgewerteten Zeitfensters zunächst steil und dann langsamer
anstieg, um schließlich ein Plateau zu erreichen (Abb. 6.4 und Abb. 7.8). Die-
ser Verlauf kann auf das repetitive Grundmuster der Gesänge zurückgeführt
werden. Nach einer bestimmten Zeit liefern die Antworten auf weitere Sil-
ben keinen zusätzlichen Gewinn mehr für die Unterscheidbarkeit. Die Dauer
des Auswertezeitfenster, ab dem die korrekte Zuordnung sättigte, unterschied
sich jedoch zwischen den untersuchten Neuronen (Abb. 6.4 und Abb. 7.8).
Die lokalen Interneurone erzielten nicht nur insgesamt eine höhere maximale
korrekte Zuordnung, sondern erreichten diese auch zumeist schneller als die
aufsteigenden Interneurone. Bei C. biguttulus war dieser Trend nicht klar zu
erkennen, indem bei drei der vier getesteten lokalen Interneurone die korrekte
Zuordnung ähnlich langsam zunahm wie bei den aufsteigenden Interneuro-
nen. Um diesbezüglich eine Aussage zu treffen, könnte der Datensatz zu klein
sein.
Die Dauer des Signals bestimmt wesentlich die Energie, die der Sender auf-
wenden muss und das Risiko von mithörenden Fressfeinden oder Parasiten
erkannt zu werden (z. B. Belwood und Morris (1987); Lakes-Harlan und Hel-
ler (1992); Stumpner et al. (2007)).
Die Weibchen beantworten Gesänge erst gut, wenn diese eine Mindest-
dauer von 1,2 Sekunden aufweisen (von Helversen, 1972). Daraus lässt jedoch
nicht ohne weiteres die Mindestdauer des Erkennungsprozesses im Nerven-
system ableiten. Die Weibchen könnten den Männchen längere Gesänge ab-
fordern, um durch ein Bluff-resistentes Merkmal ihre Kondition zu testen.
Diese Mindestdauer wäre damit im Zusammenhang der sexuellen Selektion
zu interpretieren (von Helversen und von Helversen, 1994). Die Selektivität
der Weibchen nimmt kurz vor der Eiablage jedoch stark ab, wenn bis dahin
noch keine Paarung erfolgte (Kriegbaum und von Helversen, 1992). Inwieweit
die Weibchen dann auch Gesänge kürzerer Dauer akzeptieren wurde bisher
nicht untersucht.
Hinweise über die Dauer und die Art des Algorithmus des Erkennungsprozes-
ses könnten auch Verhaltensversuche liefern, in denen etwa Lautattrappen,
bestehend aus attraktiven Silben und unattraktiven (z.B. inversen Silben),
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in Kombination und variabler Dauer zu testen wären.
Die Männchen von C. biguttulus erkennen Lautattrappen bereits ab einer
Dauer von 160 bis 250 ms als Weibchengesang (Ronacher und Krahe, 1998).
Auf der Grundlage von Verhaltensversuchen, in denen eine Lautattrappe
durch Rauschen maskiert wurden, ließ sich ein oberes Limit einer zeitlichen
Integration von 450 ms feststellen (Ronacher et al., 2000). Diese Zeitskala
liegt damit im Bereich des Auswertezeitfensters, welches nötig war, um eine
maximale Unterscheidbarkeit der Reskalierten Gesänge bei einzelnen lokalen
Interneuronen zu erreichen. Bei den aufsteigenden Interneuronen trat erst ab
einem ausgewerteten Zeitfenster von ≤ 400 ms eine Sättigung der korrekten
Zuordnung auf, einzelne Neurone benötigten noch deutlich längere Zeitfens-
ter. Auf der Grundlage einer solchen Betrachtung ergibt sich also ein noch
stärkerer Unterschied zwischen der Leistungsfähigkeit der Neurone beider
Verarbeitungsebenen.
Im Vergleich zu den lokalen Interneuronen reagieren die aufsteigenden
Interneurone zumeist mit niedrigeren Spikeraten (Vogel et al., 2005). Die
Unterschiede zwischen den Verarbeitungsebenen könnten somit alleine auf
Spikezahlunterschieden basieren. Betrachtet man jedoch die korrekte Zuord-
nung in Abhängigkeit der ausgewerteten Zahl der Spikes, so zeigt sich, dass
auch auf der Grundlage einer gleichen Anzahl einbezogener Spikes für die
lokalen Interneurone insgesamt eine höher korrekte Zuordnung erreicht wird
(Abb. 6.5 und Abb. 7.8).
Die neuronalen Mechanismen des Erkennungsprozesses sind bei Feldheu-
schrecken unbekannt. Es stellt sich die Frage, wie die hier beschriebene Zeits-
kala zu verstehen ist. Der Prozess beschreibt eine Akkumulation der zur Ver-
fügung stehenden Information. Viemeister und Wakefield (1991) schlugen auf
der Grundlage psychophysischer Experimente ein Modell vor, was nicht einer
einfachen langen Integration, sondern auf im ‚Gedächnis‘abgelegten ‚multi-
ple looks‘basiert, die anschließend kombiniert werden. Narayan et al. (2006)
betrachtete die hier untersuchte Zeitskala im Zusammenhang mit der Inte-
grationszeit der ‚multiple looks‘. Inwieweit eine solche Betrachtung in dem
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hier untersuchten System eine Entsprechung findet, kann nicht beantwortet
werden. Auch wenn dieses Modell viel diskutiert wird, sind bisher nur wenige
Beispiele bekannt, die als physiologische Implementierung verstanden werden
könnten (Alder und Rose, 1998; Edwards et al., 2002, 2007).
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8.2 Kodierung und Unterscheidbarkeit von Am-
plitudenmodulationen
Die Unterscheidbarkeit der Gesänge von Feldheuschrecken wird durch die Fä-
higkeit begrenzt, schnelle Schwankungen der Amplitude in der Spikeantwort
zu repräsentieren und gleichzeitig zeitliche Änderungen auch noch bei gerin-
gen Modulationstiefen zu detektieren. Wegen der hohen Komplexität natür-
licher Signale ist eine eindeutige Beziehung zwischen Stimulus und Antwort
häufig nur schwer herstellbar. In der vorliegenden Studie wurden deshalb zu-
sätzlich künstliche amplitudenmodulierte Signale verwendet, bei denen die
Testgrößen Amplitudenmodulationsfrequenz und Modulationstiefe systema-
tisch variierbar waren.
Ein klassischer Ansatz, die Filtereigenschaften und die Grenzen der zeit-
lichen Auflösung bei auditorischer Neurone zu charakterisieren, besteht in
der Erstellung von Modulationstransferfunktionen. Diese ermöglichen es, der
Frage nachzugehen, ob Information über die Amplitudenmodulation in Form
von synchronisierter Aktivität oder in Form einer Abstimmung der mittle-
ren Spikerate kodiert wird (Eggermont, 1991; Krishna und Semple, 2000;
Lu et al., 2001; Liang et al., 2002; Joris et al., 2004), indem sowohl zeit-
liche Modulationstransferfunktionen (tMTF) als auch Raten-Modulations-
transferfunktionen (rMTF) erstellt werden. Beide Funktionen ließen sich für
unterschiedliche Modulationstiefen bestimmen. Zunächst soll jedoch die Ab-
hängigkeit des Antwortverhaltens von der Modulationsfrequenz bei einer ein-
heitlichen Modulationstiefe von 100% diskutiert werden.
8.2.1 Zeitliche Ankopplung der Spikes an die Stimu-
lusperiode
Die tMTF beschreibt die zeitliche Ankopplung der Spikes an die Stimulus-
periode in Abhängigkeit von der Modulationsfrequenz. Die Güte der An-
kopplung wurde anhand der Vektorstärke, einem Maß aus der Kreistatistik,
quantifiziert (Zar, 1984).
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Die getesteten Zellen der ersten drei Verarbeitungsebenen zeigten ent-
weder eine Tiefpass- oder eine Bandpass-Filtercharakteristik (Abb. 4.2 und
Abb. 4.3). Keiner der beiden Filtertypen war nur exklusiv auf einer Verarbei-
tungsebene zu finden (Abb. 4.4). Auch innerhalb einzelner Zelltypen - den
Rezeptoren, dem lokalen Interneuron BGN1 und dem aufsteigenden Inter-
neuron AN3 - ergab sich ein uneinheitliches Bild. Bei den Rezeptoren zeigte
sich ein Zusammenhang zwischen der jeweils auftretenden Filtercharakteris-
tik und der Spikerate. Die gewählte Reizintensität lag nicht bei allen Rezep-
toren um den gleichen Betrag über der Reaktionsschwelle. Bei einer höheren
relativen Reizintensität kann die Reaktionschwelle bei niedrigen Frequenzen
früher überschritten werden, was eine breitere Verteilung der Spikes innerhalb
der Periode bedingt und zu einer Abnähme der Vektorstärke führt. Die Folge
ist ein Übergang von einer Tiefpass- zu einer Bandpass-Filtercharakteristik.
Ein solcher Effekt zeigte sich auch bei einer Messung der tMTF der Rezep-
toren von L. migratoria bei unterschiedlichen Intensitäten und ebenso bei
Neuronen anderer Systeme (Weschke und Ronacher, 2008; Rees und Palmer,
1989; Krishna und Semple, 2000).
Sowohl beim BGN1 als auch beim AN3 sind große interindividuelle Un-
terschiede im Antwortverhalten bekannt (Stumpner, 1989), die sich in den
beiden auftretenden Filtertypen widerspiegeln könnten. Wie bereits erwähnt,
ist eine besonders hohe Variabilität beim BGN1 aufgrund der mehrfachen
Kopien dieses Zelltyps in jeder Hemisphäre des Ganglions (Römer und Mar-
quart, 1984) nicht verwunderlich. Das AN3 liegt dagegen, wie auch alle ande-
ren aufsteigenden Interneurone, nur einfach vor (Stumpner, 1988). Stumpner
(1989) zeigte, dass die beiden Spiegelbildpartner des AN3 deutlich geringe-
re Abweichungen im Antwortverhalten aufweisen als Vertreter verschiedener
Individuen, was die Frage noch der Entstehung und Bedeutung dieser Varia-
bilität aufwirft.
Um die Vektorstärke auch dann noch beurteilen zu können, wenn un-
terschiedlich viele Spikes innerhalb eines Periodenfensters auftreten, wurde
Rayleighs z berechnet, welches die Vektorstärke mit der Spikerate gewich-
tet (Batschelet, 1965). Alle untersuchten Zellen zeigten, unabhängig vom
233
jeweiligen Filtertyp, bei niedrigen Modulationsfrequenzen gegenüber einem
unmodulierten Reiz noch eine signifikante Ankopplung der Spikes an die
Stimulusperiode, auch wenn die Güte der Ankopplung bereits bei niedrigen
Modulationsfrequenzen unterschiedlich ausfiel.
Die maximal erreichten Vektorstärken nahmen, insgesamt betrachtet, von
den lokalen zu den aufsteigenden Interneuronen ab (Abb. 4.6 A). Dieses
Ergebnis ist vor dem Hintergrund des Antwortverhaltens der verschiedenen
Zelltypen besonders auffällig. Bei einer identische Güte der Ankopplung ist
bei einer phasischen Antwort bei niedrigen Modulationsfrequenzen eine hö-
here Vektorstärke zu erwarten als bei einer tonischen Antwort, da innerhalb
des Periodenhistogramms ein schmalerer Bereich an Klassen besetzt wird.
Das lokale Interneurone TN1 antwortet tonisch, wäre also aufgrund dessen
gegenüber vielen aufsteigenden Interneurone benachteiligt, die eher phasisch
reagieren (Stumpner und Ronacher, 1991). Die Vektorstärke zeigte jedoch
einen gegenteiligen Trend. Offenbar trat die phasische Antwort bei den ge-
testeten aufsteigenden Interneuronen nur sehr unzuverlässig auf.
Von den lokalen zu den aufsteigenden Interneuronen nahm außerdem die
Modulationsfrequenz, bei der eine maximale Ankopplung gemessen wurde,
ab (Abb. 4.6 B). Diese ‚Beste Modulationsfrequenz‘korrelierte bei den loka-
len Interneuronen, ebenso wie bei den Rezeptoren, mit der Spikerate (Abb.
4.7 B). Amplitudenmodulatioden mit dieser Periode lösten offenbar sehr prä-
zise einen oder zwei Spikes aus, was wiederum auch die die hohen Werte der
Vektorstärken bei diesen Zellen erklären dürfte. Ein solcher Zusammenhang
zeigte sich für die gleichen Zelltypen auch in der Studie von Weschke und
Ronacher (2008). Für die Gruppe der aufsteigenden Interneurone konnte da-
gegen kein Zusammenhang zwischen diesen beiden Grössen feststellt werden.
Die Autoren merkten an, dass die geringe Anzahl untersuchter Zellen mit
sehr verschiedene Eigenschaften sich limitierend ausgewirkt haben könnte.
Die beste Modulationsfrequenz hing jedoch auch in der vorliegenden Studie
bei den aufsteigenden Interneuronen nicht von der Spikerate ab.
Ein Abfall der zeitlichen Ankopplung der Spikes an die Stimulusperiode ist
bei hohen Modulationsfrequenzen aufgrund der physiologischen Eigenschaf-
ten von Neuronen zwangsläufig. Verhaltensstudien zeigen, dass die Weibchen
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von C. biguttulus über ein sehr hohes zeitliches Auflösungsvermögen verfü-
gen: selbst Lücken, die eine Dauer von nur 2 bis 3 ms aufweisen, können noch
detektiert werden (von Helversen, 1979; von Helversen und von Helversen,
1997). Diese Leistung spiegelt sich in einer weitreichenden Synchronisation
der Spikeantworten der Rezeptoren mit der Stimulusperiode wider (Prinz
und Ronacher, 2002).
Ein wichtiges Ergebnis der vorliegenden Studie war, dass sich das zeit-
liche Auflösungsvermögen auf der Grundlage einer Ankopplung an die Sti-
mulusperiode deutlich zwischen einzelnen Zelltypen bzw. Verarbeitungsebe-
nen unterschied (Abb. 4.6 C). Während die lokalen Interneuronen insgesamt
noch eine ähnlich hohe Auflösung erzielten wie die Rezeptoren, trat bei den
aufsteigenden Interneuronen schon bei deutlich niedrigeren Modulationsfre-
quenzen die Abnahme der zeitlichen Ankopplung auf. Die Grenzfrequenzen
der lokalen Interneurone lagen zwischen 80 und 200 Hz, die der aufsteigen-
den Interneuronen, abgesehen von einer Ausnahme, im Bereich von 25 bis
80 Hz. Ein hochsignifikante Abnahme wird auch anhand anderer abgeleite-
ter Kenngrößen, wie der Abbruchfrequenz und der Grenze einer signifikanten
Ankopplung der Spikes sichtbar.
Diese Kenngrößen verdeutlichten allerdings auch, dass bereits die loka-
len Interneurone bezüglich ihrer Fähigkeit zeitliche Änderungen abzubilden,
nicht als homogene Gruppe zu sehen sind. Das lokale Interneuron TN1 er-
reichte etwa, ebenso wie die Rezeptoren, selbst noch bei einer Modulations-
frequenz von 500 Hz eine signifikante Ankopplung der Spikes an die Stimu-
lusperiode. Beim BGN1 wurde das Signifikanzniveau bereits bei Modulati-
onsfrequenzen von 125 bis 333 Hz unterschritten. Auch zwischen den aufstei-
genden Interneuronen fielen Unterschiede auf. Die Verteilungen der Vertreter
einzelner Zelltypen waren zumeist jedoch sehr breit und beinhalteten nur we-
nige Individuen, was eine Beurteilung erschwert. Festgehalten werden kann
lediglich, dass vom AN11 das höchste zeitliche Auflösungsvermögen erreicht
wurde.
Das zeitliche Auflösungsvermögen kann durch die Spikerate limitiert werden.
Inwieweit lassen sich die gemessenen Unterschiede im zeitlichen Auflösungs-
vermögen auf die Spikeraten der Zellen zurüchführen? Als Kenngröße des
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zeitlichen Auflösungsvermögens wurde wiederum die Grenzfrequenz betrach-
tet. Wie bereits für die Rezeptoren beschrieben (Prinz und Ronacher, 2002),
konnte auch für die Zellen der nächsten beiden Verarbeitungsebenen kein
signifikanter Zusammenhang zwischen der Grenzfrequenz und der mittleren
Spikerate festgestellt werden (Abb. 4.7 B). Die Regressionsgeraden der drei
Verarbeitungsebenen verliefen weitgehend parallel zueinander - die Unter-
schiede in den Grenzen der zeitlichen Ankopplung sind also nicht alleine auf
die Spikeraten zurückzuführen.
Inwieweit zeigen diese Ergebnisse Parallelen zu andern auditorischen Sys-
temen?
Akustischen Signalen, die in der Natur auftreten, ist gemein, dass sie häu-
fig komplexe zeitliche Strukturen aufweisen, die sowohl langsame als auch
schnelle Änderungen der Signalamplitude beinhalten. Eine Vielzahl von Stu-
dien an Vertebraten zeigt von der Peripherie zu höheren Verarbeitungsebenen
eine Abnahme der Modulationsfrequenzen, bei denen noch eine zeitliche An-
kopplung der Antwort auftritt. Dieses Phänomen ließ sich sowohl bei Anuren
(Rose und Capranica, 1985) als auch bei Vögeln (Hill et al., 1989; Gleich
und Klump, 1995; Keller und Takahashi, 2000; Woolley und Casseday, 2005)
und Säugetieren (Rhode und Greenberg, 1994; Frisina et al., 1990; Rees und
Møller, 1983; Rees und Palmer, 1989) beschreiben. So zeigen etwa Neurone
des Nucleus cochlearis höhere Abbruchfrequenzen der tMTF als Neurone des
Colliculus inferior (Joris et al., 2004). Ein noch größerer Unterschied zwi-
schen diesen beiden Verarbeitungsebenen findet sich jedoch hinsichtlich der
Abstimmung der Spikerate auf bestimmte Modulationsfrequenzen innerhalb
eines großen Zeitfensters, was keinem Bezug zur momentanen Änderung der
Amplitudenmodulation aufweist. Während die Neurone des Nucleus cochlea-
ris nicht oder nur kaum mit einer Änderung der Spikerate bei verschiedenen
Modulationsfrequenzen reagieren, ist im Colliculus inferior eine starke Ab-
hängigkeit der Spikerate von der getesteten Modulationsfrequenz zu beob-
achten (Krishna und Semple, 2000).
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8.2.2 Änderung der Spikerate mit der Modulationsfre-
quenz
Die Analyse der Abhängigkeit der Spikerate von der Modulationsfrequenz
in einem langen Zeitfenster erbrachte drei Ergebnisse, die besonders bemer-
kenswert sind. Erstens zeigten von den untersuchten Neuronentypen nur die
Rezeptoren und das lokale Interneuron TN1 eine gleichbleibende Spikera-
te. Alle anderen Neuronen ließen entweder Tiefpass- (nur bei einem Neuron
eine Bandpass-) oder Bandstopp-Charakteristika erkennen, wobei letzterer
Filtertyp ausschließlich auf der Ebene der aufsteigenden Interneurone auf-
trat (Abb. 4.2, Abb. 4.3 und Abb. 4.4). Zum zweiten fiel die maximale Än-
derung der Spikerate im getesteten Bereich der Modulationsfrequenzen nur
beim AN4 konsistent sehr hoch aus, während alle anderen Neuronentypen
schwächere und auch recht variable Filtereigenschaften zeigten. Der drit-
te und vielleicht für mögliche Schlussfolgerungen wichtigste Punkt betrifft
den dynamischen Bereich. Die Änderung der Spikerate vollzog sich bei einer
Tiefpass-Filtercharakteristik mehrheitlich in einem sehr breiten Bereich und
zeigte für die einzelnen Filtertypen keine systematische Staffelung (Abb. 4.5).
Bevor erörtert wird, welche Implikationen sich aus diesen Resultaten für die
Informationsverarbeitung ergeben, stellt sich zunächst jedoch die Frage, wel-
che neuronalen Mechanismen für eine Abhängigkeit der Spikerate von der
Modulationsfrequenz verantwortlich sein könnten.
Neuronale Mechanismen
Eine Reihe von neuronalen Eigenschaften, wie etwa Membraneigenschaften,
Dauern synaptischer Potenziale oder auch synaptische Platitizität, operie-
ren auf der gleichen Zeitskala, auf der sich Änderungen akustischer Signale
bewegen und liefern daher vielfältige Möglichkeiten der Signalverarbeitung.
Bei der Frage nach den neuronalen Mechanismen, die spezifische Filtercha-
rakteristika entstehen lassen, müssen zusätzlich die zeitlichen Interaktionen
exzitatorischer und inhibitorischer Eingänge einbezogen werden.
Sowohl die Intensitätscharakteristik als auch Reaktionen auf zeitliche Mus-
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ter lassen erkennen, dass alle Neurone, die eine Tiefpass oder Bandpass-
Filtercharakteristik aufwiesen, sowohl exzitatorische als auch inhibitorische
Eingänge erhalten (Stumpner und Ronacher, 1991; Stumpner et al., 1991).
Die am stärksten ausgeprägteste Filtercharakteristik zeigte das AN4, in Form
eines Bandstop-Filters. Diese Reaktion lässt sich auf eine der Exzitation
vorlaufende Inhibition zurückführen (Ronacher und Stumpner, 1988; Franz,
2004). Das durch jede Amplitudenmodulation erneut ausgelöste IPSP (vgl.
Abb. 6.25) bedingt eine Abnahme der Spikerate mit zunehmender Modulati-
onsfrequenz, da die Dauer der einzelnen Modulationen nicht mehr ausreicht,
um die Inhibition zu überwinden. Die Spikerate steigt bei höheren Modula-
tionsfrequenzen wieder an, da die Pausen zu kurz werden, um die Inhibition
zuverlässig auszulösen. Die Exzitation setzt sich zunehmend durch. Welche
Neurone als präsynaptische Elemente des AN4 agieren ist unklar. Aufgrund
der zeitlichen Präzision der Inhibition wird angenommen, dass diese ver-
mutlich nur durch eine Zelle vermittelt wird oder durch zwei, die allerdings
extrem synchronisiert reagieren müssten (Stumpner, 1988).
Das AN3 und das AN11 ließen ebenfalls Bandstop-Filter erkennen - mögli-
cherweise sind hierfür ähnliche Mechanismen zuständig wie beim AN4. Zu-
mindest in den Antworten des AN3 zeigten sich auch vorlaufende Inhibitio-
nen, allerdings werden diese offenbar unzuverlässiger und schwächer vermit-
telt (Stumpner, 1988). Dies könnte der Grund für die sehr viel abgeschwäch-
tere Bandstop-Filtercharakteristik sein. Interessant erscheint, dass nicht alle
Vertreter des AN3 in der Art eines Bandstop-Filters reagierten, sondern ei-
nige auch einen Tiefpass-Filter aufwiesen. Beide rMTF-Filter traten in einer
konsistenten Kombination mit tMTF-Filtern auf (Bandstop/Bandpass und
Tiefpass/Tiefpass, vgl. Abb. 4.4).
Im medialen Kern der oberen Olive von Fledermäusen konnte gezeigt
werden, dass für die Tiepass-Eigenschaften der Neurone eine gegenüber der
Exzitation verzögert auftretende Inhibition von Bedeutung sein kann (Gro-
the, 1994; Grothe und Sanes, 1994). Verzögerte Inhibitionen konnten bei
den in der vorliegenden Studie untersuchten Neuronen bisher nicht identi-
fiziert werden. Es ist allerdings nicht ausgeschlossen, dass auch eine solche
zeitliche Beziehung existiert. Ein Nachweis würde eine Erweiterung der bis-
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her angewandten Methoden erfordern. Zum einen wären Strominjektionen
notwendig, um intrinsische Eigenschaften von Netzwerkeigenschaften sepa-
rierbar zu machen. Durch den Einsatz pharmkologischer Substanzen ließen
sich inhibitorische Eingänge ausschalten. Ebenso könnten auch Modellrech-
nungen Hinweise liefern, worauf die Unterschiede des AN3 basieren, zumal
potentiell eher wenige Parameter abweichende Werte aufweisen sollten (vgl.
Llano und Feng (2000)).
Das AN1, welches ebenfalls Tiefpass-Eigenschaften zeigte, erhält erregen-
de Eingänge vom BGN1 (Marquart, 1985a; Franz, 2004). Da die Filterei-
genschaften dieser beiden Zellen zwischen einzelnen Vertretern vergleichbar
waren, erscheint es denkbar, dass in diesem Fall Filtereigenschaften einfach
weitergereicht werden. Die Frage nach deren Entstehung würde dadurch na-
türlich nur um eine Verarbeitungsebene verschoben werden. Das AN1 erhält
zusätzlich auch erregende Eingänge vom SN2 und vom TN2. Während letz-
tere Zelle in der vorliegenden Studie nicht untersucht wurde, zeigte das SN2
ebenfalls eine Tiefpass-Filtercharakteristik. Angemerkt sei außerdem, dass
eine hemmende synaptische Verbindung zwischen dem SN1 und dem AN1
nachgewiesen wurde (Marquart, 1985a). Diese Inhibition dürfte sich aller-
dings nur wenig ausgewirkt haben, da sie erst bei höheren Reizintensitäten
wirksam werden sollte. Dieses Beispiel zeigt, welch vielfältige Interaktions-
möglichkeiten sich aufgrund der Vernetzung bereits auf dieser Verarbeitungs-
ebene der auditorischen Bahn ergeben können.
Lediglich ein Vertreter des SN1 ließ eine Bandpass-Filter erkennen. Dieses
Verhalten war bei einem zweiten untersuchten Vertretern nur sehr schwach
ausgeprägt, so dass diese Zelle, auf der Grundlage der gewählte Kriterien, als
Allpass-Filter eingestuft wurde. Für das SN1 wurden Mehrlingsneurone be-
schrieben (Marquart, 1985a). Damit kann nicht ausgeschlossen werden, dass
die Abweichungen aus der Betrachtung verschiedener ‚Varianten‘resultierte.
Für Neurone des Inferior colliculus wurde ein Modell vorgeschlagen, bei
dem ein Bandpass der rMTF aus einer Koinzidenzdetektion synchronisier-
ter exzitatorischer Eingänge resultiert (Hewitt und Meddis, 1994). In die-
sem Modell wird angenommen, dass ein nachgeschaltetes Neuron dann am
stärksten antwortet, wenn die Eingänge maximal synchronisiert sind und da-
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mit das Maximum der Input-tMTF in ein Maximum der rMTF konvertiert.
Die beste Modulationsfrequenz, zumindest einiger getesteter Rezeptoren, kor-
respondierte mit der besten Modulationsfrequenz der rMTF des SN1, was
ein solches Modell auch für das hier untersuchte System möglich erscheinen
lässt. Diese Hypothese wird durch die beschriebene starke Synchronisation
der Spikeantworten der Rezeptoren bei einer Stimulation mit zeitlich struk-
turierten Signalen unterstützt (Ronacher und Römer, 1985; Lang, 1996).
Studien von Fortune und Rose (1997, 2000) im Torus semicircularis des Elek-
trischen Fischs Eigenmannia zeigen, dass nicht nur Netzwerkeigenschaften
sondern auch passive und aktive Membraneigenschaften sowie synaptische
Plastizität die Filtereigenschaften von Neuronen entscheidend beeinflussen
können. Auch diese Ebene der Betrachtung könnte einen wichtigen Beitrag
zum Verständnis der hier beschriebenen Filtereigenschaften liefern.
Bedeutung der Ratenfilter für die Informationsverarbeitung
Zwei Faktoren sind wichtig, wenn man den Beitrag von Ratenfiltern für
die Informationsverarbeitung abschätzen will: die Stärke der Änderung der
Spikerate und der Frequenzbereich, in dem sie sich vollzieht. Im Fall einer
starken Änderung der Spikerate und einem kleinem dynamischem Bereich
(Abb. 4.5) kann zwar eine gute Unterscheidbarkeit der Modulationsfrequen-
zen erreicht werden, jedoch auf Kosten des Gesamtbereichs, der dem System
zur Verfügung steht. Der Bereich ließe sich erweitern, wenn die Information
mehrerer Neurone einbezogen wird, die gestaffelte Filter aufweisen. Eine sol-
che Vorstellung entspricht einem Filterbankmodell und wurde auf der Grund-
lage von Untersuchungen an Katzen für den Colliculus inferior vorgeschla-
gen (Langner, 1992). Neurone dieser Verarbeitungsebene zeigen Bandpass-
Eigenschaften, wobei einzelne Neurone eine scharfe Abstimmung auf be-
stimmte unterschiedliche Modulationsfrequenzbereiche aufweisen (Langner
und Schreiner, 1988). Die aufsteigenden Interneurone der Feldheuschrecken
vermittelten ein anderes Bild: sie zeigten entweder Tiefpass- oder Bandstop-
Filtereigenschaften und die Änderung der Spikerate vollzog sich für die meis-
ten Zelltypen in einem sehr ähnlichen Bereich (Abb. 4.3 und Abb. 4.5). Dieses
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Verhalten bedingt, dass ein nachgeschaltetes System bestimmte Modulations-
frequenz nicht eindeutig von einer vermittelten Spikerate ableiten kann, wie
es für eine Filterbank der Fall wäre. Angemerkt sei außerdem, dass die Neuro-
ne, abgesehen vom AN4, zumeist nur eine sehr schwache Filtercharakteristik
aufwiesen. Je flacher eine Filterkennlinie ist, desto längere müsste ein nach-
geschaltetes Neuron integrieren, um verschiedene Amplitudenmodulationen
anhand der Spikerate unterscheiden zu können. Da sensorische Systeme auf
eine möglichst schnelle Erkennung ausgerichtet sein sollten, wirkt sich dies
limitierend aus.
Die Unterdrückung der Spikeantwort des AN4 tritt in einem Bereich auf, der
weitgehend der Amplitudenmodulation einzelner Pulse einbeinig singender
Männchen von C. biguttulus entspricht. Dieses bereits durch eine Störpausen-
variation beschriebene Verhalten (Stumpner, 1988; Franz, 2004) könnte eine
Lückendetektion ermöglichen (vgl. Ronacher und Stumpner (1988)). Es wäre
denkbar, dass sich die Bandstop-Filtercharakteristik des AN3 hierbei unter-
stützend auswirkt, da die minimalen Spikeraten in einem ähnlichen Bereich
auftraten wie beim AN4. (Für das AN11 kommt dies aufgrund der abwei-
chenden Intensitätsabhängigkeit der Antwort kaum in Frage (vgl. Stumpner
und Ronacher (1991)). Um jedoch eine eindeutige Information über diesen
Musterparameter zu liefern, müsste zumindest ein zweites Neuron als Inten-
sitätsreferenz in die Auswertung mit einbezogen werden.
Betrachtet man jedoch natürliche Signale, so stellt sich die Situation komple-
xer dar, insofern Überlagerungen verschiedener Modulationsfrequenzen auf-
treten. So enthält etwa der Gesang eines einbeinig singenden Männchens (vgl.
Abb. 6.25) nicht nur Modulationsfrequenzen von 70 Hz (durch Lücken inner-
halb der Silben) sondern auch Modulationsfrequenzen von etwa 10 Hz (bei
einem Silben-Pausen Muster von 80 zu 20 ms). Das AN4 reagierte auf die
Gesänge einbeinig singender Männchen trotz der enthaltenden effektiven Mo-
dulationsfrequenz von 10 Hz (Abb. 4.3: AN45) mit einer stark abgesenkten
Spikerate (Abb. 6.25). Um die Bedeutung der Filter-Eigenschaften der Zel-
len im natürlichen Kontext zu verstehen, wären demnach weitere Analysen
notwendig, wobei nicht nur die Modulationsfrequenzen sondern auch ande-
re Parameter, die offenbar für die Bewertung von entscheidener Bedeutung
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sind, wie etwa die Ansteigssteilheit und der Duty-Cycle einbezogen werden
müssen (Franz, 2004).
Verhaltensversuche zeigen, dass die Analyse und Bewertung eines Gesangs
nicht auf der Frequenzebene sondern auf der Zeitebene erfolgt (von Helver-
sen und von Helversen, 1998; Schmidt et al., 2008). Auch die Ergebnisse
der neurophysiologischer Untersuchungen von Schmidt (2007) und Clemens
(2007) lassen eine Frequenzanalyse als sehr unwahrscheinlich erscheinen. Im
Vergleich zu Vertebraten sind die zur Verfügung stehenden Kapazitäten des
auditorischen Systems der Feldheuschrecken sehr begrenzt - dass in diesem
System primär die zeitliche Struktur der Muster analysiert wird, überrascht
von daher nicht.
8.2.3 Unterscheidbarkeit sinusförmig amplitudenmodu-
lierter Stimuli
Modulationstransferfunktionen quantifizieren die Stärke der zeitlichen An-
kopplung bzw. die Spikerate in Abhängigkeit von der Modulationsfrequenz -
inwieweit einzelne Amplitudenmodulationen auf der Grundlage der Antwor-
ten noch unterscheidbar sind, lässt sich hieraus jedoch nur bedingt ableiten.
Eine Unterscheidbarkeit wird wesentlich durch die Zuverlässigkeit der Ant-
wort limitiert. Dieser Aspekt lässt sich aus den Modulationstransferfunktio-
nen nicht ablesen. Ebenso wenig ist gesichert, dass die Zeitfenster in denen
das Auftreten von Spikes für die Erstellung der MTF bewertet wird, die
Periodendauern bzw. die komplette Stimulusdauern, tatsächlich von einem
nachgeschalteten System genutzt werden (Joris et al., 2004; Malone et al.,
2007).
Um der Frage nach einer Unterscheidbarkeit der Amplitudenmodulatio-
nen nachzugehen, wurden die Antworten auf die Amplitudenmodulationen
unterschiedlicher Frequenz auf der Grundlage metrischer Spiketrain-Distanzen
klassifiziert2.
2 Dieser Teil basiert auf Wohlgemuth und Ronacher (2007)
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Alle untersuchten Neurone zeigten bezüglich der korrekten Zuordnung Tiefpass-
Eigenschaften (Abb. 5.5). Die korrekte Zuordnung der Antworten auf niedrige
Modulationsfrequenzen korrespondiert damit in vielen Fällen nicht mit den
gemessenen Vektorstärken. Ein Vertreter des AN3 zeigte etwa in der tMTF
eine Bandpass-Filtercharakteristik und die Vektorstärke lag bei einer Modu-
lationsfrequenz von 10 Hz nur bei 0,05 - trotzdem wurden die Antworten auf
diese Modulationsfrequenz zu 100% korrekt zugeordnet. Umgekehrt erreichte
hier ein AN1 eine hohe Vektorstärke von 0,7, jedoch nur eine korrekte Zu-
ordnung der Antworten von 70% (vgl. Abb. 4.3).
Die Grenzfrequenzen der korrekten Zuordnung wiesen deutliche Unterschie-
de zwischen den einzelnen Zelltypen auf. Während sich die Antworten der
Rezeptoren und der lokalen Interneurone TN1 und SN1 auf Modulations-
frequenzen von über 150 Hz noch nahezu perfekt zuordnen ließen, war dies
bei den aufsteigenden Interneurone nur bis hin zu Modulationsfrequenzen
von ≤83 Hz der Fall. Das lokale Interneuron BGN1 nahm diesbezüglich ein
Zwischenstellung ein. In den Grenzfrequenzen der korrekten Zuordnung spie-
geln sich bei den meisten Neurone die über die Vektorstärke quantifizierten
Grenzen der zeitlichen Ankopplung wieder. Einzelne Neurone ließen jedoch
auch hier Abweichungen erkennen (Abb. 5.18), die im Zusammenhang mit
Änderungen der Spikeraten und der Zuverlässigkeit der Antworten stehen
dürften.
Betrachtet man die über alle Modulationsfrequenzen erreichte korrekte Zu-
ordnung der Spiketrains, so zeigen sich für die aufsteigenden Interneurone
nicht nur niedrigere Werte als für die lokalen Interneurone, sondern für die-
se Leistung werden längere Auswertezeitfenster bzw. mehr Spikes benötigt
(Abb. 5.8 und Abb. 5.9). Innerhalb der aufsteigenden Interneurone erzielten
die richtungskodierenden Interneurone die geringste Unterscheidbarkeit, was
die funktionellen Bedeutung dieser Zellen in einem anderen Kontext als Mus-
terverarbeitung entspricht (Ronacher et al., 1986; Ronacher und Stumpner,
1993; Hennig et al., 2004).
Welche Schlussfolgerungen lassen sich aus diesen Ergebnissen ziehen?
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Die Klassifikation der Antworten der aufsteigenden Interneurone vermittelt
auf den ersten Blick den Eindruck, dass einem nachgeschaltetes System kei-
nerlei Information mehr über das Vorhandensein von Modulationsfrequenzen
≤ 83 Hz zur Verfügung steht (Abb. 5.3). Tatsächlich ließen sich die einzelnen
hohen Modulationsfrequenzen anhand der Antworten nicht mehr perfekt un-
terscheiden. Allerdings wurde hier ein anderes Klassifikationsschema sichtbar
(vgl. Abb. 5.4): die Antworten des AN4 auf MF von 83 bis 167 Hz wurden zu
einer distinkten Klasse zusammengefügt, die sich sowohl gegenüber niedri-
geren als auch gegenüber höheren Moduationsfrequenzen abgrenzen ließ. Im
Vergleich zur Peripherie vollzieht sich hier also eine sehr viel gröbere Eintei-
lung, die sich natürlich als Informationsverlust werten lässt, den letztendli-
chen Anforderungen an das System und einer kostengünstigen Übertragung
(Laughlin et al., 1998; Schreiber et al., 2002) aber möglicherweise gerechter
wird.
8.3 Der Einfluß der Modulationstiefe
Eine Reihe von natürlichen Signalen weisen nur relativ kleine Schwankungen
der Amplitudenmodulationen auf - sofern diese noch relevante Information
tragen, sollte ein auditorisches System eine eine entsprechende Empfindlich-
keit aufweisen. Auch innerhalb der Silben des Gesangs der Männchen von
C. biguttulus treten im Normalfall nur relativ geringe Modulationstiefen auf.
Zwar lassen die Auf- und Abbewegungen der Hinterbeine einzelne Pulse ent-
stehen, deren Pausen werden jedoch durch eine Phasenverschiebung der Stri-
dulationsbewegungen beider Hinterbeine verschmiert. Die ‚Pausen‘zwischen
den Silben sind ebenfalls nicht völlig lautlos sondern mehr oder weniger stark
verrauscht, da die Tiere mit einem Hinterbein weiter stridulieren (Elsner,
1974). Beide Merkmale, die Modulationstiefe innerhalb der Silbenpausen und
die Modulationstiefe innerhalb der Silben, werden von den Weibchen bewer-
tet (Kriegbaum, 1989; Balakrishnan et al., 2001).
Berücksichtigt werden muss auch, dass die effektiven Modulationstiefen des
Signals im natürlichen Habitat durch externe Rauschquellen und degradie-
rende Einflüsse, wie Streuung und Reflexion, mit zunehmender Entferung
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stark reduziert werden (Lang, 2000).
Indem die Modulationstiefe der sinusförmigen Amplitudenmodulationen
variiert wurde, konnte die Empfindlichkeit der Neurone gegenüber diesem
Signalparameter charakterisiert werden. Als Messgröße wurde die Modulati-
onstiefe bestimmt, bei der erstmals eine signifikante Ankopplung der Spikes
an die Stimulusperiode auftrat (Viemeister, 1979).
Die lokalen Interneurone SN1, SN2 und TN1 zeigten mit einer minimalen
Modulationsschwelle (MMS) von zum Teil unter -35 dB, was einer Modula-
tion von weniger als 2% entspricht, eine extrem hohe Empfindlichkeit gegen-
über Schwankungen der Amplitude (Abb. 4.13). Solche hohen Werte wurden
in Verhaltensstudien nur für wenige Systeme, wie etwa die Schleiereule, be-
schrieben (Dent et al., 2002).
Von diesen lokalen zu den aufsteigenden Interneuronen war eine Abnahme
der Empfindlichkeit zu verzeichnen. So lag die MMS bei letzteren mehrheit-
lich bei -20 dB. Prinz und Ronacher (2002) beschrieben für die Rezeptoren
von L. migratoria eine vergleichbare Empfindlichkeit für Amplitudenmodu-
lationen, wobei einzelne Rezeptoren jedoch auch Werte zwischen -27 und -32
dB erreichten.
Die Zunahme der MMS von den Rezeptoren zu den lokalen Interneuronen
deutete Franz (2004) als Resultat einer konvergenten Verschaltung. Zwischen
den nächsten beiden Verarbeitungsebenen ist aufgrund der etwa ähnlichen
Anzahl der Elemente von einer weniger stark ausgeprägten Konvergenz aus-
zugehen - die Empfindlichkeit blieb hier jedoch nicht konstant, sondern nahm
ab. Ein möglicher Grund könnte darin bestehen, dass alle betrachteten auf-
steigenden Interneurone nicht nur exzitatorische sondern auch inhibitorische
Eingänge erhalten und komplexere Intensitätsabhängigkeiten der Antworten
aufweisen (vgl. Stumpner und Ronacher (1991)).
In der Literatur wurde ein Trade-Off zwischen der minimalen Modula-
tionsschwelle und dem zeitlichen Auflösungsvermögen von Neuronen pos-
tuliert. Für die hier untersuchten Neurone ließ sich ein derartiger Zusam-
menhang nicht feststellen. Die Befunde aus verschiedenen Systemen sind
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diesbezüglich allerdings auch nicht einheitlich. Während in einigen Studien
ein Zusammenhang zwischen der Empfindlichkeit und dem zeitlichen Auflö-
sungsvermögen der Neurone nachgewiesen wurde (Dooling und Searcy, 1981;
Dunia und Narins, 1989; Viemeister, 1979), trat in anderen keine derartige
Korrelation auf (Gleich und Klump, 1995; Prinz und Ronacher, 2002; Franz,
2004).
Neben der Abhängigkeit der zeitlichen Ankopplung der Spikes von der
Modulationstiefe sollte außerdem der Frage nachgegangen werden, welchen
Einfluss diese Testgröße auf die Stärke der Änderung der Spikerate hat. Da-
zu wurde die rMTF für die verschiedenen Modulationstiefen erstellt. Anhand
eines Schwellenkriteriums ließ sich quantifizieren, welche Modulationstiefen
notwendig waren, um in dem getesteten Bereich der Modulationsfrequenzen
eine Änderung der Spikerate zu bedingen.
Zwei Ergebnisse erscheinen hier besonders bemerkenswert (Abb. 4.12): Ers-
tens, für die Mehrzahl der Zellen traten erst bei Modulationstiefen von über
50% eine signifikante Änderungen der Spikerate auf, und zweitens, ließ sich
bezüglich dieser Kenngröße kein systematischer Unterschied zwischen den
einzelnen Zelltypen feststellen. Die Mechanismen, die eine Änderung der
Spikerate mit der getesteten Modulationsfrequenz bedingen können, werden
offenbar erst bei starken Schwankungen der Amplitude wirksam. Betrach-
tet man diese Filtereigenschaften als Resultat eines sehr präzisen zeitlichen
Zusammenspiels von Inhibitionen und Exzitationen, so könnten sich hier be-
reits die Eigenschaften der Rezeptoren limitierend auswirken. Machens et al.
(2001b) zeigten für die Rezeptoren, dass Stimuli mit kleinen Modulations-
tiefen zu einem geringeren Signal-Rausch-Verhältnis führen als Stimuli, die
große Modulationstiefen aufweisen (siehe auch Rokem et al. (2006)). Die
Autoren schlussfolgerten, dass die im Verhalten beobachtete Ablehnung der
Weibchen gegenüber einbeinig singenden Männchen (Kriegbaum und von
Helversen, 1992), nur auf der Grundlage der Auswertung eines im Nahbe-
reich produzierten Gesangs erfolgen kann, da die Lücken mit zunehmender
Entfernung zu stark maskiert werden. Unter der Annahme, dass die Lücken-
detektion durch die Filtereigenschaften des AN4 vermittelt wird (Stumpner,
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1988), kann diese Hypothese durch die vorliegenden Ergebnisse gestützt wer-
den. Hinweise könnten diesbezüglich Verhaltensversuche an den Weibchen
liefern, bei denen der Einfluss von Rauschen auf die Attraktivität von Ge-
sängen einbeinig singender Männchen untersucht wird.
Inwieweit decken sich die Ergebnisse der Auswertung der tMTF und der
rMTF bei unterschiedlichen Modulationstiefen mit einer Analyse der Unter-
scheidbarkeit bei unterschiedliche Modulationstiefen?
Die bereits erörterten Resultate spiegelten sich auch hier wider (Abb. 6.23).
Zwischen den einzelnen Zelltypen wurden deutliche Unterschiede in dem Aus-
maß der Abnahme der korrekten Zuordnung mit abnehmender Modulati-
onstiefe sichtbar. Gleichzeitig reduzierte sich die Unterscheidbarkeit auf der
Grundlage von Spikezahlunterschieden besonders stark. Neben den Modulati-
onsfrequenz ist die Modulationstiefe eines Stimulus für die hier untersuchten
Neurone offenbar von entscheidender Bedeutung für deren Filtereigenschaf-
ten.
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8.4 Optimale zeitliche Auflösung und Varia-
bilität der Spikeantworten
Eine Reihe von Studien widmet sich der Frage, ob das präzise zeitliche Auf-
treten von Spikes oder die durchschnittliche Spikerate genutzt wird, um In-
formation über einen Stimulus zu übertragen (Softky und Koch, 1993; Rieke
et al., 1997; Shadlen und Newsome, 1998). Diese Frage lässt sich häufig nicht
eindeutig beantworten, zum Teil wegen möglichen Doppeldeutigkeiten der Er-
gebnisse, die es erschweren, zwischen beiden Hypothesen zu unterscheiden.
Ein nützlicher Ansatz mag darin bestehen, die Zeitskala zu bestimmen, die
geeignet ist, um neuronale Signale in Antwort auf verhaltensrelevante Stimuli
auszulesen (de Ruyter van Steveninck und Bialek, 1988; Rieke et al., 1997;
Chichilnisky und Kalmar, 2003; Narayan et al., 2006). Die Spiketrain-Metrik
definiert über den freien Parameter τ die zeitliche Auflösung der Auswertung
von Spiketrains und erlaubt damit die Unterscheidbarkeit bei unterschied-
lichen Werten zu analysieren. Abhängig von τ bewegt sich das Distanzmaß
zwischen dem Extrem eines Koinzidenzdetektors, für τ→0 und einer reinen
Spikezahlunterscheidung, für τ→∞ (van Rossum, 2001). Für die Rezeptoren
wurde eine für die Unterscheidbarkeit der Gesänge optimale zeitliche Auflö-
sung der Spiketrains von 2-10 ms gemessen (Machens, 2002). Diese Zeitskala
ist offenbar lang genug, um Rauschen bedingt durch den Jitter der Spikezeit-
punkte herauszumitteln und gleichzeitig kurz genug, um einen signifikanten
Verlust der zeitlichen Struktur zu unterbinden. Für einige lokalen Interneuro-
ne (TN1, SN1, SN3 und SN4) ergab sich ein sehr ähnlicher optimaler Bereich
der zeitlichen Auflösung wie für die Rezeptoren, bei den lokalen Interneuro-
nen SN2 und BGN1 war eine leichte Verschiebung des minimalen τ zu hö-
heren Werten zu verzeichnen. Insgesamt kann festgehalten werden, dass die
zeitliche Struktur des Spiketrains der lokalen Interneurone offenbar noch ei-
ne nahezu optimale Dekodierung des Amplitudenverlaufs des Signals erlaubt.
Für die aufsteigenden Interneuronen wurden insgesamt betrachtet signifikant
höhere minimale τ -Werte gemessen (τmin : Abb. 6.6, 7.9 und Tab. 7.2).
Die optimale zeitliche Auflösung kann durch die Präzision des zeitlichen Auf-
tretens der Spikes limitiert werden. Vogel et al. (2005) zeigten, dass die
248
Antwortvariabilität von den lokalen zu den aufsteigenden Interneuronen zu-
nimmt. Diese Beobachtung passt zwar zu der hier beschriebenen Zunahme
der optimalen zeitlichen Auflösung, jedoch kann ein direkter Zusammenhang
aus zwei Gründen nur bedingt hergestellt werden. Erstens, nutzten Vogel
et al. (2005) Stimuli mit konstanter Amplitude. In der Literatur wird oft-
mals postuliert, dass sich die Art des getesteten Reizes im Sinne seiner Ef-
fektivität positiv auf die Zuverlässigkeit der Antwort auswirkt (Rieke et al.,
1997). Die Ergebnisse sind diesbezüglich jedoch nicht immer übereinstim-
mend (vgl. de Ruyter van Steveninck et al. (1997) und Warzecha und Egel-
haaf (1999)), zumal selbst ein konstanter Stimulus unterschiedlich präsentiert
werden kann. Um den von Vogel et al. (2005) beobachteten Unterschied zwi-
schen den Verarbeitungsebenen auszugleichen, müsste die Effektivität der
getesteten Gesänge für die Zellen grundsätzlich gegensätzlich sein, was auf-
grund der hirachischen Informationsverarbeitung sehr unwahrscheinlich ist.
Ein zweiter Punkt ist für eine Vergleichbarkeit allerdings durchaus kritisch.
Die Unterschiede zwischen den Verarbeitungsebenen bezogen sich vor allem
auf die Interspike-Intervall-Variabilität im Verlauf einer Reizdarbietung. Für
die Analyse der vorliegenden Studie ist jedoch die trial-to-trial Variabilität
ausschlaggebend. Vogel et al. (2005) quantifizierten diesbezüglich die Varia-
bilität der Spikezahlen anhand des Fanofaktors und zeigten, dass die aufstei-
genden gegenüber den lokalen Interneuronen eine signifikant höhere Antwort-
variabilität aufweisen. Dieser Unterschied basiert allerdings auf einer höheren
Spikezahl-Variabilität der richtungskodierenden aufsteigenden Interneurone
- die musterkodierenden ließen gegenüber den lokalen Interneuronen keine
Abweichungen erkennen.
Eine Analyse der Antworten auf die Gesänge ergab keinerlei signifikan-
te Unterschiede des gemessenen Fanofaktors, weder zwischen den Verarbei-
tungsebenen noch zwischen den funktionell separierten Interneuronen (Abb.
6.20). Innerhalb der richtungskodierenden Interneurone zeigte das AN2 zwar
eine besonders hohe Antwortvariabilität, die Spikezahl-Variabilität des AN1
war hingegen vergleichbar mit der von musterkodierenden Interneuronen. Der
Fanofaktor lag im Mittel bei einem Wert um 0,2 und damit weit unter der
für einen Poisson-Prozess erwarteten Variabilität und gleichzeitig im Bereich
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der Ergebnisse von Vogel et al. (2005).
Eine wichtige Frage war, inwieweit sich der Jitter der Spikezeitpunkte zwi-
schen den untersuchten Neuronen unterschied. Die Unterschiede des optima-
len zeitlichen Auflösungsparameters lassen dies erwarten, wobei angemerkt
sei, dass beide Aspekte nicht exakt das gleiche betrachten (Chichilnisky und
Kalmar, 2003). Die lokalen Interneurone SN1, SN3 und TN1 ließen einen
extrem niedrigen Jitter der Spikezeitpunkte erkennen. So lag der Peak der
Verteilung für das TN1 unter 0,3 ms, was vergleichbar mit den für Rezep-
toren beschriebenen Werten ist (Rokem et al., 2006). Vertreter des lokalen
Interneurons BGN1 sowie auch aufsteigenden Interneurone zeigten dagegen
eine deutlich höheren Jitter der Spikezeitpunkte. Lediglich das AN12 ließ ei-
ne vergleichsweise hohe zeitliche Präzision in der Spikeantwort erkennen. Der
gemessene Jitter der Spikezeitpunkte korrelierte mit dem minimale τ einer
optimalen Unterscheidbarkeit, was auf den starken Einfluß dieser Kenngröße
hinweist.
Eine hohe Antwortvariabilität wirkt sich negativ auf eine erreichbare Un-
terscheidbarkeit aus, da Unterschiede zwischen den Stimuli in der neuronalen
Variabilität untergehen können (vgl. künstlich zugefügter Jitter Abb. 5.15).
Die Abnahme der erreichten Unterscheidbarkeit bei den aufsteigenden Inter-
neuronen ist jedoch nicht alleine auf deren höhere Antwortvariabilität zurück-
zuführen. So zeigte etwa das AN12 eine hohe Präzision der Spikezeitpunkte
und auch eine geringe Spikezahl-Variabilität. In Abbildung 8.2 ist die kor-
rekte Zuordnung der Spiketrains eines AN12 und eines TN1 als Funktion des



















Abbildung 8.2: Vergleich des An-
teils korrekt zugeordneter Spike-
trains in Abhängigkeit vom zeitli-
chen Auflösungsparameters τ . Ant-
worten eines lokales Interneuron TN1 und
aufsteigendes Interneuron AN12 auf die
Reskalierten Gesänge (C. biguttulus).
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optimale τ -Bereich nahezu identisch war, erreichte das AN12 einen deutlich
geringeren Anteil korrekt zugeordneter Spiketrains als das TN1. Ausschlag-
gebend hierfür dürften die unterschiedlichen Kodierungseigenschaften dieser
beiden Zellen sein. Während das TN1 den Amplitudenverlauf des Gesangs in
einer Modulation der Spikerate abbildet, zeigt das AN12 eine Spezialisierung
auf bestimmte zeitliche Aspekte des Reizes. Diese Zelle markiert lediglich
den Onset der Silben mit einem Burst, wobei offenbar die Dauer und Tiefe
der vorangehenden Stimuluspause sowie die Stärke des Onsets kodiert wer-
den, der Amplitudenverlauf des hinteren Teils einer Silbe hingegen deutlich
schlechter in der Antwort repräsentiert ist (vgl. Abb. 6.15 und Stumpner
(1988); Creutzig (2007)).
Bei einem Wert des zeitlichen Auflösungsparameters τ von 1000 ms ba-
siert die Unterscheidbarkeit ausschließlich auf Spikezahlunterschieden, die
Information über Spikezeitpunkte geht hier verloren. Wie bereits erörtert,
reagierten das lokale Interneuron BGN1 und aufsteigende Interneurone auf
die sinusförmig amplitudenmodulierten Stimuli bei verschiedenen Modulati-
onsfrequenzen mit unterschiedlichen Spikeraten. Dieses Verhalten bedingte,
dass je nach Zelltyp auch noch auf der Grundlage von Spikezahlunterschie-
den eine korrekte Zuordnung der Spiketrains von 20 bis 50% erreicht wurde
(Abb. 5.11 und Abb. 5.12).
Inwieweit spiegelte sich dieses Bild in den Antworten auf die Gesänge wider?
Es zeigte sich kein Zusammenhang zwischen der erreichten Unterscheidbar-
keit der Zellen auf der Grundlage von Spikezahlunterschieden zwischen den
getesteten Stimulus-Ensembles (Abb. 6.21). Dies ist aus zwei Gründen nicht
verwunderlich: die Ratenfilter wurden zum einen nur in einem bestimmten
Frequenzbereich und bei starken Modulationstiefen wirksam. Wichtiger noch,
während in dem einen Fall verschiedene Modulationsfrequenzen und auch -
tiefen systematisch auf eine Unterscheidbarkeit hin getestet wurden, waren
die Unterschiede zwischen den Gesängen bezüglich dieser Reizparameter mi-
nimal.
Eine starke Abnahme der Spikerate, wie sie beim AN4 bei bestimmter Mo-
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dulationsfrequenzen auftrat, lässt gleichzeitig eine Zunahme der Variabilität
der Spikezeitpunkte erwarten. Tatsächlich war auch das optimale τ für die
Unterscheidbarkeit der sinusförmig amplitudenmodulierten Stimuli deutlich
höher als für die der Gesänge. Alle anderen Zellen ließen hingegen eine weit-
gehende Übereinstimmung dieser τ -Werte zwischen den getesteten Stimulus-
Ensembles erkennen (τmin : Abb. 6.21 und Abb. 5.16). Darin zeigt sich, dass
der Optimalwert dieses zeitlichen Auflösungsparameters nicht direkt vom




Von den weiblichen Präferenzen
zur neuronalen Klassifikation
Das Ziel der Verhaltensversuche bestand darin, die Verteilung der Attrakti-
vität der Gesänge zu erfassen, um einen Zusammenhang zu der Unterscheid-
barkeit auf der Grundlage der neuronalen Antworten herstellen zu können.
Beide Versuche wurden vor dem Hintergrund einer sexuellen Selektion an-
hand von Gesangsmerkmalen konzipiert.
Bevor die Ergebnisse der Verhaltensversuche diskutiert werden, soll zunächst
erörtert werden, ob (i) das Antwortverhalten der Weibchen von C. biguttulus
auf Attrappengesänge grundsätzlich Rückschlüsse auf eine sexuelle Selektion
erlaubt und (ii) welche Art von Aussagen sich aus den gewonnenen Verhal-
tensdaten ableiten lassen und wie diese im Zusammenhang mit den neuro-
nalen Daten zu betrachten sind.
(i) Nach Searcy und Andersson (1986) müssen zwei Kriterien erfüllt werden,
um eine sexuelle Selektion von Gesangsmerkmalen durch eine Weibchen-Wahl
zeigen zu können: Erstens, dass die Weibchen bestimmte Gesangsmerkmale
präferieren und zweitens, der Paarungserfolg der Männchen mit Merkmalen
ihrer Gesänge korreliert. Letzteres könne lediglich im Freiland nachgewiesen
werden.
Beide Kriterien konnten bei C. biguttulus erfüllt werden (von Helversen und
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von Helversen, 1994): Die Präferenzmuster der C. biguttulus-Weibchen lie-
ßen sich mit Hilfe einer Vielzahl von Attrappenexperimenten beschrieben
(von Helversen, 1972; von Helversen und von Helversen, 1997; Balakrishnan
et al., 2001) Laborexperimente zeigen außerdem einen positiven Zusammen-
hang zwischen der Zahl der Kopulationen, die ein Männchen erzielte und den
in anschließenden Attrappenversuchen bestimmten Attraktivitätswerten sei-
nes Gesangs (Klappert und Reinhold, 2003). Der Nachweis einer Korrelation
zwischen Merkmalen der Gesänge der Männchen und deren Paarungsserfolg
gestaltete sich unter Freilandbedingungen nicht nur schwieriger sondern vor
allem sehr aufwendig: Kriegbaum (1989) markierte mehr als 1600 Männchen
individuell in einer Freilandpopulation. Der Hälfte der Männchen wurde ei-
nes der beiden Hinterbeine entfernt. (Unter natürlichen Bedingungen werfen
die Tiere häufig ein Bein bei einem Angriff durch Prädatoren ab). Die Folge
ist eine Änderung des von ihnen produzierten Gesangsmusters: innerhalb der
Silben treten ‚Lücken‘auf. Die Zahl der beobachteten Kopulationen fiel für die
einbeinig singenden Männchen deutlich geringer aus als für die zweibeinigen
Männchen.
Zusammenfassend sprechen also eine Reihe von Evidenzen dafür, das Ant-
wortverhalten der Weibchen von C. biguttulus vor dem Hintergrund einer se-
xuellen Selektion zu betrachten, auch wenn diese in der vorliegenden Arbeit
nicht explizit getestet werden konnte.
(ii) Als nächstes soll diskutiert werden, welche Schlußfolgerungen, sich aus
den in dieser Arbeit durchgeführten Verhaltensversuchen ziehen lassen. Dies
ist wichtig, da die Versuche, wie eingangs erwähnt, einem bestimmten Ziel
dienten: einen Vergleich zur Unterscheidbarkeit anhand der Spiketrains her-
zustellen. Attrappen-Experimente liefern eine hervorragende Möglichkeit die
Präferenzfunktionen einer Weibchen-Wahl zu erfassen. Dabei werden zwei
verschiedene methodischen Ansätzen genutzt: (1) ‚choice‘-Tests, bei denen
die Wahl eines von zweien oder mehreren alternativen Stimuli erfasst wird
und (2) ‚single-stimulus‘- Tests, bei denen die Antworten der Weibchen auf
einen Stimulus gemessen werden. Die Ergebnisse dieser beiden verschiede-
nen Versuchsansätze sind nicht unbedingt in gleicher Weise zu interpretieren
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und unter Umständen kritisch beim Ergründen des vorliegenden Selektions-
typs (Wagner, 1998; Bush et al., 2002). Bei der Auswahl eines Tests ist eine
entscheidende Frage, in welcher Weise die Männchensignale von den Weib-
chen im natürlichen Habitat erfasst werden (Gerhardt und Huber, 2002): Ein
‚choice‘-Test spiegelt eine simultane Bewertung wider, wie sie etwa bei im
Chor rufenden Anuren von Bedeutung sein dürfte, während der in der vorlie-
genden Arbeit verwendete ‚single-stimulus‘- Test bei einer sequentiellen Be-
wertung geeigneter erscheint, die für die hier untersuchten Heuschrecken eher
anzunehmen ist. Beiden Tests gemein ist, dass eine Interpretation der Ergeb-
nisse schwierig wird, wenn zwischen Teststimuli nicht nur ein Merkmalswert
variierte, sondern verschiedene, was auf die hier getesteten Gesänge zutraf
(vgl. Abb. 7.1). Die Zahl der Antworten der C. biguttulus-Weibchen auf einen
vorgespielten Gesang kann als Maß für seine Attraktivität gewertet werden.
Weichen die Attraktivitätswerte zwischen zwei Gesängen ab, muss dem eine
Unterscheidbarkeit zugrunde liegen. Lieferten zwei Gesänge identische At-
traktivitätswerte, so lässt sich daraus allerdings nicht ableiten, dass sie als
‚gleich‘wahrgenommen wurden. Bei C. biguttulus erfolgt die Bewertung eines
Gesangs offenbar anhand einer Reihe von Merkmalen (von Helversen, 1979;
von Helversen und von Helversen, 1994; von Helversen et al., 2004; Schmidt
et al., 2008), wobei suboptimale Werte eines Merkmals, durchaus durch op-
timale Werte eines anderen aufgewogen werden können, wie etwa bereits bei
Grillen und Anuren gezeigt (Doherty, 1985; Gerhardt et al., 1996). Dieser
Aspekt wird bei der Diskussion der Ergebnisse an späterer Stelle nochmals
aufgegriffen.
9.1 Die Attraktivität der Gesänge
In den Verhaltensversuchen zeigten sich Unterschiede in der Beantwortung
sowohl einzelner Original Gesänge als auch einzelner Reskalierter Gesänge.
Statistisch sichern ließen sich diese jedoch nur zwischen wenigen Gesängen -
ein Gesang erwies sich als sehr unattraktiv gegenüber nahezu allen anderen,
ansonsten traten nur zwischen einem weiteren Gesangspaar signifikante Ab-
weichungen in der Bewertung auf (Abb. 7.3). Auf den ersten Blick mag dies
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den Eindruck einer insgesamt sehr geringen Unterscheidbarkeit der einzelnen
Gesänge vermitteln. Wie jedoch bereits einleitend dargestellt, ist ein der-
artiger Rückschluss nur bedingt zulässig. Berücksichtigt werden muss auch,
dass die Weibchen eine hohe interindividuelle Variabilität in den Präferenzen
zeigten, die sich für die Bestimmung von Unterschieden in der Population li-
mitierend auswirkte. Dieser Aspekt wird in Abbildung 9.1 am Beispiel von
drei Weibchen verdeutlicht. Der jeweils attraktivste und der unattraktivs-
te Gesang waren übereinstimmend. Bezüglich der relativen Bewertung der
anderen Gesänge zeigten sich hingegen deutliche Unterschiede zwischen den
Weibchen, die sich auch in den sehr breiten Rangverteilungen widerspiegel-
ten (Abb. 7.3). Gleichzeitig wird deutlich, dass einzelne Weibchen sehr viel
größere Abweichungen in den Antwortwahrscheinlichkeiten auf die Gesänge
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Eine hohe interindividuelle Variabilität in den Präferenzen der Weibchen
von C. biguttulus wurde auch in anderen Studien beschrieben (Balakrishnan
et al., 2001; Reinhold et al., 2002; von Helversen et al., 2004).
Balakrishnan et al. (2001) zeigten, dass die Weibchen sehr unterschiedliche
Präferenzen hinsichtlich der relativen Onset-Level und Offset-Level der Sil-
ben aufweisen. Die Autoren interpretierten die Unterschiede zwischen den
Weibchen als interindividuelle phänotypische Variation, da die Präferenz-
muster einzelner Weibchen bei Mehrfachtests konsistent waren und keinen
Zusammenhang zu den lokalen Ursprungspopulationen der Tiere erkennen
ließen. Daraus lässt sich die Hypothese ableiten, dass auch entsprechende
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Variationen in den Antworteigenschaften auditorischer Neurone vorhanden
sein könnten (Ronacher et al., 2004). Tatsächlich zeigte sich in der vorlie-
genden Studie auf der neuronalen Ebene ebenfalls eine hohe interindividuelle
Variabilität. Für einen expliziten Test dieser Hypothese müssten jedoch in-
dividuelle Tiere sowohl im Verhalten als auch in der Elektrophysiologie un-
tersucht werden.
Eine relativ große Streuung in den Reaktionen individueller Weibchen wurde
auch bei einer vergleichenden Betrachtung der Antworten auf die Original
Gesänge und die jeweiligen Reskalierten Varianten sichtbar (Abb. 7.2). Ein
Paarvergleich der Antwortwahrscheinlichkeiten auf die beiden Gesangsvari-
anten ergab nur bei einem Gesang eine signifikante Abweichung, was jedoch
an der begrenzten Stichprobe liegen mag (Abb. 7.4).
Auffällig war, dass auch die relative Bewertung der Gesänge bei beiden
Gesangs-Sets Ähnlichkeiten aufwies. So wurde etwa der unattraktivste Ge-
sang trotz der Angleichung der Trägerfrequenzen, der Silben- und Pausen-
dauern und damit der Änderung der Gesamtdauer weiter abgelehnt. Dies
deutet darauf hin, dass die schlechte Bewertung dieses Gesangs wesentlich
auf den Amplitudenmodulationen innerhalb der Silben basierte.
Auf der Grundlage einer Analyse von zeitlichen Merkmalen der Gesänge
sollte untersucht werden, inwieweit sich ein Zusammenhang zwischen Merk-
malswerten und den Verhaltensreaktionen herstellen lässt. Die Attraktivität
der Gesänge ließ keine eindeutige Abhängigkeit von dem niederfrequenten
Anteil der Trägerfrequenzen, den Gesangsdauern und den Silben- und Pau-
sendauern, sowie dem Verhältnis zwischen letzteren erkennen (Abb. 7.5). Alle
diese Merkmale sind innerhalb eines bestimmten Wertebereiche für die Er-
kennung und Beurteilung eines Gesangs von Bedeutung (von Helversen und
von Helversen, 1997; von Helversen, 1972; von Helversen und von Helver-
sen, 1994; Klappert und Reinhold, 2003). Bei den Original Gesängen lagen
die Dauern von Silben und Pausen, sowie deren Verhältnis weitgehend in ei-
nem Bereich, der von den Weibchen gut beantwortet wird (vgl. 7.1 und von
Helversen (1979)). Die Gesamtdauern der getesteten Gesänge wiesen mit 2
bis 4 Sekunden starke Unterschiede auf. (von Helversen, 1972) zeigte jedoch,
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dass die Antwortwahrscheinlichkeit auf Lautattrappen ab einer Dauer von 2
Sekunden kaum noch zunimmt. Ein starker Einfluss dieser Größen war von
daher auch nicht unbedingt zu erwarten. Hinzu kommt, dass die Anzahl der
hier getesteten Gesänge und auch der Tiere sehr gering war, wodurch klare
Abhängigkeiten nur schwerlich feststellbar sein dürften.
Balakrishnan et al. (2001) beschrieben, dass die Weibchen einen starken
Onset-Level am Silbenbeginn präferieren. Die Antwortwahrscheinlichkeit kor-
relierte hingegen bei keinem der hier getesteten Weibchen mit dem mittle-
ren Onset-Level der Gesänge. Ausschlaggebend dürfte die, im Vergleich zur
Studie von Balakrishnan et al. (2001), sehr viel schmalere Verteilung der
Onset-Level sein und wichtiger noch, dass die Weibchen diesbezüglich ei-
ne gerichtete Selektion auf ‚supernormale Stimulusmerkmale‘zeigen. Erst ein
Onset-Level von über 12 dB führt zu einer starken Zunahme der Antwort-
wahrscheinlichkeit der Weibchen - eine Analyse von Männchengesängen er-
gab einen Maximalwert von nur etwa 11 dB (von Helversen et al., 2004). Der
Maximalwert des Onsets lag in der vorliegenden Studie nur bei 7 dB. Das
Bewertungssystem der Weibchen ist allerdings weitaus komplexer als es diese
isolierte Betrachtung eines Parameters suggeriert. So bewerten einige Weib-
chen den Offset-Level der Silben abhängig von deren Onset-Level (Balakris-
hnan et al., 2001). Überraschenderweise präferieren eine Reihe von Weibchen
Lautattrappen, die einen geringen Offset-Level aufweisen, indem die Pausen
verrauscht sind. In der vorliegenden Studie zeigten sich bei zwei Weibchen ei-
ne signifikante negative Korrelation zwischen der Antwortwahrscheinlichkeit
und dem Offset-Level und auch insgesamt war ein negativer Trend zu erken-
nen. Angemerkt sei jedoch, dass etwa der unattraktivste Gesang einen star-
ken Offset-Level weniger wegen einer besonders ‚unverrauschten‘Silbenpause
aufwies, sondern vielmehr aufgrund einer hohen Amplitude am Silbenende
(vgl. Abb. 7.6, Gesang 3). Lautattrappen, deren Silben mit einer überhöh-
ten Amplitude enden, werden schlecht beantwortet von Helversen (1979).
Das Silbenende dieses Gesangs war allerdings nicht deutlich gegenüber dem
Onset-Level überhöht, weshalb es eher unwahrscheinlich ist, dass die geringe
Attraktivität alleine hieraus resultierte (vgl. Schmidt et al. (2008)). Mög-
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licherweise war eine Akkumalation verschiedener ‚negativer‘Merkmalswerte
für die geringere Beantwortung dieses Gesangs verantwortlich. Eine Frequenz-
analyse der Umhüllenden ergab, im Vergleich zu allen anderen Gesängen, die
stärkste Amplitude für ein Frequenzband von etwa 70 Hz. Dieses resultiert
aus Lücken innerhalb der Silben - ein Muster, was bei einbeinig singenden
Männchen besonders ausgeprägt auftritt. Die Weibchen lehnen einbeinig sin-
gende Männchen ab (Kriegbaum, 1989). Inwieweit die Modulationstiefe der
Lücken dieses Gesangs stark genug war, um die Attraktivität wesentlich ne-
gativ zu beeinflussen, könnte getestet werden, indem die Lücken künstlich
aufgefüllt werden.
Neben den Lücken waren die insgesamt sehr variablen Amplitudenmo-
dulationen ein weiteres auffälliges Merkmal dieses Gesangs. Abweichungen
im Muster der Amplitudenmodulationen können auf einer inadäquaten Ko-
ordination zwischen den beiden hemisegmentalen zentralen Mustergenerato-
ren resultieren, welche die Stridulationsbewegungen koordinieren (Ronacher,
1989; Hedwig, 1986). In einem gesunden Tier können beide Hinterbeine die
Führungsrolle übernehmen, um die Phasenverschiebung zu erreichen (Hel-
versen und Elsner, 1977). Folglich sollten die beiden Mustergeneratoren eine
hohe Symmetrie aufweisen. Eine Beurteilung der Abweichungen des Musters
der Amplitudenmodulationen könnte den Weibchen somit Hinweise auf die
Symmetrie des Nervensystems, der Muskeln und der Flügel liefern - Quali-
tätsmerkmale, die über das akustische Signal vermittelt werden. Inwieweit die
Variabilität innerhalb eines Gesangs für seine Bewertung durch die Weibchen
eine Rolle spielt, wurde bisher nur anhand der Periodendauern untersucht.
(Klappert und Reinhold, 2003). Diese ist in Kombination mit der Dauer der
Lücken kritisch für die Weibchenwahl. Eine Möglichkeit, dieser Hypothese
weiter nachzugehen, bestünde darin, Lautattrappen aus einer Kombination
von zwei verschiedenen Silben zusammenzusetzten und diese gegenüber den
beiden einheitlichen Varianten zu testen. Eine Annahme wäre, dass das Kom-
binationsmuster eine geringere Attraktivität aufweist, als die beiden einheitli-
chen Attrappen. Ebenso ließen sich auch Verhaltensreaktionen auf Folgen von
Silben untersuchen, die bezüglich zeitlicher Merkmale (zum Beispiel Onset-
Level, Tiefe der Lücken oder auch Phasen) den gleichen Mittelwert aber eine
260
unterschiedliche Varianz haben. Derartige Versuche könnten gleichzeitig Hin-
weise auf die Mechanismen der zugrundeliegenden neuronale Verarbeitung
der akustischen Signale liefern.
9.2 Klassifikation auf der Grundlage der neu-
ronalen Antworten
Die bisherige Diskussion der Unterscheidbarkeit der Gesänge anhand der
Spiketrains konzentrierte sich auf die durchschnittliche erzielte Leistung in
Form einer korrekten Zuordnung der Antworten auf alle Gesänge. Dabei wur-
de nicht differenziert, ob für einzelne Gesänge eine höhere Unterscheidbarkeit
erreicht wird und andere auf der Grundlage der neuronalen Antworten als
sehr ähnlich eingestuft werden. Diese Frage mag allerdings entscheidend sein,
um das Kodierungsschema des Systems zu verstehen. Die letztendliche ‚Be-
wertung‘eines Gesangs erfolgt erst im Oberschlundganglion (Ronacher et al.,
1986; Bauer und Helversen, 1987), jedoch zeigen schon die aufsteigenden
Interneurone ausgeprägte Filtereigenschaften, die auch in der vorliegenden
Arbeit zutage traten. So reagierte etwa das AN4 auf die Gesänge einbeinig
singender Männchen und auf einen Weibchengesang mit einer deutlich abge-
senkten Spikerate (Abb. 6.25), was einen Zusammenhang zu entsprechenden
Verhaltensreaktion der Weibchen nahelegt (Ronacher und Stumpner, 1988).
Die Frage, ob sich Merkmale der Verhaltensselektivität gegenüber den Ge-
sängen der ‚intakten‘Männchen auch in den neuronalen Antworten wider-
spiegeln, wurde für das AN3 und das AN12 untersucht.
Inwieweit sind gereade diese beiden Zelltypen für die Extraktion verhaltens-
relevanter Merkmale besonders geeignet und könnten sie damit für die Ge-
sangsbewertung von Bedeutung sein ? Für beide Zellen wurde eine nahezu
perfekte Unterscheidbarkeit der Original-Gesänge erreicht. Dies ist aufgrund
der unterschiedlichen Periodendauern dieser Gesänge, wodurch die Antwor-
ten zeitlich gegeneinander verschoben werden, zunächst nicht verwunderlich.
Betrachtet man jedoch die Leistung des AN12, so fällt auf, dass die korrekte
Zuordnung der Antworten des AN12 deutlich schneller und auch effizienter
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ist als für die Rezeptoren: für einen Wert von 80% korrekt muss nur ein halb
so großes Zeitfenster ausgewertet werden und erstaunlicherweise, nur etwa
ein Fünftel so viele Spikes einbezogen werden (vgl. Abb. 7.8 und Machens
et al. (2003)).
Das AN12 zeigt ein sehr phasisches Antwortverhalten und reagiert auf den
Silben-Onset häufig mit einem Burst. Stumpner (1988) zeigte anhand von
künstlichen Silben-Pausenmustern, dass die Zahl der Spikes im Burst linear
von der Dauer der vorangehenden Pause abhängt. Ein derartiger Zusamm-
nenhang konnte auch für die in der vorliegenden Arbeit getesteten Original
Gesänge beschrieben werden (Creutzig, 2007). Dieses Antwortverhalten be-
dingt, dass eine Unterscheidbarkeit der Original Gesänge auch dann noch
möglich ist, wenn die zeitliche Struktur der Antwort vernachlässigt wird (vgl.
Creutzig (2007): 90% korrekte Zuordnung nach ∼1s).
Die Weibchen von C. biguttulus erkennen die Männchensignale unabhängig
von der Umgebungstemperatur des Senders, indem sie mit dem Verhältnis
der Dauern von Silben/Pausen einen temperatur-invarianten Parameter des
Signals messen (von Helversen, 1979). Creutzig (2007) schlug auf der Grund-
lage des Antwortverhaltens des AN12 ein Modell für eine solche Zeitskalen-
invariante Erkennung vor: die über ein langes Zeitfenster integrierte Zahl der
Spikes im Burst könnte ein Silben/Pausen Verhältnis kodieren, da bei einer
zeitlichen Dehnung des Signals, die Zahl der Spikes um den Dehnungsfaktor
zunimmt. In einem festen Zeitfenster bliebt damit die Gesamtzahl der Spikes
konstant.
Die Reskalierten Gesänge wiesen ein einheitliches Verhältnis der Dauern von
Silben/Pausen auf. Aufgrund der Antworteigenschaften des AN12 ist von
daher eine starke Abnahme der Unterscheidbarkeit zu erwarten. Tatsächlich
betrug die korrekte Zuordnung für dieses Gesangs-Set aber immerhin noch
50 bis 77%. Zwei Gründe dürften hierfür ausschlaggebend sein: erstens, wird
bei der Distanz-Metrik das zeitliche Auftreten der Spikes einbezogen - Unter-
schiede im zeitliche Auftreten der Bursts und außerdem auch aller einzelnen
Spikes liefern offenbar zum Teil immer noch eine gesangsspezifische Informa-
tion. Zum zweiten zeigte Creutzig (2007), dass die Spikezahl im Burst nicht
alleine von der vorangehenden Pausendauer abhängt, sondern auch von der
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Tiefe der Pause und von der Höhe des Silben-Onsets. Die Korrelation war
zwar für diese beiden Parameter schwächer, ein Einfluß dieser Zusammen-
hänge kann aber trotzdem angenommen werden. Wie bereits beschrieben,
bewerten die Weibchen den Onset- und Offset-Level der Silben, was die Fra-
ge aufwirft, inwieweit eine invariante Kodierung der Pausendauer vor dem
Hintergrund der Ergebnisse von Balakrishnan et al. (2001) gewährleistet wer-
den kann. Hier wären sicherlich weitere Untersuchungen notwendig, die zum
einen neurophysiologische Versuche am AN12 (im Optimalfall an Tieren, die
im Verhalten getestet wurden) aber auch Modellrechnungen beinhalten soll-
ten.
Das AN3 erreichte, im Vergleich zum AN12, mit 74 bis 90% korrekt zuge-
ordneter Spiketrains eine relativ gute Unterscheidbarkeit der Reskalierten
Gesänge. Bleibt die Frage, wie sich die Zuordnung zu einzelnen Gesängen
bei diesen beiden Neuronentypen verhielt. Die Klassifikations-Matrizen lie-
ßen bei beiden Neuronen eine relativ hohe interindividuelle Variabilität er-
kennen, trotzdem werden aber auch konsistente Muster sichtbar. In Abbil-
dung 9.2 ist der mittlere Anteil korrekt zugeordneter Spiketrains für das
AN3 und das AN12 dargestellt. Zwischen den beiden Neuronentypen zeig-
ten sich deutliche relative Unterschiede für die einzelnen Gesänge. Vor dem
Verhaltenshintergrund ist jedoch auffällig, dass bei beiden der Gesang 3 eine
relativ hohe korrekte Zuordnung erzielte. Dieser Gesang ließ im Verhalten die
größten Unterschiede in der Bewertung im Vergleich zu anderen Gesängen
erkennen, indem er am schlechtesten beantwortet wurde. Auch anhand der
Abbildung 9.2: Korrek-
te Zuordnung zu den
einzelnen Reskalierten
Gesängen: AN3 und AN12.
Dargestellt sind Mittelwertskur-
ven für das AN3 und das AN12
von C. biguttulus. N = 5 und
N = 3. Die gestrichelte Linie
gibt das Niveau einer zufälligen
Zuordnung an. Der rote Pfeil






















zugrunde liegenden Spiketrain-Distanzen wurde eine besonders gute Abgren-
zung sichtbar. So traten etwa bei allen fünf Vertretern des AN3 die größ-
ten Spiketrain-Distanzen zwischen dem Gesang 3 und Gesängen auf, die im
Verhalten signifikant häufiger beantwortet wurden (Abb. 7.11). Eine verglei-
chende Analyse verschiedener Antwortmerkmale auf den unattraktivsten und
dem attraktivten Gesang erbrachte sowohl beim AN3 als auch beim AN12
die größte Abweichung hinsichtlich des Auftretens von Bursts. Bursts sind
für die sensorische Informationsübertragung aus zwei Gründen besonders ge-
eignet sind: Erstens, können präsynaptische Bursts die Zuverlässigkeit der
Informationsübertragung über eine unzuverlässige Synapse verbessern, und
zweitens, können Bursts in spezifischen Situationen die Übertragung senso-
rischer Information in vivo steigern (Krahe und Gabbiani, 2004). Inwieweit
diese Unterschiede im Antwortmuster für die Bewertung der Gesänge von
Bedeutung waren, kann jedoch nicht beantwortet werden. Weitere Unter-
suchungen, bei denen nicht alle Aspekte der Antwort gleichgewichtig be-
handelt, sondern diese separat betrachtet werden, könnten gerade vor dem
Hintergrund der sehr komplexen Antworteigenschaften der aufsteigenden In-






Ein Ziel der vorliegenden Studie bestand in einem quantitativen Vergleich
des Antwortverhaltens auditorischer Interneurone von C. biguttulus und L.
migratoria, die aufgrund ihrer hohen morphologischen Ähnlichkeit und ihrer
vergleichbaren physiologischen Eigenschaften homologisiert wurden (Römer
et al., 1988; Stumpner, 1988; Stumpner und Ronacher, 1991). Dabei sind
zwei Ergebnisse besonders bemerkenswert:
Erstens, die interspezifischen Spiketrain-Distanzen waren nicht größer als die
intraspezifischen (d.h. die Unterschiede zwischen Vertretern eines Neurons
innerhalb einer Art). Die homologen Neurone erwiesen sich damit in ihren
Kodierungseigenschaften als praktisch identisch. Zum zweiten, stimmte die
erreichte Unterscheidbarkeit der verschiedener Gesänge zwischen homologen
Neuronen weitgehend überein. Vergleichbar war ebenso der Wertebereich des
zeitlichen Auslösungsparameters τ , für den eine optimale Unterscheidbar-
keit der Gesänge erreicht wurde. Noch bemerkenswerter war, dass auch die
korrekte Zuordnung der Spiketrains einzelner Gesängen eine weitreichende
Ähnlichkeit zwischen den beiden Arten aufwies. Diese Ergebnisse sind be-
sonders erstaunlich, da die Separation dieser beiden Arten etwa 50 Millionen
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Jahre zurückliegt (Flook und Rowell, 1997) und wichtiger noch, die akusti-
sche Kommunikation bei beiden offenbar unabhängig voneinander evoluierte
(Elsner, 1983; Stumpner und von Helversen, 2001). Während die Erkennung
und Bewertung der getesteten Gesänge für C. biguttulus von entscheiden-
der Bedeutung ist, dürfte diese für L. migratoria irrelevant sein. Die Tiere
produzieren, wenn überhaupt, ‚Schnarrlaute‘, die vornehmlich eine Abwehr-
funktion haben Jacobs (1953); Pflüger und Field (1999).
Kann auf der Grundlage dieser Ergebnisse tatsächlich von einer weitreichen-
den Übereinstimmung des metathorakalen auditorischen Systems der beiden
Arten ausgegangen werden ?
Die möglicher Einwand wäre, dass zwar die hier untersuchten Zelltypen in
ihren Kodierungseigenschaften übereinstimmen, sich aber eine Artspezifität
der auditorischen Verarbeitung bei C. biguttulus bereits im Metathorakal-
ganglion auf hier nicht betrachteten Interneurone bezieht. In der Tat konnte
in der vorliegenden Arbeit nur für drei Zelltypen ein quantitativer Vergleich
der neuronalen Antworten vorgenommen werden - eine weitreichende Über-
einstimmung in den Kodierungseigenschaften lässt sich aber auch auf ander
Zelltypen ausdehnen (Neuhofer et al., 2007; Stumpner und Ronacher, 1991).
Wichtiger noch erscheint in diesem Zusammenhang, dass gerade Zelltypen,
deren Antwortverhalten eine hohe Verhaltensrelevanz bei C. biguttulus zuge-
messen wird, wie etwa dem AN12 und dem AN4, sich mit übereinstimmen-
den Kodierungseigenschaften auch bei L. migratoria finden lassen (Creutzig,
2007; Ronacher und Stumpner, 1988). Für eine ausführliche Diskussion des
Homologieproblems siehe Neuhofer et al. (2007).
Die weitreichende Übereinstimmung in den Kodierungseigenschaften zwi-
schen den homologen Zellen wirft die Frage nach dem Grund dieser Kon-
servierung bzw. nach dem Fehlen einer Anpassung an die spezifischen An-
forderungen der akustischen Kommunikation auf. Offenbar wirkt hier eine
stabilisiernde Selektion, welche Adaptation an spezifische Anforderungen un-
terbindet. Die Ohren der Feldheuschrecken evoluierten offenbar ursprünglich
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im Kontext der Feinderkennung (Stumpner und von Helversen, 2001) - die
akustische Kommunikation entstand deutlich später und nutzte das bereits
existierende auditorische System. Daraus und aus der starken Ähnlichkeit des
Antwortverhaltens homologer Neurone beider Arten ergibt sich die Schluss-
folgerung, dass sich die Kommunikationssignale der Gomphocerine an die
Verarbeitungskapazitäten der peripheren auditorischen Bahn angepasst ha-




Die wohl auffälligste Erkenntnis dieser Studie war eine deutliche Abnahme
der Unterscheidbarkeit der Stimuli von den lokalen zu den aufsteigenden In-
terneuronen. Auf den ersten Blick stellt sich dies als ein verheerendes Ergeb-
nis dar: die aufsteigenden Interneurone bilden einen Flaschenhals im Infor-
mationstransfer zum Gehirn, wo es zu einer entgültige Bewertung der Signale
kommt. Das überrascht schon allein deshalb, weil bereits einzelne Rezepto-
ren eine bessere Unterscheidbarkeit erzielen als die meisten aufsteigenden
Interneurone. Die Aufgabe des betrachteten Sinnessystems sollte allerdings
weniger darin bestehen, eine gute Unterscheidbarkeit individuellen Gesän-
ge vorzunehmen sondern vielmehr eine möglichst robuste Klassenbildung zu
erreichen.
Barlow (1961) schlug vor, dass die Redundanz der Stimulusrepräsentati-
on im Laufe einer sukzessiven Verarbeitung abnimmt. In der Folge könnten
Neurone höherer Verarbeitungsstufen zunehmend unabhängiger werden, um
ein einfacheres Auslesen und eine effiziente Nutzung der Kodierungsresourcen
zu gewährleisten. Diese Idee reflektiert eine zunehmende Extraktion verhal-
tensrelevanter Information der Signale und spiegelt sich in ihren Grundzügen
auch in dem hier untersuchten System wider:
Die Rezeptoren, aber auch noch einzelne lokalen Zelltypen zeigen eine weitaus
größere Übereinstimmung in ihren Antwormerkmalen als dies für aufsteigen-
den Interneurone der Fall ist. Neben der Separierung in parallele Kanäle für
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die Richtungs- und Musterinformation kommt es offenbar bereits auf dieser
Verarbeitungsebene zu einer weitreichenden Spezialisierung auf bestimmte
zeitliche Aspekte des Stimulus. Während für einzelne Neurone, wie das AN4
und das AN12, Filtereigenschaften beschrieben werden konnten, die einen
Zusammenhang zur Extraktion verhaltensrelevanter Merkmale nahelegen,
ist die Bedeutung des Antwortverhaltens anderer Neurone noch weitgehend
unklar. Hier müssen weitere Untersuchungen anschließen, wobei zum einen
Stimuli mit verhaltensrelevanten Merkmalen und zum anderen auch mit zu-
fälligen Amplitudenmodulationen getestet werden könnten, um auch etwaige
Nichtlinearitäten der Antworten zu erfassen. Es ist durchaus denkbar, dass in
dem hier untersuchten System einzelne Neurone mehrere Informationskanäle
enthalten, die unterschiedliche Aspekte des Stimulus kodieren. Für das AN12
ist diese Möglichkeit im Prinzip schon gezeigt, indem die Burst-Zeitpunkte
den Silbenbeginn markieren und damit Information über die Periodendauer
liefern und gleichzeitig über die Zahl der Spikes im Burst die vorangehende
Pausendauer kodiert werden könnte. Um die Kodierung anderer verhaltens-
relevanter Merkmale, wie etwa dem Onset- und Offset-Level der Silben zu
verstehen, könnte eine Kombination mit Verhaltensexperimenten aufschluss-
reich sein. Sicherlich sehr interressante (wenn auch schwer zu gewinnende)
Ergebnisse sind im Oberschlundganglion zu erwarten.
Indem dieses relativ einfache System eine enge Verknüpfung von Neurobiolo-
gie, Verhalten und den Vergleich verschiedener nah verwandter Arten erlaubt,
ist es hervorragend geeignet, um die selten verstandenen Mechanismen einer
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