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Abstract
Let s and z be complex variables, (s) the Gamma function, and (s)ν = (s+ν)(s) for any complex ν the
generalized Pochhammer symbol. The principal aim of the paper is to investigate the function
E
γ,q
α,β (z) =
∞∑
n=0
(γ )qn
(αn + β)
zn
n! ,
where α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0 and q ∈ (0,1)∪N . This is a generalization of the ex-
ponential function exp(z), the confluent hypergeometric function Φ(γ,α; z), the Mittag-Leffler function
Eα(z), the Wiman’s function Eα,β(z) and the function E
γ
α,β(z) defined by Prabhakar. For the func-
tion Eγ,qα,β (z) its various properties including usual differentiation and integration, Laplace transforms,
Euler (Beta) transforms, Mellin transforms, Whittaker transforms, generalised hypergeometric series form,
Mellin–Barnes integral representation with their several special cases are obtained and its relationship with
Laguerre polynomials, Fox H -function and Wright hypergeometric function is also established.
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In 1903, the Swedish mathematician Gosta Mittag-Leffler [6] introduced the function Eα(z),
defined as
Eα(z) =
∞∑
n=0
zn
(αn + 1) , (1.1)
where z is a complex variable and (s) is a Gamma function, α  0. The Mittag-Leffler function
is a direct generalisation of the exponential function to which it reduces for α = 1. For 0 < α < 1
it interpolates between the pure exponential and a hypergeometric function 11−z . Its importance
is realised during the last two decades due to its involvement in the problems of physics, chem-
istry, biology, engineering and applied sciences. Mittag-Leffler function naturally occurs as the
solution of fractional order differential equation or fractional order integral equations.
The generalisation of Eα(z) was studied by Wiman [12] in 1905 and he defined the function
as
Eα,β(z) =
∞∑
n=0
zn
(αn + β)
(
α,β ∈ C; Re(α) > 0, Re(β) > 0), (1.2)
which is known as Wiman’s function or generalised Mittag-Leffler function as Eα,1(z) = Eα(z).
In 1971, Prabhakar [7] introduced the function Eγα,β(z) in the form of
E
γ
α,β(z) =
∞∑
n=0
(γ )n
(αn + β)
zn
n!
(
α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0), (1.3)
where (γ )n is the Pochhammer symbol (Rainville [8])
(γ )0 = 1, (γ )n = γ (γ + 1)(γ + 2) · · · (γ + n − 1).
The function Eγα,β(z) is a most natural generalisation of the exponential function exp(z), Mittag-
Leffler function Eα(z) and Wiman’s function Eα,β(z). Gorenflo et al. [2,3], Kilbas and Saigo
[4,9] investigated several properties and applications of (1.1)–(1.3).
In continuation of this study, we investigate the function Eγ,qα,β (z) which is defined for
α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0 and q ∈ (0,1) ∪ N as
E
γ,q
α,β (z) =
∞∑
n=0
(γ )qn
(αn + β)
zn
n! , (1.4)
where (γ )qn = (γ+qn)(γ ) denotes the generalized Pochhammer symbol which in particular reduces
to qqn
∏q
r=1(
γ+r−1
q
)n if q ∈ N .
The function Eγ,qα,β (z) converges absolutely for all z if q < Reα + 1 and for |z| < 1 if q =
Reα + 1. It is an entire function of order (Reα)−1.
(1.4) is a generalization of all above functions defined by Eqs. (1.1)–(1.3).
The following well-known facts are prepared for studying various properties of the function
E
γ,q
α,β (z).
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The Euler transform of the function f (z) is defined as
B
{
f (z): a, b
}=
1∫
0
za−1(1 − z)b−1f (z) dz. (1.5)
• Laplace transforms (Sneddon [10]):
The Laplace transform of the function f (z) is defined as
L
{
f (z)
}=
∞∫
0
e−szf (z) dz. (1.6)
• Mellin transform (Sneddon [10]):
The Mellin transform of the function f (z) is defined as
M
[
f (z); s]=
∞∫
0
zs−1f (z) dz = f ∗(s), Re(s) > 0, (1.7)
then
f (z) = M−1[f ∗(s);x]= 1
2πi
∫
f ∗(s)x−s ds. (1.8)
• Incomplete Gamma function (Rainville [8]):
This is denoted by γ (α, z) and is defined by
γ (α, z) =
z∫
0
e−t tα−1 dt, Re(α) > 0. (1.9)
• Confluent hypergeometric functions (Rainville [8]):
This is also known as the Pochhammer–Barnes confluent hypergeometric function and is de-
fined as
Φ(a,b; z) = 1F1(a, b; z) =
∞∑
n=0
(a)n
(b)n
zn
n! , (1.10)
where b = 0 or a negative integer is convergent for all finite z.
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These are also known as Sonine polynomials and are defined as
L(α)n (x) =
(1 + α)n
n! 1F1
[ −n; x
1 + α;
]
, (1.11)
in which n is a non-negative integer.
• Wright generalised hypergeometric function (Srivastava and Manocha [11]):
This is denoted by pΨq and is defined as
pΨq
[
(α1,A1), . . . , (αp,Ap); z
(β1,B1), . . . , (βq,Bq);
]
=
∞∑
n=0
∏p
i=1 (αi + Ain)∏q
j=1 (βj + Bjn)
zn
n! (1.12)
= H 1,pp,q+1
[
−z
∣∣∣∣ (1 − α1,A1), . . . , (1 − αp,Ap)(0,1), (1 − β1,B1), . . . , (1 − βq,Bq)
]
, (1.13)
where Hm,np,q
[−z ∣∣ (α1,A1),...,(αp,Ap)
(β1,B1),...,(βq ,Bq)
]
denotes the Fox H -function.
Carlitz [1] used the following formula:
(a + b)m =
m∑
r=0
(
m
r
)
(a)r (b)m−r . (1.14)
2. Basic properties of the function Eγ,qα,β (z)
As a consequence of the definitions (1.1) to (1.4) the following results hold:
Theorem 2.1. If α,β, γ ∈ C, Re(α) > 0; q ∈ N then
E
γ,q
α,β (z) = βEγ,qα,β+1(z) + αz
d
dz
E
γ,q
α,β+1(z), (2.1.1)
E
γ,q
α,β−α(z) − Eγ−1,qα,β−α(z) = qz
∞∑
n=0
(γ )qn+q−1
(αn + β)
zn
n! , (2.1.2)
in particular,
E
γ
α,β−α(z) − Eγ−1α,β−α(z) = zEγα,β(z). (2.1.3)
Proof.
βE
γ,q
α,β+1(z) + αz
d
dz
∞∑
n=0
(γ )qn
(αn + β + 1)
zn
n!
= βEγ,qα,β+1(z) +
∞∑ αn(γ )qn
(αn + β + 1)
zn
n!
n=0
A.K. Shukla, J.C. Prajapati / J. Math. Anal. Appl. 336 (2007) 797–811 801= βEγ,qα,β+1(z) +
∞∑
n=0
(αn + β − β)(γ )qn
(αn + β + 1)
zn
n!
= Eγ,qα,β (z),
which is (2.1.1).
Now,
E
γ,q
α,β−α(z) − Eγ−1,qα,β−α(z) =
∞∑
n=0
(γ )qn
(α(n − 1) + β)
zn
n! −
∞∑
n=0
(γ − 1)qn
(α(n − 1) + β)
zn
n!
= q
∞∑
n=1
(γ )qn−1
(α(n − 1) + β)
zn
(n − 1)!
= qz
∞∑
n=0
(γ )qn+q−1
(αn + β)
zn
n! ,
which is the proof of (2.1.2).
Substitute q = 1 in (2.1.2), which immediately leads to (2.1.3). 
Theorem 2.2. If α,β, γ,w ∈ C; Re(α),Re(β),Re(γ ) > 0 and q ∈ N then for m ∈ N ,(
d
dz
)m
E
γ,q
α,β (z) = (γ )qmEγ+qm,qα,β+mα(z), (2.2.1)(
d
dz
)m[
zβ−1Eγ,qα,β
(
wzα
)]= zβ−m−1Eγ,qα,β−m(z), Re(β − m) > 0, (2.2.2)
in particular,(
d
dz
)m[
zβ−1Eα,β
(
wzα
)]= zβ−m−1Eα,β−m(z) (2.2.3)
and (
d
dz
)m[
zβ−1Φ(γ,β;wz)]= (β)
(β − m)z
β−m−1Φ(γ,β − m;wz). (2.2.4)
Proof. From (1.4),(
d
dz
)m ∞∑
n=0
(γ )qn
(αn + β)
zn
n! =
∞∑
n=m
(γ )qn
(αn + β)
zn−m
(n − m)!
= (γ )qm
∞∑
n=0
(γ + qm)qn
(αn + β + αm)
zn
n!
= (γ )qmEγ+qm,qα,β+αm(z),
which is the proof of (2.2.1).
Again using (1.4) and term-by-term differentiation under the sign of summation (which is
possible in accordance with the uniform convergence of the series in (1.4) in any compact set
of C), we have
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d
dz
)m[
zβ−1Eγ,qα,β
(
wzα
)]= ∞∑
n=0
(γ )qn
(αn + β)
(αn + β)
(αn + β − m)
wnzαn+β−1−m
n!
= zβ−m−1Eγ,qα,β−m
(
wzα
)
,
which yields (2.2.2). The relations (2.2.3) and (2.2.4) follow from the case q = 1 of (2.2.2) by
taking γ = 1 and α = 1, respectively. 
Theorem 2.3. If α = p
r
with p, r ∈ N relatively prime; β,γ ∈ C and q ∈ N then
dp
dzp
E
γ,q
p
r
,β
(
z
p
r
)= ∞∑
n=1
(γ )qn
(np
r
+ 1)

(np
r
+ β)(np
r
− p + 1) z
( n
r
−1)p
n! , (2.3.1)
in particular,
E 1
r
(
z
1
r
)= ez r−1∑
n=1
γ
(
1 − n
r
, z
)

(
1 − n
r
) (r = 2,3, . . .). (2.3.2)
Proof.
dp
dzp
E
γ,q
p
r
,β
(
z
p
r
)= dp
dzp
∞∑
n=0
(γ )qn(z
p
r )n

(np
r
+ β)n! =
∞∑
n=1
(γ )qn
(np
r
+ 1)

(np
r
+ β)(np
r
− p + 1) z
( n
r
−1)p
n! ,
which gives (2.3.1).
Putting β = γ = q = 1 in (2.3.1) it reduces to
dp
dzp
Ep
r
(
z
p
r
)= ∞∑
n=1
z(
n
r
−1)p

(np
r
− p + 1)
=
r−1∑
n=1
z
np
r
−p

(np
r
− p + 1) +
∞∑
n=0
(z
p
r )n

(np
r
+ 1)
=
r−1∑
n=1
z
np
r
−p

(np
r
− p + 1) + Epr
(
z
p
r
)
,
where the above equation can be written as
dp
dzp
Ep
r
(
z
p
r
)= r−1∑
n=1
z−
np
r

(
1 − np
r
) + Ep
r
(
z
p
r
)
. (2.3.3)
Putting p = 1, (2.3.3) becomes
d
dz
E 1
r
(
z
1
r
)= r−1∑
n=1
z− nr

(
1 − n
r
) + E 1
r
(
z
1
r
)
.
Multiplying both sides by e−z, we get
e−z d
dz
E 1
r
(
z
1
r
)− e−zE 1
r
(
z
1
r
)= e−z r−1∑ z− nr

(
1 − n) ,n=1 r
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d
dz
[
e−zE 1
r
(
z
1
r
)]= e−z r−1∑
n=1
z− nr

(
1 − n
r
) ,
which can also be written as
e−zE 1
r
(
z
1
r
)= r−1∑
n=1
1

(
1 − n
r
)
z∫
0
e−zz−
n
r dz
and applying (1.9) gives (2.3.2). 
Theorem 2.4. If α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(δ) > 0 and q ∈ N then
1
(δ)
1∫
0
uβ−1(1 − u)δ−1Eγ,qα,β
(
zuα
)
du = Eγ,qα,β+δ(z). (2.4.1)
If α,β, γ, δ, λ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(δ) > 0 and q ∈ N then
1
(δ)
x∫
t
(x − s)δ−1(s − t)β−1Eγ,qα,β
[
λ(s − t)α]ds
= (x − t)δ+β−1Eγ,qα,β+δ
[
λ(x − t)α]. (2.4.2)
If α,β, γ, δ,μ, ν,λ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(δ) > 0, Re(μ) > 0, Re(ν) > 0
and q = 1 then
x∫
0
tv−1(x − t)μ−1Eγ,1α,β
[
w(x − t)α]Eδ,1α,v(wtα)dt = xμ+v−1Eγ+δ,1α,μ+v(wxα). (2.4.3)
If α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0 and q ∈ N then
z∫
0
tβ−1Eγ,qα,β
(
wtα
)
dt = zβEγ,qα,β+1
(
wzα
)
. (2.4.4)
In particular,
z∫
0
tβ−1Eα,β
(
wtα
)
dt = zβEα,β+1
(
wzα
) (2.4.5)
and
z∫
0
tβ−1Φ(γ,β;wt)dt = z
β
β
Φ(γ,β + 1;wz). (2.4.6)
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1
(δ)
1∫
0
uβ−1(1 − u)δ−1Eγ,qα,β
(
zuα
)
du = 1
(δ)
∞∑
n=0
(γ )qn
(αn + β)
zn
n!B(αn + β, δ)
=
∞∑
n=0
(γ )qn
(αn + β + δ)
zn
n!
= Eγ,qα,β+δ(z),
which is the proof of (2.4.1).
Change the variable from s to u = s−t
x−t . Then the LHS of (2.4.2) becomes
1
(δ)
1∫
0
(x − t)δ−1(1 − u)δ−1(x − t)β−1uβ−1(x − t)
∞∑
n=0
(γ )qn
(αn + β)
λn(x − t)αnuαn
n! du
= (x − t)
δ+β−1
(δ)
∞∑
n=0
(γ )qn
(αn + β)
[λ(x − t)α]n
n! B(αn + β, δ);
simplification of the above equation yields (2.4.2).
Consider
x∫
0
tν−1(x − t)μ−1Eγ,qα,β
[
w(x − t)α]Eδ,qα,ν(wtα)dt
=
∞∑
n=0
∞∑
k=0
(γ )qn
(αn + μ)
(δ)qk
(αk + v)
wn+k
n!k!
x∫
0
tαk+v−1(x − t)αn+μ−1 dt
= xμ+v−1
∞∑
n=0
∞∑
k=0
(γ )qn
(αn + μ)
(δ)qk
(αk + v)
wn+k
n!k! x
αn+αkB(αk + v,αn + μ)
= xμ+v−1
∞∑
n=0
∞∑
k=0
(γ )qn(δ)qk(wx
α)n+k
(αk + v + αn + μ)n!k!
= xμ+v−1
∞∑
n=0
n∑
k=0
(
n
k
)
(γ )q(n−k)(δ)qk
(αn + μ + v)
(wxα)n
n! .
Substituting q = 1 and using (1.14), the above equation becomes (Kilbas et al. [5])
= xμ+v−1
∞∑
n=0
(γ + δ)n
(αn + μ + v)
(wxα)n
n!
= xμ+v−1Eγ+δ,1α,μ+v
(
wxα
)
,
which is the proof of (2.4.3), and
z∫
tβ−1Eγ,qα,β
(
wtα
)
dt =
∞∑
n=0
(γ )qnw
n
(αn + β)n!
z∫
tαn+β−1 dt = zβEγ,qα,β+1
(
wzα
)
,0 0
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(2.4.5) follows from (2.4.4) with γ = q = 1 and putting α = q = 1 in (2.4.4) leads to
(2.4.6). 
3. Generalized hypergeometric function representation of Eγ,qα,β (z)
Using (1.4), taking α = k ∈ N and q ∈ N we have
E
γ,q
k,β (z) =
∞∑
n=0
(γ )qn
(kn + β)
zn
n!
= 1
(β)
∞∑
n=0
(γ )qn
(β)kn
zn
n!
= 1
(β)
∞∑
n=0
∏q
i=1
( γ+i−1
q
)
n∏k
j=1
(β+j−1
k
)
n
( qqz
kk
)n
n!
= 1
(β)
qFk
[ γ
q
,
γ+1
q
, . . . ,
γ+q−1
q
; qqz
kk
β
k
,
β+1
k
, . . . ,
β+k−1
k
;
]
= 1
(β)
qFk
[
Δ(q;γ ); qqz
kk
Δ(k;β);
]
, (3.1)
where Δ(q;γ ) is a q-tuple γ
q
,
γ+1
q
, . . . ,
γ+q−1
q
; Δ(k;β) is a k-tuple β
k
,
β+1
k
, . . . ,
β+k−1
k
.
Convergence criteria for generalized hypergeometric function qFk :
(i) If q  k, the function qFk converges for all finite z.
(ii) If q = k + 1, the function qFk converges for |z| < 1 and diverges for |z| > 1.
(iii) If q > k + 1, the function qFk is divergent for z = 0.
(iv) If q = k + 1, the function qFk is absolutely convergent on the circle |z| = 1 if
Re
(
k∑
j=1
β + j − 1
k
−
q∑
i=1
γ + i − 1
q
)
> 0.
4. Mellin–Barnes integral representation of Eγ,qα,β (z)
Theorem 4.1. Let α ∈ R+; γ, δ ∈ C (γ = 0) and q ∈ N . Then the function Eγ,qα,β (z) is represented
by the Mellin–Barnes integral as
E
γ,q
α,β (z) =
1
2πi(γ )
∫
L
(s)(γ − qs)
(β − αs) (−z)
−s ds, (4.1.1)
where |arg(z)| < π ; the contour of integration beginning at −i∞ and ending at +i∞, and in-
dented to separate the poles of the integrand at s = −n for all n ∈ N0 (to the left) from those at
s = γ+n
q
for all n ∈ N0 (to the right).
Proof. We shall evaluate the integral on the RHS of (4.1.1) as the sum of the residues at the
poles s = 0,−1,−2, . . . . We have
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2πi
∫
L
(s)(γ − qs)
(β − αs) (−z)
−s ds
=
∞∑
n=0
Re
s=−n s
[
(s)(γ − qs)
(β − αs) (−z)
−s
]
=
∞∑
n=0
lim
s→−n
π(s + n)
sinπs
1
(1 − s)
(γ − qs)
(β − αs) (−z)
−s
=
∞∑
n=0
(−1)n 1
(1 + n)
(γ + qn)
(β + αn)(−z)
n
= (γ )
∞∑
n=0
(γ )qn
(αn + β)
zn
n! = (γ )E
γ,q
α,β (z). 
5. Integral transforms of Eγ,qα,β (z)
In this section, we discussed some useful integral transforms like Euler transforms, Laplace
transforms, Mellin transforms, Whittaker transforms.
Theorem 5.1 (Euler (Beta) transforms).
1∫
0
za−1(1 − z)b−1Eγ,qα,β
(
xzσ
)
dz = (b)
(γ )
2Ψ2
[
(γ, q), (a, σ ); x
(β,α), (a + b,σ );
]
, (5.1.1)
where a, b,α,β, γ,σ ∈ C; Re(a) > 0, Re(b) > 0, Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(σ ) > 0
and q ∈ N .
Proof.
1∫
0
za−1(1 − z)b−1Eγ,qα,β
(
xzσ
)
dz =
∞∑
n=0
(γ )qn
(αn + β)
xn
n! B(σn + a, b)
= (b)
(γ )
2Ψ2
[
(γ, q), (a, σ ); x
(β,α), (a + b,σ );
]
,
which is the proof of (5.1.1). 
Remark. Putting γ = q = 1 in (5.1.1), we get
1∫
0
za−1(1 − z)b−1Eα,β
(
xzσ
)
dz = (b)2Ψ2
[
(1,1), (a, σ ); x
(β,α), (a + b,σ );
]
. (5.1.2)
If a = β and α = σ then (5.1.1) reduces to
1∫
zβ−1(1 − z)b−1Eγ,qσ,β
(
xzσ
)
dz = (b)Eγ,qσ,β+b(x). (5.1.3)0
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1∫
0
za−1(1 − z)b−1 exp(xzσ )dz = (b)2Ψ2
[
(a, σ ), (1,1); x
(1,1), (a + b,σ );
]
(5.1.4)
and
1∫
0
za−1(1 − z)β−1Eγ,qα,β
(
x(1 − z)α)dz = (a)Eγ,qα,a+β(x). (5.1.5)
Theorem 5.2 (Laplace transforms).
∞∫
0
za−1e−szEγ,qα,β
(
xzσ
)
dz = s
−a
(γ )
2Ψ1
[
(γ, q), (a, σ ); x
sσ
(β,α);
]
, (5.2.1)
where a,σ,α,β, γ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(a) > 0, Re(s) > 0, Re(σ ) > 0
and | x
sσ
| < 1.
Proof.
∞∫
0
za−1e−szEγ,qα,β
(
xzσ
)
dz =
∞∫
0
e−szza−1
∞∑
n=0
xnzσn(γ )qn
(αn + β)n! dz
= s
−a
(γ )
∞∑
n=0
(γ + nq)(a + σn)
(β + αn)n!
(
x
sσ
)n
= s
−a
(γ )
2Ψ1
[
(γ, q), (a, σ ); x
sσ
(β,α);
]
,
which is the proof of (5.2.1). 
Remark. Special cases of (5.2.1) are given below.
Substituting a = β , q = 1, σ = α in (5.2.1), we get
∞∫
0
zβ−1e−szEγα,β
(
xzσ
)
dz = s−a(1 − xs−σ )−γ . (5.2.2)
Taking a = β , σ = α, γ = q = 1, x = ±y, (5.2.1) reduces to
∞∫
0
e−szzβ−1Eα,β
(±yzα)dz = s−β ∞∑
n=0
(±y
sα
)n
= 1
sβ
1
1 − ±y
sα
, where
∣∣∣∣±ysα
∣∣∣∣< 1,
= s
α−β
α
, where Re(s) > |y| 1α . (5.2.3)
s ∓ y
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L
{
Eα,β
(±zα)}= 1
s ∓ s1−α , Re(s) > 1,
and using (5.2.3), we have
∞∫
0
e−st tβ−1E(k)α,β
(±ytα)dt,
where E(k)α,β(±yz) denotes
dk
dyk
(
Eα,β(±yz)
)
, k = 0,1,2, . . . ,
= d
k
dyk
∞∫
0
e−st tβ−1Eα,β
(±ytα)dt = dk
dyk
(
sα−β
sα ∓ y
)
= (±1)
kk!sα−β
(sα ∓ y)k+1 , where Re(s) > |y|
1
α . (5.2.4)
Putting α = β = 12 in (5.2.4), we get
∞∫
0
e−st t−
1
2 E
(k)
1
2 ,
1
2
(±y√t) dt = (±1)
kk!
(
√
s ∓ y)k+1 , where Re(s) > y
2. (5.2.5)
Theorem 5.3 (Mellin transforms).
∞∫
0
t s−1Eγ,qα,β (−wt)dt =
(s)(γ − qs)
ws(γ )(β − αs) , (5.3.1)
where α,β, γ, s ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(s) > 0 and q ∈ N .
Proof. Putting z = −wt in (4.1.1), we get
E
γ,q
α,β (−wt) =
1
2πi(γ )
∫
L
(s)(γ − qs)
(β − αs) (wt)
−s ds
= 1
2πi(γ )
∫
L
f ∗(s)t−s ds, (5.3.2)
where
f ∗(s) = (s)(γ − qs)
ws(γ )(β − αs) ,
using (1.7), (1.8) and (5.3.2), which immediately leads to (5.3.1). 
To obtain Whittaker transform, we use the following integral:
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0
e−t/2tv−1Wλ,μ(t) dt = 
( 1
2 + μ + v
)

( 1
2 − μ + v
)
(1 − λ + v) ,
where Re(v ± μ) > −1
2
.
Theorem 5.4 (Whittaker transforms).
∞∫
0
tρ−1e−
1
2 ptWλ,μ(pt)E
γ,q
α,β
(
wtδ
)
dt = p
−ρ
(γ )
3Ψ2
[
(γ, q), ( 12 ± μ + ρ, δ); wpδ
(β,α), (1 − λ + ρ, δ);
]
, (5.4.1)
where α,β, γ,ρ, δ ∈ C; Re(α) > 0, Re(β) > 0, Re(γ ) > 0, Re(ρ) > 0, Re(σ ) > 0 and q ∈ N .
Proof. Substituting pt = v in LHS of (5.4.1) reduces to
∞∫
0
(
v
p
)ρ−1
e−
v
2 Wλ,μ(v)
∞∑
n=0
(γ )qnw
n
(αn + β)n!
(
v
p
)δn 1
p
dv
= p
−ρ
(γ )
∞∑
n=0
(γ + qn)
(β + αn)
(
w
pδ
)n 1
n!
∞∫
0
vδn+ρ−1e−
v
2 Wλ,μ(v) dv
= p
−ρ
(γ )
∞∑
n=0
(γ + qn)
(β + αn)n!
(
w
pδ
)n ( 12 + μ + ρ + δn)( 12 − μ + ρ + δn)
(1 − λ + δn + ρ)
= p
−ρ
(γ )
3Ψ2
[
(γ, q), ( 12 ± μ + ρ, δ); wpδ
(β,α), (1 − λ + ρ, δ);
]
,
which is the proof of (5.4.1). 
6. Relationship with some known special functions (generalised Laguerre polynomials,
Fox H -function, Wright hypergeometric function)
6.1. Relationship with generalised Laguerre polynomials
Putting α = k, β = μ + 1, γ = −m, q ∈ N with q | m and replacing z by zk in (1.5), we get
E
−m,q
k,μ+1
(
zk
)=
[m
q
]∑
n=0
(−m)qn
(kn + μ + 1)
zkn
n!
=
[m
q
]∑
n=0
(−1)qnm!
(m − qn)!
1
(kn + μ + 1)
zkn
n!
= (m + 1)
(km + μ + 1)
[m
q
]∑
n=0
(−1)qn
(m − qn)!
(km + μ + 1)
(kn + μ + 1)
zkn
n!
= (m + 1) Z(μ)[m ](z, k), (6.1.1)(km + μ + 1) q
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q
](z, k) is a polynomial of degree [mq ] in zk .
In particular, Z(μ)m (z,1) = L(μ)m (z), so that
E−mk,μ+1(z) =
(m + 1)
(km + μ + 1)L
(μ)
m (z). (6.1.2)
6.2. Relationship with Fox H -function
Using (4.1.1), we get
E
γ,q
α,β (z) =
1
2πi(γ )
∫
L
(s)(γ − qs)
(β − αs) (−z)
−s ds
= 1
(γ )
H
1,1
1,2
[
−z
∣∣∣∣ (1 − γ, q)(0,1), (1 − β,α)
]
. (6.2.1)
6.3. Relationship with Wright hypergeometric function
If q ∈ (0,1) then (1.4) can be written as
E
γ,q
α,β (z) =
1
(γ )
∞∑
n=0
(γ + qn)
(β + αn)
zn
n! ; (6.3.1)
from (1.12) and (6.3.1), we get
= 1
(γ )
1Ψ1
[
(γ, q); z
(β,α);
]
. (6.3.2)
Acknowledgment
Authors are thankful to the referee for valuable suggestions.
References
[1] L. Carlitz, Some expansion and convolution formulas related to Mac Mohan’s master theorems, SIAM J. Math.
Anal. 8 (2) (1977) 320–336.
[2] R. Gorenflo, A.A. Kilbas, S.V. Rogosin, On the generalised Mittag-Leffler type function, Integral Transforms Spec.
Funct. 7 (1998) 215–224.
[3] R. Gorenflo, F. Mainardi, On Mittag-Leffler function in fractional evaluation processes, J. Comput. Appl. Math. 118
(2000) 283–299.
[4] A.A. Kilbas, M. Saigo, On Mittag-Leffler type function, fractional calculus operators and solution of integral equa-
tions, Integral Transforms Spec. Funct. 4 (1996) 355–370.
[5] A.A. Kilbas, M. Saigo, R.K. Saxena, Generalised Mittag-Leffler function and generalised fractional calculus oper-
ators, Integral Transforms Spec. Funct. 15 (2004) 31–49.
[6] G.M. Mittag-Leffler, Sur la nouvelle fonction Eα(x), C. R. Acad. Sci. Paris 137 (1903) 554–558.
[7] T.R. Prabhakar, A singular integral equation with a generalized Mittag-Leffler function in the kernel, Yokohama
Math. J. 19 (1971) 7–15.
[8] E.D. Rainville, Special Functions, Macmillan, New York, 1960.
[9] M. Saigo, A.A. Kilbas, On Mittag-Leffler type function and applications, Integral Transforms Spec. Funct. 7 (1998)
97–112.
[10] I.N. Sneddon, The Use of Integral Transforms, Tata McGraw–Hill, New Delhi, 1979.
A.K. Shukla, J.C. Prajapati / J. Math. Anal. Appl. 336 (2007) 797–811 811[11] H.M. Srivastava, H.L. Manocha, A Treatise on Generating Functions, John Wiley and Sons/Ellis Horwood,
New York/Chichester, 1984.
[12] A. Wiman, Über den fundamental Satz in der Theorie der Funktionen Eα(x), Acta Math. 29 (1905) 191–201.
