INTRODUCTION
Optimal behavior is a very desirable property of autonomous agents [13] and, as such, has received much attention over the years. However, making optimal decisions and executing optimal actions typically requires a substantial effort on the part of an agent, and in some situations the agent might lack the necessary sensory, computational, or actuating resources to carry out the optimal policy. In such cases, the agent will have to do the best it can, given its architectural constraints. We distinguish between three ways in which an agent's architecture can affect policy optimality. An agent might have limitations that impact its ability to formulate, operationalize (convert to internal representation), or execute an optimal policy. In this paper, we focus on agents facing the latter two types of limitations. We adopt the transient [7] constrained Markov decision problem (CMDP) framework [2, 11] in our search for optimal policies and show how gradations of increasingly constrained architectures create more complex optimization problems ranging from polynomial to NP-complete problems. We also present algorithms based on linear and integer programming that work across a range of such constrained optimization problems. The contribution of the full paper [5] is a characterization of a portion of the landscape of constrained agent architectures in terms of the complexity of finding optimal policies and algorithms for doing so. The new results that are of the most interest include the complexity proof and the algorithm for finding deterministic policies under linear execution constraints, the analysis of operationalization constraints on action utilization costs and an algorithm for approximating optimal policies that bound the probability of exceeding upper bounds on the total costs of the policy. Here we summarize this work. * See [5] for a full version of this paper. . Also, unlike MDPs, CMDPs, in general, do not have uniformly optimal policies, i.e. policies that are optimal for all initial conditions. Therefore, a solution to a CMDP depends on the initial probability distribution over the state space « = [αi].
UNCONSTRAINED AGENTS
The most commonly used algorithms for solving unconstrained MDPs are value and policy iteration (see, for example, [11] ). These algorithms and their modifications are very efficient and are very well-suited to unconstrained problems. However, it is not easy to adapt value or policy iteration to constrained problems, since these algorithms are based on the principle of optimality, which does not always hold for constrained problems. Another method for solving unconstrained MDPs that allows for an easier addition of constraints is based on a linear programing formulation [3] :
where the occupancy measure variables x = [xia] ≥ 0 can be interpreted as the total expected number of times action a is executed in state i. This LP yields uniformly optimal deterministic policies. The complexity of unconstrained Markov decision problems has been a topic of extensive discussion (see [8] for a summary). Papadimitriou and Tsitsiklis [10] analyzed the computational complexity of various classes of MDPs and, in particular, showed that the problem of finding optimal solutions for infinite-horizon MDPs under the total expected cost criterion is P-complete.
EXECUTION CONSTRAINTS
Constant Costs: If every time that an agent executes an action in a particular state it incurs the same costs, the total resource costs can be expressed as linear functions of x, and constraints on the total expected costs can be easily added to the unconstrained LP (eq. 1), without breaking its linearity, yielding the well-known occupancy-measure linear program for the CMDP [2, 7, 11] :
which, in general, yields randomized policies. Clearly, these linear constraints do not increase the polynomial complexity of the optimization problem, which can be solved in polynomial time. Variable Action Costs: Sometimes, however, action costs are not constant, but depend on the expected number of times an action is executed in a particular state. In such cases, the constraints on the total cost can no longer be expressed as linear functions of x. In such cases, the optimization problem can be formulated as a nonlinear program. Unfortunately, there is no efficient method for solving general nonlinear programs. However, there are stochastic methods, approximations, and linearizations [1] .
Risk-sensitive Constraints: In the previous sections, we discussed constraints that were imposed on the total expected cost. However, in some domains such risk-neutral constraints and optimization criteria are not expressive enough [12, 4] . To handle deviations from the expected case, Sobel [14] proposed to maximize the mean to variance ratio with constraints on the expected. Huang and Kallenberg [6] described a general approach to handling risksensitive constraints and optimization criteria. Ross and Varadarajan [12] considered constraints that are imposed on the sample-path costs and thus allow one to find policies that are guaranteed, in the limit, to have a zero probability of exceeding the cost bounds. Dolgov and Durfee [4] proposed an approximation that allows one to explicitly bound the probability of exceeding the bounds on expected total cost for transient problems with constant action execution costs.
OPERATIONALIZATION CONSTRAINTS

Some agent architectures, besides having execution constraints, also have limitations on what policies they can represent internally.
Deterministic Policies for Constrained Agents: As mentioned in section 3, optimal policies for MDPs with execution constraints are randomized, in general, and deterministic policies are suboptimal. However, a lot of work in AI has focused on deterministic actions (probably due to the existence of uniformly optimal policies). Therefore, it makes sense to analyze the problem of finding optimal deterministic policies under linear execution constraints.
It can be shown [5] that the following problem is NP-complete:
Given an instance of a transient CMDP S, A, P, R, C, Q, « and a rational number U , does there exist a deterministic policy d, whose expected total reward equals or exceeds U ? This problem can be reduced to a mixed integer program [5] with the same objective function as (eq. 2) and the following constraints:
Action Utilization Costs: In some problem domains, costs are not incurred for executing actions, but rather actions have utilization that is incurred for including the actions in the policy. The motivating problems for this formulation come from real-time architectures (for example [9] ), where constraints imposed on the policy are not due to costs incurred during the execution of a policy, but there are limitations on the agent's ability to schedule a control cycle that is used by the architecture to execute the policy.
These architectures can be modeled by assigning a constant utilization cost to every action that is used in a policy, regardless of how many times the action is actually executed. It can be shown [5] that the following problem of finding optimal policies under such constraints is NP-complete: Given an instance of a transient CMDP S, A, P, R, C, Q, U, W, « with constraints on action utilization and a rational number V , does there exist a policy , whose expected total reward equals or exceeds V ? Furthermore, the problem can be reduced [5] to a mixed integer program with constraints that are very similar to (eq. 3).
Action Combination Constraints: In the previous sections, we have discussed some constraints that can can be expressed as linear (or at least continuous) functions of actions' execution or utilization costs. However, sometimes, coming up with such functional representations for the constraints is not an easy task, as the interactions between various actions of a policy can be quite complex. In that case, one might have to explicitly specify which combinations of actions are realizable, and which are not. These cases can be modeled with constraints that are given as propositional formulas on boolean variables ∆ia that specify whether an action is planned for a particular state. The problem of finding optimal policies under such constraints is obviously NP-complete (it contains SAT as a sub-problem). We have not yet extensively investigated these types of problems and, therefore, do not have a good solution algorithm. However, we are interested in further pursuing this line of research and investigating hybrid approaches that combine optimization and SAT techniques.
