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In the first part of this paper, we present a theorem which may be used to 
determine the correct frequency modules of almost periodic solutions of 
differential equations of the form 
9 =f(t, x) (1) 
when an isolated a.p. solution is known to exist. We present an example to 
illustrate application of this theorem. 
In part two, we present some existence theorems for integral manifolds of 
“nondegenerate” and “degenerate” systems of differential equations of the 
form 
e = 1 + qt, 8, x, E), 
2 = A(B, e)x + X(t, e, x, E). 
The theorems are refinements of the theorems of Hale [l]. The new feature 
is a more reasonable assumption guaranteeing exponential behavior of the 
linear portion zz = A(0, E)X. Our assumption is essentially that the unper- 
turbed linear portion R = A(B, E)X, 0 = 1, satisfy exponential estimates. An 
example is presented which shows how the theorems herein apply to a non- 
degenerate system to which previous theorems do not apply. 
We shall let Ra denote real Euclidean n-dimensional space. We let 
U,(P) = {x E R” I I x I < ~1. 
PART I 
Recall the following: 
DEFINITION. A continuous function f (t, x) where f is in R*, t in R, x in 
Rm, is said to be almost periodic in t uniformly with respect o x in a compact 
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set U (u.a.p. on U) iff (t, X) is continuous for t in R, x in Rm, and for any E > 0, 
it is possible to find an Z(E) > 0, such that, in any interval of length Z(E), there 
is a 7 such that the inequality 
lf(t + 7,x> -f(t, 41 < E 
is satisfied for t in R, x in U. 7 is called an almost pedod off relative to E. 
Recall also the following fact seen, for example, in Favard [2]. Let f(t, x), 
g(t, X) E R* be u.a.p. on UC R”. The frequency module ofg(t, x) is contained 
in that of f(t, X) ii7 for each E > 0 there corresponds 6 > 0 such that every 
almost period r = ~-(f, 8) off re a 1 t ive to S is also an almost period 7 = T($, E) 
of g relative to E. 
We can use this fact to prove the following useful theorem, which is akin 
to results of Opial [3] for scalar equations with monotone RHS. 
THEOREM 1. Let the function f (t, x), de$ned and continuous on R x U 
where U C R” is a compact neighborhood of 0, be almost periodic in t unz$ormly 
with respect to x in U. We assume that the continuity in x is uniform with 
respect to t. Let 3i = f (t, x) have one and only one solution, x(t), which stays in U 
for all t, and let x(t) be almost periodic. Then the frequency module of x(t) is 
contained in that off. 
Proof. By the remark above, the frequency module of x(t) is contained in 
that off, if for each E > 0 there exists 6 > 0 such that every almost period 
off (t, x) relative to 6 is an almost period of x(t) relative to E. Suppose not. 
Then there exists E,, > 0 and two sequences of numbers (t,} and (T,> where 
Q-~ is an almost period of the function f (t, x) relative to l/p such that 
I 4b + T,> - 4b>l 2 Eo (p = 1, 2,...). (3) 
The sequence of functions {f(t + r9, x)> converges uniformly on R x U to 
f(t, x). Th e uric ions f t x(t + 7,) are solutions of k = f(t + TV , X) and their 
graphs are in R x U. 
Since x(t) in R x U is almost periodic and thus normal, there is a sub- 
sequence {Tag} of (T,} such that {x(t + 7&} converges uniformly on R to x(t), 
say, and z(t) is in R x U. x(t) is a solution of R =f(t, x), since 
= x(0) + pz stf (Tg1c + s, +,k: + 4) ds = 40) + s:f (s,44) ds- 
0 
However, since 3i = f(t, X) has only one solution x(t), which remains in 
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R X U for all t, z(t) = lim,,, x(t + T,~) = x(t) where the convergence is 
uniform. Rut this is a contradiction of the inequality (3). 
To illustrate how the theorem may be applied, we consider the forced van 
der Pol oscillator 
2 =y, 9 = ~(ay - /3y3) - w,% + A cos w&, Wl I w2 l=- 0, 
(Wl - %)(3QJ, - %)(% - 3%) + 0. 
(4) 
The general solution of (4) when E = 0 may be written 
x = a cos wit + b sin w,t + A, cos w$t, 
y = ----awl sin w,t + bw, cos wit - Ap, sin w2t, 
(5) 
where A, = A/(q2 - wz2). Letting a, b in (5) be functions of t and sub- 
stituting into (4) one gets the following two equations, 
d = -(c/wl)[ay - /3y3] sin art, 
b = (e/wl)[rxy - pyy cos W$, 
(6) 
where y is given by (5). 
One notes that the RHS of (6) is quasiperiodic in t with periods 2=/w, 
and 27rjws. Further, it is uniformly bounded and C2 in a neighborhood of 
(0,O). Hence Theorem 18-1 of Hale [4] applies to assert the existence (for E 
sufficiently small) of a locally unique quasiperiodic solution, S(t, G) = ($$, 
of (6) which is asymptotically stable when 2~ < 3fiA1%022 and unstable for 
201> 3j3A12w a”. The solution approaches (0,O) as E -+ 0. The periods of 
this solution are 2n/wl and 24~~ . Then, if 201 # 3/3A,2w22, for E sufficiently 
small 
x(t, c) = a(t, c) cos wit + b(t, e) sin wit + A, cos wZt, 
y(t, e) = -a(t, c) w1 sin wrt + b(t, c) w1 cos w,t - A,w, cos w,t 
(7) 
is a locally unique quasiperiodic solution of (4) with apparent periods 2~jw~ 
and 2rrjws. We now proceed to show that the 2r/w1 period is not actually 
present. 
We note that had we used rectangular coordinates relative to the particular 
solution of (4) with E = 0, viz., 
x = h, + A, cos w2t, 
y = wlh2 - A, sin mat, 
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we could write (4) in the form 
A = Hh + dJ(t, h) =F(t, h, E), 
where 
and 
(8) 
H = (-1, 7). 
We also note that the nonsingular transformation 
C(t) = ( :s;nw;t, ;; $) 
takes solutions of (6) which remain in a spherical neighborhood U of (0,O) to 
solutions of (8) which remain in U, and solutions of (8) in U to solutions of 
(6) in U. If for given E, r(t) represents the unique solution of (6) remaining 
in U, h(t) = C(t) r(t) is a unique solution of (8) remaining in U. Since the 
RHS of (8) is periodic 2n/wa, we can apply Theorem 1 to assert that h(t) is 
periodic 24~~ . Thus the solution (7) of (4) is periodic 2z-/wa rather than 
quasiperiodic. 
Theorem 1 can be applied in the example of Hale [l, p. 1941 to show that 
the quasiperiod 1 does not appear. 
PART II 
We first consider “nondegenerate” systems of the form 
B = 1 + @(t, 0, X, E), 
2 = A(@ + X(t, 6, x, E), 
Such systems arise on setting up normal coordinates to periodic solutions 
of systems of the form j = f(y) + F(t, y, 6). See Hale [l, Chap. VI]. 
The following lemma is needed to prove an existence theorem which refines 
results presented in [l, p. 2311. F rom exponential estimates on the growth of 
solutions of ti = 1, t = A(0) X, or equivalently, R = A(t + #)x, 4 E R", the 
lemma gives exponential estimates of the growth of solutions of R = A(e(t))x 
where e(t) is a solution of 4 = 1 + @(t, 8, S(t, 6), c) and S is a candidate for 
an integral manifold of (9). W e c h oose our candidates S from the complete 
metric space sZ(p, A) = {S : Rk+l -+ R" 1 S is continuous, 11 S 11 < p, 
1 S(t, 0,) - S(t, &)I < X / 0r - 0s I>, 0 < p < pO, h 3 0, with (I * ]I denoting 
the sup norm. 
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We let J(T, U) = J( 7, U, $I, S, 6) be the fundamental matrix associated with 
dxjdr = A(~(T, t, $J, S, E))X where J(T, T) = I, 0(,, t, +, S, c) is the solution 
of de/d7 = 1 + O(T, 6, S(T, e), E), e(t, t, #, S, e) = t + #, and S(t, 0) E sZ(p, A), 
0 < p < p,, , X > 0. We let Jo(t, u, #) denote the fundamental matrix of 
dx/dr = A(7 + #)x, J0(7, T, #) = I. 
LEMMA 1. Let A(B) be a bounded m x m matrix function on Rk with 
Lipschitz constant Y. Let / Jo(t, u, $)I < Ke-flct+) for some K >, 1, p > 0 and 
all t > u, ZJ in Rk. We assume that 0 is continuous, bounded, and unfiromly 
Lipschitx continuous in 8, x on R k+l x U,(p) x (0, C] and 0 has uniform bound 
6(p, E), where S(p, C) 4 0 asp, E -+ 0,O < p < p,, , 0 < E < E,, . Then there exists 
01 > 0, 0 < 01 < ,B, such that 1 J(t, r, #, S, E)I f K2e--G(t--T) for all t > 7, 
z,6 E Rk, S E Q(p, X), 0 < p < p,, , 0 < E < q, , if p0 , E,, are su.ciently small, 
e.g., when p2 > 2Kr 8(p0 , G,,) log K. 
Proof. The proof follows along the lines of Theorem 12, Chap. 4 of 
Coppel [S]. We present an outline here. 
Let !3(T, t) = 0(~, t, #, S, c), J(T, t) = J(T, t, +, S, E). Let E, p, A, Jo, S be 
givenO<E~~Eg,0<p9po,h>,0,~ERR,SE~(p,h).Then 
dl(~, u)ldT = A(‘+, 4) I(T, 4% 
Now dx/dT = A(e(T, t))x may be written 
dxldr = 4 + $1~ + [A(+, 9) - 4~ + $)I~, 
where t is fixed. Any solution x(e) of this equation may be written 
44 = I&, 4 44 + j-” I&, u)[A(@, t)) - A(u + ~9144 du’ 7 
where I&, 4 = I&, u, ~9. 
Then one finds by Gronwall’s lemma that 
/ x(t)\ < Ke-pct+ j X(T)/ exp[KrS(p, E)/2](t - T)~, t > 7. 
Then the proof from here follows that in Coppel. In order to choose 01) 0, 
it becomes necessary to assume /3” > 2KrS(p, e) log K. Note that under the 
above assumptions on 0, Jo(t, U, $) = ](t, U, 4, 0,O). 
THEOREM 2. We assume 
(a) A, 0, X are continuous and bounded in 
E(PO > 4 = Rk+l x Gn(po) x (0, ~1 
for some po > 0, Eg > 0; 
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(b) A, 0, X are Lipschitx continuous on 6 with Lipschitx constants 
T, L + ~(p, E), ~(p, E), respectively, in E(p, E), where q(p, 6) is continuous and 
nondecreasing for 0 < p d p,, , 0 < E < Ed , and ~(p, C) -+ 0 as p, Q + 0; 
(c) 0, X are Lipschitxian in x with Lipschitz constants M + ,+, e), 
,u(p, E), respectively, in E(p, c), where ,u(p, ) E is continuous and nondecreasing for 
O<p<p,,,O<~<~,,,andp(p,~)+Oasp,e-+O; 
(4 I W, RO, l>I, IX(6 4 0, 4 are bounded by N(E) for (t, 0) in Rk+l, 
0 < e < 60 ) where N(E) is continuous and nondecreasing for 0 < E < co and 
N(E) -+ 0 as E -+ 0. 
We also assume that the hypotheses of the pre-vious lemma are satisfied. 
Then if L < 01, there exist e1 > 0, p(c), h(c), 0 < E < q , and a function 
5’(t, 6, C) : Rkfl x (0, Q] -+ Rm such that for 0 < E < cl, S(t, 0, E) is a 
unique integral manifold of (9) in &?(p(~), X(C)) and P(E), h(c) -+ 0 as E -+ 0. 
Note that hypotheses (a)-(d) h ere are the same as hypotheses (&-iYJ 
of Hale [l, p. 232, Theorem 2.21. We have replaced his hypothesis (Hs) by 
the hypotheses of the previous lemma; in particular, by the exponential 
estimate on solutions of 9 = A(t + 9) x and the assumption that the bound 
6(p, c) of 0 approaches 0 as p, E -+ 0. The latter is a reasonable assumption 
as one sees in Hale [l, Chap. 61. 
The proof of the theorem follows exactly that of the usual proofs, e.g., 
Hale [l]. 
The following example cannot be handled by [l, Theorem 2.21. Before 
proceeding to the example, however, we present the following useful lemma 
whose proof follows that of Lemma 4, Chap 4 of Coppel [5]. 
LEMMA 2. Let A(#) be a continuous m x m matrix function of #E Rk 
which is periodic in z/ with vector period w. Let the eigenvalues of A($) have 
negative real part for all $ E Rk. [Thus $3 > 0 such that every characteristic 
root of A(#) has real part < -2/3.] Th en or any 6 > 0, there exists a positive f 
constant K, depending on A(*) and 6 such that for t > 0, j etA(+) 1 < Ke(-2e+s)t 
for all $ E Rk. In particular, for 6 = /3, there exists K such that 1 etA($) 1 < 
Ke-et, t > 0. 
Now consider the system 
e = 1, 
3 = A(+, 
where 0 = (0, , 6,) and 
-1 +jcosss 1 - I cos S sin 6 
A(o)= (-1 -$sinScosS -1 +$sin2S 1 ’ 
s = f+ - 0, . 
(10) 
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Theorem 2.2 of [l] requires that the fundamental matrix J(t, s) of 
* = A(B(t))x satisfy / J(t, s)j < Ke-orct-s), t > s, for some K > 1 and 01 > 0 
for all continuous functions 6(t). If we take f$(t) = t, e,(t) = 0, then the 
fundamental matrix of 2 = A[B(t)]x where 6(t) = (t, 0) does not satisfy the 
above inequality [l, p. 1211. 
However, Theorem 2 applies, since A(t + $) = A($), A($) is periodic, 
and the eigenvalues of A(+) are -1 & i l/7/4 for all $ in R2 (see Lemma 2 
above). Further, 6(p, C) = 0 in the above example, so that the inequality 
/3” > 2&3S(p, C) log I< of Lemma 1 is certainly satisfied by system (10). 
Another example, to which Theorem 2.2 of [l] does not apply and yet 
Theorem 2 above does, is 
e = 1, 
where 6, r are scalars. 
7 = (-1 + Gj sin2 e)r, 
One often encounters “degenerate” systems of the form 
St = w, t + Ax), 
R = eX(t, t + z/J, x), 
(1l.a) 
(1l.b) 
where 4 is a real K-vector, x is a real or complex m-vector. We shall consider 
(ll.a) rather than 0 = 1 + &J(t, 0, X) which is obtained from (11 .a) by 
letting 0 = t + $. One reason for this is that the mean of the RHS of (11) 
depends on # rather than 19 when the RHS is a.p. in t. The first theorem 
below tells how the system (11) is transformed in the manner of Bogoliubov 
and Hale to a more convenient form. The next theorem asserts the existence of 
an integral manifold of the transformed equations under suitable conditions, 
THEOREM 3. Let !P, X, as well as !P+ , Y, , X+ , X, , X,, , be real (or 
complex) valued, defined, uniformly bounded and con&uous on E = Rk+l x U 
where U is an open set in R”. Let Y, X, as well as the above partials, be almost 
periodic in t uniformly on E and periodic in # with vector period O. Then the 
limits (mean values) 
and the means of the above partials of Y, X exist on E (indepdently of t) and 
the co%vepgence to the limits is uniform with respect to (#, x) in RB x U. We 
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denote the means (12) 6y Y,,($, x), .X0(+, ), x an we assume that there exists a d 
constant m-vector x,, E U such that X,,(#, x,-J z 0. 
We assume that !l’, X, together with the above pa&& of ?P, X, are continuous 
in x uniformly with respect to t, # on E. 
Then by means of a transformation of the form # -+ C/J + Eu(t, z,$, x, c), 
x --t x + +, $4 x, e) + x0 , the system (11) can be written in the form 
4 = 44 + W, A x, e), 
2 = qc& + c-q4 $4 x, E>, 
(13) 
where 
(a) A, d, ?P, X are continuous and bounded in 
E(p, , eo) = R”+l x c4Po) x (0, eel 
for some p. > 0, co > 0; 
(b) A, d, Y, X are Lipschitxian ia #J with Lipschitx constants r, L, ~(p, B), 
~(p, E), respectively, in E(p, C) where q(p, ) E is continuous and nondecreakg fey 
0 <p <po,O < E ,(Egandrl(p,E)‘Oasp,E~O; 
(c) Y, X are Lipschitxian in x with Lipschitz constants p(p, E), ,~(p, E), 
respectively, in E(p, C) where p(p, e) is continuous and nondecreasing for 
0 < p < p. , 0 < E d co, and p(p, C) -j 0 as p, E - 0; 
(4 I W, +4 0, 4, I X(t, $2 0, 41 are bounded by N(E) for (t, 9) in 
RRkfl, 0 < E < co , where N(E) is continuous and nondemeasing for 0 < E < e. 
andN(~)+Oas~-+O; 
(e) the RHS of (13) p d is epio ic in $I with vector period w. 
Note. If we let 0 = t + $I, 
and the latter is the type of average seen in Hale [6]. 
To prove the existence theorem to follow, we need the following lemma, 
which is an analog of Lemma 1. 
LEMMA 3. Let A(#) be a dzrmentiable m x m matrix function on Rk with 
Lipschitz constant r. Let A(#) be periodic in #. Let A(#) have eigenvahes with 
real part < -2p < 0 for all Z/J E R”. (Then by Lemma 2 above, there exists K 
such that 1 ed(*-)s ( < Ke-EBs, l >O,~>O,K>1,/3>0,forall~inR~.)Let 
#(T, t) = #J(T, t, 4, S, c) be the solution of d#/dr = cd(#) + &‘[T, 9, S(T, #), ~1, 
+(t, t) = ~4 where d(4), W, 16, , > x E are continuous, bounded, and unz$ormly 
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Lipschitz continuous in X/J, x on E(p, , Q) = Rk+l x U,&,) x (0, E& Y has 
U?t?yOYrn bound qp, e) on E(p, E), qp, 6) + 0 as p, E -+ 0, and s f ;sz(p, A), 
0 < p < p,, , X 3 0. Then the fundamental matrix J(t, w, $I, S, C) of dx/dr = 
G~($J(T, t, #, S, E))x, J(T, T, #, S, e) = 1, satisfies the inequazity / J(t, u, $, S, E)! < 
K2E-whd , 0 ( E < \ 60 3 t~~,O~ol~p,s~~(p,X),O<p~p~,h~o 
for r, a = supeERk 1 d(4)], p. , co sujjkiently small. 
THEOREM 4. Suppose system (13) satisjies (a)-(e) above and the hypotheses 
of Lemma 3. Then ;f p. , e. , a azd 7 are suj5ciently small (e.g., 
/3” > 2Kr(a f S(p, , Q)) log K) and if L < 01, there exists c1 , p(e), X(E) and a 
function S(t, 4, e) : Rk+l x (0, c,] -+ Rm such that for 0 < E < Ed , S(t, 4, C) is 
a unique integral maniyold of (13) in !2(p(~), X(E)) and p(6), X(C) -+ 0 as E --t 0. 
Moreover, the frequency module of S with respect to t is contained in the frequency 
module of the RHS of (13) and S ’ p ts eviodic in $ with vector period w. 
The proof is similar to the proof in Hale [6] and will not be repeated here. 
Note that by letting 0 = t + $, (11) may be written 
e = 1 + .Y(8, x), 
3i = EX(& x), 
(14) 
when Y, X in (11) are independent of t. 
If S(t, #) is an integral manifold of (11) (independent of t), then S(t, 0 - t) 
is an integral manifold of (14). But since (14) is autonomous, 
s(t + 0, I9 - t - 0) 
is an integral manifold of (14) f or any U. Then the local uniqueness of the 
integral manifold implies that S(t, 0 - t) is actually a function S(6) of 0 only. 
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