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Abstract
We deal with locally ill-posed nonlinear operator equations F (x) = y in L2(0, 1),
where the Fréchet derivatives A = F ′(x0) of the nonlinear forward operator F are
compact linear integral operators A = M ◦ J with a multiplication operator M
with integrable multiplier function m and with the simple integration operator J.
In particular, we give examples of nonlinear inverse problems in natural sciences
and stochastic finance that can be written in such a form with linearizations that
contain multiplication operators. Moreover, we consider the corresponding ill-posed
linear operator equations Ax = y and their degree of ill-posedness. In particular,
we discuss the fact that the noncompact multiplication operator M has only a
restricted influence on this degree of ill-posedness even if m has essential zeros of
various order.
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1 Introduction
In this paper, we study specific linear and nonlinear ill-posed inverse problems in a Hil-
bert space setting that are connected with multiplication operators. We are especially
interested in the influence of multiplier functions with zeros that characterize the mul-
tiplication operator such that an additional ill-posedness factor arises. On the one hand
we consider linear ill-posed problems that can be written as linear operator equations
Ax = y (x ∈ X, y ∈ Y ) , (1.1)
where A ∈ L(X,Y ) is an injective, bounded linear operator with non-closed range map-
ping between infinite dimensional Hilbert spacesX and Y.We focus onX = Y = L2(0, 1)
with the generic norm ‖ · ‖ = ‖ · ‖L2(0,1) and consider the class of injective and compact
composite linear integral operators A = M ◦ J, defined as
[Ax] (s) = m(s)
s∫
0
x(t) dt (0 ≤ s ≤ 1). (1.2)
Because of the compactness of A we always have R(A) 6= R(A) and the corresponding
operator equation (1.1) is ill-posed. By definition the operator A is a composition of the
injective simple linear integration operator J defined as
[J x] (s) =
s∫
0
x(t) dt (0 ≤ s ≤ 1) (1.3)
and the multiplication operator M defined as
[M x] (t) = m(t)x(t) (0 ≤ t ≤ 1). (1.4)
We are only interested in multiplier functions m satisfying
m ∈ L1(0, 1) , |m(t)| > 0 a.e. on [0, 1] , (1.5)
such that A = M ◦ J is a compact operator in L2(0, 1). Note that (1.5) implies the
injectivity of the operators M and A.
It is well-known that J is a compact linear operator in L2(0, 1). Moreover,M is a bounded
linear operator and hence A a compact linear operator in L2(0, 1) if m ∈ L∞(0, 1). For
the multiplier functions m two families are of interest both satisfying the condition (1.5).
First we have the family of power type functions
m(t) = t r (0 < t ≤ 1, r > −1) (1.6)
which have a zero at t = 0 for r > 0 and belong to L∞(0, 1) for r ≥ 0. Consequently, for
r ≥ 0 the composite operator A is compact. On the other hand, for −1 < r < 0 we have
On multiplication operators occurring in inverse problems 109
m ∈ L1(0, 1) and a weak pole at t = 0, but nevertheless A is compact in L2(0, 1). As a
second family we have the exponential type functions
m(t) = exp
(
− 1
t ρ
)
(0 < t ≤ 1) (1.7)
with exponent ρ > 0 which can be extended continuously to [0, 1] by setting m(0) = 0.
All such functions m belong to L∞(0, 1) and therefore A is also a compact operator in
L2(0, 1).
One the other hand we consider nonlinear ill-posed problems (see, e.g., [5, Chapter 10])
written as an operator equation
F (x) = y (x ∈ D(F ) ⊆ X, y ∈ Y ), (1.8)
where the nonlinear forward operator F : D(F ) ⊆ X → Y with closed, convex domain 1
D(F ) is assumed to be continuous. If F is smoothing enough, in particular if F is
compact and weakly closed, then local ill-posedness of equations (1.8) at the solution
point x0 ∈ D(F ) in the sense of [16, definition 2] arises, i.e., the solutions x do not stably
depend on the data y in a neighborhood of x0. For X = Y = L
2(0, 1) we focus on the
class of nonlinear equations (1.8) with composite nonlinear operators
F = N ◦ J : D(F ) ⊂ L2(0, 1)→ L2(0, 1)
defined as
[F (x)](s) = k(s, [J x](s)) (0 ≤ s ≤ 1 ; x ∈ D(F )) (1.9)
with J from (1.3) and half-space domains
D(F ) =
{
x ∈ L2(0, 1) : x(t) ≥ c0 ≥ 0 a.e. on [0, 1]
}
. (1.10)
Here, N defined as
[N(z)](t) = k(t, z(t)) (0 ≤ t ≤ 1 ; z ∈ D(N)) (1.11)
is a nonlinear Nemytskii operator (see, e.g., [3]) generated by a function k(t, v) ((t, v) ∈
[0, 1]× [0,∞)). If the generator function k is sufficiently smooth2, then
N : D(N) ⊂ L2(0, 1)→ L2(0, 1)
defined by formula (1.11) with D(N) = {z ∈ L2(0, 1) : z(t) ≥ 0 a.e. on [0, 1]} maps
continuously. Moreover, as a consequence of the compactness of J and the continuity of
1If D(F ) is a closed and convex subset of the Hilbert space X, then D(F ) is also weakly closed.
2If |k(t, v)| ≤ c1 + c2 |v| for constants c1 ≥ 0 and c2 ≥ 0 and k(t, v) is continuous on (t, v) ∈
[0, 1]×[0,∞), then the growth condition and the Carathéodory condition are satisfied and the Nemytskii
operator N maps continuously in L2(0, 1). If moreover k is continuously differentiable with respect to the
second variable v and we have |kv(s, v)| ≤ c3 for a constant c3 ≥ 0, then N is even Gâteaux differentiable
with Gâteaux derivative [N ′(z)h](t) = kv(t, z(t))h(t) (0 ≤ t ≤ 1; z ∈ D(N)) (see, e.g., [1, pp.15]).
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N the composition F = N ◦ J is compact, continuous, weakly continuous and hence a
weakly closed 3 nonlinear operator. In view of the compactness and weak closedness of
F the equation (1.8) is locally ill-posed on the whole domain (1.10) (cf. the arguments
in the context of [10, corollary 5.2]). Under stronger assumptions on the smoothness4 of
k the operator F from (1.9) is even Fréchet differentiable with a Fréchet derivative 5
F ′(x0) = A = M ◦ J (1.12)
of the form (1.2) at the point x0 satisfying
‖F (x)− F (x0)− F ′(x0) (x− x0)‖ ≤ L
2
‖x− x0‖2 for all x ∈ D(F ) , (1.13)
where the corresponding multiplier function m depends on the point x0 ∈ D(F ) and
attains the form
m(t) = kv(t, [J x0](t)) (0 ≤ t ≤ 1) (1.14)
exploiting the partial derivative kv of the generator function k(t, v) with respect to the
second variable v. In [10, p.1331] it was shown that (1.12) with multiplier function (1.14)
is a (formal) Gâteaux derivative of the operator (1.9) at the point x0 ∈ D(F ). Then
F ′(x0) ∈ L(L2(0, 1)) is even a Fréchet derivative whenever an inequality (1.13) holds
true for some L > 0.
2 Inverse problems with multiplication operators
In this section, we present three examples of nonlinear inverse problems (1.8) with non-
linear operators of the form (1.9) and Fréchet derivatives (1.12) for X = Y = L2(0, 1)
arising in natural sciences and stochastic finance. For a further analysis of the first two
examples we refer to [13] (see also [14, pp.57 and pp.123]). For more details on the third
example we refer to [10].
First we consider an example mentioned in the book [8] that aims at determining the
growth rate x(t) (0 ≤ t ≤ 1) in an O.D.E. model
y′(t) = x(t) y(t), y(0) = cI ≥ c0 > 0 (2.1)
3Provided that N maps continuously with a closed domain D(N) and R(J) ⊆ D(N), then the
weak continuity and hence the weak closedness of the nonlinear operator F defined by formula (1.9) are
consequences of the fact that, for sequences xn ⇀ x0 from D(F ) which are weakly convergent in L
2(0, 1),
we have strong convergence for compact J of the sequences J xn → J x0 and thus F (xn) → F (x0) in
L2(0, 1). The same argument provides the compactness of the nonlinear operator F if N is continuous.
4N ′(z) is in general only a Gâteaux and not a Fréchet derivative (see [1, proposition 2.8]), but the
smoothing properties of J ensure that [F ′(x0)h](t) = kv(t, [J x0](t)) [J h](t) (0 ≤ t ≤ 1; x0 ∈ D(F ))
defines a Fréchet derivative of F at the point x0 satisfying an inequality (1.13) with a constant L > 0
whenever the second partial derivative of k(t, v) with respect to v exists and is bounded as |kvv(t, v)| ≤ L
for all v ≥ c0 t (0 ≤ t ≤ 1), where c0 ≥ 0 is the constant arising in the domain (1.10) (for more details
see [10, p.1332, proof of theorem 5.4]). In such a case, L in (1.13) is a global constant for all x0 ∈ D(F ).
5In the sense of remark 10.30 of [5] a Fréchet derivative can also be considered if the convex domain
D(F ) has an empty interior which is the case for the domain (1.10) in L2(0, 1).
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from the data y(t) (0 ≤ t ≤ 1), where we have to solve equation (1.8) with the nonlinear
operator
[F (x)] (s) = cI exp
 s∫
0
x(t)dt
 (0 ≤ s ≤ 1) (2.2)
and a positive constant c0 in the domain (1.10). The functions y(s) (0 ≤ s ≤ 1) can
represent, for example, the concentration of a substance in a chemical reaction or the
size of a population in a biological system with initial value cI .
A second example already mentioned in [2, p.190] aims at identifying a heat conduction
parameter function x(t) (0 ≤ t ≤ 1) in a locally one-dimensional P.D.E. model
∂u(κ, t)
∂t
= x(t)
∂2u(κ, t)
∂κ2
(0 < κ < 1, 0 < t ≤ 1) (2.3)
with the initial condition
u(κ, 0) = sin πκ (0 ≤ κ ≤ 1)
and homogeneous boundary conditions
u(0, t) = u(1, t) = 0 (0 ≤ t ≤ 1)
from time dependent temperature observations
y(t) = u
(
1
2
, t
)
(0 ≤ t ≤ 1)
at the midpoint κ = 1/2 of the interval [0, 1]. Here, we have to solve (1.8) with an
associated nonlinear operator
[F (x)] (s) = exp
−π2 s∫
0
x(t)dt
 (0 ≤ s ≤ 1). (2.4)
In both examples the operators F with domain (1.10) are of the form
[F (x)] (s) = cA exp (cB [J x](s)) (0 ≤ s ≤ 1, cA 6= 0 , cB 6= 0) (2.5)
and belong to the class (1.9) of composite operators F = N ◦ J with simple integration
operator J from (1.3) and an injective Nemytskii operator N with generator function
k(s, v) = cA exp (cB v) (0 ≤ s ≤ 1, v ≥ 0). (2.6)
In this context, we consider the linear operator A = M ◦ J of the form (1.12) for
x0 ∈ D(F ) with a continuous multiplier function
m(t) = kv(t, [J x0](t)) = cA cB exp (cB [J x0](t)) = cB [F (x0)](t) (0 ≤ t ≤ 1) (2.7)
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determining M , where m has no zeros. We easily derive lower and upper bounds c and
C such that 0 < c ≤ C <∞ and
c = |cA| |cB| exp (−|cB| ‖x0‖) ≤ |m(t)| = |cB| |[F (x0)](t)| ≤ |cA| |cB| exp (|cB| ‖x0‖) = C.
(2.8)
Consequently, m ∈ L∞(0, 1) and M is an injective and bounded linear operator in
L2(0, 1). Hence the composite linear operator A = M ◦ J is compact in L2(0, 1). Then
we have:
Theorem 2.1
Every nonlinear operator F : D(F ) ⊂ L2(0, 1) → L2(0, 1) of the class (2.5) with do-
main (1.10) is injective, (locally) Lipschitz continuous,6 compact, weakly continuous
and hence weakly closed and possesses for all x0 ∈ D(F ) a compact Fréchet derivative
F ′(x0) = M ◦ J ∈ L(L2(0, 1)) satisfying for all r > 0 a local version
‖F (x)−F (x0)−F ′(x0) (x−x0)‖ ≤ L
2
‖x−x0‖2 for all x ∈ D(F ) with ‖x−x0‖ ≤ r
(2.9)
of inequality (1.13) for some constant L > 0 depending on r and x0, where the multi-
plication operator M is determined by the multiplier function (2.7). As a consequence
the inverse operator F−1 : R(F ) ⊂ L2(0, 1) → D(F ) ⊂ L2(0, 1) exists, but cannot be
continuous and the corresponding operator equation (1.8) is locally ill-posed everywhere.
Proof.
To prove this theorem we exploit the auxiliary function
Ψ(s) = cB [J (x− x0)](s) (0 ≤ s ≤ 1) with |Ψ(s)| ≤ |cB| ‖x− x0‖ (0 ≤ s ≤ 1).
Then we can write
[F (x)− F (x0)](s) = [F (x0)](s) (exp(Ψ(s))− 1) (0 ≤ s ≤ 1)
with | exp(Ψ(s))− 1| ≤ |Ψ(s)| exp(r|cB|). This yields
‖F (x)− F (x0)‖ ≤ C exp(r|cB|) ‖x− x0‖ for all x ∈ D(F ) with ‖x− x0‖ ≤ r
proving the (local) Lipschitz continuity of F . On the other hand, we can write
[F (x)− F (x0)− F ′(x0)(x− x0)](s) = [F (x0)](s) (exp(Ψ(s))− 1−Ψ(s)) (0 ≤ s ≤ 1)
for F ′(x0) = M ◦ J with multiplier function (2.7). From
| exp(Ψ(s))− 1−Ψ(s)| ≤ |Ψ(s)| | exp(Ψ(s))− 1| for all s ∈ [0, 1]
6Here the generator function (2.6) fails to satisfy a growth condition |k(s, v)| ≤ c1+c2|v| which would
provide the continuity of N.Moreover, neither the absolute value of the first partial derivative kv(s, v) =
cA cB exp(cB v) nor the absolute value of the second partial derivative kvv(s, v) = cA c
2
B
exp(cB v) are
bounded from above. So a global inequality (1.13) cannot be shown, but nevertheless because of the
smoothing properties of J the composite operator F = N ◦ J is continuous and at least a local version
(2.9) of (1.13) holds true.
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we obtain, for x ∈ D(F ) with ‖x− x0‖ ≤ r, the estimates
|[F (x)− F (x0)− F ′(x0)(x− x0)](s)| ≤ |cB| |[F (x)− F (x0)](s)| ‖x− x0‖ (0 ≤ s ≤ 1)
and
‖F (x)− F (x0)− F ′(x0)(x− x0)‖ ≤ |cB| ‖F (x)− F (x0)‖ ‖x− x0‖. (2.10)
Note that (2.10) is an η-inequality (see [5, p.279, formula (11.6)], [9] and [16]) that
provides (2.9) with
L = 2C |cB| exp(r |cB|).
Using the compactness of the imbedding operator from H1(0, 1) to L2(0, 1) the nonli-
near operator F is compact, since F (x) ∈ H1(0, 1) for all x ∈ D(F ) and by formu-
la (2.8) and an analogous formula for the derivative [F (x0)]
′(t) it can be shown that
‖F (x)‖H1(0,1) is uniformly bounded for ‖x‖ ≤ K and any constant K > 0. Now it
remains to show the weak continuity of F implying the weak closedness of the ope-
rator. We assume, for a bounded sequence xn ∈ D(F ), weak convergence x ⇀ x0
in L2(0, 1) exploiting the fact that this is equivalent to
∫ s
0
(xn − x0)(t)dt → 0 and
hence to Ψn(s) = cB
∫ s
0
(xn − x0)(t)dt→ 0 for all s ∈ [0, 1] and show weak convergence
F (xn) ⇀ F (x0) in L
2(0, 1) by exploiting the same fact for the sequence F (xn) which is
bounded since F is compact. Namely, we can estimate above for all s ∈ [0, 1]∣∣∣∣∣∣
s∫
0
[F (xn)− F (x0)](s)ds
∣∣∣∣∣∣ ≤
s∫
0
|[F (x0)](s)| | exp(Ψn(s))− 1|ds ≤ C˜ ‖xn − x0‖.
This estimate provides with Lebesgue’s theorem on dominated convergence the required
weak convergence F (xn) ⇀ F (x0) in L
2(0, 1) taking into account that a weak convergent
sequence is always bounded. Note that the weak limit x0 assumed here belongs to D(F ),
since the domain (1.10) is weakly closed.
As the third example, based on [10], we present an inverse problem of option pricing. In
particular, we have a risk-free interest rate r ≥ 0 and we consider at time t = 0 a family
of European standard call options for varying maturities t ∈ [0, 1] and a fixed strike price
S > 0 written on an asset with asset price X > 0, where y(t) (0 ≤ t ≤ 1) is the function
of option prices observed at an arbitrage-free financial market. From that function we
are going to determine the unknown volatility term-structure. We denote the squares
of the volatility at time t by x(t) (0 ≤ t ≤ 1) and neglect a possible dependence of
the volatilities from asset price. Using a generalized Black-Scholes formula (see, e.g. [20,
pp.71]) we obtain
[F (x)](t) = UBS(X,S, r, t, [J x](t)) (0 ≤ t ≤ 1) (2.11)
as the fair price function for the family of options, where the nonlinear operator F with
domain (1.10) and c0 > 0 maps in L
2(0, 1) and UBS is the Black-Scholes function defined
as
UBS(X,S, r, τ, s) :=
{
XΦ(d1)− Se−rτΦ(d2) (s > 0)
max (X − Se−rτ , 0) (s = 0)
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with
d1 =
ln X
S
+ rτ + s
2√
s
, d2 = d1 −
√
s
and the cumulative density function of the standard normal distribution
Φ(ζ) =
1√
2π
∫ ζ
−∞
e−
ξ2
2 dξ.
Obviously, we have F = N ◦ J as in (1.9) with Nemytskii operator
[N(z)](t) = k(t, z(t)) = UBS(X,S, r, t, z(t)) (0 ≤ t ≤ 1).
If we exclude at-the money options, i.e. for
S 6= X , (2.12)
we have a compact Fréchet derivative F ′(x0) = M ◦ J with continuous, nonnegative
multiplier function
m(0) = 0, m(t) =
∂UBS(X,S, r, t, [J x0](t))
∂s
(0 < t ≤ 1) , (2.13)
for which we can show the formula
m(t) =
X
2
√
2π[J x0](t)
exp
(
− (v + rt)
2
2[J x0](t)
− (v + rt)
2
− [J x0](t)
8
)
> 0 (0 < t ≤ 1),
where v = ln X
S
6= 0. Note that in view of c0 > 0 we have c t ≤ [J x0](t) ≤ c t (0 ≤ t ≤ 1)
with c = c0 > 0 and c = ‖x0‖. Then we may estimate
C
exp
(
− v2
2 c t
)
4
√
t
≤ m(t) ≤ C
exp
(
− v2
2 c
√
t
)
√
t
, (0 < t ≤ 1) (2.14)
for some positive constants C and C. The function m ∈ L∞(0, 1) of this example has
a uniquely determined essential zero at t = 0. In the neighborhood of this zero the
multiplier function decreases to zero exponentially, i.e., faster than any power of t.
In [10] we find the proof of the following theorem:
Theorem 2.2
Under the assumption (2.12) the nonlinear operator F : D(F ) ⊂ L2(0, 1) → L2(0, 1)
from (2.11) with domain (1.10) and c0 > 0 is injective, continuous, compact, weakly
continuous and hence weakly closed and possesses for all x0 ∈ D(F ) a compact Fréchet
derivative F ′(x0) = M ◦ J ∈ L(L2(0, 1)) satisfying (1.13) for some L > 0 independent
of x0, where the multiplication operator M is determined by the multiplier function
(2.13). As a consequence the inverse operator F−1 : R(F ) ⊂ L2(0, 1)→ D(F ) ⊂ L2(0, 1)
exists, but cannot be continuous and the corresponding operator equation (1.8) is locally
ill-posed everywhere.
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In all three examples the local ill-posedness of the occurring nonlinear operator equations
and the ill-posedness of the corresponding linearized equations require a regularization
for the stable approximate solution of such operator equations. For the use of appropriate
regularization methods it seems to be important to know the degree of ill-posedness in
the linear case and the local degree of ill-posedness in the case of nonlinear equations.
The following two sections will provide some analysis concerning those degrees for the
equations with multiplication operators under consideration.
3 The degree of ill-posedness
In the past twenty years in the literature of linear inverse and ill-posed problems (1.1)
many authors considered measures for the ill-posedness and its consequences for condition
numbers of discretized problems and appropriate regularization approaches. If only the
smoothing properties of an injective compact linear forward operator Amapping between
the infinite dimensional Hilbert spaces X and Y are considered, then the decay rate of
the positive, non-increasing sequence {σn(A)}∞n=1 of singular values of A tending to zero
as n→∞ is a frequently used measure of ill-posedness (see, e.g., [5, p.40], [11, p.31] and
[19, p.235]). It defines a finite degree µ = µ(A) ∈ (0,∞) of ill-posedness if
σn(A) ≍ n−µ (3.1)
is valid.7 For small µ, e.g. µ ≤ 1, the equation (1.1) is called mildly ill-posed and for
finite µ moderately ill-posed. If, however, the singular values σn fall exponentially, i.e.,
faster than any power of n, then (1.1) is called severely ill-posed.
Since a condition (3.1) is only valid for a specific class of compact operators A, we defined
the more general interval of ill-posedness
[µ(A), µ(A)] =
[
lim inf
n→∞
− log σn(A)
log n
, lim sup
n→∞
− log σn(A)
log n
]
in [17], where µ and µ can also be zero and infinity. As proposed and motivated in [7],
[12] and [13] such measures are also helpful for evaluating the local behaviour of ill-
posedness for nonlinear operator equations (1.8) at a point x0 ∈ D(F ) by considering a
linearized version of (1.8) as an equation (1.1) with the Fréchet derivative A = F ′(x0)
which is compact whenever F is compact ([4, Theorem 4.19]). Some cross-connections
between an ill-posed nonlinear equation (1.8) and its linearization with respect to the
local degree of ill-posedness characterized by F ′(x0) and the degree of nonlinearity of
F at x0 including consequences for regularization were formulated in [16]. For non-
compact linear operators A, in particular multiplication operators, some ideas concerning
measures of ill-posedness for (1.1) were presented in [15].
7Here the notation an ≍ bn for sequences of positive numbers an and bn denotes the existence
of positive constants c1 and c2 such that c1 ≤ an/bn ≤ c2 for all sufficiently large n. If moreover
limn→∞ an/bn = 1 we write an ∼ bn.
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Now we turn towards the composite integral operators A from (1.2). From the explicitly
given singular values
σn(J) =
1
π
(
n− 1
2
) ∼ 1
π n
(n = 1, 2, ...)
of the compact integration operator J ∈ L(L2(0, 1)) and for multiplier functions
0 < c ≤ |m(t)| ≤ C a.e. on [0, 1] (3.2)
we derive the inequalities c σn(J) ≤ σn(A) ≤ C σn(J) and the asymptotics
σn(A) ≍ n−1 (3.3)
based on the Poincaré-Fischer extremum principle
σn(A) = max
Xn⊂X
min
x∈Xn, x 6=0
‖Ax‖
‖x‖ , (3.4)
where Xn represents an arbitrary n-dimensional subspace of the Hilbert space X (cf.,
e.g., [11, Lemma 2.44]). That means, the degree of ill-posedness is µ = 1 for all such
multiplier functions. The first two examples (see formulae (2.7) and (2.8)) presented
in the preceding section were concerned with nonlinear operators (1.9) leading to the
situation (3.2). Consequently, nonlinear equations (1.8) with F from the class (2.5) have
uniformly a local degree one of ill-posedness at any point x0 ∈ D(F ).
Note that (3.2) implies a continuous but non-compact multiplication operator
M ∈ L(L2(0, 1)) of the form (1.4). Then the composition operator A = M ◦J is compact.
Moreover, from (3.4) it follows that the operator A is also compact whenever we have
|m(t)| ≤ C t r a.e. on [0, 1] (3.5)
for a constant C > 0 and some exponent r > −1. However, we have a non-closed range
of M , i.e. R(M) 6= R(M), whenever m has essential zeros and (3.2) cannot hold. Then
a new factor of ill-posedness occurs in the operator A in addition to the ill-posedness
coming from the compactness of J . It could be of some interest to evaluate the strength
of this new factor. In particular, it seems to be an interesting question whether the non-
compact operator M with non-closed range can destroy the degree of ill-posedness µ = 1
defined by the integration operator J. By considering source conditions in regularization
(see [6], [10] and [18]) there are apparently strong arguments that the ill-posedness effect
of M can be significant and depend on the character of essential zeros of the multiplier
function m. However, in the next section we formulate a stringent result that at least
multiplier functions (1.6) of power type do not change the degree of ill-posedness and we
have a degree of ill-posedness µ(A) = µ(J) = 1 for all exponents r > −1.We also provide
some arguments to conjecture that this assertion even remains true for the family (1.7)
of multiplier functions with exponential decay.
On multiplication operators occurring in inverse problems 117
4 Multiplier functions with zeros do not destroy the
ill-posedness degree – some results and a conjecture
Results on the singular value asymptotics of (1.2) with weak poles in the multiplier
function m have been discussed in [21] for the more general fractional integral operators
Jν of order ν > 0 in L
2(0, 1), where also the weighted version Aν = M ◦ Jν of the form
[Aνx](s) = s
r
∫ s
0
(s− t)ν−1
Γ(ν)
x(t)dt (0 < s ≤ 1) (4.1)
has been considered. The authors of that paper proved the asymptotics
σn(Aν) ≍ σn(Jν) ≍ n−ν for all −ν
2
< r < 0
and all ν > 0. Consequently, the weak pole functionm does not change the singular value
asymptotics of Jν here. Recently, in the paper [18] we extended this result partially for
the specific order ν = 1 that corresponds with our operator (1.2) to general power type
functions (1.6) as multiplier functions as follows:
Proposition 4.1
For the ordered singular values of the compact linear operator A1 in L
2(0, 1) defined by
[A1 x] (s) = s
r
s∫
0
x(t) dt (0 < s ≤ 1)
with exponent r > −1 we have the asymptotics
σn(A1) ∼ 1
(r + 1)π n
=
 1∫
0
m(t)dt
 1
π n
.
As a consequence we also have
σn(A) ≍ n−1
for every compact composite linear operator A from (1.2) with a multiplier function m
satisfying inequalities
c t r2 ≤ |m(t)| ≤ C t r1 a.e. on (0, 1]
with some constants −1 < r1 ≤ r2 and c, C > 0.
For the proof of this proposition we refer to the original paper [18]. Moreover, numerical
experiments motivate the following conjecture:
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Conjecture 4.2 We conjecture the asymptotic behaviour
σn(A) ∼
 1∫
0
m(t)dt
 σn(J) (4.2)
for A from (1.2) whenever the multiplier function m satisfies the inequalities
0 < m(t) ≤ C t r a.e. on (0, 1]. (4.3)
for some r > −1.
This conjecture is based on three independent numerical experiments aimed at compu-
ting the singular values of A. The three case studies are presented in [6]. More detailed
the associated singular values were approximated first by the numerical solution of cor-
responding Sturm-Liouville problems, secondly by a Galerkin approximation of A and
as third approach by a Rayleigh-Ritz ansatz for A∗A and solving the occurring general
eigenvalue problem. For all three numerical approaches exploited the behaviour of power
functions (1.6) and exponential functions (1.7) was compared and it was pointed out
that the decay of singular values σn(A) is uniformly proportional to 1/n in all three stu-
dies, where as in formula (4.2) the integral
∫
1
0
m(t)dt occurred as essential factor in all
studies. Note that the condition (4.3) immediately implies m ∈ L1(0, 1) or more detailed
0 <
∫
1
0
m(t)dt <∞. A stringent proof of formula (4.2), however, seems to be missing in
the literature up to now even for the family (1.7).
Finally, it should be remarked that the paper [6] also shows that the accuracy of re-
gularized solutions using the Tikhonov regularization method for linear and nonlinear
equations with multiplier functions is also influenced preferably by an integral over the
multiplier function m and not by the character of the zeros of m.
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