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Magnetic properties of 2D topological insulators
Zewei Chen and Tai Kai Ng
Department of Physics, Hong Kong University of Science and Technology, Clear Water Bay, Hong Kong, China
The effects of Hubbard-type on-site interactions on the BHZ model is studied in this paper for
model parameters appropriate for the HgTe/CdTe quantum well. Within a simple mean field theory
we search for plausible magnetic instabilities in the model and find that the ground state becomes
ferromagnetic when the interaction strength between electrons in hole orbital is strong enough. The
result can be understood by an approximate mapping of the Hubbard-BHZ model to the one band
Hubbard model. The same mapping suggests that the magnetic and/or other ordered phases are
more likely to occur in large gap topological insulators whose occupations are close to 1/2 for both
electron and hole orbital.
I. INTRODUCTION
Topological phases entered condensed matter physics
as early as the Kosterlitz-Thouless (KT) transition,
Quantum Spin Chains (QSC) and Integer Quantum Hall
effect (IQHE)1–4 and becomes a heated topic in physics
with the discovery of topological insulators (TIs)5,6
, topological superconductors (TSs)7–9 and quantum
anomalous hall effect (QAHE)10. The role of topol-
ogy in the physics of non-interacting systems is now
basically understood with the completion of topologi-
cal classification11–13. However, the role of topology in
interacting systems are much more non-trivial and re-
mains to be explored. In 1D system, the classification of
TIs and TSs is shown to be changed by interaction14,15.
For example, it is well known that the topology of non-
interacting TIs cannot be changed without closing the
bulk gap. However, this is not true in interacting systems
where a first order topological phase transition may occur
without closing the bulk gap16. New topological phases
protected by interaction are also predicted to exist at
dimensions d > 117–20.
In this paper, we study the effects of interaction in
2D TIs. We note that there have been many efforts try-
ing to studied TIs with both short range or Coulomb
interaction. The electron and hole bands in InAs/GaSb
Quantum Well which occupy separate electron and hole
layers form a good platform to search for topological ex-
citon formed by Coulomb interaction21–23. The effects
of Hubbard-type interaction in the Bernevig, Hughes
and Zhang (BHZ) model6 (Hubbard-BHZ model) has
also been studied by Miyakoshi et al.24 where a topo-
logical phase with anti-ferromagnetic order is predicted.
However, the parameters used in their study do not de-
scribe the corresponding TI material- HgTe/CdTe quan-
tum well25–27. In this paper, we study the Hubbard-BHZ
model with parameters appropriate for the HgTe/CdTe
quantum well and search for plausible magnetic phases.
We find a first order phase transition where the insulat-
ing TI phase becomes a ferromagnetic metal phase when
the hole-hole interaction is strong enough. By mapping
approximately the Hubbard-BHZ model to the one band
Hubbard model, we explain the origin of the ferromag-
netic phase and predict that more exotic phases will ap-
pear when the electron occupation is close to 1/2 for both
electron and hole orbital.
II. MODEL AND METHOD
We consider the BHZ model with Hubbard-type inter-
action on a square lattice with two orbital {|Eσ〉, |Hσ〉}
per site. The system is described by a Hamiltonian
HT = HBHZ +HU , where HBHZ = T +H0 is the BHZ
model with
H0 =
∑
〈i,j〉,σ
εEC
†
i,E,σCi,E,σ + εHC
†
i,H,σCi,H,σ (1a)
being the on-site energy term with ετ being the on-site
energy for τ orbital and
T =
∑
〈i,j〉,σ
tEC
†
i,E,σCj,E,σ + tHC
†
i,H,σCj,H,σ (1b)
+ σtEH [i(C
†
i,E,σCi+xˆ,H,σ − C†i,E,σCi−xˆ,H,σ) (1c)
+ (C†i,E,σCi+yˆ,H,σ − C†i,E,σCi−yˆ,H,σ)] + c.c (1d)
describes electron hopping between different lattice sites
where tτ , tEH denotes intra-orbital and inter-orbital hop-
ping, respectively. C+(C)i,τ,σ creates/annihilates a τ -
orbital (τ=E,H) electron with spin σ =↑, ↓ (or ±1) on
site i. < i, j > denotes nearest neighbor (NN) sites and
c.c denotes the hermitian conjugate.
HU =
∑
i
∑
τ=E,H
Uτni,τ,↑ni,τ,↓ +
∑
i
∑
σ,σ′
UEHni,E,σni,H,σ′
(2)
where Uτ (τ = E,H), UEH > 0 describe repulsive interac-
tion between electrons and ni,τ,σ = C
†
i,τ,σCi,τ,σ. Fourier
transforming, we obtain
HBHZ =
∑
k
Ψ†
k
(
h(k) 0
0 h∗(−k)
)
Ψk
h(k) = εkI2 + dα(k) · sα
(3)
where Ψk = {CE,k,↑, CH,k,↑, CE,k,↓, CH,k,↓}T , sα’s are
Pauli matrices,
Cτ,k,σ =
1√
N
∑
i
exp(ik ·Ri)Ci,τ,σ (4)
2where N is the total number of sites and
εk = C − 2D
a2
(2 − cos(kx)− cos(ky))
dα(k) = [
A
a
sin(kx),−A
a
sin(ky),M(k)]
M(k) =M − 2B
a2
(2− cos(kx)− cos(ky))
D = (tE + tH)/2, B = (tE − tH)/2, A = 2tEH
M =
εE − εH
2
− 2(tE − tH)
C =
εE + εH
2
− 2(tE + tH)
(5)
where a is the lattice constant. Expanding the Hamilto-
nian (3) around the Γ point k = 0, we see that H reduces
to the continuum BHZ Hamiltonian describing topolog-
ical insulators6, with −(D + (−)B)k2 being the kinetic
term of the electron (E) and hole (H) orbital and M being
the Dirac mass. The topological region is characterized
by M ·B > 0. A describes the hybridization between the
H and E orbital and C is a overall constant energy term
which will be absorbed in the chemical potential in the
following.
We shall treat the interaction term in a mean-field the-
ory where
ni,τ,σniτ ′,σ′ ≈ 〈ni,τ,σ〉ni,τ ′,σ′ + 〈ni,τ ′,σ′〉ni,τ,σ
− 〈ni,τ,σ〉〈ni,τ ′,σ′〉
and the mean field Hamiltonian becomes,
HMF = HBHZ +
∑
i,σ,τ
(Uτ 〈ni,τ,−σ〉+ UEH〈ni,τ¯ 〉)ni,τ,σ
(6)
where E¯(H¯) = H(E) ni,τ =
∑
σ ni,τ,σ and 〈...〉 denotes
(ground state) expectation value.
To understand the physics behind the mean-field the-
ory, we first consider the case when the hybridization
between the E and H orbits vanishes. In this case the
two bands overlap because of band inversion (see Fig.(1))
and a small part of the E-band is occupied whereas the
H-band is almost filled (see Fig.(1(a))). In this case the
E and H bands are described separately by single-band
Hubbard models which are almost empty/filled. Mean-
field studies for single band Hubbard model on square
lattice has been carried out long time ago28 and it was
found that the ground state is anti-ferromagnetic at and
close to half filling and becomes ferromagnetic away from
half filling when the interaction strength U is large than
certain critical value. In HgTe/CdTe quantum well the E
and H bands are nearly empty or fully filled, correspond
to the case in Fig.(1(a)), suggesting that we should look
for ferromagnetic phases in our mean-field theory. Anti-
ferromagnetic phase is expected only if the band inver-
sion is so large that the two bands are both nearly half
filled (case shown in Fig.(1(b))). We’ve searched for both
ferromagnetic and anti-ferromagnetic phases numerically
in our study and find that the antiferromagnetic phase
has higher energy for band parameters appropriate for
HgTe/CdTe quantum well. In the following we shall fo-
cus on the paramagnetic and ferromagnetic phases.
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FIG. 1. Schematic band structure illustrating the filling of
the E and H bands. The blue-solid/red-dash color denotes
the part of bands which are occupied/empty. (a) The case for
small band inversion corresponding to HgTe/CdTe quantum
well. (b) The situation with large band inversion.
.
The mean field Hamiltonian which captures both para-
magnetic and ferromagnetic phases is in k-space,
HMF = HBHZ +
∑
τ,σ
hτ,σnτ,k,σ (7)
hτ,σ =
Uτ
2
(nτ − σmτ ) + UEHnτ¯
where nτ and mτ are the occupation number and the
magnetization of the τ orbital, respectively with
n(m)τ =
1
V
∑
k
< nτ,k,↑ > +(−) < nτ,k,↓ >
=
1
V
∑
k
(
Θ(µ− Ek,↑,+)|ατ,k,↑|2 +Θ(µ− Ek,↑,−)|βτ,k,↑|2
)
+ (−) (Θ(µ− Ek,↓,+)|ατ,k,↓|2 +Θ(µ− Ek,↓,−)|βτ,k,↓|2)
|ατ,k,σ|2 = 1
2
(1 +
SignτMk√
(Mk +Σ2σ)2 + |Ak|2
)
|βτ,k,σ|2 = 1
2
(1− SignτMk√
(Mk +Σ2σ)2 + |Ak|2
)
(8)
where nτ,k,σ = C
†
τ,k,σCτ,k,σ and SignE(H) = 1(−1). Θ(x)
is the step function. Ek,σ,± is the eigen-energies of HMF
given by,
Ek,σ,± = εk +Σ1σ ±
√
(Mk +Σ2σ)2 + |Ak|2 (9)
where,
Σ1σ =
UE(nE − σmE) + UH(nH − σmH) + 4UEH
4
,
(10)
Σ2σ =
UE(nE − σmE)− UH(nH − σmH) + 2UEH(nH − nE)
4
,
Ak =
A
a
(sin(kx) + i sin(ky)).
3The ground state energy density is,
Eg
V
=
1
V
∑
k
∑
i=pi,σ
Θ(µ− Ek,i)Ek,i (11)
− UE
4
(n2E −m2H)−
UH
4
(n2H −m2H)− UEHnEnH .
The mean field parameters n(m)τ are determined self-
consistently via the mean-field equations.
III. RESULTS AND PHASE DIAGRAM
We consider the half filled case for the BHZ model
where the chemical potential is in the gap and the system
is a topological insulator. We employ the parameters
appropriate for the 7.5nmHgTe/CdTe quantum well with
M = −0.0146eV, B = −1.87eV · nm2, A = 0.55eV ·
nm, D = −1.45eV · nm2 and C = 0.29. The lattice
constant a is chosen to be 1 nm.
In Fig.(2(a)) we show the self-consistent determined
mean field parameters, nH , mE and mH as a func-
tion of interaction strength UH of the H orbit with (i)
UE = UEH = 0, (ii) UE = 10eV, UEH = 0 and (iii)
UE = 0, UEH = 1.5eV respectively. We first consider the
case with only UH 6= 0 which is similar to the single band
Hubbard model. We note that an important difference
between the single band Hubbard model and the BHZ
model is that in our case, the relative position of the two
bands depends on interaction. When UH increases, the
on-site energy of H orbital is shifted upward while the
E orbital energy remains stationary leading to increas-
ing population in E band. Changing other interactions
have similar effects. Thus we are actually moving along
a curve in the density-interaction phase diagram of the
one-band Hubbard model when interaction changes. At
small UH , only one solution with mH = 0 is found. The
system remains a TI. As interaction strength increase,
two self-consistent solutions appear. The ground state is
the one with lower energy. The energy difference between
the ferromagnetic andparamagnetic phases are shown in
Fig.(2(b)). We find a first order phase transition be-
tween paramagnetic and ferromagnetic phases indicated
by the sign change of the energy difference between the
two phases. We note that despite UE = 0 in this case,
mE has non-vanishing negative value as long as mH 6= 0
because of nonzero band hybridization A 6= 0.
Including UE and UEH have similar effect as UH . UE
increases the energy of E orbital (see Fig.(3). However,
as discussed above, the occupation number of E orbital is
much smaller than H, and the effect of UE is much smaller
compared to UH because of smallness of nE . Therefore
UE has almost no effect on the phase transition. UEH
raises the energies of the two orbital simultaneously but
with different values depending on the occupation num-
bers of the two bands. The shift in energy of E(H) orbital
is proportional to nH(nE). Again, since nH >> nE , the
energy of E orbital is shifted faster than H orbital lead-
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FIG. 2. (a). Order parameters nH ,mH ,mE verse interac-
tion strength UH . Solid lines are for UE = 0, UEH = 0.
Dash-dot lines are for UE = 10eV, UEH = 0. Dash lines
are for UE = 0eV, UEH = 1.5 eV . (b) Energy difference
between nonmagnetic phase (NM) and ferromagnetic phase
(FM) ENM − EFM . Different styles of line represent same
parameter in (a)
.
ing to decreasing/increasing occupation number in E/H
orbital for UEH > 0.
The dependence of the paramagnetic-ferromagnetic
phase boundary on the interactions are summarized in
the phase diagram in Fig.(4). we see that the ferro-
magnetic region shrink when UE , UEH > 0 since these
interactions effectively increase/decrease the occupation
of H/E orbital. We note that besides the ferromagnetic
phase, we have also searched for the solution of anti-
ferromagnetic phase. We find that the anti-ferromagnetic
phase exists only if UH >> UE, UEH such that the en-
k
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FIG. 3. Band structure assuming A = 0 (along kx ∈
[−pi, pi],ky = 0) evolution with interaction strength. (a) UH =
UE = UEH . The blue-dash line shows the chemical potential.
(b) UH = 6.95eV, UE = EEH = 0. (c) UH = 6.95eV, UE =
10eV, EEH = 0 . (d) UH = 6.95eV, UE = 10eV, EEH = 3eV
4ergy of H orbital is lifted to be close to the 1/2 filling
case shown in Fig.(1(b)).
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FIG. 4. Phase diagram in UH − UEH space with given UE .
The color represent the magnitude of magnetization.
The evolution of the band structure in the two phases
is shown in Fig.(5). The band structure without inter-
action is shown in Fig.(5(a)). In this case the bands are
doubly degenerate with band extremum at Γ point. The
band structure near the phase transition point (UH =
6.95eV, UE = UH = 0) is shown in Fig.5(b). We see that
the band extremum are shifted to finite k-points due to
the upward shifting of H-orbital compared with the E-
orbital. The band degeneracy is lifted by the magnetiza-
tion and the system becomes gapless in the ferromagnetic
phase (Fig.5(c)). We caution that the E and H orbital
are linear combination of different atomic orbital (s and
p orbits) in realistic material. Although a state with uni-
form magnetization is obtained in the lattice model, the
magnetization distribution on the two atomic orbital are
in general different in real materials.
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FIG. 5. Band structure (along kx ∈ [−pi, pi],ky = 0) evolution
with interaction strength UH .
IV. SUMMARY AND DISCUSSIONS
Summarizing, we studied in this paper the effects of
Hubbard-type on-site interaction on the BHZ model.
Within a mean-field theory, we find a ferromagnetic state
when UH is large enough and the band inversion is small.
The system becomes gapless (metallic) in the ferromag-
netic phase. We have computed the Chern number (C)
for the energy bands in the ferromagnetic phase and find
that they have values C = ±1, i.e., the ferromagnetic
transition is not a topological phase transition.
Our result is qualitatively consistent with the phase
diagram inferred from Ref.[28] for the single-band Hub-
bard model. The magnitude of UH is roughly 7 eV close
to the critical point and is about a quarter of the band
width, which is not unrealistic. It should be emphasized
that mean field approximation has overestimated the ten-
dency of ferromagnetic ordering. The region of ferromag-
netic phase shrinks when more accurate calculations are
performed on the one-band Hubbard model30,31 and sim-
ilar result is expected here. We note that more exotic
phases are proposed to appear in the one band Hubbard
model when the system is close to half-filling32–46 and
similar situation is expected here when the H-orbital is
lifted up further such that both E- and H- orbital are
close to half-filling. The parameters we use in this paper
are base on 7.5nm HgTe/CdTe quantum well.
Our result may be generalized to other similar 2DTI
material; for example, the InAs/GaSb quantum well.
Due to the inversion symmetry breaking, InAs/GaSb
quantum well has considerable Rashba spin orbit cou-
pling and is described by a modified BHZ model on
square lattice with extra (small) bulk inversion asym-
metry (BIA) and structural inversion asymmetry (SIA)
term described by the tight-binding Hamiltonian HTB =
HBHZ +HBIA +HSIA, where
HBIA =
∑
k,τ
∆E(k)C
†
E,k,↑CE,k,↓ +∆H(k)C
†
H,k,↑CH,k,↓
+∆0(C
†
E,k,↑CH,k,↓ − C†H,k,↑CE,k,↓) + c.c (12)
HSIA =
∑
k
iξE(k)C
†
E,k,↑CE,k,↓ + c.c
where ∆E(H)(k) → ∆E(H)k+(−), ξE(k) → ξEk− in the
k → 0 limit. ξE is the electron Rashba term where
k± = kx± iky. This leads to spin-flip term in the Hamil-
tonianHTB. However, the interaction term is of the same
form as the HU and the Hamiltonian has the same form
asHT after diagonalizingHTB except that the spins have
different quantization axis at each k point. In particular,
the Hubbard interaction has similar effect on the model
as the original Hubbard-BHZ model and the effect of or-
bital filling will be similar.
As discussed above, we see that when the H-orbital
is lifted up and the system becomes a large gap topo-
logical insulator, stronger effects of electron interaction
(and more exotic phases) are expected when the orbital
are close to half-filling. The search for large gap topo-
logical insulator has been a hot topic after the discovery
of topological insulator since larger gap implies that the
topological effects can be measured at higher tempera-
tures. This is important for the application of TI based
electronic devices. Our calculation suggests that large
gap TI is also helpful to realize exotic phases in TI. We
note that large gap 2DTI has been predicted to exist in
transition metal dichalcogenides47 described by the k · p
5Hamiltonian,
HTMD =


Ep(kx, ky) 0 −iv1~kx v2~ky
0 Ep(kx, ky) v2~ky −v1~kx
iv1~kx v2~ky Ed(kx, ky) 0
v2~ky iv1~kx 0 Ed(kx, ky)


(13)
in the basis of p and d orbital where Ep = −δ + ~
2k2x
2mpx
+
~
2k2y
2mpy
, Ed = δ +
~
2k2x
2mdx
+
~
2k2y
2mdy
. δ is the inverted gap with
value ranges from 0.284 eV to 0.978 eV (calculated in
GW approximation)47. The inverted gaps are 20 to 100
times of HgTe/CdTe and InAs/GaSb quantum wells lead-
ing to closer to half band fillings for both p and d orbital.
There has been some experimental evidence indicating
that the 1T’ structure of TMD material WTe2 is a 2D
topological insultor48,49. Our study suggests that this
material may be a good candidate for strong correlation
effect.
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