We consider the problem of linear transceiver design to achieve max-min fairness in a MIMO interfering broadcast channel (IBC). This problem can be formulated as maximizing the minimum rate utility subject to a set of per-BS transmission power constraints. The considered problem is intrinsically very difficult, as differently from the popular weighted sum rate maximization problem, the min rate utility is non-differentiable. Moreover, our analysis indicates that when the number of antennas is at least two at each of the transmitters and the receivers, the max-min utility maximization problem is NP-hard in the number of users. As a result, we develop a low-complexity algorithm that computes an approximate solution to the max-min utility optimization problem. Numerical results show that proposed algorithm is efficient in achieving fairness among all the users.
INTRODUCTION
We consider the linear transceiver design problem in a MIMO-IBC, in which a set of Base Stations (BSs) send data to their intended users. Both the BSs and the users are equipped with multiple antennas, and they share the same time/frequency resource for transmission. The objective is to maximize the minimum rate among all the users in the network, in order to achieve network-wide fairness.
The max-min fairness problem has been studied in previous works. References [1, 2] studied the max-min power control problem in a scalar interference channel (IC). They showed that for randomly generated scalar interference channels, with probability one there exists a unique optimal solution to the max-min problem. Efficient and distributed algorithms were proposed to reach such optimal solution. References [3] [4] [5] [6] studied a similar problem in a MISO IC network, in which the BSs are equipped with multiple antennas and the users are only equipped with single antenna. In this setting, the corresponding min-rate utility maximization problem is non-convex. Surprisingly, the authors of [3] showed that a This research is supported in part by a research gift from Huawei Technologies Inc, and by the Army Research Office, grant number W911NF-09-1-0279. semidefinite relaxation is tight for this problem, and the optimal solution can be constructed from the solution to a reformulated semidefinite program. Furthermore, the authors of [4] showed that this max-min problem can be solved by a sequence of second order cone programs (SOCP). In a related work [6] , the authors approached the min-SINR problem from a different perspective. They made an interesting observation that in a single cell MISO network, the global optimum of this problem can be obtained by solving a (simpler) weighted sum inverse SINR problem with a set of appropriately chosen weights. However, this observation is only true when the receiver noise is negligible. In [7] , the max-min problem in a MIMO IC in which a single stream is transmitted for each user is considered. The authors showed that in this case finding the global optimal solution is intractable (NP-hard) when the number of antennas at each transmitter/receiver is at least three. They proposed an efficient algorithm that alternates between updating the transmit and the receive beamformers to find a local optimal solution. The key observation is that when the users' receive beamformers are fixed, finding the set of optimal transmit beamformers can be again reduced to a sequence of SOCP and solved efficiently.
In this paper, we consider a network setting that is more general than those studied in all the works cited above. Specifically, there are multiple users associated with each BS, and all the users and the BSs (transmitters) are equipped with multiple antennas. Moreover, we do not restrict the number of transmitted streams for each user. We first show that in this general setting, when there are at least two antennas at each transmitters and the receivers, the max-min utility maximization problem is NP-hard in the number of users. This result is a generalization of [7] , in which the NP-hardness results require more than three antennas at the users and BSs. Moreover, we provide a reformulation of the original maxmin problem using the framework developed in [8] , and propose an algorithm that computes an approximate solution to the max-min problem. The proposed algorithm is computationally efficient, as in each step a convex optimization problem is solved.
SYSTEM MODEL AND PROBLEM FORMULATION
Consider a cellular network (also known as interfering broadcast channel) with K cells. Let us assume that the cell assignment of the users has been done and each base base station is interested in serving the users in its own cell. More precisely, we assume each base station k, k = 1, 2, . . . , K, is equipped with M k transmit antennas and serves I k number of users in cell k. Let us use the notation i k to denote the i-th user in cell k and N i k to denote the number of receive antennas of user i k . Also define I to be the set of all users in the system
and K to be the set of all base stations
Considering linear channel model between the transceivers, the received signal of user i k can be written as
, where
are respectively the transmitted and received signal of user i k . The matrix H i k j ∈ C Ni k ×Mj represents the channel response from transmitter j to receiver i k , while n i k ∈ C Ni k ×1 denotes the complex additive white Gaussian noise with distribution CN (0, σ
For practical considerations, we focus on optimal linear transmit and receive strategies that can maximize system utility. In this case, base station k uses a beamforming matrix V i k in order to send the signal vector s i k to receiver i k . On the other side, receiver i k estimates the transmitted data vector s i k by using a linear beamforming matrix U i k , i.e.,
where the data vector
Ni k ×di k are respectively the transmit and receive beamforming matrices used for serving the i-th user in cell k.
Treating interference as noise, the rate of the i-th user in cell k is given by
(1)
Consider a utility of the system which depends on the rate of all users. Then, the problem of interest is to find the transmit beamformers V = {V i k } i k ∈I such that the utility of the system is maximized, while the power budget of each transmitter is respected:
where P k denotes the power budget of transmitter k.
Our focus in this work is on the max-min utility function, i.e., we are interested in solving the following problem
(2) Similar to [4] , one can solve (2) by solving a series of problems of the following type for different values of γ:
The above problem is to minimize the total power consumption in the system subject to quality of service (QoS) constraints. In what follows, we first study the complexity status of problem (2) and (3) . Then, we propose a polynomial time algorithm for designing the beamformers based on the maximization of the worst user performance in the system.
NP-HARDNESS OF OPTIMAL BEAMFORMER DESIGN
In this section, we analyze the complexity status of problem (2) and (3). In the SISO case where M k = N i k = 1, ∀k ∈ K, ∀i k ∈ I, it has been shown that problem (2) and problem (3) can be solved in polynomial time [9] . Furthermore, it is shown that in the MISO case where M k > N i k = 1, ∀k ∈ K, ∀i k ∈ I both problems are still polynomial time solvable [3, 10] . In this section, we consider the MIMO case where M k , N i k ≥ 2 and we show that unlike the other cases, both problems (2) and (3) are NP-hard in the MIMO case. The following theorem states our result in a more precise manner. Proof The proof is based on a polynomial time reduction from the 3-satisfiability problem which is known to be NPcomplete. Here we omit the details of the proof due to lack of space.
Corollary 1 Under the same set up as in Theorem 1, problem (3) is NP-hard.

PROPOSED APPROACH
In this section, we use the results in [8] to reformulate problem (2) in an equivalent form which is easier to handle. First, we need to introduce the following lemma.
Lemma 1 The rate of user i k in (1) can also be represented as
where E i k is the MSE value of user i k given by
Proof First, by checking the first order optimality condition of (4) with respect to U i k , we get
where
is the optimal solution of (4). By plugging in the optimal value U * i k in (5), we obtain
The first order optimality condition of (6) with respect to
By plugging in the optimal W * i k in (6), we can write
which is the rate of user i k in (1).
Using Lemma 1, problem (2) equivalently can be written as
Introducing the auxiliary variables t 1 , t 2 , and t 3 , problem (7) can be equivalently written as max {V,W,U,t}
where t = {t 1 , t 2 , t 3 }. Now we use the coordinate descent approach to solve (8) . If we fix the variables V, W, t 2 , t 3 , an optimal value of U, t 1 is given by
Note that the optimal value for U is not necessarily unique and here we only consider one of such optimal solutions which is the MMSE receiver. If we fix the variables V, U, t 1 , t 3 , one choice of optimal value for W, t 2 can be obtained by
Furthermore, if we fix the variables U, W, t 1 , t 2 , we need to solve the following optimization problem for updating V and t 3 :
It is not hard to see that the above problem is convex quadratic in the variables V, t 3 . Therefore, it can be solved efficiently using convex optimization techniques such as interior point method.
The overall proposed algorithm is summarized in Table 1 . 4 Update U i k according to (9) , ∀ i k ∈ I 5 Update t 1 according to (10) 6 Update W i k according to (11) , ∀ i k ∈ I 7 Update t 2 according to (12) 8 Update V i k and t 3 by solving (13), ∀ i k ∈ I 9 until |t 3 − t 3 | ≤
SIMULATION RESULTS
In this section, we present some numerical experiments comparing four different approaches for the beamformer design in the interfering broadcast channel. The first approach for designing the beamformers is the simple "WMMSE" algorithm proposed in [8] for maximizing the weighted sum rate of the system. Since the sum rate utility function is not a fair utility function among the users, we also consider the proportional fairness (geometric mean) utility function of the users. We use the framework in [8] for maximizing the geometric utility function of the system and the resulting plots are denoted by the label "GWMMSE".
Another way of designing the beamformers for maximizing the performance of the worst user in the system is to approximate the max-min utility function. One proposed approximation for the max-min utility function could be (see [11] )
Therefore instead of solving problem (2), we may maximize the above approximation of the objective by solving the following optimization problem
If we restrict ourselves to the case of (5) becomes a scalar and thus we can denote it by e i k . Using the relation (4) and plugging in the optimal value for the matrix W i k yields
Plugging in this relation in (14), we obtain the equivalent optimization form of (14):
which is the well-known sum MSE minimization problem and we use the algorithm in [12] to solve (15). The corresponding plots of this method are labeled by "MMSE" in our figures.
In our simulations, all numerical results are averaged over 50 channel realizations. In each channel realization, the channel coefficients are drawn from the zero mean unit variance i.i.d. Gaussian distribution.
In the first numerical experiment, we consider K = 4 base stations, each equipped with M = 6 antennas. There are I = 3 users in each cell where each of them is equipped with N = 2 antennas. Figure 1 and Figure 2 respectively represent the rate cumulative distribution function and the minimum rate in the system. The SNR level is set to 20dB in Figure 1 . As these figures show, our proposed method yields substantially more fair rate allocation in the system. In our second set of numerical experiments, we explore the system with K = 5 cells where each base station serves I = 3 users. The number of transmit and receive antenna are respectively M = 3 and N = 2. Figure 3 and Figure 4 show the performance of the proposed algorithm. 
