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Abstract
This thesis document, presents a method for the optimal power factor calculation in power
electronic converters for photovoltaic (PV) systems. Both three-phase and single-phase con-
verters are considered through an unbalanced modeling of the grid. A Wirtinger’s lineariza-
tion is used for the power flow equations in order to obtain an affine set of constraint and make
the problem convex. Stochastic behaviour of the solar radiation is considered by a sample
average approximation which maintains the problem convex and computationally tractable.
Numerical results performed in CVX/MATLAB on the CIGRE benchmark microgrid with
real data of solar radiation, complement the analysis and demonstrate the applicability of
the method. Beside this, the methodology of reactive power management mentioned before,
allows to develop an algorithm, for Hosting Capacity, applying this on the CIGRE microgrid
test benchmark, taking into account the behavior of the loads and sources both, balanced
and unbalanced.
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Chapter 1
Introduction
This thesis, presents a convex model for the defining the optimal value of power factor for
PV systems. A series of convex approximations are proposed and evaluated. A three-phase
modelling of the grid is proposed considering single and three-phase converters. Physical
limitations of the converters are also considered and the grid equations are linearized by us-
ing Wirtinger’s calculus. The stochastic behaviour of the solar radiation is considered by the
sample average approximation in order to maintain the problem convex and computationally
tractable. Real data for solar radiation are considered and applied to the CIGRE benchmark
test system for low voltage applications [Papathanassiou et al., 2005]. Beside this, the appli-
cation of this methodology allows to implement an algorithm to estimate and improve the
hosting capacity, taking into account balanced and unbalanced loads.
Several methods were proposed before to solve this problem. In [Hamzeh et al., 2013], a
decentralized self-adjusting reactive power controller was proposed, where the objective was
to compensate the reactive power of local loads and share reactive power of non-local loads.
That control included a drop constant that was adjusted according their reactive power.
In [Bolognani and Zampieri, 2013], it was analyzed the system using a generalized dc power
flow and quadratic programming obtaining an optimal reactive power flow that was used
to control the reactive power supplied by each distributed generator. Reference [Zhu et al.,
2016], proposed a wireless control strategy using optimized virtual impedance controllers and
load measurements of reactive power sharing through the network, a genetic algorithm was
used to define the virtual impedance parameters of each distributed generator which reduce
the global reactive power sharing error. In [Arif et al., 2017], the authors presented the
concept of stochastic game modelling from game theory to develop an algorithm to solve a
multi-objective optimization, which included the reactive power reserve maximization and
the improvement of voltage profile. Reference [Wang et al., 2017a], presented a control strat-
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egy for islanded microgrids, using small signal models, state estimator, optimal regulator
and an optimal control; all these allowed voltage regulation without communication systems.
Authors in [Han et al., 2017] presented a review of multiple sharing strategies of active and
reactive power in hierarchical controlled microgrids. [Morais et al., 2013] mentioned multiple
reactive power control strategies considering the smart grids paradigm. The management of
distributed energy resources and the distributed network aggregator, namely Virtual Power
Player, was proposed and implemented in a simulation tool. In [A´guila Te´llez et al., 2018]
it was proposed a bibliographical revision of mathematical methods used for optimal selec-
tion and location of reactive power compensating elements applied on distribution systems
most of them based on metaheuristics. There are a few articles that study the stochastic
nature of renewable resources and load on microgrids, some like [Kekatos et al., 2015], did
a mathematical analysis of the components and stochastic behavior of the system to obtain
an optimal power flow and reduce losses. That model was however, non-convex and hence,
there was not guarantee of optimally or convergence.
The main differences between the aforementioned approaches and the one presented here
are the following: i) the proposed model is convexified by using a Wirtinger’s linearization on
the power flow equations [D.A.Ramirez et al., 2019]. This linearization allows to guarantee
global optimum in the approximated model with high accuracy and fast convergence of the
interior point algorithms. ii) The proposed model consider directly the stochastic behaviour
of the solar generation by using a sample average approximation. This approximation takes
into account the stochastic nature of the sun radiation and the loads, without jeopardize the
convergence and uniqueness properties of the convex model. iii) The implementation of the
proposed methodology can be executed directly in commercial converters, since it does not
require communications or real time operation. The main idea of this, is to schedule the
power factor of the converter for each type of day and each hour without a master controller.
1.1 Problem description
Modern distribution systems are characterized by a high penetration of renewable energy such
as wind and photovoltaics, which are integrated through power electronic converters [Rabiul
Islam et al., 2019]. Although these converters have some power factor compensation capa-
bility, they are usually operated at unit power factor; this operation mode can reduce the
efficiency of the entire system [Lu et al., 2015]. One of the most promising ways to solve
this problem is by including communications and a power factor management in real time.
However, this approach is still expensive in practical applications. Therefore, an optimiza-
tion model for the power factor is required in order to define a fixed set point taking into
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account the stochastic behaviour of the solar generation. The electrical sector is one of the
main responsible or global warming and air pollution. Hydroelectrics create a high social
and environmental impact, and the abusive use of coil, gas, and diesel, increased drastically
the CO2 emissions and the greenhouse effect. With this in mind, scientist start developing
renewable energy technologies such as solar and wind farms. The integration of these ele-
ments and others like energy storage devices, requires the concept of microgrid, defined as an
interconnection of distributed energy resources (DER’s) creating small distributed systems
that can operate on interconnected or islanded mode. These renewable systems, have power
electronics elements mainly converters with the capability to control the reactive power in-
jected to the grid. We should establish the optimal power reactive point, however, there is
a limit for the current that may inject to the grid and hence the available reactive power is
closely related to the active power capability.
Controlling the operation point is important because on situations where the voltage drops
or rises, those devices must generate or consume reactive power. However, microgrids and in
general renewable energy resources have an inherent stochastic characteristic. It means that
on microgrids the load is variant and the energy produced by solar farms is difficult to predict,
that is because the solar radiation is variable throw the time; the same happens with the
unpredictability nature of wind speed on wind systems. With this in mind and interrogant
born. How to control the reactive power on microgrids with high inclusion of
renewable energy, in order to optimize the operation and taking into account
the stochast nature of the solar irrandiance?
Solving this problem becomes difficult unless we use optimization methods than include
the stochastic nature of renewable resources and loads. In this document, it is going to
be used stochastic convex optimization. The purpose of using convex optimization is to
take advantages that other mathematical process like metaheuristics do not have. The main
advantage is that the solution point is unique and global. In addition, convex models have
a convergence gurantee for conventional methods such as the interior point method. This
means, that the model is solver-agnostic (i.e it does not depend on the solver used to be
solved). However, not all problems are convex and our particular problem is not an exception,
because the power flow equations are highly non-liner and non-convex, and the constant
power model of solar systems are non-linear. In those cases, it is needed a relaxation of the
problem. It means that the model is converted into a convex model and after that, we can
use technological tools like Matlab and CVX to solve the problem and find the optimal point.
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1.2 Motivation
The development of grids with high penetration of distributed generation has become impor-
tant for the future of the electrical systems due to the increase of pollution and the continuous
emission of greenhouse gasses. Microgrids have advantages over the traditional power systems
such as, reduced feeder losses and improved power system quality and reliability [Han et al.,
2017]. The active elements on microgrids, such us solar panels, wind generators, storage de-
vices, and loads, are normally connected through power-electronic converters. These devices
have the capability to generate or consume reactive power as long as the maximum current
capability is not violated. Therefore, an optimization model is required for the optimal power
factor calculation.
On traditional power grids, a few number of elements where in charge of generating power.
Coordination in those green was relatively easy, but on microgrids with high inclusion of
renewable energy, we have multiple distributed resources with a variable generation during
the day, each one connected to the grid using power electronics devices. These devices, when
not properly controlled, increase the feeder voltage because of their reverse power flow. Here
the reactive power has a key role on maintaining the proper voltage grid profiles. Other power
quality problems normally are to be mitigated by providing harmonic, reactive power and
unbalanced compensation. Reactive power problems cause disturbance to other consumers
an interference in nearby communication networks, but different compensation devices are
presented as a solution to reactive power compensation [Gayatri et al., 2018].
The use of capacitor banks are useful to mitigate power quality problems. Also the
use of LC-filters helps reducing the number of capacitor banks while improving the power
factor. However, those devices do not help with resonance, bulkiness or fixed compensation.
Others like flexible alternating current transmission systems (FACTS) have been proposed on
microgrids as a complete solution, but those are expensive and becomes difficult to implement
in microgrids, so the target now is to use the capability that existing power electronic devices,
have to control the active and reactive power.
The use of optimization techniques to control the operation of the inverters is an excellent
solution to replace the use of capacitor banks that have a limited capacitance level, meanwhile
the control over the converters helps on network stability by consuming or generating reactive
power, which in turns helps to keep the voltage in normal values [Garces et al., 2012].
In our study, it is required a variability model of the solar radiation and the magnitude
of the load. It means that generation and demand is changing through the time.
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1.3 Objectives
1.3.1 General
To develop a stochastic convex optimization methodology that manage the reactive power
in electronic devices (AC/AC, DC/AC converter), that integrate renewable energy taking
into account the variability of the load and the renewable resources (solar radiation, wind
frequency).
1.3.2 Specific
• Modelling both sources and loads through a suitable models.
• To purpose a convex model for optimal management of microgrids.
• To solve the optimization problem through an algorithm implemented in MatLab.
• To analyze results on a test system.
• To include an algorithm for hosting capacity using reactive power management.
1.4 Research framework
1.4.1 Microgrids
The different connections between photovoltaic, wind, storage systems, fuel cells and other
cross-cutting technologies are normally defined as distributed energy resources (DER) and
the interconnection of multiple DER is called microgrid [Bullich-Massague´ et al., 2018]. The
development of microgrids is closely related to the development of the smartgrids [Razeghi
et al., 2018]. A microgrid basically takes a community that is interconnected with the different
smartgrids technologies and uses different types of energy generation and storage, to produce
energy to supply themselves and also deliver the residual energy to a main grid.
At distribution level, the grids work as passive systems, but the integration of distributed
resources make the system dynamic with own control and with a bidirectional power flow.
It means that the micro grid can work as a load for the main system, but it also can work
as a generator supplying energy. Normally, microgrids are low (inferior to 1 kV) or medium
voltage (1-69 kV) and they can operate in two modes [Bullich-Massague´ et al., 2018]:
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Connected mode: In this mode in which the microgrid is connected to a main grid, where
it can supply energy to the system and also consume energy from it.
Isolated or islanded mode: on this mode the grid is completely autonomous generating
their own energy and is not connected to a main grid.
With the environmental philosophy in recent years, photovoltaic and wind became an impor-
tant part of the system. Photovoltaic energy that normally uses poly-crystalline solar cells
on their solar farms had the problem of poor prediction of solar radiation over the time.
Those uncertainties, as well as the load variation, represent a challenge for the system
operators. It is required a control to guarantee power quality and security of supply. These
stochastic approach are used for optimal operation, the strategies include scenario trees for
stochastic variables (wind frequency, solar radiation), that are integrated to optimization
problems [Grover-Silva et al., 2018].
1.4.2 Convex optimization
Convex optimization is a mathematical process with high differences respect to metaheuris-
tics optimization and benefits like global solutions and multiple programs to solve effectively
the problems. Convex optimization includes linear programming problems, semi-definite and
second order cone programs almost as easily as linear programs. Since 1990, multiple ap-
plications have been discovered, like automatics, finances, signal processing and more. The
advantages of recognizing or formulating a problem as a convex optimization model are: sim-
plicity, since the problem can be solved very reliably and efficiently and the methodologies
can be easily embedded in a computer or analysis tool. Basically solve convex functions over
convex regions [Boyd and Vandenberghe, 2004]. In our problem of reactive power manage-
ment, the system generates non-convex function that could not be possible to solve using
convex optimization, in that case it is needed a methodology of relaxation that change the
problem from non-convex to convex. In Chapter 2, the application of convex optimization
for the solution of load flow optimization problems will be thoroughly studied
1.4.3 Stochastic models for wind and sun radiation
Stochastic process are related to probability theory, involved in many phenomena’s like
physics, engineering, ecology, biology, medicine, psychology, finance and other disciplines.
A stochastic process is defined as a collection of random variables that are continuously
changing over the time. Each random variable, has their own probability distribution func-
tion that could be or not related between them.
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It is important than a stochastic process to be generated should resemble its estimated
statistical and probabilistic properties. For a random variable its probability distribution
is a complete description. For a stochastic process, two properties have been used for that
purpose: the probability distribution and the power spectral density. The first one is the
property at one time instant, and it is the first order property of the process. The second
one, in the other hand is a statistical property involving two different time instants, both the
probability distribution and the power spectral density are invariant with time [Cai, 2018].
1.4.4 Hosting capacity
On distributed systems, the hosting capacity is the ability that Distributed energy resources
(DER) had to identify the penetration level of generation resources that can be accepted
without endangering the power quality and the state of the grid [Etherden and J.Bollen,
2011]. Often the main problems associated with a lack of hosting capacity are related to
voltage problems like overvoltage, undervoltage and voltage deviation, thermal problems like
charging overloads and discharging overloads and finally protection problems like sympathetic
tripping, coordination and reverse power flow [Rylander et al., 2016].
1.4.5 State of art
There are little information about power reactive management on microgrids, most of the
information is focused on transmission systems. In this section is going to be presented some
of the studies developed on microgrids for reactive control management:
[Hamzeh et al., 2013], it is presented a decentralized self-adjusting reactive power con-
troller, the main objective was to develop a control for each distributed generation unit, to
compensate the reactive power of its local loads and share reactive power of non local loads.
The proposed control includes an improved drop controller whose parameters are adjusted
according of the reactive power of the loads, a virtual impedance loop is added to the voltage
controller to enhance the steady state and transient responses of the proposed reactive power
management scheme. [Morais et al., 2013] mentioned multiple reactive power control strate-
gies considering the smart grids paradigm. The management of distributed energy resources
and the distributed network aggregator, namely Virtual Power Player(VPP), was proposed
and implemented in a simulation tool designed for the paper’s author.
In [Kekatos et al., 2015], a reactive power compensation was considered as an auxiliary
service, taking into account the increasing time-variability of distributed generation and
demand. A stochastic reactive power compensation scheme is developed, given uncertain
active power injections. Reactive power injections are updated using the Lagrange multipliers
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of a second-order cone programming, being capable to track variations in solar generation
and household demand.
[Guo et al., 2019] proposed a distributed coordinated active and reactive power control
scheme for wind farms based on the model predictive control (MPC) along with the consensus-
based distributed information synchronization and estimation, which can optimally dispatch
the active power of wind turbines (WT) and regulate the voltages within the wind farm.
The reactive power outputs of WTs are controlled to mitigate the voltage deviations and
simultaneously optimize reactive power sharing.
In [A´guila Te´llez et al., 2018], it was proposed a bibliographical revision of mathematical
methods used for optimal selection and location of reactive power compensating elements
applied on distribution systems most of them based on metaheuristics. [Torquato et al., 2018]
Proposed the application of a simplified Monte-Carlo method applied on 50.000 low voltage
systems where they perform a risk-based analysis, here they found that the highest impact on
microgrid with high inclusion PV is the overvoltage. In [Wang et al., 2017b], it was presented
an study for hosting capacity on grids with inclusion of wind turbines on the mathematical
model raised is included economical and installation points restrictions which was solved using
particle swarm optimization. [Rylander et al., 2016] proposed a streamlined methodology that
captures characteristics from the electric providers and consumers and run multiple load-flows
and short-circuit analyses to provide the ability to the feeder to accommodate multiple PV
on the grid. [Wang et al., 2016] used the IEEE-33 bus distribution system, realize an study
taking into account the inclusion of on-line tap changers (OLTC) and static var compensators
(SVC’s), with this is discussed how to find the most critical technical constraints that may
limit the maximum hosting capacity adjusting those parameters to increase the effectiveness
of the mathematical formulation.
1.5 Scope and investigation products
In this project a stochastic convex optimization mathematical model is proposed on micro-
grids with high inclusion of distributed generators (DG). The load flow methodology used
will be linearized load flow for distributed networks; this methodology is helpful because it
deliver direct responses in magnitude and phase. The DG composed by multiple solar panels,
is considered the generation variability of solar radiation and load.
With this in mind and taking into account the benefits of power factor control, we will
focus our project on the magnitude of capacity of solar generators that a grid can hold on
without producing effects on it like over/under voltage, conductor heating and overload on
transformers. This optimal sizing of distributed generators on a microgrid is named Hosting
CHAPTER 1. INTRODUCTION 9
Capacity. Next, will be shown information about studies that work on the improvement of
the hosting capacity on DER’s.
The following are main products of the thesis:
• Paper conference presented in international congress CIINDET (Congreso internacional
de innovacio´n y desarrollo tecnolo´gico) Cuernavaca - Morelos October of 2019 [Casili-
mas et al., 2019].
• Test system based on the CIGRE test benchmark.
• Matlab optimization model implemented on CVX.
1.6 Structure of the Thesis
This thesis project is organized as follows. Chapter 2 explains and defines stochastic program-
ming and define the multiple constraints used on our Optimal Power Flow model. Chapter
3 is defines the mathematical model of the grid, in which the main objective is loss reduc-
tion where are defined the system constraints, also is presented Wirtinger’s linearization as a
methodology to linearize non-convex constraints and finally stochastic model parameters are
determined which allow us use convex optimization and CVX/MatLab to perform reactive
power management. Chapter 4 are presented two types of results, the first ones are for re-
active power control which is compared with a deterministic experiment and the second one
present results for hosting capacity. Chapter 5, display the main conclusions and final ob-
servations from the simulations also present the future works coming from this investigation
thesis.
Chapter 2
Non-convex stochastic model
2.1 Stochastic modelling
Stochastic programming deals with optimization models and decision making involving un-
certainty [Lin et al., 2012]. These optimization problems present greater challenges compared
to deterministic models. Stochastic programming includes different methodologies and ap-
proaches that represent the uncertainty (See [Bhattacharya et al., 2018] and [Hanhuawei
et al., 2017] for more details about stochastic modelling). In general, the objective function
is replaced by a measure over the feasible set consider the stochastic nature of the problem.
The most common approach, is to use the expected value of an objective function, namely:
min E(f(x)) : x ∈ Ω(x) (2.1)
However, finding the expect value could be difficult taking into account the possible non-
linear characteristics of the objective function f and/or the set of feasible solutions Ω. In
order to solve this problem, is to perform an analysis of scenarios. Here, the main idea is
to make a study in a set of possible scenarios or realizations (ξi) with their corresponding
probabilities and with them, give a solutions to the problem [Kall and Wallace, 1994].
The decision making in a stochastic model, can be performed in one or several stages. In
the first case, named single stage stochastic optimization, the decision is implemented with
no subsequent recourse. This strategy is called here and now. In the second case, part of the
decision is taken by stages after obtained a given realization. This strategy is called wait and
see. The optimization model presented in this thesis is a single stage stochastic optimization
where the decision of the power factor is fixed in by the model.
10
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2.2 Solar system model
DC
DC AC
DC
3 Phase
Solar Generator
Stochastic
Radiation
MPPT VSC
P= Psolar
Q
PCC
Figure 2.1: Solar Power Plant Configuration
Figure 2.1 presents the basic configuration of a solar generation system, which will be our
primary source of study. This system consists on a group of solar panels whose capacity is
variable depending on the size of the installation, the number of panels and their technology.
The second element of this installation is a DC/DC voltage regulator of type maximum power
point type tracker (MPPT), these systems are used in high voltage installations, in addition
to this, they have a better efficiency than the pulse width modulation type regulators (PWM),
this element connects and stabilizes the voltage between the solar panels and the DC/AC
converter.
The next element of the solar generator is the DC/AC source converter of the voltage source
converter type (VSC). This converter which gives us the active power directly from the panels
and allows to consume or inject reactive power to the grid through the control of the switch of
its electronic components, will be the most important element in our study, since these allows
control through user access panels or acquisition cards the behavior of the power factor during
the day. That power factor will be the parameter which our study is dedicated to obtaining
its optimum values for dynamic conditions of the network. Finally this solar system which
now is three-phase, is connected to the system by the point of common coupling (PCC).
2.3 Optimal Power Flow (OPF)
Let us consider a grid-connected three-phase microgrid as depicted in Figure 2.2. This consist
in a slack node which maintains a constant three-phase voltage, distribution lines and loads.
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Figure 2.2: Representation of a three-phase Grid
Distributed energy resources (DERs) are connected to different nodes. In this case, these
we consider only photovoltaic. Our problem is to obtain the optimal power factor for each
photovoltaic unit in each our in order to minimize the expected value of the losses.
This problem is closely related to the optimal power flow (OPF) in power systems (see
[Conejo and Baringo, 2017]). In the following, the objective function as well as the set of
constraints are presented in order to built the optimization model.
2.3.1 Objective Function
The proposed model seeks to find the optimal power factor for each solar conversion system,
in order to minimize power loss. However, losses depends both the power factor and the
scenario of solar irrandance and loads. Therefore, the objective function is to minimiza the
expected value of the losses as given in (2.2)
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min E(pL, ξt) (2.2)
The losses are represented by a quadratic form as function of voltages and the parameters
of the grid, as well as the scenario of solar radiation as will be explained later.
2.3.2 Power balance
For the sake of simplicity, the model of the grid is presented in a complex representation.
The power that flows across the network branches is therefore represented by the following
non-linear / non-affine model: (
sk
vk
)∗
=
∑
m
ykmvm (2.3)
where ∗ represents the complex conjugate operator, vk, vm are nodal voltages and ykm is the
component km of the nodal admittance matrix. The nodal power in each node is given by
sk = skG − skD where skG = pkG + jqkG) is the generated power and loads are given by
skD = pkD + jqkD. Therefore, the model of each node is given by (2.4).
(pkG − pkD)− j(qkG − qkD) =
∑
m
v∗kykmvm (2.4)
The total active power loss are given by the sum of the nodal powers, namely
pL =
∑
k
∑
m
real(v∗kykmvm) (2.5)
This is a quadratic and convex form since we assume the graph is connected.
2.3.3 Voltage magnitude limits
This constraint limits the maximum (vkmax) and minimum (v
k
min) values of voltages on all the
nodes of the system.
vkmin ≤ ‖vk‖ ≤ vkmax (2.6)
These limits are given by the grid-codes. In Colombia, it is used a range of ±10%. that
implies that vkmin = 0.9pu and v
k
max = 1.1pu
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2.3.4 Slack nodes
There are three slack nodes, one of each phase of the grid as given in (2.7)
VS =
VA(slack)VB(slack)
VC(slack)
 (2.7)
This vector is a parameter of the model, therefore, we can represent the following con-
straint in per unit:
vslack = 1e
jφ (2.8)
where φ ∈ {0,−2pi/3, 2pi/3} according to the phase of the grid.
2.3.5 Active and reactive power generation
This constraint relates the apparent power in active and reactive power of all the generation
nodes with the maximum value of apparent power than the solar generator converters can
inject to the grid as given in Equation (2.9).√
p2kG + q
2
kG ≤ sk(max) (2.9)
The capacity of the converter is given mainly, by the current capacity of the Insulated Gate
Bipolar Transistors (IGBT). This parameter can be obtained from the datasheet of the
converter.
2.3.6 Active power limiter
Equation (2.10), as a secondary constraint of the restriction above, limits the magnitude of
active power injected to the grid depending on the active power produced by the solar panels
at a statistical case and a specific radiation level.
pkG ≤ pkG(max)(ξt) (2.10)
The parameter ξt represents the scenario of solar radiation. Therefore, this constraint is
probabilistic, unless if a precise forecasting is available.
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2.3.7 Power factor
The power factor of the solar units is given by
ϕk =
pkG
‖skG‖ (2.11)
For the sake of simplicity, an artificial variable ρk is created and defined as follows:
ρ =
√
(1/ϕ2k)− 1 (2.12)
Therefore, reactive can be represented as function of the active power, namely:
qkG = ρkpkG (2.13)
This variable will be used by optimization model and the power factor given by (2.12) will
be calculated oﬄine, after the model achieves an optimal solution.
2.4 Formulation of the non-convex model
For the sake of completeness, the model is presented below. This consists on minimizing the
expected value of total losses pL subject to technical constrains as presented below.
Model 1 Complete model for the optimal set point of the reactive power in a three-phase
grid is organized as follows:
min E(pL, ξt) (2.14)
(pkG − pkD)− j(qkG − qkD) =
∑
m
v∗kykmvm (2.15)
vslack = 1e
jφ (2.16)
vmin ≤ ‖vk‖ ≤ vmax (2.17)√
p2kG + q
2
kG ≤ sk(max) (2.18)
pkG = pkG(max)(ξt) (2.19)
qkG = ρkpkG (2.20)
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where (2.14), is a convex function that represents the expected losses of the network, (2.15)
are non-linear and non-convex equations that represent the active and reactive power flow
constraints respectively, (2.17) is the maximum and minimum voltage of the grid, (2.18)
is the capability of the converter and (2.19) is the maximum power that can be generated
in each node. Notice that (2.18) depends on the converter whereas (2.19) depends on the
primary resource (i.e the scenario of the irradiance ξt). Therefore, pkG(max) is a random
variable. It is important to note that (2.15) is maintained in complex form for the sake
of a simple representation. However, this equation requires to be separated into real and
imaginary parts.
This problem is difficult to solve due to the non-linear non-convex nature of the power
flow equations but also due to the stochastic nature of the model. In the next chapter, the
model is simplified for a deterministic case in order to obtain a convex model (see [Boyd and
Vandenberghe, 2004] for a formal definition of convexity).
Chapter 3
Stochastic convex optimization model
3.1 Convex optimization
Before presenting the main result of the thesis, let us review some basic concepts from convex
optimization:
Convex function: A real-valued function f : Rn → R is convex if its domain is convex and
for any two points x, y ∈ Rn we have that
f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) (3.1)
for all λ ∈ R such that 0 ≤ λ ≤ 1.Intuitively, all points in a line segment of a convex
set belong to the set as depicted in Figure 3.1a.
Convex set: We say that a set Ω ⊂ Rn is convex if for any x, y ∈ Ω we have that
(1− λ)x+ λy ∈ Ω (3.2)
for all λ ∈ R, 0 ≤ λ ≤ 1. Graphically, a convex function is a real valued function in
which it is possible to draw a line above the function for a given interval as depicted in
Figure 3.1b.
17
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Convex SpaceNon-Convex Space
Non-Convex Function Convex Function
Figure 3.1: Example of a convex function and a convex set
As mentioned before, convex optimization deals with deterministic optimization problems
as follows:
min f(x) : x ∈ Ω(x) (3.3)
where f : Rn → R is a convex function and Ω(x) is a convex set that can be represented as
a set of constrains as given below:
Ω(x) =
{
hi(x) = 0
gi(x) ≤ 0
}
(3.4)
where equality constraints hi are affine or linear and innequality contraints gi are convex
functions.
Convex optimization models have many theoretical and practical features which are suit-
able for optimization in power distribution grids. One of this important features is the
guarantee of the global optimum, convergence of the interior point methods and, in some
cases, uniqueness of the solution.
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As a single unit, Model 1 presented before is non-convex, however, some of the constraints
are convex. Therfore, the model is suitable to be convexified. The main challenge are the
power flow equations. These requiere a linearization as presented in the next section.
3.2 Power flow linearization
The problem of non-convexity and non-linearity mentioned before has to be relaxed in order to
obtain a tractable model. There are different linearizations proposed in the literature standing
out the one presented by Bolognani [Bolognani and Zampieri, 2016], Marti [Mart´ı et al., 2013]
and Garce´s [Garces, 2016]. Although each of these linearizations comes from a different
theoretical background. The first approximation is an application of the Banach fixed point
theorem, the second is a curve-fitting and the third is a Taylor expansion. Nevertheless, they
are equivalent for values close to 1 pu. This thesis uses a linearization based on Wirtinger’s
calculus. Like the previous linearization, this is equivalent for values close to 1 pu. However,
the advantage of this approach is that it guarantees an affine separation between voltages and
powers in the optimization model. The distributed resources are considered by using a ZIP
model. A deep mathematical analysis of this linearization is beyond the objectives of this
thesis, but it can be found in [D.A.Ramirez et al., 2019]. The approximated representation
of a three phase grid-connected is given based on Equation (2.3). From this, the linearization
is presented below in a complex matrix representation:
S∗ = H · V ∗N +M · VN + T (3.5)
where H,M, T are constant matrices defined by:
H = diag(YSk · VS) + diag(YN · VN0) (3.6)
M = diag(V ∗N0) · YN (3.7)
T = − diag(VN0) · (YN · V ∗N0) (3.8)
Therefore, Equation (2.15) can be represented as follows:
(pkG − pkD) + j(qkG − qkD) = Tk +
N∑
m=1
Hkmv
∗
m +Mkmvm (3.9)
Notice that (3.9) define an affine space, even when it is separated into real and imaginary
parts, since neither H,M or T depends of the power as is the case of [Garces, 2016].
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3.3 Stochastic model
The proposed model is designed for microgrids and small power distribution systems. There-
fore, the irradiance scenario is the same for all the panels in the grid. The proposed method-
ology takes real data for generated power and define nt scenarios with probability ξt (the
generation of scenarios will be presented in the next section). In this situation, the expected
value of the losses can be represented by the following sample average approximation which
defines an affine equation:
E(pL, ξt) =
nt∑
t
ξtpLt (3.10)
where ξt is the probability of each scenario. The number of scenarios can grow very fast
in many power systems applications. However, the main supposition of this work is that
the solar panels are very close geographically and hence, the scenario is the same in all the
panels along the microgrid. In this situation, the value of nt is small as will be presented in
the results. The radiation level is different every hour, with that in mind the generation of
the system is going to change for each hour, allowing us to obtain different profiles of power
factor for each hour.
3.4 Formulation of the convex model
For the sake of completeness, the convex model is presented below. This model include
constrains from Model 1 that are already convex and the approximations presented before:
Model 2 Convex model for the optimal set point of the reactive power in a three-phase
microgrid:
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min
nt∑
t
ξtpLt (3.11)
(pkG − pkD) + j(qkG − qkD) = Tk +
N∑
m=1
Hkmv
∗
m +Mkmvm (3.12)
pL ≥
∑
k
∑
m
real(v∗kykmvm) (3.13)
vslack = 1e
jφ (3.14)
vmin ≤ ‖vk‖ ≤ vmax (3.15)√
p2kG + q
2
kG ≤ sk(max) (3.16)
pkG = pkG(max)(ξt) (3.17)
qkG = ρkpkG (3.18)
The previous model allows us to obtain from the multiple solar radiation scenarios, a
unique value of power factor for each of the installed generators, with this value of the power
factor. Note this model is convex and tractable if the number of scenarios is finite. It is
possible to calculate ϕ outside the model by using the magnitude of reactive power with
which the converters must be configured, as follows:
ρk =
√
(1/ϕ2k)− 1 (3.19)
It is importat to remark that qkG, vk, pL are variables that depends on the scenario. How-
ever, ρk is a decision variable that is independent of the scenario. This is a “here and now”
variable.
3.5 Statistical scenarios
Real information of solar radiation is used to obtain several statistical scenarios. This data
can be taken by the use of a pyranometer. Figure 3.2, presents the behavior of the solar
radiation over the course of a month. The methodology to generate the multiple scenarios,
it to calculate an histogram for each hours of the day. The information presented in these
CHAPTER 3. STOCHASTIC CONVEX OPTIMIZATION MODEL 22
histograms, are accumulated data of radiation and frequency of occurrence over a month at
the same hour.
Figure 3.2: Radiation behaviour on a month
Chapter 4
Results
4.1 Test system and deterministic case
As an initial stage prior to the analyzes carried out with the stochastic model, it was per-
formed a deterministic test on a modified version of the CIGRE benchmark test system for
low voltage microgrids [Papathanassiou et al., 2005]. This test system is depicted in Figure
4.1. As the majority of low-voltage public distribution networks, it has a radial layout with
the same conductors type and nodal distribution of presented on [Papathanassiou et al.,
2005] but with some modifications. This modified microgrid have three single-phase solar-
photovoltaic systems connected to each phase of the Node 6, 10 and 14 and one three-phase
solar-photovoltaic system placed on Node 18. also it has six balanced loads located at Nodes
3, 8, 11, 14, 15 and 19.
Beside this the loads are changing in function of the load curve. It is assumed that
all loads changes simultaneously with the same curve. Figure 4.2 shows the change in the
magnitude of the load according to the time. This curve was created taking into account the
typical day Colombian power systems where the peak is obtained at 20h and the valley at
3h.
The deterministic version of Model 2 was solved in CVX, a package for specifying and
solving convex programs [Grant and Boyd, 2014]. Complex variables are allowed in CVX,
therefore, its implementation is straitforward from Model 2 (the code is presented in Appendix
C). The model is executed in a computer with the next settings: Intel(R) Pentium(R) Silver
N5000 processor with 4 GB of RAM. Recall that in this case, the radiation and probability
value would be defined in a punctual manner and not as a result of a statistical study as
will be carried out later. For this deterministic test, it is assumed that at mid-morning (12
23
CHAPTER 4. RESULTS 24
2
3 11
1
4 12151617
18
5
13
7
8
9
10 14
19
6
Figure 4.1: Nodal distribution and load/source placement through the microgrid
CHAPTER 4. RESULTS 25
Figure 4.2: Load curve
p.m). The radiation value will be 1000W/m2 and a probability of occurrence of 100%. The
solution for this deterministic case is presented in Table 4.1.
Table 4.1: Power factor solution for deterministic experimentation
Generator Node Phase PF
1φ 6 A 0.9349
1φ 10 B 0.8333
1φ 14 C 0.8783
3φ 18 ABC 0.8895
Losses (pu) 1.1732
The computational time for solving the model was 6.0330 seconds. The information
presented on Table 4.1, shows that for this deterministic experimentation, which includes
unbalanced phases on the generation and balanced loads, the optimal power factor is below
of 1pu. Notice that a power factor below 1pu in a generation unit implies that the generation
requires to inject reactive power to the grid.
CHAPTER 4. RESULTS 26
4.2 Stochastic model
To obtain several solar scenarios, it was used information supplied by [(NREL), 2006] choosing
the month of August of 2006 for a real solar plant located in Florida U.S.A. The information
was taken on intervals of five minutes. In Appendix C, it is presented the code which allow
us to process this radiation information and generate the scenarios. The code presented,
allows the selection of the hour of the study (scenario), and choose the number of cases.
The resulting information on the code, is used by each of the generators, single phase or
three-phase connected to the grid, to change their active power magnitude through the time.
The stochastic phenomenon was modeled using Montecarlo Sample Method (MSM), using
the methodology Here and Now, with the information described in Chapter 3. Using this
database, ten cases of solar radiation were generated, for three specific hours at the day, one
at sunrise it means at 7:00 a.m, the second one at mid-morning, which is at 9:00 a.m and the
last one at maximum solar radiation point which is at 12:00 p.m. In each case, the frequency
is used to estimate the probability of the scenario.
4.2.1 Case 1 at 7 a.m
The first case was evaluated at 7:00 a.m when the solar radiation is very low. The computa-
tional time was 8.7574 seconds. In this case, the radiation level is low and hece, the scenarios
of low generation are higher as shown in Figure 4.3.
Figure 4.3: Radiation scenarios for 7 a.m.
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Ten scenarios were considered although the method can be extended to any number of
realizations. However, different simulations shown that this amount of scenarios was enough
to demonstrate the performance of the method. Figure 4.4 shows the losses of the system
after solving the stochastic optimization model, it can be seen that when the radiation level
is low the losses are higher and when the radiation start to increase, the losses get reduced,
that is because the sources supply power to the loads.
Figure 4.4: Losses on the system for the 7 a.m set of scenarios.
Table 4.2 presents the optimal power factor for each solar-photovoltaic unit as an outcome
of the optimization problem. As expected, losses were higher for the scenarios of low solar
radiation. However, in all these scenarios, the losses are improved by using the fixed value of
power factor given in the table.
Table 4.2: Power factor for 7 a.m scenario
Generator Node Phase PF
1φ 6 A 0.8412
1φ 10 B 0.7071
1φ 14 C 0.7574
3φ 18 ABC 0.7443
Expected Losses (pu) 0.9793
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4.2.2 Case 2 at 9 a.m
The second test was evaluated at 9:00 a.m or mid-morning with a computational time of
11.5907 seconds. The radiation level at this hour presents higher values than Case 1, as
shown in Figure 4.5.
Figure 4.5: Radiation scenarios for 9 a.m
Figure 4.6 shows the losses of the system, it can be seen that when the radiation level
is low the losses are higher and when the radiation start to increase, the losses get reduced,
that is because the sources supply power to the loads.
Table 4.3 present the optimal power factor for each generator. It can be observed than
the expected value of losses are lower than previous test due to the increasing on the solar
irradiance.
Table 4.3: Power factor for 9 a.m scenario
Generator Node Phase PF
1φ 6 A 0.9107
1φ 10 B 0.7474
1φ 14 C 0.8452
3φ 18 ABC 0.8818
Expected Losses (pu) 0.8574
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Figure 4.6: Losses on the system for the 9 a.m set of scenarios.
4.2.3 Case 3 at 12 p.m
This case was evaluated at 12:00 p.m with a computational time of 11.0697 seconds; at this
time, the peak level of maximum solar radiation is found, higher than cases 1 and 2, as shown
in Figure 4.7.
Figure 4.8, shows the losses of the system, it can be seen that when the radiation level
is low the losses are higher and when the radiation start to increase, the losses get reduced,
that is because the sources supply power to the loads.
Table 4.4 presents the optimal power factor for each generator as an outcome of the
optimization problem. Besides it can be seen than the expected value of losses is higher than
previous test, that is because higher load of the system. The slack node has to supply the
loads recognizing that as losses of the system.
Table 4.4: Power factor for 12 p.m scenario
Generator Node Phase PF
1φ 6 A 0.8731
1φ 10 B 0.7917
1φ 14 C 0.7967
3φ 18 ABC 0.7917
Expected Losses (pu) 1.5148
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Figure 4.7: Radiation scenarios for 12 p.m
Figure 4.8: Losses on the system by scenario
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4.3 Using the model for increasing hosting capacity
Taking into account the methodology for reactive power control developed on previous chap-
ters and complementing the stochastic model with a constraint that limits the voltage of
distribution lines setting its maximum to 1.1 pu. It is applied a hosting capacity model to
analyse the behaviour of the optimization model on the high radiation hour (12 p.m). This
scenario will be analyzed for 10 cases of solar radiation by hour which control the magnitude
of active power that the photovoltaic sources inject to the grid. This hosting capacity model
which is the same of the end of Chapter 3, takes into account different source and charge be-
haviours, with them is possible to find the maximum generation level that our grid can hold
without violate the voltage level level set up before on the constraint. This value on the sim-
ulation process is called Maximum Multiplication Factor or MMT, this factor indicates the
magnitude of active power that generation nodes can hold without break the voltage bound.
Tables B.1 and B.2 given in Appendix B show two settings, one for balanced three phase
loads, it means that active and reactive power are the same on each phase, and the second
one display unbalanced loads where active and reactive power are different this information
will be used on the multiple cases studied below.
4.3.1 Results for Balance Source - Balance Load (Bs-Bl)
On the development of this test, is used the generation information placed on Table B.3 and
load values from Table B.1.
Table 4.5: Power factor and MMF for balanced source - balanced load
Generation Nodes
Case 12 p.m
Power factor Maximum multiplication factor (MMF)
6 0.8868
1.9
10 0.7917
14 0.9582
18 0.9878
Expected Value of Losses (pu) 0.8614
The solution of this test presented on Table 4.5 shows the optimal setting of power factor
for each generator, also is presented the maximum multiplication factor for this case.
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Figure 4.9: Losses of the system by scenario 12 p.m.
Figure 4.10: Power flow in slack node for balanced operation and increasing of the capacity.
Figure 4.9 present the losses on each of the 10 cases of radiation, we can be see in this
figure that on low radiation levels the losses turn higher, that is because the power supplied
by the solar sources are low and the slack node have to supply the power that the load
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needs, but on high radiation levels, the power rise again, that situation happens when there
is unused power provided for the sources, which flow back to the slack node. Figure 4.10
shows the power flow on the slack node, here can be observed the case when the power starts
to flow back to the slack node.
Figure 4.11: Nodal voltages
Figure 4.11 presents the nodal voltages of the 19 nodes system with the higher point of
MMF, on this graphic, the nodal voltages are distributed on phase a, b and c. Beside this,
it is observed that from the lowest levels of radiation, an improvement in the nodal tensions
of around 0.5 pu is being seen in contrast with the system without any solar generator
represented on the graphic as a dotted line.
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4.3.2 Results for Balance Sources - Unbalance Loads (Bs-Ul)
On the development of this test, is used the generation information placed on Table B.3 and
load values from Table B.2.
Table 4.6: Power factor and MMF for balanced source - unbalanced load
Generation Nodes
Case 12 p.m
Power factor Maximum multiplication factor (MMF)
6 0.8237
1.7
10 0.7917
14 0.9708
18 0.9666
Expected Value of Losses (pu) 1.1488
The solution of this test presented on Table 4.6 shows the optimal setting of power factor
for each generator, also is presented the maximum multiplication factor for this case.
Figure 4.12: Losses of the system by scenario 12 p.m.
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Figure 4.13: Power flow on slack node
Figure 4.12 present the losses on each of the 10 cases of radiation, we can be see in this
figure that on low radiation levels the losses turn higher, that is because the power supplied
by the solar sources are low and the slack node have to supply the power that the load
needs, but on high radiation levels, the power rise again, that situation happens when there
is unused power provided for the sources, which flow back to the slack node. Figure 4.13
shows the power flow on the slack node, here can be observed the case when the power starts
to flow back to the slack node.
Figure 4.14 presents the nodal voltages of the 19 nodes system with the higher point of
MMF, on this graphic, the nodal voltages are distributed on phase a, b and c. Beside this,
it is observed that from the lowest levels of radiation, an improvement in the nodal tensions
of around 0.5 pu is being seen in contrast with the system without any solar generator
represented on the graphic as a dotted line.
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Figure 4.14: Nodal voltages
4.3.3 Results for Unbalance Source - Balance Load (Us-Bl)
On the development of this test, is used the generation information placed on Table B.4 and
load values from Table B.1.
Table 4.7: Power factor and MMF for unbalanced source - balanced load
Generation Nodes
Case 12 p.m
Power factor Maximum multiplication factor (MMF)
6 0.9621
2.3
10 0.8903
14 0.8070
18 0.9436
Expected Value of Losses (pu) 1.6450
The solution of this test presented on Table 4.7 shows the optimal setting of power factor
for each generator, also is presented the maximum multiplication factor for this case. Can be
observed that on situations where the generation is unbalanced, the expected value of losses
become higher.
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Figure 4.15: Losses of the system by scenario 12 p.m.
Figure 4.16: Power flow on slack node
Figure 4.15 present the losses on each of the 10 cases of radiation, we can be see in this
figure that on low radiation levels the losses turn higher, that is because the power supplied
by the solar sources are low and the slack node have to supply the power that the load
CHAPTER 4. RESULTS 38
needs, but on high radiation levels, the power rise again, that situation happens when there
is unused power provided for the sources, which flow back to the slack node. Figure 4.16
shows the power flow on the slack node, here can be observed the case when the power starts
to flow back to the slack node.
Figure 4.17 presents the nodal voltages of the 19 nodes system with the higher point of
MMF, on this graphic, the nodal voltages are distributed on phase a, b and c. Beside this,
it is observed that from the lowest levels of radiation, an improvement in the nodal tensions
of around 0.5 pu is being seen in contrast with the system without any solar generator
represented on the graphic as a dotted line.
Figure 4.17: Nodal voltages
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4.3.4 Results for Unbalance Source - Unbalance Load (Us-Ul)
On the development of this test, is used the generation information placed on Table B.4 and
load values from Table B.2.
Table 4.8: Power factor and MMF for unbalanced source - balanced load
Generation Nodes
Case 12 p.m
Power factor Maximum multiplication factor (MMF)
6 0.9831
2.3
10 0.9220
14 0.7917
18 0.8685
Expected Value of Losses (pu) 2.1822
The solution of this test presented on Table 4.8 shows the optimal setting of power factor
for each generator, also is presented the maximum multiplication factor. Can be observed
that on situations where the generation is unbalanced, the expected value of losses become
higher.
Figure 4.18: Losses of the system by scenario 12 p.m.
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Figure 4.19: Power flow on slack node
Figure 4.18 present the losses on each of the 10 cases of radiation, we can be see in this
figure that on low radiation levels the losses turn higher, that is because the power supplied
by the solar sources are low and the slack node have to supply the power that the load
needs, but on high radiation levels, the power rise again, that situation happens when there
is unused power provided for the sources, which flow back to the slack node. Figure 4.19
shows the power flow on the slack node, here can be observed the case when the power starts
to flow back to the slack node.
Figure 4.20 presents the nodal voltages of the 19 nodes system with the higher point of
MMF, on this graphic, the nodal voltages are distributed on phase a, b and c. Beside this,
it is observed that from the lowest levels of radiation, an improvement in the nodal tensions
of around 0.5 pu is being seen in contrast with the system without any solar generator
represented on the graphic as a dotted line.
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Figure 4.20: Nodal voltages
4.3.5 Results for system without power factor control
To verify the effectiveness of the model described in previous chapters and its effect in terms
of the improvement of the hosting capability of the network, a test was executed with the
same parameters used in the case of balanced loads/balanced sources, in addition to this, the
value of MMF is configured to the same value presented on that test and finally, deactivating
in the applied stochastic model, the ability to control the reactive power and thereby force
the system to operate with unit power factor. The table 4.9, shows the obtained results for
this test.
Table 4.9: Power factor and MMF for Bl-Bl (no reactive power control)
Generation Nodes
Case 12 p.m
Power factor Maximum multiplication factor (MMF)
6 1
1.9
10 1
14 1
18 1
Expected Value of Losses (pu) 1.6745
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Figure 4.21: Nodal voltages
It is observed that in contrast to the test whose reactive control restrictions are activated,
that the losses of the system become higher, Figure 4.22 and the expected value of the losses is
around double, also it is noted in Figure 4.21, that the voltage magnitude increases above the
physical limitation described on the restrictions, so the effectiveness of the model to improve
network quality is seen. Finally, the power supplied by the slack node become higher even
on high radiation levels, being this a factor that influence the increase on losses described
above, Figure 4.23
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Figure 4.22: Losses of the system by scenario 12 p.m.
Figure 4.23: Power flow on slack node
Chapter 5
Conclusions
The development of an alternative methodology for reactive power management on micro-
grids was presented, this allows through the use of linearized models, stochastic analysis and
convex optimization, control reactive power on the grid. The reactive power control can be
done, taking advantage of the solar converters capability to inject or consume reactive power
manipulating the switching of its electronic components (IGBT’s).
Based on our study, from low to high levels of radiation, the proposed methodology allows
to conclude that as the radiation level increase, the active power increase too, resulting on an
unwanted rise of voltage which tends to be mitigated by the system sources injecting reactive
power. Normally, control voltage rises on networks is done by the use of reactive compensat-
ing devices, for which our methodology is presented as a possible solution to replace those
devices.
According to the numeric and graphic results, the lower value of losses are presented at 9
am scenario, in a nutshell, when there are surpluses of active power, like on 12 pm scenario,
where the solar panels operate at maximum, if that power is not consumed by the loads, the
losses tend to increase due a flow back of unused active power to the slack node.
The use of stochastic analysis, allows across the use of real solar radiation develop precise
predictions of possible radiation states. The use of precise prediction applied on the pro-
posed methodology, allow to set effectively the power factor behavior on the sources for an
operation throughout the day, all year without the need of a master controller which could
increase the operation cost of a microgrid.
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A derived benefit product of the investigation, is to give to distributed systems with dis-
tributed energy resources (DER’s), the ability to increase its hosting capacity, which allows to
the system, hold higher generation magnitudes on the grid, without break design constraints,
avoiding voltage increments reducing the risk of voltage increments on nodes.
The results show that if many generators are installed or accumulated on consecutive
nodes, the hosting capacity of the grid is reduced due dangerously high voltage increments
because of high levels of active power. The ideal is distribute in a balanced way the energy
resources among all the system nodes, being the ideal generators three-phase, that is because
it allows include more generators than single-phase ones.
5.1 Future Research
As future work, it is proposed to perform extensions on the mathematical and stochastic
model, that is, include energy storage such as batteries or flywheels, adding charging and
discharging restrictions. Apply this optimization model on complex grid designs. Finally,
add the stochastic wind speed behavior to include wind generators to the system.
Appendix A
Three phase network modelling
When it is desired to perform a study that involves power systems, in this case applied
to three-phase networks with multiple elements such as generators, loads, transformers and
transmission lines, it is essential to model the parameters that constitute these elements and
the interaction of these with the different nodes of the system.
The formulation of a mathematical model is considered the first stage for the study of
electrical networks. The matrices are the fundamental tool for this modeling, since these
allow us to perform large operations with large systems using digital computing systems,
these network matrices are created using the independent characteristics of the elements and
arrange them in such a way that they relate the nodes or points of connection to which they
are connected. For our purposes, the main element that will be used is the Y -bus matrix.
This element will be explained in the section above.
A.1 Y -bus matrix formulation
Normally, the representations of transmission or distribution systems tend to be done in
single line illustrations, with the aim of reducing the saturation of the graphics due to the
multiple lines that exist in real world. Figure A.1, shows a section of a transmission line from
its connection with the busbar or node. although the illustration is represented as single
line, we can observe that it is constituted by three phases (A, B, and C) and that for each of
these, there is a current flow and an associated nodal voltage in addition to the admittances
of the lines and the parallel admittances.
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B
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i j3xYsh/23xYsh/2
Figure A.1: Single Phase Representation of a Three-Phase System
E1 E2 E3
0
1
2
3
I2(S2=E2I2*)I1(S1=E1I1*) I3(S3=E3I3*)
Figure A.2: Simple Network with Nodal Quantities
The Y -bus is constituted by all the elements previously mentioned. A three-phase mod-
elling requires a Y -bus of size 3n× 3n
This tool is useful on application of iterative load flow analysis such as those based on
Newton-Raphson, which are quite useful due to the little memory space they require, how-
ever, the disadvantage is that it takes long time to converge or in some cases never converge.
The Y -bus matrix is presented as the initial stage of all these methods that is because it
is the description of the state of the system components. Figure A.2 presents a single-line
system with four nodes, for which we will develop the Y -bus matrix. The methodology for
obtaining the admittance matrix for this system can be expanded to a three-phase system.
To perform nodal analysis, it is convenient to use the admittance of the lines instead
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Figure A.3: First Kirchhoff Law Representation
of the impedance. The sending and receiving nodes are denoted as k and i, respectively.
The admittance of the lines are denoted as yki and nodal voltages are denoted as Ek and
Ei. [Arrillaga and Harker, 1983]. Being the current that flows from k to i denoted by:
Ik = yki(Ek − Ei) (A.1)
The Kirchhoff’s current law indicates that the injected current Ik, must be equal to the sum
of currents leaving the k node. (See Figure A.3).
For the system presented on Figure A.2, this equation is shown as follows:
Ik =
n∑
i=0
yki(Ek − Ei) (A.2)
since E0 = 0, and the system is linear:
Ik =
n∑
i=06=k
yki(Ek)−
n∑
i=16=k
yki(Ei) (A.3)
Expanding this equation on all the nodes of an electrical system, and organizing in func-
tion of the busbar numeration, we obtain the matrix form of the network:
Where, the self-admittance of node k is represented as:
Ykk =
n∑
i=06=k
yki (A.4)
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Table A.1: Structure of a Y -bus for an n x n network
I1 y11 y12 ... y1n E1
I2 = y21 y22 ... y2n E2
...
...
...
...
...
...
In yn1 yn2 ... Ynn En
I3
I1 I2
Y13 Y23
Y12
E1 E3
E2
Figure A.4: Multi-nodal Example Grid
And the mutual admittance between nodes k and i is:
Yki = −yki (A.5)
The information presented on Table 2.1 is the basic representation of the Y -bus for a
system with a few nodes, Figure A.4 presents an example of a grid with multiple transmission
lines connected to each node, for which the respective Y -bus obtained using Equations (A.4)
and (A.5).
The Y -bus presented both Table A.1 and Table A.2 and in almost all the admittance
matrix, have the next properties:
Table A.2: Admittance Matrix for System of Figure 2.4
I1 y12 + y13 −y12 −y13 E1
I2 = −y21 y12 + y23 −y23 * E2
I3 −y31 −y32 y13 + y23 E3
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Table A.3: Three phase Y -bus order
A B C
A
Ybus = B
C
• Square of order n x n.
• The matrix is symmetrical, yki=yik.
• It allows the use of complex numbers.
• Matrix highly sparsed, because on large systems only a few mutual admittances exist.
The representations above shows an admittance matrix for single line systems. This
investigation is going to work with three-phase systems, which Y -bus representation have to
be thee-phase too, next will be show the phase order on the admittance matrix applied on
the development of this thesis project.
Appendix B
System description
Here is presented the information of transmission lines that models the CIGRE benchmark.
Table B.1: Balanced loads of the grid
Node Phase A Phase B Phase C
3 10000+5000i 10000+5000i 10000+5000i
8 30000+15000i 30000+15000i 30000+15000i
11 5000+2500i 5000+2500i 5000+2500i
14 20000+10000i 20000+10000i 20000+10000i
15 30000+10000i 30000+10000i 30000+10000i
19 20000+10000i 20000+10000i 20000+10000i
Table B.2: Unbalanced loads of the grid
Node Phase A Phase B Phase C
3 10000+5000i 70000+45000i 30000+15000i
8 30000+15000i 30000+15000i 50000+18000i
11 5000+2500i 9000+4500i 8000+3500i
14 10000+6000i 20000+9000i 17000+10000i
15 30000+10000i 30000+10000i 30000+10000i
19 28000+10000i 18000+10000i 8000+3000i
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Table B.3: Generation nodes and power capacity for Balanced source
Generator Node Capacity (kW) Type of Source
6 55 Three Phase
10 25 Three Phase
14 30 Three Phase
18 50 Three Phase
Table B.4: Generation nodes and power capacity for unbalanced source
Generator Node Capacity (kW) Type of Source
6 55 Phase B
10 25 Phase C
14 30 Three Phase
18 50 Three Phase
Table B.5: Node distributions of the CIGRE benchmark
N1 N2 L(m) type
1 2 35 1
2 3 35 1
3 4 35 1
4 5 35 1
5 6 35 1
6 7 35 1
7 8 35 1
8 9 35 1
9 10 35 1
3 11 30 2
4 12 30 3
6 13 30 4
10 14 30 3
4 15 35 1
15 16 35 1
16 17 35 1
17 18 30 5
9 19 30 2
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Table B.6: Distributed lines parameters
Rph Xph Ro Xo(ohm/km) Cap(uF/km) Conductor type
0.284 0.083 1.136 0.417 0.38 (1) OL - Twisted cable 4x120 mm2 Al
3.690 0.094 13.64 0.472 0.05 (2) SC - 4x6 mm2 Cu
1.380 0.082 5.520 0.418 0.18 (3) SC - 4x16 mm2 Cu
0.871 0.081 3.480 0.409 0.22 (4) SC - 4x25 mm2 Cu
0.822 0.077 2.04 0.421 0.27 (5) SC - 3x50 mm2 Al + 35 mm2 Cu
Appendix C
Thesis codes
Code for scenario generation:
1 function Esc = GenerarEscenar ios ( Casos , hora ) ;
2 load LosDatos % Data , Dia , Hora , Rad
3 Rad = Rad/max(Rad) ;
4 NumT = length ( Hora ) ;
5 f igure (1 )
6 plot ( t t ∗23 ,Rad)
7 grid on
8 xlabel ( ’ time (h) ’ )
9 ylabel ( ’ Radiat ion (pu) ’ )
10 grid on
11 a = find ( Hora==hora ) ;
12 N = Rad( a ) ;
13 f igure (2 ) ;
14 h i s = histogram (N, Casos ) ;
15 xlim ( [ 0 1 . 1 ] )
16 xlabel ( ’ Radiat ion (pu) ’ )
17 ylabel ( ’ Frequency ’ )
18 Freq = h i s . Values / length (N) ;
19 Marca = h i s . BinWidth ∗ ( 1 : Casos )−h i s . BinWidth /2 ;
20 Esc . Prob = Freq ’ ;
21 Esc . Radiacion = Marca ’ ;
54
APPENDIX C. THESIS CODES 55
Code for the CIGRE system description
1 function MicroGrid = CIGRE MICROGRID;
2 %% CIGRE MICROGRID BENCHMARK
3 Vnom = 400 ; % Voltage l i n e to l i n e in Vo l t s
4 wnom = 2∗pi ∗60 ; % Nominal f requency
5 Snom= 10 e3 ;
6
7 % N1 N2 L(m) type
8 Lines = [ 1 2 35 1 %
9 2 3 35 1
10 3 4 35 1
11 4 5 35 1
12 5 6 35 1 %
13 6 7 35 1
14 7 8 35 1
15 8 9 35 1
16 9 10 35 1 %
17 3 11 30 2
18 4 12 30 3
19 6 13 30 4
20 10 14 30 3 %
21 4 15 35 1
22 15 16 35 1
23 16 17 35 1
24 17 18 30 5
25 9 19 30 2 ] ;
26 % Rph Xph Ro Xo(ohm/km) Cap(uF/km)
27 Impedances = [ 0 . 2 8 4 0 .083 1 .136 0 .417 0 .38 % (1) OL − Twisted ca b l e 4
x120 mm2 Al
28 3 .690 0 .094 13 .64 0 .472 0 .05 % (2) SC − 4x6 mm2 Cu
29 1 .380 0 .082 5 .520 0 .418 0 .18 % (3) SC − 4x16 mm2 Cu
30 0 .871 0 .081 3 .480 0 .409 0 .22 % (4) SC − 4x25 mm2 Cu
31 0 .822 0 .077 2 .04 0 .421 0 . 2 7 ] ;% (5) SC − 3x50 mm2 Al + 35
mm2 Cu
32
33 % end
34
35 %Generacion Balanceada
36 % NODO % FASE % Smax
37 % Converters = [ 6 4 75E3
38 % 10 4 25E3
39 % 14 4 90E3
40 % 18 4 50E3 ] ;
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42 %Carga ba lanceada
43 NodalPower =[3 0 −10000−5000 i −10000−5000 i −10000−5000 i
44 8 0 −30000−15000 i −30000−15000 i −30000−15000 i
45 11 0 −5000−2500 i −5000−2500 i −5000−2500 i
46 14 0 −20000−10000 i −20000−10000 i −20000−10000 i
47 15 0 −30000−10000 i −30000−10000 i −30000−10000 i
48 19 0 −20000−10000 i −20000−10000 i −20000−10000 i ] ;
49
50
51 % Organizar l a e s t r u c t u r a
52 NumN = max( [max( Lines ( : , 1 ) ) ,max( Lines ( : , 2 ) ) ] ) ;
53 NumL = length ( Lines ( : , 1 ) ) ;
54 NumZ = length ( Impedances ( : , 1 ) ) ;
55 for k = 1 :NumL
56 ty = Lines (k , 4 ) ;
57 long = Lines (k , 3 ) /1000 ;
58 z1 = Impedances ( ty , 1 )+j ∗ Impedances ( ty , 2 ) ;
59 zo = Impedances ( ty , 3 )+j ∗ Impedances ( ty , 4 ) ;
60 zs = ( zo+2∗z1 ) /3 ;
61 zm = ( zo−z1 ) /3 ;
62 Z ( : , : , k ) = [ zs , zm, zm; zm, zs , zm ; zm, zm, zs ]∗ long ;
63 B( : , : , k ) = Impedances ( ty , 5 ) ∗wnom∗ long ∗1E−6∗eye (3 ) /2 ;
64 end
65
66 Ybust = zeros (NumN∗3) ;
67 for k = 1 :NumL
68 N1 = Lines (k , 1 ) ;
69 N2 = Lines (k , 2 ) ;
70 Ykm = inv (Z ( : , : , k ) ) ;
71 Bf = B( : , : , k ) ∗ i ;
72 kN1 = [ N1 , N1+NumN, N1+2∗NumN] ;
73 kN2 = [ N2 , N2+NumN, N2+2∗NumN] ;
74 Ybust (kN1 , kN1)=Ybust (kN1 , kN1)+Ykm+Bf ;
75 Ybust (kN1 , kN2)=Ybust (kN1 , kN2)−Ykm;
76 Ybust (kN2 , kN1)=Ybust (kN2 , kN1)−Ykm;
77 Ybust (kN2 , kN2)=Ybust (kN2 , kN2)+Ykm+Bf ;
78 end
79 MicroGrid . Vl l = Vnom;
80 MicroGrid .wnom = wnom;
81 MicroGrid . Sbase = 10E3 ;
82 MicroGrid .NumN = NumN;
83 MicroGrid .NumL = NumL;
84 [ rows c o l ]= s ize ( NodalPower ) ;
85 MicroGrid .NumC = rows ;
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86 MicroGrid . L ines = Lines ;
87 MicroGrid . Impedances = Impedances ;
88 MicroGrid . NodalPower = NodalPower ;
89 MicroGrid . Ybust = Ybust ;
90 MicroGrid . Converters= Converters ;
91 MicroGrid .NumS = length ( Converters ( : , 1 ) ) ;
92 MicroGrid . Snom=Snom ;
APPENDIX C. THESIS CODES 58
Code for optimal power flow (OPF)
1 %% Flujo de carga en micro−redes
2 clc
3 clear a l l
4 NumEsc = 10 ;
5 hora = 12 ;
6 t ic
7 curva demanda = [ 0 . 4 5 , 0 . 38 , 0 . 3 6 , 0 . 3 0 , 0 . 4 0 , 0 . 5 , 0 . 5 6 , 0 . 60 , 0 . 63 , 0 . 70 ,
0 . 76 , 0 . 79 , 0 . 80 , 0 . 75 , 0 . 6 5 , 0 . 6 3 , 0 . 65 , 0 . 80 , 1 , 1 , 0 . 80 , 0 . 60 , 0 . 50 ,
0 . 4 ] ;
8 MG = CIGRE MICROGRID;
9 MG. NodalPower ( : , 3 : 5 ) = MG. NodalPower ( : , 3 : 5 ) ∗curva demanda ( hora ) ;
10 Res = Flujo MicroRed (MG) ;
11 Esc = GenerarEscenar ios (NumEsc , hora ) ;
12
13 %% Poner en por unidad
14 Vnom = MG. Vl l /sqrt (3 ) ;
15 Snom= MG. Snom ;
16 Zbase = Vnomˆ2/Snom ;
17 MG. Ybust = MG. Ybust∗Zbase ;
18
19 %% Linea l i z a c i on
20 s = [ 1 ,MG.NumN+1,2∗MG.NumN+1] ; % Nodos S lack
21 Ns = s e t d i f f ( 1 : ( 3∗MG.NumN) , s ) ; % Los que no son s l a c k
22 YN0 = MG. Ybust (Ns , s ) ; %matriz nodos s l a c k
23 YNN = MG. Ybust (Ns , Ns) ; %matriz nodos no s l a c k
24 Y00= MG. Ybust ( s , s ) ;
25 Vf lu jo = Res .V(Ns) /Vnom;
26
27
28 % Tensiones nodo s l a c k
29 V0a= [ ( 1 + 0∗ i ) ] ;
30 V0b= [(−0.5 − 0.8660∗ i ) ] ;
31 V0c= [(−0.5 + 0.8660∗ i ) ] ;
32 v0= [ V0a ; V0b ; V0c ] ;
33
34 % Cargas
35 S = zeros (3∗MG.NumN) ;
36 for k = 1 :MG.NumC
37 n = MG. NodalPower (k , 1 ) ;% nodo
38 S(n) = MG. NodalPower (k , 3 ) ; % fa s e A
39 S(n+MG.NumN) = MG. NodalPower (k , 4 ) ; % fa s e B
40 S(n+2∗MG.NumN) = MG. NodalPower (k , 5 ) ; % fa s e C
41 end
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42 Spn = conj (S(Ns) ’/Snom) ;
43 %% ELEMENTOS LINEALIZACION WIRTINGUER (Diego Alejandro )
44
45 t =[1 ; exp(−( i ∗2∗pi ) /3) ; exp ( ( i ∗2∗pi ) /3) ] ;
46 Vn0= kron ( t , ones (n−1 ,1) ) ;
47 H= diag (YN0∗v0 ) + diag (YNN∗Vn0) ;
48 M= diag ( conj (Vn0) ) ∗YNN;
49 T= −diag (Vn0) ∗(YNN∗conj (Vn0) ) ;
50
51 %% Optimizacion de l a s Perdidas
52 DG = zeros (3∗MG.NumN,MG.NumS) ;
53 Smax = MG. Converters ( : , 3 ) /Snom ;
54 % Radiacion (1=Nom) Probab i l i dad
55
56 for k = 1 :MG.NumS
57 n = MG. Converters (k , 1 ) ;
58 f = MG. Converters (k , 2 ) ;
59 i f f==1 % fa s e a monofasico
60 DG(n , k ) = 1 ;
61 end
62 i f f==2 % fa s e b monofasico
63 DG(n+MG.NumN, k ) = 1 ;
64 end
65 i f f==3 % fa s e c monofasico
66 DG(n+2∗MG.NumN, k ) = 1 ;
67 end
68 i f f==4 % la s t r e s f a s e s
69 DG(n , k ) = 1/3 ;
70 DG(n+MG.NumN, k ) = 1/3 ;
71 DG(n+2∗MG.NumN, k ) = 1/3 ;
72 end
73 end
74 Dg = DG(Ns , : ) ;
75
76 % opt imizac ion
77 c v x s o l v e r SeDuMi
78 c v x p r e c i s i o n high
79 cvx beg in qu i e t
80 v a r i a b l e Vn(MG.NumN∗3−3,NumEsc) complex ;
81 v a r i a b l e S i (MG.NumS, NumEsc) complex ;
82 v a r i a b l e perd idas (NumEsc) ;
83 v a r i a b l e Valor Esperado
84 v a r i a b l e x i (MG.NumS)
85 minimize Valor Esperado ;
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86 s u b j e c t to
87 Valor Esperado == sum( Esc . Prob .∗ perd idas ) ;
88 for k = 1 :NumEsc
89 quad form (Vn( : , k ) ,YNN)+real (Vn( : , k ) ’∗YN0∗v0 )+real ( v0 ’∗ conj (YN0’ ) ∗
Vn( : , k ) )+ real ( v0 ’∗Y00∗v0 ) <= perd idas ( k ) ;
90 (Dg∗ Si ( : , k )+Spn )== H∗conj (Vn( : , k ) ) + M∗Vn( : , k ) + T;
91 abs ( S i ( : , k ) ) <= Smax ∗ 1 . 2 ;
92 real ( S i ( : , k ) )>= 0 ;
93 real ( S i ( : , k ) ) == Smax∗Esc . Radiacion ( k ) ;
94 imag( S i ( : , k ) ) == xi .∗Smax∗Esc . Radiacion ( k ) ;
95 abs (Vn( : , k ) ) <= 1 . 1 ;
96 end
97 x i <= 1 ;
98 x i >= −1;
99 cvx end
100 rho = real ( S i ) . / abs ( S i ) ;
101 rho ( : , 1 )
102
103 for k = 1 :NumEsc
104 Pslack ( k ) = real ( v0 ’ ∗ ( Y00∗v0 + conj (YN0’ ) ∗Vn( : , k ) ) ) ;
105 end
106
107 f igure (3 )
108 kk = 1 : 3∗ (MG.NumN−1) ;
109 plot ( kk , abs ( Vf lu jo ) , ’−− ’ , ’ LineWidth ’ , 2 )
110 hold on
111 plot ( kk , abs (Vn) )
112 hold o f f
113 grid on
114 legend ( ’No PV’ , ’With PV Opt ’ )
115 ylim ( [ 0 . 7 1 . 2 ] )
116 xlim ( [ 0 5 5 ] )
117 ylabel ( ’ Nodal vo l t age (pu) ’ )
118 xlabel ( ’Node ’ )
119 grid on
120
121 Valor Esperado
122 f igure (4 )
123 bar ( perd idas )
124 hold on
125 plot ( xlim , [ Valor Esperado Valor Esperado ] , ’ r ’ )
126 hold o f f
127 legend ( ’ Loss by Scenar io ’ , ’ Expected Value o f Losses ’ )
128 ylabel ( ’ P {Loss }(pu) ’ )
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129 xlabel ( ’ Scenar io ’ )
130 grid on
131
132 f igure (5 )
133 bar ( Pslack )
134 ylabel ( ’ P {Slack } ’ )
135 xlabel ( ’ Scenar io ’ )
136
137 f igure (6 )
138 p=plot ( curva demanda ) ;
139 p (1) . LineWidth = 2 ;
140 ylim ( [ 0 1 . 2 ] )
141 xlim ( [ 0 2 5 ] )
142 ylabel ( ’ Frequency ’ )
143 xlabel ( ’Time (h) ’ )
144 grid on
145
146 time=toc
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