Let [n, k, d] q -codes be linear codes of length n, dimension k and minimum Hamming distance d over GF (q). In this paper, the nonexistence of [105, 6, 68] 3 and [230, 6, 152] 3 codes is proved.
Introduction
Let GF(q) denote the Galois field of q elements, and let V (n, q) denote the vector space of all ordered n-tuples over GF(q). The number of nonzero positions in a vector x ∈ V (n, q) is called the Hamming weight wt(x) of x. The Hamming distance d(x, y) between two vectors x, y ∈ V (n, q) is defined by d(x, y) = wt(x − y). A linear code C of length n and dimension k over GF(q) is a k-dimensional subspace of V (n, q). The minimum distance of a linear code C is d(C)=min{d(x, y)|x, y ∈ C, x = y}. Such a code is called [n, k, d] q code if its minimum Hamming distance is d. For a linear code, the minimum distance is equal to the smallest of the weights of the nonzero codewords.
A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the other two and q-fixed. Two versions are: Problem 1. Find d q (n, k), the largest value of d for which there exists an [n, k, d] q -code. Problem 2. Find n q (k, d) , the smallest value of n for which there exists an [n, k, d] q -code. A code which achieves one of these two values is called optimal. The systematic research of ternary optimal codes has been initiated by Hill and Newton [26] . They have found the values of n 3 (k, d) for k 4 for all d and the values of n 3 (5, d ) for all but 30 values of d. Five optimal codes have been constructed by van Eupen [9, 10] , one by van Eupen and Hill [12] and three optimal codes have been constructed by Bogdanova and Boukliev [2] . The essentials of the remaining nonexistence cases have been settled in a series of papers by van Eupen [10] , van Eupen et al. [11] , Hamada and Watamori [21] and Landgev [28] .
The first results and tables for n 3 (6, d) were published by Hamada [15] and Daskalov [6] . After that the state of knowledge for n 3 (6, d) , d 243, was summarized in [20] . Twenty new optimal 6-dimensional ternary codes were obtained by Boukliev [3] . New nonexistence results were obtained by Hamada [16] , Hamada and van Eupen [17] , Hill and Jones [25] , Hamada and Watamori [23] , Hamada and Helleseth [18] , Hamada et al. [19] , and Jones [27] . An updated table for n 3 (6, d ) was presented in [23] . Recently Maruta [31] (6, d) at the next address: http://www.geocities.com/mars39.geo/griesmer.htm.
Preliminary results
The well-known lower bound for n q (k, d ) is the Griesmer bound [14, 32] 
Definition. The dual code C ⊥ of C is the set of words of length n that are orthogonal to all codewords in C, w.r.t. the ordinary inner product. 
are the Krawtchouk polynomials. 
Lemma 2.3 (Hill and Newton [26] ).
Let also x and y be linearly independent codewords. Then:
, where z(x, y) denotes the number of positions in which both codewords have zero entries. [13] 
Lemma 2.4 (van Eupen and Lisonek
The following observation was used by van Eupen [10] and Hamada and van Eupen [17] . Let C be a [n, k, d] 3 -code and let S i , i = 0, 1, 2, denote the number of nonzero codewords of weight i mod 3 in C. Let Q be the quadratic form such that Q(x 1 , x 2 , . . . , x n ) = x 2 1 + x 2 2 + · · · + x 2 n , where x 1 , x 2 , . . . , x n are elements of GF (3), and let Q C be the quadratic form Q restricted to C. Let also r denote the dimension of the radical of Q C and let denote the determinant of Q C which is +1 or −1. It follows from Lidl and Niederreiter ( [29] , Theorems 6.26 and 6.27) that:
2. If k − r is odd, then
Proof.
(1) From (2), (3), (5) and (6) it follows that
. (2) We will use the next form of the MacWilliams identities:
for every = 0, 1, . . . , n. The first two identities are: e 0 :
n i=d A i = 3 k − 1 and e 1 :
Let d 1 be the smallest integer of type 3j
and it follows now that S i = 0. We will prove the theorem with the aid of the following six Lemmas. 
The new results

It is a well known fact in coding theory
where y is an arbitrary codeword. Let y ∈ C be a codeword with wt(y) = 81. Since x − y and x + y are words of weight at least 69, it follows now from (8) 
If y ∈ C and wt(y) = 90, then from (9) It follows now from (1) and (2) Now we will eliminate the possibilities E 3 and E 4 .
As A 18 (D) = 2 it follows that there must be 2 triples with 1 zero in common. Similarly there must be 18 triples with 2 zeros, 18 with 4 zeros, 54 with 5 zeros, 60 with 7 zeros and 90 with 8 zeros.
Suppose there are t i triples of type T i . Then from the weight enumerator of D and Table 1 we have 
Counting the words of weights 87, 81 and 78 according to the partition in Table 1 we have
Let A 87 = 22. Then from (10) t 1 + t 4 = 20. But from (4) and (5) t 1 2 and t 4 18. So it follows that t 1 = 2 and t 4 = 18. Now t 2 = t 3 = t 5 = t 6 = 0 (see (4) and (5)). This means that t 7 = A 81 and t 8 = 18 − A 81 . It follows now from (12) that A 81 + A 78 = 72, but this is not satisfied for distributions E 3 and E 4 .
If 
Like in Lemma 3.5 we have the next Table 2 . Proof. Let x ∈ C be a codeword with wt(x) = 81. Like in Lemma 3.5 we have the next Table 3 .
(A) Let D have weight enumerator (19 It follows now that 
