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Zusammenfassung
In der Bildverarbeitung spielen Segmentierungsalgorithmen, bei denen die Art der zu
segmentierenden Menge shon im Voraus festgelegt werden kann und nur noh ihre
Gr

oe und Lage angepat werden mu, eine eher untergeordnete Rolle. Gr

unde hierf

ur
sind vor allem komplizierte Zielfunktionen und daraus resultierende lange Rehenzei-
ten, die zudem meist kein optimales Ergebnis liefern. Dabei kann eine mengenbasierte
Segmentierung durhaus sinnvoll eingesetzt werden, wenn gewisse Rahmenbedingungen
eingehalten werden. In dieser Arbeit wird eine Theorie zur allgemeinen mengenbasierten
Segmentierung vorgestellt und untersuht, unter welhen Bedingungen optimale Segmen-
tierungsergebnisse erreiht werden k

onnen. Die anshlieenden Anwendungen best

atigen
die N

utzlihkeit dieser Theorie.
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Symbolverzeihnis
N Menge der nat

urlihen Zahlen, N = f1; 2; 3; : : :g
R Menge der reellen Zahlen
P(X) Potenzmenge von X
A(X) Menge der abgeshlossenen Teilmengen von X
K(X) Menge der kompakten Teilmengen von X

X Abshlu von X
B(X) Menge der Borelshen Teilmengen von X

d
(A) d-dimensionales Lebesgue-Ma auf A
L
2
(A;B) Vektorraum der quadratintegrierbaren Funktionen von A nah B
L
2
(A;B) Quotientenvektorraum der quadratintegrierbaren Funktionen von
A nah B
L
1

(A;B) Quotientenraum der -integrierbaren Funktionen von A nah B
=(f) Bildraum der Funktion f : X ! Y , =(f)  Y
1
A
Indikatorfunktion auf A
rf Gradient der Funktion f : R
n
! R
dist(A;B) Distanzfunktion, Abstand von A und B
dim(X) Dimension des Vektorraumes X
proj
U
y Orthogonalprojektion des Vektors y auf den Unterraum U
hx j yi Skalarprodukt von x und y
kxk Norm von x
linHfx
1
; : : : ; x
n
g lineare H

ulle der Vektoren x
1
; : : : ; x
n
Hom(E; F ) Menge der linearen Abbildungen von E nah F
sup(f) Support (Tr

ager) der Funktion f
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1 Einleitung
Ausgangspunkt dieser Arbeit war ein Segmentierungsproblem aus dem Bereih der zer-
st

orungsfreien Pr

ufung. Gegeben war ein Aluminiumst

uk, das aus zwei miteinander
vershweiten Teilen bestand. Die Aufgabe bestand nun darin zu bestimmen, wie be-
lastbar dieses St

uk ist. Dazu mu man wissen, da der wesentlihe Shwahpunkt in
der Stabilit

at in dem Bereih liegt, an dem die beiden einzelnen Teile miteinander ver-
shweit wurden. Eine Pr

ufung der Stabilit

at des Aluminiumst

ukes besteht daher im
wesentlihen in der Untersuhung der G

ute des Shweinahtbereihes. Von besonderem
Interesse bei dieser Untersuhung ist dabei die sogenannte Einbrandtiefe, die beshreibt
wie weit die Shweinaht in das Aluminium hineinreiht. Nur eine ausreihende Ein-
brandtiefe gew

ahrleistet eine dauerhafte Belastbarkeit.
Im industriellen Umfeld ist eine G

utekontrolle der Einbrandtiefe bisher nur zerst

orend
m

oglih. Dazu wird das vershweite Aluminiumst

uk auseinanderges

agt und die zer-
s

agten Fl

ahen anshlieend einer speziellen hemishen Behandlung unterzogen. Nah
dieser Behandlung ist der Shweinahtbereih als sharf abgegrenzter Bereih sihtbar
und die Einbrandtiefe kann nun begutahtet und vermessen werden. Diese zerst

orende
Pr

ufung arbeitet sehr zuverl

assig. Ihr gr

oter Nahteil liegt aber auf der Hand, denn
nat

urlih ist ein zers

agtes Aluminiumst

uk f

ur die Weiterverarbeitung unbrauhbar ge-
worden. Eine zerst

orungsfreie Pr

ufungsm

oglihkeit w

are daher ein w

unshenswertes Ziel.
Diese angedahte Pr

ufung sollte als Ergebnis ein Bild des Aluminiumquershnittes lie-
fern in dem der Shweinahtbereih ebenso deutlih abgegrenzt vom Rest des Alumini-
umst

ukes ersheint wie nah einer zerst

orenden Pr

ufung, so da am Bild eine Vermes-
sung der Einbrandtiefe m

oglih ist.
Aus Gr

unden der Wirtshaftlihkeit kommt als einzige Pr

ufungsmethode, die das Innere
eines Werkteils sihtbar mahen kann, die R

ontgen-Tomographie in Frage. Neben medizi-
nishen Tomographen existieren auh f

ur den Einsatz in der Materialpr

ufung zahlreihe
Ger

ate in diversen Gr

oen und mit vershiedenen Strahlenergien. Zur Rekonstruktion
des Bildmaterials wird dabei | wie auh im medizinishen Bereih | eine gelter-
te R

ukprojektion verwendet. F

ur die hier erw

ahnten Aluminiumst

uke lieferte diese
Rekonstruktionsmethode jedoh niht die gew

unshten Ergebnisse, denn in den rekon-
struierten Bildern war der Shweinahtbereih vom restlihen Aluminiumst

uk niht
untersheidbar. Es shien daher zun

ahst so, als ob eine zerst

orungsfreie Pr

ufung von
vershweiten Aluminiumteilen niht m

oglih w

are.
An dieser Stelle kam die Idee ins Spiel, den Shweinahtbereih niht in den bereits
rekonstruierten Bildern zu suhen, sondern in den noh niht rekonstruierten Rohdaten
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Kapitel 1. Einleitung
des Tomographen nah Hinweisen auf die Einbrandtiefe zu shauen. Im Laufe der Pro-
blemanalyse wurde dann klar, da dieses Problem einen | niht oensihtlihen aber
dennoh deutlihen | Zusammenhang zur Zwei-Niveau-Passung aufweist, die vom For-
shungsgruppenleiter Prof. Donner entwikelt wurde und bei FORWISS bereits mehrfah
eingesetzt wurde. Zu dieser Zeit wurde ein weiteres Segmentierungsproblem aktuell |
eine subpixelgenaue Kreissheibenpassung. Obwohl dieses Problem mit dem oben be-
shriebenen Problem der Shweinahterkennung keinerlei Ber

uhrungspunkte zu haben
shien, konnte auh hier ein Zusammenhang zur Zwei-Niveau-Passung nahgewiesen wer-
den. Die Entwiklung einer Theorie, die diese Zusammenh

ange herausarbeitet, wurde
dann zum Thema dieser Dissertation.
Parallel zu dieser Arbeit wurde | ebenfalls bei FORWISS | von Tobias Hanning in
seiner Dissertation eine Theorie entwikelt, die ebenfalls auf der Zwei-Niveau-Passung
aufbaut ([Han01℄). Aber obwohl seine vektorielle Mehrniveaupassung und die hier vorge-
stellte semilineare Approximation dieselbe Basis besitzen, gehen sie doh von Anfang an
getrennte Wege. In [Han01℄ liegt der Shwerpunkt auf der Segmentierung von Bildern
in sinnvolle Bereihe, ohne da a-priori genauere Informationen

uber das gegebene Bild
vorhanden sind. Dagegen besh

aftigt sih diese Arbeit damit, wie ein vorher bekanntes
Objekt | zum Beispiel ein Rehtek oder auh ein Kreis | in einem Bild wiedergefun-
den werden kann. Diese Vorgehensweise kann auh als Objektsegmentierung bezeihnet
werden, im Gegensatz zur allgemeineren Bildsegmentierung aus [Han01℄.
Die vorliegende Arbeit gliedert sih wie folgt: Kapitel 2 befat sih mit der Zwei-Niveau-
Passung und stellt die St

arken und Shw

ahen dieses algorithmishen Prinzips her-
aus. Auerdem werden m

oglihe Verallgemeinerungen angesprohen sowie bestehende
vergleihbare Algorithmen aus der Literatur vorgestellt, die im Hinblik auf ihre Ver-
wendbarkeit in der Objektsegmentierung untersuht werden. In Kapitel 3 wird dann
ein allgemeines Prinzip zur Bildsegmentierung vorgestellt, das auf im Voraus bereitge-
stellten Mengensystemen basiert. Die Einbindung dieses Segmentationsprinzips in eine
vorhandene (Kamera-)Sensorik wird in Kapitel 4 besprohen. Ein Vorshlag f

ur ein im
Voraus bereitgestelltes Mengensystem wird in Kapitel 5 unterbreitet. Auf einem der-
artigen Mengensystem basiert eines der in Kapitel 6 vorgestellten Verfahren zur sub-
pixelgenauen Kreissheibenpassung. Kapitel 7 shlielih behandelt die oben erw

ahnte
Einbrandtiefenbestimmung und zeigt, welhe Kompromisse aufgrund der Komplexit

at
der Aufgabenstellung eingegangen werden muten, um

uberhaupt brauhbare Ergebnis-
se erzielen zu k

onnen. Abshlieend werden in Kapitel 8 die Ergebnisse dieser Arbeit
zusammengefat sowie ein Ausblik auf m

oglihe Weiterentwiklungen gegeben.
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2 Bildsegmentierung durh
Funktionsquantisierungen
Wie bereits in der Einleitung beshrieben wurde, liegt der Shwerpunkt dieser Arbeit in
der Objektsegmentierung. Daher war ein wesentliher Ausgangspunkt dieser Arbeit die
in [Don91℄ beshriebene Zwei-Niveau-Passung. Dieses Segmentierungsverfahren besitzt
im Gegensatz zu den meisten anderen Segmentierungsalgorithmen den Vorteil, da die
Art der zu segmentierenden Menge durh ein vorher gew

ahltes Mengenmodell bereits im
Voraus festgelegt werden kann. Die Zwei-Niveau-Passung ordnet sih in den Kontext der
Funktionsquantisierungen ein, wie sie zum Beispiel in [K

am00℄ f

ur eindimensionale Funk-
tionen beshrieben werden. Allerdings wird dort das zweidimensionale Mengenmodell
aufgrund seiner Komplexit

at nur sehr eingeshr

ankt verwendet. Auh in die Methoden
der Variationsrehung l

at sih ein derartiges Mengenmodell kaum einbinden. Gerade
dieses Mengenmodell kann aber in der Praxis eine deutlihe Hilfestellung darstellen, da
sih damit Vorwissen

uber die Art des zu segmentierenden Bereihes formulieren l

at.
Ein weiteres Verfahren, das auf der Verwendung eines Mengenmodells basiert, ist die
in [Dre98℄ vorgestellte Grauwertmodelladaption, die eine Subpixelpassung auf der Basis
von Mengenmodellen beshreibt. Im folgenden wird ein

Uberblik

uber diese Verfahren
gegeben.
2.1 Zwei-Niveau-Passung
Vereinfahend gesprohen besteht die Zwei-Niveau-Passung darin, f

ur eine gegebene
Funktion h eine
"
m

oglihst gut\ passende Treppenfunktion mit nur zwei Stufen | den
Niveaus | zu nden. Dabei sind die H

ohen der Niveaus frei w

ahlbar, w

ahrend die Ni-
veaugrenzen durh ein Mengenmodell vorgegeben sind. Die Zwei-Niveau-Passung kann
allgemein auf R
d
, d 2 N durhgef

uhrt werden, auh wenn der zweidimensionale Fall in
der Bildsegmentierung der bedeutendste ist.
Sei also d 2 N und M eine kompakte Teilmenge des R
d
. Weiterhin sei A  B(M)
ein System von Teilmengen von M . Die Aufgabe besteht nun darin, f

ur eine gegebene
Funktion h 2 L
2
(M;R) eine Menge A 2 A sowie zwei Zahlen ;  2 R zu nden, so da
der Wert
Z
M
(h  1
A
  1
MnA
)
2
d
d
(2.1)
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α
β
= [0,6]
h
f
M
A
Abbildung 2.1: Zwei-Niveau-Passung einer Funktion h : M ! R (rot) durh eine Funk-
tion f = 1
A
+ 1
MnA
(gr

un). Das Intervall A sowie die Niveaus  und
 der Treppenfunktion f sind willk

urlih gew

ahlt.
minimal wird. F

ur B 2 B(M) wird dabei mit 1
B
die Indikatorfunktion von B auf M
1
B
:M ! R; 1
B
(x) :=

1; x 2 B
0; x 62 B
bezeihnet. A steht f

ur das gew

ahlte Mengenmodell (Mengensystem), das je nah Kon-
text allgemeiner gew

ahlt oder auh st

arker eingeshr

ankt sein kann. Ein sehr allge-
meines Mengenmodell w

are zum Beispiel das System aller zusammenh

angenden Teil-
mengen von M . Weiter eingeshr

ankte Mengenmodelle im zweidimensionalen Fall sind
dagegen Rehtek

ahen, Kreissheiben oder auh die in [Don91℄ vorgeshlagenen kegel-
sternf

ormigen Mengen. In der Regel ist die Wahl eines zu allgemeinen Mengenmodells
niht zu empfehlen, ein extremes Beispiel in dieser Rihtung stellt A = P(M) f

ur dis-
kretes M dar. Dieser Fall entspriht dem g

anzlihen Fehlen eines Mengenmodells, denn
es gelten keinerlei Einshr

ankungen mehr an A | jede Wahl ist m

oglih. Die eigentli-
he St

arke des Mengenmodells, die Form des zu ndenden Bereihes bereits im Voraus
bestimmen zu k

onnen, geht dabei v

ollig verloren.
Eine beispielhafte Anwendung von (2.1) an einer eindimensionalen Funktion zeigt Abbil-
dung 2.1. Das Mengenmodell A besteht hier aus den zusammenh

angenden abgeshlos-
senen Teilmengen von M = [0; 6℄. Das Intervall A 2 A in Abbildung 2.1 ist willk

urlih
gew

ahlt, die H

ohen  und  der Treppenfunktion f ebenfalls. Es stellt sih nun die
Frage, ob f

ur dieses Intervall A die Werte  und  so angepat werden k

onnen, da sih
die Passung verbessert (d.h. da der Wert von (2.1) kleiner wird) und ob sogar optimale
14
2.1 Zwei-Niveau-Passung
Werte 
0
, 
0
und A
0
bestimmt werden k

onnen. Gesuht wird also eine optimale Passung,
d.h. zumindest ein lokales Optimum der Funktion
e' : R
2
A ! R; e'(; ; A) :=
Z
M
(h  1
A
  1
MnA
)
2
:
Um

uberhaupt

uber lokale Optima sprehen zu k

onnen, wird als Erstes ein Abstands-
begri auf A ben

otigt. Dazu sei zun

ahst
Æ : AA ! R; Æ(A;B) := 
d
( (A nB) [ (B n A) );
wobei 
d
das d-dimensionale Lebesgue-Ma bezeihnet. Allerdings bildet Æ auf A nur
eine Pseudometrik, denn f

ur zwei Mengen A;B 2 A, die sih nur durh 
d
-Nullmengen
untersheiden, gilt Æ(A;B) = 0. Um dies zu umgehen, wird die

Aquivalenzrelation
  AA; A  B :() Æ(A;B) = 0
deniert und statt A die Quotientenmenge A

:= A=

betrahtet. Bezeihnet man nun
mit Æ

die von Æ auf A

induzierte Metrik, wird (A

; Æ

) zu einem metrishen Raum.
Bemerkung 2.1.1
Die Wahl der Metrik und die daraus resultierende Wahl der Quotientenmenge A

als
grundlegendes Mengenmodell wird im wesentlihen dadurh beeinut, da das Men-
gensystem nur indirekt |

uber Indikatorfunktion und Integral | in die Optimierung
eingeht. In diesem Sinne kann (2.1) als unsensibel gegen

uber

Anderungen von A, die
vom Integral unterdr

ukt werden, bezeihnet werden. Im Falle der Zwei-Niveau-Passung
handelt es sih dabei nur um 
2
-Nullmengen, die durh den Wehsel von A auf A

eliminiert werden (vgl. dazu auh Abbildung 4.4 auf Seite 61).
Mit diesen Voraussetzungen kann man nun nah lokalen Minima der jetzt niht mehr
auf A, sondern auf A

denierten Funktion
' : R
2
A

! R; '(; ; A) :=
Z
M
(h  1
A
  1
MnA
)
2
suhen. Die Optimierung l

auft zun

ahst

uber Tripel (; ; A) 2 R
2
 A

, wird jedoh
durh den folgenden Satz, der das Kernst

uk der Optimierung in der Zwei-Niveau-
Passung bildet, auf eine Optimierung nur

uber A

reduziert:
Satz 2.1.2
Bezeihne im folgenden ; diejenige

Aquivalenzklasse aus B(M)=

, f

ur die 
d
(;) = 0 gilt
und sei 
h
: B(M)=

n f;g ! R deniert durh

h
(B) :=
1

d
(B)
Z
B
h d
d
:
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Ist unter diesen Voraussetzungen f

ur A

 B(M)=

die Funktion  : A

n f;;Mg ! R
durh
 (A) := 
h
(A)
Z
A
h + 
h
(M n A)
Z
MnA
h
gegeben, ist ein Tripel (
0
; 
0
; A
0
) genau dann ein lokales Minimum der Funktion ',
wenn 
0
= 
h
(A
0
), 
0
= 
h
(M n A
0
) und A
0
ein lokales Maximum von  ist.
Von der Optimierung dreier Parameter ist man durh Satz 2.1.2 bei einer Optimierung
nur

uber A

n f;;Mg angelangt. Statt nah einem lokalen Minimum von ' suhen zu
m

ussen, gen

ugt es nun ein lokales Maximum von  zu bestimmen. Die optimalen Niveaus
 und  zu jedem A 2 A ergeben sih dann automatish als
 = 
h
(A) und  = 
h
(M n A):
F

ur den Beweis von Satz 2.1.2 sei auf [Don91℄ verwiesen, hier gen

ugt ein Hinweis auf
den folgenden zentralen Zusammenhang von ' und  :
'
 

h
(A); 
h
(M n A); A

=
Z
M
h
2
   (A):
F

ur den Optimierungsproze selbst existiert ein weiteres Kriterium, das ausgehend von
einer bereits segmentierten Menge A
0
die Suhe nah einer neuen Menge A
1
insoweit
einshr

ankt, da nur noh die Dierenzmenge A
1
n A
0
(bzw. A
0
n A
1
) zwishen bereits
segmentierter und neuer Menge bei der Berehnung von  ber

uksihtigt werden mu
([Don98℄). Seien dazu drei Mengen A;B;C 2 A

n f;;Mg so gew

ahlt, da sie eine
Partition von M bilden. Angenommen, der Optimierungsproze hat bereits die Menge
A gefunden und es soll nun gepr

uft werden, ob eine Erweiterung von A auf A [ B eine
Verbesserung in der Passung bringt
1
d.h. ob
 (A [ B) >  (A)
gilt. Da sih f

ur alle Mengen D 2 A

n f;;Mg der Ausdruk 
h
(D)
R
D
h als

h
(D)
Z
D
h = 
d
(D)
2
h
(D)
shreiben l

at, ergibt sih f

ur  (A [B)   (A) zun

ahst
2
 (A [ B)   (A) = 
A[B
Z
A[B
h+ 
C
Z
C
h  
A
Z
A
h  
B[C
Z
B[C
h
= 
A[B

2
A[B
+ 
C

2
C
  
A

2
A
  
B[C

2
B[C
:
1
In diesem Fall mu 8A;B 2 A

: A [ B 2 A

zus

atzlih vorausgesetzt werden
2
im folgenden Abshnitt werden zur besseren

Ubersiht f

ur D 2 A

n f;;Mg die Abk

urzungen 
D
statt 
h
(D) und 
D
statt 
d
(D) verwendet
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Weiter gilt wegen A \B = ; f

ur 
A[B

A[B
=
R
A[B
h

A[B
=
R
A
h+
R
B
h

A
+ 
B
=

A

A
+ 
B

B

A
+ 
B
und analog f

ur 
B[C

B[C
=

B

B
+ 
C

C

B
+ 
C
;
so da sih  (A [ B)   (A) nun in der Form
 (A [ B)   (A) =
(
A

A
+ 
B

B
)
2

A
+ 
B
+ 
C

2
C
  
A

2
A
 
(
B

B
+ 
C

C
)
2

B
+ 
C
darstellen l

at. F

ur die weiteren

Uberlegungen wird die Symmetrie zwishen den beiden
Termen 
A[B

2
A[B
  
A

2
A
und 
B[C

2
B[C
  
C

2
C
ausgenutzt. Aus
 (A [ B)   (A) > 0
kann dann
(
A

A
+ 
B

B
)
2

A
+ 
B
  
A

2
A
>
(
B

B
+ 
C

C
)
2

B
+ 
C
  
C

2
C
;
hergeleitet werden, was sih zu

B
(
B

2
B
+ 2
A

A

B
  
A

2
A
)

A
+ 
B
>

B
(
B

2
B
+ 2
C

C

B
  
C

2
C
)

B
+ 
C
und wegen 
B
6= 0 weiter zu

B

2
B
+ 2
A

A

B
  
A

2
A

A
+ 
B
>

B

2
B
+ 2
C

C

B
  
C

2
C

B
+ 
C
(2.2)
umformen l

at. Die beiden Z

ahler von (2.2) lassen sih weiter vereinfahen: Zun

ahst
gilt f

ur den Z

ahler 
B

2
B
+ 2
A

A

B
  
2
A

A
der linken Seite

B

2
B
+ 2
A

A

B
  
2
A

A
= 
B

2
B
+ 2
A

A

B
  
2
A

A
+ 
A

2
B
  
A

2
B
| {z }
Nullterm addiert
= 
2
B
(
A
+ 
B
)  
A
(
A
  
B
)
2
Analoges ergibt sih f

ur den Z

ahler der rehten Seite von (2.2). Setzt man diese Ergeb-
nisse in (2.2) ein, ist  (A [ B)   (A) > 0 genau dann wenn

A

A
+ 
B
(
A
  
B
)
2
<

C

B
+ 
C
(
B
  
C
)
2
: (2.3)
Um 2.3 weiter vereinfahen zu k

onnen, mu an dieser Stelle eine weitere Annahme getrof-
fen werden. Diese Annahme beruht auf der Tatsahe, da sowohl das gesuhte Objekt als
auh der Hintergrund in der Zwei-Niveau-Passung durh konstante Niveaus approximiert
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werden. Man kann daher davon ausgehen, da sih der bereits gefundene Objektbereih
A in seinem Grauwertmittel 
A
deutlih vom Grauwertmittel 
C
des Hintergrundes un-
tersheidet. Im folgenden wird 
A
> 
C
angenommen, was einem hellen Objekt auf
dunklem Hintergrund entspriht. F

ur den fraglihen Teilbereih B kann dann angenom-
men werden, da sein Mittel 
B
zwishen 
A
und 
C
liegt, also 
A
> 
B
> 
C
gilt. N

ahme
man n

amlih 
B
> 
A
an, w

urde daraus sofort 
A[B
> 
A
sowie 
C
< 
B[C
folgen, was
im weiteren Verlauf der

Uberlegungen automatish zu  (A [B) >  (A) f

uhren w

urde.
Eine Hinzunahme von B zu A bed

urfte in diesem Fall keiner weiteren Untersuhung.
Analoge

Uberlegungen gelten, wenn 
B
< 
C
angenommen wird.
Ist also 
A
> 
B
> 
C
l

at sih (2.3) zu
p

A
p

B
+ 
C
(
A
  
B
) <
p

C
p

A
+ 
B
(
B
  
C
)
und weiter zu

B
>

A
p

A
(
B
+ 
C
) + 
C
p

C
(
A
+ 
B
)
p

A
(
B
+ 
C
) +
p

C
(
A
+ 
B
)
(2.4)
vereinfahen. Um nun zu

uberpr

ufen, ob unter den obigen Bedingungen das Hinzuf

ugen
einer Menge B zu der bereits gefundenen Pamenge A eine Verbesserung in der Ziel-
funktion  ergibt, mu man niht mehr die gesamte Funktion  auswerten, sondern
kann sih auf Kriterium (2.4) zur

ukziehen. Analoge Kriterien ergeben sih, wenn be-
reits A [B gefunden wurden und gepr

uft werden soll, ob eine Entfernung von B aus A
eine Verbesserung ergibt.
Die gesamten

Uberlegungen lassen sih nat

urlih auh durhf

uhren, wenn ein dunkles
Objekt auf einem hellen Hintergrund gefunden werden soll. In diesem Fall wird 
A
< 
C
vorausgesetzt, der Rest ergibt sih analog.
In der vorliegenden Form mag Kriterium (2.4) niht viel handliher sein als eine direkte
Auswertung von  . Eine weitere groe Vereinfahung ergibt sih aber, wenn 
B
im
Vergleih zu 
A
und 
C
vernahl

assigt werden kann. In diesem Fall vereinfaht sih (2.4)
zu

B
>
1
2
(
A
+ 
C
): (2.5)
Kriterium (2.5) ist sehr einfah anzuwenden und bewirkt bei einer Implementierung
des Verfahrens einen deutlihen Geshwindigkeitsvorteil gegen

uber einer direkten Aus-
wertung der Zielfunktion  . Es sollte aber beahtet werden, da die Annahme einer
innitesimalen Gr

oe von B in praktishen Bildsegmentierungsproblemen niht erf

ullt
werden kann: Wenn bereits die Grundmenge M durh eine Pixelmenge repr

asentiert
wird, kann die kleinste f

ur B erreihbare Gr

oe oberhalb der leeren Menge nur 1 Pi-
xel sein. Dennoh kann Kriterium (2.5) als gute N

aherung an den realen Sahverhalt
angewendet werden.
In [Don91℄ werden zwei weitere Forderungen an A

gestellt, die unten vorgestellt wer-
den. Der dabei im folgenden benutzte Operator  ist bez

uglih der

Aquivalenzklassen
zu verstehen: F

ur A;B 2 A

gilt A  B falls A 6= B ist und Mengen A
1
aus der

Aqui-
valenzklasse von A und B
1
aus der

Aquivalenzklasse von B existieren so da A
1
 B
1
gilt. Analoges gilt f

ur die Operatoren [ und \ sowie f

ur die Intervallbildung:
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2.1 Zwei-Niveau-Passung
p
1
p
2
Abbildung 2.2: Zwei Diskretisierungsm

oglihkeiten einer Linie vom Pixel p
1
zum Pixel
p
2
durh den Bresenham-Algorithmus f

ur M = f1; 2; 3g
2
.
1. 8A;B 2 A

: A [B 2 A ^ A \B 2 A und
2. 8A;B 2 A

; A  B: (B) = sup
C2℄A;B[
(C) ^
(A) = inf
C2℄A;B[
(C) (Dihteeigenshaft).
Diese zwei Forderungen dienen der leihteren Klassikation m

ogliher lokaler Optima.
Gleihzeitig wird aber vor allem durh die erste Forderung auh das Mengensystem A

sehr stark eingeshr

ankt. In [Don91℄ werden kegelsternf

ormige Mengen vorgeshlagen,
die den Forderungen gen

ugen und vor allem zur Passung kreisf

ormiger Objekte ver-
wendet werden k

onnen. Die Verwendung rotierbarer Strukturen ist aber durh die erste
Forderung nur sehr eingeshr

ankt m

oglih, so da beide Forderungen im folgenden niht
weiter verwendet werden.
Ohne die obigen Forderungen besitzt man zun

ahst einen sehr groen Vorrat an m

ogli-
hen Mengenmodellierungen. Da diese Mengenmodelle in der praktishen Bildverarbei-
tung aber stets auf einer diskreten Grundmenge M basieren, st

ot man sehr shnell
auf Probleme. Das folgende Beispiel verdeutliht eins dieser Probleme, n

amlih das der
Mehrdeutigkeit:
Beispiel 2.1.3
Ein m

oglihes Mengensystem

uber einem diskreten Bildraum M = f1; : : : ; ng
2
, n 2 N
ist die Menge aller geraden Linien zwishen zwei Pixeln p
1
; p
2
2 M . Da dieses Men-
gensystem

uber M deniert ist und M diskret ist, handelt es sih bei den Linien im
Mengensystem ebenfalls um diskrete Linien. Zur Erzeugung diskreter Streken zwishen
zwei Pixeln eignet sih der Bresenham-Algorithmus (siehe dazu zum Beispiel [FDF
+
94℄).
Die allgemeinste Form von A | im diskreten Fall identish zu A

| ist damit die fol-
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Abbildung 2.3: Ein Bildausshnitt mit einer diskreten Bildkante. Die kontinuierlihe
Kante, die der Diskretisierung im linken Bild zugrunde lag, ist im rehten
Bild als Gerade einskizziert.
gende:
A = fA M j es existieren Punkte p
1
; p
2
2M , so da A alle Pixel
einer durh den Bresenham-Algorithmus erzeugten Linie
zwishen p
1
und p
2
enth

altg :
Ist A nun eindeutig in dem Sinne, da zwishen zwei Punkten p
1
und p
2
innerhalb vonM
eine eindeutig bestimmte Linie existiert? Leider ist das niht der Fall wie Abbildung 2.2
verdeutliht. Beide Diskretisierungen in Abbildung 2.2 sind optimal bez

uglih des beim
Bresenham-Algorithmus verwendeten Quadratmittelfehlers. Und je nahdem, welher
der beiden Punkte bei der Berehnung als Start- und welher als Endpunkt verwendet
wird, werden durh den Algorithmus auh tats

ahlih beide Versionen erzeugt. Um Ein-
deutigkeit im Mengensystem zu erreihen, mu A also weiter eingeshr

ankt werden. Dies
l

auft in der Praxis auf eine zus

atzlihe

Uberpr

ufung jeder erzeugten Pixellinie hinaus,
was den algorithmishen Aufwand | und damit die Laufzeit des Verfahrens | deutlih
erh

oht.
Das in Beispiel 2.1.3 dargestellte Nihteindeutigkeitsproblem vervielfaht sih, wenn als
Mengenmodell komplexere Strukturen wie etwa Polygonz

uge angedaht werden. Die
Zwei-Niveau-Passung wird durh diese Problematik in ihrer Algorithmik unn

otig auf-
gebl

aht, denn gerade ein Polygonzug ist sehr einfah

uber die Menge seiner Ekpunkte
beshreibbar. Einen weitaus einfaheren Zugang w

urde daher ein Mengenmodell bieten,
das niht auf dem Grundraum M aufsetzt und daher niht auf Pixelbasis beshrieben
werden m

ute. Diese Art der kontinuierlihen Modellierung w

urde einen zus

atzlihen
Vorteil bieten, der in der folgenden Bemerkung aufgezeigt wird:
Bemerkung 2.1.4
Betrahtet man die R

ander niht-ahsenparalleler Kanten in digitalen Bildern, f

allt auf,
da die Grauwerte am Rand die
"
Shr

aglage\ der Kante im Subpixelbereih angeben.
Abbildung 2.3 zeigt ein Beispiel f

ur eine derartige digitale Kante. Die untershiedlihen
Grauwertabstufungen von shwarz zu grau sind im linken Bild deutlih sihtbar. Mit
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Originalbild (diskret) Originalbild mit eingeblendetem optimalen Rechteck (weiß)
Abbildung 2.4: Rehtek mit inhomogenemGrauwert (links) mit dem Ergebnis der Zwei-
Niveau-Passung (rehts). Als A

wurde die Menge aller ahsenparallelen
Rehteke gew

ahlt. Das gefundene optimale Rehtek wurde rehts wei
in das Originalbild eingeblendet.
dem Vorwissen, da es sih bei der beobahteten Kante urspr

unglih um eine gerade
Linien handelte, sollte sih diese Information nutzen lassen k

onnen, um die urspr

unglihe
Position der Kante im Bild vor ihrer Digitalisierung zu bestimmen (wie im rehten Bild
von Abbildung 2.3 einskizziert). Da die Zwei-Niveau-Passung auf digitalen (und damit
diskreten) Bildern aber nur diskrete Mengenmodelle erlaubt, l

at sih dieser Wunsh so
zun

ahst niht realisieren.
Bemerkung 2.1.4 f

uhrt zur Problematik der Objektpassung im Subpixelbereih. Oen-
sihtlih geben die Grauwerte im Kantenbereih von Abbildung 2.3 einen Hinweis auf
die optimale Lage einer kontinuierlihen Kante. Beobahtungen dieser Art lassen sih in
das Mengenmodell der Zwei-Niveau-Passung niht einbeziehen, w

unshenswert w

are da-
her eine Erweiterung der Zwei-Niveau-Passung, die kontinuierlihe Mengenmodelle mit
ber

uksihtigt.
Ein weiteres Problem der Zwei-Niveau-Passung ist, da in jedem zu segmentierenden
Bild h 2 L
2
(M;R) nah Voraussetzung sowohl Objekt als auh Hintergrund weitgehend
homogene Grauwerte besitzen m

ussen, damit sie durh den Paproze gefunden werden
k

onnen. Diese Einshr

ankung ist bereits in Gleihung (2.1) von Seite 13 verankert, denn
h wird durh eine st

ukweise konstante Funktion 1
A
+1
MnA
approximiert. Abbildung
2.4 zeigt ein Beispiel f

ur einen Fall, bei der das zu ndende Objekt (ein ahsenparalleles
Rehtek) einen in x-Rihtung inhomogenen Grauwertverlauf aufweist. Die Zwei-Niveau-
Passung kann hier naturgem

a niht das gew

unshte Ergebnis, n

amlih das gesamte
Rehtek, liefern. Das in Abbildung 2.4 im rehten Bild eingeblendete weie Rehtek
entspriht der Funktion 1
A
0
der optimalen Menge A
0
, die Hintergrundmenge M n A
0
wurde niht einskizziert.
Eine Verallgemeinerung von (2.1) auf die Approximation eines Bildes h 2 L
2
(M;R)
durh niht-konstante Funktionen w

are relativ einfah: Die Indikatorfunktionen der
st

ukweise konstanten Funktion 1
A
+1
MnA
m

ussten nur durh allgemeinere Funktio-
nen e
(1)
A
; e
(2)
A
2 L
2
(M;R) ersetzt werden. Allerdings ist kaum zu erwarten, da Satz 2.1.2
dann noh in der vorliegenden Form g

ultig ist. Ob und unter welhen Voraussetzungen
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Originalbild (diskret) Originalbild mit eingeblendetem Paßergebnis
ohne Verwendung eines Mengenmodells (weiß)
Abbildung 2.5: Paergebnis des Bildes aus Abbildung 2.4, wenn A

= P(M) gew

ahlt
wird (wei eingeblendet in das rehte Bild). Auallend ist hier der aus-
gefranste linke Rand im segmentierten Bereih.
an die Funktionen e
(i)
A
diese Idee trotzdem funktioniert, ist Thema von Kapitel 3.
Doh auh wenn die Passung in Abbildung 2.4 niht das gew

unshte Ergebnis lieferte,
zeigt sie doh die Wihtigkeit des zugrundegelegten Mengenmodells auf. Als Mengen-
modell in Abbildung 2.4 wurde die Menge aller ahsenparallelen Rehteke gew

ahlt.
Diese Voraussetzung sheint zun

ahst

uberzogen zu sein, da das Originalbild bereits ei-
ne sehr homogene Struktur besitzt. Auh ohne spezielles Mengenmodell kann man daher
durhaus erwarten, als Paergebnis ein Rehtek zu erhalten. Das Ergebnis dieser

Uber-
legungen ist in Abbildung 2.5 dargestellt. Im Untershied zur Passung aus Abbildung 2.4
wurde hier A = P(M) gew

ahlt, wobei M die diskrete Pixelmenge bezeihnet die dem
Bild zugrunde liegt. Da A niht weiter eingeshr

ankt wurde, entspriht diese Wahl dem
g

anzlihen Fehlen eines Mengenmodells. Der unregelm

aige Rand auf der linken Seite
der in Abbildung 2.5 segmentierten Menge zeigt, da der Grauwertverlauf im Original-
bild dann doh niht so gleihm

aig war, wie urspr

unglih angenommen. Um aus der
so segmentierten Menge nahtr

aglih ein Rehtek zu extrahieren sind weitere Shrit-
te wie L

ukenf

ullung und Kantengl

attung n

otig. Shr

ankt man dagegen A gleih bei
der Segmentierung entsprehend ein, sind diese Shritte

uber

ussig. Eine Erweiterung
der Zwei-Niveau-Passung sollte daher m

oglihst niht auf Kosten des Mengenmodells
geshehen.
2.2 Funktionsquantisierungen
Die Zwei-Niveau-Passung reiht sih in die Klasse der Funktionsquantisierungen ein, wie
sie in [K

am00℄ f

ur Funktionen f : D ! R, D  R beshrieben werden. Bei Quantisie-
rungsproblemen dieser Art ist eine Menge S von Funktionen s : D ! R gegeben. F

ur
eine gegebene Funktion f : D! R wird dann das Inmum
inf
s2S
kf   sk
p
gesuht. Mit kk
p
wird dabei die Standard-p-Norm bezeihnet (p 2 [1;1℄). Die Menge S
wirdQuantisierungsmenge genannt und besteht normalerweise aus st

ukweise denierten
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2.3 Methoden der Variationsrehnung
Funktionen mit n > 0 St

utzstellen. In [K

am00℄ werden Funktionen
s
n
:=
n 1
X
i=1
y
i
1
℄x
i
;x
i
+1℄
; n > 2
verwendet, f

ur die x
1
<    < x
n
2 R und y
1
; : : : ; y
n 1
2 R gilt. F

ur x < x
1
und
x > x
n
wird s
n
(x) = 0 gesetzt. Statt dem allgemeinen S werden nun die Mengen
S
n
betrahtet, die nur Funktionen s
n
mit h

ohstens n St

utzstellen enthalten. Das so
denierte Quantisierungsproblem lautet dann
inf
s
n
2S
n
kf   s
n
k
p
:
Dieses Quantisierungsproblem wird in [K

am00℄ f

ur p 2 f1; 2;1g und f 2 C(D;R) \
L
p
(D;R) (D 2 fR;R

; [a; b℄g) betrahtet. Es werden Ergebnisse zur Existenz lokaler
Optima gegeben und Algorithmen zur optimalen Quantisierung f

ur den Fall p = 2 ent-
wikelt. Allerdings beshr

ankt sih die Arbeit in [K

am00℄ auf die Betrahtung eindimen-
sionaler Funktionen. Sollten die hier entwikelten Verfahren bei der Segmentierung eines
zweidimensionalen Bildes angewendet werden, m

ute das vorliegende Bild erst in eine
eindimensionale Version umgewandelt werden.

Ubliherweise geshieht dies durh Histo-
grammbildung. Es liegt auf der Hand, da das Einbringen von a-priori-Informationen

uber die Form des zu ndenden Objektes (eine zweidimensionale Mengenmodellierung)
auf diese Weise kaum m

oglih ist. Auh eine eindimensionale Mengenmodellierung |
denkbar w

aren zum Beispiel zusammenh

angende Mengen | ist auf Histogrammfunk-
tionen niht sehr sinnvoll, da niht unbedingt ein Zusammenhang zwishen zusam-
menh

angenden Mengen im Bildhistogramm und dem originalen Bild bestehen mu.
Nat

urlih ist es dennoh m

oglih, Segmentierungsalgorithmen auf Basis der Verfahren in
[K

am00℄ zu entwikeln, wie die Arbeit in [KK98℄ zeigt. Im Gegensatz zu [K

am00℄ wird
die Ausgangsfunktion f hier von vornherein als diskret angenommen. Aber auh in dieser
Arbeit wird f als eindimensional vorausgesetzt, was bedeutet, da wiederum als erster
Shritt die Funktion f aus einem gegebenen Bild extrahiert werden mu. Damit enth

alt
dieses Verfahren im Hinblik auf eine zweidimensionale Mengenmodellierung dieselben
Nahteile wie die Arbeit in [K

am00℄.
In den Termini der Einleitung bedeutet dies: F

ur eine Objektsegmentierung sind die Ar-
beiten in [K

am00℄ und [KK98℄ eher weniger geeignet. Sie bieten aber gute M

oglihkeiten
in einer Bildsegmentierung, die kein weiteres Vorwissen

uber das zu ndende Objekt in
einem Bild verlangt.
2.3 Methoden der Variationsrehnung
Die Variationsrehnung ist eine in der Bildverarbeitung h

aug verwendete Methode.
Ihr Ziel ist es, die R

ander von Bildregionen m

oglihst genau durh st

ukweise stetige
Funktionen zu approximieren. Die Approximation erfolgt dabei

uber die Minimierung
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eines Energieterms, in den Eigenshaften wie Gl

atte und Kr

ummung der Bildfunktion
einieen. Dieser Energieterm wird in [MS85℄ oder auh in [BZ87℄ wie folgt deniert:
Bezeihne h 2 L
2
(M;R) das

uber einem kompakten Ausshnitt M  R
2
gegebene Bild
und U  L
2
(M;R) einen geeigneten Raum st

ukweise dierenzierbarer Funktionen von
M nah R. Gesuht ist nun eine Funktion u 2 U , f

ur die das folgende Funktional
E(u) = D(u) + S(u) + P (u)
minimal wird. Dabei ist
 das Funktional D (Data), deniert durh
D(u) =
Z
M
(u  f)
2
d
2
;
ein Ma f

ur die Bildtreue der gesuhten Funktion,
 das Funktional S (Spine), deniert durh
S(u) = 
2
Z
M
kruk
2
2
d
2
;
ein Ma f

ur die Steigungen der gesuhten Funktion u und
 das Funktional P (Penalty) ein
"
Strafma\ f

ur jede Diskontinuit

at der gesuhten
Funktion.
Der Parameter  im Funktional S ist ein vom Benutzer zu w

ahlender Parameter, der
den Einu der Steigungen der zu suhenden Funktion auf das Optimum festlegt. F

ur
den Strafterm P existieren mehrere Varianten. In [BZ87℄ wird er auf
P (u) =  length(K)
gesetzt, wobei K die Menge aller Unstetigkeitsstellen bezeihnet und  ein weiterer vom
Benutzer zu w

ahlender Parameter ist. P ist nun ein Ma f

ur die gesamte Konturl

ange,
d.h. eine Funktion u, die den Energieterm E minimiert, minimiert dann auh die Kon-
turl

ange. Von Mumford und Shah wurde ein anderer Strafterm vorgestellt ([MS85℄),
in den die Konturl

ange K

uber ihr (eindimensionales) Hausdorma H
1
eingeht. Der
gesamte Energieterm hat dann die Form
E(u;K) =
Z
M
(u  f)
2
d
2
+ 
2
Z
M
kruk
2
2
d
2
+ H
1
(K)
Beiden Vorshl

agen ist gemein, da P | und damit die Diskontinuit

at der gesuhten
Funktion u |

uber den Parameter  vom Benutzer gesteuert werden kann.
Dieser eigentlih kontinuierlihe Ansatz mu f

ur die Anwendung auf digitale Bilder durh
eine geeignete diskrete Version approximiert werden. Es stellt sih dabei heraus, da die
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Optimierung der Energiefunktion zweistug verlaufen kann: Zuerst werden die Unstetig-
keitsstellen von u bestimmt, die das Bild in vershiedene Segmente aufteilen, und in ei-
nem zweiten Shritt die Funktion u innerhalb der Segmente eingepat. Die Sprungh

ohen
sowie die Glattheit von u innerhalb der vershiedenen Segmente werden dabei

uber die
beiden Parameter  und  vom Benutzer vorgegeben.
Im Hinblik auf diese Arbeit ist der letzte Satz entsheidend: Zwar bieten die Parameter 
und  eine gute M

oglihkeit, die Eigenshaften von u zu steuern, allerdings kann dar

uber
hinaus kein weiteres Vorwissen

uber eine m

oglihe Objektform

ubergeben werden. F

ur
die Methoden der Variationsrehnung gelten damit die gleihen

Uberlegungen, die bereits
zur Funktionsquantisierung angestellt wurden: Sie sind f

ur eine Bildsegmentierung sehr
gut, f

ur eine Objektsegmentierung dagegen eher weniger geeignet.
2.4 Objektlokalisation durh Adaption parametrisher
Grauwertmodelle
Ein Verfahren zur subpixelgenauen Objektpassung | die Objektlokalisation durh Ad-
aption parametrisher Grauwertmodelle, hier im folgenden mit Grauwertmodelladaption
bezeihnet | wird von Christian Drewniok in seiner Dissertation beshrieben ([Dre98℄).
Dieses Verfahren wurde von ihm prim

ar dazu entwikelt, um Kanaldekel aus Luft-
bildaufnahmen zu extrahieren, daher der Begri der Objektlokalisation. Wegen der gro-
ben Au

osung der Luftbilder ist eine Passung der Kanaldekel auf diskreter Pixelbasis
niht m

oglih und es mu auf eine Subpixelpassung ausgewihen werden. Daher basiert
die Grauwertmodelladaption auf kontinuierlihen Mengenmodellierungen, was in Bemer-
kung 2.1.4 als w

unshenswerte Erweiterung in der Zwei-Niveau-Passung herausgestellt
wurde. Der Algorithmus setzt auf Arbeiten in [Hue71℄, [NB86℄ und [Roh92℄ auf, die
sih mit der Rekonstruktion von Grauwertkanten und Grauwerteken durh Minimie-
rung eines quadratishen Fehlers befassen und wird in der Grauwertmodelladaption auf
rehtekige und kreisf

ormige Objekte (sowie deren

Uberlagerungen) erweitert.
Die grundlegende

Uberlegung der Grauwertmodelladaption ist die folgende: In ein dis-
kretes Luftbild I soll ein gegebenes Modell M(~p) so eingepat werden, da der Fehler
E(~p) =
X
k
(I
k
 M
k
(~p))
2
minimal wird. Der reelle Vektor ~p beshreibt dabei die freien Parameter eines (noh zu
spezizierenden) ModellsM(~p) und I
k
= I(~x
k
) die an den Bildpositionen ~x
k
vorliegenden
Grauwerte des Bildes I. Eine Objektlokalisation besteht dann in der Minimierung von
E uber die Parameter ~p.
Da eine subpixelgenaue Passung angestrebt wird, mu das ModellM(~p) eine h

ohere Ge-
nauigkeit aufweisen als das gegebene diskrete Bild. Ein solhes (kontinuierlihes) Modell
wird in [Dre98℄ als parametrishes Grauwertmodell bezeihnet. Zur Formulierung eines
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Intensität
Abbildung 2.6: M

oglihes ideales Intensit

atsprol
~
I. Die H

ohe der einzelnen Niveaus ist
variabel, nur die Anzahl der Stufen ist entsheidend.
solhen Grauwertmodelles wird zun

ahst angenommen, da es sih aus mehreren homo-
genen Teil

ahen zusammensetzt.
"
Homogen\ bedeutet dabei, da pro Teil

ahe kon-
stante Reexionseigenshaften gelten, Texturen oder Spiegelungen werden niht ber

uk-
sihtigt. Jede Teil

ahe reektiert unter dieser Annahme einen konstanten Anteil der
einfallenden Lihtstrahlung. Im Idealfall ergibt sih dadurh f

ur jedes Objekt je nah
Anzahl der Teil

ahen ein stufenf

ormiges Intensit

atsprol
~
I wie in Abbildung 2.6 skiz-
ziert.
Alle weiteren Eekte im Bildentstehungsproze wie zum Beispiel Streuung in der Atmo-
sph

are, Vershmierungen durh Linsenoptik und Digitalisierungsproze (siehe zum Bei-
spiel [Bur96℄ f

ur eine ausf

uhrlihere Beshreibung), werden in der point-spread funtion
(PSF) zusammengefat. Das resultierende Signal
^
I ergibt sih dann durh eine Faltung
der PSF mit dem idealen Signal
~
I. Die PSF selbst wird im allgemeinen als Gauf

ormig
(mit Mittelwert 0) angenommen, eine Anpassung an die jeweils aktuelle Situation erfolgt

uber deren Standardabweihung. Das so erhaltene vershmierte Signal wird shlielih
an diskreten Stellen abgetastet (Abbildung 2.7), man erh

alt ein diskretes Bildsignal I.
Der letzte Shritt in der Bildentstehung nah [Dre98℄ ist die additive

Uberlagerung des
diskreten Signals mit einem normalverteilten Raushen. Dieser Shritt ist aber f

ur die
Modellbildung niht wesentlih, so da er hier niht n

aher ausgef

uhrt wird.
Die in [Dre98℄ entwikelten parametrishen Grauwertmodelle folgen dem oben beshrie-
benen Bildentstehungsproze: Ein kontinuierlihes, zweidimensionales Signal wird durh
eine Gaushe PSF vershmiert und das Ergebnissignal diskret abgetastet. Die PSF ist
dabei gegeben durh
G

(x; y) := g

(x)  g

(y)
f

ur
g

(x) :=
1

 g

x


und g(x) :=
1
p
2
e
 
x
2
2
:
Der freie Parameter  > 0 in G

(bzw. g

) gibt dabei den Grad der Vershmierung an.
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Intensität
x .     .     .     .     . x1 n
Abbildung 2.7: Vershmiertes (mit PSF gefaltetes) Intensit

atssignal
^
I mit diskreten Ab-
tastpunkten x
1
; : : : ; x
n
.
Jedes Grauwertmodell l

at sih nun als Faltung von G

mit einer entsprehenden Funk-
tion, die das ideale Signal darstellt, modellieren. Eine vertikale Stufe an Position x
0
2 R
zum Beispiel l

at sih also mit Hilfe von
U
x
0
(x) := u(x  x
0
); wobei u(x) :=

0 f

ur x < 0
1 f

ur x  0
als U
x
0
G

darstellen. U
x
0
besitzt als freien Parameter die Position x
0
der Kante, so da
das Gesamtmodell zun

ahst zwei freie Parameter (die Vershmierung  und die Position
x
0
) besitzt. Diese Modellfunktion U
x
0
G

l

at sih vereinfahen zu
(U
x
0
G

)(x; y) =
1
Z
 1
1
Z
 1
G

(x  a; y   b)  U
x
0
(a) da db
=
1
Z
 1
1
Z
 1
g

(x  a)  g

(y   b)  u(a  x
0
) da db
=
1
Z
 1
g

(y   b) db
1
Z
 1
g

(x  a)  u(a  x
0
) da
=
Z
1
x
0
g

(x  a) da
=
Z
x x
0

 1
g(a) da =: 

(x  x
0
):
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F

ur die Funktion 

gilt


(z) :=
1

Z
z
 1
g

a


da
=
Z
z
 1
g

(a) da =: 

z


:
Die Funktion  wird auh Fehlerfunktion genannt.
Die durh die Modellfunktion U
x
0
G

denierte Stufe hat bis jetzt die H

ohe 1. Um das
zu korrigieren, werden zwei lineare Faktoren h
0
(f

ur das Grundniveau) und h
1
(f

ur die
H

ohen

anderung zum Stufenniveau) eingef

uhrt. Das Gesamtmodell
M
step
(x; y) := h
0
+ h
1
 

x  x
0


beshreibt dann eine (mit Standardabweihung ) Gauvershmierte vertikale Stufe im
Punkt x
0
, die den

Ubergang zwishen zwei Grauwertplateaus der H

ohen h
0
sowie h
0
+h
1
bildet. Die beiden Faktoren h
0
und h
1
sind zus

atzlihe freie Parameter des Gesamtmo-
dells M
step
, das insgesamt | zusammen mit den beiden bereits vorhandenen freien Pa-
rametern  und x
0
|

uber vier freie Parameter verf

ugt. M
step
entspriht dem Signal
^
I
aus Abbildung 2.7.
Soll nun in einem gegebenen Bild | bzw. einem gegebenen Bildausshnitt | I eine
vertikale Stufe gefunden werden, wird die zugeh

orige Fehlerfunktion
E : R
+
 R
3
! R; E(; x
0
; h
0
; h
1
) :=
X
(x;y)
 
I(x; y) M
step
(x; y)

2

uber ein nihtlineares Abstiegsverfahren (siehe dazu zum Beispiel [Spe93℄) minimiert
und dadurh die freien Modellparameter von M
step
optimiert. In der Fehlerfunktion E
stekt implizit die Punktauswertung von M
step
an diskreten Punkten (x; y).
Mit Hilfe von M
step
lassen sih einfahe Rehtekstrukturen zusammensetzen. In [Dre98℄
werden auerdem Modelle f

ur gedrehte Rehtekstrukturen angegeben. Alle diese Grund-
modelle lassen sih additiv zu komplizierteren Strukturen

uberlagern. Die auf diese Weise
entstandenen Modelle heien Superpositionen.
Ein weiteres wihtiges Grundmodell neben dem eben beshriebenen Stufenmodell ist das
Kreissheibenmodell. Eine Kreissheibe mit Radius R > 0 und Zentrum im Nullpunkt
besitzt das ideale Signal
D
R
: R
2
! R; D
R
(x; y) :=

1; x
2
+ y
2
 R
2
0; sonst
Zur Berehnung des Gauvershmierten Bildmodells brauht man aus Symmetriegr

un-
den nur Punkte entlang der x-Ahse zu ber

uksihtigen, denn f

ur alle Punkte (x; y) 2 R
2
gilt
(D
R
G

)(x; y) = (D
R
G

)(
p
x
2
+ y
2
; 0): (2.6)
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Das mit G

gefaltete Signal hat dann die Form
(D
R
G

)(x; 0) =
Z
R
 R
Z
p
R
2
 a
2
 
p
R
2
 a
2
G

(x  a; b) db da
.
.
.
= 2
Z
R
 R
g

(x  a)


p
R
2
  a
2

da  (

(x+R)  

(x  R))
([Dre98, Kap. 3.6℄). Diese Modellfunktion kann ebenso wie das Stufenmodell zu einem
Gesamtmodell mit Grundniveau h
0
und H

ohen

anderung h
1
zum Kreisniveau ausgebaut
werden. Eine Superpositionsbildung mit anderen Modellen ist ebenfalls mahbar.
Zum Shlu noh ein Wort zur Implementierung: Die Funktion  ist analytish niht
bestimmbar und mu daher numerish approximiert werden. Das kann

uber eine Appro-
ximation der Funktion
erf : R
+
! R; erf(x) :=
2
p

Z
x
0
e
 t
2
dt
erfolgen, denn es gilt der Zusammenhang
(z) =
1
2

1 + erf

z
p
2

:
Zur Bestimmung des Teilterms
Z
R
 R
g

(x  a)


p
R
2
  a
2

(2.7)
aus dem Kreissheibenmodell wird in [Dre98℄ eine Romberg-Integration verwendet. Ein-
zelheiten zur Implementierung der Funktion erf bzw. der Integrationsmethode nden
sih zum Beispiel in [PTVF96℄.
Im Gegensatz zu den in den Abshnitten 2.2 und 2.3 vorgestellten Verfahren legt die
Grauwertmodelladaption viel Wert auf eine zugrundeliegende zweidimensionale Struk-
tur. Diese Struktur ist in etwa dem Mengenmodell in der Zwei-Niveau-Passung ver-
gleihbar. Allerdings werden hier keine diskreten Mengenmodelle verwendet, sondern
jede Struktur wird durh reelle Parameter beshrieben, was zu kontinuierlihen Mengen-
modellen und dadurh zu Subpixelpassungen f

uhrt.
F

ur inhomogen beleuhtete Objekte (wie in Abbildung 2.4) bietet die Grauwertmodell-
adaption jedoh keine L

osung. Das liegt an der Grundvoraussetzung an die Modellbil-
dung, die besagt da jede einzelne Teil

ahe einen homogenen Grauwert besitzen mu.
Eine Erweiterung auf niht-homogene Teil

ahen w

are prinzipiell m

oglih, d

urfte aber
durh die Faltung mit einer Gaufunktion sehr shnell zu kaum noh handhabbaren
Modellfunktionen f

uhren.
Das folgende Kapitel stellt einen allgemeinen Ansatz zur mengenbasierten Objektseg-
mentierung vor.
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3 Semilineare Approximation auf
euklidishen Vektorr

aumen
Kapitel 2 besh

aftigte sih mit vershiedenen Verfahren zur Bildsegmentierung, wobei
der Shwerpunkt auf der Bereitstellung eines Mengenmodells zur Beshreibung der Ob-
jektform lag. Bei der Zwei-Niveau-Passung (Kapitel 2.1) basiert dieses Mengenmodell
nah Voraussetzung auf dem gegebenen Bildraum. Als Folge davon ist die Genauigkeit
des Mengenmodells direkt von der Au

osung dieses Bildraumes abh

angig. So sind bei
diskreten Bildern nur diskrete Mengenmodelle verf

ugbar, eine weitere Verfeinerung ist
niht m

oglih. Auh die Modellierung komplexerer Grauwertverl

aufe innerhalb eines Bil-
des (Abbildung 2.4) kann niht realisiert werden. Die Grauwertmodelladaption (Kapitel
2.4) beseitigt zwar das Problem der Subpixelpassung, da sie explizit auf kontinuierlihen
Mengenmodellen beruht. Eine Modellierung komplexerer Grauwertverl

aufe wurde aber
auh hier niht angedaht.
Im folgenden wird ein allgemeiner Ansatz zur mengenbasierten Objektsegmentierung |
die semilineare Approximation | vorgestellt. Dieses Verfahren kann als theoretisher

Uberbau f

ur mengenbasierte Segmentierungsalgorithmen angesehen werden und umfat
je nah Spezizierung auh die Modellierung inhomogener Grauwertverl

aufe sowie Sub-
pixelpassungen. Zudem lassen sih Zusammenh

ange zur Zwei-Niveau-Passung sowie (in
Kapitel 6) zur Grauwertmodelladaption herstellen.
3.1 Semilineare Funktionen
Denition 3.1.1
Sei E ein R-Vektorraum, A eine Menge und k 2 N . Eine Funktion g : R
k
A ! E heit
dann semilinear, falls f

ur alle A 2 A die Abbildung x 7! g(x;A) linear ist.
Ist g eine semilineare Funktion und A 2 A, heit im folgenden die Abbildung
G
A
: R
k
! E; G
A
x := g(x;A)
die lineare Teilfunktion von g f

ur A 2 A. Eine Reihe von Eigenshaften von g, die aus
der Linearit

at von G
A
folgen, sind in dem folgenden Korollar zusammengefat:
Korollar 3.1.2
Seien die Vorraussetzungen von Denition 3.1.1 gegeben. Dann gilt:
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 Jede semilineare Funktion g deniert eine Abbildung von A in die Menge E
k
der
h

ohstens k-dimensionalen Unterr

aume von E.
 Ist A 2 A gegeben, existiert ein Erzeugendensystem fe
(A)
1
; : : : ; e
(A)
k
g von =(G
A
), so
da sih die lineare Teilfunktion G
A
in der Form
G
A
x =
k
X
i=1
x
i
e
(A)
i
f

ur x 2 R
k
shreiben l

at.
Beweis Mit A 7! G
A
= g(; A) deniert jede semilineare Funktion zun

ahst eine Ab-
bildung von A in die Menge Hom(R
k
; E) der linearen Abbildungen von R
k
nah E. Da
G
A
linear ist, ist weiterhin der Bildraum =(G
A
)  E von G
A
ein linearer Unterraum
von E mit Dimension l  dim(R
k
) = k. Wird nun mit E
k
die Menge der h

ohstens
k-dimensionalen Unterr

aume von E bezeihnet, leistet die Abbildung
G : A! E
k
; G(A) := =(G
A
)
das Gew

unshte.
Sei im folgenden A 2 A. Dann existiert wegen der Linearit

at von G
A
ein Erzeugenden-
system fe
(A)
1
; : : : ; e
(A)
k
g von =(G
A
), so da sih G
A
als
8x 2 R
k
: G
A
x =
k
X
i=1
x
i
e
(A)
i
shreiben l

at. 2
Man kann eine semilineare Funktion also im gewissen Sinne als zweigeteilt auffassen:
Zuerst wird durh die Wahl von A 2 A ein h

ohstens k-dimensionaler Unterraum von E
bestimmt, in den dann die lineare Teilabbildung G
A
abbildet. Da sih der so festgelegte
Unterraum alleine durh die Wahl eines x 2 R
k
niht mehr

andern kann, kann A auh
als eine Parametrisierung der h

ohstens k-dimensionalen Unterr

aume von E angesehen
werden.
Der folgende Satz besh

aftigt sih mit der Darstellung semilinearer Funktionen.
Satz 3.1.3
Unter den Vorraussetzungen von Denition 3.1.1 existieren f

ur jede semilineare Funktion
g Abbildungen e
1
; : : : ; e
k
: A! E, so da sih g in der Form
g(x;A) =
k
X
i=1
x
i
e
i
(A)
shreiben l

at.
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Beweis Nah Korollar 3.1.2 existiert f

ur jedes A 2 A ein Erzeugendensystem
fe
(A)
1
; : : : ; e
(A)
k
g von =(G
A
) mit
8x 2 R
k
: G
A
x =
k
X
i=1
x
i
e
(A)
i
:
Setzt man nun f

ur alle i 2 f1; : : : ; kg
e
i
: A ! E; e
i
(A) := e
(A)
i
erh

alt man das Gew

unshte. 2
Satz 3.1.3 ist die Basis, auf der die im folgenden auftretenden Formulierungen semilinea-
rer Funktionen beruhen. Statt direkt eine semilineare Funktion g zu denieren, werden
zun

ahst k Vektoren e
1
; : : : ; e
k
2 E zusammen mit einer geeigneten Parametrisierung
gesuht, die im n

ahsten Shritt zu Erzeugendenfunktionen e
1
; : : : ; e
k
: A ! E ausge-
baut werden. Diese Erzeugendenfunktionen beshreiben dann eine semilineare Funktion
und nah Satz 3.1.3 existiert f

ur jede semilineare Funktion eine derartige Darstellung.
Wird zus

atzlih mit G
A
wieder die auf Seite 31 denierte lineare Teilfunktion einer
semilinearen Funktion bezeihnet, gilt auerdem f

ur den Bildraum =(G
A
):
=(G
A
) = linHfe
1
(A); : : : ; e
k
(A)g:
Das folgende Beispiel verdeutliht, wie die semilinearen Funktionen als Verallgemeine-
rung der in der Zwei-Niveau-Passung verwendeten zweistugen Funktionen aufgefat
werden k

onnen.
Beispiel 3.1.4
Sei eine kompakte MengeM  R
2
gegeben, die im folgenden der Aufnahmeraum genannt
wird. Die Menge A wird | wie bereits in der Zwei-Niveau-Passung in Kapitel 2.1 | als
Quotientenraum
A := B(M)=

deniert, wobei die

Aquivalenzrelation  durh
  AA; A  B :() 
2
((A nB) [ (B n A)) = 0
gegeben ist. 
2
bezeihnet dabei das zweidimensionale Lebesgue-Ma.
Als Vektorraum E wird der Quotientenraum L
2
(M;R) gew

ahlt. Setzt man dann zwei
Erzeugendenfunktionen e
1
; e
2
: A ! E,
e
1
(A) := 1
A
und
e
2
(A) := 1
MnA
;
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M
A
Abbildung 3.1: Skizzierter rehtekiger Aufnahmeraum M mit grauem Objekt A auf
weiem Hintergrund M n A.
ist die Funktion g : R
2
A ! E mit
g(x;A) := x
1
e
1
(A) + x
2
e
2
(A) = x
1
1
A
+ x
2
1
MnA
semilinear und g entspriht genau der in der Zwei-Niveau-Passung verwendeten Trep-
penfunktion in (2.1).
Neben g existiert aber noh eine andere M

oglihkeit, eine semilineare Funktion in Ana-
logie zur Zwei-Niveau-Passung zu denieren. Dazu wird eine neue Erzeugendenfunktion
e
0
2
(A) := 1
M
ben

otigt. Ersetzt man nun e
2
in g durh e
0
2
, erh

alt man
g
0
(x;A) = x
1
1
A
+ x
2
1
M
:
Der Untershied in beiden Funktionen besteht nur in ihrer Interpretation: In g repr

asen-
tiert x
1
den Grauwert eines Objektes A, w

ahrend x
1
in g
0
f

ur die Grauwert

anderung
zwishen Objekt und Hintergrund steht.
Bemerkung 3.1.5
Die Formulierung der semilinearen Funktion g in Beispiel 3.1.4 ist auh m

oglih, ohne da
f

ur A und E Quotientenr

aume gew

ahlt werden. An dieser Stelle der Arbeit existiert noh
kein Grund, warum der Quotientenraum A = B(M)=

der Menge B(M) vorzuziehen
w

are. Ebenfalls kein Grund existiert, warum L
2
(M;R) eine bessere Wahl als L
2
(M;R)
sein sollte und nat

urlih sind auh
~g : R
2
 B(M)! L
2
(M;R); ~g(x;A) = x
1
1
A
+ x
2
1
MnA
bzw.
~g
0
: R
2
 B(M)! L
2
(M;R); ~g
0
(x;A) = x
1
1
A
+ x
2
1
M
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M
A
Abbildung 3.2: In x-Rihtung inhomogener Aufnahmeraum M mit ebenfalls in x-
Rihtung inhomogenem Objekt A.
semilineare Funktionen. Gr

unde, warum diese Wahl niht geshikt ist (Metrik auf A
bzw. Skalarprodukt auf E w

urden ben

otigt) sind zwar | zum Teil eher implizit |
bereits in Kapitel 2 erw

ahnt worden, werden hier aber erst in Kapitel 3.2 und 3.3 f

ur die
Formulierung des Approximationsproblems bzw. f

ur Aussagen

uber die Existenz lokaler
Optima ben

otigt. Die Wahl von B(M)=

und L
2
(M;R) stellt in diesem Sinne einen
Vorgri auf die folgenden Abshnitte dar.
Abbildung 3.1 zeigt beispielhaft einen rehtekigen AufnahmeraumM mit einem grauen
Objekt A auf hellem Hintergrund M n A. Will man Objekt und Hintergrund aus die-
ser Abbildung durh eine semilineare Funktion beshreiben, sind die in Beispiel 3.1.4
formulierten Erzeugendenfunktionen sowie die daraus resultierenden semilinearen Funk-
tionen g bzw. g
0
sehr gut geeignet. Man ist bei der Formulierung semilinearer Funktionen
aber weder in der Anzahl k der Erzeugendenfunktionen e
1
; : : : ; e
k
noh in deren Form
beshr

ankt, so da sih auh kompliziertere Zusammenh

ange formulieren lassen. Das
folgende Beispiel zeigt, wie die in Abbildung 3.2 gezeigten Grauwertverl

aufe durh eine
semilineare Funktion modelliert werden k

onnen.
Beispiel 3.1.6
Abbildung 3.2 zeigt das gleihe Objekt wie Abbildung 3.1. Allerdings weisen nun sowohl
Objekt als auh Hintergrund eine (in x-Rihtung) monotone

Anderung des Grauwertes
auf, was zum Beispiel als inhomogene Beleuhtungssituation interpretiert werden kann.
Zum einfaheren Verst

andnis wird die Modellierung dieser Situation im folgenden als
eindimensionale Version f

ur eine isolierte Bildzeile durhgef

uhrt.
Sei also f

ur a > 0 der Aufnahmeraum M = [0; a℄ gegeben. A wird wieder (wie in
Beispiel 3.1.4) als Quotientenraum A = B(M)=

deniert, wobei die

Aquivalenzrelation
 B(M)  B(M) durh
A  B :() ((A nB) [ (B n A)) = 0
deniert ist. Der Vektorraum E sei die Menge L
2
(M;R).
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e
1
e
2
0 d a
Objekt:
e
1
([; d℄)(x) =

a  x; x 2 [; d℄
0 x 62 [; d℄
Hintergrund:
e
2
([; d℄)(x) =

0; x 2 [; d℄
x; x 62 [; d℄
Abbildung 3.3: Modellierung linearer Beleuhtung ohne konstanten Anteil.
Bis jetzt untersheidet sih sih diese Modellierung niht wesentlih gegen

uber der aus
Beispiel 3.1.4. Die einzige groe

Anderung erfolgt nun in der Wahl der Erzeugendenfunk-
tionen e
i
. Geht man davon aus, da es sih bei Abbildung 3.2 um lineare

Anderungen
der Grauwerte handelt, eignet sih die Funktion
e
1
: A! L
2
(M;R); e
1
(A) := (a  id)1
A
;
um das Objekt und die Funktion
e
2
: A! L
2
(M;R); e
2
(A) := id  1
MnA
um den Hintergrund zu beshreiben. Abbildung 3.3 zeigt e
1
und e
2
, wobei das Objekt
durh das Intervall [; d℄ 2 A und der Hintergrund durh die Restmenge [0; ℄ [ [d; a℄ 2 A
repr

asentiert wird. Die sheinbare Doppeldenition in den Punkten fg und fdg ist in
Wirklihkeit kein Problem, da die Elemente in A nur bis auf -Nullmengen eindeutig
sind.
Die so denierte semilineare Funktion
g
1
: R
2
 B(M)=

! L
2
(M;R); g
1
(x;A) := x
1
(a  id)1
A
+ x
2
id  1
MnA
ist in den Randpunkten 0 und a noh sehr speziell, denn der Grauwert des so erzeug-
ten Bildes ist beide Male auf 0 festgelegt. Eine allgemeinere Modellierung ohne feste
Randpunkte erh

alt man, wenn die beiden
"
konstanten\ Erzeugendenfunktionen
e
3
(A) := 1
A
f

ur das Objekt und
e
4
(A) := 1
MnA
f

ur den Hintergrund
zur Modellierung hinzugef

ugt werden. Damit

andert die resultierende semilineare Funk-
tion ihren Denitionsbereih. Sie hat nun die Form g
2
: R
4
 B(M)=

! L
2
(M;R),
g
2
(x;A) := x
1
(a  id
A
) + x
3
1
A
| {z }
Objekt
+ x
2
id
MnA
+ x
4
1
MnA
:
| {z }
Hintergrund
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Durh g
2
werden die in Abbildung 3.2 vorhandenen linearen Abh

angigkeiten modelliert
ohne da zus

atzlihe Annahmen (wie Randpunktfestlegungen) getroen werden m

ussen.
In Beispiel 3.1.6 wurden die Grauwert

anderungen in Objekt und Hintergrund durh
lineare Abh

angigkeiten modelliert, da Abbildung 3.2 k

unstlih erzeugt wurde und da-
her bereits a-priori die bestm

oglihe Art der Modellierung bekannt war. In praktishen
Situationen ist ein solhes Vorwissen eher weniger vorhanden, die konkrete Art der Mo-
dellierung sollte daher bei jeder Anwendung sorgf

altig abgewogen werden. Dies setzt
eine m

oglihst genaue Analyse des vorliegenden Problems als zentralen Shritt vor die
eigentlihe Modellierung. Vernahl

assigt man diese Analyse, kann die Anzahl der Erzeu-
gendenfunktionen und damit die maximale Dimension k der auftretenden Unterr

aume
sehr shnell zu gro werden. Die Modellierung wirkt dann umst

andlih und ist f

ur die im
folgenden beshriebene Approximation zu langsam. Eine Einshr

ankung auf nur wenige
Erzeugendenfunktionen ist allerdings auh niht immer die L

osung. Werden zu weni-
ge oder zu spezielle Erzeugendenfunktionen ausgew

ahlt, kann die vorliegende Situation
meist niht ad

aquat beshrieben werden. In diesen Kontext f

allt die Funktion g
1
aus
Beispiel 3.1.6, die in ihren Randpunkten festgelegt war ohne da dazu ein Hinweis in der
Ausgangssituation gegeben war. Auh Abbildung 2.4 von Seite 21 zeigt ein Beispiel f

ur
eine zu spezielle Wahl der Erzeugendenfunktionen. Hier wurde die im Ausgangsbild vor-
handene lineare Grauwert

anderung durh die
"
Erzeugendenfunktionen\ 1
A
und 1
MnA
der Zwei-Niveau-Passung niht nahgebildet, so da der Paproze an sih in einem
unbefriedigenden Optimum endete.
3.2 Semilineare Approximation
Bis jetzt wurden semilineare Funktionen an sih betrahtet. Die Beispiele in 3.1.4 und
3.1.6 gaben dabei einen kleinen Einblik in die M

oglihkeiten der Modellierung unter-
shiedliher Ausgangssituationen. Der n

ahste Shritt ist der Vergleih eines gegebenen
Elements y 2 E mit einem durh eine semilineare Funktion entstandenem Element
g(x;A) =
P
k
i=1
x
i
e
i
(A) 2 E und nat

urlih die Frage, f

ur welhes Paar (x;A) 2 R
k
 A
die Funktion g(x;A) dem gegebenen y 2 E
"
am n

ahsten\ liegt. Diese Parameter-
optimierung wird in der Bildverarbeitung als Bildrekonstruktion angesehen, wobei das
rekonstruierte Bild hier durh die jeweilige semilineare Funktion bestimmt wird. Der
Terminus
"
am n

ahsten\ erfordert einen Abstandsbegri, so da E in der folgenden
Denition als euklidisher Vektorraum vorausgesetzt wird.
Denition 3.2.1
Sei E ein euklidisher Vektorraum, (A; d) ein metrisher Raum und k > 0. Sei fer-
ner y 2 E gegeben. F

ur jede semilineare Funktion g : R
k
 A ! E heit dann das
Minimierungsproblem
inf
A2A
inf
x2R
k
ky   g(x;A)k
ein semilineares Approximationsproblem.
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Eine direkte Folgerung, was die Darstellung semilinearer Approximationsprobleme be-
trit, ergibt sih aus Satz 3.1.3: Da jede semilineare Funktion g als Linearkombination
von Erzeugendenfunktionen e
1
; : : : ; e
k
: A ! E dargestellt werden kann, l

at sih auh
jedes semilineare Approximationsproblem in der Form
inf
A2A
inf
x2R
k





y  
k
X
i=1
x
i
e
i
(A)





shreiben.
Bemerkung 3.2.2
In Denition 3.2.1 ist E als euklidisher Vektorraum vorausgesetzt, was bedeutet, da auf
E ein Skalarprodukt h j i deniert ist und die Norm k k auf E durh das Skalarprodukt
induziert wird. In Denition 3.2.1 wird das Skalarprodukt selbst jedoh niht ben

otigt.
Prinzipiell ist Denition 3.2.1 also auh denkbar, wenn die Norm in E niht

uber ein
Skalarprodukt deniert wird. Im Rahmen dieser Arbeit war jedoh keine Notwendigkeit
vorhanden, E von einem euklidishen Vektorraum auf einen allgemeinen normierten
Raum zu verallgemeinern, so da dieser allgemeinere Ansatz hier niht weiter verfolgt
wird.
Die Tatsahe, da jede semilineare Funktion einen linearen Anteil besitzt, l

at sih f

ur
die Approximation sehr gut nutzen. Das folgende Korollar zeigt den dabei wesentlihen
Zusammenhang auf:
Korollar 3.2.3
Seien die Voraussetzungen von Denition 3.2.1 gegeben und sei A
0
2 A fest. Dann
existiert ein eindeutig bestimmter Vektor y
A
0
2 linHfe
1
(A
0
); : : : ; e
k
(A
0
)g, f

ur den gilt:
inf
x2R
k
ky   g(x;A
0
)k = min
x2R
k
ky   g(x;A
0
)k = ky   y
A
0
k
Beweis Sei G
A
0
: R
k
! E f

ur festes A
0
2 A die auf Seite 31 denierte lineare Teilab-
bildung einer semilinearen Funktion g. Dann beshreibt das Teilproblem
inf
x2R
k
ky  G
A
0
xk
ein lineares Ausgleihsproblem. F

ur diese Problemklasse existiert in euklidishen Vek-
torr

aumen stets ein eindeutig bestimmter Vektor y
A
0
2 =(G
A
0
) mit
ky   y
A
0
k = min
x2R
k
ky  G
A
0
xk = dist(y;=(G
A
0
)):
In diesen F

allen ist y
A
0
ein Punkt minimaler Distanz von y an den Bildraum =(G
A
0
) =
linHfe
1
(A
0
); : : : ; e
k
(A
0
)g:
y
A
0
= proj
linHfe
1
(A
0
);:::;e
k
(A
0
)g
y:
2
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1: Gegeben sei ein semilineares Approximationsproblem gem

a Def. 3.2.1
2: hoose A
0
2 A
3: ompute x
0
2 R
k
with ky  G
A
0
x
0
k = min
2R
k
ky  G
A
0
k
4: i := 0
5: repeat
6: hoose A
i+1
2 A
7: nd x
i+1
2 R
k
with ky  G
A
i+1
x
i+1
k = min
2R
k
ky  G
A
i+1
k
8: if ky  G
A
i+1
x
i+1
k < ky  G
A
i
x
i
k then
9: i := i + 1
10: until (Abbruhkriterium erreiht)
Algorithmus 1: Lokale Minimierung eines semilinearen Approximationsproblems. Als
Abbruhkriterium wird in der Regel ky   G
A
i+1
x
i+1
k   ky   G
A
i
x
i
k < " f

ur " > 0
verwendet.
Korollar 3.2.3 zeigt, da zumindest f

ur das lineare Teilproblem eines semilinearen Ap-
proximationsproblems sofort die Existenz eines Minimums garantiert werden kann. Da
dieses Teilproblem ein lineares Ausgleihsproblem beshreibt, l

at sih dar

uber hinaus
dieses Minimum auh leiht berehnen (siehe dazu zum Beispiel [LH79℄). Algorithmus
1 zeigt shematish, wie diese Tatsahe in einer Implementierung aussehen k

onnte. Die
Zeilen 3: und 7: beziehen sih dabei auf die L

osung dieses linearen Ausgleihsproblems.
Die Minimierungsshleife von Zeile 5: bis Zeile 10: wird

ubliherweise von einem niht-
linearen Abstiegsalgorithmus

ubernommen.
Durh Korollar 3.2.3 kann ein semilineares Approximationsproblem sehr viel einfaher
formuliert werden, wie der folgende Satz zeigt:
Satz 3.2.4
Unter den Voraussetzungen von Denition 3.2.1 besitzt jedes semilineare Approximati-
onsproblem die Form
inf
A2A


y   proj
linHfe
1
(A);:::;e
k
(A)g
y


:
Beweis Der Beweis folgt direkt aus Korollar 3.2.3: Jedes semilineare Approximations-
problem l

at sih shreiben als
inf
A2A
min
x2R
k
ky   g(x;A)k = inf
A2A
ky   y
A
k;
mit y
A
= proj
linHfe
1
(A);:::;e
k
(A)g
y. 2
Satz 3.2.4 f

uhrt endg

ultig zu einer neuen Betrahtungsweise semilinearer Approximatio-
nen, die bereits in Algorithmus 1 angedeutet wurde: Statt des urspr

unglihen Problems
von Denition 3.2.1 gen

ugt es nun, die Funktion
 
g;y
: A! R;  
g;y
(A) :=


y   proj
linHfe
1
(A);:::;e
k
(A)g
y


(3.1)
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zu minimieren
1
. Der in Denition 3.2.1 zus

atzlih vorhandene Parameter x 2 R
k
im
Minimierungsproze f

allt weg,

ubrig bleibt die alleinige Optimierung

uber A.
Lemma 3.2.5
Die in (3.1) denierte Funktion  
g;y
ist durh 0 nah unten und kyk nah oben be-
shr

ankt.
Beweis Oensihtlih ist  
g;y
durh 0 nah unten beshr

ankt. Weiterhin gilt der Zu-
sammenhang
 
2
g;y
(A) = kyk
2
 


proj
linHfe
1
(A);:::;e
k
(A)g
y


2
und wegen kyk  kproj
linHfe
1
(A);:::;e
k
(A)g
yk ist  
g;y
durh kyk nah oben beshr

ankt. 2
Algorithmus 1 und Satz 3.2.4 lassen eine Frage auen vor, n

amlih die ob

uberhaupt ein
lokales Minimum existiert. Dieser Frage wird im Folgenden nahgegangen.
3.3 Existenz lokaler Optima
UmAussagen

uber die Existenz lokaler Optima von  
g;y
treen zu k

onnen, mu zuerst die
Stetigkeit von g sihergestellt werden. Dar

uber lassen sih aber relativ einfah Aussagen
treen, wie der folgende Satz zeigt:
Satz 3.3.1
Sei ein semilineares Approximationsproblem nah Denition 3.2.1 gegeben. L

at sih
dann die semilineare Funktion g : R
k
 A ! E durh stetige Erzeugendenfunktionen
e
1
; : : : ; e
k
darstellen, ist auh g stetig auf dem Produktraum R
k
A.
Beweis Bezeihnet d
A
die Metrik auf A und w

ahlt man auf R
k
zum Beispiel die eukli-
dishe Metrik d, bildet R
k
A zusammen mit der durh d : (R
k
A) (R
k
A)! R,
d((x
1
; A
1
); (x
2
; A
2
)) := max(d(x
1
; x
2
); d
A
(A
1
; A
2
))
denierten Produktmetrik einen metrishen Raum. Die Projektionsabbildungen 
R
k :
R
k
 A ! R
k
mit 
R
k(x;A) := x und 
A
: R
k
 A ! A mit 
A
(x;A) := A sind dann
stetig bzgl. d. Ebenso ist auh die Funktion f : R
k
 E
k
! E mit
f(x
1
; : : : ; x
k
; y
1
; : : : ; y
k
) :=
k
X
i=1
x
i
y
i
stetig bzgl. der entsprehenden Produktmetrik.
1
Der Index g in  
g;y
deutet an, da sih  
g;y
auf eine semilineare Funktion bezieht, der Index y steht
f

ur das zu approximierende Element y 2 E
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Wird mit 
i
: R
k
! R die Projektion von R
k
auf die i-te Koordinate von R
k
bezeihnet
und g als
g = f Æ (
1
Æ 
R
k
; : : : ; 
k
Æ 
R
k
; e
1
Æ 
A
; : : : ; e
k
Æ 
A
)
=
k
X
i=1
(
i
Æ 
R
k) Æ (e
i
Æ 
A
)
dargestellt, ist g als Verkn

upfung stetiger Funktionen selbst stetig. 2
W

ahlt man also unter den Voraussetzungen von Satz 3.3.1 stetige Erzeugendenfunktio-
nen e
1
; : : : ; e
k
: A ! E, ist die aus ihnen gebildete semilineare Funktion g ebenfalls
stetig. Wegen der Stetigkeit von Skalarprodukten ist dann auh die Abbildung
(x;A) 7!




y  
k
X
i=1
x
i
e
i
(A)




= ky   g(x;A)k
stetig.
Bemerkung 3.3.2
Betrahtet man an dieser Stelle noh einmal die Beispiele 3.1.4 und 3.1.6, wird deutlih,
was in Bemerkung 3.1.5 bereits angedeutet wurde. Durh die Festlegung von A als
Quotientenraum B(M)=

hat man Zugri auf die durh
d(A;B) := 
2
((A nB) [ (B n A))
auf B(M)=

denierte Metrik. Die Notwendigkeit daf

ur zeigte sih bereits in Kapitel
2.1.

Ahnlih liegt der Fall bei der Wahl von L
2
(M;R) statt L
2
(M;R) als Vektorraum E,
auh wenn dies in Kapitel 2.1 nur implizit zur Sprahe kam: Nah Denition 3.2.1 mu
E ein euklidisher Vektorraum sein. Die Abbildung
h j i : E
2
! R; hf j gi :=
Z
M
f  g
bildet aber nur dann ein Skalarprodukt, wenn sie auf L
2
(M;R) und niht auf L
2
(M;R)
deniert ist.
Die in den Beispielen 3.1.4 und 3.1.6 denierten Erzeugendenfunktionen | und damit
auh die daraus resultierenden semilinearen Funktionen | sind mit diesen

Uberlegungen
stetig.
Die Stetigkeit von (x;A) 7! ky 
P
k
i=1
x
i
e
i
(A)k impliziert allerdings niht die Stetigkeit
der in (3.1) von Seite 39 denierten Funktion
 
g;y
(A) =


y   proj
linHfe
1
(A);:::;e
k
(A)g
y


:
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Da dies die eigentlihe Zielfunktion eines semilinearen Approximationsproblems ist, sind
vor allem Aussagen

uber ihr Verhalten von groer Bedeutung. Von Interesse ist dabei vor
allem, ob und wenn ja unter welhen Bedingungen sih  
g;y
stetig verh

alt und nat

urlih
ob sih m

oglihe Unstetigkeitsstellen eingrenzen lassen.
Betrahtet man zun

ahst den Fall k = 2, stellt sih die Situation wie folgt dar: Jede
stetige semilineare Funktion g : R
2
A ! E hat die Form
g(x;A) = x
1
e
1
(A) + x
2
e
2
(A);
wobei e
1
; e
2
: A ! E stetige Erzeugendenfunktionen bezeihnen. Ist weiterhin ein Ele-
ment y 2 E gegeben, stellt sih das entsprehende semilineare Approximationsproblem
als
inf
A2A
inf
x2R
2
ky   x
1
e
1
(A) + x
2
e
2
(A)k;
bzw. mit Satz 3.2.4 als
inf
A2A
 
g;y
(A) = inf
A2A


y   proj
linHfe
1
(A);e
2
(A)g
y


dar.
Sei nun A
2
 A so gew

ahlt, da A
2
alle Elemente enth

alt, f

ur die der Bildraum
linHfe
1
(A); e
2
(A)g volle Dimension besitzt:
8A 2 A : A 2 A
2
, dim (linHfe
1
(A); e
2
(A)g) = 2:
F

ur jedes A 2 A
2
l

at sih dann eine Orthonormalbasis fe
0
1
(A); e
0
2
(A)g des Raumes
linHfe
1
(A); e
2
(A)g konstruieren, mit deren Hilfe sih  
g;y
als
 
g;y
(A) = ky   hy j e
0
1
(A)i e
0
1
(A)  hy j e
0
2
(A)i e
0
2
(A)k
darstellen l

at. Daraus folgt direkt, da  
g;y
stetig auf A
2
ist, denn f

ur alle A 2 A
2
lassen sih die Vektoren e
0
1
(A) und e
0
2
(A)

uber stetige Transformationen aus e
1
(A) und
e
2
(A) konstruieren (Shmidtshes Orthogonalisierungsverfahren).
F

ur A 2 A n A
2
reduziert sih die Dimension des Bildraumes linHfe
1
(A); e
2
(A)g auf
8A 2 A n A
2
: dim (linHfe
1
(A); e
2
(A)g)  1:
F

ur A 2 A n A
2
mit e
1
(A) 6= 0 gilt
 
g;y
(A) =


y   proj
linHfe
1
(A)g
y


=




y  
hy j e
1
(A)i
ke
1
(A)k
2
e
1
(A)




:
und f

ur A 2 A n A
2
mit e
1
(A) = 0 entsprehend
 
g;y
(A) =
(



y  
hy j e
2
(A)i
ke
2
(A)k
2
e
2
(A)



; falls e
2
(A) 6= 0
0 sonst:
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Man kann nun erkennen, da die Stetigkeit der Funktion  
g;y
nur von der Stetigkeit ihrer
Teilabbildung A 7! proj
linHfe
1
(A);e
2
(A)g
y abh

angt. Insgesamt stellt sih diese Projektions-
abbildung als st

ukweise denierte Funktion wie folgt dar:
A 7! proj
linHfe
1
(A);e
2
(A)g
y =
8
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
hy j e
0
1
(A)ie
0
1
(A)
+hy j e
0
2
(A)ie
0
2
(A); falls A 2 A
2
hy j e
1
(A)i
ke
1
(A)k
2
e
1
(A); falls A 2 A n A
2
und e
1
(A) 6= 0
hy j e
2
(A)i
ke
2
(A)k
2
e
2
(A); falls A 2 A n A
2
; e
1
(A) = 0
und e
2
(A) 6= 0
0 sonst
e
0
1
(A) und e
0
2
(A) werden dabei aus e
1
(A) und e
2
(A)

uber das Shmidtshe Orthogonalisie-
rungsverfahren bestimmt. Da die einzelnen Teilabbildungen von A 7! proj
linHfe
1
(A);e
2
(A)g
y
stetig sind, bleiben nur die

Uberg

ange zwishen den einzelnen Teilabbildungen als m

ogli-
he Unstetigkeitsstellen

ubrig.
Bemerkung 3.3.3
Der Fall k = 2 l

at den Zusammenhang zur Zwei-Niveau-Passung besonders deutlih
werden. Gilt n

amlih he
1
(A) j e
2
(A)i = 0 f

ur alle A 2 A
2
, ist f

ur A 2 A
2
 
g;y
(A) =




y  
hy j e
1
(A)i
ke
1
(A)k
2
e
1
(A) 
hy j e
2
(A)i
ke
2
(A)k
2
e
2
(A)




:
In diesem Spezialfall hat  
g;y
einen engen Bezug zu  aus Satz 2.1.2. Zun

ahst l

at sih
 
2
g;y
umformen zu
 
2
g;y
(A) =




y  
hy j e
1
(A)i
ke
1
(A)k
2
e
1
(A) 
hy j e
2
(A)i
ke
2
(A)k
2
e
2
(A)




2
= kyk
2
  2
*
y





hy j e
1
(A)i
ke
1
(A)k
e
1
(A) +
hy j e
2
(A)i
ke
2
(A)k
e
2
(A)
+
+




hy j e
1
(A)i
ke
1
(A)k
e
1
(A) +
hy j e
2
(A)i
ke
2
(A)k
e
2
(A)




2
= kyk
2
 
hy j e
1
(A)i
2
ke
1
(A)k
 
hy j e
2
(A)i
2
ke
2
(A)k
:
Im Fall der Zwei-Niveau-Passung von Kapitel 2.1 mit M  R
2
wird als euklidisher
Vektorraum E der Raum L
2
(M;R) zusammen mit dem (niht explizit denierten) Inte-
gralskalarprodukt hf j gi :=
R
f  g verwendet. Die Erzeugendenfunktionen ergeben sih
zu e
1
(A) = 1
A
und e
2
(A) = 1
MnA
und daher gilt der folgende Zusammenhang:
 
2
g;y
(A) =
Z
M
y  
 R
A
y

2

2
(A)
 

R
MnA
y

2

2
(M n A)
=
Z
M
y
2
   (A)
wobei 
2
das zweidimensionale Lebesgue-Ma und  die in Satz 2.1.2 denierte Funktion
bezeihnet.
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F

ur beliebiges k stellt sih die Projektionsabbildung analog zum Fall k = 2 dar. Hier
existiert f

ur jeden Unterraum, der durh die Erzeugendenfunktionen e
1
; : : : ; e
k
erzeugt
werden kann, eine eigene Projektions-Teilabbildung. Entsprehend h

auger k

onnen dann
auh potentielle Unstetigkeitsstellen auftreten.
Eine einfahe M

oglihkeit, die Stetigkeit von  
g;y
zu garantieren wird in [Han01℄ ver-
wendet und besteht darin, A so weit einzushr

anken, da keine potentiellen Unstetig-
keitsstellen mehr vorhanden sind. Dies ist Thema des folgenden Korollars:
Korollar 3.3.4
Seien die Voraussetzungen von Denition 3.2.1 gegeben und seien zus

atzlih die Erzeu-
gendenfunktionen e
i
: A! E stetig f

ur alle i = 1; : : : ; k. Sei A
0
 A. Gilt dann
8A
0
2 A
0
: dim (linHfe
1
(A
0
); : : : ; e
k
(A
0
)g) = k;
ist  
g;y
stetig auf A
0
f

ur alle y 2 E. Ist A
0
zus

atzlih kompakt, existiert ein (sogar
globales) Minimum von  
g;y

uber A
0
.
Beweis Wird mit G
A
wieder die auf Seite 31 denierte lineare Teilabbildung von g be-
zeihnet, gilt: F

ur alle A
0
2 A
0
bildet nah Voraussetzung die Menge fe
1
(A
0
); : : : ; e
k
(A
0
)g
ein minimales Erzeugendensystem des k-dimensionalen Raumes =(G
A
). Aus den Vekto-
ren e
1
(A
0
); : : : ; e
k
(A
0
) kann daher eine Orthonormalbasis fe
0
1
(A
0
); : : : ; e
0
k
(A
0
)g des Raum-
es linHfe
1
(A
0
); : : : ; e
k
(A
0
)g konstruiert werden. Da dies f

ur alle A
0
2 A
0
m

oglih ist,
sind auh die entsprehenden Abbildungen e
0
1
; : : : ; e
0
k
: A
0
! E, wohldeniert. Sie sind
weiterhin stetig, da die e
i
bereits nah Voraussetzung stetig sind und das Shmidtshe
ON-Verfahren die Stetigkeit niht beeintr

ahtigt. Damit ist f

ur jedes y 2 E auh
 
g;y
(A
0
) =



y  
k
X
i=1
hy j e
0
i
(A
0
)ie
0
i
(A
0
)



stetig. Ist A
0
zus

atzlih kompakt, existiert ein (sogar globales) Minimum von  
g;y

uber
A
0
, da stetige Funktionen

uber kompakten Denitionsmengen ihre Extrempunkte an-
nehmen. 2
Eine zweite einfahe M

oglihkeit zur Siherstellung der Stetigkeit von  
g;y
bietet das
folgende Korollar 3.3.6, f

ur das zun

ahst eine Hilfsdenition ben

otigt wird.
Denition 3.3.5 (Hilfsdenition)
Sei E ein R-Vektorraum und U  E ein Unterraum von E sowie n 2 N . Dann heit die
Menge fe
1
; : : : ; e
n
g  E eine erweiterte Orthonormalbasis von U , falls
 linHfe
1
; : : : ; e
n
g = U , sowie
 eine Permutation  : f1; : : : ; ng ! f1; : : : ; ng und ein n
0
 n existiert so da
fe
(1)
; : : : ; e
(n
0
)
g eine Orthonormalbasis von U bildet und e
(i)
= 0 f

ur alle i > n
0
ist.
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Korollar 3.3.6
Seien die Voraussetzungen von Denition 3.2.1 gegeben und sei A
0
 A. Existieren
dann stetige Funktionen e
0
1
; : : : ; e
0
k
: A
0
! E derart da f

ur alle A
0
2 A
0
die Menge
fe
0
1
(A
0
); : : : ; e
0
k
(A
0
)g eine erweiterte Orthonormalbasis von linHfe
1
(A
0
); : : : ; e
k
(A
0
)g bil-
det, ist auh  
g;y
stetig auf A
0
f

ur alle y 2 E.
Beweis Da E ein euklidisher Vektorraum ist und fe
0
1
(A
0
); : : : ; e
0
k
(A
0
)g nah Vorausset-
zung eine erweiterte Orthonormalbasis bildet, l

at sih f

ur alle y 2 E die Teilabbildung
A
0
7! proj
linHfe
1
(A
0
);:::;e
k
(A
0
)g
y von  
g;y
durh
proj
linHfe
1
(A
0
);:::;e
k
(A
0
)g
y =
k
X
i=1
hy j e
0
i
(A
0
)ie
0
i
(A
0
)
darstellen. Diese Abbildung ist stetig, da bereits die e
0
i
nah Voraussetzung stetig auf A
0
sind. Damit ist auh  
g;y
stetig auf A
0
. 2
Sowohl Korollar 3.3.4 als auh Korollar 3.3.6 basieren auf der Stetigkeit der Erzeugen-
denfunktionen e
i
bzw. ihrer normalisierten Versionen. Viele Anwendungsf

alle k

onnen
durh diese beiden Korollare abgedekt werden; so w

are eine einfahe Manahme zur
Anwendung von Korollar 3.3.4 im konkreten Fall die Einshr

ankung von A auf einen
geeigneten kompakten Ausshnitt. Allerdings kann eine derart radikale Vorgehensweise
auh nahteilig sein, denn gleihzeitig mu sihergestellt werden, da das zu erwartende
Optimum auh innerhalb dieses eingeshr

ankten Bereihes zu nden ist. Ist dies niht
der Fall, erh

alt man Ergebnisse, die zwar optimal bzgl. der Zielfunktion sind die aber
dennoh
"
unerw

unsht\ sind in dem Sinne da das eigentlih erwartete Optimum niht
erreiht wurde.
Das folgende Beispiel zeigt einen Fall, bei dem dieses Problem auftritt.
Beispiel 3.3.7
Sei f

ur a > 0 der euklidishe Vektorraum E als L
2
([0; a℄;R) zusammen mit dem Inte-
gralskalarprodukt hf j gi :=
R
f g gegeben und sei A := [0; a℄.
Als Erzeugendenfunktionen seien weiterhin
e
1
(r) := 1
[0;r℄
und
e
2
(r) := id
[0;a℄n[0;r℄
= id
℄r;a℄
gegeben. F

ur diese Erzeugendenfunktionen ist die Bedingung
dim
 
linH

1
[0;r℄
; id
℄r;a℄
	
= 2
aus Korollar 3.3.4 nur f

ur r 2 A
0
:= ℄0; a[ erf

ullt. A
0
ist allerdings niht mehr kompakt.
Shr

ankt man sih jetzt weiter auf eine kompakte Teilmenge A
00
 A
0
ein, tritt f

ur
y := 1
[0;a℄
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r
Abbildung 3.4: Verlauf der Zielfunktion  
g;y
aus Beispiel 3.3.7 f

ur y = 1
[0;a℄
und a = 1
genau der Fall ein, da das eigentlih
"
erw

unshte\ Optimum r = a niht inA
00
enthalten
ist. Wie leiht zu sehen ist, ist der Punkt a in diesem Fall das einzige (lokale und globale)
Optimum von  
g;y

uber [0; a℄, denn es gilt
e
1
(a) = 1
[0;a℄
= y und
e
2
(a) = 0;
woraus  
g;y
(a) = 0 folgt. Weiterhin ist aber e
2
(r) 6= 0 f

ur alle r 2 [0; a[. In diesen F

allen
wird durh e
2
(r) der Wert von  
g;y
erh

oht, woraus  
g;y
(r) > 0 f

ur alle r 2 [0; a[ folgt.
Abbildung 3.4 zeigt den Verlauf von  
g;y
f

ur a = 1.
Das eigentlih erw

unshte Optimum der Zielfunktion  
g;y
aus Beispiel 3.3.7 wird also
genau dann angenommen, wenn die Dimension des Bildraumes linHfe
1
(r); e
2
(r)g um
eins zusammenf

allt. Jede Einshr

ankung des urspr

unglihen Intervalls A = [0; a℄, um
(gem

a Korollar 3.3.4) die Dimensionsproblematik zu umgehen, f

uhrt in diesem Beispiel
zwingend zu einem unbefriedigenden Optimum. Die Optimierung mu daher

uber das
volle Intervall [0; a℄ laufen k

onnen. Allerdings ist auh Korollar 3.3.6 f

ur dieses Beispiel
niht anwendbar, denn f

ur die Erzeugendenfunktion e
1
gilt
ke
1
(r)k =
p
r f

ur r 2℄0; a℄;
d.h. die Norm von e
1
geht f

ur r! 0 gegen Null und nimmt nur f

ur r = 0 den Wert Null
an. Die normalisierte Version e
0
1
von e
1
mu daher wie folgt deniert werden:
e
0
1
(r) =

1
p
r
1
[0;r℄
; r 6= 0
0 ; r = 0:
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Man beahte aber, da der Anshlu im Punkt r = 0 niht stetig ist. Der einzige Grenz-
wert der als stetiger Anshlu in Frage k

ame, w

are eben die Nullfunktion, aber da f

ur
alle " > 0
ke
0
1
(")  0k
2
= 1
unabh

angig von " ist, f

allt auh die Nullfunktion als Limes weg. Damit l

at sih e
0
1
(r)
im Punkt r = 0 niht stetig fortsetzen.
Die Frage nah der Stetigkeit von  
g;y
im Randpunkt r = 0 mu daher auf direktem
Weg gekl

art werden. Der Vollst

andigkeit halber geshieht dies im Folgenden f

ur beide
Anshlustellen r = 0 und r = a.
Beispiel 3.3.7 (Fortsetzung)
F

ur r 2 ℄0; a[ gilt zun

ahst
 
2
g;y
(r) =




1
[0;a℄
  1
[0;r℄
 
1
2
(a
2
  r
2
)
1
3
(a
3
  r
3
)
id
℄r;a℄




2
=




1
[r;a℄
 
3(a
2
  r
2
)
2(a
3
  r
3
)
id
℄r;a℄




2
=
Z
a
r

1 
3(a
2
  r
2
)
2(a
3
  r
3
)
x

2
dx
=
Z
a
r
1  3
(a
2
  r
2
)
(a
3
  r
3
)
x +
9(a
2
  r
2
)
2
4(a
3
  r
3
)
2
x
2
dx
= (a  r)  3
(a
2
  r
2
)
(a
3
  r
3
)

1
2
(a
2
  r
2
) +
9(a
2
  r
2
)
2
4(a
3
  r
3
)
2

1
3
(a
3
  r
3
)
= a  r  
3(a
2
  r
2
)
2
4(a
3
  r
3
)
Weiterhin hat  
g;y
in den Randpunkten 0 und a die Form
 
g;y
(0) =



1
[0;a℄
  proj
linH
f
id
℄0;a℄
g
1
[0;a℄



=




1
[0;a℄
 
1
2
a
2
1
3
a
3
id
℄0;a℄




=
r
a 
3
2
a +
3
4
a
=
1
2
p
a:
und
 
g;y
(a) =



1
[0;a℄
  proj
linH
f
1
[0;a℄
g
1
[0;a℄



=


1
[0;a℄
  1
[0;a℄


= 0
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Es fehlt nun noh die Untersuhung der

Uberg

ange in die Randpunkte. F

ur r ! a gilt
dabei
lim
r!a
 
2
g;y
(r) = lim
r!a
a  r  
3(a
2
  r
2
)
2
4(a
3
  r
3
)
= lim
r!a
 6(a
2
  r
2
)  2r
12r
2
= lim
r!a
r
2
  a
2
r
= 0
bzw. f

ur r ! 0
lim
r!0
 
2
g;y
(r) = a 
3a
4
4a
3
=
1
4
a:
Damit ist  
g;y
stetig in beiden Randpunkten (wie Abbildung 3.4 bereits vermuten lie).
Nat

urlih kann in der Praxis niht f

ur jedes vorliegende y 2 E zuerst die Stetigkeit
der Zielfunktion

uberpr

uft werden. Aber dieses eine positive Stetigkeitsergebnis l

at
hoen, da sih die Zielfunktion  
g;y
auh f

ur andere Funktionen aus E gutartig an den
Randpunkten verh

alt. Der folgende Absatz zeigt, da das auh tats

ahlih der Fall ist:
Ersetzt man das bisherige y = 1
[0;a℄
durh eine beliebige Funktion h 2 L
2
([0; a℄;R),
f

uhrt das f

ur r 2℄0; a[ zu der Zielfunktion
 
g;h
(r) =



h  proj
linH
f
1
[0;r℄
;id
℄r;a℄
g
h



=




h 
1
r
h1
[0;r℄
j hi1
[0;r℄
 
3
a
3
  r
3
hid
℄r;a℄
jhiid
℄r;a℄




:
Im

Ubergang r ! 0 gilt dann f

ur den ersten KoeÆzienten
1
r
h1
[0;r℄
jhi der Projektions-
abbildung:
lim
r!0
1
r
h1
[0;r℄
jhi = lim
r!0
1
r
Z
r
0
h(x) d(x)
= lim
r!0
H(r) H(0)
r
(Stammfunktion)
= lim
r!0
h(r)
1
= 0;
was insgesamt zu
lim
r!0
 
g;h
(r) =



h  proj
linH
f
id
℄r;a℄
g
h



=  
g;h
(0)
f

uhrt. Damit ist  
g;h
im Punkt 0 stetig f

ur alle h 2 L
2
([0; a℄;R). Die Stetigkeit im Punkt
a zeigt man analog.
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Die Zielfunktion in Beispiel 3.3.7 verh

alt sih also v

ollig unproblematish bzgl. ihrer
Stetigkeit im Nullpunkt, obwohl die normalisierte Erzeugendenfunktion e
0
1
unstetig in
eben diesem Nullpunkt ist. Das folgende Beispiel dagegen zeigt eine Modellierung, bei
der im Dimensions

ubergang keine Stetigkeit mehr vorhanden ist.
Beispiel 3.3.8
Sei der Vektorraum E = R
2
zusammen mit dem Standardskalarprodukt gegeben und
sei A = [0;

2
℄. Es sei nur eine einzige Erzeugendenfunktion
e() :=


2
  


os
sin

vorhanden. Die zugeh

orige semilineare Funktion g : R  [0;

2
℄! R
2
hat dann die Form
g(x; ) = x


2
  


os
sin

:
Wird als Metrik auf A etwa die Absolutbetragsmetrik gew

ahlt, ist e stetig und daraus
folgt nah Satz 3.3.1 die Stetigkeit von g.
F

ur y = (0; 1)
0
2 R
2
und  6=

2
gilt dann
proj
linHfe()g

0
1

= sin

os
sin

und damit
 
g;y
() =





0
1

  proj
linHfe()g

0
1





=
q
sin
2
 os
2
 + (1  sin
2
)
2
Interessant an diesem Beispiel ist der Randpunkt  =

2
. F

ur  2 [0;

2
[ gilt zun

ahst
lim
!

2
 
g;y
() = lim
!

2
q
sin
2
 os
2
 + (1  sin
2
)
2
= 0;
d.h.  
g;y
n

ahert sih f

ur !

2
dem Wert 0 an. Andererseits ist aber nah Voraussetzung
e(

2
) = 0 und daraus folgt f

ur  
g;y
im Punkt

2
 
g;y


2

= kyk = 1 6= 0:
 
g;y
ist also unstetig im Punkt  =

2
. Diese Unstetigkeit resultiert aus der in  
g;y
enthaltenen Projektionsabbildung  7! proj
linH
f
(

2
 )
(
os
sin
)g
y der Form
proj
linH
f
(

2
 )
(
os
sin
)g
y =
8
<
:
sin

os
sin

;  6=

2
0;  =

2
;
die einen unstetigen Anshlu im Punkt  =

2
aufweist.
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Im Gegensatz zu Beispiel 3.3.7 ist in Beispiel 3.3.8 die Projektionsabbildung an den An-
shlustellen niht stetig. Das zeigt, wie leiht Unstetigkeitsstellen in der Zielfunktion
entstehen k

onnen, selbst wenn bei der Modellformulierung stetige Erzeugendenfunktio-
nen gew

ahlt wurden.
Beispiel 3.3.8 (Fortsetzung)
Bisher wurde die Unstetigkeit der Zielfunktion  
g;y
nur f

ur ein bestimmtes y 2 R
2
nahgewiesen. Im folgenden geht es um das Verhalten von  
g;y
f

ur allgemeines y 2 E.
Zun

ahst steht fest, da die Stetigkeit dieser Funktion von der Stetigkeit ihrer Teilab-
bildung
 7! proj
linH
f
(

2
 )
(
os
sin
)g
y
abh

angt. Um die Notation zu verk

urzen, wird der darin enthaltene lineare Projektions-
operator im folgenden mit
P

:= proj
linH
f
(

2
 )
(
os
sin
)g
2 R
22
abgek

urzt. F

ur y 2 R
2
und  2

0;

2

gilt dann
P

y =
*

os
sin






y
+

os
sin

= : : : =

os
2
 sin os
sin os sin
2


y;
d.h.
P

=

os
2
 sin os
sin os sin
2


:
Die Abbildung  7! P

ist also stetig f

ur alle  2

0;

2

und es gilt
lim
!

2
P

=

0 0
0 1

:
F

ur  =

2
dagegen folgt aus e(

2
) = 0 direkt
P

2
= 0;
was bedeutet, da die Abbildung  7! P

unstetig im Punkt

2
ist. Damit ist  
g;y
unstetig
im Punkt

2
f

ur y 2 R
2
, y 6=
 

0

,  2 R.
Statt der Projektionsabbildung y 7! proj
linHfe()g
wurde im obigen Beispiel zum Shlu
der Projektionsoperator P

betrahtet. Dies f

uhrt zu einer anderen Sihtweise der se-
milinearen Approximation, die statt der Erzeugendenfunktion e
i
die von ihr erzeugten
linearen Operatoren betrahtet.
Satz 3.3.9
Sei E ein euklidisher Vektorraum, (A; d) ein metrisher Raum sowie y 2 E. Bezeihne
weiterhin

P
A
2 Hom(E;E)


A 2 A und P
A
ist Projektionsoperator
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eine Menge linearer Projektionsoperatoren. Dann sind die folgenden beiden Aussagen

aquivalent:
1. Durh inf
A2A
ky P
A
yk wird ein semilineares Approximationsproblem mit h

ohstens
k Erzeugendenfunktionen beshrieben
2. 8A 2 A : dim=(P
A
)  k.
Beweis Wird durh inf
A2A
ky   P
A
yk ein semilineares Approximationsproblem mit
h

ohstens k Erzeugendenfunktionen beshrieben, existieren k Erzeugendenfunktionen
e
1
; : : : ; e
k
: A ! E mit der Eigenshaft
8A 2 A 9 x
1
; : : : ; x
k
2 R
:
P
A
y =
k
X
i=1
x
i
e
i
(A):
F

ur jedes A 2 A bilden diese Erzeugendenfunktionen ein Erzeugendensystem von =(P
A
).
Daraus folgt direkt dim=(P
A
)  k.
Gilt andererseits dim=(P
A
)  k, dann existiert eine k-elementige erweiterte Ortho-
normalbasis fv
1;A
; : : : ; v
k;A
g von =(P
A
) im Sinne von Denition 3.3.5. Setzt man nun
e
i
(A) := v
i;A
f

ur i = 1; : : : ; k, erh

alt man k Erzeugendenfunktionen e
i
: A ! E. Da die
P
A
nah Voraussetzung lineare Projektionsoperatoren sind, gilt weiterhin
P
A
y = proj
=(P
A
)
y = proj
linHfe
1
(A);:::;e
k
(A)g
y =
k
X
i=1
hv
i;A
j yiv
i;A
und daraus folgt ky  P
A
yk =





y  
k
X
i=1
he
i
(A) j yi e
i
(A)





f

ur alle y 2 E. 2
Satz 3.3.10
Sei ein semilineares Approximationsproblem gem

a Denition 3.2.1 gegeben. Werden
dann f

ur A 2 A mit
P
A
:= proj
linHfe
1
(A);:::;e
k
(A)g
die in der Zielfunktion  
g;y
enthaltenen linearen Projektionsoperatoren bezeihnet, gilt:
1. Ist die Abbildung A 7! P
A
unstetig im Punkt A
0
und y 2 E derart, da
lim
A!A
0
P
A
y =2 =(P
A0
), so ist auh  
g;y
unstetig im Punkt A
0
.
2. Existiert A
0
 A derart, da  
g;y
stetig

uber A
0
und die Menge fP
A
jA 2 A
0
g aller
Projektionsoperatoren

uber A
0
kompakt
2
ist, existiert ein (sogar globales) Minimum
von  
g;y

uber fP
A
jA 2 A
0
g.
2
Um fP
A
jA 2 A
0
g zu einem metrishen Raum zu mahen, w

ahle man hierf

ur die norminduzierte
Metrik f

ur eine geeignete Operatornorm.
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Beweis Aus den Voraussetzungen des ersten Unterpunktes folgt direkt die Unstetigkeit
der Abbildung A 7! P
A
y im Punkt A
0
. Damit ist auh die Gesamtabbildung  
g;y
unstetig
in A
0
.
F

ur den Beweis des zweiten Unterpunktes betrahte man die Funktion
~
 
g;y
: fP
A
jA 2 A
0
g ! R;
~
 
g;y
(P
A
) := ky  P
A
yk:
W

ahlt man auf fP
A
jA 2 A
0
g eine geeignete Operatornorm, ist
~
 
g;y
zusammen mit der
norminduzierten Metrik auf fP
A
jA 2 A
0
g stetig und es gilt
inf
A2A
 
g;y
(A) = inf
A2A
ky  P
A
yk = inf
fP
A
jA2A
0
g
ky  P
A
yk = inf
fP
A
jA2A
0
g
~
 
g;y
:
Ist nun fP
A
jA 2 A
0
g kompakt, existiert ein sogar globales Minimum von
~
 
g;y
(und damit
von  
g;y
)

uber fP
A
jA 2 A
0
g. 2
Dieser Satz beinhaltet eine Kernaussage

uber die semilineare Approximation: Zwar ist
 
g;y
die zu minimierende Zielfunktion, aber von eigentlihem Interesse ist nur die Funk-
tion
~
 
g;y
aus dem obigen Beweis zusammen mit der Menge fP
A
jA 2 Ag der Projekti-
onsoperatoren. Bereits Beispiel 3.3.7 zeigte, da die Form dieser Menge niht von der
Form der Erzeugendenfunktionen abh

angen mu, denn die Zielfunktion aus diesem Bei-
spiel verhielt sih gutartig obwohl die normalisierte Erzeugendenfunktion e
0
1
unstetig
im Nullpunkt war. In Beispiel 3.3.8 wird die Situation noh deutliher: Die Menge
fP

j 2 [0;

2
℄g w

are nur dann kompakt, wenn P

2
die Form
P

2
=

0 0
0 1

bes

ae. Dies ist niht der Fall, wie auf Seite 50 gezeigt wurde.
Man beahte, da f

ur den zweiten Unterpunkt von Satz 3.3.10 weder die Stetigkeit
der Abbildung A 7! P
A
noh die Kompaktheit von A verlangt wird. Es ist also niht
sihergestellt, da das im Satz garantierte Minimum auh existiert, wenn

uber A und
niht

uber fP
A
jA 2 Ag optimiert wird. Da aber die Minimierung der Zielfunktion  
g;y
eben niht

uber fP
A
jA 2 Ag, sondern

uber A erfolgt, wird in den Anwendungen in
Kapitel 6 der 1. Unterpunkt von Satz 3.3.10 (die Stetigkeit von A 7! P
A
) zusammen mit
der Kompaktheit von A als Kriterium f

ur die Zielfunktion herangezogen.
Bemerkung 3.3.11
Zum Shlu soll noh eine informelle aber dennoh sehr anshaulihe Erkl

arung ge-
geben werden, wann ein unstetiges Verhalten in der Zielfunktion  
g;y
erwartet wer-
den kann: Dazu werden niht die Erzeugendenfunktionen e
1
; : : : ; e
k
bzw. die Projekti-
onsoperatoren fP
A
jA 2 Ag an sih, sondern nur die von ihnen erzeugten Bildr

aume
=(P
A
) = linHfe
1
(A); : : : ; e
k
(A)g betrahtet: In Beispiel 3.3.8 n

ahert sih der von e()
erzeugte Unterraum von der x-Ahse aus f

ur  !

2
immer weiter der y-Ahse an,
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linH

e
1
(

2
)
	
= f0g
!

2
linHfe
1
()g
Abbildung 3.5: Skizze der von e
1
aus Beispiel 3.3.8 erzeugten Unterr

aume. F

ur  ! 0
n

ahern sie sih immer mehr der y-Ahse an. Die y-Ahse wird aber nie
erreiht, denn genau im Punkt

2
f

allt der von e
2
(

2
) erzeugte Unterraum
in sih zusammen.
f

allt aber dann f

ur  =

2
pl

otzlih in sih zusammen (Abbildung 3.5). Auh ohne ei-
ne spezielle Unterraummetrik deniert zu haben, kann man hier informell von einem
"
unstetigen\ Verhalten der von e() erzeugten Unterr

aume sprehen. In Beispiel 3.3.7
dagegen n

ahert sih der von e
1
(r) erzeugte Unterraum linH

1
[0;r℄
	
f

ur r ! 0 kontinu-
ierlih dem f

ur r = 0 erzeugten Nullraum an. Im Gegensatz zu Beispiel 3.3.8 liegt hier
ein
"
stetiges\ Verhalten der Unterr

aume f

ur r ! 0 vor. Die Stetigkeit der Teilfunktion
A 7! P
A
der Zielfunktion  
g;y
h

angt also anshaulih gesehen von der
"
Stetigkeit\ der
Abbildung
A 7! linHfe
1
(A); : : : ; e
k
(A)g
ab, die jedem Element A 2 A den Unterraum linHfe
1
(A); : : : ; e
k
(A)g von E zuordnet.
Diese

Uberlegung ist nur informeller Natur und basiert nat

urlih auf dem Zusammen-
hang zwishen den Projektionsoperatoren P
A
und ihren Bildr

aumen. Sie kann aber den-
noh eine Hilfestellung daf

ur darstellen, wann Unstetigkeiten in der Zielfunktion eines
semilinearen Approximationsproblems zu erwarten sind. Eine genauere Untersuhung
des hier beshriebenen Zusammenhangs k

onnte interessant sein, d

urfte sih aber in aller
Allgemeinheit shwierig gestalten und w

urde den Rahmen dieser Arbeit sprengen.
Mit der semilinearen Approximation wird eine sehr allgemeine M

oglihkeit zur men-
genbasierten Passung bereitgestellt. Im folgenden Kapitel wird beshrieben, wie dieses
Verfahren geeignet in bestehende Aufnahmeprozesse integriert werden kann.
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Dieses Kapitel befat sih mit der Einbindung der semilinearen Approximation in Pro-
bleme der Bildverarbeitung. Dazu ist es vor allem n

otig, den Bildaufnahmeproze n

aher
zu beleuhten.
Die folgenden Betrahtungen beziehen sih nur auf die Entstehung von einkanaligen
Bildern (Graustufenbildern). Der Hauptgrund daf

ur ist, da im Rahmen dieser Arbeit
nur einkanalige Bilder untersuht wurden. Eine Erweiterung auf mehrkanalige Bilder
w

are aber durh eine kanalweise Verallgemeinerung durhaus m

oglih. In Kapitel 8 ndet
sih dazu eine kurze Betrahtung.
Im allgemeinen wird f

ur den Bildentstehungsproze das u.a. in [Haa99℄ beshriebene Mo-
dell verwendet, das dem prinzipiellen Aufbau einer CCD- bzw. CMOS-Kamera Rehnung
tr

agt: Ein reales Objekt, das Lihtstrahlen reektiert oder auh selbst aussendet, wird
durh ein Sensorarray in einem diskreten Bild festgehalten. Auf dem Weg vom Objekt
zum Sensorarray passieren die Lihtstrahlen ein Linsensystem, das f

ur die Fokussierung
des Objektes zust

andig ist. Die Menge der einfallenden Lihtstrahlen kann durh ein
Blendensystem geregelt werden.
Zun

ahst gilt, da das beobahtete Objekt zeitabh

angig | z.B. durh Eigenbewegung
oder durh ver

anderten Lihteinfall | sein Aussehen

andern kann. Daher sollte das
beobahtete Szenario (vor seiner Digitalisierung durh das Sensorarray) korrekterweise
durh eine zeitabh

angige Funktion
~
f(x; y; t) modelliert werden. In der Regel geht man
aber davon aus, da sih
~
f im Zeitraum t einer Aufnahme nur unwesentlih

andert. In
diesem Fall kann statt
~
f die vereinfahte zeitunabh

angige Version f : R
2
! R verwendet
werden. f wird in der Literatur auh als Sensorinputfunktion bezeihnet (mehr dazu auf
Seite 57).
4.1 Das Sensorarray
Im Fall einer digitalen Kamera passieren die Lihtstrahlen auf ihrem Weg zum Sensor-
array zun

ahst ein Linsensystem, das f

ur die Fokussierung eines Objektes zust

andig ist.
Dieses Linsensystem wird normalerweise in die Modellierung des Bildaufnahmeprozes-
ses mit einbezogen. Es existieren aber auh Sensorsysteme, die kein solhes Linsensy-
stem besitzen. Die wohl bekanntesten Vertreter solher Sensorsysteme sind (digitale)
R

ontgensysteme, wie z.B. die Durhleuhtungssysteme f

ur Handgep

ak auf Flugh

afen.
Im Gegensatz zu analogen R

ontgensystemen, bei denen die Bilderzeugung durh einen
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belihteten Film geshieht, besitzen diese Systeme Detektoren, die R

ontgenstrahlung
absorbieren und in digitaler Form weiterleiten.
Jedes digitale R

ontgensystem besitzt den folgenden Grobaufbau: Von einer Quelle aus
werden R

ontgenstrahlen ausgesendet, die dann das zu untersuhende Objekt passieren,
innerhalb dessen sie | je nah Ausgangsenergie der Strahlung und je nah Objektdihte
| geshw

aht werden. Mit der so entstandenen Endenergie trit die R

ontgenstrahlung
shlielih auf die Detektoren, die das Signal aufnehmen und an den Rehner weitergeben
(Abbildung 4.1). Handelt es sih um ein CT-System, werden Quelle und Detektor rotiert,
um weitere Aufnahmen des Objektes zu erhalten ([BS96℄ oder Kapitel 7).
Röntgenquelle
Objekt
Detektorzeile
bzw. Detektorarray
Abbildung 4.1: Shematishe Darstellung eines R

ontgensystems.
Bei den Detektoren handelt es sih (aus Kostengr

unden) meist um eine einzige Zeile. Ein
solhes R

ontgensystem kann auh als Zeilenkamera aufgefat werden. Ein 

ahiges Bild
wird erzeugt, indem das Objekt senkreht zur Zeile transportiert wird und in regelm

ai-
gen Abst

anden eine weitere Zeile aufgenommen wird. Meist abstrahiert man von diesem
Aufnahmeproze und modelliert das System durh ein zweidimensionales Sensorarray.
Abgesehen von der Art der Strahlung untersheidet sih der prinzipielle Aufbau der
R

ontgensensorik also wenig von dem Sensorsystem einer digitalen Grauwertkamera. L

at
man die Art der Strahlung auer aht, bleibt das in Abbildung 4.2 skizzierte einfahe
Modell eines Sensorsystems

ubrig: Die einfallende Strahlung trit auf ein Sensorarray,
das f

ur die Weitergabe der Information zust

andig ist.
Sensorarray
Sensoren
einfallende Strahlung
Abbildung 4.2: Shematishe Darstellung eines Sensorarrays
Gew

unsht ist nun eine Modellierung der Sensorauswertung. Dies kann als Punktauswer-
tung der Sensorinputfunktion f geshehen, was f

ur viele Anwendungen ausreihend ist.
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Eine allgemeing

ultigere Modellierung ergibt sih jedoh, wenn eine Sensorauswertung
als eine Linearform aufgefat wird, die auf die Sensorinputfunktion angewendet werden
kann. In diesem Fall k

onnen harakteristishe Eigenshaften jedes Sensorelements mit
ber

uksihtigt werden.
Der Begri der Sensorinputfunktion wurde bis jetzt eher intuitiv benutzt. Um diesen
Begri genauer fassen zu k

onnen wird zuerst der Begri des Sensors ben

otigt:
Denition 4.1.1 (Sensorelement, Sensor)
F

ur eine kompakte Menge A 2 K(R
2
) sei ein endlihes Ma  : B(A) ! R gegeben.
Dann heit das Paar (A; ) ein Sensorelement. A heit die Apertur (aktive Ober

ahe)
und  die Sensorharakteristik des Sensorelements.
Ein Sensor(array) ist eine endlihe Familie (A
i
; 
i
)
i2I
von Sensorelementen.
Die Anordnung der Sensorelemente, d.h. die Geometrie des Sensors ist in dieser Deniti-
on niht wesentlih. Theoretish k

onnten die Sensorelemente eines so denierten Sensors
nebeneinander aber auh

ubereinander oder nur teilweise

uberlappend angeordnet sein.
Die Anordnung der Aperturen innerhalb einer Fl

ahe wird durh Lage und Gr

oe der
Aperturen A
i
 R
2
festgesetzt.
Da die Art der Strahlung, die die Sensorelemente auffangen, durh Denition 4.1.1 niht
festgesetzt ist, erlaubt diese Denition einen leihten Zugang zu Multisensorsystemen.
Multisensorsysteme zeihnen sih dadurh aus, da von einem beobahteten Szenario
mehrere vershiedenartige Bildinformationen verarbeitet werden, also ein vektorwerti-
ges (bzw. mehrkanaliges) Ergebnis vorliegt. Diese untershiedlihen Bildinformationen
k

onnen dabei vershiedene Farbkan

ale, aber auh aus Laserlihtshnitt- bzw. R

ontenauf-
nahmen gewonnene Daten ein- und desselben Objektes darstellen. In diesem Sinne kann
auh eine Farbkamera als Multisensorsystem aufgefat werden. Ist also eine Apertur A
nah Denition 4.1.1 gegeben, kann ein n-kanaliges Sensorelement auf A durh n einzel-
ne Sensorelemente (A; 
1
); : : : ; (A; 
n
) modelliert werden, wobei 
1
; : : : ; 
n
die jeweili-
gen Sensorharakteristiken bezeihnen. Die Sensorharakteristik eines R

ontgendetektors
wird sih im Vergleih zu der eines Laserlihtshnittsdetektors siherlih signikant un-
tersheiden. Werden dagegen durh (A
1
; 
1
), (A
2
; 
2
), (A
3
; 
3
) die drei Sensorelemente
der Farbkan

ale Rot, Gr

un und Blau einer Farbkamera beshrieben, liegt die Annah-
me nahe da die Sensorharakteristiken 
1
, 
2
und 
3
im wesentlihen identish sind.
Identiziert man nun die Aperturen A
1
, A
2
und A
3
miteinander, werden auh die Sen-
sorelemente an sih identish. Eine Untersheidung dieser drei Sensorelemente kann also
niht im Kontext von Denition 4.1.1 geshehen. Viel leihter (und selbsterkl

arender)
funktioniert eine Untersheidung

uber die Sensorinputfunktion:
Denition 4.1.2 (Sensorinputfunktion)
Sei ein Sensorelement (A; ) laut Denition 4.1.1 gegeben. Dann heit jede Funktion
f 2 L
1

(A;R) eine Sensorinputfunktion (von (A; )) und der Wert l(f) der Linearform
l : L
1

(A;R) ! R; l(f) :=
Z
A
f d
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die Aufname oder Digitalisierung (von f bzgl. (A; )).
Denition 4.1.2 setzt die Sensorinputfunktion nur f

ur einzelne Sensorelemente fest. Ist
dagegen ein ganzer Sensor (A
i
; 
i
)
i2I
gegeben, kann man jedem Element (A
i
; 
i
) dieses
Sensors eine eigene Sensorinputfunktion f
i
zuzuordnen. Man erh

alt damit eine Familie
(f
i
)
i2I
von Sensorinputfunktionen f

ur die gilt
8i 2 I : f
i
2 L
1

i
(A
i
;R):
Die Aufnahme eines Sensors (A
i
; 
i
)
i2I
besteht dann aus den Einzelaufnahmen (l
i
(f
i
))
i2I
der Sensorelemente.
Abbildung 4.3 zeigt anhand eines ideellen Bildaufnahmeprozesses, wie zwei vershie-
dene Sensorinputfunktionen eines Objektes aussehen k

onnten. Das vorliegende Objekt
wird auf einen Tish gelegt,

uber dem (parallel zum Tish) ein Sensorarray montiert
ist. Das Bild, wie es von diesem Sensorarray
"
gesehen\ wird, bevor es in digitaler Form
weitergeleitet wird, entspriht der Sensorinputfunktion. Die Form der Sensorinputfunk-
tion ist abh

angig davon, auf welhe Strahlungsart die Sensorelemente reagieren. Zwei
m

oglihe Sensorinputfunktionen sind in Abbildung 4.3 unten dargestellt: Links ist das
Objekt niht-transparent auf dem Hintergrund zu sehen, wie es zum Beispiel von einer
Grauwertkamera wahrgenommen werden k

onnte. Rehts dagegen sheint der Hinter-
grund durh das Objekt durh, wie es etwa bei der Verwendung einer R

ontgensensorik
der Fall sein k

onnte. Der Hintergrund besitzt in beiden F

allen ein periodishes Muster.
Nat

urlih ist dieses Beispiel etwas akademish, denn ein Hintergrund, der von Grauwert-
und R

ontgensensor identish wahrgenommen wird, tritt in der Praxis kaum auf. Zudem
sind in beiden F

allen die Seiten

ahen niht mehr erkennbar, was eine ideale Anordnung
der Sensoren senkreht zur Objektober

ahe voraussetzt. Derartige Aufnahmen sind in
der Praxis kaum realisierbar. Im vorliegenden Fall verdeutlihen sie aber die Art der
Sensorinputfunktion, die dem jeweiligen Bild entspriht wie es von den Sensorelementen
"
gesehen\ wird, bevor die Bildinformation in auntegrierter bzw. digitalisierter Form
weitergeleitet wird.
Bemerkung 4.1.3
Die Sensorinputfunktion stellt ein eigentlih niht visualisierbares Konstrukt dar. So sind
auh die Beispielbilder der Sensorinputfunktion aus Abbildung 4.3 durh den Drukpro-
ze digitalisiert worden und stellen daher genaugenommen keine Sensorinputfunktionen
im eigentlihen Sinne dar. Als Gedankenst

utze ist Abbildung 4.3 jedoh sehr hilfreih.
Insgesamt gesehen ist die Sensorinputfunktion aber h

aug nur von ideellem Wert. Sie
wird als Zwishenshritt meist

ubersprungen und vom zu untersuhenden Szenario direkt
zur digitalen Aufnahme weitergegangen.
F

ur die in Abbildung 4.3 skizzierten Beispiele wird jeweils nur eine einzige Sensorinput-
funktion verwendet, die das gesamte Sensorarray (und damit auh das gesamte Objekt)
abdekt. Dies wird aber in Denition 4.1.2 so gar niht gefordert. Eine Sensorinputfunk-
tion kann prinzipiell von Sensorelement zu Sensorelement vershieden sein | je nah
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Objekt
Tisch
Sensorarray
beispielhafte Sensorinputfunktionen je nach Art der Sensorelemente
Abbildung 4.3: Beispiel f

ur zwei vershiedene Sensorinputfunktionen eines Objekts. Das
eigentlihe Objekt besitzt eine gewisse Dike, die Seiten

ahen sind
aber in beiden Aufnahmen niht mehr zu erkennen (vor allem | aber
nat

urlih niht nur | daran erkennt man, da das Objekt sowie seine
Sensorinputfunktionen k

unstlih generiert sind).
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Art des Sensorelements. Die Sensorelemente aus Abbildung 4.3 sind also in der Hinsiht
speziell, als da sie alle auf die gleihe Art von Strahlung reagieren. Sensoren, deren Sen-
sorelemente diese Eigenshaft besitzen, k

onnen bildhomogen genannt werden.

Ubliher-
weise sind die meisten Sensoren bildhomogen, eine willk

urlihe Mishung vershiedener
Typen von Sensorelementen kommt in der Praxis am ehesten in Multisensoranlagen vor.
Aber auh da werden gleihartige Sensorelemente zu Arrays zusammengefat.
Eine andere Art der Homogenit

at beshreibt die folgende Denition:
Denition 4.1.4
Ein Sensor (A
i
; 
i
)
i2I
heit (sensor-)homogen, falls eine Apertur A und eine Familie
(t
i
)
i2I
mit t
i
2 R
2
sowie ein Ma  auf B(A) existiert, so da
8i 2 I : A
i
= A + t
i
^ 
i
= (   t
i
):
Sensorhomogenit

at bedeutet, da die Sensorelemente eines Sensors (bis auf Translation)
die gleihe Sensorharakteristik und die gleihe Aperturform besitzen. In der Regel ist
das bei allen g

angigen Systemen der Fall.
Bemerkung 4.1.5
Im Allgemeinen kann man f

ur die Sensorharakteristiken 
i
eines Sensors (A
i
; 
i
)
i2I
voraussetzen, da sie eine Dihte bzgl. 
2
besitzen, d.h. es existiert eine nihtnegative
B(A
i
)-mebare Funktion p
i
: A
i
! R so da 
i
= p
i

2
f

ur alle i 2 I ist. Es gilt also
l
i
(f) =
Z
A
i
f d
i
=
Z
A
i
f  p
i
d
2
:
F

ur homogene Sensoren nah Denition 4.1.4 l

at sih dies weiter zu
l
i
(f) =
Z
A
i
f  p
i
d
2
=
Z
A
i
f  p(   t
i
) d
2
vereinfahen, wobei p : A ! R wiederum eine nihtnegative B(A
i
)-mebare Funktion
bezeihnet. Dieser Zusammenhang
l
i
(f) =
Z
A
i
f  p(   t
i
) d
2
wird normalerweise statt Denition 4.1.2 als Denition einer Aufnahme verwendet. In
dieser Arbeit werden in Kapitel 6.2 und Kapitel 7 aber auh Punktmae als Sensorha-
rakteristiken zugelassen, was durh eine derartige Denition niht abgedekt w

are.
In der Regel sind die Aperturen von homogenen Sensoren paarweise disjunkt und im
Rehtek neben- und untereinander angeordnet, wie es in Abbildung 4.2 bereits skiz-
ziert wurde. Ein Beispiel daf

ur, wie sih Aufnahmen derselben Sensorinputfunktion bei
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entsprechend der
Sensorcharakteristiken
digitalisierte Versionen
Sensorinputfunktion
(ideales Bild vor Digitalisierung,
siehe auch Abbildung 4.3)
(region of interest
 innerhalb der Apertur)
Ausschnittsvergrößerungen
Apertur zusammen mit sensitivem Bereich
Apertur sensitiver Bereich
Abbildung 4.4: Vershiedene Sensorkongurationen mit entsprehender Digitalisierung
des Originalbildes. Links wird durh sup() = A (hier als sensitiver Be-
reih bezeihnet) f

ur alle Aperturen A die gesamte Sensorinputfunktion
abgetastet. Rehts dagegen stellt der sensitive Bereih eine ehte Teil-
menge der Aperturen dar. Es wird daher nur ein signikant kleinerer
Teil des Bildes von den Sensorelementen
"
gesehen\. Die Untershiede in
beiden Aufnahmen sind vor allem im Randbereih des Objektes sihtbar
(Ausshnittsvergr

oerungen unten).
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der Verwendung von Sensoren mit untershiedlihen Sensorharakteristiken untershei-
den k

onnen, zeigt Abbildung 4.4. Die beiden Digitalisierungen der Sensorinputfunktion
in Abbildung 4.4 untersheiden sih nur in ihren Sensorharakteristiken. Links wurde
f

ur jede Apertur A
i
des Sensors (A
i
; 
i
)
i2I
als zugeh

orige Sensorharakteristik 
i
= 
2
A
i
gew

ahlt. Damit gilt sup(
i
) = A
i
, d.h. durh den Sensor wird das gesamte Bild abgeta-
stet. Bezeihnet nun (A
0
i
; 
0
i
)
i2I
den in der rehten Digitalisierung verwendeten Sensor,
gilt f

ur die Sensorharakteristik einer Apertur A
0
i
jetzt 
0
i
= 1
B
i

2
, wobei B
i
eine ehte
Teilmenge von A
0
i
darstellt. In diesem Fall wird durh den vorliegenden Sensor nur ein
Teil jeder Apertur abgetastet. Eine solhe Modellierung entspriht eher der Realit

at einer
CCD-Kamera, bei der die lihtempndlihe Fl

ahe ebenfalls nur einen Teil der Apertur
abdekt (siehe dazu auh [Haa99℄). Die untershiedlihen Digitalisierungsergebnisse in
Abbildung 4.4 sind vor allem in den Vergr

oerungen in Abbildung 4.4 unten deutlih
sihtbar. Die Untershiede treten haupts

ahlih dort auf, wo groe Grauwertuntershiede
im Originalbild existieren | also vor allem im Randbereih des Objektes.
Derartige

Uberlegungen

uber die Art der Sensorharakteristiken k

onnen nat

urlih noh
weiter getrieben werden: Eine naheliegende Idee w

are etwa, jeder Sensorharakteristik 
i
eines Sensorelementes eine Gewihtung

uber seine Apertur A
i
| zum Beispiel in Form
einer Normalverteilung | zuzuweisen. Man sollte sih allerdings dar

uber im Klaren sein,
da in der Regel keine genauere Kenntnis dar

uber vorhanden ist, wie die in einer Ka-
mera vorliegenden Sensorharakteristiken ein einfallendes Bildsignal wirklih gewihten.
Allenfalls kann man den Tr

ager sup(
i
) jeder Apertur A
i

uber den Bauplan der Kame-
ra bestimmen. Eine zus

atzlihe Gewihtung der Sensorharakteristiken ist daher zwar
ein faszinierendes Thema, wird aber aus den eben genannten Gr

unden hier niht weiter
verfolgt.
4.2 Das Linsensystem
In der Modellierung von CMOS- oder CCD-Kameras wird das Blenden- und Linsen-
system in der Regel mit ber

uksihtigt: Die Lihtstrahlen passieren auf dem Weg vom
Objekt zum Sensorarray ein Linsensystem, das f

ur die korrekte Fokussierung des Ob-
jektes ben

otigt wird und treen erst dann auf das Sensorarray (Abbildung 4.5). Die
Anwendungen in den Kapiteln 6 und 7 beinhalten jedoh kein Linsensystem, so da
hier nur grunds

atzlihe

Uberlegungen zum Zusammenhang von Sensormodellierung und
Linsensystem vorgestellt werden.
Typishe St

orungen, die durh das Linsensystem hervorgerufen werden k

onnen (Kissen-
oder Tonnenverzerrungen), k

onnten zun

ahst durh eine geeignete Kamerakalibrierung
eliminiert werden (siehe dazu zum Beispiel [Tsa87℄ oder [SA96℄). Auf dem so kalibrierten
Bild kann dann mit einem einfahen Sensormodell weitergearbeitet werden.
Denkbar ist im Rahmen dieser Arbeit auh eine andere Vorgehensweise: Statt eine Ka-
librierung durhzuf

uhren kann die Kameraverzerrung direkt in die Erzeugendenfunk-
tionen der verwendeten semilinearen Funktion mit eingearbeitet werden. Dies f

uhrt zu
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Sensorarray
mit Sensorelementen
Blende
Licht
Linse
Abbildung 4.5: Shematishe Darstellung des Linsensystems einer Kamera zur Verdeut-
lihung des Bildentstehungsprozesses
Modellierungen, in denen jedes urspr

unglih vorliegende Objekt (jedes Element A 2 A
gem

a Def. 3.1.1) durh die Erzeugendenfunktionen gem

a der vorliegenden Linsenop-
tik verzerrt wird. F

ur jedes Paar (x;A) 2 R
k
 A weist dann das Bild g(x;A) diesel-
be Verzerrung wie das vorliegende (mit unkalibrierter Optik aufgenommene) Bild auf.
Diese Vorgehensweise l

at das urspr

unglihe Bild unver

andert, was in manhen F

allen
von Vorteil sein kann. Ein Beispiel f

ur eine solhe Vorgehensweise ist die Grauwert-
modelladaption von Kapitel 2.4, in der s

amtlihe Eekte im Bildentstehungsproze in
der point-spread funtion (PSF) zusammengefat werden. F

ur eine Einbindung dieser
PSF in eine Erzeugendenfunktion sei auf Kapitel 6.2 verwiesen.
Ob nun eine Kamerakalibrierung oder eine Einbindung der Verzerrung in die Erzeugen-
denfunktionen gew

ahlt wird, beide M

oglihkeiten h

angen von der G

ute der Kalibrier-
bzw. Verzerrungsfunktion ab. Nur wenn die Kameraverzerrungen ausreihend gut kor-
rigiert wurden (bzw. entsprehende Verzerrungsfunktionen gefunden wurden), ist ein
weiteres Arbeiten

uberhaupt m

oglih.
4.3 Einbeziehung von Sensorarrays in semilineare
Funktionen
Die in Kapitel 4.1 denierten Sensoren lassen sih gut in die semilineare Theorie von
Kapitel 3 integrieren: Sei dazu (A
i
; 
i
)
i2I
ein Sensor gem

a Denition 4.1.1. Beobah-
tet wird dann eine Aufnahme (y
i
)
i2I
, die als Digitalisierung (l
i
(f
i
))
i2I
entsprehender
Sensorinputfunktionen (f
i
)
i2I
interpretiert wird. Eine erste informelle Formulierung ei-
nes Approximationsproblems | zun

ahst ohne semilinearem Kontext | lautet daher:
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Gesuht wird eine Familie (f
i
)
i2I
von Sensorinputfunktionen, so da die Digitalisierung
(l
i
(f
i
))
i2I
der (f
i
)
i2I
durh den Sensor (A
i
; 
i
)
i2I
sih
"
m

oglihst wenig\ von der gege-
benen Aufnahme (y
i
)
i2I
untersheidet.
Sei nun n = #I die Anzahl der Sensorelemente. F

ur eine Formulierung des vorliegen-
den Problems als semilineares Approximationsproblem wird zun

ahst der euklidishe
Vektorraum E aus Denition 3.2.1 als E = R
n
zusammen mit dem Standardskalarpro-
dukt gew

ahlt. E entspriht dem Beobahtungsraum, der die Menge der Digitalisierungen
m

ogliher Sensorinputfunktionen enth

alt. In diesem Sinne wird im folgenden auh eine
Aufnahme (y
i
)
i2I
als Vektor y = (y
1
; : : : ; y
n
)
0
2 R
n
= E und eine Familie (f
i
)
i2I
von
Sensorinputfunktionen als Funktionenvektor
f =
0
B

f
1
.
.
.
f
n
1
C
A
2 L
1

1
(A
1
;R)      L
1

n
(A
n
;R)
aufgefat. Dieser Funktionenvektor wird ebenfalls als Sensorinputfunktion bezeihnet.
Statt
0
B

l
1
(f
1
)
.
.
.
l
n
(f
n
)
1
C
A
wird auh l(f) geshrieben.
Bemerkung 4.3.1
Die lineare Anreihung der Elemente in der Indexmenge I wirkt in der Praxis etwas
k

unstlih, wenn reale (zweidimensionale) Bilder betrahtet werden. Gem

a dieser Index-
menge m

ussen die Pixel dieser Bilder als Eintr

age in einem Vektor aufgefat werden,
was ihrer Bildstruktur eher abtr

aglih ist. Allerdings ist diese lineare Anordnung nur
in der Approximationsphase von Bedeutung. Daher kann in der Modellierungsphase ei-
ne passendere Indexmenge gew

ahlt werden, solange die eigentlihe lineare Anreihung im
Hinterkopf behalten wird. Dies geshieht auh in Kapitel 6, wo zwar Bilder aus R
mn
be-
trahtet werden und die Indexmenge auh entsprehend gew

ahlt wurde, aber eigentlih
R
mn
verwendet wird.
Gesuht wird zun

ahst der minimale Abstand einer gegebenen Aufnahme y 2 E an
eine Digitalisierung (l
1
(f
1
); : : : ; l
n
(f
n
))
0
2 E. Die Sensorinputfunktionen f
1
; : : : ; f
n
, sind
dabei unbekannt. Es soll also der Abstand
ky   l(f)k =
v
u
u
t
n
X
i=1
(y
i
  l
i
(f
i
))
2
(4.1)
minimiert werden.
(4.1) stellt zwar ein Approximationsproblem, aber bis jetzt noh kein semilineares Ap-
proximationsproblem dar. Dieser Zusammenhang wird erst durh die Formulierung der
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Sensorinputfunktionen

uber semilineare Abbildungen hergestellt, was Thema der folgen-
den Annahme ist:
Annahme 4.3.2
Jeder Vektor (f
1
; : : : ; f
n
)
0
2 L
1

1
(A
1
;R)      L
1

n
(A
n
;R) von Sensorinputfunktionen
eines gegebenen Sensors (A
i
; 
i
)
i2I
, #I = n, besteht aus mehreren Teilfunktionen, die
sih additiv

uberlagern:
f :=
k
X
`=1
x
`
g
(`)
=
k
X
`=1
x
`
0
B

g
(`)
1
.
.
.
g
(`)
n
1
C
A
;
wobei die Teilfunktionen g
(`)
f

ur ` = 1; : : : ; k ebenfalls Sensorinputfunktionen des Sensors
(A
i
; 
i
)
i2I
sind.
Da die Funktionale (l
i
)
i2I
linear sind, folgt aus Annahme 4.3.2 f

ur die Sensorinputfunk-
tion f :
l(f) = l
 
k
X
`=1
x
`
g
(`)
!
=
k
X
`=1
x
`
l(g
(`)
)
und damit aus (4.1)
ky   l(f) k =



y  
k
X
`=1
x
`
l(g
(`)
)



=
v
u
u
t
n
X
i=1
 
y
i
 
k
X
`=1
x
`
l
i
(g
(`)
i
)
!
2
:
F

ur F  L
1

1
(A
1
;R)      L
1

n
(A
n
;R) ist nun die Funktion g : R
k
 F
k
! R
n
,
g(x; g
(1)
; : : : ; g
(k)
) :=
k
X
`=1
x
`
l(g
(`)
)
semilinear nah Denition 3.1.1. Damit werden f

ur ein y 2 E = R
n
alle Voraussetzungen
von Denition 3.2.1 erf

ullt und
inf
(g
(1)
;:::;g
(k)
)
0
2F
k
min
x2R
k



y  
k
X
`=1
x
`
l(g
(`)
)



(4.2)
stellt ein semilineares Approximationsproblem dar.
Durh (4.2) wird jetzt ein semilineares Approximationsproblem beshrieben, wobei E =
R
n
sowie A = F
k
gilt und

uber die k Erzeugendenfunktionen g
(i)
optimiert wird. Zus

atz-
lih basiert (4.2) auf einem Sensormodell. Allerdings ist die in (4.2) verwendete Menge
F (bzw. F
k
) der Sensorinputfunktionen ein zu komplexes Gebilde, um in einer Appro-
ximation sinnvoll eingesetzt werden zu k

onnen. Leihter handhabbar und daher besser
geeignet w

aren abstraktere Mengensysteme wie sie etwa in den Beispielen in Kapitel
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3 verwendet wurden. Soll eine derartige Menge A verwendet werden, werden statt der
Sensorinputfunktionen g
(1)
; : : : ; g
(k)
2 F nun k Einbettungen g
(`)
e
ben

otigt, die von A in
die Menge F der Sensorinputfunktionen abbilden. Zusammen mit diesen Einbettungen
g
(`)
e
: A! F sehen die nun verwendeten Erzeugendenfunktionen e
(`)
shlielih wie folgt
aus:
e
(`)
: A! R
n
; e
(`)
:= l Æ g
(`)
e
; f

ur ` = 1; : : : ; k:
Damit sind die Sensorinputfunktionen im Approximationsproze zu einem | mehr oder
weniger impliziten | Zwishenshritt auf dem Weg von A 2 A zum betrahteten digita-
lisierten Bild von A in E geworden. Dies entspriht dem, was bereits in Bemerkung 4.1.3

uber die Sensorinputfunktionen gesagt wurde: Ausgehend von einer Menge A 2 A wird
letztendlih nur noh die bereits digitalisierte Version (das digitale Bild eines Szenarios)
l(g
(`)
(A)) 2 R
n
betrahtet. Das semilineare Approximationsproblem unter Einbeziehung
eines Sensormodells hat nun f

ur ein gegebenes y 2 E und unter Verwendung eines ab-
strakten Mengensystems die Form
inf
A2A
min
x2R
k



y  
k
X
i=1
x
i

`
i
Æ g
(`)
i

(A)



:
Das folgende Kapitel besh

aftigt sih mit einer m

oglihen Wahl dieses abstrakten Men-
gensystems als Teilmenge von R
2
zusammen mit einer geeigneten Metrik.
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5 Ein m

oglihes Mengenmodell
Die Beispiele aus Kapitel 3 lassen bereits ahnen, da bei der Modellierung eines gegebe-
nen Problems durh semilineare Funktionen ein breites Spektrum an M

oglihkeiten zur
Verf

ugung steht. F

ur den Einsatz in der Praxis d

urfen diese Modellierungen aber niht
allzu komplex werden, damit der zum Approximationsproblem geh

orige Optimierungs-
proze in einer niht allzu langen Zeitspanne zu einem (lokalen) Optimum f

uhren kann
(vgl. Algorithmus 1 von Seite 39). Nat

urlih sollte auerdem das so gefundene lokale
Optimum niht
"
allzu weit\ von dem gesuhten globalen Optimum entfernt sein, denn
nur so kann ein realit

atsnahes Ergebnis garantiert werden. Diese Ziele k

onnen | und
sollten | zum einen durh die Wahl eines g

unstigen Startwertes erreiht werden, zum
anderen sollte Vorwissen

uber die Form des erwarteten Optimums genutzt werden, um
aus der Menge A aus Denition 3.1.1
"
unerw

unshte\ Elemente so weit wie m

oglih
auszushlieen.
Ein g

unstiger Startwert A
0
2 A, von dem aus ein semilinearer Optimierungsproze star-
ten kann, kann zum Beispiel durh eine Vorsegmentierung durh einen anderen Algorith-
mus gefunden werden. So ist etwa die ungef

ahre Gr

oe und Position einer Kreissheibe
in einem Bild

uber eine pixelbasierte Kantenextraktion oder eine Zwei-Niveau-Passung
segmentierbar. Derartige pixelbasierte Verfahren ben

otigen in der Regel keine lange Re-
henzeit und die so gewonnenen Resultate k

onnen meist gut als Ausgangsbasis verwendet
werden.
Die zweite oben erw

ahnte Option ist die konkrete Wahl von A. Nat

urlih sind die
"
erw

unshten\ bzw.
"
unerw

unshten\ Elemente von A je nah vorliegendem Problem
vershieden, daher iet in die Wahl von A mehr oder weniger automatish Vorwissen

uber die konkrete Art des Problems mit ein. In diesem Kapitel wird A  A(R
d
), d 2 N
als m

oglihes Mengenmodell
1
vorgeshlagen.
5.1 Die lokale Hausdor-Topologie
In praktishen Anwendungen wird normalerweise ein kompakter Ausshnitt M des R
2
bzw. des R
3
betrahtet. Das dabei verwendete Mengensystem | der metrishe Raum
(A; d) in der semilinearen Approximation | kann dann

uber M deniert werden. Dies
ist in den Beispielen aus Kapitel 3.3 auh so geshehen. Ist also ein kompakter Ausshnitt
1
Im folgenden wird A auh Mengenmodell oder Mengensystem genannt, wenn A Teilmengen des R
d
bezeihnet.
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M  R
d
f

ur d 2 N gegeben, ist die Wahl von A  B(M)=

zusammen mit der durh das
Lebesgue-Ma induzierten Metrik d(A;B) = 
n
((AnB)[(BnA)) aufA eine M

oglihkeit.
Eine alternative M

oglihkeit stellt die Hausdor-Metrik dar:
Sei (X; Æ) ein niht-leerer metrisher Raum und sei K(X)

:= K(X) n f;g das System
aller kompakten niht-leeren Teilmengen von X. Dann bildet die Abbildung
h : K(X)

 K(X)

! R; h(A;B) := max f sup
x2A
dist(x;B); sup
y2B
dist(A; y)g
eine Metrik auf K(X)

, die Hausdor-Metrik. Ist X kompakt, gilt f

ur alle A;B 2 K(X)

h(A;B)  diam(X)
wobei diam(X) := supfÆ(x; y) jx; y 2 Xg den Durhmesser von X bezeihnet Die
Hausdor-Metrik kann in diesem Fall von K(X)

auf ganz K(X) durh
h
0
(A;B) :=
8
<
:
h(A;B) A 6= ; und B 6= ;
0 A = ; und B = ;
diam(X) sonst
erweitert werden.
Je nah Art der konkreten Anwendung eignet sih eine der beiden Metriken eher als
die andere. Eine dritte M

oglihkeit zur Wahl des metrishen Raumes wird im folgenden
vorgestellt. Sie eignet sih vor allem dann, wenn die zu ndenen Objekte auh aus dem
Aufnahmeraum M herausragen k

onnen. In diesem Fall sind die auftretenden Mengen in
ihrer Gr

oe niht mehr durh M nah oben beshr

ankt.
Als Beispiel dazu betrahte man das in Abbildung 5.1 skizzierte System: Sei f

ur r > 0
C
0
r
:= f(x; y) j(x  r)
2
+ y
2
 r
2
g
ein (in R
2
abgeshlossener) Kreis mit Radius r und Zentrum (r; 0) und sei weiterhin
A
ir
:= fC
0
r
j r  0g
die Menge aller Kreise dieser Art. Dann ist A
ir
oen in K(R
2
) (bzgl. h). Der f

ur den
Abshlu ben

otigte Halbraum
H := f(x; y) jx  0g
kann jedoh als niht-kompakte Teilmenge des R
2
niht von der Hausdor-Metrik erfat
werden.
Es ist zwar auh in diesem Fall m

oglih, ein zu A
ir

aquivalentes Mengensystem als
Teilmenge von K(M) zu denieren, indem man den Durhshnitt
A
ir
\M := fA \M jA 2 A
ir
g
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M A
Abbildung 5.1: Aufnahmeraum (oder Kameraausshnitt)M mit Kreissheibe A, die nur
teilweise in M sihtbar ist.
betrahtet. Die folgende Denition der in [Don97℄ entwikelten lokalen Hausdor-Topo-
logie | einer metrisierbaren Topologie auf A(R
d
) | zeigt aber, da dieser Shritt
unn

otig ist und man sih auf die Betrahtung alleine von A
ir
ohne Ber

uksihtigung
von M zur

ukziehen kann.
Sei dazu (X; Æ) ein lokal-kompakter, -kompakter, metrisher Raum und (K
i
)
i2N
eine
Folge kompakter Teilmengen von X, f

ur die
8i 2 N : K
i

Æ
K
i+1
und
[
i2N
Æ
K
i
= X (5.1)
gilt. Die Existenz einer solhen Folge (K
i
)
i2N
ist durh die -Kompaktheit von X siher-
gestellt.
Sei nun A(X)

:= A(X) n f;g das System aller abgeshlossenen niht-leeren Teilmengen
von X. Dann l

at sih f

ur jedes i 2 N die Abbildung d
i
: A(X)

 A(X)

! R durh
8A;B 2 A(X)

: d
i
(A;B) := max

sup
x2A
dist

x;B [X nK
i

; sup
y2B
dist

y; A [X nK
i


denieren. Die Distanzfunktion ist dabei durh
8A;B  X : dist(A;B) =
(
inf
x2A
inf
y2B
Æ(x; y); falls A 6= ; und B 6= ;
1; sonst
gegeben. Nah [Don97℄ gilt dann f

ur die d
i
:
 d
i
(A;B) = d
i
(B;A)
 d
i
(A;A) = 0
 d
i
(A;C)  d
i
(A;B) + d
i
(B;C)
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f

ur alle A;B;C 2 A(X)

und f

ur beliebiges i 2 N . Weil aber f

ur A;B 2 A(X)

bereits
d
i
(A;B) = 0 ist, wenn nur A \ K
i
= B \ K
i
zutrit, ist die f

ur Metriken zus

atzlih
geforderte Bedingung
8A;B 2 A(X)

: d
i
(A;B) = 0, A = B
hier niht erf

ullt. Bei den Funktionen d
i
handelt es sih daher nur um sogenannte Qua-
simetriken.
Allerdings deniert die Folge (d
i
)
i2N
gem

a [Don97℄ eine lokal-kompakte Topologie auf
A(X)

, die mit Hilfe der Einpunkt-Kompaktizierung nah Alexandro zu einer Topo-
logie auf ganz A(X) ausgebaut werden kann, bzgl. derer A(X) kompakt ist. Ist X (wie
hier nah Voraussetzung) lokal-kompakt, ist diese Topologie metrisierbar und A(X) wird
zu einem kompakten metrishen Raum. Diese Topologie wird lokale Hausdor-Topologie
(LH-Topologie) genannt.
F

ur die durh
8A;B 2 A(X) : 
i
(A;B) = max

sup
x2A\K
i
dist(x;B); sup
y2B\K
i
dist(y; A)

denierten Abbildungen 
i
: A(X)  A(X) ! R [ f1; 1g (i 2 N) wird in [Don97℄
auerdem nahgewiesen, da mit
V(A) :=

fB 2 A(X)

j 
i
(A;B)  "g




i 2 N ; " > 0

ein fundamentales Umgebungssystem f

ur A 2 A(X)

bzgl. der LH-Topologie gegeben
ist. V(A) enth

alt also nur Umgebungen von A und jede Umgebung U  A(X)

von A
ist die Obermenge eines Elements von V(A).
Wird f

ur jedes i 2 N die Menge U
i
 A(X) als
U
i
= fA 2 A(X) jA \K
i
= ;g
gew

ahlt, ist fU
i
j i 2 Ng dar

uber hinaus ein fundamentales Umgebungssystem der leeren
Menge bzgl. der LH-Topologie.
Im in dieser Arbeit interessanten Fall X = R
d
(d 2 N) zusammen mit der euklidishen
Metrik Æ ist X lokal-kompakt und -kompakt, und damit ist jede abgeshlossene Teil-
menge A  A(R
d
) ebenfalls kompakt (bzgl. der LH-Topologie). Im Folgenden werden
daf

ur die Abk

urzungen LH-abgeshlossen bzw. LH-kompakt verwendet.
Bez

uglih der lokalen Hausdor-Topologie ist dann die Menge

A
ir
= fC
0
r
j r  0g [H
abgeshlossen in A(R
2
). Als Beweis betrahte man die Abbildung h : A
ir
[ H !
R [ f1g, die durh
h(A) :=

r; falls A = C
0
r
f

ur ein r  0
1; falls A = H
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Ki
i r(C’, C’)τ j
j
r
C’
C’
Abbildung 5.2: Wert von 
i
(C
0
r
; C
0
j
) f

ur j < r
deniert ist. Wie leiht zu sehen ist, ist

A
ir
das Urbild von [0;1℄ unter h. Das bedeutet,
bei stetigem h ist

A
ir
ebenfalls abgeshlossen.
Die Stetigkeit von h zeigt man, indem man die Stetigkeit an jedem Punkt durh die
Verwendung fundamentaler Umgebungssysteme siherstellt: F

ur r > 0 ist
f[r   "; r + "℄ j " > 0g
ein fundamentales Umgebungssystem von r. Sei also " > 0 und sei [r   "; r + "℄ eine
Umgebung von r. Dann setzt man zun

ahst
V
r;"
:=
n
C
0
j



j 2
h
r  
"
2
; r +
"
2
io
:
V
r;"
ist Element von V(K
0
r
), da f

ur alle i 2 N

i
(C
0
r
; C
0
j
)  j2r   2jj  "
gilt, Abbildung 5.2 verdeutliht dies. F

ur das Bild von V
r;"
unter h gilt weiterhin
h (V
r;"
) =
h
r  
"
2
; r +
"
2
i
 [r   "; r + "℄;
was die Stetigkeit von h an jedem Punkt C
0
r
, r > 0 impliziert. F

ur r = 0 w

ahlt man die
Umgebungen [0; "℄ und
n
K
0
j



j 2
h
0;
"
2
io
2 V(K
0
0
):
Die Stetigkeit von h folgt dann mit analogen Argumenten.
Bis jetzt konnte der Stetigkeitsbeweis von h gef

uhrt werden, ohne da auf die Folge
(K
i
)
i2N
kompakter Teilmengen von R
2
zur

ukgegrien werden mute. H ist jedoh niht
beshr

ankt in R
2
und daher sind die Abbildungen 
i
abh

angig von der konkreten Wahl
der Folge (K
i
)
i2N
.
Im folgenden wird daher
K
i
:= [ i; i℄
2
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i0K
τ (H, C’ )i r
H
rC’
Abbildung 5.3: Berehnung von 
i
(H;C
0
r
) f

ur K
i
 [ 1; 1℄ [ 1; 1℄.
gew

ahlt. Die so denierte Folge ([ i; i℄
2
)
i2N
erf

ullt die Voraussetzungen von (5.1) auf
Seite 69: F

ur jedes i 2 N ist [ i; i℄
2
eine kompakte Teilmenge des R
2
und es gilt
[ i; i℄
2
 ℄  i  1; i+ 1[
2
sowie
[
i2N
℄  i; i[
2
= R
2
:
Sei nun [r
0
;1℄ f

ur r
0
2 R eine Umgebung von 1. Dann existiert f

ur jedes i
0
2 N ein
"
0
> 0, so da

i
0
(H;C
0
r
0
)  "
0
gilt. Aus 
i
0
(H;C
0
r
0
)  "
0
folgt aber automatish

i
0
(H;C
0
j
)  "
0
f

ur alle j  r
0
:
Damit ist
fC
0
j
j j  r
0
g
ein Element von V(H) und das Bild von fC
0
j
j j  r
0
g unter h ist eine Teilmenge von
[r
0
;1℄. Die Abbildung h ist also auh im Punkt H stetig.
Der Beweis zur Stetigkeit von h im Punkt H verdeutliht zusammen mit Abbildung
5.3 einen wihtigen Aspekt der lokalen Hausdor-Topologie, der auh intuitiv leiht
zu erfassen ist: Ist eine gegebene Menge
"
zu gro\ um sie ganz erfassen zu k

onnen,
werden statt der Gesamtmenge nur kompakte Ausshnitte von ihr betrahtet. Diese
Sihtweise kommt der Modellierung eines Kameraausshnittes sehr entgegen, denn auh
hier kann ein gegebenes Objekt gr

oer als der aktuell betrahtete Ausshnitt sein, aber
die Betrahtung reduziert sih auf den innerhalb des Ausshnittes liegenden Bereihs.
Ein LH-kompaktes Mengensystem wird in Kapitel 6.1 verwendet.
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6 Subpixelgenaue Objektpassung auf
Grauwertbildern
Ein aktuelles Problem in der MR-Angiographie ist die Segmentierung von Blutgef

aen
aus den gemessenen Angiogrammen. Probleme mahen dabei vor allem die Gef

ae, de-
ren Quershnitt nur wenig gr

oer als die Bildau

osung ist. Eine diskrete Segmentierung
solher Gef

ae ist zwar m

oglih, jedoh shwankt die Anzahl von derart segmentierten
Gef

apixeln von Aufnahme zu Aufnahme in der Regel viel zu stark, um eine verl

ali-
he Aussage

uber den wahren Gef

aquershnitt zu erhalten. Ein Beispiel daf

ur, wie
untershiedlih diskrete Segmentierungen des quasi gleihen Ausgangssahverhalts aus-
fallen k

onnen, zeigt Abbildung 6.1: Eine Kreissheibe mit festem Radius wird zweimal
digitalisiert. Dabei wird angenommen, da der Kreis einen weien, der Hintergrund
dagegen einen shwarzen Grauwert besitzt. Als der Digitalisierung zugrundeliegender
Sensor wird (A
ij
; 
2
A
ij
)
i;j2f1;:::;9g
verwendet. A
ij
bezeihnet dabei das Bildquadrat in Zei-
le i und Spalte j. Im ersten Fall (links in Abbildung 6.1) liegt das Kreiszentrum direkt
in einer Pixelmitte, was zu einer reht regelm

aigen Diskretisierung f

uhrt. Im zweiten
Fall dagegen wurde das Kreiszentrum etwas aus der Pixelmitte vershoben und dement-
sprehend unregelm

aiger ist auh die dazugeh

orige Digitalisierung. Insgesamt sind die
Untershiede in beiden Digitalisierungen bis jetzt aber niht sonderlih signikant. Ganz
anders sieht die Lage aber aus, wenn man eine diskrete Segmentierung auf den beiden
digitalisierten Bildern durhf

uhrt. In Abbildung 6.1 ist dies durh eine Zwei-Niveau-
Passung mit zugrundeliegendem allgemeinem Mengenmodell A = P(M) geshehen,
wobei M = fA
ij
 R
2
ji; j = 1 : : : ; 9g die Menge der Bildpixel bezeihnet. Die bei-
den Paergebnisse links bzw. rehts unten zeigen niht nur signikant untershiedlihe
Strukturen, auh die Anzahl der gefundenen Pixel variiert von der linken Passung (25
Pixel) zur rehten Passung (28 Pixel) erheblih. Stellt man sih beide Ergebnisse als
aufeinanderfolgende Segmentierungen in einem Gef

averlauf vor, ist klar, da sie so in
der Praxis kaum verwendet werden k

onnen.
Geometrishe Verfahren zur Kreispassung, wie sie zum Beispiel in [ARR99℄, [AR99℄ oder
auh [FPF99℄ beshrieben werden, lassen sih f

ur derartige Probleme niht verwenden,
da diese stets auf einer Punktemenge (p
i
)
i2I
, p
i
2 R
2
aufsetzen. Diese Punkte (p
i
)
i2I
werden als m

oglihe Randpunkte einer geometrishen Struktur (wie zum Beispiel einer
Kreissheibe) aufgefat. Bei dem hier vorgestellten Problem kann ein Pixel aber einen
ganzen Randbereih beinhalten, auerdem ist a-priori keine Information dar

uber vor-
handen, welhe Pixel

uberhaupt als Randpixel dienen k

onnten.
In Kapitel 6.1 wird ein Ansatz zur subpixelgenauen Objektpassung

uber eine semilineare
Approximation vorgestellt. Dieses Verfahren basiert auf einer Sensorintegration gem

a
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Diskretisierung
Segmentierung
Abbildung 6.1: Zwei Diskretisierungen von weien Kreisen auf shwarzem Hintergrund.
Der Radius beider Kreise ist gleih, das Kreiszentrum im rehten obe-
ren Bild gegen

uber dem Bild links oben etwas vershoben. Die Seg-
mentierung der Kreispixel wurde mit einer Zwei-Niveau-Passung mit
A = P(M) durhgef

uhrt, wobei M die diskrete Pixelmenge bezeihnet.
Obwohl die Ausgangssituation nahezu identish ist, zeigen die beiden
diskreten Paergebnisse signikante Abweihungen.
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Kapitel 4 und benutzt ein einfah handhabbares Sensormodell. Ein weiterer Ansatz zur
subpixelgenauen Objektpassung auf Grauwertbildern ist die in Kapitel 2.4 vorgestell-
te Grauwertmodelladaption. Dieses Verfahren ist zwar prim

ar zur Erkennung von Ka-
naldekeln aus Luftbildern entwikelt worden, aber Kanaldekel und Gef

aquershnitte
untersheiden sih in der gegebenen Ansiht (helle Kreissheibe auf dunklem Hinter-
grund in grober Aufl

osung) nur wenig voneinander. Kapitel 6.2 befat sih daher mit
diesem Verfahren und stellt eine Weiterentwiklung vor, mit deren Hilfe sih die Grau-
wertmodelladaption ebenfalls in den semilinearen Kontext einordnet. Beide Verfahren
werden in Kapitel 6.3 an MR-Bildern von Shlauhquershnitten getestet. Die Segmen-
tierungsergebnisse bilden den Shlu dieses Kapitels.
6.1 Ein semilinearer Ansatz zur subpixelgenauen
Objektpassung
Im folgenden wird ein Verfahren zur subpixelgenauen Objektpassung vorgestellt, bei
dem die Subpixelstruktur

uber eine Sensorintegration gem

a Kapitel 4 erreiht wird.
Die Modellierung folgt dabei der Beshreibung aus Kapitel 4.3. Die wesentlihe Idee
dieses Verfahrens wurde bereits in [LP04℄ vorab vorgestellt.
Gegeben sei ein Sensor (A
kl
; 
kl
)
(k;l)2I
, wobei die Indexmenge I die Form
I = f(k; l) 2 Z Z j 1  k  m; 1  l  ng
f

ur vorgegebene Bilddimensionen m;n 2 N besitzt. Jedes Bild (a
kl
)
(k;l)2I
kann dann mit
den Bezeihnungen von Kapitel 4.3 als Matrix
a =
0
B

l
11
(f
11
)    l
1n
(f
1n
)
.
.
.
.
.
.
.
.
.
l
m1
(f
m1
)    l
mn
(f
mn
)
1
C
A
2 R
mn
aufgefat werden, wobei die einzelnen Eintr

age die Grauwerte der entsprehenden Bild-
pixel wiedergeben. Gem

a Kapitel 4.3 bezeihnet f
kl
die auf der Apertur A
kl
denierte
Sensorinputfunktion und l
kl
(f
kl
) die Digitalisierung bzw. Aufnahme von f
kl
wiederum
auf A
kl
.
Als Skalarprodukt auf R
mn
wird das Standardskalarprodukt auf R
mn
hajbi :=
X
(k;l)2I
a
kl
b
kl
verwendet. Ein zweidimensionales Bild wird damit niht als Matrix sondern als eindi-
mensionaler Vektor in R
mn
aufgefat, nur seine Darstellung erfolgt in Matrizenform
(siehe dazu auh Bemerkung 4.3.1 auf Seite 64).
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Die genaue Form der Aperturen A
kl
des Sensors ist an dieser Stelle noh niht wihtig.
In der Regel wird davon ausgegangen, da sie eine Partition eines kompakten Aufnah-
meraumes M  R
2
bilden wie es typisherweise in einem CCD-Array der Fall ist. In
den meisten F

allen sind die Aperturen zus

atzlih rehtekig bzw. sogar quadratish und
damit identish zu dem entsprehenden Bildpixel.
Gesuht wird zun

ahst eine passende semilineare Funktion g : R
`
 A ! R
mn
f

ur ein
geeignetes ` 2 N . Mit A wird dabei eine LH-abgeshlossene Teilmenge von A(R
2
) be-
zeihnet, die konkrete Spezikation vonA beshreibt dann die gew

unshten zu passenden
Mengen.
Im Sinne von Kapitel 4.3 werden zun

ahst ` Sensorinputfunktionen g
(1)
; : : : ; g
(`)
ben

o-
tigt. Da nur einfahe Abh

angigkeiten (Pixel liegt in Menge A 2 A vs. Pixel liegt niht
in A) von Bedeutung sind, reihen die durh
g
(1)
kl
(A) := 1
A
kl
\A
und
g
(2)
kl
(A) := 1
A
kl
nA
f

ur k = 1; : : : ; m sowie l = 1; : : : ; n
denierten Sensorinputfunktionen g
(1)
und g
(2)
f

ur die Modellierung aus. g
(1)
repr

asen-
tiert die gegebene Menge (in Kapitel 6.3 dann die Kreissheibe) und g
(2)
den sihtbaren
Resthintergrund.
Ist nun A 2 A gegeben, hat die Digitalisierung von g
(1)
kl
(A) auf der Apertur A
kl
die Form
l
kl
(g
(1)
kl
(A)) = l
kl
(1
A
kl
\A
) =
Z
A
kl
1
A
kl
\A
d
kl
= 
kl
(A \ A
kl
):
Analog gilt f

ur die Digitalisierung von g
(2)
kl
(A)
l
kl
(g
(2)
kl
(A)) =
Z
A
kl
1
A
kl
nA
d
kl
= 
kl
(A n A
kl
):
Auf diese Weise erh

alt man die folgenden Erzeugendenfunktionen e
1
; e
2
: A ! R
mn
:
e
1
(A)
kl
= 
kl
(A
kl
\ A) (Anteil von A in A
kl
)
e
2
(A)
kl
= 
kl
(A
kl
n A) (Anteil des Komplements von A in A
kl
)
f

ur alle (k; l) 2 I. Die zugeh

orige semilineare Funktion g : R
2
A ! E,
g(x;A) = x
1
0
B


11
(A \ A
11
)    
1n
(A \ A
1n
)
.
.
.
.
.
.
.
.
.

m1
(A \ A
m1
)    
mn
(A \ A
mn
)
1
C
A
+ x
2
0
B


11
(A n A
11
)    
1n
(A n A
1n
)
.
.
.
.
.
.
.
.
.

m1
(A n A
m1
)    
mn
(A n A
mn
)
1
C
A
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beshreibt dann Linearkombinationen von Digitalisierungen der Funktionen g
(1)
und g
(2)
entsprehend dem gegebenen Sensor (
i
; A
i
)
i2I
.
Insgesamt ergibt sih f

ur ein gegebenes Bild (a
kl
)
(k;l)2I
damit das folgende Approxima-
tionsproblem
inf
A2A
min
x2R
2
X
(k;l)2I
(a
kl
  x
1
 
kl
(A
kl
\ A)  x
2
 
kl
(A
kl
n A))
2
;
bzw.

aquivalent dazu
inf
A2A
ka  proj
linHfe
1
(A);e
2
(A)g
k = inf
A2A
 
g;a
: (6.1)
Dabei bezeihnet  
g;a
: A ! E die in (3.1) von Seite 39 denierte Zielfunktion eines
semilinearen Approximationsproblems.
Diese Modellierung ist allgemein in dem Sinne, da die konkrete Objektform nur durh
A bestimmt wird. So kann auf einfahe Weise die Objektform ausgetausht werden ohne
da die gesamte Modellierung ver

andert werden mu. Allerdings werden sowohl Objekt
als auh Hintergrund in dieser Modellierung durh einen konstanten Grauwert repr

asen-
tiert. Kompliziertere Grauwertabh

angigkeiten, wie sie etwa in Beispiel 3.1.6 verwendet
wurden, bed

urfen einer Modellerweiterung. (6.1) kann als subpixelgenaue Objektpassung
bezeihnet werden.
Bemerkung 6.1.1
Sensorinput- und Erzeugendenfunktionen sollten bei dieser Anwendung niht durhein-
ander geworfen werden. Zwar werden Objekt und Hintergrund zun

ahst durh Indika-
torfunktionen modelliert, aber daraus folgt niht, da auh die Erzeugendenfunktionen
konstant sind. Die Wahl von konstanten Erzeugendenfunktionen | also Indikatorfunk-
tionen | w

urde im wesentlihen in einer Variante der Zwei-Niveau-Passung (Kapitel
2.1) resultieren. Dies ist hier jedoh niht der Fall, denn die Erzeugendenfunktionen in
der subpixelgenauen Objektpassung repr

asentieren niht den Grauwert einer gegebenen
Menge A im Bild, sondern den Anteil dieser Menge innerhalb eines Pixels und besit-
zen damit einen v

ollig anderen Kontext als die Indikatorfunktionen der Zwei-Niveau-
Passung.
Um die subpixelgenaue Objektpassung auf die vorhandenen Testbilder anwenden zu
k

onnen, m

ussen konkrete Sensor- und Mengenmodelle bestimmt werden, wobei beide
niht unn

otig kompliziert sein sollten. Das folgende Sensormodell, das die Aperturen
mit den Bildpixeln identiziert, erwies sih als geeignet. Sei dazu f

ur (k; l) 2 I
[[k; l℄℄ :=

k  
1
2
; k +
1
2



l  
1
2
; l +
1
2

das quadratishe Bildpixel mit Mittelpunkt (k; l) und

2
kl
:= 
2
(  \ [[k; l℄℄)
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das zweidimensionale Lebesgue-Ma auf dem Pixel [[k; l℄℄. Das Sensormodell hat dann
die Form
([[k; l℄℄; 
2
k;l
)
(k;l)=(0;0):::;(m;n)
:
Dieses Sensormodell kann auh als Standardsensormodell angesehen werden und wurde
in dieser Arbeit bereits mehrfah zur Bildgenerierung verwendet (Abbildung 6.1 auf Seite
74 oder Abbildung 2.3 auf Seite 20).
Als Mengenmodell bietet sih der Abshlu

A bzgl. der lokalen Hausdor-Topologie der
Menge
A :=

A  R
2


9x; y 2 R; r  0 : A = C
0
r
(x; y)
	
an. A enth

alt alle (bzgl. der euklid. Metrik) abgeshlossenen Kreissheiben im R
2
.

A ist
(nah Denition) eine LH-abgeshlossene Teilmenge von A(R
2
) und damit LH-kompakt.
Dieses Mengensystem dekt auh die F

alle ab, in denen die zu passende Kreissheibe
nur ausshnittsweise im Bild sihtbar ist und/oder in denen die Kreissheibe zum Halb-
raum entartet. Implementationstehnish m

ussen die auftretenden Halbr

aume nat

urlih
gesondert behandelt werden. Zusammen mit diesem Sensor- und Mengenmodell wird die
subpixelgenaue Objektpassung im folgenden als Kreissheibenpassung bezeihnet.
Die Erzeugendenfunktionen von Seite 6.1 haben f

ur (k; l) 2 I und A 2

A die Form
e
1
(A)
kl
:= 
2
([[k; l℄℄ \ A) (Fl

ahenanteil von A im Pixel [[k; l℄℄)
e
2
(A)
kl
:= 
2
([[k; l℄℄ n A) (Fl

ahenanteil des Hintergrundes ohne A in [[k; l℄℄):
e
1
und e
2
sind stetig. Da jedes Pixel Fl

ahe 1 besitzt, gilt zus

atzlih
e
2
(A)
kl
= 1  e
1
(A)
kl
f

ur alle (k; l) 2 I.
Es bleibt nun, die Stetigkeit der Zielfunktion  
g;a
aus (6.1) zu

uberpr

ufen. Durh die
Form der Erzeugendenfunktionen gilt linHfe
1
(A); e
2
(A)g = 2 f

ur alle Mengen (Kreise
oder Halbr

aume) A 2

A, f

ur die 
2
(A) 6= 0 sowie 
2
([[i; j℄℄ \ A) 6= 0 f

ur mindestens
ein (i; j) 2 I gilt. In diesen F

allen ist  
g;a
stetig. Durh die spezielle Form der beiden
Erzeugendenfunktionen gilt in diesen F

allen zus

atzlih
0 <
X
(k;l)2I
e
1
(A)
kl
< m  n:
Bleiben die Mengen A 2

A

ubrig, f

ur die linHfe
1
(A); e
2
(A)g = 1 gilt. Diese F

alle
f

uhren im rekonstruierten Bild g(x;A) zu gleihen Werten f

ur alle (i; j) 2 I unabh

angig
von x 2 R
2
. Das Verhalten von  
g;a
an einer derartigen

Ubergangsstelle hin zu einem
konstanten Bild kann am besten anhand des folgenden Szenarios verdeutliht werden
1
:
1
L

at man die 
2
-Nullmengen auer aht, wird anshaulih in einem solhen Fall der gesamte Bild-
ausshnitt durh A entweder vollst

andig

uberdekt oder aber

uberhaupt niht ber

uhrt.
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Sei eine Kreissheibe C
0
r
(x; y) 2 A gegeben. Das Kreiszentrum (x; y) liege dabei im
Inneren eines Pixels [[k; l℄℄. F

ur r! 0 zeigt dann die normierte Version
e
0
1
(C
0
r
(x; y)) :=
e
1
(C
0
r
(x; y))
ke
1
(C
0
r
(x; y))k
von e
1
das folgende Verhalten: Da das Kreiszentrum im Inneren von [[k; l℄℄ liegt, existiert
ein "
0
> 0, so da C
0
"
(x; y)  [[k; l℄℄ f

ur alle " < "
0
gilt. Da die Erzeugendenfunktion e
1
den Kreisanteil in den Bildpixeln repr

asentiert, folgt daraus
e
1
(C
0
"
(x; y))
ij
= 0
f

ur alle (i; j) 2 I, (i; j) 6= (k; l), F

ur die normierte Version e
0
1
gilt zus

atzlih
e
0
1
(C
0
"
(x; y))
kl
= 1:
Daraus folgt da e
0
1
konstant ist f

ur alle " > 0, " < "
0
. Ist dagegen " = 0 folgt daraus

2
(C
0
0
(x; y)) = 0 und somit auh e
0
1
(C
0
0
(x; y))
ij
= 0 f

ur alle (i; j) 2 I. Das bedeutet,
da e
0
1
an dieser Stelle unstetig ist. Diese Situation ist im Prinzip identish zu der in
Beispiel 3.3.8 beshriebenen Situation und daher ist auh hier | wie in Beispiel 3.3.8
| eine Unstetigkeitsstelle in der Zielfunktion zu erwarten. Die folgenden

Uberlegungen
best

atigen dies: Laut Satz 3.3.9 kann ein semilineares Approximationsproblem statt

uber
die Erzeugendenfunktionen auh

uber seine Projektionsoperatoren beshrieben werden.
F

ur 0 < " < "
0
hat die zu C
0
"
(x; y) geh

orende Projektionsmatrix die Form
P
C
0
"
(x;y)
=
0
B
B
B
B
B
B
B
B
B

0
1
.
.
. 1
0
0    0 1 0    0
0
1
.
.
. 1
0
1
C
C
C
C
C
C
C
C
C
A
2 R
mnmn
;
wobei die 1 in der Mitte den (k; l)-ten Eintrag der Matrix bezeihnet. Diese Matrix bleibt
konstant f

ur alle " > 0, " < "
0
. Die einpunktige Menge C
0
0
(x; y) dagegen entspriht der
Matrix P
;
, die in allen Eintr

agen den Wert 1 besitzt. Damit ist die Abbildung A 7! P
A
(und mit Satz 3.3.10 dann auh die Zielfunktion  
g;a
) im Punkt A = ; tats

ahlih
unstetig
2
.
Analoge Argumente lassen sih f

ur s

amtlihe

Uberg

ange hin zu einem konstanten Bild
nden.
Die hier vorgestellte Kreissheibenpassung ist ein Verfahren, das ohne groen Aufwand
implementiert werden kann. Die Berehnung der Zielfunktion  
g;a
ben

otigt zudem niht
2
Die Voraussetzungen von Satz 3.3.10(1) sind erf

ullt, solange das Bild (a
ij
)
ij2I
selber niht-konstant
ist, d.h. gleihe Werte in allen a
ij
; (i; j) 2 I besitzt.
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viel Rehenzeit (mehr dazu am Ende dieses Kapitels). Die einzige Einshr

ankung in der
Verwendbarkeit sind die oben erw

ahnten Unstetigkeitsstellen, wenn die Bilddimension in
sih zusammenf

allt. Daher d

urfen nur Mengen, die den Kameraausshnitt nur teilweise

uberdeken, im Mengensystem ber

uksihtigt werden. Das Mengensystem A
0
 A, das
dann noh

ubrigbleibt hat die Form
A
0
=

A 2

A




0 <
X
(k;l)2I
e
1
(A)
kl
< m  n

:
Eine weitere Einshr

ankung von A
0
hin zu einer LH-kompakten Menge sollte je nah
vorliegender Situation geshehen.
6.2 Die Grauwertmodelladaption und ihr
Zusammenhang zur semilinearen Approximation
In Kapitel 2.4 wurde mit der Grauwertmodelladaption der in [Dre98℄ entwikelte Ansatz
zur Objektlokalisation unter Ber

uksihtigung eines subpixelgenauen Objektmodells vor-
gestellt. Die Modellbildung folgte bei diesem Verfahren im Wesentlihen den folgenden
Punkten: Ein ideales stufenf

ormiges Signal wird durh eine point spread funtion (PSF)
vershmiert und shlielih durh einen Sanner an diskreten Punkten abgetastet. Die
PSF wird dabei durh eine normalverteilte Funktion mit Mittelwert 0 und Standard-
abweihung  > 0 modelliert.  ist ein freier Parameter des Modells und wird in der
konkreten Anwendung mit optimiert.
Das mit der PSF gefaltete Signal f

ur eine vertikale Stufe der H

ohe h
1

uber einem Grund-
niveau h
0
ist dann gegeben durh
M
step
(x; y) = h
0
+ h
1
 

x  x
0


(siehe dazu auh Kapitel 2.4). Freie Parameter dieses Modells sind die Standardabwei-
hung  der PSF, die (Subpixel-)position x
0
2 R der Stufe sowie die beiden Stufenniveaus
h
0
und h
1
.
Am Beispiel von M
step
kann man bereits erkennen, da wohl ein Zusammenhang zur
semilinearen Modellierung aus Kapitel 3 vorhanden sein m

ute, denn h

alt man die Pa-
rameter x
0
und  fest, istM
step
linear in h
0
und h
1
. Es bleibt daher, die Voraussetzungen
von Denition 3.1.1 zu

uberpr

ufen und M
step
gegebenenfalls anzupassen. Als Allererstes
mu dazu die Frage der Mengenmodellierung gekl

art werden. Es ist klar, da die Mo-
dellfunktionen in der Grauwertmodelladaption auf Mengenmodellen basieren, auh wenn
diese nur implizit

uber ihre Parametrisierung erw

ahnt werden. F

ur das Modell M
step
ei-
ner vertikalen Stufe bietet sih
A := f(; x
0
) j > 0; x
0
2 Rg
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an. A repr

asentiert damit durh x
0
2 R die inM
step
verwendeten Halbr

aume. Zus

atzlih
wird der Grad der Vershmierung bei der Bildberehnung als freier Parameter ben

otigt
und daher in A mit aufgenommen. Man beahte, da A in der vorliegenden Form niht
kompakt ist,

uberhaupt werden Kompaktheitsfragen wie auh Terminierungsfragen des
Abstiegsverfahrens in [Dre98℄ niht behandelt (mehr dazu bei der Modellierung von
Kreissheiben weiter hinten in diesem Abshnitt). Als Vektorraum E bietet sih der
Raum L
2
(M;R) der quadratintegrierbaren Funktionen

uber einem kompakten Grund-
raumM  R
2
an. Dieser GrundraumM , der als Aufnahmeraum oder Kameraausshnitt
angesehen werden kann, ist in [Dre98℄ ebenfalls niht explizit erw

ahnt worden, eine Ein-
shr

ankung auf M ist aber n

otig um Quadratintegrierbarkeit f

ur die Modellfunktionen
zu erreihen
3
.
Unter diesen Bedingungen bildet die Modellfunktion
M
(s)
step
: R
2
A ! L
2
(M;R); M
(s)
step
(h
0
; h
1
; (; x
0
)) := h
0
1
M
+ h
1
 

   x
0


eine semilineare Funktion nah Denition 3.1.1.
Um die so denierten Funktionen in ein semilineares Approximationsproblem nah De-
nition 3.2.1 einzubinden, wird auf L
2
(M;R) ein Skalarprodukt ben

otigt. Dieses Ska-
larprodukt mu zus

atzlih so gew

ahlt sein, da sih shluendlih die in der Grauwert-
modelladaption verwendete Zielfunktion E : R
2
A ! R;
E(h
0
; h
1
; A) :=
(m;n)
X
(k;l)=(1;1)
h
a
kl
 M
(s)
step
(h
0
; h
1
; (; x
0
))(k; l)
i
2
(6.2)
ergibt, wobei mit a = (a
kl
) k=1;:::m
l=1;:::n
ein gegebenes diskretes Grauwertbild bezeihnet wird.
In dieser Zielfunktion E stekt die Auswertung der Modellfunktionen an bestimmten dis-
kreten Bildpunkten (k; l) 2 f1; : : : ; mg  f1; : : : ; ng. Zum Einbinden in eine semilineare
Approximation m

ute daher das Skalarprodukt auf L
2
(M;R) durh
s : L
2
(M;R)  L
2
(M;R) ! R; s(f; g) :=
(m;n)
X
(k;l)=(1;1)
f(k; l)  g(k; l)
deniert werden. Allerdings wird durh
p
s(; ) keine Norm auf L
2
(M;R) deniert, denn
f

ur jede Funktion f 2 L
2
(M;R) mit
f(k; l) = 0 8(k; l) 2 f(1; 1); : : : ; (m;n)g
ist
p
s(f; f) = 0, obwohl f niht notwendigerweise die Nullfunktion ist.
Eine m

oglihe L

osung dieses Problems w

are die Einshr

ankung von L
2
(M;R) auf eine
Teilmenge S, so da S zusammen mit s einen euklidishen Vektorraum bildet. Im folgen-
den wird eine andere M

oglihkeit vorgestellt, die auf einfahe Weise diese Einshr

ankung
umgeht und gleihzeitig einen Bezug zum Sensormodell aus Kapitel 4 herstellt:
3
Nat

urlih ist die im ModellM
step
verwendete Funktion (x; y) 7! 1 niht quadratintegrierbar

uber R
2
.
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In [Dre98℄ und auh bisher in diesem Abshnitt haben die Modellfunktionen in den Funk-
tionenraum L
2
(M;R) abgebildet und wurden erst in der Fehlerfunktion E diskretisiert.
Im Gegensatz dazu wurde in Kapitel 4.3 das Sensormodell aus Denition 4.1.1 verwen-
det, mit dessen Hilfe bereits die Erzeugendenfunktionen in diskrete R

aume abbilden.
Diese Vorgehensweise soll hier ebenfalls angewendet werden. Dazu mu zuerst ein pas-
sendes Sensormodell gew

ahlt werden. Das folgende Modell
(A
kl
; Æ
kl
) k=1;:::;m
l=1;:::;n
;
wobei Æ
kl
das Dira-Ma im Punkt (k; l) bezeihnet, bietet sih dabei an, denn das
diskrete Bild entsteht in dem in der Grauwertmodelladaption verwendeten Bildaufnah-
meproze durh Auswertung an diskreten Punkten.
F

ur die Aperturen A
kl
mu
(k; l) 2 A
kl
8 (k; l) 2 f(1; 1); : : : ; (m;n)g
gelten, die weitere Form der Aperturen ist niht von Bedeutung. Vom Vektorraum
L
2
(M;R) wird nun auf den diskreten Raum R
mn
zusammen mit dem Standardskalar-
produkt gewehselt
4
. Statt der bisherigen Modellfunktion M
(s)
step
wird jetzt ihre diskrete
Variante
M
(d)
step
: R
2
A ! R
mn
; M
(d)
step
(h
0
; h
1
; (; x
0
)) =
0
B

(1)    (m)
.
.
.
.
.
.
.
.
.
(1)    (m)
1
C
A
betrahtet, mit (k) := h
0
+ h
1
 
 
k x
0


.
Ist nun ein diskretes Grauwertbild a = (a
kl
) k=1;:::;m
l=1;:::;n
gegeben, bildet das so erhaltene
Optimierungsproblem
inf
(;x
0
)2A
min
x2R
2
ka M
(d)
step
k
ein semilineares Approximationsproblem nah Denition 3.2.1. Der Ausdruk ka M
(d)
step
k
entspriht dabei der Zielfunktion E aus (6.2). Eine Optimierung von E kann daher
gem

a der Algorithmusskizze von Seite 39 erfolgen, wobei das konkrete Abstiegsver-
fahren nat

urlih noh zu w

ahlen ist. Die wesentlihe Neuerung dieses Algorithmus ge-
gen

uber der urspr

unglihen Grauwertmodelladaption ist, da die beiden linearen Anteile
h
0
und h
1
niht mehr als zu optimierende Parameter in das lokale Abstiegsverfahren ein-
gehen, da sie f

ur jede Wahl von (; x
0
) 2 A bereits optimal berehnet werden k

onnen.
Im folgenden wird diese neue semilineare Variante des Verfahrens als modizierte Grau-
wertmodelladaption bezeihnet.
Analoge

Uberlegungen zur

Ubertragung der Grauwertmodelladaption in die semilineare
Approximation lassen sih f

ur alle weiteren in [Dre98℄ vorgestellten Modellfunktionen
4
Statt R
mn
wird wieder R
mn
geshrieben, um die Bildstruktur besser zu veranshaulihen.
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durhf

uhren. Hier interessiert vor allem die Passung durh Kreissheiben. In (2.6) auf
Seite 28 wurde das Bildsignal einer Kreissheibe um den Nullpunkt bereits auf ihre Werte
entlang der x-Ahse reduziert. Analog gilt f

ur einen allgemeinen Kreis mit Radius R und
Mittelpunkt (
x
; 
y
) im Bildpunkt (x; y)
(D
R;
x
;
y
G

)(x; y) = (D
R
G

)(
q
(x  
x
)
2
+ (y   
y
)
2
; 0):
D
R;
x
;
y
bezeihnet dabei die Indikatorfunktion

uber dem niht-zentrierten Kreis mit
Radius R und Mittelpunkt (
x
; 
y
) (vgl. Seite 28).
An dieser Stelle ein paar Worte zu A, das an die Kreissheibenmodellierung angepat
werden mu. Zus

atzlih zu den Parametern des verwendeten Mengenmodells | hier
repr

asentiert durh die Kreisparameter Radius R und Zentrum (
x
; 
y
) | mu wie beim
Stufenmodell der Parameter  der Gauvershmierung mit aufgenommen werden. Die
einfahste Wahl f

ur A ist daher
A :=
n
(;R; 
x
; 
y
) 2 R
2
+
 R
2



;R  0; 
x
; 
y
2 R
o
:
Da die Modellfunktion (D
R
G

) niht von einer Kreissheibe an sih, sondern nur von
ihren Parametern abh

angt, wird auf eine Erweiterung vonA hin zu einem LH-kompakten
System verzihtet. Allerdings d

urfen nun bei einer Passung keine F

alle auftreten, in de-
nen die Kreissheibe w

ahrend der Optimierung bzw. im Optimum zu einem Halbraum
entarten k

onnte. Genau diese F

alle sind durh A niht abgedekt. Eine Einshr

ankung
von A auf eine kompakte Teilmenge ist zur Vermeidung dieser Situation nat

urlih jeder-
zeit m

oglih.
Soll zus

atzlih zur Kreissheibe auh der Hintergrund in das Modell mit einbezogen
werden, mu dies zus

atzlih formuliert werden. Man erh

alt dann insgesamt zwei Erzeu-
gendenfunktionen e
1
; e
2
: A! R
mn
, die durh
e
1
(;R; 
x
; 
y
)(k; l) :=
8
>
>
<
>
>
:
(D
R
G

)

p
(k   
x
)
2
+ (l   
y
)
2
; 0

; R;  6= 0
D
0
R

p
(k   
x
)
2
+ (l   
y
)
2
; 0

;  = 0; R 6= 0
0;  = 0; R = 0
e
2
(;R; 
x
; 
y
)(k; l) := 1
gegeben sind. Mit D
0
R
wird dabei eine leiht modizierte Version von D
R
bezeihnet, die
durh
D
0
R
(x; y) :=
8
<
:
1; x
2
+ y
2
< R
2
1
2
; x
2
+ y
2
= R
2
0 sonst
gegeben ist. e
1
ist stetig falls  6= 0 und R 6= 0. Gilt  6= 0, ist e
1
im Punkt R = 0
ebenfalls stetig, denn aus R ! 0 folgt e
1
(;R; 
x
; 
y
) ! 0. Setzt man dagegen R 6= 0
voraus, konvergiert e
1
f

ur  ! 0 gegen D
0
R
, denn f

ur  6= 0 gilt zun

ahst
(D
R
G

)(x; 0) =
Z
R
 R
Z
p
R
2
 a
2
 
p
R
2
 a
2
G

(x  a; b) db da
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2
2
db
!
da
=
Z
R
 R
1
p
2
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 
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2
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2

 
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R
2
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2

1
p
2
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 
u
2
2
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A
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Z
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
x R

1
p
2
e
 
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2
2
0

Z
p
R
2
 (x v)
2

 
p
R
2
 (x v)
2

1
p
2
e
 
u
2
2
du
1
A
dv:
F

ur  ! 0 ergeben sih dann die folgenden F

alle:
lim
!0
(D
R
G

)(x; 0) =
8
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
:
R
1
 1
1
p
2
e
 
v
2
2

R
1
 1
1
p
2
e
 
u
2
2
du

dv = 1; jxj < R
R
1
1
1
p
2
e
 
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2
2

R
1
 1
1
p
2
e
 
u
2
2
du

dv = 0; x > R
R
 1
 1
1
p
2
e
 
v
2
2

R
1
 1
1
p
2
e
 
u
2
2
du

dv = 0; x <  R
R
1
0
1
p
2
e
 
v
2
2

R
1
 1
1
p
2
e
 
u
2
2
du

dv =
1
2
; x = R
R
0
 1
1
p
2
e
 
v
2
2

R
1
 1
1
p
2
e
 
u
2
2
du

dv =
1
2
; x =  R:
Dies bedeutet, da e
1
f

ur  = 0 stetig durh D
0
R
fortgesetzt wird. Allerdings ist D
0
R
eine Stufenfunktion und damit selber niht stetig. F

ur  = 0 zeigt e
1
also ein unstetiges
Verhalten in den restlihen Variablen. Eine Verwendung in der Approximation ist damit
im Fall  = 0 niht sehr sinnvoll. Zudem gilt
lim
R!0
D
0
R
(x; y) =

1
2
; x = y = 0
0; sonst;
d.h. D
0
R
konvergiert f

ur R ! 0 niht gegen die Nullfunktion und damit existiert kein
stetiger Anshlu zum Fall  = R = 0. Die M

oglihkeit  = 0 sollte daher ausgeshlossen
werden. Im folgenden wird  6= 0 vorausgesetzt.
Nun zur Stetigkeit der Zielfunktion: Ist ein Bild a 2 E gegeben, hat das zugeh

orige
Optimierungsproblem die Form
inf
(;R;
x
;
y
)2A
0
min
x2R
2
X
(k;l)2I

a
kl
  x
1
 e
1
(;R; 
x
; 
y
)(k; l)  x
2

2
bzw.
inf
(;R;
x
;
y
)2A
0
 
g;a
(;R; 
x
; 
y
) = inf
(;R;
x
;
y
)2A
0



a  proj
linHfe
1
(;R;
x
;
y
);1g



;
wobei mit 1 die konstante Erzeugendenfunktion e
2
bezeihnet wird. Diese Zielfunktion
 
g;a
ist stetig f

ur R 6= 0, was sih aus e
1
(;R; 
x
; 
y
) 6= 0 f

ur alle (;R; 
x
; 
y
) 2 A
mit R 6= 0 wie folgt ergibt: Da e
1
(durh die Faltung mit der Gaufunktion) niht
konstant ist und die Faltung stets alle Pixel beeinut, ist e
1
(;R; 
x
; 
y
) f

ur jede Wahl
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von (;R; 
x
; 
y
) 2 A mit R 6= 0 eine niht-konstante Funktion. Da e
2
konstant ist, folgt
daraus dim(linHfe
1
(;R; 
x
; 
y
); 1g) = 2.
Bleibt zu pr

ufen, ob  
g;a
im

Ubergang zu dim(linHfe
1
(;R; 
x
; 
y
); 1g) = 1 stetig ist.
Das ist die Frage nah der Stetigkeit von R !  
g;a
(;R; 
x
; 
y
) im Punkt R = 0. Dazu
betrahte man zun

ahst die normierte Version e
0
1
von e
1
. Sie hat die Form
e
0
1
(;R; 
x
; 
y
)
kl
=
(D
R
G

)(
p
(k   
x
)
2
+ (l   
y
)
2
; 0)



(D
R
G

)(
p
(k   
x
)
2
+ (l   
y
)
2
; 0)



f

ur alle (k; l) 2 I
f

ur R 6= 0 sowie f

ur R = 0 die Form
e
0
1
(; 0; 
x
; 
y
)
kl
= 0 f

ur alle (k; l) 2 I:
F

ur R 6= 0 ist nun durh die Normierung die Gesamthelligkeit des durh e
0
1
erzeugten
Bildes immer gleih, n

amlih gleih
X
(k;l)2I
e
02
1
(;R; 
x
; 
y
)
kl
= 1:
Dieser Wert

andert sih f

ur R ! 0, R 6= 0 niht. Daraus folgt, da sih e
0
1
niht der
Nullfunktion ann

ahern kann. e
0
1
ist damit unstetig im Punkt R = 0.
Aus der Unstetigkeit von e
0
1
folgt zwar niht direkt die Unstetigkeit von  
g;a
. Da dieses
Szenario aber stark denen aus Kapitel 6.1 bzw. Beispiel 3.3.8

ahnelt, ist kaum zu erwarten
da sih die Zielfunktion  
g;a
gerade in diesem Fall stetig verh

alt. Der Fall R = 0 sollte
daher | wie vorher shon der Fall  = 0 | aus der Optimierung ausgeshlossen werden.
Damit ist die urspr

unglihe Menge A von Seite 83 auf
A
0
=
n
(;R; 
x
; 
y
) 2 R
2
+
 R
2



;R > 0; 
x
; 
y
2 R
o
zusammengeshmolzen. Eine weitere Einshr

ankung auf eine kompakte Teilmenge von
A
0
, um die Existenz eines lokalen Optimums zu garantieren, sollte | wie bei der Kreis-
passung im vorigen Abshnitt| abh

angig von der konkreten Situation geshehen.
6.3 Test beider Verfahren
Im konkreten Anwendungsfall soll der Quershnitt von Blutgef

aen aus MR-Angio-
grammen rekonstruiert werden. Die Rekonstruktion dieser Quershnitte ist wihtig zur
Erkennung von Stenosen | krankhaften Gef

averengungen | die unbehandelt zu In-
farkten f

uhren k

onnen. In [Kol95℄ und [Kus92℄ wurde diese Problematik f

ur Gef

ae im
Kopf-Hals-Bereih bereits behandelt, allerdings beshr

ankte sih die Segmentation der
Gef

ae dort auf die Pixelau

osung, eine subpixelgenaue Rekonstruktion fand niht statt.
Es zeigte sih dabei, da zur Beurteilung des gr

oten Teils der Gef

ae eine pixelbasierte
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Abbildung 6.2: Maximum-Intensit

ats-Projektion des MR-Datenw

urfels. Links Seitenan-
siht, rehts Draufsiht.
Segmentierung ausreiht. Nur Gef

ae mit sehr kleinem Quershnitt wurden unzurei-
hend erfat. Da aber vor allem diese Gef

ae potentielle Kandidaten f

ur Stenosen sind,
ist gerade ihre m

oglihst exakte Rekonstruktion von

uberdurhshnittliher Wihtigkeit.
Beide vorgestellte Verfahren (Kreissheibenpassung und modizierte Grauwertmodell-
adaption) wurden an 307 Quershnittsbildern getestet
5
. Bei den Bildern handelt es sih
um MR-Angiogramme von mit Kontrastmittel gef

ullten Shl

auhen, die um ein weite-
res Objekt (Flashe) gewikelt wurden. Die Shl

auhe haben einen festen Durhmesser
von 2 mm. Abbildung 6.2 zeigt zwei Ansihten des Datenw

urfels in einer Maximum-
Intensit

ats-Projektion. Man kann deutlih den (hellen) Testshlauh sowie die Flashe,
um die er gewikelt wurde, erkennen. Zwei einzelne Shnitte durh den Datenw

urfel zeigt
Abbildung 6.3.
In der in Abbildung 6.3 vorliegenden Form k

onnen diese Daten allerdings noh niht f

ur
eine Passung mit zweidimensionalen Kreissheiben verwendet werden, denn dazu m

ute
sihergestellt sein, da das Bildmaterial stets senkrehte Shnitte durh die Shlauh-
zentrale zeigt. Dies ist zun

ahst niht gegeben | wie vor allem der linke Shnitt in
Abbildung 6.3 verdeutliht, der aus dem Randbereih des Datenw

urfels stammt. Aber
auh im rehten Shnitt in Abbildung 6.3 aus dem Mittelteil des Datenw

urfels ist niht
garantiert, da die Testshl

auhe wirklih senkreht zu den Shnittebenen liegen und
somit der Shlauhquershnitt wirklih kreisf

ormig ist. Als erste Vorverarbeitung mu
5
Die urspr

unglihe Grauwertmodelladaption wurde niht mehr als Vergleih hinzugezogen, da ihre
Ergebnisse h

ohstens genauso gut wie die der modizierten Grauwertmodelladaption sein k

onnen.
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Abbildung 6.3: Zwei Beispielshnitte aus dem MR-Datenw

urfel (Shnitt Nr. 12 und 43
von 140 Shnitten).
daher eine Redigitalisierung der Daten senkreht zur Shlauhzentralen erfolgen. Eine
solhe Redigitalisierung ist in [Kol95℄ beshrieben. Dabei wird zun

ahst eine dreidimen-
sionale Vorsegmentierung der Testshl

auhe durhgef

uhrt. Anhand dieser Vorsegmen-
tierung erfolgt dann eine Splinepassung der Shlauhzentralen, so da f

ur jeden Punkt
im Shlauh seine aktuelle Rihtung bekannt ist. Senkreht zu dieser Rihtung wird
nun der Datenw

urfel redigitalisiert. Ein derart redigitalisiertes Bild ist in Abbildung 6.4
dargestellt.
An dieser Stelle k

onnte bereits eine Kreispassung des mittleren Shlauhes erfolgen. Der
Redigitalisierungsausshnitt wurde jedoh so gew

ahlt, da auh der Flashenrand, um
den der Shlauh gewikelt wurde im redigitalisierten Bild sihtbar ist. Zus

atzlih exi-
stieren zwei weitere Shl

auhe sowie ein shwarzer Bereih auf der rehten Seite, der
das Ende des Datenw

urfels kennzeihnet. Wollte man dieses Bild als Ausgangsbild f

ur
eine Kreispassung verwenden, m

usste man diese zus

atzlihen Strukturen in den Hinter-
grund mit einmodellieren, was eindeutig einen zu groen und zudem unn

otigen Aufwand
darstellt. Man ist also darauf angewiesen, einen entsprehend kleinen Ausshnitt rund
um die (mittlere) Shlauhzentrale zu w

ahlen, der einen homogenen Hintergrund bietet.
Genau dies leistet das in [Kol95℄ vorgestellte Verfahren zur automatishen Segmentation
einer area of interest, die in [Kol95℄ Segmentationslupe genannt wird. Eine nahfolgende
Gef

asegmentierung | egal ob pixelbasiert oder subpixelgenau | brauht dann niht
mehr das gesamte Bild, sondern nur noh die Pixel innerhalb dieser Lupe zu ber

uksih-
tigen.
Abbildung 6.5 zeigt den redigitalisierten Quershnitt aus Abbildung 6.4, links ohne und
rehts mit zugeh

origer Lupenmaskierung. In der nahfolgenden Passung werden dann
nur noh die Pixel innerhalb dieser Lupe ber

uksihtigt. Da alle Pixel des Shlauh-
quershnitts innerhalb der Lupe liegen, sollte auh der gepate Ergebniskreis komplett
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Abbildung 6.4: Links ein senkreht zur (mittleren) Shlauhzentralen redigitalisiertes
Bild, rehts eine Ausshnittsvergr

oerung des mittleren Shlauhes.
innerhalb der Lupe liegen und sie damit insbesondere weder v

ollig abdeken noh kom-
plett aus ihr rausfallen. Damit k

onnen die Mengen A aus Kreissheibenpassung bzw.
modizierter Grauwertadaption ohne Probleme passend gew

ahlt werden.
F

ur den Test beider Verfahren standen insgesamt 307 redigitalisierte lupenmaskierte
Quershnittsbilder zur Verf

ugung. Als Abstiegsverfahren in der Optimierung der Ziel-
funktionen (gem

a Algorithmusskizze auf Seite 39) wurde die downhill simplex method
nah Nelder und Mead ([NM65℄) verwendet. Dieses Abstiegsverfahren kommt ohne wei-
tere Annahmen an die Zielfunktion aus, insbesondere ben

otigt es keine Gradientenfunk-
tionen. Auerdem zeigte es im Vergleih mit anderen Abstiegsverfahren kaum Ausreier
durh ein
"
H

angenbleiben\ in lokalen Optima und erwies sih zudem am st

orunanf

allig-
sten gegen

uber Startwert

anderungen. Die ausf

uhrlihen Ergebnisse der Testdurhl

aufe
nden sih in Anhang B.
Im Vergleih beider Verfahren erwies sih die modizierte Grauwertmodelladaption als
stabiler, wie der Radienvergleih in Abbildung B.11 auf Seite 120 zeigt. Diese Tatsahe
wird auh durh die deutlih geringere Standardabweihung von 0,024 im Gegensatz zu
0.065 bei der Kreissheibenpassung belegt. Auerdem ist der Fehler im Optimum bei
der modizierten Grauwertmodelladaption deutlih geringer als bei der Kreissheiben-
passung (Abbildung B.10). Diese Diskrepanz mag darin liegen, da die Modellierung in
der (modizierten) Grauwertmodelladaption dem tats

ahlihen Bildentstehungsproze
n

aher kommt als die in der Kreissheibenpassung verwendete Modellierung. Beispielhaft
kann das in den Abbildungen 6.6 und 6.7 nahvollzogen werden. Neben den optimalen
Paergebnissen werden dort auh die mit dem jeweiligen Modell (d.h. der jeweiligen se-
milinearen Funktion g) berehneten Bilder der optimalen Kreissheibe gezeigt. Das auf
Basis der Kreissheibenpassung diskretisierte Bild wirkt in beiden F

allen gr

ober als das
auf Basis der modizierten Grauwertmodelladaption diskretiserte Bild. Alles in allem
steht die Kreissheibenpassung hinten an, was die Genaugkeit angeht.
Andererseits existieren weitere Aspekte im Vergleih, die ebenfalls ber

uksihtigt werden
m

ussen. So ist die Shwankung der Ergebnisradien bei der Kreissheibenpassung niht so
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Abbildung 6.5: Der redigitalisierte Gef

aquershnitt aus Abbildung 6.4, links ohne,
rehts mit Lupenmaskierung. Die shwarzen Pixel im rehten Bild lie-
gen auerhalb der Lupe. Bei einer Gef

apassung brauhen nur noh die
Pixel innerhalb der Lupe ber

uksihtigt werden.
hoh, da die Ergebnisse niht mehr verwendet werden k

onnen. Abbildung 6.7 zeigt das
Bild innerhalb der untersuhten Testreihe, bei dem die beiden Paergebnisse die gr

ote
Radiendierenz aufwiesen. Trotz dieser groen Dierenz untersheiden sih die beiden
Ergebnisse visuell nur wenig. Dazu kommt ein weiterer Vorteil der Kreissheibenpassung,
n

amlih der der Shnelligkeit. Dieser Vorteil resultiert aus der untershiedlihen Komple-
xit

at in der Berehnung der Fehlerfunktion. F

ur die Kreissheibenpassung ist pro Pixel
(k; l) die Berehnung der Shnittmenge von Kreissheibe mit Pixelquadrat in konstanter
Zeit m

oglih. Bei der modizierten Grauwertmodelladaption mu der Teilterm (2.7) von
Seite 29 jedoh numerish approximiert werden und darin geht pro Pixel die Anzahl der
Abtastshritte des Intervalls [ R;R℄ linear in die Berehnung ein. Dieser Untershied in
der Komplexit

at shl

agt sih sehr deutlih in der Rehenzeit nieder: F

ur die vorliegenden
Testbilder betrug die durhshnittlihe Zeit zur einfahen Berehnung der Fehlerfunkti-
on bei der modizierten Grauwertmodelladaption 13 ms, die gesamte Optimierung einer
Kreissheibe dauerte durhshnittlih 7700 ms. Bei der Kreissheibenpassung dagegen
war die gesamte Optimierung f

ur ein Bild bereits in durhshnittlih 22 ms erledigt, die
Zeit f

ur die einzelne Berehnung der Fehlerfunktion war niht mehr mebar.
Es liegt also an der Ausgangssituation, welhes der beiden Verfahren verwendet werden
sollte: Steht die Shnelligkeit im Vordergrund mu der Kreispassung der Vorzug gegeben
werden | vorausgesetzt die damit erzielte Genauigkeit ist ausreihend. Werden h

ohere
Genauigkeiten verlangt, sollte wenn m

oglih die modizierte Grauwertmodelladaption
verwendet werden | wobei dann allerdings deutlih l

angere Rehenzeiten in Kauf ge-
nommen werden m

ussen.
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modifizierte
Grauwertmodelladaption
Kreisscheibenpassung
diskretes Bild des optimalen Kreisesdiskretes Bild des optimalen Kreises
Kreis im Optimum Kreis im Optimum
Ausgangsbild
Abbildung 6.6: Das lupenmaskierte Quershnittsbild aus Abbildung 6.5 zusammen mit
den Ergebnispassungen beider Verfahren. Die Ergebnisbilder zeigen f

ur
beide Verfahren die berehnete Kreissheibe in das Originalbild einge-
blendet und darunter das gem

a der jeweiligen Modellierung diskreti-
sierte Bild der Kreissheibe.
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modifizierte
Grauwertmodelladaption
Kreisscheibenpassung
diskretes Bild des optimalen Kreisesdiskretes Bild des optimalen Kreises
Kreis im Optimum Kreis im Optimum
Ausgangsbild
Abbildung 6.7: Die berehneten optimalen Ergebniskreise f

ur Testbild Nr. 304. Dieses
Testbild wies beim Vergleih beider Verfahren die gr

ote Radiendierenz
im Ergebnis auf. Der berehnete optimale Radius links betrug 1.79 Pixel,
rehts dagegen 1.98 Pixel, ein Untershied von 0.19 Pixel.
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7 Objektrekonstruktion in der
Computer-Tomographie
Dieses Kapitel behandelt die bereits in der Einleitung beshriebene Einbrandtiefenbe-
stimmung. Im Gegensatz zu der Ausgangssituation in Kapitel 6, wo die Subpixelgenau-
igkeit im Vordergrund stand, geht es hier darum, sihtbare Strukturen zu eliminieren
um untergeordnete Strukturen, die bis dahin

uberdekt wurden, sihtbar zu mahen.
Dieses Problem war zwar der eigentlihe Ausl

oser f

ur die hier vorliegende Arbeit. Es
zeigte sih aber shnell, da bei der Anwendung der in den vorigen Kapiteln entwikelten
Konzepte Kompromisse eingegangen werden muten, um die Komplexit

at des Problems
in Grenzen zu halten. Es wurden daher nur ein paar Aspekte aus dieser Arbeit verwendet
und aus diesem Grund (und angesihts der geringen Zahl der Testobjekte) sind auh die
Ergebnisse nur als Indiz f

ur das Funktionieren der angewendeten Methode und weniger
als exakte L

osung des gestellten Problems zu werten.
7.1 Problemstellung
Gegeben sind Aluminiumteile, die durh einen Shweivorgang miteinander verbunden
wurden. Die Festigkeit der Shweinaht h

angt dabei vor allem davon ab, wie weit sie
beim Shweivorgang in die Aluminiumteile eingedrungen ist. Ein guter Halt ist nur
gegeben, wenn der Shweivorgang die beiden Teile tief miteinander verbunden hat.
Haften die Aluminiumteile dagegen nur ober

ahlih zusammen, sind sie niht belastbar
und brehen relativ shnell wieder auseinander. Von auen ist allerdings niht ersiht-
lih, wie tief | d.h. wie haltbar | eine vorliegende Shweinaht ist. Die Pr

ufung einer
Shweinaht geht bisher nur zerst

orend, ein vorliegendes St

uk mu an der gew

unshten
Stelle zers

agt werden. Nah einer entsprehenden Nahbehandlung (

Atzen und Polieren)
kann die Shweinaht dann gut von den urspr

unglihen Aluminiumteilen untershieden
werden. Abbildung 7.1 zeigt ein derart behandeltes Testst

uk, das aus zwei miteinander
vershweiten Aluminiumteilen besteht. Man sieht, wie sih die (mit dem Kreis markier-
te) Shweinaht deutlih heller vom umgebenden Aluminium abgrenzt. In diesem Fall
hat sie sih relativ tief mit den Aluminiumteilen verbunden.
Es soll nun die G

ute dieser Shweinaht bestimmt werden, ohne da dabei der Testk

orper
zerst

ort wird. Ein R

ontgen-CT-Verfahren war dabei die Methode der Wahl, weil dadurh
die meisten inneren Strukturen eines Werkst

ukes sihtbar gemaht werden k

onnen. Um
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Abbildung 7.1: Ein aufgeshnittener Aluminium-Testk

orper (L

ange der Seitenteile a. 6
m). Die Tiefe der hier sihtbaren Vershweiung (heller Bereih inner-
halb des Kreises) soll im CT-Bild ermittelt werden.
die Ergebnisse

uberpr

ufen zu k

onnen, wurden daher von sieben Testst

uken an einer mar-
kierten Stelle CT-Aufnahmen gemaht und die Testst

uke nahher an derselben Stelle
zers

agt. Abbildung 7.2 zeigt das

uber eine gelterte R

ukprojektion rekonstruierte CT-
Bild des Testst

ukes aus Abbildung 7.1. Auff

allig sind die starken Rekonstruktionsar-
tefakte (dunklen Streifen) im Bereih der Shweinaht. Der Shweinahtbereih an sih
ist dagegen niht vom restlihen Aluminium zu untersheiden.
In einem anderen Testst

uk (Abbildung 7.3) mit weitaus k

urzeren Seitenteilen ist die
Shweinaht dagegen (wenn auh nur shemenhaft) auh im CT-Bild zu erkennen. Diese
Beobahtung legt nahe, da die Shweinaht auh in Abbildung 7.2 zu erkennen sein
m

ute, die relativ geringe

Anderung im R

ontgensignal aber durh das starke Signal der
beiden langen Seitenteile verdekt wird.
Der Ausgangspunkt f

ur die folgenden

Uberlegungen ist also, da in den CT-Rohdaten die
Shweinaht durhaus vorhanden ist, in der Rekonstruktion aber unter anderem durh
Artefaktbildung und

Uberlagerung verdekt wird. K

onnten also aus den Rohdaten die
st

orenden Signale der beiden Seitenteile eliminiert werden, w

urde theoretish nur noh
das Signal der Shweinaht

ubrigbleiben und sollte in einer anshlieenden Rekonstruk-
tion sihtbar werden. Die folgenden Abshnitte zeigen, wie diese

Uberlegungen durh
eine semilineare Modellierung realisiert werden kann.
Das vorliegende Problem ist klar untersheidbar von einem inomplete data problem.
Bei Problemen dieser Art liegt kein vollst

andiger (diskreter) CT-Datensatz vor. Das
bekannteste Problem dieser Art ist das limited angle problem, bei dem die CT-Daten
nur in einem eingeshr

ankten Winkelbereih vorhanden sind (siehe z.B. [Nat86℄ f

ur eine
ausf

uhrlihere Beshreibung). F

ur diese Art von Problemen existieren je nah konkre-
ter Fragestellung viele Algorithmen (siehe z.B. [LR84℄ oder [Qui93℄). Im vorliegenden
Fall liegen aber vollst

andige CT-Daten vor, jedoh sind manhe Strukturen so shwah
ausgepr

agt, da sie in der gelterten R

ukprojektion unsihtbar sind.
94
7.2 Absorptionsverhalten von R

ontgenstrahlung
Abbildung 7.2: Das Testst

uk von Abbildung 7.1 als CT-Bild. Die shwarzen Streifen
im Shweinahtbereih sind Rekonstruktionsartefakte, die Shweinaht
selber ist niht sihtbar.
7.2 Absorptionsverhalten von R

ontgenstrahlung
Abbildung 7.4 zeigt den prinzipiellen Aufbau einer R

ontgen-CT-Anlage: Ausgehend von
der Quelle passiert der R

ontgenstrahl den Rekonstruktionsbereih, in dem sih das zu
untersuhende Objekt bendet und trit shlielih auf den Detektor. Bei seinem Weg
durh das zu untersuhende Objekt wird die Strahlintensit

at entsprehend der Art des
Objektes geshw

aht, der Detektor registriert die verbliebene Intensit

at. In der Regel
existiert ein zus

atzliher Referenzdetektor, der die ungeshw

ahte Intensit

at des R

ont-
genstrahls mit, um auftretende Energieshwankungen in der Quelle zu erkennen.
F

ur einen vollst

andigen (diskreten) Datensatz aus einer Rihtung m

ussen Quelle und
Detektor senkreht zur Strahlrihtung transliert werden, bis der gesamte Rekonstrukti-
onsbereih abgedekt ist (Parallelstrahlgeometrie). Moderne Anlagen besitzen meist eine
davon abweihende Anlagengeometrie: Die R

ontgenquelle sendet einen f

aherf

ormigen
Strahl aus, der dann von einer Detektorzeile registriert wird (F

aherstrahlgeometrie). Um
Daten aus vershiedenen Rihtungen zu erhalten, werden Quelle und Detektor zus

atzlih
um den Rekonstruktionsbereih rotiert.
Zwishen der Startintensit

at I
0
an der Quelle und der Restintensit

at I am Detektor wird
normalerweise der folgende Zusammenhang angenommen:
I = I
0
e
 
R
L
(x) dx
(7.1)
L bezeihnet dabei die Streke, die der R

ontgenstrahl von der Quelle bis zum Detektor
zur

uklegt (siehe Abb. 7.4) und  die Shw

ahung des Strahls am Punkt x. F

ur den
Shw

ahungskoeÆzienten  gelten die folgenden Annahmen:
  ist nur abh

angig von der Art des durhstrahlten Materials und
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Abbildung 7.3: Ein weiteres Testst

uk mit k

urzeren Seitenteilen (L

ange der Seitenteile
a. 1,5 { 2 m). Oben der aufges

agte Quershnitt mit deutlih sihtba-
rer Shweinaht, unten links der CT-Shnitt. Der Shweinahtbereih ist
hier nur shemenhaft sihtbar und wird teilweise von Rekonstruktions-
artefakten

uberlagert, korreliert in seinen Abmessungen aber dennoh
deutlih mit dem Shweinahtbereih im Foto. Zur Verdeutlihung ist er
im CT-Shnitt unten rehts markiert worden.
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Detektor
Quelle
Referenz−
detektor Strecke L des Röntgenstrahls
von der Quelle zum Detektor
Rekonstruktionsbereich
Abbildung 7.4: Skizze einer R

ontgen-CT-Anlage (ohne Rotation und Translation)
 der R

ontgenstrahl wird in der Luft (und damit auh auerhalb des Rekonstruktions-
bereihes) niht geshw

aht, d.h.  ist in diesen Bereihen gleih 0.
Bendet sih im Rekonstruktionsbereih also ein Objekt, das nur aus einem einzigen
Material mit Shw

ahungskoeÆzient 
0
besteht | wie es f

ur die Aluminiumteile der
Fall ist | ist  konstant gleih 
0
und die Shw

ahung reduziert sih zu
I = I
0
e
 
R
L
(x) dx
= I
0
e
 
0
d
wobei d die L

ange des Weges angibt, den der R

ontgenstrahl im Objekt zur

uklegt. Wegen
des dadurh gegebenen linearen Zusammenhangs
ln

I
0
I

=   d (7.2)
heit  auh der lineare Massenshw

ahungskoeÆzient. Durh (7.1) wird eine semilineare
Modellierung erst m

oglih: d kann

uber eine Erzeugendenfunktion berehnet werden und
zu jedem d der jeweils passende Shw

ahungskoeÆzient  optimal bestimmt werden.
Der in (7.1) zugrundeliegende Zusammenhang und auh die Annahmen an den Mas-
senshw

ahungskoeÆzienten  sind allerdings nur eine Ann

aherung an die tats

ahlihen
Verh

altnisse. In Wahrheit strahlt eine R

ontgenquelle normalerweise niht ein einzelnes
Energieniveau sondern ein ganzes Energiespektrum aus und auh die Detektoren rea-
gieren niht auf ein einzelnes Energieniveau sondern wiederum auf ein ganzes Energie-
spektrum. Zus

atzlih ist der Massenshw

ahungskoeÆzient niht (wie laut Annahme) un-
abh

angig von der Energieintensit

at, was zu wesentlih komplizierteren Zusammenh

angen
f

uhrt (siehe dazu auh [Nat86℄). Die Vernahl

assigung dieser Zusammenh

ange kann zu
Rekonstruktionsartefakten, sogenannten Strahlaufh

artungsartefakten f

uhren (siehe dazu
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auh [Her80℄). Diese Art der Artefaktbildung in den Rekonstruktionen wird normaler-
weise hingenommen, da sie in der Regel wenig st

orend ist und vor allem in medizinishen
Anwendungen nur in vershwindend geringem Mae auftritt. Gerade in der vorliegen-
den Anwendung aber treten durh die | im Vergleih zu Wasser | h

ohere Dihte von
Aluminium starke Artefakte vor allem auh im interessanten Bereih der Shweinaht
auf, durh die die Qualit

at des Rekonstruktionsergebnisses zus

atzlih vermindert wird.
Eine weitere Voraussetzung, die normalerweise niht explizit formuliert wird, in s

amtli-
hen Rekonstruktionsalgorithmen aber eine wihtige Rolle spielt, ist die Annahme der
Punktf

ormigkeit von Quelle und Detektor. Dies hat den Vorteil, da entlang der Streke
Quelle{Detektor nur ein Linienintegral ber

uksihtigt werden mu. W

urde man f

ur die
Detektoren eine 

ahige Ausdehnung voraussetzen (wie es in der Praxis der Fall ist), w

are
die Voraussetzung eines Linienintegrals niht mehr gegeben und die Rekonstruktionsal-
gorithmen w

urden ungleih komplizierter werden. Die Annahme der Punktf

ormigkeit
wird daher auh in den folgenden Abshnitten vorausgesetzt. Gem

a der Sensormo-
dellierung nah Kapitel 4 m

ussen dann die Sensorharakteristiken durh Punktmae
repr

asentiert werden.
7.3 Modellierung der Objektform
In der hier beshriebenen Modellierung wird die CT-Anlage unabh

angig von ihrer kon-
kreten Geometrie (F

aher- bzw. Parallelstrahl) durh einen Sensor (A
i
; 
i
)
i
2 I im Sinne
von Denition 4.1.1 beshrieben. Da die Punktf

ormigkeit von Quelle und Detektor eine
Grundannahme ist, werden f

ur die Sensorelemente 
i
Dira-Mae

i
= Æ
x
i
f

ur x
i
2 A
i
und i 2 I
gew

ahlt. Unter dieser Voraussetzung kann auh die Form der Aperturen A
i
durh
A
i
:= fx
i
g f

ur i 2 I
als einelementig festgelegt werden. Durh diese Punktf

ormigkeit der Sensorelemente kann
im folgenden der Digitalisierungsshritt vernahl

assigt werden, denn f

ur die Digitalisie-
rung l(f) gem

a Kapitel 4 einer Sensorinputfunktion f : A! L
1
Æ
x
i
(fx
i
g;R) gilt
l(f) =
Z
f dÆ
x
i
= f(x
i
):
Eine zweidimensionale CT-Anlage wird somit im folgenden durh einen Sensor
(fx
i
g; Æ
x
i
)
i2I
repr

asentiert. Die Aufgabe besteht nun darin, aus einer gegebenen Aufnahme y 2 R
#I
eines Aluminiumobjektes den Shweinahtbereih zu extrahieren. Man beahte dabei,
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da y hier niht das bereits rekonstruierte Bild bezeihnet, sondern die von der Anlage
gelieferten Rohdaten (bzw. ihre logarithmierte Version gem

a (7.2)). Ein solhes Vorge-
hen sheint ziemlih umst

andlih zu sein, ist aber shon allein deshalb notwendig, weil in
den gelterten R

ukprojektionen fast aller Objekte der Shweinahtbereih vollst

andig
vershwunden ist. Ein erfolgversprehendes Verfahren kann daher nur auf den Rohdaten
aufsetzen.
Das prinzipielle Vorgehen des hier verwendeten Algorithmus wurde bereits auf Seite
94 beshrieben: Zun

ahst wird angenommen, da der Bereih der Shweinaht dieselbe
Dihte wie das restlihe Objekt besitzt. Dann wird das Signal des gesamten Aluminium-
objektes aus den Rohdaten eliminiert. Das verbliebene Signal enth

alt nun auer dem
Hintergrundraushen nur noh die Dihte

anderung Aluminiumteil{Shweinaht, die in
der Modellierung des Aluminiumobjektes vernahl

assigt wurde. Da diese Dihte

anderung
in der Rekonstruktion niht mehr von dem starken Absorptionssignal der Aluminiumteile

uberdekt wird, besteht die M

oglihkeit, da sie sihtbar wird, wenn das verbliebene
Signal zu einem Bild rekonstruiert wird.
Sei A  A(R
2
) die Menge der m

oglihen Aluminiumobjekte. Jede Apertur fx
i
g
"
sieht\
einen Strahl ausgehend von der R

ontgenquelle Q 2 R
2
hin zu x
i
, der dabei eventuell
durh das zu untersuhende Objekt A 2 A hindurhgeht. Die L

ange dieses Strahls
entspriht
Z
Qx
i
1
A
d:
Da in diesem ersten Shritt der Shweinahtbereih vernahl

assigt wird, gen

ugt eine
einzelne Erzeugendenfunktion, um das Objekt vollst

andig zu beshreiben:
e
(1)
: A! R
#I
; e
(1)
i
(A) :=
Z
Qx
i
1
A
d f

ur alle i 2 I:
Laut Annahme auf Seite 97 wird der R

ontgenstrahl durh die Luft niht geshw

aht. Da
in der Praxis dennoh eine leihte Shw

ahung auftritt, wird eine weitere Erzeugenden-
funktion
e
(2)
: A! R
#I
; e
(2)
i
(A) := L
i
 
Z
Qx
i
1
A
d f

ur alle i 2 I
verwendet, um dies abzufangen. L
i
2 R bezeihnet die L

ange der Streke Qx
i
. Durh
diese zwei Erzeugendenfunktionen sind Objekt und Hintergrund ausreihend modelliert.
Bemerkung 7.3.1
Dieses Vorgehen stellt einen Kompromiss zwishen einer m

oglihst exakten Modellierung
der Problematik durh entsprehende Mengensysteme und der Rehengeshwindigkeit
dar. F

ur eine | im Sinne dieser Arbeit | exakte Beshreibung des Shweinahtre-
konstruktionsproblems m

ute neben dem Objekt selber auh der Shweinahtbereih
gesondert durh eine Erzeugendenfunktion modelliert werden. Das maht eine

Ande-
rung von A n

otig, denn es werden nun niht mehr nur ein sondern zwei Mengen |
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f

ur das Aluminiumobjekt sowie f

ur seine Shweinaht | ben

otigt. Zudem gilt f

ur jeden
Shweinahtbereih S  R
2
von A 2 A notwendigerweise S  A. Statt A wird dann die
Menge
A
S
:= f (A; S) 2 A A(R
2
) j S  A g
ben

otigt. Die Erzeugendenfunktionen von Objekt und Hintergrund

ubertragen sih:
e
(1)
: A
S
! R
#I
; e
(1)
i
(A; S) :=
Z
Qx
i
1
A
d
und
e
(2)
: A
S
! R
#I
; e
(2)
i
(A; S) := L
i
 
Z
Qx
i
1
A
d:
Zus

atzlih wird noh eine dritte Erzeugendenfunktion
e
(3)
: A
S
! R
#I
; e
(3)
i
(A; S) :=
Z
Qx
i
1
S
d
f

ur den Shweinahtbereih ben

otigt. Diese drei Erzeugendenfunktionen stellen eine hin-
reihende Basis f

ur die Formulierung eines semilinearen Approximationsproblems dar.
Problematish an einer derartigen Modellierung ist allerdings die Komplexit

at der Menge
A
S
. Ein derartig variabler Bereih wie eine Shweinaht l

at sih algorithmish kaum
ad

aquat beshreiben, so da dieses Vorgehen niht realisierbar ist.
Die

Uberlegungen zur Komplexit

at von A
S
aus Bemerkung 7.3.1 gelten leider auh f

ur
die Menge A der Aluminiumobjekte. Zwar sheint ein solhes Objekt auf den ersten
Blik einfah beshreibbar zu sein, das Problem liegt aber wiederum im Shweinahtbe-
reih, an dem Ritzen oder gar L

oher auftreten k

onnen. Daher wurde die Objektform A
anhand seiner gelterten R

ukprojektion

uber eine Kantenextraktion ermittelt und A
nur einelementig als
A := fAg
gew

ahlt. Dadurh reduziert sih die semilineare Approximation zu einem einfahen li-
nearen Ausgleihsproblem:
min
x2R
2


y   x
1
e
(1)
(A)  x
2
e
(2)
(A)


; (7.3)
wobei y 2 R
#I
die logarithmierte Version der von der CT-Anlage gelieferten Rohdaten
bezeihnet. Abbildung 7.5 zeigt beispielhaft das Ergebnis dieses Optimierungsproblems
f

ur eine Teilmenge von I.
Mit (7.3) ist bereits der wihtigste Shritt in der Shweinahtrekonstruktion geshehen.
Bezeihnet nun (
0
; 
0
)
0
2 R
2
den in (7.3) gefundenen optimalen Vektor, k

onnen jetzt
die Dierenzdaten
y
d
:= y   
0
e
(1)
(A)  
0
e
(2)
(A) 2 R
#I
gebildet werden. Diese Dierenzdaten, die laut Voraussetzung nur noh die Dihte

ande-
rung zwishen Aluminiumobjekt und Shweinaht enthalten, k

onnen shlielih zu einem
neuen Bild rekonstruiert werden (Abbildungen 7.6 bis 7.14).
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Abbildung 7.5: Logarithmierte R

ontgen-CT-Daten gem

a Gleihung (7.2) eines Alumi-
niumobjektes (rot) sowie die berehnete Passung x
(0)
1
e
(1)
(A)+x
(0)
2
e
(2)
(A)
(gr

un) gem

a (7.3). x
(0)
1
und x
(0)
2
bezeihnen die in (7.3) gefundenen
optimalen Shw

ahungskoeÆzienten von Aluminiumobjekt bzw. Hinter-
grund. Die Form des Objektes wurde vorher durh eine Kantenextraktion
ermittelt. Diese Abbildung zeigt nur eine Durhstrahlungsrihtung, d.h.
nur eine Teilmenge der gesamten Daten.
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7.4 Ergebnisse und Ausblik
Die Abbildungen 7.6 bis 7.14 zeigen die aufgeshnittenen Testk

orper zusammen mit den
Rekonstruktionen ihrer Dierenzdaten. Der Hintergrund wurde in den Ergebnisrekon-
struktionen ausgeblendet. In allen Ergebnisbildern kann ein dunkler Bereih ausgemaht
werden, der in etwa dem Shweinahtbereih entspriht. Dies kann als deutliher Hin-
weis gewertet werden, da das verwendete Verfahren erfolgreih ist. Allerdings zeigen
die Ergebnisse auh, da die Position dieses dunklen Bereihes niht notwendigerweise
mit der tats

ahlihen Lage des Shweinahtbereihes

ubereinstimmt. Insbesondere f

allt
die Ergebnisrekonstruktion von Objekt Nr. 4 (Abbildung 7.11) negativ auf, denn in de-
ren urspr

ungliher Objektrekonstruktion (Abbildung 7.3) war der Shweinahtbereih
bereits erkennbar. Derartige Unkorrektheiten lassen sih am ehesten durh eine fehler-
hafte Modellierung der Objektform erkl

aren. Einen deutlihen Hinweis darauf bietet
auh Abbildung 7.6 links, die die Rekonstruktion der Dierenzdaten von Objekt Nr. 5
vor dem Ausblenden des Hintergrundes zeigt: Obwohl laut Annahme das Objekt aus
den CT-Daten eliminiert wurde, sind die Objektr

ander noh deutlih sihtbar.
Eine Weiterentwiklung dieses Verfahrens bedeutet zuallererst die Bereitstellung eines
passenden Mengenmodells f

ur die Objektform, damit die Artefaktbildung in den Ergeb-
nisrekonstruktionen wie sie Abbildung 7.6 zeigt, minimiert werden kann. Eine m

oglihst
exakte Bestimmung von Position und Form des Aluminiumobjektes ist f

ur eine genaue
Bestimmung der Einbrandtiefe sowieso unerl

alih. Erst wenn dann in den Ergebnisre-
konstruktionen die dunklen Bereihe weitestgehend mit den tats

ahlihen Einbrandtiefen

ubereinstimmen, ist das Verfahren an sih erfolgversprehend.
Eventuell ist auh die Einbeziehung weiterer physikalisher Eekte in den Modellie-
rungsproze notwendig. Hier ist vor allem die Strahlaufh

artung zu nennen, die haupt-
verantwortlih f

ur die Artefaktbildung in den urspr

unglihen Objektrekonstruktionen
(Abbildung 7.2) sein d

urfte.
Abshlieend l

at sih sagen, da die im folgenden gezeigten Ergebnisse (Abbildungen
7.6 bis 7.14) keine gesiherten R

ukshl

usse auf die tats

ahlihe Leistungsf

ahigkeit des
Verfahrens zulassen. Es sind zum einen zu wenig Testobjekte vorhanden und zum ande-
ren lassen sih Gr

oe und Lage des Shweinahtbereihes in den Ergebnisbildern niht
vermessen. Dieses Kapitel ist daher eher als vorgezogener Ausblik auf noh vorhande-
ne M

oglihkeiten der semilinearen Approximation als als konkrete Bereitstellung eines
Verfahrens aufzufassen.
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Abbildung 7.6: Ergebnisrekonstruktion von Objekt Nr. 5, links der Gesamtbereih,
rehts nur der Bereih innerhalb des eigentlihen Objektes. Die Shwei-
naht ist im gedrukten Bild deutlih shlehter sihtbar als auf dem Bild-
shirm. Um dies zu kompensieren, wurden diese (und alle folgenden)
Ergebnisbilder stark kontrastverst

arkt.
Abbildung 7.7: Ergebnisrekonstruktion von Objekt Nr. 5 mit ausgeblendetem Hinter-
grund. Im Gegensatz zu Abbildung 7.6 wurde die Strahlaufh

artung im
Shweinahtbereih retushiert. Die rehte Abbildung zeigt den eigent-
lih interessanten Ausshnitt.
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Abbildung 7.8: Der aufgeshnittene Testk

orper Nr. 1 (links) und seine Ergebnisrekon-
struktion (rehts). Die Verwishungen im gekennzeihneten Bereih des
Ergebnisbildes wurden wohl durh eine stark fehlerhafte Modellierung
der Objektform verursaht: das Loh im Objekt (heller Punkt im Ergeb-
nisbild) wurde niht mit ber

uksihtigt.
Abbildung 7.9: Der aufgeshnittene Testk

orper Nr. 2 (links) und seine Ergebnisrekon-
struktion (rehts).
Abbildung 7.10: Der aufgeshnittene Testk

orper Nr. 3 (links) und seine Ergebnisrekon-
struktion (rehts).
Abbildung 7.11: Der aufgeshnittene Testk

orper Nr. 4 (links) und seine Ergebnisrekon-
struktion (rehts).
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7.4 Ergebnisse und Ausblik
Abbildung 7.12: Der aufgeshnittene Testk

orper Nr. 5 (links) und seine Ergebnisrekon-
struktion (rehts).
Abbildung 7.13: Der aufgeshnittene Testk

orper Nr. 6 (links) und seine Ergebnisrekon-
struktion (rehts).
Abbildung 7.14: Der aufgeshnittene Testk

orper Nr. 7 (links) und seine Ergebnisrekon-
struktion (rehts).
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8 Zusammenfassung und Ausblik
In dieser Arbeit wurde ein Verfahren zur objektbasierten Bildsegmentierung vorgestellt.
Kapitel 2 beshrieb Vor- und Nahteile bereits bestehender Verfahren im Hinblik auf
ihre M

oglihkeiten nah einer Vorauswahl der zu segmentierenden Mengen. In Kapitel 3
wurden die theoretishen Grundlagen der semilinearen Approximation entwikelt. Wie
dieses Verfahren geeignet diskretisiert und so in eine vorhandene Sensorik integriert
werden kann, wurde in Kapitel 4 dargelegt. Kapitel 5 stellte dann ein Mengenmodell vor,
das in der Kreissheibenpassung in Kapitel 6 Verwendung fand. In Kapitel 7 shlielih
wurde eine weitere Anwendung vorgestellt, die aber | bedingt durh ihre Komplexit

at
| niht vollst

andig umgesetzt werden konnte.
Der Shwerpunkt bei der Entwiklung der in dieser Arbeit vorgestellten semilinearen
Approximation lag auf einer vorherigen Festlegung der Art der zu segmentierenden
Objekte. Im Gegensatz zu anderen Segmentierungsverfahren kann dadurh Vorwissen

uber die Art der zu segmentierenden Mengen eingebraht werden. Dadurh kann die
Anzahl der m

oglihen Segmentierungsergebnisse bereits bei der Problemformulierung
eingeshr

ankt werden. Auf diese Weise k

onnen auh in shlehten Ausgangssituationen
| wie der Subpixelpassung aus Kapitel 6 | stabile Segmentierungsergebnisse erzielt
werden.
Eine derartige Vorauswahl

uber ein Mengenmodell kann sih allerdings auh als nah-
teilig erweisen, n

amlih genau dann wenn noh niht mal die ungef

ahre Form des zu
segmentierenden Objektes bekannt ist. Soll in solh einem Fall trotzdem eine semilineare
Approximation zur Objektndung verwendet werden, mu das verwendete Mengenmo-
dell allgemein genug gefat sein, um s

amtlihe eventuell vorkommenden Objektformen
zu beinhalten. In dieser Arbeit geshah dies beispielhaft bei der Berehnung des Seg-
mentierungsergebnisses in Abbildung 2.5. Solhe allgemeinen Ans

atze sind prinzipiell
m

oglih, f

uhren aber im allgemeinen shnell zu algorithmish shleht handhabbaren
Mengensystemen und dadurh zu einer langwierigen Optimierung mit unter Umst

anden
zu vielen lokalen Optima. Die St

arke der hier vorgestellten semilinearen Approximation
liegt daher haupts

ahlih in der Nahiteration, wenn besonders genaue Einpassungen
von speziellen Objektformen gew

unsht werden.
Den Shlu dieser Arbeit bildet ein Ausblik auf zwei m

oglihe Erweiterungen. Die er-
ste Erweiterung bezieht sih auf die Verarbeitung mehrkanaliger Bilder und die zweite
Erweiterung ist eine Fortf

uhrung der

Uberlegungen von Bemerkung 7.3.1 aus Kapitel 7.
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Kapitel 8. Zusammenfassung und Ausblik
8.1 Mehrkanalige Bilder
Die Anwendungsbeispiele in den Kapiteln 6 und 7 basierten auf einkanaligen Bilddaten.
Eine semilineare Modellierung mehrkanaliger Daten ist aber ebenfalls m

oglih. Ist zum
Beispiel ein diskretes Farbbild
(B
r
; B
g
; B
b
); B
r
; B
g
; B
b
2 R
mn
gegeben, lassen sih die drei Farbkan

ale B
r
; B
g
und B
b
zun

ahst zu einem neuen einka-
naligen Bild
B :=
0

B
r
B
g
B
b
1
A
2 R
m3n
zusammenfassen. Der Vektorraum E aus Denition 3.1.1 ist nun durh den Raum R
m3n
aller Dreifah-Bilder gegeben
1
.
Jede semilineare Funktion g mu dann so gew

ahlt werden, da sie der speziellen Struktur
dieses Vektorraumes Rehnung tr

agt. Eine der einfahsten Formen, die nur den ersten
Kanal ber

uksihtigt, ist durh
g : R A ! R
m3n
; g(x;A) = x
0

e(A)
0
0
1
A
f

ur eine einkanalige Erzeugendenfunktion e : A ! R
mn
gegeben. Will man e ebenfalls
f

ur die beiden restlihen Kan

ale verwenden, erh

alt man durh
g : R
3
A ! R
m3n
; g(x;A) = x
1
0

e(A)
0
0
1
A
+ x
2
0

0
e(A)
0
1
A
+ x
3
0

0
0
e(A)
1
A
eine gleihm

aige Gewihtung aller Kan

ale. In diesem Kontext kann e(A) als ein dreifah
angewendetes Grauwertbild angesehen werden, das durh x
1
; x
2
und x
3
Werte f

ur die
jeweiligen Farbkan

ale zugewiesen bekommt.
Nat

urlih mu niht f

ur jeden Kanal dieselbe Funktion e verwendet werden.

Uberlegun-
gen in diese Rihtung weisen den Weg zur Modellierung von Multisensoranlagen, denn
wie bereits in Kapitel 4 erw

ahnt k

onnen auh die Bilder einer Multisensoranlage als ein
einzelnes Mehrkanalbild aufgef

at und dementsprehend behandelt werden. Durh die
auf diese Weise m

oglihe gleihzeitige Betrahtung und Optimierung

uber alle vorliegen-
den Daten kann theoretish eine optimale Datennutzung erreiht werden.
1
Eigentlih nat

urlih wieder der Raum R
m3n
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8.2 Erweiterte Mengensysteme und

uberlappende Mengen
M
A
B
Abbildung 8.1: Beispiel f

ur zwei sih

uberlappende Mengen A und B in einem Aufnah-
meraum M . g(A;B; (x
1
; x
2
)) = x
1
1
A
+ x
2
1
BnA
beshreibt diese Situati-
on.
8.2 Erweiterte Mengensysteme und

uberlappende
Mengen
Ein weiterer Punkt betrit das Mengenmodell. In dieser Arbeit wurde | vor allem be-
dingt durh die Anwendung in Kapitel 6 | als Mengenmodell A eine LH-abgeshlossene
Teilmenge von A(R
d
) gew

ahlt. Das ist nat

urlih bei weitem niht die einzige m

oglihe
| und sinnvolle | Wahl eines Mengenmodells. Denkbar ist zum Beispiel auh, A als
Segmentierung im Sinne von [Han01℄ zu w

ahlen, was vor allem in einer pixelbasierten
Segmentierung von Vorteil sein kann. Eine weitere M

oglihkeit k

onnte die gleihzeitige
Betrahtung eines dreidimensionalen Objektes von mehreren vershiedenen Seiten sein.
Das Mengenmodell A enthielte in diesem Fall die m

oglihen dreidimensionalen Objekte.
Auf der Basis dieses Modells wird dann f

ur festgelegte Rihtungen die jeweilige zwei-
dimensionale Ansiht ermittelt wie sie shlielih von den Sensoren gesehen wird. Die
so gewonnenen Erzeugendenfunktionen beinhalten dann die Berehnung der jeweiligen
zweidimensionalen Ansiht aus einem 3D-Objekt A 2 A, zum Beispiel

uber eine Projek-
tion in eine vorgegebene Ebene.
Ausgehend von LH-abgeshlossenen Teilmengen von A(R
d
) existiert aber eine durhaus
ins Auge springende Verallgemeinerung die hier kurz skizziert werden soll: Seien dazu
A
1
und A
2
zwei LH-abgeshlossene Teilmengen von A(R
d
). Nun w

ahlt man Erzeugen-
denfunktionen mit dem Kreuzprodukt A
1
A
2
als Denitionsbereih, also beispielsweise
als e
1
; e
2
: A
1
A
2
! E,
e
1
(A;B) := 1
A
;
e
2
(A;B) := 1
BnA
:
Mit der daraus resultierenden semilinearen Funktion
g : A
1
A
2
 R
2
! E; g(A;B; x) = x
1
e
1
(A;B) + x
2
e
2
(A;B) = x
1
1
A
+ x
2
1
BnA
hat man auf einfahe Weise eine

Uberlappungssituation modelliert. Abbildung 8.1 zeigt
eine derartige Situation.
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he Grundlagen
Denition A.0.1
Ein R-Vektorraum V zusammen mit einem Skalarprodukt h j i heit ein euklidisher
Vektorraum, wenn die Norm in V durh das Skalarprodukt induziert ist k  k :=
p
h j i.
Ist V vollst

andig bez

uglih k  k, heit V Hilbertraum.
F

ur den folgenden Satz wird die Distanzfunktion ben

otigt, die im allgemeinen

uber einem
metrishen Raum (X; Æ) durh dist : P(X)P(X)! R [ f1; 1g mit
dist(A;B) :=

inf
a2A
inf
b2B
d(a; b); falls A 6= ; und B 6= ;
1; sonst
deniert ist. F

ur einen euklidishen Vektorraum V ist jedoh die Abbildung d(x; y) :=
kx  yk eine Metrik und somit ist (V; d) auh ein metrisher Raum.
Man shreibt dist(x;A) bzw. dist(A; x) statt dist(fxg; A) bzw. dist(A; fxg).
Satz A.0.2
Sei V ein euklidisher Vektorraum, W
n
ein n-dimensionaler Unterraum von V sowie
b 2 V . Dann existiert ein eindeutig bestimmter Punkt x
0
2 W
n
k

urzesten Abstandes
von b gegen W
n
, d.h.
kb  x
0
k = dist(b;W
n
):
Ist fw
1
; : : : ; w
n
g eine Basis von W
n
, so existieren 
1
; : : : ; 
n
2 R mit
x
0
=
n
X
i=1

i
w
i
;
n
X
i=1

i
hw
i
jw
j
i = hb jw
j
i f

ur alle j = 1; : : : ; n
und
kb  x
0
k
2
= hb  x
0
j b  x
0
i = kbk
2
 
n
X
i=1

i
hb jw
i
i:
Ist fw
1
; : : : ; w
n
g sogar eine Orthonormalbasis von W
n
, so gilt 
i
= hb jw
i
i f

ur alle i =
1; : : : ; n. x
0
wird auh Lotfupunkt von b in W
n
genannt.
Satz A.0.3 (Shmidtshes Orthonormalisierungsverfahren)
Ist V ein euklidisher Vektorraum, W
n
ein n-dimensionaler Unterraum von V und
fw
1
; : : : ; w
n
g eine Basis von W
n
, so ist fw
0
1
; : : : ; w
0
n
g mit
w
0
1
:=
w
1
kw
1
k
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und
fw
k
0
:= w
k
 
k 1
X
i=1
hw
k
jw
0
i
iw
0
i
; w
0
k
:=
fw
k
0
kfw
k
0
k
f

ur k = 2; : : : ; n
eine Orthonormalbasis von W
n
.
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B Ergebnisse der Paverfahren aus
Kapitel 6
Dieser Anhang beinhaltet die Ergebnisse der Testbildsegmentierungen mit den beiden in
Kapitel 6 vorgestellten Verfahren. Als Ausgangsdaten wurden 307 redigitalisierte Quer-
shnittsbilder aus einem MR-Testdatenw

urfel verwendet (eine genauere Beshreibung
der Daten ndet sih in Kapitel 6.3). Die folgenden Abbildungen zeigen die Ergebnisse
aller Testbilder nah Optimierung der jeweiligen Zielfunktion

uber die downhill sim-
plex method ([NM65℄). Aufgrund der Abbildungsgeometrie betr

agt der Quershnitt der
redigitalisierten Shl

auhe 2 Pixel.
Als Startwert f

ur den Kreismittelpunkt wurde der jeweilige Grauwertshwerpunkt des
Ausgangsbildes gew

ahlt. Da die Lage des Kreiszentrums im Optimum niht sonderlih
interessant ist, werden im folgenden nur die restlihen Parameter dargestellt.
B.1 Modizierte Grauwertmodelladaption
Bei der modizierten Grauwertmodelladaption mu neben den Kreisparametern Radi-
us R und Mittelpunkt auh der Parameter  der Gaufunktion mitoptimiert werden.
Abbildung B.1 zeigt die so bestimmten optimalen Radien aller 307 Testbilder bei Start-
werten von R = 1 und  = 0:7. Abbildung B.2 enth

alt die zugeh

origen optimalen Werte
von . Die diesen Werten entsprehenden Quadratmittelfehler sind in Abbildung B.3
dargestellt.
Die Durhshnittswerte aller Testbilder im Optimum sind:
Durhshnitt Standardabweihung
Radius 1.813360 0.024359
 0.577689 0.058879
Fehler 46.115735 14.193110
Das Verfahren ist relativ stabil gegen

uber

Anderungen des Startradius r. Berehnungen
mit R = 0; 5; R = 2 und R = 3 bei  = 0; 7 als Startwert f

uhrten zu denselben Er-
gebnissen. Erst bei einem Startwert von R = 0:1 kam es vereinzelt zu Ausreiern im
Optimum.

Ahnlihe Ergebnisse erh

alt man auh bei

Anderungen der Startwerte von 
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Abbildung B.1: Die berehneten Radien der 307 Quershnittsbilder bei der modizierten
Grauwertmodelladaption. Startwerte waren Radius R = 1 und  = 0; 7.
 0.4
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Abbildung B.2: Die mit den Radien mitoptimierten -Werte zu Abbildung B.1.
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Abbildung B.3: Die zu den Abbildungen B.1 und B.2 zugeh

origen Fehler im Optimum.
Abbildung B.4: Testbild Nr. 74. Die Werte im Optimum sind Radius R = 1:73,  = 0:55
und Fehler = 123:77.
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Abbildung B.5: Testbild Nr. 75 mit den folgenden Werten im Optimum: R = 1:65,
 = 0:61 und Fehler = 116:55.
(Ausreier erst bei einer Startwert

anderung von  um mehr als 0:5) bzw. des Kreiszen-
trums (Ausreier erst bei einer Vershiebung des Startwertes um mehr als ein Pixel vom
Grauwertshwerpunkt weg).
Die Testbilder Nr. 74 und Nr. 75 deuten zun

ahst auf eine Fehlpassung hin, denn sowohl
Radius als auh Fehler im Optimum weihen bei diesen beiden Bildern deutlih vom
Rest ab. Betrahtet man allerdings die Ergebnispassungen (Abbildungen B.4 und B.5),
ist die Sahlage niht mehr so eindeutig, denn die eingepaten Kreissheiben sind durh-
aus realistish. Der relativ kleine Kreisradius wurde wahrsheinlih durh den st

arkeren
Abfall der Grauwerte in y-Rihtung im Gegensatz zu anderen Bildern dieser Testreihe
verursaht (vgl. dazu auh Abbildung 6.6 von Seite 90 und Abbildung 6.7 von Seite 91).
Allerdings ist der Fehler im Optimum mit 116.55 bei diesen beiden Bildern doh relativ
gro.
Die Abbildungen B.6 und B.7 zeigen die Ergebnisse, wenn  auf den obigen Durh-
shnittswert von 0.577 xiert ist. Da die Standardabweihung von  sowieso reht gering
war, weihen diese Ergebnisse nur wenig von den vorigen Ergebnissen aus den Abbil-
dungen B.1 und B.3 ab.
F

ur die Durhshnittswerte aus den Abbildungen B.6 und B.7 gilt:
Durhshnitt Standardabweihung
Radius 1.815680 0.028453
 0.577 fest 0.0
Fehler 47.966906 14.145489
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Abbildung B.6: Berehnete Radien im Optimum f

ur  = 0:577.
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Abbildung B.7: Entsprehender Fehler im Optimum zu Abbildung B.6.
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B.2 Kreissheibenpassung und Vergleih beider
Verfahren
Die Abbildungen B.8 und B.9 zeigen die Ergebnisse der Testbildsegmentierungen f

ur die
Kreissheibenpassung. Bei Start mit dem Grauwertshwerpunkt als Kreiszentrum und
einem Radius von 1 ergeben sih die folgenden Durhshnittswerte im Optimum:
Durhshnitt Standardabweihung
Radius 1.864846 0.065176
Fehler 90.115384 18.212526
Im Vergleih zur modizierten Grauwertmodelladaption ist hier der durhshnittlihe
Fehler im Optimum h

oher (Abbildung B.10). Zudem shwanken die Resultate von Test-
bild zu Testbild bei der Kreissheibenpassung deutlih st

arker als bei der modizierten
Grauwertmodelladaption (Abbildung B.11), was sih auh in der h

oheren Standardab-
weihung zeigt. Der durhshnittlih berehnete Radius liegt dagegen bei beiden Ver-
fahren um die 1.8 Pixel. Das entspriht den Erwartungen, da der berehnete Radius
der Testbilder bei etwa 2 Pixeln liegen sollte. Dieses Verfahren ist

ahnlih unempndlih
gegen

uber Startwertvershiebungen wie die modizierte Grauwertmodelladaption.
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Abbildung B.8: Ergebnisradien mit Grauwertshwerpunkt als Startzentrum und einem
Startradius von R = 1 Pixel.
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Abbildung B.9: Entsprehende Quadratmittelfehler zu Abbildung B.8.
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Abbildung B.10: Vergleih der Quadratmittelfehler beider Verfahren (Kreissheibenpas-
sung rot, modizierte Grauwertmodelladaption gr

un).
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Abbildung B.11: Vergleih der optimalen Radien beider Verfahren (Kreissheibenpas-
sung rot, modizierte Grauwertmodelladaption gr

un).
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