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Abstract
We derive new recursive formulas for principal series Whittaker functions, of both fundamental and
class one type, on GL(n,R). These formulas relate such Whittaker functions to their counterparts on
GL(n− 1,R), instead of on GL(n − 2,R) as has been the case in numerous earlier studies. In the par-
ticular case n = 3, and for certain special values of the eigenvalues, our formulas are seen to resemble
classical summation formulas, due to Gegenbauer, for Bessel functions. To illuminate this resemblance we
also derive, in this work, formulas for certain special values of GL(3,R) fundamental Whittaker functions.
These formulas may be understood as analogs of expressions derived by Bump and Friedberg for class one
Whittaker functions on GL(3,R).
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In [9,24], and [26], the authors of the present work obtained inductive formulas expressing
principal series GL(n,R) Whittaker functions in terms of their counterparts on GL(n − 2,R).
(The paper [9] treated fundamental Whittaker functions; in [24] the class one analogs were
analyzed; in [26] the Mellin transforms of these class one functions were investigated.) Here,
we will derive formulas that instead express GL(n,R) Whittaker functions in terms of those
on GL(n− 1,R).
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290 T. Ishii, E. Stade / Journal of Functional Analysis 244 (2007) 289–314To establish the framework for our results, and for indication of their relevance to other
studies—in particular, to certain results concerning classical Bessel functions, to the theory of
automorphic forms and L-functions, and to quantum cohomology—we first need to discuss har-
monic analysis on GL(n,R). To this end, we let Xn ⊂ GL(n,R) be the group of upper triangular
matrices with diagonal elements equal to one, and let Yn ⊂ GL(n,R) be the group of diagonal
matrices y of the form
y = diag(y1y2 · · ·yn−1, y2y3 · · ·yn−1, . . . , yn−1,1),
where yj ∈ R+ for 1 j  n− 1. The Iwasawa decomposition for GL(n,R) identifies the “gen-
eralized upper half-plane”
Hn = GL(n,R)/(O(n,R) · R∗)
with the set
{z = xy | x ∈ Xn, y ∈ Yn}.
We wish to consider certain eigenfunctions of the algebra D of GL(n,R)-invariant differential
operators onHn. To do so, it is convenient to start with the simplest such eigenfunction, namely,
the power function
n−1∏
j=1
y
j (n−j)/2
j
j∏
k=1
yj
2ak , (1)
where ak ∈ C for 1 j  n−1. Let us put an = −a1 −a2 −· · ·−an−1 and a = (a1, a2, . . . , an),
and denote the corresponding power function (1) by Ha(z) ≡ Ha(y). It is then shown [20] that
Ha is indeed an eigenfunction of D, and that its eigenvalues λa(d), defined by
dHa = λa(d)Ha (d ∈ D),
are invariant under any permutation of the aj ’s.
GL(n,R) Whittaker functions may now be defined in terms of the above power function Ha ,
and the character
Θ(x) = exp(2πi(x1,2 + x2,3 + · · · + xn−1,n))
of Xn. We have:
Definition 1. A GL(n,R) Whittaker function of type a is a function fa , smooth on Hn and
meromorphic in a1, a2, . . . , an−1 (with polar divisors that are independent of z), such that:
(a) dfa = λa(d)fa for all d ∈ D;
(b) fa(x′z) = Θ(x′)fa(z) for all x′ ∈ Xn, z ∈Hn.
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Chevalley groups over local fields, by Jacquet [10]. We will restrict our attention to the case
of GL(n,R) although, by the results of [25], our investigations apply to the context of GL(n,C)
as well.
The space Vn,a of GL(n,R) Whittaker functions of type a has dimension n!: this follows
from unpublished work of Casselman and Zuckerman, and independent work of Kostant [14].
In this paper, we will be concerned with the class one principal series Whittaker function
Wn,a(z) ∈ Vn,a , which is (up to scalars) the unique element of Vn,a that decays rapidly as
yj → ∞ for 1 j  n − 1. This uniqueness property of Wn,a(z) follows from multiplicity-one
theorems of Shalika [21] and Wallach [28].
The Whittaker function Wn,a(z) is central to the harmonic analysis of automorphic forms
on GL(n,R). Specifically, consider first a function ϕ on Hn that is automorphic for some dis-
continuous subgroup Γ of GL(n,R)—in other words, ϕ(γ z) = ϕ(z) for all γ ∈ Γ and z ∈Hn.
For simplicity, we will assume Γ = GL(n,Z), although this restriction is not necessary. Then
(under appropriate growth and smoothness conditions) ϕ has a “Fourier–Whittaker expansion,”
cf. [19,21]. If in fact ϕ is an automorphic form of type a—that is, ϕ grows at most polynomially
in each yj , as yj → ∞, and is an eigenfunction of D with dϕ = λa(d)ϕ for all d—then, by the
multiplicity-one theorems mentioned above, the terms in this expansion must be expressible in
terms of Wn,a(z). (Actually, if ϕ is not a so-called cusp form, then some terms in its Fourier
expansion involve “degenerate Whittaker functions.” The latter are eigenfunctions of D that do
not satisfy condition (b) of Definition 1. Even for such ϕ, though, the “bulk” of its Fourier coef-
ficients are expressible in terms of Wn,a(z).)
The (normalized) Mellin transform Tn,a(s) of Wn,a(z), given by
Tn,a(s) = 2n−1
∞∫
0
. . .
∞∫
0
Wn,a(y1, y2, . . . , yn−1)
{
1
yρn
n−1∏
j=1
(πyj )
2sj dyj
yj
}
(2)
for s = (s1, s2, . . . , sn−1) ∈ Cn−1 and
yρn =
n−1∏
j=1
y
j (n−j)/2
j , (3)
plays a particularly significant role in the theory of automorphic forms, and especially in the study
of automorphic L-functions. (See, for example, [3,11,12,16,22,26,27].) We remark that Wn,a(z),
properly normalized, is invariant under permutations of the aj ’s, and consequently so is Tn,a(s).
The standard normalization of Wn,a(z), which is the one originally given by Jacquet [10], and to
which we adhere throughout this paper, ensures this invariance.
By Mellin inversion, we have
Wn,a(y) = Wn,a(y1, . . . , yn−1) = y
ρn
(2πi)n−1
∫
s1,...,sn−1
Tn,a(s)
n−1∏
j=1
(πyj )
−2sj dsj , (4)
with the path of integration in each sj being a vertical line in the complex plane, of sufficiently
large real part to keep the poles of Tn,a(s) on its left.
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is known that such Whittaker functions appear as an eigenfunctions of the Hamiltonian of the
quantum Toda lattice (see [15]).
Givental and Kim [7] discovered the relation between the quantum cohomology of flag mani-
folds and quantum Toda lattices. Further, Givental [6] introduced the stationary phase integral S
to study the mirror conjecture for flag manifolds. This integral is annihilated by the quantum
Toda operators, which are a mutually commuting family of differential operators attached to the
root system An−1, and which also commute with the Hamiltonian.
Recently, Joe and Kim [13] studied the generalized Givental’s integral S′, which is an eigen-
function of the quantum Toda operators. Both S and S′ can be seen as class one Whittaker
functions on GL(n,R)—more precisely, S is of type a = (0, . . . ,0) and S′ is of type general a.
Though our approach is different from theirs, their stationary phase integral expressions are of
a similar nature to the inductive integral representation given in our Theorem 14. (The former
resembles the latter more than it does, for example, the recursive relations from GL(n− 2,R) to
GL(n,R) of [24].)
Now in addition to the class one Whittaker functions described above, we will also be in-
terested in fundamental GL(n,R) Whittaker functions Mn,a(z) of type a, which may be de-
fined as follows. For a ∈ Cn as before, and assuming ai − aj /∈ Z for any 1  i 	= j  n, let
cn,(m1,...,mn−1)(a) ∈ C be defined, for any (n− 1)-tuple (m1, . . . ,mn−1) of nonnegative integers,
by the recurrence relation
(
n−1∑
i=1
m2i −
n−2∑
i=1
mimi+1 +
n−1∑
i=1
(ai − ai+1)mi
)
cn,(m1,...,mn−1)(a)
=
n−1∑
i=1
cn,(m1,...,mi−1,...,mn−1)(a) (5)
and the initial conditions
cn,(0,...,0)(a) = 1, cn,(0,...,0,mi ,0,...,0)(a) = 0 whenever mi = −1.
Then by definition
Mn,a(y) = Mn,a(y1, . . . , yn−1)
= yρn
∞∑
m1,...,mn−1=0
cn,(m1,...,mn−1)(a)
× (πy1)2(m1+a1) · · · (πyn−1)2(mn−1+a1+···+an−1), (6)
with yρn as in (3).
The fact that the recurrence relation (5), together with the series expansion (6), define
GL(n,R) Whittaker functions was demonstrated by Hashizume [8], who also showed that, for
almost all vectors (a1, a2, . . . , an−1) ∈ Cn−1, {Mn,ω(a)(z): w ∈W} forms a basis for the space
Vn,a of GL(n,R) Whittaker functions of type a. Here W denotes the Weyl group of GL(n,R);
this Weyl group is isomorphic to the symmetric group Sn, and by ω(a) we simply mean the
permutation ω applied to the coordinates of a.
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because of their relation to Poincaré series on GL(n,R)—cf., for example, [17,18] in the case
n = 2, and [23] in the case n = 3. In either case, there is found a correspondence between the
poles of such series and the eigenvalues of cusp forms in L2(GL(n,Z) \Hn). As has been shown
by Bump, Friedberg, and Goldfeld [5], a better understanding of such Poincaré series could yield
important information concerning the generalized “Ramanujan–Petersson–Selberg conjecture”
for such eigenvalues.
We conclude this section with some basic facts—to be of importance in what follows—
concerning the gamma function and various kinds of Bessel functions. Proofs of all of these
facts may be found, for example, in [29].
For the gamma function, defined by

(s) =
∞∫
0
e−t t s dt
t
for Re s > 0, and having analytic continuation to C \ {0,−1,−2, . . .}, we have the residue for-
mula
Res
(

(s), s = −n)= (−1)n
n! (n = 0,1,2, . . .),
the relatively standard identities

(s + 1) = s
(s), 
(s)
(1 − s) = π
sinπs
, (7)
and the somewhat less standard, though not especially esoteric, “triplication formula”

(s)

(
s + 1
3
)


(
s + 2
3
)
= 2π 31/2−3s
(3s). (8)
Next, the modified Bessel functions Iν(z) and Kν(z), of the first and second kinds, respectively,
are defined as follows:
Iν(z) =
∞∑
k=0
(z/2)2k+ν
k!
(k + ν + 1) , (9)
and
Kν(z) = π2
I−ν(z)− Iν(z)
sinπν
. (10)
(The right-hand side of this last formula is to be understood in the limiting sense if ν is an
integer.) We will also need the following alternative formulas for Kν(z):
Kν(z) = 14 ·
1
2πi
∫


(
s + ν
2
)


(
s − ν
2
)
(z/2)−s ds, (11)s
294 T. Ishii, E. Stade / Journal of Functional Analysis 244 (2007) 289–314the path of integration being a vertical line to the right of any poles of the integrand, and
Kν(z) = 12
∞∫
0
e−z(t+t−1)/2tν dt
t
(Re z > 0). (12)
It is to be noted that Whittaker functions on GL(2,R) amount, essentially, to Bessel functions
Kν(z) and Iν(z)—specifically, we have
W2,a(y) = 2√yK2a(2πy), M2,a(y) = 
(1 + 2a)√yI2a(2πy).
(Here, by a slight abuse of notation, we identify (a,−a) ∈ C2 with the complex number a, and
identify the matrix y = diag(y,1) ∈ Yn with the positive number y.) The first of these identities
may be deduced from (4), (11), and (15), and the second from (6), (9), and (19).
In addition, we will encounter in Section 2.3 the Bessel function Jν(z) of the first kind, defined
by
Jν(z) =
∞∑
k=0
(−1)k (z/2)
2k+ν
k!
(k + ν + 1) . (13)
Note that Jν(z) is related to Iν(z) by the change of variable z → iz.
We now proceed with our derivations.
2. The case of GL(3,R)
Here we restrict our attention to the case n = 3. The formulas that we obtain for GL(3,R)
Whittaker functions, and the methods we employ in obtaining them, should, we hope, provide
insight into the more general formulas and methods to be encountered in Sections 3 and 4. More-
over, our GL(3,R) results, combined with information concerning special values of GL(3,R)
Whittaker functions (some of this information is already known; some will be derived below),
will provide us with identities that bear curious resemblance to classical “summation formulas”
for Bessel functions.
2.1. Class one Whittaker functions
We begin with
Proposition 2.
T3,a(s) = 
(s1 + a1)
(s2 − a1)2πi
∫
z


(
z+ s1 − a12
)


(
z + s2 + a12
)
T2,b(−z) dz,
where
b = (b1, b2) =
(
a2 + a12 , a3 +
a1
2
)
(note that b1 + b2 = 0).
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T3,a(s) = 
(s1 + a1)
(s1 + a2)
(s1 + a3)
(s2 − a1)
(s2 − a2)
(s2 − a3)

(s1 + s2)
(see [2, Chapter II] or [26, Eq. (3.7b)]). To this we apply Barnes’ lemma
1
2πi
∫
z

(z + α)
(z + β)
(−z + γ )
(−z + δ) dz
= 
(α + γ )
(α + δ)
(β + γ )
(β + δ)

(α + β + γ + δ) (14)
(cf. [1]), to find that
T3,a(s) = 
(s1 + a1)
(s2 − a1)2πi
×
∫
z


(
z+ s1 − a12
)


(
z+ s2 + a12
)


(
−z+ a2 + a12
)


(
−z+ a3 + a12
)
dz.
This is the desired result because, by [2, Chapter I] (see also [29]),

(−z + b1)
(−z + b2) = T2,b(−z) (15)
for b1 + b2 = 0. 
Using Proposition 2, we may express W3,a(y) as a complex contour integral involving a prod-
uct of two K-Bessel functions.
Corollary 3. We have
W3,a(y) = 4y
1+a1/2
1 y
1−a1/2
2
2πi
∫
z
(πy1)
zK−z+3a1/2(2πy1)(πy2)zKz+3a1/2(2πy2)T2,b(−z) dz,
where b is as in Proposition 2.
Proof. Applying the formula (11) to the result of Proposition 2, we find that
W3,a(y) = y1y2
(2πi)2
∫
s1,s2
T3,a(s)(πy1)
−2s1(πy2)−2s2 ds1 ds2
= 4y1y2
2πi
∫
z
(πy1)
a1+(z−a1/2)Ka1−(z−a1/2)(2πy1)
× (πy2)−a1+(z+a1/2)K−a1−(z+a1/2)(2πy2)T2,b(−z) dz;
this, some algebra, and the fact that Ka(y) = K−a(y) yield the stated conclusion. 
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a GL(2,R) class one Whittaker function.
Corollary 4. We have
W3,a(y) = y1+2a11 y1/2+a12
∞∫
0
∞∫
0
e−π(y21u1+1/u1+y22u2+1/u2)u1/4+3a1/21 u
−1/4+3a1/2
2
×W2,b
(
y2
√
u2/u1
) du1
u1
du2
u2
,
where, again, b is as in Proposition 2.
Proof. Putting the formula (12) into the result of Corollary 3, we get
W3,a(y) = y1+a1/21 y1−a1/22
∞∫
0
∞∫
0
e−π(y1(u1+1/u1)+y2(u2+1/u2))u3a1/21 u
3a1/2
2
× 1
2πi
∫
z
T2,b(−z)
(
π2y1y2u2/u1
)z
dz
du1
u1
du2
u2
= y1+2a11 y1+a12
∞∫
0
∞∫
0
e−π(y21u1+1/u1+y22u2+1/u2)u3a1/21 u
3a1/2
2
× 1
2πi
∫
z
T2,b(z)
(
πy2
√
u2/u1
)−2z
dz
du1
u1
du2
u2
= y1+2a11 y1/2+a12
∞∫
0
∞∫
0
e−π(y21u1+1/u1+y22u2+1/u2)u1/4+3a1/21 u
−1/4+3a1/2
2
×W2,b
(
y2
√
u2/u1
)du1
u1
du2
u2
:
the second equality is by the substitutions u1 → u1y1, u2 → u2y2, and z → −z; the third equality
is by (4). 
2.2. Fundamental Whittaker functions
We begin by rewriting a formula for c3,(m1,m2)(a) given by Bump [2, Chapter II].
Proposition 5. We have the following three expressions for c3,(m1,m2)(a):
c3,(m1,m2)(a)
=
m2∑ c2,k(a2 + a1/2, a3 + a1/2)
m1!(m2 − k)!(a1 − a2 + 1)m1−k(a1 − a3 + 1)m2
(16)k=0
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min(m1,m2)∑
k=0
c2,k(a1 + a2/2, a3 + a2/2)
(m1 − k)!(m2 − k)!(a1 − a2 + 1)m1(a2 − a3 + 1)m2
(17)
=
m1∑
k=0
c2,k(a1 + a3/2, a2 + a3/2)
(m1 − k)!m2!(a1 − a3 + 1)m1(a2 − a3 + 1)m2−k
. (18)
Here
c2,k(b1,−b1) = 1
k!(1 + 2b1)k (19)
(cf. [2, Chapter I]).
Proof. The formula of Bump [2, Chapter II] is
c3,(m1,m2)(a)
= (a1 − a3 + 1)m1+m2
m1!m2!(a1 − a2 + 1)m1(a2 − a3 + 1)m2(a1 − a3 + 1)m1(a1 − a3 + 1)m2
. (20)
Since
(a1 − a3 + 1)m1+m2
(a2 − a3 + 1)m2(a1 − a3 + 1)m1
= 
(a1 − a3 +m1 +m2 + 1)
(a2 − a3 + 1)

(a2 − a3 +m2 + 1)
(a1 − a3 +m1 + 1)
= 2F1
(−m2, −a1 + a2 −m1
a2 − a3 + 1
∣∣∣∣1
)
=
m2∑
k=0
(−m2)k(−a1 + a2 −m1)k
k!(a2 − a3 + 1)k
=
m2∑
k=0
m2! (a1 − a2 + 1)m1
k!(m2 − k)!(a2 − a3 + 1)k(a1 − a2 + 1)m1−k
(the second equality by the Gauss summation formula), we get (16). We prove (17) and (18)
similarly. 
We next observe that, using Proposition 5, we may express M3,a(y) as an infinite series of
products of I -Bessel functions.
Proposition 6. M3,a(y) can be written as follows:
M3,a(y)
= Cy1y2
∞∑ (πy1)k+a1+a2(πy2)k+a2
k!
(k + a2 − a3 + 1) I−k+a1−a2(2πy1)Ik+a1−a3(2πy2) (21)
k=0
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∞∑
k=0
(πy1)k+a1+a2(πy2)k+a1
k!
(k + a1 − a3 + 1) Ik+a1−a2(2πy1)Ik+a2−a3(2πy2) (22)
= Cy1y2
∞∑
k=0
(πy1)k+a1+a3(πy2)k+a1
k!
(k + a1 − a2 + 1) Ik+a1−a3(2πy1)I−k+a2−a3(2πy2), (23)
where C = 
(a1 − a2 + 1)
(a1 − a3 + 1)
(a2 − a3 + 1).
Proof. In (16), we make the change of index m2 → m2 + k, to get
M3,a(y) = y1y2
∞∑
m1=0
∞∑
m2=0
∞∑
k=0
(πy1)2(m1+a1)(πy2)2(m2+k+a1+a2)
m1!m2! (a1 − a2 + 1)m1−k(a1 − a3 + 1)m2+k
1
k! (a2 − a3 + 1)k
= Cy1y2
∞∑
k=0
(πy1)k+a1+a2(πy2)k+a2
k!
(k + a2 − a3 + 1)
×
∞∑
m1=0
(πy1)2m1−k+a1−a2
m1!
(m1 − k + a1 − a2 + 1)
∞∑
m2=0
(πy2)2m2+k+a1−a3
m2!
(m2 + k + a1 − a3 + 1) .
This and (9) then give us (21). In much the same way, we deduce (22) and (23) from (17) and (18),
respectively. 
2.3. Special values of GL(3,R) Whittaker functions and “Gegenbauer-like” formulas
Here we use the results of Sections 2.1 and 2.2, together with some formulas concerning
special values of GL(3,R) Whittaker functions, to derive some new identities that bear striking
similarities to (particular cases of) Gegenbauer’s formula (cf. [29]):
Jν
(
m
√
ρ2 + r2 − 2ρrt )
=
(
mρr
2
√
ρ2 + r2 − 2ρrt
)−ν

(ν)
∞∑
k=0
(ν + k)Jν+k(mρ)Jν+k(mr)Cνk (t). (24)
Here J denotes the Bessel function (13), and Cνk (t) the Gegenbauer polynomial defined by
(
1 − 2tα + α2)−ν = ∞∑
k=0
Cνk (t)α
k.
The first of our new identities is given by
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K−1/3
(
2π
(
y
2/3
1 + y2/32
)3/2)
=
√
3
π
(
πy1y2(
y
2/3
1 + y2/32
)3/2
)1/3
× 1
2πi
∫
z
(
π2y1y2
)−z
K−z−1/3(2πy1)K−z−1/3(2πy2)
(z)
(z + 2/3) dz.
Proof. In [4] Bump and Friedberg showed that, if a0 = (0,1/3,−1/3), then
W3,a0(y1, y2) =
4√
3
(y1y2)
1/3
√(
y
2/3
1 + y2/32
)
K−1/3
(
2π
(
y
2/3
1 + y2/32
)3/2)
. (25)
Combining this with Corollary 3, in the case a = a0, gives
K−1/3
(
2π
(
y
2/3
1 + y2/32
)3/2)
=
√
3y2/31 y
2/3
2
2πi
√(
y
2/3
1 + y2/32
)
∫
z
(πy1)
zK−z(2πy1)(πy2)zKz(2πy2)T2,b(−z) dz
=
√
3
π
(
πy1y2(
y
2/3
1 + y2/32
)3/2
)1/3
× 1
2πi
∫
z
(
π2y1y2
)z
Kz−1/3(2πy1)Kz−1/3(2πy2)
(−z)
(−z + 2/3) dz,
the last step by the fact that Kz = K−z, the substitution z → z − 1/3, and some algebra. 
The analogy between (24) and the formula of Proposition 7 may be highlighted as follows. If
to the latter formula we apply the substitutions
m = 2π, ρ = y1, r = y2, t = −32
(
(y1/y2)
1/3 + (y2/y1)1/3
) (26)
(observe that
√
ρ2 + r2 − 2ρrt = (y2/31 + y2/32 )3/2), as well as the identity

(−z)
(−z + 2/3) = 2π 3
−1/2+3z(z− 1/3)
(−1/3)
(−3z)

(−z + 4/3)
(2/3) (27)
(this identity follows from (7) and (8)), we get
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(
m
√
ρ2 + r2 − 2ρrt )
=
(
mρr
2
√
ρ2 + r2 − 2ρrt
)1/3

(−1/3)
× 1
2πi
∫
z
(z− 1/3)Kz−1/3(mρ)Kz−1/3(mr)
[
2(33π2y1y2)z
(−3z)

(−z + 4/3)
(2/3)
]
dz. (28)
This last formula looks quite a bit like (24) in the case ν = −1/3. (The term in brackets in (28)
does not bear any obvious resemblance to a Gegenbauer polynomial C−1/3k (t); nor have we been
able to discover any interesting situations in which the latter reduces to something like the former.
Still, the similarities between (24) and (28) are interesting, and merit further consideration.)
We wish to derive an I -Bessel function analog of Proposition 7. To do this, we will first need
I -Bessel function analogs of the formula (25) of Bump and Friedberg. These analogs amount to
the following.
Proposition 8. Define
M3,a(y) = 
(a2 − a1)
(a3 − a1)
(a3 − a2)M3,a(y).
Let a0 = (0,1/3,−1/3); let S3 denote the group of permutations of {1,2,3}. Then for σ ∈ S3,
we have
M3,σ (a0)(y) = sgn(σ )
4π
9
(y1y2)
1/3
2∑
K=0
e−2πKiσ−1(1)/3
√
y
2/3
1 e
2πKi/3 + y2/32
×I− sgnσ/3
(
2π
(
y
2/3
1 e
2πKi/3 + y2/32
)3/2)
,
where sgnσ denotes the sign of σ (equal to 1 if σ is even and −1 if σ is odd), and we understand
that σ(a1, a2, a3) = (aσ(1), aσ(2), aσ(3)).
Proof. We furnish the complete proof for σ equal to the identity in S3; the other cases are treated
quite similarly.
By Bump’s formula (20) for c3,(m1,m2)(a), by (6), and by the fact that m! = 
(m+ 1) = (1)m
for m = 0,1, . . . , we have
M3,a0(y) = 
(1/3)
(−1/3)
(−2/3)
× y1y2
∞∑
m1,m2=0
(4/3)m1+m2(πy1)2m1(πy2)2m2+2/3
(2/3)m1(1)m1(4/3)m1(1)m2(4/3)m2(5/3)m2
. (29)
Now (8) implies
(s)m
(
s + 1
3
)
m
(
s + 2
3
)
m
= 3−3m(3s)3m
for m = 0,1,2, . . . ; applying this to (29), we get
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= 
(1/3)
(−1/3)
(−2/3) y1y2
∞∑
m1,m2=0
(4/3)m1+m2(πy1)2m1(πy2)2m2+2/3
(3−3m1(2)3m1)(3−3m2(3)3m2)
= 2
(1/3)
(−1/3)
(−2/3)(y1y2)1/3
∞∑
M=0
(4/3)M33Mπ2M+2/3
×
∑
m1+m2=M
(y
2/3
1 )
3m1+1(y2/32 )3m2+2
(3m1 + 1)!(3m2 + 2)! . (30)
(In the sum on the far right-hand side, as in similar sums to follow, we assume the indices of
summation to be nonnegative integers.) But, since 1 + e−2πi(k1−1)/3 + e2πi(k1−1)/3 equals 3 if
k1 ≡ 1 (3) and equals zero otherwise, we have
∑
m1+m2=M
(y
2/3
1 )
3m1+1(y2/32 )3m2+2
(3m1 + 1)!(3m2 + 2)!
= 1
3
∑
k1+k2=3M+3
(y
2/3
1 )
k1(1 + e−2πi(k1−1)/3 + e2πi(k1−1)/3)(y2/32 )k2
k1!k2!
= 1
3
2∑
K=0
e−2πKi/3
(y
2/3
1 e
2πKi/3 + y2/32 )3M+3
(3M + 3)! ,
the last step by the binomial theorem. Putting this result into (30) gives
M3,a0(y) =
2
(1/3)
(−1/3)
(−2/3)
3
(y1y2)
1/3
∞∑
M=0
(4/3)M 33M π2M+2/3
×
2∑
K=0
e−2πKi/3
(y
2/3
1 e
2πKi/3 + y2/32 )3M+3
(3M + 3)!
= 2
(1/3)
(−1/3)
(−2/3)
33
(y1y2)
1/3
∞∑
M=1
(1/3)M 33Mπ2M−4/3
×
2∑
K=0
e−2πKi/3
(y
2/3
1 e
2πKi/3 + y2/32 )3M
(3M)! (31)
(we have substituted M → M − 1 and used the fact that, for M a positive integer, (4/3)M−1 =
(1/3)M
(1/3)/
(4/3) = 3(1/3)M ). Since ∑2K=0 e−2πKi/3 = 0, we may as well start the sum
on M , in (31), at M = 0. Doing so, reversing the order of summation, and using the fact that
(1/3)M33M
(3M)! =
2π√3
(1/3)M!
(M + 2/3)
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M3,a0(y) =
4
(−1/3)
(−2/3)
37/2
(y1y2)
1/3
×
2∑
K=0
e−2πKi/3
∞∑
M=0
π−1/3[π(y2/31 e2πKi/3 + y2/32 )3/2]2M
M!
(M + 2/3)
= 4
(−1/3)
(−2/3)
37/2
(y1y2)
1/3
×
2∑
K=0
e−2πKi/3
√
y
2/3
1 e
2πKi/3 + y2/32 I−1/3
(
2π
(
y
2/3
1 e
2πKi/3 + y2/32
)3/2)
= 4π
9
(y1y2)
1/3
×
2∑
K=0
e−2πKi/3
√
y
2/3
1 e
2πKi/3 + y2/32 I−1/3
(
2π
(
y
2/3
1 e
2πKi/3 + y2/32
)3/2)
(for the last step we noted that, by (7), 
(−1/3)
(−2/3) = 
(2/3)
(1/3)((−3)(−3/2)) =
9π/(2 sin(π/3)) = 33/2π ). This is precisely the statement of our proposition in the case σ =
(1)(2)(3), and we are done. 
Note that
∑
σ∈S3: sgnσ=
e−2πKiσ−1(1)/3 = 3 δK,0
for  ∈ {−1,1}. So Proposition 8 has the following pleasant consequence (which embodies, in
some sense, an even closer analog of Bump and Friedberg’s formula (25) than does Proposi-
tion 8):
Corollary 9. We have
∑
σ∈S3: sgnσ=
M3,σ (a0)(y) = 
4π
3
(y1y2)
1/3
√
y
2/3
1 + y2/32 I−/3
(
2π
(
y
2/3
1 + y2/32
)3/2)
for  ∈ {−1,1}.
Remark 10. It is shown in [23, Proposition 3.13] that
∑
σ∈S3
M3,σ (a)(y) = W3,a(y)
for general a. Combining this with Corollary 9 and the formula (10) yields
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4π
3
(y1y2)
1/3
√
y
2/3
1 + y2/32
× [I−1/3(2π(y2/31 + y2/32 )3/2)− I1/3(2π(y2/31 + y2/32 )3/2)]
= 4√
3
(y1y2)
1/3
√(
y
2/3
1 + y2/32
)
K−1/3
(
2π
(
y
2/3
1 + y2/32
)3/2)
.
That is, using Corollary 9, we may reproduce Bump and Friedberg’s result (25).
We may now present our “Gegenbauer-like” formulas for the I -Bessel function. The first of
these is obtained by putting a = a0, together with the result of Proposition 8 in the case σ = (123)
(note that this σ takes (0,1/3,−1/3) to (−1/3,0,1/3)), into Eq. (22) above. Using the second
of the identities in (7), we get
Proposition 11.
2∑
K=0
√
y
2/3
1 e
2πKi/3 + y2/32 I−1/3
(
2π
(
y
2/3
1 e
2πKi/3 + y2/32
)3/2)
= 2√3π4/3(y1y2)1/3
∞∑
k=0
(π2y1y2)k
k!
(k + 1/3) Ik−1/3(2πy1)Ik−1/3(2πy2). (32)
One may manipulate the result of Proposition 11, much as we did that of Proposition 7, to
obtain a formula even more similar in form to Gegenbauer’s. Specifically: putting the identity
1
k!
(k + 1/3) = −
(k − 1/3)
(k − 1/3)
(−1/3)
2π31/2−3k(3k)!
(2/3)
(which is derived much in the manner of (27)) into (32) yields, after a bit of algebra,
2∑
K=0
√
y
2/3
1 e
2πKi/3 + y2/32 I−1/3
(
2π
(
y
2/3
1 e
2πKi/3 + y2/32
)3/2)
= −π1/3(y1y2)1/3 
(−1/3)
∞∑
k=0
(k − 1/3)Ik−1/3(2πy1)Ik−1/3(2πy2)
×
[(
33π2y1y2
)k 
(k − 1/3)
(3k)!
(2/3)
]
.
This may be rewritten as follows:
2∑
K=0
(√
ρ2 + r2 − 2ρrtK
)1/3
I−1/3
(
m
√
ρ2 + r2 − 2ρrtK
)
=
(
mρr
2
)1/3

(−1/3)
∞∑
(k − 1/3)Ik−1/3(mρ)Ik−1/3(mr)k=0
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[
−(33π2y1y2)k 
(k − 1/3)
(3k)!
(2/3)
]
, (33)
where m,ρ, and r are as in (26), and
tK = −32
(
(y1/y2)
1/3e−2πKi/3 + (y2/y1)1/3e2πKi/3
)
.
Equation (33) is, indeed, evocative of (24) in the case ν = −1/3.
It should also be noted that, instead of a Gegenbauer-like formula with three I -Bessel func-
tions on the left-hand side, one may obtain one with only one such Bessel function, if one
combines Eq. (22) with Corollary 9 instead of Proposition 8. The disadvantage of this approach
is that it produces, on the right-hand side, a lengthy expression that does not seem to simplify
particularly. Again, we omit the details.
3. Class one Whittaker functions on GL(n,R)
We now wish to generalize the results of Section 2.1 to GL(n,R).
3.1. A new formula for the Mellin transform Tn,a(s)
We have
Theorem 12.
Tn,a(s) = 
(s1 + a1)
(sn−1 − a1)
(2πi)n−2
×
∫
z1,...,zn−2
[
n−2∏
j=1


(
zj + sj − ja1
n− 1
)


(
zj + sj+1 + (n− 1 − j)a1
n− 1
)]
× Tn−1,b(−z) dz1 . . . dzn−2, (34)
where
b = (b1, b2, . . . , bn−1) =
(
a2 + a1
n− 1 , a3 +
a1
n− 1 , . . . , an +
a1
n− 1
)
.
Proof. We proceed by induction on n—the case n = 3 amounts to Proposition 2. (Alternatively,
we may begin with n = 2. If we understand the transform T1,b appearing in Theorem 12, in the
case n = 2, to equal one, and agree that a zero-fold integral stands for the integrand itself, then
(15) gives our desired result in this case.)
Now from [27, Eq. (3.3)] we have
Tn,a(s) = 
(s1 + a1)
(sn−1 − a1)
(2πi)n−3
∫
t ,...,t
Tn−2,aˆ(tˆ )
1 n−3
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[
n−2∏
j=1
C(sj + tj−1 + a2, sj + tj , sj + sj+1 + tj−1 + tj + a1 + a2)
]
× dt1 . . . dtn−3, (35)
where
C(a, b, q) = 
(a)
(b)
(q − a)
(q − b)

(q)
,
tˆ =
(
−tj − j (a1 + a2)
n− 2
)
1jn−3
, aˆ =
(
aj+2 + a1 + a2
n− 2
)
1jn−2
,
and we agree that t0 = 0 and tn−2 = −a1 −a2. Applying Barnes’ lemma (14) to this, we find that
Tn,a(s) = 
(s1 + a1)
(sn−1 − a1)
(2πi)n−3
∫
t1,...,tn−3
Tn−2,aˆ(tˆ )
×
[
n−2∏
j=1
1
2πi
∫
zj

(zj + sj )
(zj + sj+1 + a1)
× 
(−zj + tj−1 + a2)
(−zj + tj ) dzj
]
dt1 . . . dtn−3
= 
(s1 + a1)
(sn−1 − a1)
(2πi)n−2
∫
z1,...,zn−2
[
n−2∏
j=1

(zj + sj )
(zj + sj+1 + a1)
]
× 1
(2πi)n−3
∫
t1,...,tn−3
[
n−2∏
j=1

(−zj + tj−1 + a2)
(−zj + tj )
]
Tn−2,aˆ(tˆ )
× dt1 . . . dtn−3 dz1 . . . dzn−2
= 
(s1 + a1)
(sn−1 − a1)
(2πi)n−2
∫
z1,...,zn−2
[
n−2∏
j=1

(zj + sj )
(zj + sj+1 + a1)
]
× 
(−z1 + a2)
(−zn−2 − a1 − a2)
(2πi)n−3
×
∫
t1,...,tn−3
[
n−3∏
j=1

(tj − zj )
(tj − zj+1 + a2)
]
Tn−2,aˆ(tˆ )
× dt1 . . . dtn−3 dz1 . . . dzn−2, (36)
the last step by rearranging the latter product on j , and recalling that t0 = 0 and tn−2 = −a1 −a2.
Now in (36), we send tj → tj −j (a1 + a2)/(n− 2) for 1 j  n−3, and zj → zj −ja1/(n−1)
for 1 j  n− 2, to get
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(s1 + a1)
(sn−1 − a1)
(2πi)n−2
×
∫
z1,...,zn−2
[
n−2∏
j=1


(
zj + sj − ja1
n− 1
)


(
zj + sj+1 + (n− 1 − j)a1
n− 1
)]
× 
(−z1 + a2 +
a1
n−1 )
(−zn−2 − a2 − a1n−1 )
(2πi)n−3
×
∫
t1,...,tn−3
[
n−3∏
j=1


(
tj − zj − j (a2 + a1/(n− 1))
n− 2
)
× 

(
tj − zj+1 + (n− 2 − j)(a2 + a1/(n− 1))
n− 2
)]
× Tn−2,aˆ(−t) dt1 . . . dtn−3 dz1 . . . dzn−2
= 
(s1 + a1)
(sn−1 − a1)
(2πi)n−2
×
∫
z1,...,zn−2
[
n−2∏
j=1


(
zj + sj − ja1
n− 1
)


(
zj + sj+1 + (n− 1 − j)a1
n− 1
)]
×
{

(−z1 + b1)
(−zn−2 − b1)
(2πi)n−3
×
∫
t1,...,tn−3
[
n−3∏
j=1


(
tj − zj − jb1
n− 2
)


(
tj − zj+1 + (n− 2 − j)b1
n− 2
)]
× Tn−2,aˆ(−t) dt1 . . . dtn−3
}
dz1 . . . dzn−2. (37)
Since
aˆ =
(
aj+2 + a1 + a2
n− 2
)
1jn−2
=
(
bj + b1
n− 2
)
2jn−1
,
the quantity in braces in (37) equals Tn−1,b(−z), by the induction hypothesis. So (3) gives
Tn,a(s) = 
(s1 + a1)
(sn−1 − a1)
(2πi)n−2
×
∫
z1,...,zn−2
[
n−2∏
j=1


(
zj + sj − ja1
n− 1
)


(
zj + sj+1 + (n− 1 − j)a1
n− 1
)]
× Tn−1,b(−z) dz1 . . . dzn−2,
and we are done. 
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By applying the Mellin inversion formula (4) to the result of the previous theorem, we obtain
Theorem 13.
Wn,a(y) =
2n−1
∏n−1
j=1 y
j (n−j)/2+(n−2j)a1/(n−1)
j
(2πi)n−2
×
∫
z1,...,zn−2
[
n−1∏
j=1
(πyj )
zj−1+zj Kzj−1−zj+na1/(n−1)(2πyj )
]
Tn−1,b(−z)
× dz1 . . . dzn−2, (38)
where b is as in Theorem 12 and we define z0 = zn−1 = 0.
Proof. The result of Theorem 12 may be rewritten
Tn,a(s) = 1
(2πi)n−2
∫
z1,...,zn−2
[
n−1∏
j=1


(
sj + zj−1 + (n− j)a1
n− 1
)


(
sj + zj − ja1
n− 1
)]
× Tn−1,b(−z) dz1 . . . dzn−2.
From this and from (11) and (4), we find that
Wn,a(y) = 1
(2πi)n−1
∫
s1,...,sn−1
Tn,a(s)
n−1∏
j=1
(πyj )
−2sj yj (n−j)/2j dsj
= 1
(2πi)n−2
∫
z1,...,zn−2
[
n−1∏
j=1
2yj (n−j)/2j (πyj )
zj−1+zj+(n−2j)a1/(n−1)
×Kzj−1−zj+na1/(n−1)(2πyj )
]
Tn−1,b(−z) dz1 . . . dzn−2
= 2
n−1∏n−1
j=1 y
j (n−j)/2+(n−2j)a1/(n−1)
j
(2πi)n−2
×
∫
z1,...,zn−2
[
n−1∏
j=1
(πyj )
zj−1+zj Kzj−1−zj+na1/(n−1)(2πyj )
]
× Tn−1,b(−z) dz1 . . . dzn−2,
as claimed. 
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Wn,a(y) =
n−1∏
j=1
y
(n−j)/2+2(n−j)a1/(n−1)
j
×
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 y2j uj+1/uj
[
n−1∏
j=1
u
(n−2j)/4+na1/(n−1)
j
]
×Wn−1,b
(
y2
√
u2
u1
, . . . , yn−1
√
un−1
un−2
)
du1
u1
· · · dun−1
un−1
,
where b is as in Theorem 12.
Proof. Into Theorem 13, we put the formula (12), to get
Wn,a(y) =
n−1∏
j=1
y
j (n−j)/2+(n−2j)a1/(n−1)
j
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 yj (uj+1/uj )
× 1
(2πi)n−2
∫
z1,...,zn−2
Tn−1,b(−z)
[
n−1∏
j=1
(πyj )
zj−1+zj uzj−1−zj+na1/(n−1)j
]
× dz1 . . . dzn−2 du1
u1
· · · dun−1
un−1
=
n−1∏
j=1
y
j (n−j)/2+(n−2j)a1/(n−1)
j
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 yj (uj+1/uj )
×
[
n−1∏
j=1
u
na1/(n−1)
j
]
· 1
(2πi)n−2
∫
z1,...,zn−2
Tn−1,b(z)
×
[
n−2∏
j=1
(
π
√
yjyj+1uj+1/uj
)−2zj]dz1 . . . dzn−2 du1
u1
· · · dun−1
un−1
=
n−1∏
j=1
y
n/4+(n−2j)a1/(n−1)
j
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 yj (uj+1/uj )
×
[
n−1∏
j=1
u
(n−2j)/4+na1/(n−1)
j
]
· 1
(2πi)n−2
∫
z1,...,zn−2
Tn−1,b(z)
×
[
n−2∏(
π
√
yjyj+1uj+1/uj
)−2zj (√yjyj+1uj+1/uj )j (n−1−j)/2
]j=1
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u1
· · · dun−1
un−1
=
n−1∏
j=1
y
n/4+(n−2j)a1/(n−1)
j
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 yj (uj+1/uj )
×
[
n−1∏
j=1
u
(n−2j)/4+na1/(n−1)
j
]
Wn−1,b
(√
y1y2u2
u1
, . . . ,
√
yn−2yn−1un−1
un−2
)
× du1
u1
· · · dun−1
un−1
=
n−1∏
j=1
y
(n−j)/2+2(n−j)a1/(n−1)
j
×
∞∫
u1,...,un−1=0
e
−π∑n−1j=1 y2j uj+1/uj
[
n−1∏
j=1
u
(n−2j)/4+na1/(n−1)
j
]
×Wn−1,b
(
y2
√
u2
u1
, . . . , yn−1
√
un−1
un−2
)
du1
u1
· · · dun−1
un−1
,
by some changes of variable, some algebra, and (4). 
4. Fundamental Whittaker functions on GL(n,R)
In this section, we generalize the results of Section 2.2 to GL(n,R).
4.1. A new formula for the coefficient cn,(m1,...,mn−1)(a)
In [9, Theorem 4], a recursive formula relating the coefficients cn,(m1,...,mn−1)(a) and
cn−2,(m1,...,mn−3)(a) (analogous to the relation (35) between Mellin transforms of class one
Whittaker functions) was deduced. Here we derive a similar relation, this time between
cn,(m1,...,mn−1)(a) and cn−1,(m1,...,mn−2)(a).
Theorem 15. Fix an integer t satisfying 1 t  n. Then
cn,(m1,...,mn−1)(a) =
∑
{k1,...,kn−2}
cn−1,(k1,...,kn−2)(b){∏t−1
j=1(mj − kj )!(aj − at + 1)mj−kj−1
}
× 1{∏n−1
j=t (mj − kj−1)!(at − aj+1 + 1)mj−kj
} (39)
with
b = (b1, . . . , bn−1) =
(
a1 + at , . . . , at−1 + at , at+1 + at , . . . , an + at
)
.n− 1 n− 1 n− 1 n− 1
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0 kj mj (1 j  t − 2), 0 kt−1 min(mt−1,mt ),
0 kj mj+1 (t  j  n− 2).
Remark 16. When n = 3 and t = 1,2 and 3, the above formulas are the same as (16), (17) and
(18), respectively.
Proof. Let us write m = (m1, . . . ,mn−1); k = (k1, . . . , kn−2); and ei = (0, . . . ,1, . . . ,0), the ith
element of the standard basis in Rn−1 or Rn−2. As in the proof of [9, Theorem 4], we have only
to confirm that (39) satisfies the recurrence relation
(
n−1∑
i=1
m2i −
n−2∑
i=1
mimi+1 +
n−1∑
i=1
(ai − ai+1)mi
)
cn,m(a) =
n−1∑
i=1
cn,m−ei (a).
To this end, we set
Pm,k = Pm,k(a) =
t−1∏
j=1
{
(mj − kj )!(aj − at + 1)mj−kj−1
}
,
Qm,k = Qm,k(a) =
n−1∏
j=t
{
(mj − kj−1)!(at − aj+1 + 1)mj−kj
}
.
Then our task is to show that(
n−1∑
i=1
m2i −
n−2∑
i=1
mimi+1 +
n−1∑
i=1
(ai − ai+1)mi
) ∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
=
t−1∑
i=1
∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
Pm,k
Pm−ei ,k
+
n−1∑
i=t
∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
Qm,k
Qm−ei ,k
.  (40)
We use the following identity:
Claim 17.
t−1∑
i=1
Pm,k
Pm−ei ,k
+
n−1∑
i=t
Qm,k
Qm−ei ,k
−
t−1∑
i=1
Pm,k
Pm,k+ei
−
n−2∑
i=t
Qm,k
Qm,k+ei
=
(
n−1∑
i=1
m2i −
n−2∑
i=1
mimi+1 +
n−1∑
i=1
(ai − ai+1)mi
)
−
(
n−2∑
i=1
k2i −
n−3∑
i=1
kiki+1 +
n−2∑
i=1
(bi − bi+1)ki
)
.
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Pm,k
Pm−ei ,k
= (mi − ki)(mi − ki−1 + ai − at ),
Qm,k
Qm−ei ,k
= (mi − ki−1)(mi − ki + at − ai+1),
Pm,k
Pm,k+ei
= (mi − ki)(mi+1 − ki + ai+1 − at ),
Qm,k
Qm,k+ei
= (mi+1 − ki)(mi − ki + at − ai+1).
The desired result follows immediately.
Returning to the proof of our theorem, we now observe that the right-hand side of (40) can be
written as a sum of the following three terms:
t−1∑
i=1
∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
Pm,k
Pm,k+ei
+
n−2∑
i=t
∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
Qm,k
Qm,k+ei
, (41)
(
n−1∑
i=1
m2i −
n−2∑
i=1
mimi+1 +
n−1∑
i=1
(ai − ai+1)mi
) ∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
, (42)
and
−
∑
{k1,...,kn−2}
cn−1,k(b)
Pm,kQm,k
(
n−2∑
i=1
k2i −
n−3∑
i=1
kiki+1 +
n−2∑
i=1
(bi − bi+1)ki
)
. (43)
In (41), we substitute ki → ki − 1 to get
t−1∑
i=1
∑
{k1,...,kn−2}
cn−1,k−ei (b)
Pm,kQm,k
+
n−2∑
i=t
∑
{k1,...,kn−2}
cn−1,k−ei (b)
Pm,kQm,k
=
∑
{k1,...,kn−2}
1
Pm,kQm,k
(
n−2∑
i=1
cn−1,k+ei (b)
)
. (44)
Because of the recurrence relation
(
n−2∑
i=1
k2i −
n−3∑
i=1
kiki+1 +
n−2∑
i=1
(bi − bi+1)ki
)
cn−1,k(b) =
n−2∑
i=1
cn−1,k−ei (b),
we see that (44) cancels (43). Hence the right-hand side of (40) is equal to (42), which itself is
nothing but the left-hand side of (40). This completes our proof. 
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Theorem 18. For (m1, . . . ,mn−1) ∈ Nn−1, we have
cn,(m1,...,mn−1)(a) = cn,(m1,2,...,m1,n)(a)
=
∑
{mi,j }
∏
1i<jn
1
(mi,j −mi+1,j )! (ai − aj + 1)mi,j−mi+1,j+1
,
where the indexing set {mi,j : 1 i < j  n} is the set of nonnegative integers satisfying
(i) m1,j+1 = mj (1 j  n− 1),
(ii) 0mi+1,j mi,j (1 i < j  n).
4.2. A new formula for the fundamental Whittaker function Mn,a(y)
Using Theorem 15, we may obtain a fundamental Whittaker function analog of Theorem 13:
Theorem 19. Under the same notation as in Theorem 15,
Mn,a(y) =
t−1∏
j=1

(aj − at + 1)
n−1∏
j=t

(at − aj+1 + 1)
×
n−1∏
j=1
y
j (n−j)/2+(n−2j)at /(n−1)
j
∞∑
k1,...,kn−2=0
cn−1,(k1,...,kn−2)(b)
n−1∏
j=1
(πyj )
k˜j−1+k˜j
×
t−1∏
j=1
I−k˜j−1+k˜j−nat /(n−1)(2πyj )
n−1∏
j=t
I
k˜j−1−k˜j+nat /(n−1)(2πyj ),
where k˜j = kj +∑j−1i=1 bi for 1 j  n− 1.
Proof. Into the formula of Theorem 15, we substitute mj → mj + kj (1  j  t − 1) and
mj → mj + kj−1 (i  j  n− 1) to find
Mn,a(y)
=
∞∑
m1,...,mn−1=0
∞∑
k1,...,kn−1=0
cn−1,(k1,...,kn−2)(b)
×
(
t−1∏
j=1
(πyj )
2(mj+kj+∑ji=1 ai )
mj !(aj − at + 1)mj+kj−kj−1
)(
n−1∏
j=t
(πyj )
2(mj+kj−1+∑ji=1 ai )
mj !(at − aj+1 + 1)mj+kj−1−kj
)
.
By switching the order of summation, we find that
T. Ishii, E. Stade / Journal of Functional Analysis 244 (2007) 289–314 313Mn,a(y) =
∞∑
k1,...,kn−1=0
cn−1,(k1,...,kn−2)(b)
×
{
t−1∏
j=1

(aj − at + 1)(πyj )kj−1+kj+2(
∑j−1
i=1 ai )+aj+at
×
∞∑
mj=0
(πyj )
2mj−kj−1+kj+aj−at
mj !
(mj − kj−1 + kj + aj − at + 1)
}
×
{
n−1∏
j=t

(at − aj+1 + 1)(πyj )kj−1+kj+2(
∑j
i=1 ai )+aj+1−at
×
∞∑
mj=0
(πyj )
2mj+kj−1−kj+at−aj+1
mj !
(mj + kj−1 − kj + at − aj+1 + 1)
}
.
The sums on mj may be performed by means of (9), and our proof is complete. 
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