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1. Introduction 
Ce travail est dkdiC au sourire de M.P. Schiitzenberger, sourire incomparable, in- 
oubliable, expression de qualitts rarement rencontrkes ensemble, gtnie et gentillesse, 
humour et rigueur intellectuelle, le tout appuyC sur un courage indomptable face aux 
Cpreuves de l’histoire ou de la vie. Dans les lignes qui vent suivre, il aurait reconnu ~ 
ou peut-etre reconnait-il - la trace de quelques-unes de ses innombrables et profondes 
id&es. 
Dans un article fondamental [6], Cobham a montrC le thkor&me suivant: soient p et 
q deux entiers positifs indkpendants (i.e. il n’existe pas de relation non triviale de la 
forme p” = 4”); une partie X C N est reconnaissable dans les systtmes de numkration 
en bases p et q si et seulement si elle est ultimement ptriodique. 
Ce rksultat a depuis don& lieu B de nombreux travaux, essentiellement dans trois 
directions: 
_ simplification de la preuve initiale, 
- gknkalisation A certains systkmes de numkration B base non entikre 0 tels qu’ils ont 
kt6 introduits par Bertrand [l], 
- gCnQalisation B des parties de Nk. 
On pourra consulter A ce sujet la synthkse &rite par Bruykre [3] qui prksente 
l’ensemble des rtsultats existants (ainsi que ceux relatifs A des questions connexes, 
telles que la rationalitl de l’addition et la reconnaissabiliti: de l’ensemble N tout en- 
tier) et Cgalement l’article de Bruyere et al. [5]. 
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Jusqu’a present, le cadre de ces travaux comportait au moins deux conditions: 
l tout nombre reel 8 > 1, base d’un systeme de numeration considere, Ctait un nombre 
de Pisot (i.e. les racines autres que 0 du polynome minimal de 0 sont de module 
< 1). 
l 11 resulte deja de la condition precedente que le systeme de numeration verifie une 
relation de recurrence lineaire et l’on supposait de plus que le polynome definissant 
cette recurrence Ctait le polynbme minimal de 0. 
Notons encore que la premiere de ces conditions implique aussi que l’ensemble N lui- 
meme est reconnaissable en base 0 (ou, ce qui revient au meme, que le “developpement” 
de 8 est ultimement periodique). 
Des l’origine, il apparaissait que la preuve “d’un theoreme de Cobham” s’effectue 
normalement en deux &apes: preuve que la partie X consideree est syndetique; 
demonstration de l’ultime periodicid de X. 
Dans le present article, nous ne supposons “plus rien” sur le nombre 8 et nous mon- 
trons le resultat general suivant: Soient 0 et 8’ deux nombres Gels > 1 inddpendants; 
une partie X de N qui est reconnaissable dans les systtimes de numt?ration d@nis par 
B et 8’ est synditique. 
Moyennant les resultats de logique de Michaux et Villemaire [9], on peut en 
deduire sous certaines hypotheses un “theoreme de Cobham” dans Nk. 
2. Syst&mes de numeration d’A. Bertrand 
D’une faGon gtnerale, un systeme de numeration est une suite strictement croissante 
(%kN d’entiers positifs telle que UO = 1. 
Soit un entier u > 0; une representation de u est une suite r-or1 . . . r,, d’entiers 
positifs ou nuls avec r0 > 0 qui vtrifie la relation 
La representation normale r(u) = ro . . . r, de u verifie de plus les conditions: 
l sa longueur n + 1 est la plus grande possible (n est le plus grand entier tel que 
u, < 24): 
l c’est la plus grande dans l’ordre lexicographique parmi les representations de 
longueur n + 1. 
La representation normale Y(U) est donnee par Z’algorithme glouton: ro est le plus 
grand entier tel que Q U,, < U; ayant dbfini, ~0, rt , . . . , ri_ 1, le nombre ri est le plus grand 
entier tel que 
Soit rorl . . . r, la representation normale d’un entier. 11 est toujours vrai qu’un suf- 
fiXe rk . . . r,, de cette representation est encore la representation normale d’un entier 
(tventuellement precedee de zeros). Par contre, il n’est pas toujours vrai qu’un prefixe 
rorl . . . rk eSt aussi la representation normale d’un entier. De m&me, il n’est pas toujours 
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vrai que la suite rort . . . rnO est la representation normale d’un entier. Les systemes de 
numeration entiers classiques definis par une suite U, = p”, n E N, verifient ces pro- 
prietes, mais c’est le merite definitif d’ Bertrand [l] d’avoir caracterise les systemes 
de numeration qui les satisfont. En voici la construction. 
Soit 19 un reel positif quelconque > 1. On definit le “developpement de 0”: c’est la 
plus grande suite (u~)~~N d’entiers dans l’ordre lexicographique, ne se terminant pas 
par des zeros, et telle que 
O=oo+~+~+~+‘~~. 
On pose alors 
Ul = UOUO + 1, 
U2=aoU1 +u1uo+ 1, 
U~=~OU~+~,U,+U~UO+~, 
Un+l =uoU,+ulU"_~ +~‘~+u,Uo+ 1, 
Remarque. Soit u E N,w(u) sa representation normale et p E N. Le mot O+(U) sera 
encore appele par extension reprksentution normule de u. Avec cette convention, u 
et u &ant deux entiers, u<u si et seulement si Y(U) est inferieur a Y(V) dans l’ordre 
lexicographique, sous reserve que Y(U) et T(U) soient deux representations normales 
de meme longueur obtenues en completant eventuellement l’une d’entre elles par des 
zeros a gauche. 
2.1. Exemples 
( 1) Avec 0 = 10 on retrouve le sysdme de numeration decimal 
Done (a,) = 999999.. . 
u,= 1, 
u, = 9uo + 1 = 10, 
u, = 9u1 + 9uo + 1 = 90 + 9 + 1 = 102, 
. . . . . . 
u, = 10”. 
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(2) Avec 8 = (1 + &)/2, le nombre d’or, on obtient le systkme de numtration de 
Fibonacci. On vkrifie que (a,) = 1010101 . . ., suite pkriodique. 
u-o= 1, 
u~=a()Uo+1=2. 
puis, par rCcurrence, on a la relation 
u, = !!Jn_l + un_2. 
Le polyn6me de la rkurrence est P(x) = x2 - x - 1 et c’est le polyn6me minimal de 
8. Les premiers termes de la suite (U,) sont 
12 3 5 8 13... 
Comme 17 = 13 + 3 + 1, la reprksentation normale de 17 dans ce systkme est 
r(17) = 100101. 
(3) Avec 0 = (3 + fi)/2, carrC du nombre d’or, on vkrifie que (a,) = 211111. . ., 
suite ultimement pkriodique. 
u()= 1, 
U1=aoUo+l =3 
puis par rtcurrence, on virifie que 
u, = 3u,_1 - un__2. 
Le polynBme de la rhrrence est P(x) = x2 - 3x + 1 et c’est le polyn6me minimal de 
8. Les premiers termes de la suite (U,) sont 
1 3 8 21 55 144... 
Comme 5 1 = 2 x 2 1 + 8 + 1, la reprtsentation de 5 1 dans ce systkme est 
r(51) = 2101. 
(4) Gas gPnCraZ. Dans le cas g&n&al, de nombreuses circonstances peuvent se pro- 
duire: 
_ la suite (a,) peut ne pas he ultimement piriodique; c’est en particulier le cas si 0 
est un nombre transcendant (car si la suite (a,) est ultimement pkriodique, la suite 
(U,) vCrifie une relation de rtcurrence linkaire et 8 est racine du polyn8me de la 
rtcurrence et done est algtbrique). 
- dans le cas oh la suite (a,) est ultimement phiodique, le polynbme de la rkxrrence 
peut 6tre un multiple strict du polyn6me minimal de 0. Toutefois, dans tous les 
cas, 6 est une racine simple du polynhme de la rhrrence et majore strictement en 
module les autres racines de ce polyn6me. 
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2.2. Quelques propriMs des systkmes de numiration de Bertrand 
Soit 0 > 1 un nombre reel, (an)nEN son developpement et (Un)nE~ le systeme de 
numeration associe. On a (en particulier) les proprittes suivantes (cf. [l]). 
(1) Une suite d’entiers rorl , . . r, est une representation normale d’un entier si et 
seulement si pour tout i = 0, 1, . . . , n, la suite Y;ri+l . . . r,, est inferieure ou Cgale dans 
l’ordre lexicographique a la suite aoal . . . a,_; (c’est-a-dire au prefixe de la suite (a,) 
de meme longueur). 
Notamment, pour tout i = 0,. . . , n, on a ri <a0 = TO1 - 1, oh I(?] designe le plus 
petit entier superieur ou egal a 8. Definissons l’alphabet A par 
A= {O,l,...,[@l - 1) 
Toute representation normale est done un mot sur l’alphabet A, ou encore un element 
du mono’ide libre A*. 
Egalement, si rorl . . . r, est une representation normale, et si, pour tout i = 0,. . . , n, 
ri < ri, alors rbri . . . ri est aussi une representation normale (precedee eventuellement 
de zeros). 
(2) Pour tout p E N, la fin de suite (an+p)ntN est infkieure ou &gale dans l’ordre 
lexicographique a la suite complete (an)nEN. Compte-tenu de l), il en resulte que tout 
mot ajaj+l . . aj+, facteur de la suite (a,) est la representation normale d’un entier 
(precedee tventuellement de zeros). 
(3) Pour tout n E N, U, est le nombre de representations normales de longueur 
inferieure ou Cgale a 12. 
(4) La suite (Un/On)nE~ converge vers une limite L. Plus prtcisement, on a 
3. Parties heconnaissables de N 
Soit 0 > 1 un nombre reel, (an)nEN son developpement et (Un)nE~ le systeme de 
numeration associe. 
Soit X une partie de N. On dit que X est O-reconnaissable si l’ensemble 
r(X) = {r(x) ] x E X} 
des representations normales des elements de X est une partie reconnaissable du 
monoi’de A* = {O,l,..., 101 - I}*. 
11 est classique que l’ensemble N lui-meme est 8-reconnaissable si et seulement si 
la suite (a,)nEN est ultimement periodique. Cela est encore equivalent a ce que la suite 
(U,,) est don&e par une relation de recurrence lineaire (et 0 est alors une racine du 
polynome de la recurrence). 
Dans la suite, nous ne faisons pas cette hypothtse. 
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4. O-approximation et dbcalage 
Soit 0 > 1 un nombre rkel, (Un),,~~ le systkme de murkration associk, et soit L = 
lim,,+, U, Jt?. 
Soit u E N, T-(U) = rorl . . . r,, la reprksentation normale de U. On a done 
u=roU,+rlU,_1+...+r,Uo. 
On appelle B-approximation de u le nombre U(U) dkfini par 
U(U) = L(r@ + r1V-l + . . . + r,eO). 
Pour tout p E N, on dkfinit le nombre d,(u), dPcak (d’ordre p) de u par 
d,(u) = r&L+, + rI Un-lfp + . . . + r,,U,. 
Autrement dit, g&e aux propriktts d’un systkme de Bertrand, d,(u) a pour reprksen- 
tation normale rorl . . . r,OP. 
Lemme 1. On a les propriMs suivantes: 
(1) lim,-++, u/a(u) = 1, 
(2) Pour tous u, p E N, a(d,(u)) = &‘cr(u), 
(3) Pour tout u E N,lim,,+, d,(u)/@‘a(u) = 1, 
(4) Pour tout u E N, CI(U + 1) > U.(U). 
DCmonstration. (1) rksulte aiskment du fait que lim U,JLB” = 1 et de ce que les 
nombres ri sont born&s par ao. 
(2) rtsulte de la dtfinition m&me de d,(u). 
(3) est conskquence de (1) et (2). 
Montrons (4). Soit u E N et soit 
r(u) = rorl . . . r, (1) 
la reprhentation normale de u. Soit rjrj+l . . . r, le plus grand suffixe de r(u) tgal h un 
prkfixe du dkveloppement (a,,) de 0. Supposons d’abord que j > 0. Compte-tenu de 
la dkfinition des U,,, on a 
U + 1 = r0U, + . . . + rj__2Un_j+2 + Yj_1 Un_j+l 
+CZoU,-j + alU,-j-1 + . . . + a,_jUo + 1 (2) 
= roU, +... + rj-_2Un-j+2 + (rj-1 + l)Un-j+l. (3) 
Montrons que cela implique que la reprksentation normale de u + 1 est 
r(u + 1) = rorl . . . rj-_2(rj--1 + l)O”-j+‘. (4) 
En vertu de (3), il suffit de montrer que rorl . . . Yj_z(Yj- 1 + 1) est la reprksentation 
normale d’un entier, soit encore que tous ses suffixes sont infhieurs ou kgaux au 
prkfixe correspondant de la suite (a,). 
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Supposons qu’il n’en soit pas ainsi. Alors il existerait un entier k <j - 1 tel que 
rkrk+i . . . Yj-2(?‘-1 + 1) > UsUi . . . Uj_k_‘JUj_k-1 (5) 
Mais comme rkrk+l . . . rj_zrj_1 est une representation normale (en tant que facteur de 
representation not-male), on a aussi 
rkrk+l . . . Yj_zrj_1 <UoUl . . . Uj_k_2Uj_k-1 (6) 
11 resulte de (5) et (6) que 
rkrk+l . . . Yj-zrj-1 = UoUl . ..Uj_k_zUj_k_l. 
On en deduit (en utilisant les proprittes 1 et 2 de 2.2) 
(7) 
UoUl . . .Un-k 3 rkrk+l . . .Yj_lrj.. .r, 
= UOUl . . . Uj-k_lUCJUl . . .U,_j 
2 U()Ul... Uj-k- lUj_k , , . Un_k 
Mais alors, contrairement h l’hypothese initiale, rkrk+l . . . r,, serait un prefixe de la suite 
(a,) plus long que rj . . . r,. Done (4) est bien verifie. 
On a alors en vertu de ( 1 ), (4), et des definitions de la fonction CI et du developpe- 
ment de 0 
cI(u + 1) - a(u) =L 
( 
V-j+’ _ 3 uion-j-i) 
i=O 
=_l8"-j (l3-$) > 0. 
11 reste a considerer le cas oh r(u) = uoul . . . a,. Mais alors 
u + 1 = uou, + ui u,_, + “. + u,Uo + 1 = un+,. 
Par consequent on a encore 
cL(u + 1) - tX(u)=L 
( 
tYf’ _ 2 uion-i) 
i=O 
5. Un lemme de 1’Ctoile 
Soit 0 > 1 un nombre reel et soit X s N une partie &reconnaissable. Soit r(X) C A* = 
{RL..., [dl - 1)’ l’ensemble des representations normales des elements de X. 
Soit une representation normale quelconque s = rot-1 . . . r, E r(X). On note IsJ = n+ 1 
sa longueur et n(s) sa vuleur, c’est-a-dire le nombre 
n(s) = rOUn + t-1 Un-l + . . . + r,Uo. 
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Soient deux mots s et t dans A* tels que leur produit st soit la representation not-male 
d’un entier. On verifie aisement la relation 
a(st) = e’%(s) + a(t). (8) 
On dit que deux mots s et t sur l’alphabet A sont X-~quiualents s’ils sont equivalents 
pour l’equivalence d’automate associee a l’ensemble r(X), c’est-a-dire si pour tout mot 
w E A*, 
SW E r(X) m tw E r(X). 
Comme X est &reconnaissable, la X-equivalence est une congruence a droite d’index 
fini. La mtthode classique du lemme de l’etoile va permettre de montrer le resultat 
suivant. 
Lemme 2. Soit X une partie injinie 8-reconnaissable de N. II existe un entier q > 0, 
un nombre reel a > 0 et un nombre Gel b tels que pour tout n E N, il existe x,, E X 
tel que 
a(~,) = dYn + b. 
Dkmonstration. Soit x E X assez grand pour que la longueur du mot r(x) soit stricte- 
ment superieure a l’index de la relation de X-equivalence et supposons que r(x) = 
rorl . . . r,. 11 existe done i et j tels que 0 <i < j <n et tels que les mots rorl . . ri 
et rorl . . . Yj sont X-equivalents. Posons s = rorl . . . r;, t = r,+l . . . Yj et w = rj+l . . . r,. 
Les mots s et st etant X-equivalents, pour tout n E N, st”w E r(X). En utilisant la 
formule (8), on obtient 
mww)) = el++l%(7+)) + elwl Ig: el%2(n(t)) + a(x(w)). 
Pour tout n E N, posons x, = n(st”w) et soit q = It 1. On a 
~((~~1 = el%(n(s))eqn + el%(n(t))eqn - ’ G + 4Nw)) 
Cgalite dont on deduit rapidement le resultat voulu. 
6. Parties (0, 8’)-reconnaissables t syndkticitk 
Rappelons que deux nombres reels positifs 0 et 0’ sont indkpendants s’il n’existe 
pas deux entiers p et q (autres que 0) tels que t?P = (9’4. 11 revient au meme de dire 
que l’ensemble des rapports 13p/8’q, p, q E N, est dense dans Ri. 
Une partie X de N est syndktique s’il existe un entier p tel que pour tout n E N, 
Xfl[n,n+p]#0. 
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ThCorGme 1. Soient 6 et H’ deux nombres reels > 1 indkpendants et soit X une 
partie injinie de N qui est 2 la fois B-reconnaissable et Q’-reconnaissable. Alors X 
est syndktique. 
Dkmonstration. Soit u E N et soit r(u) la reprksentation normale de u dans le systkme 
de numkration associt A 8. La reprksentation normale de d,(u) est r(d,(u)) = r(u)OJ’. 
Par conskquent, un nombre w appartient A l’intervalle [dJu),dJu+ l)[ si et seulement 
si sa repksentation normale est de la forme r(w) = r(u)sosI . . .,+I. On en dCduit 
deux consequences. 
Tout d’abord, comme si ,< 101 - 1 pour tout i = 0,. . . , p - 1, on a 
d,,(u + 1) -d,(u) < (U + l)p, 
D’autre part, soient u et v deux nombres dont les representations normales r(u) et 
r(v) sont X-equivalentes. Alors [d,(u),d,(u + l)[nX = 0 si et seulement si [d,(v), 
d,(v + l)[nX = 8. 
Deux cas sont alors possibles. 
Premier cas. il existe p E N tel que pour tout ub p 
[d,(u),d,(u + I>[ nx # 0. 
Done a partir du nombre d,(p), la distance entre deux elements consecutifs de X est 
majoree par 
sup(d,(u + 2) - dp(u))<2sup(dJu + 1) - d,(u)) < 2(Q + l)P. 
U U 
I1 en rksulte que X est syndttique. 
DeuxKme cas. pour tout p E N, il existe up 2 p tel que 
[d,(r+,),d,,(u, + l)[ nx = 0. (9) 
Nous allons montrer que ce deuxieme cas est incompatible avec le fait que X est a la 
fois U-reconnaissable et 0’-reconnaissable. 
Comme X est @reconnaissable, il existe une suite strictement croissante (P,,)~~N 
d’entiers telle que toutes les representations normales T(z+,, ), n E N, soient X-kqui- 
valentes. Soit u = upa; alors pour tout n E N, 
[d,,v(u),d,n(u + I)[ nx = 0 
Soit A = {O,l,..., [fIl - 1) et posons 
S = {s E A* 1 r(u)s E r(X)} 
Comme r(X) est une partie reconnaissable de A*, il en est de m&me de l’ensemble S. 
Mais l’application s H 1,s qui, a un Clement s E A* associe sa longueur IsI, est un mor- 
phisme de A* dans le mondide N (N muni de l’addition). Par consequent l’ensemble 
Y = { IsI I s E S} des longueurs des elements de S est une par-tie reconnaissable de N. 
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11 en est encore de meme de son complementaire Y’. Or, par definition, 
p E YC * (V.9 E A’) : ISI = p =s Y(U)S @ r(X) 
++ [dp(u),dp(u + I)[ f-lx = 0. 
Done pour tout n E N, p,, E Yc et par consequent Yc est une partie infinie reconnaiss- 
able de N, c’est-a-dire une partie infinie ultimement ptriodique. 11 existe done deux 
entiers p,m E N tels que pour tout n E N, 
[&+mn(~),~p+mn(~ + 1x fix = 0. 
Posons u = d,(u). Comme d,(u) + 1 <dp(u + l), on a pour tout n E N, 
[&,(u),&,(a + l)[nx = 0 
En vertu du Lemme l(4), il existe E > 0 tel que 
(10) 
a(u)(l + E) < cI(u + l)(l - E). (11) 
En vertu du Lemme l(3), il existe no E N tel que pour tout n ano, 
4nn(u) 
F < a(u)(l + E) < cL(u + l)(l - E) < 
&n(u + 1) 
gmn . (12) 
Mais X est aussi 0’-reconnaissable. Aussi, en vertu du Lemme 2, il existe a > 0, b E R 
et q E N tels que pour tout n E N, il existe x, E X tel que 
a’(~,) = ~0’~” + b (13) 
oh 01’ designe la fonction d’approximation du systeme de numeration associe a 8’. 
Comme 0 et 0’ sont independants, il en est de meme de 8” et 8’4. En vertu de cette 
independance, de (11) et (13), il existe une suite double d’entiers strictement croissante 
(ni, ~~>nCV telle que la suite (cY’(x~: )/19”n~)IE~ converge vers une limite I telle que 
cc(u)(l+&) < 1 < cc(u+ l)(l -&). 
Comme limi U’(x,;)/x,; = 1, la suite (x,;/Wnl)iE~ converge aussi vers 1. Par consequent, 
il resulte de (12) que pour i assez grand, on a 
d,,(a) < xn: < &w(a + 1) 
ce qui contredit (10). 
7. Cons4quence: le thiZor&me de Cobham dans Nk 
Soit 0 > 1 et soit A = (0, 1,. . . , Tel - 1). Soit u = (ui,uz,. . .,uk) E Nk. Notons 
I, r(uz), _ _, r(Uk) les representations normales de ~1, ~2, . . ., Uk apres avoir Cgalise 
leurs longueurs en ajoutant tventuellement des zeros h gauche de certaines d’entre elles. 
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Le k-uple (T(u~),Y(u~),..., Y(u~)) s’identifie alors a un element note T(U) du monoi’de 
libre (&)*. 
Exemple. Prenons 8 = k = 2; alors r(2,l) = (1,O) (0,l). 
La notion de 8-reconnaissabilite s’etend aux parties de Nk: une partie X de Nk est 
C)-reconnaissable si l’ensemble {F(X) 1 x E X} est une partie reconnaissable de (Ak)*. 
Soit 0 > 1 un nombre reel. On dira que 0 est acceptable si les deux conditions 
suivantes sont satisfaites: 
(1) N est (5reconnaissable; 
(2) L’addition est B-reconnaissable, i.e. 
est une partie 8-reconnaissable de N3. 
Dans [8] (et aussi dans [4]), il est montre que si 8 est un nombre de Pisot et si de 
plus le polynome de la recurrence du systeme de numeration associe est le polynome 
minimal de 8, alors 8 est acceptable. 
D’autre part, de [4] on peut deduire le resultat suivant. 
Proposition 1. Soit (3 > 1 un nombre rdel acceptable et soit X une partie O-recon- 
naissable de Nk. Alors toute partie X’ dt$nissable dans la structure (N,+,X) est 
encore O-reconnaissable. De plus, toute partie dijinissable dans la structure (N,+) 
est O-reconnaissable. 
Remarques. (1) En substance, une partie X’ de Nk est d$inissable dans la structure 
(N, +,X) si X’ est l’ensemble des k-uples (~1, ~2,. . . , Uk) E Nk verifiant une formule 
du premier ordre $(ut , . . . , Uk ), les variables ui appartenant au domaine N et la formule 
faisant eventuellement intervenir des constantes, l’ensemble X, ainsi que l’addition +. 
Par exemple, avec X s N, l’ensemble X’ C N2 des couples (ut, ~2) de nombres pairs 
dont la somme appartient a X et est un multiple de 3 est definissable dans cette 
structure par la formule 
Uj fU2 f5XXA3x3J&(u, =x+x)A(u2 =y+y)A(u, +u2 =z+z+z). 
(2) I1 est classique qu’une partie X c Nk est definissable dans la structure (N, +) 
si et seulement si c’est une partie rationnelle du monoide (Nk, +). 
Les resultats de Michaux et Villemaire [9] etablissent le theoreme suivant. 
Thi?or&me 2. Soit X une partie de Nk qui n’est pas d&inissable dans la structure 
(N, +). Alors il existe une partie X’ de N qui est d$inissable dans la structure 
(N,+,X) et qui est non syndgtique. 
Le “theoreme de Cobham” suivant, egalement demontre par une methode differente 
dans [2], est un corollaire du Theoreme 1, de la Proposition 1 et du Theoreme 2. 
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Thkor&me 3. Soient 0 et 6’ deux nombres r6els > 1, acceptables et indipendants. 
Une partie X de Nk est rationnelle si et seulement si elle est simultant!ment thecon- 
naissable et l?-reconnaissable. 
Dkmonstration. Soit X une partie rationnelle de Nk. Elle est definissable dans la 
structure (N, +). Done, d’apres la Proposition 1, elle est &recormaissable et W-recon- 
naissable. 
Reciproquement, soit X une partie 8-reconnaissable et 8’-reconnaissable. Elle est 
(tvidemment) definissable dans la structure (N, +,X). Si elle n’etait pas rationnelle, 
c’est-a-dire si elle n’etait pas definissable dans la structure (N, +), il existerait, d’apres 
le Thtoreme 2, une partie X’ C N definissable dans la structure (N, +,X) et non 
syndetique. Mais, d’apres la Proposition 1, cette partie serait aussi O-reconnaissable 
et d’-reconnaissable, ce qui est contradictoire avec le Theo&me 1. 
Remerciements. Je remercie vivement V. Bruyere pour ses nombreuses et judicieuses 
remarques. 
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