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Abstract. We give a comprehensive treatment of the parabolic Signorini
problem based on a generalization of Almgren’s monotonicity of the frequency.
This includes the proof of the optimal regularity of solutions, classification of
free boundary points, the regularity of the regular set and the structure of the
singular set.
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1. Introduction
Given a domain Ω in Rn, n ≥ 2, with a sufficiently regular boundary ∂Ω, let M
be a relatively open subset of ∂Ω (in its relative topology), and set S = ∂Ω \M.
We consider the solution of the problem
∆v − ∂tv = 0 in ΩT := Ω× (0, T ],(1.1)
v ≥ ϕ, ∂νv ≥ 0, (v − ϕ)∂νv = 0 on MT := M× (0, T ],(1.2)
v = g on ST := S× (0, T ],(1.3)
v(·, 0) = ϕ0 on Ω0 := Ω× {0},(1.4)
where ∂ν is the outer normal derivative on ∂Ω, and ϕ : MT → R, ϕ0 : Ω0 → R, and
g : ST → R are prescribed functions satisfying the compatibility conditions: ϕ0 ≥ ϕ
on M× {0}, g ≥ ϕ on ∂S× (0, T ], and g = ϕ on S× {0}, see Fig. 1. The condition
(1.2) is known as the Signorini boundary condition and the problem (1.1)–(1.4) as
the (parabolic) Signorini problem for the heat equation. The function ϕ is called
the thin obstacle, since v is restricted to stay above ϕ on MT . Classical examples
where Signorini-type boundary conditions appear are the problems with unilateral
constraints in elastostatics (including the original Signorini problem [Sig59,Fic63]),
problems with semipermeable membranes in fluid mechanics (including the phe-
nomenon of osmosis and osmotic pressure in biochemistry), and the problems on
the temperature control on the boundary in thermics. We refer to the book of
Duvaut and Lions [DL76], where many such applications are discussed and the
mathematical models are derived.
Another historical importance of the parabolic Signorini problem is that it serves
as one of the prototypical examples of evolutionary variational inequalities, going
back to the foundational paper by Lions and Stampacchia [LS67], where the exis-
tence and uniqueness of certain weak solutions were established. In this paper, we
work with a stronger notion of solution. Thus, we say that a function v ∈W 1,02 (ΩT )
solves (1.1)–(1.4) if∫
ΩT
∇v∇(w − v) + ∂tv(w − v) ≥ 0 for every w ∈ K,
v ∈ K, ∂tv ∈ L2(ΩT ), v(·, 0) = ϕ0,
where K = {w ∈ W 1,02 (ΩT ) | w ≥ ϕ on MT , w = g on ST }. The reader should
see Section 2.2 for the definitions of the relevant parabolic functional classes. The
existence and uniqueness of such v, under some natural assumptions on ϕ, ϕ0, and
g can be found in [Bre´72,DL76,AU88,AU96]. See also Section 3 for more details.
Two major questions arise in the study of the problem (1.1)–(1.4):
• the regularity properties of v;
• the structure and regularity of the free boundary
Γ(v) = ∂MT {(x, t) ∈MT | v(x, t) > ϕ(x, t)},
where ∂MT indicates the boundary in the relative topology of MT .
Concerning the regularity of v, it has long been known that the spatial derivatives
∂xiv, i = 1, . . . , n, are α-Ho¨lder continuous on compact subsets of ΩT ∪MT , for
some unspecified α ∈ (0, 1). In the time-independent case, such regularity was first
proved by Richardson [Ric78] in dimension n = 2, and by Caffarelli [Caf79] for
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ΩT
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v > ϕ
∂νv = 0v = ϕ
∂νv ≥ 0
v = ϕ0
v = g
Γ(v)HY
Figure 1. The parabolic Signorini problem
n ≥ 3. In the parabolic case, this was first proved by Athanasopoulos [Ath82],
and subsequently by Uraltseva [Ura85] (see also [AU88]), under certain regularity
assumptions on the boundary data, which were further relaxed by Arkhipova and
Uraltseva [AU96].
We note that the Ho¨lder continuity of ∂xiv is the best regularity one should
expect for the solution of (1.1)–(1.4). This can be seen from the example
v = Re(x1 + ixn)
3/2, xn ≥ 0,
which is a harmonic function in Rn+, and satisfies the Signorini boundary conditions
on M = Rn−1×{0}, with thin obstacle ϕ ≡ 0. This example also suggests that the
optimal Ho¨lder exponent for ∂xiv should be 1/2, at least whenM is flat (contained in
a hyperplane). Indeed, in the time-independent case, such optimal C1,1/2 regularity
was proved in dimension n = 2 in the cited paper by Richardson [Ric78]. The case
of arbitrary space dimension (still time-independent), however, had to wait for the
breakthrough work of Athanasopoulos and Caffarelli [AC04]. Very recently, the
proof of the optimal regularity for the original Signorini problem in elastostatics
was announced by Andersson [And12].
One of the main objectives of this paper is to establish, in the parabolic Signorini
problem, and for a flat thin manifold M, that ∇v ∈ H1/2,1/4loc (ΩT ∪MT ), or more
precisely that v ∈ H3/2,3/4loc (ΩT ∪MT ), see Theorem 9.1 below. Our approach is in-
spired by the works of Athanasopoulos, Caffarelli, and Salsa [ACS08] and Caffarelli,
Salsa, and Silvestre [CSS08] on the time-independent problem. In such papers a
generalization of the celebrated Almgren’s frequency formula established in [Alm00]
was used, not only to give an alternative proof of the optimal C1,1/2 regularity of
solutions, but also to study the so-called regular set R(v) of the free boundary
Γ(v). This approach was subsequently refined in [GP09] by the second and third
named authors with the objective of classifying the free boundary points according
to their separation rate from the thin obstacle ϕ. In [GP09] the authors also intro-
duced generalizations of Weiss’s and Monneau’s monotonicity formulas, originally
developed in [Wei99a] and [Mon03], respectively, for the classical obstacle problem.
Such generalized Weiss’s and Monneau’s monotonicity formulas allowed to prove
a structural theorem on the so-called singular set Σ(v) of the free boundary, see
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[GP09]. For an exposition of these results in the case when the thin obstacle ϕ ≡ 0
we also refer to the book by the third named author, Shahgholian, and Uraltseva
[PSU12, Chapter 9].
In closing we mention that, as far as we are aware of, the only result presently
available concerning the free boundary in the parabolic setting is that of Athana-
sopoulos [Ath84], under assumptions on the boundary data that guarantee bound-
edness and nonnegativity of ∂tv. In that paper it is shown that the free boundary
is locally given as a graph
t = h(x1, . . . , xn−1),
for a Lipschitz continuous function h.
1.1. Overview of the main results. In this paper we extend all the above men-
tioned results from the elliptic to the parabolic case. We focus on the situation
when the principal part of the diffusion operator is the Laplacian and that the thin
manifold M is flat and contained in Rn−1 × {0}.
One of our central results is a generalization of Almgren’s frequency formula
[Alm00], see Theorem 6.3 below. As it is well known, the parabolic counterpart of
Almgren’s formula was established by Poon [Poo96], for functions which are caloric
in an infinite strip Sρ = Rn × (−ρ2, 0]. In Section 6, we establish a truncated
version of that formula for the solutions of the parabolic Signorini problem, similar
to the ones in [CSS08] and [GP09]. The time dependent case presents, however,
substantial novel challenges with respect to the elliptic setting. These are mainly
due to the lack of regularity of the solution in the t-variable, a fact which makes
the justification of differentiation formulas and the control of error terms quite dif-
ficult. To overcome these obstructions, we have introduced (Steklov-type) averaged
versions of the quantities involved in our main monotonicity formulas. This basic
idea has enabled us to successfully control the error terms.
Similarly to what was done in [GP09], we then undertake a systematic classifi-
cation of the free boundary points based on the limit at the point in question of
the generalized frequency function. When the thin obstacle ϕ is in the class H`,`/2,
` ≥ 2, this classification translates into assigning to each free boundary point in
Γ(v) (or more generally to every point on the extended free boundary Γ∗(v), see
Section 4) a certain frequency κ ≤ `, see Sections 7 and 10. At the points for
which κ < `, the separation rate of the solution v from the thin obstacle can be
“detected”, in a sense that it will exceed the truncation term in the generalized fre-
quency formula. At those points we are then able to consider the so-called blowups,
which will be parabolically κ-homogeneous solutions of the Signorini problem, see
Section 7.
Next, we show that, similarly to what happens in the elliptic case, the smallest
possible value of the frequency at a free boundary point is κ = 3/2, see Section 8.
We emphasize that our proof of this fact does not rely on the semiconvexity esti-
mates, as in the elliptic case (see [AC04] or [CSS08]). Rather, we use the mono-
tonicity formula of Caffarelli [Caf93] to reduce the problem to the spatial dimension
n = 2, and then study the eigenvalues of the Ornstein-Uhlenbeck operator in do-
mains with slits (see Fig. 2 in Section 8). The elliptic version of this argument has
appeared earlier in the book [PSU12, Chapter 9]. The bound κ ≥ 3/2 ultimately
implies the optimal H
3/2,3/4
loc regularity of solutions, see Section 9.
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We next turn to studying the regularity properties of the free boundary. We start
with the so-called regular set R(v), which corresponds to free boundary points of
minimal frequency κ = 3/2. Similarly to the elliptic case, studied in [ACS08,
CSS08], the Lipschitz regularity of R(v) with respect to the space variables follows
by showing that there is a cone of spatial directions in which v − ϕ is monotone.
The 1/2-Ho¨lder regularity in t is then a consequence of the fact that the blowups at
regular points are t-independent, see Theorem 11.3. Thus, after possibly rotating
the coordinate axes in Rn−1, we obtain that R(v) is given locally as a graph
xn−1 = g(x1, . . . , xn−2, t),
where g is parabolically Lipschitz (or Lip(1, 12 ) in alternative terminology). To
prove the Ho¨lder Hα,α/2 regularity of ∂xig, i = 1, . . . , n − 2, we then use an idea
that goes back to the paper of Athanasopoulos and Caffarelli [AC85] based on an
application of the boundary Harnack principle (forward and backward) for so-called
domains with thin Lipschitz complement, i.e, domains of the type
Q1 \ {(x′, t) ∈ Q′1 | xn−1 ≤ g(x′′, t)},
see Lemma 11.9. This result was recently established in the work of the third named
author and Shi [PS13]. We emphasize that, unlike the elliptic case, the boundary
Harnack principle for such domains cannot be reduced to the other known results in
the parabolic setting (see e.g. [Kem72,FGS84] for parabolically Lipschitz domains,
or [HLN04] for parabolically NTA domains with Reifenberg flat boundary).
Another type of free boundary points that we study are the so-called singular
points, where the coincidence set {v = ϕ} has zero Hn-density in the thin manifold
with respect to the thin parabolic cylinders. This corresponds to free boundary
points with frequency κ = 2m, m ∈ N. The blowups at those points are paraboli-
cally κ-homogeneous polynomials, see Section 12.
Following the approach in [GP09], in Section 13 we establish appropriate par-
abolic versions of monotonicity formulas of Weiss and Monneau type. Using such
formulas we are able to prove the uniqueness of the blowups at singular free bound-
ary points (x0, t0), and consequently obtain a Taylor expansion of the type
v(x, t)− ϕ(x′, t) = qκ(x− x0, t− t0) + o(‖(x− x0, t− t0)‖κ), t ≤ t0,
where qκ is a polynomial of parabolic degree κ that depends continuously on the
singular point (x0, t0) with frequency κ. We note that such expansion holds only
for t ≤ t0 and may fail for t > t0 (see Remark 12.8). Nevertheless, we show that
this expansion essentially holds when restricted to singular points (x, t), even for
t ≥ t0. This is necessary in order to verify the compatibility condition in a parabolic
version of the Whitney’s extension theorem (given in Appendix B). Using the latter
we are then able to prove a structural theorem for the singular set. For the elliptic
counterpart of this result see [GP09]. It should be mentioned at this moment that
one difference between the parabolic case treated in the present paper and its elliptic
counterpart is the presence of new types of singular points, which we call time-like.
At such points the blowup may become independent of the space variables x′. We
show that such singular points are contained in a countable union of graphs of the
type
t = g(x1, . . . , xn−1),
where g is a C1 function. The other singular points, which we call space-like, are
contained in countable union of d-dimensional C1,0 manifolds (d < n− 1). After a
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possible rotation of coordinates in Rn−1, such manifolds are locally representable
as graphs of the type
(xd+1, . . . , xn−1) = g(x1, . . . , xd, t),
with g and ∂xig, i = 1, . . . , d, continuous.
1.2. Related problems. The time-independent version of the Signorini problem
is closely related to the obstacle problem for the half-Laplacian in Rn−1
u ≥ ϕ, (−∆x′)1/2u ≥ 0, (u− ϕ)(−∆x′)1/2u = 0 in Rn−1.
More precisely, if we consider a harmonic extension of u from Rn−1 = Rn−1 × {0}
to Rn+ (by means of a convolution with the Poisson kernel), we will have that
(−∆x′)1/2u = −cn∂xnu on Rn−1 × {0}.
Thus, the extension u will solve the Signorini problem in Rn+. More generally,
in the above problem instead of the half-Laplacian one can consider an arbitrary
fractional power of the Laplacian (−∆x′)s, 0 < s < 1, see e.g. the thesis of
Silvestre [Sil07]. Problems of this kind appear for instance in mathematical finance,
in the valuation of American options, when the asset prices are modelled by jump
processes. The time-independent problem corresponds to the so-called perpetual
options, with infinite maturity time. In such framework, with the aid of an extension
theorem of Caffarelli and Silvestre [CS07], many of the results known for s = 1/2
can be proved also for all powers 0 < s < 1, see [CSS08].
The evolution version of the problem above is driven by the fractional diffusion
and can be written as
u(x′, t)− ϕ(x′) ≥ 0,
((−∆x′)s + ∂t)u ≥ 0,
(u(x′, t)− ϕ(x′)) ((−∆x′)s + ∂t)u = 0
in Rn−1 × (0, T ) with the initial condition
u(x′, 0) = ϕ(x′).
This problem has been recently studied by Caffarelli and Figalli [CF12]. We em-
phasize that, although their time-independent versions are locally equivalent, the
problem studied in [CF12] is very different from the one considered in the present
paper.
In relation to temperature control problems on the boundary, described in [DL76],
we would like to mention the two recent papers by Athanasopoulos and Caffarelli
[AC10], and by Allen and Shi [AS13]. Both papers deal with two-phase problems
that can be viewed as generalizations of the one-phase problem (with ϕ = 0) con-
sidered in this paper. The paper [AS13] establishes the phenomenon of separation
of phases, thereby locally reducing the study of the two-phase problem to that of
one-phase. A similar phenomenon was shown earlier in the elliptic case by Allen,
Lindgren, and the third named author [ALP12].
1.3. Structure of the paper. In what follows we provide a brief description of
the structure of the paper.
• In Section 2 we introduce the notations used throughout the paper, and
describe the relevant parabolic functional classes.
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• In Section 3 we overview some of the known basic regularity properties
of the solution v of the parabolic Signorini problem. The main ones are:
v ∈ W 2,12,loc ∩ L∞loc; and, ∇v ∈ Hα,α/2loc for some α > 0. Such results will be
extensively used in our paper.
• In Section 4 we introduce the classes of solutions Sϕ(Q+1 ) of the para-
bolic Signorini problem with a thin obstacle ϕ, and show how to effectively
“subtract” the obstacle by maximally using its regularity. In this process
we convert the problem to one with zero thin obstacle, but with a non-
homogeneous right hand side f in the equation. In order to apply our main
monotonicity formulas we also need to to extend the resulting functions
from Q+1 to the entire strip S
+
1 . We achieve this by multiplication by a a
cutoff function, and denote the resulting class of functions by Sf (S+1 ).
• Section 5 contains generalizations of W 2,12 estimates to the weighted spaced
with Gaussian measure. These estimates will be instrumental in the proof
of the generalized frequency formula in Section 6 and in the study of the
blowups in Section 7. In order not to distract the reader from the main
content, we have deferred the proof of these estimates to the Appendix A.
• Section 6 is the most technical part of the paper. There, we generalize
Almgren’s (Poon’s) frequency formula to solutions of the parabolic Signorini
problem.
• In Section 7 we prove the existence and homogeneity of the blowups at
free boundary points where the separation rate of the solution from the
thin obstacle dominates the error (truncation) terms in the generalized
frequency formula.
• In Section 8 we prove that the minimal homogeneity of homogeneous solu-
tion of the parabolic Signorini problem is 3/2.
• Section 9 contains the proof of the optimal H3/2,3/4loc regularity of the solu-
tions of the parabolic Signorini problem.
• In the remaining part of the paper we study the free boundary. We start in
Section 10 by classifying the free boundary points according to the homo-
geneity of the blowups at the point in question. We also use the assumed
regularity of the thin obstacle in the most optimal way.
• In Section 11, we study the so-called regular set R(v) and show that it can
be locally represented as a graph with Hα,α/2 regular gradient.
• In Section 12 we give a characterization of the so-called singular points.
• Section 13 contains some new Weiss and Monneau type monotonicity for-
mulas for the parabolic problem. These results generalize the ones in [GP09]
for the elliptic case.
• In Section 14 we prove the uniqueness of blowups at singular points and
the continuous dependence of blowups on compact subsets of the singular
set. We then invoke a parabolic version of Whitney’s extension theorem
(given in Appendix B) to prove a structural theorem on the singular set.
2. Notation and preliminaries
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2.1. Notation. To proceed, we fix the notations that we are going to use through-
out the paper.
N = {1, 2, . . .} (natural numbers)
Z = {0,±1,±2, . . .} (integers)
Z+ = N ∪ {0} (nonnegative integers)
R = (−∞,∞) (real numbers)
s± = max{±s, 0}, s ∈ R (positive/negative part of s)
Rn = {x = (x1, x2, . . . , xn) | xi ∈ R} (Euclidean space)
Rn+ = {x ∈ Rn | xn > 0} (positive half-space)
Rn− = {x ∈ Rn | xn < 0} (negative half-space)
Rn−1 identified with Rn−1 × {0} ⊂ Rn (thin space)
x′ = (x1, x2, . . . , xn−1) for x ∈ Rn
we also identify x′ with (x′, 0)
x′′ = (x1, x2, . . . , xn−2)
|x| =
( n∑
i=1
x2i
)1/2
, x ∈ Rn (Euclidean norm)
‖(x, t)‖ = (|x|2 + |t|)1/2, x ∈ Rn, t ∈ R (parabolic norm)
xα = xα11 . . . x
αn
n , x ∈ Rn, α ∈ Zn+
E,E◦, ∂E closure, interior, boundary of the set E
∂XE boundary in the relative topology of X
∂pE parabolic boundary of E
Ec complement of the set E
Hs(E) s-dimensional Hausdorff measure
of a Borel set E
For x0 ∈ Rn, t0 ∈ R, and r > 0 we let
Br(x0) = {x ∈ Rn | |x− x0| < r} (Euclidean ball)
B±r (x0) = Br(x0) ∩ Rn±, x0 ∈ Rn−1 (Euclidean half-ball)
B′r(x0) = Br(x0) ∩ Rn−1, x0 ∈ Rn−1 (thin ball)
B′′r (x0) = B
′
r(x0) ∩ Rn−2, x0 ∈ Rn−2
C′η = {x′ ∈ Rn−1 | xn−1 ≥ η|x′′|}, η > 0 (thin cone)
Qr(x0, t0) = Br(x0)× (t0 − r2, t0] (parabolic cylinder)
Q±r (x0, t0) = B
±
r (x0)× (t0 − r2, t0] (parabolic half-cylinders)
Q˜r(x0, t0) = Br(x0)× (t0 − r2, t0 + r2) (full parabolic cylinder)
Q′r(x0, t0) = B
′
r(x0)× (t0 − r2, t0] (thin parabolic cylinder)
Q′′r (x0, t0) = B
′′
r (x0)× (t0 − r2, t0]
Sr = Rn × (−r2, 0] (parabolic strip)
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S±r = Rn± × (−r2, 0] (parabolic half-strip)
S′r = Rn−1 × (−r2, 0] (thin parabolic strip)
When x0 = 0 and t0 = 0, we routinely omit indicating the centers x0 and (x0, t0)
in the above notations.
∂eu, ue partial derivative in the direction e
∂xiu, uxi = ∂eiu, for standard coordinate
vectors ei, i = 1, . . . , n
∂tu, ut partial derivative in t variable
uxi1 ···xik = ∂xi1 ···xiku = ∂xi1 · · · ∂xiku
∂αx u = ∂
α1
x1 · · · ∂αnxn u,
for α = (α1, . . . , αn), αi ∈ Z+
∇u,∇xu = (∂x1u, . . . , ∂xnu) (gradient)
∇′u,∇x′u = (∂x1u, . . . , ∂xn−1u) (tangential or thin gradient)
∇′′u,∇x′′u = (∂x1u, . . . , ∂xn−2u)
Dku,Dkxu = (∂
α
x u)|α|=k, k ∈ Z+,
where |α| = α1 + · · ·+ αn
∆u,∆xu =
n∑
i=1
∂xixiu (Laplacian)
∆′u,∆x′u =
n−1∑
i=1
∂xixiu (tangential or thin Laplacian)
We denote by G the backward heat kernel on Rn × R
G(x, t) =
{
(−4pit)−n2 e x24t , t < 0,
0, t ≥ 0.
We will often use the following properties of G:
(2.1) ∆G+ ∂tG = 0, G(λx, λ
2t) = λ−nG(x, t), ∇G = x
2t
G.
Besides, to simplify our calculations, we define the differential operator:
(2.2) Zu = x∇u+ 2t∂tu,
which is the generator of the parabolic scaling in the sense that
(2.3) Zu(x, t) =
d
dλ
∣∣∣
λ=1
u(λx, λ2t).
Using (2.1), the operator Z can also be defined through the following identity:
(2.4) Zu = 2t
(
∇u∇G
G
+ ∂tu
)
.
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2.2. Parabolic functional classes. For the parabolic functional classes, we have
opted to use notations similar to those in the classical book of Ladyzhenskaya,
Solonnikov, and Uraltseva [LSU67].
Let Ω ⊂ Rn be an open subset in Rn and ΩT = Ω × (0, T ] for T > 0. The
class C(ΩT ) = C
0,0(ΩT ) is the class of functions continuous in ΩT with respect
to parabolic (or Euclidean) distance. Further, given for m ∈ Z+ we say u ∈
C2m,m(ΩT ) if for |α|+ 2j ≤ 2m ∂αx ∂jt u ∈ C0,0(ΩT ), and define the norm
‖u‖C2m,m(ΩT ) =
∑
|α|+2j≤2m
sup
(x,t)∈ΩT
|∂αx ∂jt u(x, y)|.
The parabolic Ho¨lder classes H`,`/2(ΩT ), for ` = m + γ, m ∈ Z+, 0 < γ ≤ 1 are
defined as follows. First, we let
〈u〉(0)ΩT = |u|
(0)
ΩT
= sup
(x,t)∈ΩT
|u(x, t)|,
〈u〉(m)ΩT =
∑
|α|+2j=m
|∂αx ∂jt u|(0)ΩT ,
〈u〉(β)x,ΩT = sup
(x,t),(y,t)∈ΩT
0<|x−y|≤δ0
|u(x, t)− u(y, t)|
|x− y|β , 0 < β ≤ 1,
〈u〉(β)t,ΩT = sup
(x,t),(x,s)∈ΩT
0<|t−s|<δ20
|u(x, t)− u(x, s)|
|t− s|β , 0 < β ≤ 1,
〈u〉(`)x,ΩT =
∑
|α|+2j=m
〈∂αx ∂jt u〉(γ)x,ΩT ,
〈u〉(`/2)t,ΩT =
∑
m−1≤|α|+2j≤m
〈∂αx ∂jt u〉((`−|α|−2j)/2)t,ΩT ,
〈u〉(`)ΩT = 〈u〉
(`)
x,ΩT
+ 〈u〉(`/2)t,ΩT .
Then, we define H`,`/2(ΩT ) as the space of functions u for which the following norm
is finite:
‖u‖H`,`/2(ΩT ) =
m∑
k=0
〈u〉(k)ΩT + 〈u〉
(`)
ΩT
.
The parabolic Lebesgue space Lq(ΩT ) indicates the Banach space of those measur-
able functions on ΩT for which the norm
‖u‖Lq(ΩT ) =
( ∫
ΩT
|u(x, t)|qdxdt
)1/q
is finite. The parabolic Sobolev spaces W 2m,mq (ΩT ), m ∈ Z+, denote the spaces
of those functions in Lq(ΩT ), whose distributional derivative ∂
α
x ∂
j
t u belongs to
∈ Lq(ΩT ), for |α|+ 2j ≤ 2m. Endowed with the norm
‖u‖W 2m,mq (ΩT ) =
∑
|α|+2j≤2m
‖∂αx ∂jt u‖Lq(ΩT ),
W 2m,mq (ΩT ) becomes a Banach space.
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We also denote by W 1,0q (ΩT ), W
1,1
q (ΩT ) the Banach subspaces of L
q(ΩT ) gener-
ated by the norms
‖u‖W 1,0q (ΩT ) = ‖u‖Lq(ΩT ) + ‖∇u‖Lq(ΩT ),
‖u‖W 1,1q (ΩT ) = ‖u‖Lq(ΩT ) + ‖∇u‖Lq(ΩT ) + ‖∂tu‖Lq(ΩT ).
Let E ⊂ SR for some R > 0. The weighted Lebesgue space Lp(E,G), p > 1, with
Gaussian weight G(x, t), will appear naturally in our proofs. The norm in this
space is defined by
‖u‖pLp(E,G) =
∫
E
|u(x, t)|pG(x, t)dxdt.
When E is a relatively open subset of SR, one may also define the respective
weighted Sobolev spaces. We will also consider weighted spatial Lebesgue and
Sobolev spaces Lp(Ω, G(·, s)), and Wmp (Ω, G(·, s)) with Gaussian weights G(·, s) on
Rn for some fixed s < 0. For instance, the norm in the space Lp(Ω, G(·, s)) is given
by
‖u‖pLp(Ω,G(·,s)) =
∫
Ω
|u(x)|pG(x, s)dx.
3. Known existence and regularity results
In this section we recall some known results about the existence and the regu-
larity of the solution of the parabolic Signorini problem that we are going to take
as the starting point of our analysis. For detailed proofs we refer the reader to
the works of Arkhipova and Uraltseva [AU88, AU96]. For simplicity we state the
relevant results only in the case of the unit parabolic half-cylinder Q+1 .
Suppose we are given functions f ∈ L∞(Q+1 ), ϕ ∈W 2,1∞ (Q′1), g ∈W 2,1∞ ((∂B1)+×
(−1, 0]), and ϕ0 ∈W 2∞(B+1 ) obeying the compatibility conditions
ϕ0 = g(·,−1) a.e. on (∂B1)+,
ϕ0 ≥ ϕ(·,−1) a.e. on B′1,
g ≥ ϕ a.e. on ∂B′1 × (−1, 0].
Given ϕ and g as above, we introduce the following closed subset of W 1,02 (Q
+
1 )
K = {v ∈W 1,02 (Q+1 ) | v ≥ ϕ a.e. on Q′1, v = g a.e. on (∂B1)+ × (−1, 0]}.
We say that u ∈W 1,02 (Q+1 ) satisfies
∆u− ∂tu = f(x, t) in Q+1 ,(3.1)
u ≥ ϕ, −∂xnu ≥ 0, (u− ϕ)∂xnu = 0 on Q′1,(3.2)
u = g on (∂B1)
+ × (−1, 0],(3.3)
u(·,−1) = ϕ0 on B+1 ,(3.4)
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if u solves the variational inequality∫
Q+1
[∇u∇(v − u) + ∂tu(v − u) + f(v − u)] ≥ 0 for any v ∈ K,
u ∈ K, ∂tu ∈ L2(Q+1 ),
u(·,−1) = ϕ0 on B+1 .
Under the assumptions above there exists a unique solution to the problem (3.1)–
(3.4). Moreover, the solution will have Ho¨lder continuous spatial gradient: ∇u ∈
Hα,α/2(Q+r ∪ Q′r) for any 0 < r < 1 with the Ho¨lder exponent α > 0 depending
only on the dimension, see [AU88,AU96]. Below, we sketch the details in the case
ϕ = 0 and g = 0, that would be most relevant in our case.
For any ε > 0 we denote by fε a mollifications of f and consider the solution uε
to the approximating problem
∆uε − ∂tuε = fε(x, t) in Q+1 ,
∂xnu
ε = βε(u
ε) on Q′1,
uε = 0 on (∂B1)
+ × (−1, 0],
uε(·,−1) = ϕ0 on B+1 ,
where the penalty function βε ∈ C∞(R) is such that
(3.5) βε(s) = 0 for s ≥ 0, βε(s) = ε+ s/ε for s ≤ −2ε2,
and β′ε(s) ≥ 0 for all s ∈ R.
The solutions uε to the penalization problems are shown to be smooth in Q+1 up to
Q′1, and it can be proved that they are uniformly bounded W
1,1
2 (Q
+
1 ). To this end,
for any η ∈W 1,02 (Q+1 ) vanishing a.e. on (∂B1)+ × (−1, 0] and (t1, t2] ⊂ (−1, 0], one
writes the integral identity
(3.6)
∫
B+1 ×(t1,t2]
(∇uε∇η + uεtη + fεη)dxdt+
∫
B′1×(t1,t2]
βε(u
ε)ηdx′dt = 0.
Taking in (3.6) first η = uε, and then η = uεt , one obtains the following global
uniform bounds for the family {uε}0<ε<1:
sup
t∈(−1,0]
‖uε(·, t)‖2
L2(B
+
1 )
+ ‖∇uε‖2
L2(Q
+
1 )
≤ Cn
(‖ϕ0‖2L2(B+1 ) + ‖f‖2L2(Q+1 )),
sup
t∈(−1,0]
‖∇uε(·, t)‖2
L2(B
+
1 )
+ ‖∂tuε‖2L2(Q+1 ) ≤ Cn
(‖∇ϕ0‖2L2(B+1 ) + ‖f‖2L2(Q+1 )).
Thus, the family {uε}0<ε<1 is uniformly bounded in W 1,12 (Q+1 ) and passing to the
weak limit as ε→ 0 one obtains the existence of solutions of the Signorini problem
(3.1)–(3.4) in the case ϕ = 0, g = 0. Besides, by choosing the test functions
η = βε(u
ε−wε)|βε(uε−wε)|p−2, p > 1, where w solves the boundary value problem
∆w − ∂tw = fε in Q+1 ,
w = 0 on ∂pQ
+
1 ,
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one can show the global uniform bound
sup
Q+1
|βε(uε)| ≤ Cn
(‖ϕ0‖W 2∞(B+1 ) + ‖f‖L∞(Q+1 )).
For complete details, see the proofs of Lemmas 4 and 5 in [AU88].
Next we have a series of local estimates. With ζ ∈ C∞0 (B1), we take the function
η = ∂xi [(∂xiu
ε)ζ2(x)], i = 1, . . . , n in (3.6). Integrating by parts, we obtain the
following local, uniform, second order estimate
‖D2uε‖L2(Q+r ) ≤ Cn,r
(‖∇u‖2
L2(Q
+
1 )
+ ‖f‖L2(Q+1 ))
≤ Cn,r
(‖ϕ0‖L2(B+1 ) + ‖f‖L2(Q+1 )), 0 < r < 1.
One should compare with our proof of Lemma 5.1 in Appendix A which is the
weighted version of this estimate. Furthermore, with more work one can establish
the following locally uniform spatial Lipschitz bound
‖uε‖W 1∞(Q+r ) ≤ Cn,r
(‖ϕ0‖W 2∞(B+1 ) + ‖f‖L∞(Q+1 )), 0 < r < 1,
see Lemma 6 in [AU88].
Finally, one can show that there exists a dimensional constant α > 0 such that
∇uε ∈ Hα,α/2(Q+r ∪Q′r) for any 0 < r < 1, with the estimate
‖∇uε‖Hα,α/2(Q+r ∪Q′r) ≤ Cn,r,ρ
(‖∇uε‖L∞(Q+ρ ) + ‖f‖L∞(Q+ρ )), 0 < r < ρ < 1
≤ Cn,r
(‖ϕ0‖W 2∞(B+1 ) + ‖f‖L∞(Q+1 )),
see Theorem 2.1 in [AU96].
We summarize the estimates above in the following two lemmas.
Lemma 3.1. Let u ∈W 1,12 (Q+1 ) be a solution of the Signorini problem (3.1)–(3.4)
with f ∈ L2(Q+1 ), ϕ0 ∈ W 12 (B+1 ), ϕ = 0, and g = 0. Then, u ∈ W 2,12 (Q+r ) for any
0 < r < 1 and
‖u‖W 2,12 (Q+r ) ≤ Cn,r
(‖ϕ0‖W 12 (B+1 ) + ‖f‖L2(Q+1 )). 
Lemma 3.2. Let u ∈W 1,12 (Q+1 ) be a solution of the Signorini problem (3.1)–(3.4)
with f ∈ L∞(Q+1 ), ϕ0 ∈ W 2∞(B+1 ), ϕ = 0, and g = 0. Then, for any 0 < r < 1,
u ∈ L∞(Q+r ), ∇u ∈ Hα,α/2(Q+r ∪Q′r) with a dimensional constant α > 0 and
‖u‖L∞(Q+r ) + ‖∇u‖Hα,α/2(Q+r ∪Q′r) ≤ Cn,r
(‖ϕ0‖W 2∞(B+1 ) + ‖f‖L∞(Q+1 )). 
We will also need the following variant of Lemma 3.2 that does not impose any
restriction on the boundary data g and ϕ0.
Lemma 3.3. Let v ∈W 1,12 (Q+1 )∩W 1,0∞ (Q+1 ) be a solution of the Signorini problem
(3.1)–(3.4) with f ∈ L∞(Q+1 ), and ϕ ∈ H2,1(Q′1). Then, for any 0 < r < 1,
∇v ∈ Hα,α/2(Q+r ∪Q′r) with a universal α > 0, and
‖∇v‖Hα,α/2(Q+r ∪Q′r) ≤ Cn,r
(‖v‖W 1,0∞ (Q+1 ) + ‖f‖L∞(Q+1 ) + ‖ϕ‖H2,1(Q′1)).
Proof. Consider the function
u(x, t) = [v(x, t)− ϕ(x′, t)]η(x, t)
with η ∈ C∞0 (Q+1 ), such that
η = 1 on Qr, η(x
′,−xn, t) = η(x′, xn, t).
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In particular, ∂xnη = 0 on Q
′
1. Then u satisfies the conditions of Lemma 3.2 with
ϕ = 0, g = 0, ϕ0 = 0 and with f replaced by
[f − (∆′ − ∂t)ϕ]η + (v − ϕ)(∆− ∂t)η + 2(∇v −∇ϕ)∇η.
The assumptions on v and ϕ now imply the required estimate from that in Lemma 3.2.

In Section 5 we generalize the estimates in Lemma 3.1 for the appropriate
weighted Gaussian norms. The proof of these estimates are given in Appendix A.
One of our main results in this paper is the optimal value of the Ho¨lder exponent α
in Lemma 3.3. We show that ∇u ∈ H1/2,1/4loc , or slightly stronger, that u ∈ H3/2,3/4loc ,
when f is bounded, see Theorem 9.1.
4. Classes of solutions
In this paper we are mostly interested in local properties of the solution v of
the parabolic Signorini problem and of its free boundary. In view of this, we focus
our attention on solutions in parabolic (half-)cylinders. Furthermore, thanks to
the results in Section 3, we can, and will assume that such solutions possess the
regularity provided by Lemmas 3.1 and 3.2.
Definition 4.1 (Solutions in cylinders). Given ϕ ∈ H2,1(Q′1), we say that v ∈
Sϕ(Q
+
1 ) if v ∈ W 2,12 (Q+1 ) ∩ L∞(Q+1 ), ∇v ∈ Hα,α/2(Q+1 ∪Q′1) for some 0 < α < 1,
and v satisfies
∆v − ∂tv = 0 in Q+1 ,(4.1)
v − ϕ ≥ 0, −∂xnv ≥ 0, (v − ϕ)∂xnv = 0 on Q′1,(4.2)
and
(4.3) (0, 0) ∈ Γ∗(v) := ∂Q′1{(x′, t) ∈ Q′1 | v(x′, 0, t) = ϕ(x′, t), ∂xnv(x′, 0, t) = 0},
where ∂Q′1 is the boundary in the relative topology of Q
′
1.
We call the set Γ∗(v) the extended free boundary for the solution v. Recall that
the free boundary is given by
Γ(v) := ∂Q′1{(x′, t) ∈ Q′1 | v(x′, 0, t) > ϕ(x′, t)}.
Note that by definition Γ∗(v) ⊃ Γ(v). The reason for considering this extension is
that parabolic cylinders do not contain information on “future times”. This fact
may create a problem when restricting solutions to smaller subcylinders. The notion
of extended free boundary removes this problem. Namely, if (x0, t0) ∈ Γ∗(v) and
r > 0 is such that Q+r (x0, t0) ⊂ Q+1 , then (x0, t0) ∈ Γ∗
(
v
∣∣
Q+r (x0,t0)
)
. Sometimes, we
will abuse the terminology and call Γ∗(v) the free boundary.
Replacing Q+1 and Q
′
1 by Q
+
R and Q
′
R respectively in the definition above, we will
obtain the class Sϕ(Q
+
R). Note that if v ∈ Sϕ(Q+R) then the parabolic rescaling
vR(x, t) =
1
CR
v(Rx,R2t),
where CR > 0 can be arbitrary (but typically chosen to normalize a certain quan-
tity), belongs to the class SϕR(Q
+
1 ). Having that in mind, we will state most of
the results only for the case R = 1.
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The function v ∈ Sϕ(Q+1 ) allows a natural extension to the entire parabolic
cylinder Q1 by the even reflection in xn coordinate:
v(x′,−xn, t) := v(x′, xn, t).
Then v will satisfy
∆v − ∂tv = 0 in Q1 \ Λ(v),
where
Λ(v) := {(x′, t) ∈ Q′1 | v(x′, 0, t) = ϕ(x′, t)},
is the so-called coincidence set. More generally,
∆v − ∂tv ≤ 0 in Q1,
∆v − ∂tv = 2(∂+xnv)Hn
∣∣
Λ(v)
in Q1,
in the sense of distributions, where Hn is the n-dimensional Hausdorff measure and
by ∂+xnv we understand the limit from the right ∂xnv(x
′, 0+, t) on Q′1.
We next show how to reduce the study of the solutions with nonzero obstacle
ϕ to the ones with zero obstacle. As the simplest such reduction we consider
the difference v(x, t) − ϕ(x′, t), which will satisfy the Signorini conditions on Q′1
with zero obstacle, but at an expense of solving nonhomogeneous heat equation
instead of the homogeneous one. One may further extend this difference to the
strip S+1 = Rn+ × (−1, 0] by multiplying with a cutoff function in x variables. More
specifically, let ψ ∈ C∞0 (Rn) be such that
0 ≤ ψ ≤ 1, ψ = 1 on B1/2, suppψ ⊂ B3/4,(4.4)
ψ(x′,−xn) = ψ(x′, xn), x ∈ Rn,(4.5)
and consider the function
(4.6) u(x, t) = [v(x, t)− ϕ(x′, t)]ψ(x) for (x, t) ∈ S+1 .
It is easy to see that u satisfies the nonhomogeneous heat equation in S+1
∆u− ∂tu = f(x, t) in S+1 ,
f(x, t) = −ψ(x)[∆′ϕ− ∂tϕ] + [v(x, t)− ϕ(x′, t)]∆ψ + 2∇v∇ψ,
and the Signorini boundary conditions on S′1
u ≥ 0, −∂xnu ≥ 0, u∂xnu = 0 on S′1.
Moreover, it is easy to see that f is uniformly bounded.
Definition 4.2 (Solutions in strips). We say that u ∈ Sf (S+1 ), for f ∈ L∞(S+1 )
if u ∈ W 2,12 (S+1 ) ∩ L∞(S+1 ), ∇u ∈ Hα,α/2(S+1 ∪ S′1), u has a bounded support and
solves
∆u− ∂tu = f in S+1 ,(4.7)
u ≥ 0, −∂xnu ≥ 0, u∂xnu = 0 on S′1,(4.8)
and
(0, 0) ∈ Γ∗(u) = ∂S′1{(x′, t) ∈ S′1 | u(x′, 0, t) = 0, ∂xnu(x′, 0, t) = 0}.
16 D. DANIELLI, N. GAROFALO, A. PETROSYAN, AND T. TO
If we only assume ϕ ∈ H2,1(Q′1), then in the construction above we can only say
that the function f ∈ L∞(S+1 ). For some of the results that we are going to prove
(such as the optimal regularity in Theorem 9.1) this will be sufficient. However, if
we want to study a more refined behavior of u near the origin, we need to assume
more regularity on ϕ.
Thus, if we assume ϕ ∈ H`,`/2(Q′1) with ` = k + γ ≥ 2, k ∈ N, 0 < γ ≤ 1, then
for its parabolic Taylor polynomial qk(x
′, t) of parabolic degree k at the origin, we
have
|ϕ(x′, t)− qk(x′, t)| ≤M‖(x′, t)‖`,
for a certain M > 0, and more generally
|∂α′x′ ∂jtϕ(x′, t)− ∂α
′
x′ ∂
j
t qk(x
′, t)| ≤M‖(x′, t)‖`−|α′|−2j ,
for |α′|+ 2j ≤ k.
To proceed, we calorically extend the polynomial qk(x
′, t) in the following sense.
Lemma 4.3 (Caloric extension of polynomials). For a given polynomial q(x′, t) on
Rn−1 × R there exists a caloric extension polynomial q˜(x, t) in Rn × R, symmetric
in xn, i.e.,
(∆− ∂t)q˜(x, t) = 0, q˜(x′, 0, t) = q(x′, t), q˜(x′,−xn, t) = q˜(x′, xn, t).
Moreover, if q(x′, t) is parabolically homogeneous of order κ, then one can find
q˜(x, t) as above with the same homogeneity.
Proof. It is easily checked that the polynomial
q˜(x′, xn, t) =
N∑
j=0
(∂t −∆x′)jq(x′, t)x
2j
n
2j!
is the desired extension. Here N is taken so that the parabolic degree of the
polynomial q(x′, t) does not exceed 2N . 
Let now q˜k be the extension of the parabolic Taylor polynomial qk of ϕ at the
origin and consider
vk(x, t) := v(x, t)− q˜k(x, t), ϕk(x′, t) := ϕ(x′, t)− qk(x′, t).
It is easy to see that vk solves the Signorini problem with the thin obstacle ϕk, i.e.
vk ∈ Sϕk(Q+1 ), now with an additional property
|∂α′x′ ∂jtϕk(x′, t)| ≤M‖(x′, t)‖`−|α
′|−2|j|, for |α′|+ 2j ≤ k.
Then if we proceed as above and define
uk(x, t) = [vk(x, t)− ϕk(x′, t)]ψ(x)
= [v(x, t)− ϕ(x, t)− (q˜k(x, t)− qk(x′, t))]ψ(x)
then uk will satisfy (4.7)–(4.8) with the right-hand side
fk = −ψ(x)[∆′ϕk − ∂tϕk] + [vk(x, t)− ϕk(x′, t)]∆ψ + 2∇vk∇ψ,
which additionally satisfies
|fk(x, t)| ≤M‖(x, t)‖`−2 for (x, t) ∈ S+1 ,
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for M depending only on ψ, ‖u‖W 1,0∞ (Q+1 ), and ‖ϕ‖H`,`/2(Q+1 ). Moreover, for |α| +
2j ≤ k − 2 one will also have
|∂αx ∂jt fk(x, t)| ≤Mα,j‖(x, t)‖`−2−|α|−2j for (x, t) ∈ Q+1/2.
We record this construction in the following proposition.
Proposition 4.4. Let v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), ` = k + γ ≥ 2, k ∈ N ,
0 < γ ≤ 1. If qk is the parabolic Taylor polynomial of order k of ϕ at the origin, q˜k
is its extension given by Lemma 4.3, and ψ is a cutoff function as in (4.4)–(4.5),
then
uk(x, t) = [v(x, t)− q˜k(x, t)− (ϕ(x′, t)− qk(x′, t))]ψ(x)
belongs to the class Sfk(S+1 ) with
|fk(x, t)| ≤M‖(x, t)‖`−2 for (x, t) ∈ S+1
and more generally, for |α|+ 2j ≤ k − 2,
|∂αx ∂jt fk(x, t)| ≤Mα,j‖(x, t)‖`−2−|α|−2j for (x, t) ∈ Q+1/2.
Furthermore, uk(x
′, 0, t) = v(x′, 0, t) − ϕ(x,′ t), ∂xnuk(x′, 0, t) = ∂xnv(x′, 0, t) in
Q′1/2 and therefore
Γ(uk) ∩Q′1/2 = Γ(v) ∩Q′1/2,
Γ∗(uk) ∩Q′1/2 = Γ∗(v) ∩Q′1/2. 
5. Estimates in Gaussian spaces
In this section we state W 2,12 -estimates with respect to the Gaussian measure
G(x, t)dxdt in the half-strips S+ρ . The estimates involves the quantities that appear
in the generalized frequency formula that we prove in the next section. Since the
computations are rather long and technical, to help with the readability of the
paper, we have moved the proofs to Appendix A.
Lemma 5.1. Let u ∈ Sf (S+1 ) with f ∈ L∞(S+1 ). Then, for any 0 < ρ < 1 we
have the estimates ∫
S+ρ
|t||∇u|2G ≤ Cn,ρ
∫
S+1
(u2 + |t|2f2)G,
∫
S+ρ
|t|2(|D2u|2 + u2t )G ≤ Cn,ρ
∫
S+1
(u2 + |t|2f2)G.
Remark 5.2. Even though the estimates above are most natural for our further
purposes, we would like to note that slightly modifying the proof one may show
that ∫
S+ρ
|∇u|2G ≤ Cn,ρ
∫
S+1
(u2 + f2)G,
i.e., without the weights |t| and |t|2 in the integrals for |∇u|2 and f2. More generally,
the same estimate can be proved if u(∆ − ∂t)u ≥ 0 in S1, with the half-strips S+ρ
and S+1 replaced by the full strips Sρ and S1.
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Lemma 5.3. Suppose ui ∈ Sfi(S+1 ), i = 1, 2, with fi ∈ L∞(S+1 ). Then for any
0 < ρ < 1 we have the estimate∫
S+ρ
|t||∇(u1 − u2)|2G ≤ Cn,ρ
∫
S+1
[(u1 − u2)2 + |t|2(f1 − f2)2]G.
6. The generalized frequency function
In this section we will establish a monotonicity formula, which will be a key tool
for our study. The origins of this formula go back to Almgren’s Big Regularity
Paper [Alm00], where he proved that for (multiple-valued) harmonic functions in
the unit ball, the frequency function
Nu(r) = r
∫
Br
|∇u|2∫
∂Br
u2
is monotonically increasing in r ∈ (0, 1). Versions of this formula have been used
in different contexts, most notably in unique continuation [GL86,GL87] and more
recently in the thin obstacle problem [ACS08,GP09]. Almgren’s monotonicity for-
mula has been generalized by Poon to solutions of the heat equation in the unit
strip S1. More precisely, he proved in [Poo96] that if ∆u − ut = 0 in S1, then its
caloric frequency, defined as
Nu(r) =
r2
∫
Rn |∇u|2(x,−r2)G(x,−r2)dx∫
Rn u(x,−r2)2G(x,−r2)dx
,
is monotone non-decreasing in r ∈ (0, 1). This quantity, which to a large extent
plays the same role as Almgren’s frequency function, differs from the latter in that
it requires u to be defined in an entire strip. Thereby, it is not directly applicable to
caloric functions which are only locally defined, for instance when u is only defined
in the unit cylinder Q1. One possible remedy to this obstruction is to consider an
extension of a caloric function in Q1 to the entire strip S1 by multiplying it with a
spatial cutoff function ψ, supported in B1:
v(x, t) = u(x, t)ψ(x).
Such extension, however, will no longer be caloric in S1, and consequently the
parabolic frequency function Nv is no longer going to be monotone. However, there
is a reasonable hope that Nv is going to exhibit properties close to monotonicity.
In fact, to be able to control the error terms in the computations, we will need to
consider a “truncated” version of N . Moreover, we will be able to extend this result
to functions u ∈ Sf (S+1 ), and to functions v ∈ Sϕ(Q+1 ), via the constructions in
Proposition 4.4.
To proceed, we define the following quantities:
hu(t) =
∫
Rn+
u(x, t)2G(x, t)dx,
iu(t) = −t
∫
Rn+
|∇u(x, t)|2G(x, t)dx,
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for any function u in the parabolic half-strip S+1 for which the integrals involved are
finite. Note that, if u is an even function in xn, then Poon’s parabolic frequency
function is given by
Nu(r) =
iu(−r2)
hu(−r2) .
There are many substantial technical difficulties involved in working with this func-
tion directly. To overcome such difficulties, we consider the following averaged
versions of hu and iu:
Hu(r) =
1
r2
0∫
−r2
hu(t)dt =
1
r2
∫
S+r
u(x, t)2G(x, t)dxdt,
Iu(r) =
1
r2
0∫
−r2
iu(t)dt =
1
r2
∫
S+r
|t||∇u(x, t)|2G(x, t)dxdt.
One further obstruction is represented by the fact that the above integrals may
become unbounded near the endpoint t = 0, where G becomes singular. To remedy
this problem we introduce the following truncated versions of Hu and Iu. For a
constant 0 < δ < 1, let
Hδu(r) =
1
r2
−δ2r2∫
−r2
hu(t)dt =
1
r2
∫
S+r \S+δr
u(x, t)2G(x, t)dxdt,
Iδu(r) =
1
r2
−δ2r2∫
−r2
iu(t)dt =
1
r2
∫
S+r \S+δr
|t||∇u(x, t)|2G(x, t)dxdt.
The following lemma plays a crucial role in what follows.
Lemma 6.1. Assume that v ∈ C4,20 (S+1 ∪ S′1) satisfies
∆v − ∂tv = g(x, t) in S+1 .
Then, for any 0 < δ < 1 we have the following differentiation formulas
(Hδv )
′(r) =
4
r
Iδv (r)−
4
r3
∫
S+r \Sδr
tvgG− 4
r3
∫
S′r\S′δr
tvvxnG
(Iδv )
′(r) =
1
r3
∫
S+r \S+δr
(Zv)2G+
2
r3
∫
S+r \S+δr
t(Zv)gG+
2
r3
∫
S′r\S′δr
tvxn(Zv)G,
where the vector field Z is as in (2.2).
Proof. The main step in the proof consists in establishing the following differenti-
ation formulas for −1 < t < 0:
(6.1) h′v(t) =
2
t
iv(t)− 2
∫
Rn+
vgG− 2
∫
Rn−1
vvxnG,
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and
(6.2) i′v(t) =
1
2t
∫
Rn+
(Zv)2G+
∫
Rn+
(Zv)gG+
∫
Rn−1
vxn(Zv)G.
Once this is done, then noting that
Hδu(r) =
−δ2∫
−1
hu(r
2s)ds, Iδu(r) =
−δ2∫
−1
iu(r
2s)ds,
we find
(Hδu)
′(r) = 2r
−δ2∫
−1
sh′u(r
2s)ds, (Iδu)
′(r) = 2r
−δ2∫
−1
si′u(r
2s)ds.
Using (6.1) we thus obtain
(Hδv )
′(r) =
2
r3
−δ2r2∫
−r2
th′v(t)dt
=
2
r3
−δ2r2∫
−r2
(
2iv(t)− 2
∫
Rn+
tvgG(·, t) dx− 2
∫
Rn−1
vvxnG(·, t) dx
)
dt
=
4
r
Iδv (r)−
4
r3
∫
S+r \S+δr
tvgG− 4
r3
∫
S′r\S′δr
tvvxnG.
The formula for (Iδv )
′(r) is computed similarly. We are thus left with proving (6.1)
and (6.2).
(1◦) We start with claiming that
iv(t) =
1
2
∫
Rn+
vZvG+ t
∫
Rn+
vgG+ t
∫
Rn−1
vvxnG.
Indeed, noting that ∆(v2/2) = v∆v + |∇v|2 in S+1 , and keeping in mind that the
outer unit normal to Rn+ on Rn−1 is given by ν = −en = (0, . . . , 0,−1), we integrate
by parts to obtain
iv(t) = −t
∫
Rn+
(
∆(v2/2)− v∆v)G
= t
∫
Rn+
v∇v∇G+ t
∫
Rn−1
vvxnG+ t
∫
Rn+
vvtG+ t
∫
Rn+
vgG
= t
∫
Rn+
(
∇v∇G
G
+ vt
)
vG+ t
∫
Rn+
vgG+ t
∫
Rn−1
vvxnG
=
1
2
∫
Rn+
v(Zv)G+ t
∫
Rn+
vgG+ t
∫
Rn−1
vvxnG,
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where in the first integral of the last equality we have used (2.4). This proves the
claim.
(2◦) We now prove the formula (6.1) for h′v. Note that for λ > 0 we have
hv(λ
2t) =
∫
Rn+
v(x, λ2t)2G(x, λ2t)dx
=
∫
Rn+
v(λy, λ2t)2G(λy, λ2t)λndy =
∫
Rn+
v(λy, λ2t)2G(y, t)dy.
Here, we have used the identity G(λy, λ2t)λn = G(y, t). Differentiating with respect
to λ at λ = 1, and using (2.3), we therefore obtain
2th′v(t) = 2
∫
Rn+
vZvG,
or equivalently
h′v(t) =
1
t
∫
Rn+
vZvG.
Using now the formula for iv in (1
◦), and the fact that ∆v − vt = g, we obtain
h′v(t) =
2
t
iv(t)− 2
∫
Rn+
vgG− 2
∫
Rn−1
vvxnG.
(3◦) To obtain the differentiation formula (6.2) for iv, note that using the scaling
properties of G, similarly to what was done for hv, we have
iv(λ
2t) = −λ2t
∫
Rn+
|∇v(λy, λ2t)|2G(y, t)dy.
Differentiating with respect to λ at λ = 1, we obtain
2t i′v(t) = −t
∫
Rn+
Z(|∇v|2)G− 2t
∫
Rn+
|∇v|2G = −t
∫
Rn+
(
Z(|∇v|2 + 2|∇v|2)G.
We now use the following easily verifiable identity
Z(|∇v|2) + 2|∇v|2 = 2∇v · ∇(Zv),
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which, after substitution in the latter equation and integration by parts, yields
2t i′v(t) = −2t
∫
Rn+
∇v · ∇(Zv)G
= 2t
∫
Rn+
∆v(Zv)G+ 2t
∫
Rn+
(Zv)∇v∇G+ 2t
∫
Rn−1
vxn(Zv)G
= 2t
∫
Rn+
g(Zv)G+ 2t
∫
Rn+
Zv
(
∇v∇G
G
+ vt
)
G+ 2t
∫
Rn−1
vxn(Zv)G
= 2t
∫
Rn+
g(Zv)G+
∫
Rn+
(Zv)2G+ 2t
∫
Rn−1
vxn(Zv)G.
Hence, we obtain
i′v(t) =
1
2t
∫
Rn+
(Zv)2G+
∫
Rn+
g(Zv)G+
∫
Rn−1
vxn(Zv)G,
which establishes (6.2). 
With Lemma 6.1 in hands, we turn to establishing the essential ingredient in the
proof of our main monotonicity result.
Proposition 6.2 (Differentiation formulas for Hu and Iu). Let u ∈ Sf (S+1 ). Then,
Hu and Iu are absolutely continuous functions on (0, 1) and for a.e. r ∈ (0, 1) we
have
H ′u(r) =
4
r
Iu(r)− 4
r3
∫
S+r
tufG,
I ′u(r) ≥
1
r3
∫
S+r
(Zu)2G+
2
r3
∫
S+r
t(Zu)fG.
Proof. We note that, thanks to the estimates in Lemma 5.1 above, all integrals in
the above formulas are finite. The idea of the proof of the proposition is to approx-
imate u with smooth solutions uε to the Signorini problem, apply Lemma 6.1, and
then pass to the limit in ε. The limit process is in fact more involved then one may
expect. One complication is that although we have the estimates in Lemma 5.1 for
the solution u, we do not have similar estimates, uniform in ε, for the approximating
uε. This is in fact the main reason for which we have to consider truncated quanti-
ties Hδuε and I
δ
uε , let ε→ 0 first, and then δ → 0. However, the main difficulty is to
show that the integrals over S′r vanish. This is relatively easy to do for Hu, since
uuxn = 0 on S
′
1. On the other hand, proving the formula for I
′
u is considerably
more difficult, since one has to justify that uxnZu = 0 on S
′
1. Furthermore, the
vanishing of this term should be interpreted in a proper sense, since we generally
only know that Zu ∈ L2(S+1 ), and thus its trace may not even be well defined on
S′1.
With this being said, in the sequel we justify only the formula for I ′u, the one
for H ′u being analogous, but much simpler.
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(1◦) Assume that u is supported in B+R−2 × (−1, 0], R ≥ 3. Multiplying u with
a cutoff function η(t) such that η = 1 on [−r˜2, 0] and η = 0 on (−1,−˜˜r2] for
0 < r < r˜ < ˜˜r < 1, without loss of generality we may assume that u(·,−1) = 0. We
then approximate u in B+R × (−1, 0] with the solutions of the penalized problem
∆uε − ∂tuε = fε in B+R × (−1, 0],
∂xnu
ε = βε(u
ε) on B′R × (−1, 0],
uε = 0 on (∂BR)
+ × (−1, 0],
uε(·,−1) = 0 on B+R ,
where fε is a mollification of f . For any ρ ∈ (0, 1), let
Q+R−1,ρ = B
+
R−1 × (−ρ2, 0], Q′R−1,ρ = B′R−1 × (−ρ2, 0].
From the estimates in Section 3 we have
‖uε‖W 2,12 (Q+R−1,ρ), ‖u
ε‖L∞(Q+R−1,ρ), ‖∇u
ε‖L∞(Q+R−1,ρ) ≤ C(ρ, u),
max
Q′R−1,ρ
|βε(uε)| ≤ C(ρ, u),
uniformly in ε ∈ (0, 1).
(2◦) Now, in order to extend uε to S+1 , pick a cutoff function ζ ∈ C∞0 (Rn) such
that
0 ≤ ζ ≤ 1, ζ = 1 on BR−2, supp ζ ⊂ BR−1, ζ(x′,−xn) = ζ(x′, xn),
and define
vε(x, t) = uε(x, t)ζ(x).
Note that since u is supported in B+R−2 × (−1, 0], vε will converge to u and we will
have the uniform estimates
‖vε‖W 2,12 (S+ρ ), ‖v
ε‖L∞(S+ρ ), ‖∇vε‖L∞(S+ρ ) ≤ C(ρ, u) <∞.
For vε we have that
∆vε − ∂tvε = fεζ + uε∆ζ + 2∇uε∇ζ =: gε in S+1 .
It is easy to see that gε converges strongly to f in L2(S
+
ρ \ S+δρ, G) for 0 < δ < 1.
Besides, we also have
vεxn = u
ε
xnζ, Zv
ε = ζ(Zuε) + (Zζ)uε on S′1,
and therefore
vεxnZv
ε = ζ(Zζ)uεβε(u
ε) + ζ2uεxn(Zu
ε) on S′1.
(3◦) We now fix a small δ > 0, apply the differentiation formulas in Lemma 6.1 to
vε and pass to the limit. We have
(Iδvε)
′(r) =
1
r3
∫
S+r \S+δr
(Zvε)2G+
2
r3
∫
S+r \S+δr
t(Zvε)gεG+
4
r3
∫
S′r\S′δr
tvεxn(Zv
ε)G
= J1 + J2 + J3.
(3.i◦) To pass to the limit in J1, we note that Zvε converges to Zu weakly in
24 D. DANIELLI, N. GAROFALO, A. PETROSYAN, AND T. TO
L2(S
+
r \S+δr, G). Indeed, this follows from the uniform W 2,12 estimates on vε in (2◦)
and the boundedness of G in S+r \ S+δr. Thus, in the limit we obtain
1
r3
∫
S+r \S+δr
(Zu)2G ≤ lim inf
ε→0
1
r3
∫
S+r \S+δr
(Zvε)2G.
Note that here we cannot claim equality, as we do not have a strong convergence
of Zvε to Zu.
(3.ii◦) In J2, the weak convergence of Zvε to Zu, combined with the strong con-
vergence of gε to f in L2(S
+
r \ S+δr, G) is enough to conclude that
2
r3
∫
S+r \S+δr
t(Zu)fG = lim
ε→0
2
r3
∫
S+r \S+δr
t(Zvε)gεG.
Moreover, the convergence will be uniform in r ∈ [r1, r2] ⊂ (0, 1).
(3.iii◦) Finally, we claim that J3 → 0 as ε→ 0, i.e.,
lim
ε→0+
4
r3
∫
S′r\S′δr
tvεxn(Zv
ε)G = 0.
Indeed, we have∫
S′r\S′δr
tvεxn(Zv
ε)G =
∫
S′r\S′δr
tζ(Zζ)uεβε(u
ε)G+
∫
S′r\S′δr
tζ2βε(u
ε)(Zuε)G
=: E1 + E2.
We then estimate the integrals E1 and E2 separately.
(3.iii.a◦) We start with E1. Recall that |βε(uε)| ≤ C(ρ) in Q′R−1,ρ. By (3.5), this
implies that uε ≥ −C(ρ)ε in Q′R−1,ρ and therefore
|E1| ≤ C(ρ)r3ε, 0 < r ≤ ρ < 1.
(3.iii.b◦) A similar estimate holds also for E2, but the proof is a little more involved.
To this end consider
Bε(t) =
t∫
0
βε(s)ds, t ∈ R.
From (3.5), it is easy to see that
Bε(t) = 0 for t > 0, Bε(t) ≥ 0 for all t, Bε(t) = Cε + εt+ t
2
2ε
for t ≤ −2ε2,
with Cε = Bε(−2ε2) ≤ 2ε3. Note that the uniform bound uε ≥ −C(ρ)ε in Q′R−1,ρ
implies that
max
Q′R−1,ρ
|Bε(vε)| ≤ C(ρ)ε.
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To use this fact, note that
E2 =
∫
S′r\S′δr
tζ2βε(u
ε)(Zuε)G =
∫
S′r\S′δr
tζ2[ZBε(u
ε)]G
=
∫
S′r\S′δr
Z[tζ2Bε(u
ε)]G−
∫
S′r\S′δr
Z(tζ2)Bε(u
ε)G
=: E22 − E21.
(3.iii.b.α◦) The estimate for E21 is straightforward:
|E21| ≤ C(ρ)r3ε, 0 < r ≤ ρ.
(3.iii.b.β◦) To estimate E22, denote Uε = tζ2Bε(uε). Then, substituting t = −λ2,
x′ = λy′, we have
E22 =
∫
S′r
ZUεGdx′dt =
r∫
δr
∫
Rn−1
(ZUε)(λy′,−λ2)G(λy′,−λ2)2λndy′dλ
= 2
r∫
δr
∫
Rn−1
λ
d
dλ
Uε(λy′,−λ2)G(y′,−1)dy′dλ
= 2
∫
Rn−1
[rUε(ry′,−r2)− δrUε(δry′,−δ2r2)]G(y′,−1)dy′
− 2
r∫
δr
∫
Rn−1
Uε(λy′,−λ2)G(y′,−1)dy′dλ
and consequently
|E22| ≤ C(ρ)r3ε, 0 < r ≤ ρ.
Combining the estimates in (3.iii.a◦)–(3.iii.b◦) above, we obtain
|J3| =
∣∣∣ 4
r3
∫
S′r\S′δr
tvεxn(Zv
ε)G
∣∣∣ ≤ C(ρ)ε→ 0, 0 < r ≤ ρ.
(4◦) Now, writing for any 0 < r1 < r2 < 1
Iδvε(r2)− Iδvε(r1) =
r2∫
r1
(Iδvε)
′(r)dr,
collecting the facts proved in (3.i◦)–(3.iii◦), and passing to the limit as ε → 0, we
obtain
Iδu(r2)− Iδu(r1) ≥
r2∫
r1
(
1
r3
∫
S+r \S+δr
(Zu)2G+
2
r3
∫
S+r \S+δr
t(Zu)fG
)
dr.
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Next, note that by Lemma 5.1 the integrands are uniformly bounded with respect
to δ (for fixed r1 and r2). Therefore, we can let δ → 0 in the latter inequality, to
obtain
Iu(r2)− Iu(r1) ≥
r2∫
r1
(
1
r3
∫
S+r
(Zu)2G+
2
r3
∫
S+r
t(Zu)fG
)
dr.
This is equivalent to the sought for conclusion for I ′u. 
To state the main result of this section, the generalized frequency formula, we
need the following notion. We say that a positive function µ(r) is a log-convex
function of log r on R+ if log µ(et) is a convex function of t. This simply means
that
µ(e(1−λ)s+λt) ≤ µ(es)1−λµ(et)λ, 0 ≤ λ ≤ 1.
This is equivalent to saying that µ is locally absolutely continuous on R+ and
rµ′(r)/µ(r) is nondecreasing. For instance, µ(r) = rκ is a log-convex function of
log r for any κ. The importance of this notion in our context is that Almgren’s and
Poon’s frequency formulas can be regarded as log-convexity statements in log r for
the appropriately defined quantities Hu(r).
Theorem 6.3 (Generalized frequency formula). Let u ∈ Sf (S+1 ) with f satisfy-
ing the following condition: there is a positive monotone nondecreasing log-convex
function µ(r) of log r, and constants σ > 0 and Cµ > 0, such that
µ(r) ≥ Cµr4−2σ
∫
Rn
f2(·,−r2)G(·,−r2) dx.
Then, there exists C > 0, depending only on σ, Cµ and n, such that the function
Φu(r) =
1
2
reCr
σ d
dr
log max{Hu(r), µ(r)}+ 2(eCrσ − 1)
is nondecreasing for r ∈ (0, 1).
Note that on the open set where Hu(r) > µ(r) we have Φu(r) ∼ 12rH ′u(r)/Hu(r)
which coincides with 2Nu, when f = 0. The purpose of the “truncation” of Hu(r)
with µ(r) is to control the error terms in computations that appear from the right-
hand-side f .
Proof of Theorem 6.3. First, we want to make a remark on the definition of r 7→
Φu(r), for r ∈ (0, 1). The functions Hu(r) and µ(r) are absolutely continuous and
therefore so is max{Hu(r), µ(r)}. It follows that Φu is uniquely identified only
up to a set of measure zero. The monotonicity of Φu should be understood in
the sense that there exists a monotone increasing function which equals Φu almost
everywhere. Therefore, without loss of generality we may assume that
Φu(r) =
1
2
reCr
σ µ′(r)
µ(r)
+ 2(eCr
σ − 1)
on F = {Hu(r) ≤ µ(r)} and
Φu(r) =
1
2
reCr
σH ′u(r)
Hu(r)
+ 2(eCr
σ − 1)
in O = {Hu(r) > µ(r)}. Following an idea introduced in [GL86,GL87] we now note
that it will be enough to check that Φ′u(r) > 0 in O. Indeed, from the assumption
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on µ, it is clear that that Φu is monotone on F. Next, if (r0, r1) is a maximal open
interval in O, then Hu(r0) = µ(r0) and Hu(r1) = µ(r1) unless r1 = 1. Besides, if
Φu is monotone in (r0, r1), it is easy to see that the limits H
′
u(r0+) and H
′
u(r1−)
will exist and satisfy
µ′(r0+) ≤ H ′u(r0+), H ′u(r1−) ≤ µ′(r1−) (unless r1 = 1)
and therefore we will have
Φu(r0) ≤ Φu(r0+) ≤ Φu(r1−) ≤ Φu(r1),
with the latter inequality holding when r1 < 1. This will imply the monotonicity
of Φu in (0, 1).
Therefore, we will concentrate only on the set O = {Hu(r) > µ(r)}, where the
monotonicity of Φu(r) is equivalent to that of(
r
H ′u(r)
Hu(r)
+ 4
)
eCr
σ
= 2Φu(r) + 4.
The latter will follow, once we show that
d
dr
(
r
H ′u(r)
Hu(r)
)
≥ −C
(
r
H ′u(r)
Hu(r)
+ 4
)
r−1+σ
in O. Now, from Proposition 6.2 we have
r
H ′u(r)
Hu(r)
= 4
Iu(r)
Hu(r)
− 4
r2
∫
S+r
tufG
Hu(r)
:= 4E1(r) + 4E2(r).
We then estimate the derivatives of each of the quantities Ei(r), i = 1, 2.
(1◦) Using the differentiation formulas in Proposition 6.2, we compute
r5H2u(r)E
′
1(r) = r
5H2u(r)
d
dr
( Iu(r)
Hu(r)
)
= r5(I ′u(r)Hu(r)− Iu(r)H ′u(r))
≥ r2Hu(r)
( ∫
S+r
(Zu)2G+ 2
∫
S+r
t(Zu)fG
)
− r2Iu(r)r3H ′u(r)
= r2Hu(r)
( ∫
S+r
(Zu+ tf)2G−
∫
S+r
t2f2G
)
−
( ∫
S+r
tufG+
r3
4
H ′u(r)
)
r3H ′u(r)
=
∫
S+r
u2G
( ∫
S+r
(Zu+ tf)2G−
∫
S+r
t2f2G
)
−
(r3
2
H ′u(r) +
∫
S+r
tufG
)2
+
( ∫
S+r
tufG
)2
=
[ ∫
S+r
u2G
∫
S+r
(Zu+ tf)2G−
( ∫
S+r
u(Zu+ tf)G
)2]
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−
∫
S+r
u2G
∫
S+r
t2f2G+
( ∫
S+r
tufG
)2
.
Applying the Cauchy-Schwarz inequality we obtain that the term in square brackets
above is nonnegative. Therefore,
r5H2u(r)E
′
1(r) ≥ −
∫
S+r
u2G
∫
S+r
t2f2G
or equivalently,
E′1(r) ≥ −
1
r3Hu(r)
∫
S+r
t2f2G.
(2◦) We next estimate the derivative of E2(r).
E′2(r) =
d
dr
(
− 1
r2
∫
S+r
tufG
Hu(r)
)
=
2
r3
∫
S+r
tufG
Hu(r)
− 2
r
∫
Rn+
(−r2)u(·,−r2)f(·,−r2)G(·,−r2)
Hu(r)
+
1
r2
H ′u(r)
∫
S+r
tufG
Hu(r)2
≥ − 2
r3Hu(r)
( ∫
S+r
u2G
)1/2( ∫
S+r
t2f2G
)1/2
− 2
rHu(r)
( ∫
Rn+
u2(·,−r2)G(·,−r2)
)1/2(
r4
∫
Rn+
f2(·,−r2)G(·,−r2)
)1/2
− rH
′
u(r)
Hu(r)
1
r3Hu(r)
( ∫
S+r
u2G
)1/2( ∫
S+r
t2f2G
)1/2
= − 2
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
− 2
rHu(r)
( ∫
Rn+
u2(·,−r2)G(·,−r2)
)1/2(
r4
∫
Rn+
f2(·,−r2)G(·,−r2)
)1/2
− rH
′
u(r)
Hu(r)
1
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
.
THE PARABOLIC SIGNORINI PROBLEM 29
(3◦) Combining together the estimates for E′1(r) and E
′
2(r), we have
d
dr
(
r
H ′u(r)
Hu(r)
)
≥ − 4
r3Hu(r)
∫
S+r
t2f2G− 8
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
− 8
rHu(r)
( ∫
Rn+
u2(·,−r2)G(·,−r2)
)1/2(
r4
∫
Rn+
f2(·,−r2)G(·,−r2)
)1/2
− rH
′
u(r)
Hu(r)
4
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
.
We estimate the third term separately. First, from
d
dr
∫
S+r
u2G = 2r
∫
Rn+
u2(·,−r2)G(·,−r2) dx
we have ∫
Rn+
u2(·,−r2)G(·,−r2) = 1
2r
d
dr
(r2Hu(r))
= Hu(r) +
r
2
H ′u(r).
From here we see that
1 +
r
2
H ′u(r)
Hu(r)
≥ 0
and therefore we also have
2
( ∫
Rn+
u2(·,−r2)G(·,−r2)
)1/2
= 2Hu(r)
1/2
(
1 +
r
2
H ′u(r)
Hu(r)
)1/2
≤ Hu(r)1/2
(
2 +
r
2
H ′u(r)
Hu(r)
)
.
Substituting into the inequality above, we then have
d
dr
(
r
H ′u(r)
Hu(r)
)
≥ − 4
r3Hu(r)
∫
S+r
t2f2G− 8
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
−
(
2 +
r
2
H ′u(r)
Hu(r)
) 4
rHu(r)1/2
(
r4
∫
Rn+
f2(·,−r2)G(·,−r2)
)1/2
− rH
′
u(r)
Hu(r)
4
r2Hu(r)1/2
( ∫
S+r
t2f2G
)1/2
.
On the set {Hu(r) > µ(r)}, we easily have
Hu(r) ≥ Cµr4−2σ
∫
Rn+
f2(·,−r2)G(·,−r2),
Hu(r) ≥ Cµr−2−2σ
∫
S+r
t2f2G,
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and consequently,
d
dr
(
r
H ′u(r)
Hu(r)
)
≥ −Cr−1+2σ − Cr−1+σ −
(
2 +
r
2
H ′u(r)
Hu(r)
)
Cr−1+σ − CrH
′
u(r)
Hu(r)
r−1+σ
≥ −C
(
r
H ′u(r)
Hu(r)
+ 4
)
r−1+σ.
Note that in the last step we have again used the fact that 1 + r2
H′u(r)
Hu(r)
≥ 0. The
desired conclusion follows readily. 
7. Existence and homogeneity of blowups
In this section, we show how the generalized frequency formula in Theorem 6.3
can be used to study the behavior of the solution u near the origin. The central
idea is to consider some appropriately normalized rescalings of u, indicated with ur
(see Definition 7.2), and then pass to the limit as r → 0+ (see Theorem 7.3). The
resulting limiting functions (over sequences r = rj → 0+) are known as blowups.
However, because of the truncation term µ(r) in the generalized frequency function
Φu(r), we can show the existence of blowups only when the growth rate of u can
be “detected,” in a certain proper sense to be made precise below. Finally, as
a consequence of the monotonicity of Φu(r), we obtain that the blowups must
be parabolically homogeneous solutions of the Signorini problem in S∞ = Rn ×
(−∞, 0].
Henceforth, we assume that u ∈ Sf (S+1 ), and that µ(r) be such that the condi-
tions of Theorem 6.3 are satisfied. In particular, we assume that
r4
∫
Rn
f2(·,−r2)G(·,−r2) dx ≤ r
2σµ(r)
Cµ
.
Consequently, Theorem 6.3 implies that the function
Φu(r) =
1
2
reCr
σ d
dr
log max{Hu(r), µ(r)}+ 2(eCrσ − 1)
is nondecreasing for r ∈ (0, 1). Hence, there exists the limit
(7.1) κ := Φu(0+) = lim
r→0+
Φu(r).
Since we assume that rµ′(r)/µ(r) is nondecreasing, the limit
(7.2) κµ :=
1
2
lim
r→0+
rµ′(r)
µ(r)
also exists. We then have the following basic proposition concerning the values of
κ and κµ.
Lemma 7.1. Let u ∈ Sf (S+1 ) and µ satisfy the conditions of Theorem 6.3. With
κ, κµ as above, we have
κ ≤ κµ.
Moreover, if κ < κµ, then there exists ru > 0 such that Hu(r) ≥ µ(r) for 0 < r ≤ ru.
In particular,
κ =
1
2
lim
r→0+
rH ′u(r)
Hu(r)
= 2 lim
r→0+
Iu(r)
Hu(r)
.
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Proof. As a first step we show that
(7.3) κ 6= κµ ⇒ there exists ru > 0 such that Hu(r) ≥ µ(r) for 0 < r ≤ ru.
Indeed, if the implication claimed in (7.3) fails, then for a sequence rj → 0+ we
have Hu(rj) < µ(rj). This implies that
Φu(rj) =
1
2
rje
Crσj
µ′(rj)
µ(rj)
+ 2(eCr
σ
j − 1),
and therefore
κ = lim
j→∞
Φu(rj) =
1
2
lim
j→∞
rj
µ′(rj)
µ(rj)
= κµ,
which contradicts κ 6= κµ. We have thus proved (7.3).
Now, (7.3) implies that, if κ 6= κµ, then
Φu(r) =
1
2
reCr
σH ′u(r)
Hu(r)
+ 2(eCr
σ − 1), 0 < r < ru.
Passing to the limit, we conclude that, if κ 6= κµ, then
(7.4) κ = lim
r→0+
Φu(r) =
1
2
lim
r→0+
rH ′u(r)
Hu(r)
.
However, in this case we also have
(7.5)
1
2
lim
r→0+
rH ′u(r)
Hu(r)
= 2 lim
r→0+
Iu(r)
Hu(r)
.
Indeed, recall that (see Proposition 6.2)
r
H ′u(r)
Hu(r)
= 4
Iu(r)
Hu(r)
− 4
r2
∫
S+r
tufG
Hu(r)
,
and (7.5) will follow once we show that
lim
r→0+
1
r2
∫
S+r
tufG
Hu(r)
= 0.
Using the Cauchy-Schwarz inequality, we have∫
S+r
tufG
r2Hu(r)
≤
( ∫
S+r
t2f2G
)1/2( ∫
S+r
u2G
)1/2
r2Hu(r)
=
( ∫
S+r
t2f2G
)1/2
rHu(r)1/2
≤
( µ(r)
CµHu(r)
)1/2
rσ ≤ C−1µ rσ → 0,
where in the last inequality before the limit we have used (7.3). Summarizing,
the assumption κ 6= κµ implies (7.4)–(7.5) above. Therefore, the proof will be
completed if we show that the case κ > κµ is impossible.
So, assume towards a contradiction that κ > κµ, and fix 0 < ε < κ − κµ. For
such ε choose rε > 0 so that
rH ′u(r)
Hu(r)
> 2κ− ε, rµ
′(r)
µ(r)
< 2κµ + ε, 0 < r < rε.
Integrating these inequalities from r to rε, we obtain
Hu(r) ≤ Hu(rε)
r2κ−εε
r2κ−ε, µ(r) ≥ µ(rε)
r
2κµ+ε
ε
r2κµ+ε.
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Since by our choice of ε > 0 we have 2κ− ε > 2κµ + ε, the above inequalities imply
that Hu(r) < µ(r) for small enough r, contrary to the established conclusion of
(7.3) above. Hence, the case κ > κµ is impossible, which implies that we always
have κ ≤ κµ. 
To proceed, we define the appropriate notion of rescalings that works well with
the generalized frequency formula.
Definition 7.2 (Rescalings). For u ∈ Sf (S+1 ) and r > 0 define the rescalings
ur(x, t) :=
u(rx, r2t)
Hu(r)1/2
, (x, t) ∈ S+1/r = Rn+ × (−1/r2, 0].
It is easy to see that the function ur solves the nonhomogeneous Signorini prob-
lem
∆ur − ∂tur = fr(x, t) in S+1/r,
ur ≥ 0, −∂xnur ≥ 0, ur∂xnur = 0 on S′1/r,
with
fr(x, t) =
r2f(rx, r2t)
Hu(r)1/2
.
In other words, ur ∈ Sfr (S+1/r). Further, note that ur is normalized by the condi-
tion
Hur (1) = 1,
and that, more generally, we have
Hur (ρ) =
Hu(ρr)
Hu(r)
.
We next show that, unless we are in the borderline case κ = κµ, we will be able to
study the so-called blowups of u at the origin. The condition κ < κµ below can be
understood, in a sense, that we can “detect” the growth of u near the origin.
Theorem 7.3 (Existence and homogeneity of blowups). Let u ∈ Sf (S+1 ), µ satisfy
the conditions of Theorem 6.3, and
κ := Φu(0+) < κµ =
1
2
lim
r→0+
r
µ′(r)
µ(r)
.
Then, we have:
i) For any R > 0, there is rR,u > 0 such that∫
S+R
(u2r + |t||∇ur|2 + |t|2|D2ur|2 + |t|2(∂tur)2)G ≤ C(R), 0 < r < rR,u.
ii) There is a sequence rj → 0+, and a function u0 in S+∞ = Rn+ × (−∞, 0],
such that ∫
S+R
(|urj − u0|2 + |t||∇(urj − u0)|2)G→ 0.
We call any such u0 a blowup of u at the origin.
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iii) u0 is a nonzero global solution of Signorini problem:
∆u0 − ∂tu0 = 0 in S+∞
u0 ≥ 0, −∂xnu0 ≥ 0, u0∂xnu0 = 0 on S′∞,
in the sense that it solves the Signorini problem in every Q+R.
iv) u0 is parabolically homogeneous of degree κ:
u0(λx, λ
2t) = λκu0(x, t), (x, t) ∈ S+∞, λ > 0
The proof of Theorem 7.3 is based on the following lemmas.
Lemma 7.4. If κ < κ′ < κµ and ru > 0 is such that Φu(r) < κ′ and Hu(r) ≥ µ(r)
for 0 < r < ru, then
Hur (ρ) ≥ ρ2κ
′
for any 0 < ρ ≤ 1, 0 < r < ru,
Hur (R) ≤ R2κ
′
for any R ≥ 1, 0 < r < ru/R.
Proof. From the assumptions we have
Φu(r) =
1
2
reCr
σH ′u(r)
Hu(r)
+ 2(eCr
σ − 1) ≤ κ′,
for 0 < r < ru, which implies that
H ′u(r)
Hu(r)
≤ 2κ
′
r
.
Integrating from ρr to r and exponentiating, we find
Hu(r)
Hu(ρr)
≤ ρ−2κ′ ,
which implies that
Hur (ρ) =
Hu(ρr)
Hu(r)
≥ ρ2κ′ .
Similarly, integrating from r to Rr (under the assumption that Rr ≤ ru) we find
Hur (R) =
Hu(Rr)
Hu(r)
≤ R2κ′ .

Lemma 7.5. Under the notations of the previous lemma, for any R ≥ 1 and
0 < r < ru/R, we have ∫
S+R
t2f2rG ≤ cµR2+2σ+2κ
′
r2σ.
Proof. Note that from the assumptions we have
µ(r) ≥ Cµr4−2σ
∫
R+n
f2(·,−r2)G(·,−r2),
µ(r) ≥ Cµr−2−2σ
∫
S+r
t2f2G.
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Now take R ≥ 1. Then, making the change of variables and using the inequalities
above, we have∫
S+R
t2f2rG =
r4
Hu(r)
∫
S+R
t2f(rx, r2t)2G(x, t)dxdt
=
1
r2Hu(r)
∫
S+Rr
t2f2G ≤ R2+2σr2σ µ(Rr)
CµHu(r)
.
Thus, if 0 < r < ru/R, then Hu(Rr) ≥ µ(Rr) and therefore∫
S+R
t2f2rG ≤ cµR2+2σr2σ
Hu(Rr)
Hu(r)
≤ cµR2+2σ+2κ′r2σ.
This completes the proof. 
We will also need the following well-known inequality (see [Gro75]) and one of
its corollaries.
Lemma 7.6 (log-Sobolev inequality). For any f ∈W 12 (Rn, G(·, s)) one has∫
Rn
f2 log(f2)G(·, s) ≤
(∫
Rn
f2G(·, s)
)
log
(∫
Rn
f2G(·, s)
)
+ 4|s|
∫
Rn
|∇f |2G(·, s). 
Lemma 7.7. For any f ∈W 12 (Rn, G(·, s)), let ω = {|f | > 0}. Then,
log
1
|ω|s
∫
Rn
f2G(·, s) ≤ 2|s|
∫
Rn
|∇f |2G(·, s),
where
|ω|s =
∫
ω
G(·, s).
Proof. Let ψ(y) = y log y for y > 0 and ψ(0) = 0. Then, the log-Sobolev inequality
can be rewritten as∫
Rn
ψ(f2)G(·, s) ≤ ψ
(∫
Rn
f2G(·, s)
)
+ 2|s|
∫
Rn
|∇f |2G(·, s).
On the other hand, since ψ is convex on [0,∞), by Jensen’s inequality we have
1
|ω|s
∫
Rn
ψ(f2)G(·, s) ≥ ψ
(
1
|ω|s
∫
Rn
f2G(·, s)
)
.
Combining these inequalities and using the identity λψ
(a
λ
)
− ψ(a) = a log 1
λ
, we
arrive at the claimed inequality. 
Proof of Theorem 7.3. i) From Lemmas 7.4 and 7.5 as well as Lemma 5.1, forR ≥ 1,
0 < r < rR,u we have∫
S+
R/2
(u2r + |t||∇ur|2 + |t|2|D2ur|2 + |t|2|∂tur|2)G ≤ CR(1 + cµr2σ).
Since R ≥ 1 is arbitrary, this implies the claim of part i).
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ii) Note that, in view of Lemma 5.3, it will be enough to show the existence of
u0, and the convergence ∫
S+R
|urj − u0|2G→ 0.
From Lemma 7.1 it follows that κ ≥ 0,∗ and therefore we obtain
r
H ′u(r)
Hu(r)
≥ −1, 0 < r < r0.
Integrating, we obtain that for small δ > 0
Hu(rδ) ≤ Hu(r)δ−1,
which gives
Hur (δ) ≤ δ−1
and consequently ∫
S+δ
u2rG < δ, 0 < r < r0.
Next, let ζA ∈ C∞0 (Rn) be a cutoff function, such that
0 ≤ ζ ≤ 1, ζA = 1 on BA−1, supp ζ ⊂ BA.
We may take A so large that
∫
Rn\BA−1 G(x, t)dx < e
−1/δ for −R2 < t < 0. Then
from Lemma 7.7, we have that∫
S+R∩{|x|≥A}
u2rG ≤
∫
S+R
u2r(1− ζA)2G ≤ δ
∫
S+R
(u2r + |t||∇ur|2)G ≤ δC(R),
for small enough r, where in the last step we have used the uniform estimate from
part i).
Next, notice that on E = ER,δ,A = (S
+
R \S+δ )∩{|x| ≤ A} = BA×(−R2,−δ2] the
function G is bounded below and above and therefore the estimates in i) imply that
the family {ur}0<r<rR,u is uniformly bounded in W 1,12 (E◦) and thus we can extract
a subsequence urj converging strongly in L2(E) and consequently in L2(E,G).
Letting δ → 0 and A → ∞, combined with the estimates above, by means of the
Cantor diagonal method, we complete the proof of this part.
iii) We first start with the Signorini boundary conditions. From the estimates
in ii) we have that {ur} is uniformly bounded in W 2,12 (B+R × (−R2,−δ2]) for any
0 < δ < R. We thus obtain that urj → u0 strongly, and ∂xnurj → ∂xnu0 weakly in
L2(B
′
R×(−R2,−δ2]). This is enough to pass to the limit in the Signorini boundary
conditions and to conclude that
u0 ≥ 0, −∂xnu0 ≥ 0, u0∂xnu0 = 0 on Rn−1 × (−∞, 0).
Besides, arguing similarly, and using Lemma 7.5 we obtain that
∆u0 − ∂tu0 = 0 in Rn+ × (−∞, 0).
Thus, to finish the proof of this part it remains to show that u0 is in the unweighted
Sobolev class W 1,12 (Q
+
R) for any R > 0. Because of the scaling properties, it is
sufficient to prove it only for R = 1/8. We argue as follows. First, extend u0
by even symmetry in xn to Rn × (−∞, 0). We then claim that u±0 are subcaloric
∗We will prove later that κ ≥ 3/2, but the information κ ≥ 0 will suffice in this proof.
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functions in Rn × (−∞, 0). Indeed, this would follow immediately, if we knew the
continuity of u0, since u0 is caloric where nonzero. But since we do not know the
continuity of u0 at this stage, we argue as follows. By continuity of ur we easily
obtain
(∆− ∂t)u±r ≥ −f∓r in BR × (−R2,−δ2].
Then, passing to the limit as r = rj → 0, we conclude that u±0 are subcaloric, since
|fr| → 0 in L2(BR × (−R2,−δ2]) by Lemma 7.5. Further, we claim that u±0 satisfy
the sub mean-value property
u±0 (x, t) ≤
∫
Rn
u±0 (y,−1)G(x− y,−t− 1)dy,
for any (x, t) ∈ Rn× (−1, 0). The proof of this fact is fairly standard, since, by the
estimates in part i), u0 satisfies an integral Tychonoff-type condition in the strips
S1 \ Sδ, δ > 0. Nevertheless, for completeness we give the details below. For large
R > 0 let ζR ∈ C∞0 (Rn) be a cutoff function such that 0 ≤ ζR ≤ 1, ζR = 1 on BR,
supp ζR ⊂ BR+1, |∇ζR| ≤ 1. Let now w = u±0 ζR in Rn × (−1, 0). From the fact
that u±0 are subcaloric, we have that
(∆− ∂t)w ≥ 2∇u±0 ∇ζR.
The advantage of w now is that it has a bounded support, and therefore we can
write
u0(x, t)
±ζR(x) = w(x, t) ≤
∫
Rn
u±0 (y,−1)ζR(y)G(x− y,−t− 1)
+ 2
t∫
−1
∫
Rn
|∇u0(y, s)||∇ζR(y, s)|G(x− y, s− t)dyds.
To proceed, fix A > 0 large and a > 0 small and consider |x| ≤ A and −1 < t < −a.
We want to show that the second integral above will vanish as we let R→∞. This
will be done with suitable estimates on the kernel G.
Claim 7.8. Let |x| ≤ A, −1 < s < −a < 0, and s < t < 0. Then
G(x− y, s− t) ≤
{
CG(y, s), if t− s < −s/8, |y| ≥ R
CG(y, s)eC|y|, if t− s ≥ −s/8
with C = Cn,a,A, R = Rn,a,A.
Proof. (1◦) t− s < −s/8. Choose R = 2A+ 1 and let |y| ≥ R. Then
|x− y|2 ≥ |x− y|
2
2
+
|x− y|2
2
≥ |R−A|
2
2
+
(|y|/2)2
2
≥ 1
2
+
|y|2
8
and therefore
G(x− y, s− t) = 1
(4pi(t− s))n/2 e
− |x−y|2
4(t−s) ≤ 1
(4pi(t− s))n/2 e
− 1
8(t−s) e−
|y|2
32(t−s)
≤ 1
(4pi(t− s))n/2 e
− 1
8(t−s) e
|y|2
4s ≤ Cne
|y|2
4s
≤ Cn,a
(4pi(−s))n/2 e
|y|2
4s ≤ Cn,aG(y, s),
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where we have used that the function r 7→ 1/(4pir)n/2e−1/4r is uniformly bounded
on (0,∞).
(2◦) Suppose now t− s ≥ −s/8. Then
G(x− y, s− t) = 1
(4pi(t− s))n/2 e
− |x−y|2
4(t−s) ≤ 8
n/2
(4pi(−s))n/2 e
− |x−y|24s
≤ Cn
(4pi(−s))n/2 e
− (|y|−|A|)24s
≤ Cn
(4pi(−s))n/2 e
− |y|24s eCa,A|y| ≤ CnG(y, s)eCa,A|y|.
Hence, the claim follows. 
Using the claim, the facts that
∫
S1
|∇u0|2G <∞ and
∫
S1
eC|y|G(y, s)dyds <∞,
and letting R→∞, we then easily obtain
u±0 (x, t) ≤
∫
Rn
u±0 (y,−1)G(x− y,−t− 1)dy.
Then, using the second estimate in Claim 7.8, for (x, t) ∈ Q1/2 we obtain
|u0(x, t)| ≤ Cn
∫
Rn
|u0(y,−1)|G(y,−1)eCn|y|dy.
More generally, changing the initial point s = −1 to arbitrary point s ∈ (−1,−1/2]
we will have
|u0(x, t)| ≤ Cn
∫
S1\S1/2
|u0(y, s)|G(y, s)eCn|y|dyds
and by applying Cauchy-Schwarz
‖u0‖2L∞(Q1/2) ≤ Cn
∫
S1
u20G = CnHu0(1) <∞.
The energy inequality applied to u±0 then yields u0 ∈W 1,0(Q1/4). Further, applying
the estimate in Lemma 3.1 for u(x, t) = u0(x, t)ζ(x, t), where ζ is a smooth cutoff
function in Q1/4, equal to 1 on Q1/8, with ϕ0 = 0 and f = 2∇u0∇ζ+u0(∆ζ−∂tζ),
we obtain that u0 ∈W 2,12 (Q+1/8). As remarked earlier, the scaling properties imply
that u0 ∈W 2,12 (Q+R) for any R > 0.
iv) Finally, we show that u0 is parabolically homogeneous of degree κ. Let
rj → 0+ be such that urj → u0 as in ii). Then by part ii) again we have for any
0 < ρ < 1
Hurj (ρ)→ Hu0(ρ), Iurj (ρ)→ Iu0(ρ).
Moreover, since by Lemma 7.4 Hur (ρ) ≥ ρ2κ
′
for sufficiently small r, we also have
Hu0(ρ) ≥ ρ2κ
′
, 0 < ρ < 1.
Hence, we obtain that for any 0 < ρ < 1
2
Iu0(ρ)
Hu0(ρ)
= 2 lim
j→∞
Iurj (ρ)
Hurj (ρ)
= 2 lim
j→∞
Iu(rjρ)
Hu(rjρ)
= κ,
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by Lemma 7.1. Thus the ratio 2Iu0(ρ)/Hu0(ρ) is constant in the interval (0, 1).
Further, notice that passing to the limit in the differentiation formulas in Propo-
sition 6.2, we will obtain the similar formulas hold for u0 for any 0 < r < ∞.
Thus, from computations in step (1◦) in Theorem 6.3, before the application of the
Cauchy-Schwarz inequality, we have
d
dr
( Iu0(r)
Hu0(r)
)
≥ 1
r5Hu0(r)
[ ∫
S+r
u20G
∫
S+r
(Zu0)
2G−
( ∫
S+r
u0(Zu0)G
)2]
.
Note here that Hu0(r) is never zero, since Hu0(r) ≥ r2κ
′
for r ≤ 1 and Hu0(r) ≥
r−2Hu0(1) ≥ r−2. And since we know that the above derivative must be zero it
implies that we have equality in Cauchy-Schwarz inequality∫
S+r
u20G
∫
S+r
(Zu0)
2G =
( ∫
S+r
u0(Zu0)G
)2
,
which can happen only if for some constant κ0 we have
Zu0 = κ0u0 in S
+
∞,
or that u0 is parabolically homogeneous of degree κ0. But then, in this case it is
straightforward to show that
Hu0(r) = Cr
2κ0 ,
H ′u0(r) =
4
r
Iu0(r) = 2κ0Cr
2κ0−1,
and therefore
2
Iu0(r)
Hu0(r)
= κ0.
This implies that κ0 = κ and completes the proof of the theorem. 
8. Homogeneous global solutions
In this section we study the homogeneous global solutions of the parabolic Sig-
norini problem, which appear as the result of the blowup process described in
Theorem 7.3. One of the conclusions of this section is that the homogeneity κ of
the blowup is
either κ =
3
2
or κ ≥ 2,
see Theorem 8.6 below. This will have two important consequences: (i) the fact that
κ ≥ 3/2 will imply the optimal H3/2,3/4loc regularity of solutions (see Theorem 9.1)
and (ii) the “gap” (3/2, 2) between possible values of κ will imply the relative
openness of the so-called regular set (see Proposition 11.2).
We start by noticing that κ > 1.
Proposition 8.1. Let u ∈ Sf (S+1 ) be as in Theorem 7.3. Then, κ ≥ 1 + α, where
α is the Ho¨lder exponent of ∇u in Definition 4.2.
For the proof we will need the following fact.
Lemma 8.2. Let u ∈ Sf (S+1 ). Then,
Hu(r) ≤ Cur2(1+α), 0 < r < 1,
where α is the Ho¨lder exponent of ∇u in Definition 4.2.
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Proof. Since (0, 0) ∈ Γ∗(u), we must have |∇u(0, 0)| = 0. Recalling also that u has
a bounded support, we obtain that
|∇u| ≤ C0‖(x, t)‖α, (x, t) ∈ S+1 .
Let us show that for C > 0
|u| ≤ C‖(x, t)‖1+α, (x, t) ∈ S+1 .
Because of the gradient estimate above, it will be enough to show that
|u| ≤ Cr1+α in Q+r .
First, observe that since u ≥ 0 on Q′r, we readily have
u ≥ −C0r1+α in Q+r .
To show the estimate from above, it will be enough to establish that
u(0,−r2) ≤ C1r1+α.
Note that since u is bounded, it is enough to show this bound for 0 < r < 1/2.
Assuming the contrary, let r ∈ (0, 1/2) be such that u(0,−r2) ≥ C1rα with large
enough C1. Then, from the bound on the gradient, we have u ≥ (C1 −C0)r1+α on
Br × {−r2}. In particular,
u( 12ren,−r2) ≥ (C1 − C0)r1+α.
Also, let M be such that |f(x, t)| ≤M in S+1 . Then, consider the function
u˜(x, t) = u(x, t) + C0(2r)
1+α.
We will have
u˜ ≥ 0, |(∆− ∂t)u˜| ≤M in Q+2r.
Besides,
u˜( 12ren,−r2) ≥ C1r1+α.
Then, from the parabolic Harnack inequality (see e.g. [Lie96, Theorems 6.17–6.18])
u˜( 12en, 0) ≥ CnC1r1+α −Mr2,
or equivalently,
u(( 12en, 0) ≥ (CnC1 − C021+α)r1+α −Mr2.
But then from the bound on the gradient we will have
u(0, 0) ≥ (CnC1 − C021+α − C0)r1+α −Mr2 > 0,
if C1 is sufficiently large, a contradiction. This implies the claimed estimate
|u(x, t)| ≤ C‖(x, t)‖1+α.
40 D. DANIELLI, N. GAROFALO, A. PETROSYAN, AND T. TO
The estimate for Hu(r) is then a simple corollary:
Hu(r) ≤ C
r2
∫
S+r
(|x|2 + |t|)1+αG(x, t)dxdt
=
C
r2
r2∫
0
∫
Rn+
s1+α(y2 + 1)G(s1/2y,−s)sn/2dyds
=
C
r2
r2∫
0
∫
Rn+
s1+α(y2 + 1)G(y,−1)dyds
= Cr2(1+α). 
The proof of Proposition 8.1 now follows easily.
Proof of Proposition 8.1. Let κ′ ∈ (κ, κµ) be arbitrary. Then, by Lemma 7.4 we
have
Hu(r) ≥ cu r2κ′ , 0 < r < ru.
On the other hand, by Lemma 8.2 (proved below) we have the estimate
Hu(r) ≤ Cur2(1+α), 0 < r < 1.
Hence, κ′ ≥ 1 +α. Since this is true for any κ′ ∈ (κ, κµ), we obtain that κ ≥ 1 +α,
which is the sought for conclusion. 
We will also need the following technical fact.
Lemma 8.3. Let u0 be a nonzero κ-parabolically homogeneous solution of the Sig-
norini problem in S+∞, as in Theorem 7.3(iii). Then, ∇u0 ∈ Hα,α/2loc ((Rn+∪Rn−1)×
(−∞, 0)) for some 0 < α < 1.
Remark 8.4. Note that this does not follow from Lemmas 3.2 or 3.3 directly, since
they rely on W 2∞-regularity of ϕ0 (which is given by the function u0 itself), or
W 1,0∞ -regularity of u0, which has to be properly justified.
Proof. Note that because of the homogeneity, it is enough to show that g(x) :=
u0(x,−1) is in H1+αloc (Rn+ ∪ Rn−1). Indeed, g ∈ W 22 (B+R) for any R > 0 and since
x∇u0 + 2t∂tu0 = κu0, we obtain that g solves the Signorini problem
∆g − 1
2
x∇g + κ
2
g = 0 in B+R ,
g ≥ 0, −∂xng ≥ 0, g∂xng = 0 on B′R.
But now, the known results for the elliptic Signorini problem for operators with
variable coefficients (see e.g. [AU96]) imply that g ∈ H1+αloc (Rn+∪Rn−1), as claimed.

Proposition 8.5 (Homogeneous global solutions of homogeneity 1 < κ < 2). Let
u0 be a nonzero κ-parabolically homogeneous solution of the Signorini problem in
S+∞ = Rn+ × (−∞, 0] with 1 < κ < 2. Then, κ = 3/2 and
u0(x, t) = C Re(x
′ · e+ ixn)3/2+ in S+∞
for some tangential direction e ∈ ∂B′1.
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Proof. Extend u0 by even symmetry in xn to the strip S∞, i.e., by putting
u0(x
′, xn, t) = u0(x′,−xn, t).
Take any e ∈ ∂B′1, and consider the positive and negative parts of the directional
derivative ∂eu0
v±e = max{±∂eu0, 0}.
We claim that they satisfy the following conditions
(∆− ∂t)v±e ≥ 0, v±e ≥ 0, v+e · v−e = 0 in S∞.
The last two conditions are obvious. The first one follows from the fact that v±e are
continuous in Rn× (−∞, 0) (by Lemma 8.2) and caloric where positive. Hence, we
can apply Caffarelli’s monotonicity formula to the pair v±e , see [Caf93]. Namely,
the functional
ϕ(r) =
1
r4
∫
Sr
|∇v+e |2G
∫
Sr
|∇v−e |2G,
is monotone nondecreasing in r. On the other hand, from the homogeneity of u, it
is easy to see that
ϕ(r) = r4(κ−2)ϕ(1), r > 0.
Since κ < 2, ϕ(r) can be monotone increasing if and only if ϕ(1) = 0 and con-
sequently ϕ(r) = 0 for all r > 0. If fact, one has to exclude the possibility that
ϕ(1) = ∞ as well. This can be seen in two different ways. First, by Remark 5.2,
one has ∫
S1
|∇v±e |2G ≤ Cn
∫
S2
(v±e )
2G ≤
∫
S4
u20G.
Alternatively, from Theorem 7.3 (i) and (iv) it follows that∫
Rn
|∇v±e |2G(·,−1)dx = j± <∞.
Then, ∫
S1
|∇v±e |2G(x, t)dxdt =
∫
S1
|∇v±e (|t|1/2y, t)|2G(|t|1/2y, t)|t|n/2dydt
= j±
0∫
−1
|t|(κ−2)dt <∞,
since κ > 1.
From here it follows that one of the functions v±e is identically zero, which is
equivalent to ∂eu0 being ether nonnegative or nonpositive on the entire Rn ×
(−∞, 0]. Since this is true for any tangential direction e ∈ ∂B1, it thus follows
that u0 depends only on one tangential direction, and is monotone in that direc-
tion. Therefore, without loss of generality we may assume that n = 2 and that the
coincidence set at t = −1 is an infinite interval
Λ−1 = {(x′, 0) ∈ R2 | u0(x′, 0,−1) = 0} = (−∞, a]× {0} =: Σ−a .
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a Σ+aR
R2
Figure 2. The slit domain R2 \ Σ+a , Σ+a = [a,∞)× {0}.
Besides, repeating the monotonicity formula argument above for the pair of func-
tions max{±w, 0}, where
w(x, t) =
{
−∂x2u0(x1, x2, t), x2 ≥ 0
∂x2u0(x1, x2, t), x2 < 0
is a caloric function in R2× (−∞, 0]\Λ, parabolically homogeneous of degree κ−1,
we obtain that also w does not change sign in R2×(−∞, 0]. Noting also that w ≥ 0
on R×{0} × (−∞, 0], we see that w ≥ 0 everywhere(unless w = 0 identically on
Rn−1×(−∞, 0], in which case w is a polynomial of degree κ−1, which is impossible,
since κ is noninteger). Hence, we get
∂x1u0 ≥ 0, −∂x2u0(x1, x2, t) ≥ 0 in R2+ × (−∞, 0].
Further if g1(x) = ∂x1u0(x,−1) and using that ∂x1u0(x, t) is caloric we obtain that
g1 = 0 on Σ
−
a , −∆g1 +
1
2
x∇g1 = κ− 1
2
g1 in R2 \ Σ−a .
Since also g1 is nonnegative and not identically zero, then g1 is the ground state
for the Ornstein-Uhlenbeck operator in R2 \ Σ−a and
κ− 1
2
= λ(Σ−a ) = inf
v|
Σ
−
a
=0
∫
R2 |∇v|2e−
x2
4 dx∫
R2 v
2e−
x2
4 dx
.
On the other hand, let g2(x) = −∂x2u0(x1, x2,−1) in x2 ≥ 0 and g2(x) = ∂x2u0(x1, x2,−1)
for x2 < 0. Then, we have
g2 = 0 on Σ
+
a , −∆g2 +
1
2
x∇g2 = κ− 1
2
g2 in R2 \ Σ+a .
with Σ+a := [a,∞) × {0}. Thus, this time g2 is the ground state for the Ornstein-
Uhlenbeck operator in R2 \ Σ+a , and therefore
κ− 1
2
= λ(Σ+a ) = inf
v|
Σ
+
a
=0
∫
R2 |∇v|2e−
x2
4 dx∫
R2 v
2e−
x2
4 dx
.
Observe now that λ(Σ+a ) = λ(Σ
−
−a) and therefore from the above equations we have
λ(Σ−a ) = λ(Σ
−
−a).
On the other hand, it is easy to see that the function a 7→ λ(Σ−a ) is strictly monotone
and therefore the above equality can hold only if a = 0. In particular,
κ = 1 + 2λ(Σ−0 ).
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We now claim that λ(Σ−0 ) = 1/4. Indeed, consider the function
v(x) = Re(x1 + i|x2|)1/2,
which is harmonic and homogeneous of degree 1/2:
∆v = 0, x∇v − 1
2
v = 0.
Therefore,
v = 0 on Σ−0 , −∆v +
1
2
x∇v = 1
4
v in R2 \ Σ−0 .
Also, since v is nonnegative, we obtain that v is the ground state of the Ornstein-
Uhlenbeck operator in R2 \ Σ−0 . This implies in particular that λ(Σ−0 ) = 14 , and
consequently
κ = 3/2.
Moreover, g1(x) = ∂x1u0(x,−1) must be a multiple of the function v above and
from homogeneity we obtain that
∂x1u0(x, t) = (−t)1/4g1(x/(−t)1/2) = C(−t)1/4 Re((x1 + i|x2|)/(−t)1/2)1/2
= C Re(x1 + i|x2|)1/2.
From here it is now easy to see that necessarily
u0(x, t) = C Re(x1 + i|x2|)3/2. 
Combining Propositions 8.1 and 8.5 we obtain the following result.
Theorem 8.6 (Minimal homogeneity). Let u ∈ Sf (S+1 ) and µ satisfies the condi-
tions of Theorem 6.3. Assume also κµ =
1
2 limr→0+ rµ
′(r)/µ(r) ≥ 3/2. Then
κ := Φu(0+) ≥ 3/2.
More precisely, we must have
either κ = 3/2 or κ ≥ 2. 
Remark 8.7. Very little is known about the possible values of κ. However, we can
say that the following values of κ do occur:
κ = 2m− 1/2, 2m, 2m+ 1, m ∈ N.
This can be seen from the following explicit examples of homogeneous solutions
(that are actually t-independent)
Re(x1 + ixn)
2m−1/2, Re(x1 + ixn)2m, − Im(x1 + ixn)2m+1.
It is known (and easily proved) that in t-independent case and dimension n = 2,
the above listed values of κ are the only ones possible. In all other cases, finding
the set of possible values of κ is, to the best of our knowledge, an open problem.
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9. Optimal regularity of solutions
Using the tools developed in the previous sections we are now ready to prove the
optimal regularity of solutions of the parabolic Signorini problem with sufficiently
smooth obstacles. In fact, we will establish our result for a slightly more general
class of functions solving the Signorini problem with nonzero obstacle and nonzero
right-hand side.
Theorem 9.1 (Optimal regularity in the parabolic Signorini problem). Let ϕ ∈
H2,1(Q+1 ), f ∈ L∞(Q+1 ). Assume that v ∈W 2,12 (Q+1 ) be such that ∇v ∈ Hα,α/2(Q+1 ∪
Q′1) for some 0 < α < 1, and satisfy
∆v − ∂tv = f in Q+1 ,(9.1)
v − ϕ ≥ 0, −∂xnv ≥ 0, (v − ϕ)∂xnv = 0 on Q′1.(9.2)
Then, v ∈ H3/2,3/4(Q+1/2 ∪Q′1/2) with
‖v‖H3/2,3/4(Q+
1/2
∪Q′
1/2
) ≤ Cn
(
‖v‖W 1,0∞ (Q+1 ) + ‖f‖L∞(Q+1 ) + ‖ϕ‖H2,1(Q′1)
)
.
The proof of Theorem 9.1 will follow from the interior parabolic estimates and
the growth bound of u away from the free boundary Γ(v).
Lemma 9.2. Let u ∈ Sf (S+1 ) with ‖u‖L∞(S+1 ), ‖f‖L∞(S+1 ) ≤M . Then,
Hr(u) ≤ CnM2r3.
Proof. The L∞ bound on f allows us to apply Theorem 6.3 with the following
specific choice of µ in the generalized frequency function. Indeed, fix σ = 1/4 and
let µ(r) = M2r4−2σ. Then,
r4−2σ
∫
Rn+
f2(·,−r2)G(·,−r2) ≤ µ(r)
and therefore
Φu(r) =
1
2
reCr
σ d
dr
log max{Hu(r),M2r4−2σ}+ 2(eCrσ − 1)
is monotone for C = Cn. By Theorem 8.6 we have that Φu(0+) ≥ 3/2.
Now, for Hu(r) we have two alternatives: either Hu(r) ≤ µ(r) = M2r4−2σ or
Hu(r) > µ(r). In the first case the desired estimate is readily satisfied, so we
concentrate on the latter case. Let (r0, r1) be a maximal interval in the open set
O = {r ∈ (0, 1) | Hu(r) > µ(r)}. Then, for r ∈ (r0, r1) we have
Φu(r) =
1
2
reCr
σH ′u(r)
Hu(r)
+ 2(eCr
σ − 1) ≥ Φu(0+) ≥ 3
2
.
We thus have,
H ′u(r)
Hu(r)
≥ 3
r
(1− Crσ), r ∈ (r0, r1),
which, after integration, implies
log
Hu(r1)
Hu(r)
≥ log r
3
1
r3
− Crσ1 ,
and therefore
Hu(r) ≤ Cr3Hu(r1)
r31
.
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Now, for r1 we either have r1 = 1 or Hu(r1) = µ(r1). Note that Hu(1) ≤M2 from
the L∞ bound on u, and thus in both cases we have Hu(r1) ≤M2r31. We thus have
the desired conclusion
Hu(r) ≤ CM2r3.

To apply the results of the previous sections, we will need the following L∞−L2
type estimates.
Lemma 9.3. Let w be a nonnegative function with at most polynomial growth at
infinity in the strip SR, and such that for some γ > 0
∆w − ∂tw ≥ −M‖(x, t)‖γ−2 in SR.
Then,
sup
Qr/2
w ≤ CnHw(r)1/2 + Cn,γMrγ , 0 < r < R.
Proof. Choosing a constant Cn,γ > 0 we can guarantee that
w˜(x, t) = w(x, t) + Cn,γM(|x|2 − t)γ/2
is still nonnegative, has a polynomial growth at infinity and satisfies
∆w˜ − ∂tw˜ ≥ 0 in SR.
Moreover,
Hw˜(r)
1/2 ≤ Hw(r)1/2 + Cn,γM
( 1
r2
∫
Sr
(|x|2 + |t|)γG(x, t)dxdt
)1/2
.
From the scaling properties of G it is easily seen that
1
r2
∫
Sr
(|x|2 + |t|)γG(x, t)dxdt = Cnr2γ
and therefore we may assume that M = 0 from the beginning.
The rest of the proof is now similar to that of Theorem 7.3(iii).
Indeed, for (x, t) ∈ Qr/2 and s ∈ (−r2,−r2/2] we have the sub mean-value
property
w(x, t) ≤
∫
Rn
w(y, s)G(x− y, t− s)dy.
This can be proved as in Theorem 7.3(iii) by combining the fact that
∫
Sρ\Sδ |∇w|2G <
∞ for any 0 < δ < ρ < R, with the polynomial growth assumption on w, and
the energy inequality. On the other hand, for our choice of t and s, we have
|s|/4 < t− s < |s|. Thus, arguing as in Claim 7.8, we have
G(x− y, t− s) = 1
(4pi(t− s))n/2 e
−|x−y|2/4(t−s)
≤ Cn
(4pi|s|)n/2 e
−|x−y|2/4|s|
≤ CnG(y, s)e(x·y)/2|s|.
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Hence, we obtain that
w(x, t) ≤ Cn
∫
Rn
w(y, s)e(x·y)/2|s|G(y, s)dy.
Now, applying the Cauchy-Schwarz inequality, we will have
w(x, t) ≤ Cn
(∫
Rn
w(y, s)2G(y, s)dy
)1/2(∫
Rn
e(x·y)/|s|G(y, s)dy
)1/2
≤ Cn
(∫
Rn
w(y, s)2G(y, s)dy
)1/2
e2|x|
2/|s|
≤ Cn
(∫
Rn
w(y, s)2G(y, s)dy
)1/2
,
where in the last step we have used that |x| ≤ r and |s| ≥ r2/2. Integrating over
s ∈ [−r2,−r2/4], we obtain
w(x, t) ≤ Cn
r2
−r2/2∫
−r2
(∫
Rn
w(y, s)2G(y, s)dy
)1/2
ds
≤ Cn
( 1
r2
−r2/2∫
−r2
∫
Rn
w(y, s)2G(y, s)dyds
)1/2
≤ CnHw(r)1/2.
This completes the proof. 
Lemma 9.4. Let w be a nonnegative bounded function in SR satisfying
0 ≤ w ≤M, ∆w − ∂tw ≥ −M in SR,
and let (x0, t0) ∈ S′R, r0 > 0 be such that for some constant A
sup
Qr(x0,t0)
w ≤ Ar3/2, 0 < r < r0.
Then,
w(x, t) ≤ C‖(x− x0, t− t0)‖3/2, (x, t) ∈ SR,
with C = Cn,r0,R(A+M).
Proof. Without loss of generality we may assume that x0 = 0. Then, from the
assumptions on w we have that
w(x, t0) ≤ C|x|3/2, x ∈ Rn,
and more generally
w(x, t) ≤ C‖(x, t− t0)‖3/2, x ∈ Rn, t ∈ (−R2, t0],
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where C = Cn,r0,R(A + M). To propagate the estimate to t ∈ (t0, 0) we use the
sub-mean value property. Namely, for x ∈ Rn and t0 < t < 0 we have
w(x, t) ≤
∫
Rn
w(y, t0)G(x− y, t− t0)dy +M(t− t0)
≤ C
∫
Rn
|y|3/2G(x− y, t− t0)dy +M(t− t0).
To obtain the desired conclusion, we notice that the integral
V (x, s) =
∫
Rn
|y|3/2G(x− y, s)dy, x ∈ Rn, s > 0
is parabolically homogeneous of degree 3/2 in the sense that
V (λx, λ2s) = λ3/2V (x, s), λ > 0
and therefore we immediately obtain that
V (x, s) ≤ Cn‖(x, s)‖3/2, x ∈ Rn, s > 0.
Consequently, this yields
w(x, t) ≤ CnC‖(x, t− t0)‖3/2 +M(t− t0), x ∈ Rn, t ∈ (t0, 0],
which implies the statement of the lemma. 
Lemma 9.5. Let u ∈ Sf (S+1 ) and (x0, t0) ∈ Γ∗(u) ∩Q′3/4. Then,
|u(x, t)| ≤ C‖(x− x0, t− t0)‖3/2, (x, t) ∈ S+1 ,
with
C = Cn
(‖u‖L∞(S+1 ) + ‖f‖L∞(S+1 )).
Proof. This is simply a combination of Lemma 9.2 for u and Lemmas 9.3–9.4 applied
for w = u±. 
Proof of Theorem 9.1. As in Section 4, let ψ ∈ C∞0 (Rn) be a cutoff function satis-
fying (4.4)–(4.5), and consider
u(x, t) = [v(x, t)− ϕ(x′, t)]ψ(x).
We may also assume that |∇ψ| ≤ Cn. We will thus have u ∈ Sg(S+1 ) with
‖g‖L∞(S+1 ) ≤ Cn
(
‖v‖W 1,0∞ (Q+1 ) + ‖f‖L∞(Q+1 ) + ‖ϕ‖H2,1(Q′1)
)
.
In the remaining part of the proof, C will denote a generic constant that has the
same form as the right-hand side in the above inequality. For (x, t) ∈ Q1/2, and
Q∗r(x, t) := Q˜r(x, t) ∩ S∞ = Br(x)× ((t− r2, t+ r2) ∩ (−∞, 0]),
let
d = d(x, t) = sup{r > 0 | Q∗r(x, t) ⊂ Q1 \ Γ∗(u)}.
We first claim that
(9.3) |u| ≤ Cd3/2 in Q∗d(x, t).
48 D. DANIELLI, N. GAROFALO, A. PETROSYAN, AND T. TO
Indeed, if d > 1/4, this follows from boundedness of u. If instead d ≤ 1/4, then
there exist (x0, t0) ∈ Q′3/4∩Γ∗(u)∩∂Q∗d(x, t) and by Lemma 9.5 we have the desired
estimate. Next, we claim that
(9.4) |∇u| ≤ Cd1/2 in Q∗d/2(x, t)
This will follow from the interior gradient estimates, applied to the even or odd
extension of u in xn variable. More specifically, consider the intersection Q
∗
d(x, t)∩
Q′1. Since there are no points of Γ∗(u) in this set, we have a dichotomy: either (i)
u > 0 on Q∗d(x, t) ∩Q′1, or (ii) u = 0 on Q∗d(x, t) ∩Q′1. Accordingly, we define
u˜(x′, xn, t) =
{
u(x′, xn, t), xn ≥ 0
u(x′,−xn, t), xn ≤ 0
in case (i),
u˜(x′, xn, t) =
{
u(x′, xn, t), xn ≥ 0
−u(x′,−xn, t), xn ≤ 0 in case (ii).
In either case u˜ satisfies a nonhomogeneous heat equation
(∆− ∂t)u˜ = g˜ in Q∗d(x, t),
for an appropriately defined g˜. The claimed estimate for |∇u| = |∇u˜| now follows
from parabolic interior gradient estimates, see e.g. [LSU67, Chapter III, Theo-
rem 11.1]. Moreover, by [LSU67, Chapter IV, Theorem 9.1], one also has that
u˜ ∈W 2,1q (Q∗d/2(x, t)) for any 3/2 < q <∞. To be more precise, we apply the latter
theorem to u˜ζ, where ζ is a cutoff function supported in Q∗d(x, t), such ζ = 1 on
Q∗d/2(x, t), 0 ≤ ζ ≤ 1, |∇ζ| ≤ Cn/d, |∂tζ| ≤ Cn/d2. From the estimates on u˜ and
|∇u˜|, we thus have
|(∆− ∂t)(u˜ζ)| ≤ Cd−1/2,
which provides the estimate
‖D2u˜‖Lq(Q∗d/2(x,t)) + ‖∂tu˜‖Lq(Q∗d/2(x,t)) ≤ Cd−1/2d(n+2)/q.
Then, from the Sobolev embedding of W 2,1q into H
2−n+2q ,1−n+22q when q > n+ 2, we
obtain the estimates for Ho¨lder seminorms
〈∇u˜〉(α)Q∗
d/2
(x,t) + 〈u˜〉((1+α)/2)t,Q∗
d/2
(x,t) ≤ Cd1/2−α,
for any 0 < α < 1, see [LSU67, Chapter II, Lemma 3.3]. In particular, we have
(9.5) 〈∇u˜〉(1/2)Q∗
d/2
(x,t) + 〈u˜〉(3/4)t,Q∗
d/2
(x,t) ≤ C.
Now take two points (xi, ti) ∈ Q+1/2, i = 1, 2, and let di = d(xi, ti). Without loss of
generality we may assume d1 ≥ d2. Let also δ = (|x1 − x2|2 + |t1 − t2|)1/2.
Consider two cases:
1) δ > 12d1. In this case, we have by (9.4)
|∇u(x1, t1)−∇u(x2, t2)| ≤ |∇u(x1, t1)|+ |∇u(x2, t2)|
≤ C(d1)1/2 + C(d2)1/2 ≤ Cδ1/2.
2) δ < 12d1. In this case, both (x
i, ti) ∈ Q∗d1/2(x1, t1), and therefore by (9.5)
|∇u(x1, t1)−∇u(x2, t2)| ≤ Cδ1/2
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This gives the desired estimate for the seminorm 〈∇u〉1/2
Q+
1/2
. Arguing analogously,
we can also prove a similar estimate for 〈u〉(3/4)
t,Q+
1/2
, thus completing the proof of the
theorem. 
10. Classification of free boundary points
After establishing the optimal regularity of the solutions, we are now able to
undertake the study of the free boundary
Γ(v) = ∂{(x′, t) | v(x′, 0, t) > ϕ(x′, t)}.
We start with classifying the free boundary points and more generally points in
Γ∗(v) = {(x′, t) | v(x′, 0, t) = ϕ(x′, t), ∂xnv(x′, 0, t) = 0}.
As we will see the higher is the regularity of ϕ, the finer is going to be the classifi-
cation.
Let v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), ` = k + γ ≥ 2, k ∈ N, 0 < γ ≤ 1 and
uk ∈ Sfk(S+1 ) be as constructed in Proposition 4.4. In particular, fk satisfies
|fk(x, t)| ≤M‖(x, t)‖`−2, (x, t) ∈ S+1 .
This implies that∫
Rn+
fk(x,−r2)2G(x,−r2)dx ≤M2
∫
Rn+
(|x|2 + r2)`−2G(x,−r2)dx
= M2r2`−4
∫
Rn+
(|y|2 + 1)`G(y,−1)dy
= C`M
2r2`−4.
Thus, if we choose
µ(r) = r2`0 , with k ≤ `0 < ` and σ ≤ `− `0,
then µ, fk and uk will satisfy the conditions of Theorem 6.3. In particular, we will
have that
(10.1) Φ(`0)uk (r) :=
1
2
reCr
σ d
dr
log max{Huk(r), r2`0}+ 2(eCr
σ − 1)
is monotone increasing in r ∈ (0, 1) and consequently there exists the limit (see
(7.1) above)
κ = Φ(`0)uk (0+).
Recalling the definition (7.2) of κµ, we note that in the present case we have
κµ = `0.
Therefore, by Lemma 7.1 we infer that
κ ≤ `0 < `.
Generally speaking, the value of κ may depend on the cutoff function that we
have chosen to construct uk. However, as the next result proves, it is relatively
straightforward to check that this is not the case.
Lemma 10.1. The limit κ = Φ
(`0)
uk (0+) does not depend on the choice of the cutoff
function ψ in the definition of uk.
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Proof. Indeed, if we choose a different cutoff function ψ′, satisfying (4.4)–(4.5) and
denote by u′k the function corresponding to uk in the construction above, and by κ
′
the corresponding value as in (7.1), then by simply using the fact that uk = u
′
k on
B+1/2 × (−1, 0] and that |G(x, t)| ≤ e−cn/r
2
for |x| ≥ 1/2 and −r2 < t ≤ 0, we have
|Huk(r)−Hu′k(r)| ≤ Ce−cn/r
2
.
To show now that κ = κ′, we consider several cases.
1) If κ = κ′ = `0, then we are done.
2) If κ < `0, then Lemma 7.1 implies that
2κ− ε ≤ rH
′
uk
(r)
Huk(r)
≤ 2κ+ ε, 0 < r < rε.
Integrating these inequalities we obtain
cεr
2κ+ε ≤ Huk(r) ≤ Cεr2κ−ε, 0 < r < rε,
for some (generic) positive constants cε, Cε. This will also imply
cεr
2κ+ε ≤ Hu′k(r) ≤ Cεr2κ−ε, 0 < r < rε.
Now, if ε is so small that 2κ + ε < `0, we will have that Hu′k(r) > µ(r) = r
`0 for
0 < r < rε. But then, we also have κ
′ = limr→0 rH ′u′k(r)/Hu
′
k
(r), and therefore
cεr
2κ′+ε ≤ Hu′k(r) ≤ Cεr2κ
′−ε, 0 < r < rε,
for arbitrarily small ε > 0. Obviously, the above estimates imply that κ′ = κ.
3) If κ′ < `0, we argue as in 2) above. 
Definition 10.2 (Truncated homogeneity). To stress in the above construction
the dependence only of the function v, we will denote the quantity κ = Φ
(`0)
uk (0+)
by
κ(`0)v (0, 0).
More generally, for (x0, t0) ∈ Γ∗(v) we let
v(x0,t0)(x, t) := v(x0 + x, t0 + t),
which translates (x0, t0) to the origin. Then, v
(x0,t0) ∈ Sf(x0,t0)(Q+r ) for some
small r > 0. The construction above has been carried out in Q+1 , rather than Q
+
r .
However, a simple rescaling argument generalizes it to any r > 0. Thus, we can
define
κ(`0)v (x0, t0) = κ
(`0)
v(x0,t0)
(0, 0),
which we will call the truncated homogeneity of v at an extended free boundary
point (x0, t0).
Suppose now for a moment that the thin obstacle ϕ, that was assumed to belong
to the class H`,`/2(Q′1), has a higher regularity. To fix the ideas, suppose ϕ ∈
H
˜`,˜`/2(Q′1), for some ˜`≥ ` ≥ 2, with ˜` = k˜ + γ˜, k˜ ∈ N, k˜ ≥ k, 0 < γ˜ ≤ 1. We may
thus define
κ(
˜`
0)
v (x0, t0),
for any k˜ ≤ ˜`0 < ˜`. It is natural to ask about the relation between κ(˜`0)v (x0, t0) and
κ
(`0)
v (x0, t0). The following proposition provides an answer to this question.
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Proposition 10.3 (Consistency of truncated homogeneities). If ` ≤ ˜`, `0 ≤ ˜`0 are
as above, then
κ(`0)v (x0, t0) = min{κ(˜`0)v (x0, t0), `0}.
This proposition essentially says that κ
(`0)
v (x0, t0) is the truncation of κ
(˜`0)
v (x0, t0)
by the value `0.
Proof. It will be sufficient to prove the statement for (x0, t0) = (0, 0). To simplify
the notation in the proof, we are going to denote
κ = κ(`0)v (0, 0), κ˜ = κ
(˜`0)
v (0, 0),
so we will need to show that
κ = min{κ˜, `0}.
First, we fix a cutoff function ψ is the definition of the functions uk and uk˜, and
note that
|uk(x, t)− uk˜(x, t)| ≤ C‖(x, t)‖`.
This implies that
|Huk(r)−Huk˜(r)| ≤ Cr2`.
Arguing as in the proof of Lemma 10.1, we obtain that, in fact,
κ = Φ(`0)uk (0+) = Φ
(`0)
uk˜
(0+).
Using this information, form now on in this proof we will abbreviate Huk˜(r) with
H(r).
We consider two cases.
(1◦) Assume first that κ˜ < `0. In this case we need to show that κ = κ˜.
From the assumption we will have that κ˜ < ˜`0 and by Lemma 7.1
κ˜ =
1
2
lim
r→0+
rH ′(r)
H(r)
.
Therefore, for any ε > 0 we obtain
r
H ′(r)
H(r)
≤ 2κ˜+ ε, 0 < r < rε.
Integrating, we find
H(r) ≥ H(rε)
r2κ˜+εε
r2κ˜+ε, 0 < r < rε.
In particular, if ε > 0 is so small that 2κ˜+ ε < 2`0, then H(r) > r
2`0 and therefore
κ = Φ(`0)(0+) =
1
2
lim
r→0+
rH ′(r)
H(r)
= κ˜.
(2◦) Assume now that κ˜ ≥ `0. We need to show in this case that κ = `0. In general,
we know that κ ≤ `0, so arguing by contradiction, assume κ < `0. We thus know
by Lemma 7.1 that H(r) ≥ r2`0 for 0 < r < r0, and
κ =
1
2
lim
r→0+
rH ′(r)
H(r)
.
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But then, we also have H(r) ≥ r2˜`0 for 0 < r < r0 and therefore
κ˜ = Φ(
˜`
0)(0+) =
1
2
lim
r→0+
rH ′(r)
H(r)
= κ < `0,
contrary to the assumption. 
Definition 10.4 (Truncated homogeneity, part II). In view of Proposition 10.3, if
ϕ ∈ H`,`/2(Q′1) we can push `0 in the definition of the truncated homogeneity up
to ` by setting
κ(`)v (x0, t0) = sup
`0<`
κ(`0)v (x0, t0).
Indeed, Proposition 10.3 guarantees that `0 7→ κ(`0)v is monotone increasing. More-
over, we have
κ(`0)v = min{κ(`)v , `0}.
Lemma 10.5. The function (x, t) 7→ κ(`)v (x, t) is upper semicontinuous on Γ∗(v)
(with respect to Euclidean or, equivalently, parabolic distance), i.e., for any (x0, t0) ∈
Γ∗(v) one has
lim
δ→0
sup
Q˜′δ(x0,t0)∩Γ∗(v)
κ(`)v ≤ κ(`)v (x0, t0).
Proof. Suppose first κ = κ
(`)
v (x0, t0) < ` and fix `0 ∈ (κ, `). Then, for any ε > 0
there exists rε > 0 such that Φ
(`0)
u (rε) < κ+ε < `0, where u = u
(x0,t0)
k . This implies
that that Hu(r) ≥ Cr2(κ+ε) for 0 < r < rε. Since the mapping (x, t) 7→ Hu(x,t)k (rε)
is continuous on Γ∗(v), we will have
H
u
(x,t)
k
(rε) ≥ (C/2)r2(κ+ε)ε > r2`0ε ,
if |x− x0|2 + |t− t0| < η2ε , (x, t) ∈ Γ∗(v), provided rε and ηε > 0 are small enough.
In particular, this implies the explicit formula
Φ
(`0)
u
(x,t)
k
(rε) =
1
2
rεe
Crσε
H ′
u
(x,t)
k
(rε)
H
u
(x,t)
k
(rε)
+ 2(eCr
σ
ε − 1).
Therefore, taking ηε > 0 small, we can guarantee
|Φ(`0)
u
(x,t)
k
(rε)− Φ(`0)
u
(x0,t0)
k
(rε)| ≤ ε,
if |x− x0|2 + |t− t0| < η2ε , (x, t) ∈ Γ∗(v). It follows that, for such (x, t), one has
κ(`0)v (x, t) ≤ Φu(x,t)k (rε) ≤ κ+ 2ε,
which implies the upper semicontinuity of κ
(`0)
v and κ
(`)
v at (x0, t0).
If κ
(`)
v (x0, t0) = `, the upper continuity follows immediately since κ
(`)
v ≤ `. 
The truncated homogeneity κ
(`)
v gives a natural classification of extended free
boundary points.
Definition 10.6 (Classification of free boundary points). Let v ∈ Sϕ(Q+1 ), with
ϕ ∈ H`,`/2(Q′1). For κ ∈ [3/2, `], we define
Γ(`)κ (v) := {(x, t) ∈ Γ∗(v) | κ(`)v (x, t) = κ}.
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As a direct corollary of Proposition 10.3, we have the following consistency for
the above definition.
Proposition 10.7 (Consistency of classification). If ϕ ∈ H ˜`,˜`/2(Q′1) with ˜`≥ ` ≥
2, then
Γ(`)κ (v) = Γ
(˜`)
κ (v), if κ < `,
Γ
(`)
` (v) =
⋃
`≤κ≤˜`
Γ(
˜`)
κ (v). 
The latter identity essentially means that, if ϕ is more regular than H`,`/2, then
Γ
(`)
` (v) is an “aggregate” of points with higher homogeneities κ.
We conclude this section with the following description of the free boundary,
based on the fact that the function κ
(`)
v never takes certain values. We also charac-
terize the points that are in the extended free boundary Γ∗(v), but not in the free
boundary Γ(v).
Proposition 10.8. If v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), ` ≥ 2, then for any
(x0, t0) ∈ Γ∗(v), either we have
κ(`)v (x0, t0) =
3
2
, or 2 ≤ κ(`)v (x0, t0) ≤ `.
As a consequence,
Γ∗(v) = Γ
(`)
3/2(v) ∪
⋃
2≤κ≤`
Γ(`)κ (v).
Moreover,
Γ∗(v) \ Γ(v) ⊂ Γ(`)` (v) ∪
⋃
m∈N
Γ
(`)
2m+1(v).
Proof. The first part is nothing but Theorem 8.6.
Suppose now (x0, t0) ∈ Γ∗(v) \ Γ(v) and that κ = κ(`)v (x0, t0) < `. Then, there
exists a small δ > 0 such that v = ϕ on Q′δ(x0, t0). Next, consider the translate
v(x0,t0) = v(x0 + ·, t0 + ·) and let u = u(x0,t0)k be obtained from v(x0,t0) as in
Proposition 4.4. Since κ < `, by Theorem 7.3, there exists a blowup u0 of u
over some sequence r = rj → 0+. Since u = 0 on Q′δ, u0 will vanish on S′∞.
Hence, extending it as an odd function u˜0 of xn from S
+
∞ to S∞, we will obtain a
homogeneous caloric function in S∞. Then, by the Liouville theorem, u˜0 must be
a caloric polynomial of degree κ. Thus, κ is an integer. We further claim that κ
is odd. Indeed, u˜0 solves the Signorini problem in S
+
∞ and therefore we must have
that −∂xnu0(x′, 0, t) is a nonnegative polynomial on S′∞ of homogeneity κ−1. The
latter is possible when either κ− 1 is even or if −∂xnu0 vanishes on S′∞. However,
the latter case is impossible, since otherwise Holmgren’s uniqueness theorem would
imply that u0 is identically zero, contrary to Theorem 7.3. Thus, the only possibility
is that κ− 1 is even, or equivalently, κ is odd. Since we also have κ ≥ 3/2 > 1, we
obtain that κ ∈ {2m+ 1 | m ∈ N}. 
Remark 10.9. It is easy to construct v ∈ S0(Q+1 ) such that Γ(v) = ∅ and Γ∗(v) =
Γ
(`)
2m+1(v) 6= ∅. The simplest example is perhaps
v(x, t) = − Im(x1 + ixn)2m+1.
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It is easy to verify that v ∈ S0(Q+1 ), and v = 0 on Q′1. Thus, Γ(v) = ∅. However,
Γ∗(v) = {0} × {0} × (−1, 0], and because of the (2m + 1)-homogeneity of v with
respect to any point on Γ∗(v), if we choose ` > 2m + 1, we have that Γ∗(v) =
Γ
(`)
2m+1(v).
11. Free boundary: Regular set
In this section we study a special subset R(v) of the extended free boundary.
Namely, the collection of those points having minimal frequency κ = 3/2.
Definition 11.1 (Regular set). Let v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), ` ≥ 2.
We say that (x0, t0) ∈ Γ∗(v) is a regular free boundary point if it has a minimal
homogeneity κ = 3/2, or equivalently κ
(`)
v (x0, t0) = 3/2. The set
R(v) := Γ
(`)
3/2(v)
will be called the regular set of v.
We have the following basic fact about R(v).
Proposition 11.2. The regular set R(v) is a relatively open subset of Γ(v). In
particular, for any (x0, t0) ∈ R(v) there exists δ0 > 0 such that
Γ(v) ∩Q′δ0(x0, t0) = R(v) ∩Q′δ0(x0, t0).
Proof. First note that, by Proposition 10.8, we have R(v) ⊂ Γ(v). The relative
openness of R(v) follows from the upper semicontinuity of the function κ
(`)
v and
form the fact that it does not take any values between 3/2 and 2. 
We will show in this section that, if the thin obstacle ϕ is sufficiently smooth,
then the regular set can be represented locally as a (n − 2)-dimensional graph of
a parabolically Lipschitz function. Further, such function can be shown to have
Ho¨lder continuous spatial derivatives. We begin with the following basic result.
Theorem 11.3 (Lipschitz regularity of R(v)). Let v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1),
` ≥ 3 and that (0, 0) ∈ R(v). Then, there exist δ = δv > 0, and g ∈ H1,1/2(Q′′δ )
(i.e., g is a parabolically Lipschitz function), such that possibly after a rotation in
Rn−1, one has
Γ(v) ∩Q′δ = R(v) ∩Q′δ = {(x′, t) ∈ Q′δ | xn−1 = g(x′′, t)},
Λ(v) ∩Q′δ = {(x′, t) ∈ Q′δ | xn−1 ≤ g(x′′, t)},
For an illustration, see Fig 3. Following the well-known approach in the classical
obstacle problem, see e.g. [PSU12, Chapter 4], the idea of the proof is to show that
there is a cone of directions in the thin space, along which v − ϕ is increasing.
This approach was successfully used in the elliptic Signorini problem in [ACS08],
[CSS08], see also [PSU12, Chapter 9], and in the arguments below we generalize the
constructions in these papers to the parabolic case. This will establish the Lipschitz
regularity in the space variables. To show the 1/2-Ho¨lder regularity in t (actually
better than that), we will use the fact that the 3/2-homogeneous solutions of the
parabolic Signorini problem are t-independent (see Proposition 8.5).
However, in order to carry out the program outlined above, in addition to (i)
and (ii) in Theorem 7.3 above, we will need a stronger convergence of the rescalings
ur to the blowups u0. This will be achieved by assuming a slight increase in the
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Λ(v)
v = ϕ
xn−1 = g(x′′, t)
R(v)
@I
Figure 3. The regular set R(v) in Q′δ, given by the graph xn−1 =
g(x′′) with g ∈ H1,1/2(Q′′δ ) and ∇′′g ∈ Hα,α/2(Q′′δ ) by Theo-
rems 11.3 and 11.6
regularity assumptions on the thin obstacle ϕ, and, consequently, on the regularity
of the right-hand side f in the construction of Proposition 4.4.
Lemma 11.4. Let u ∈ Sf (S+1 ), and suppose that for some `0 ≥ 2
|f(x, t)| ≤M‖(x, t)‖`0−2 in S+1 ,
|∇f(x, t)| ≤ L‖(x, t)‖(`0−3)+ in Q+1/2,
and
Hu(r) ≥ r2`0 , for 0 < r < r0.
Then, for the family of rescalings {ur}0<r<r0 we have the uniform bounds
‖ur‖H3/2,3/4(Q+R∪Q′R) ≤ Cu, 0 < r < rR,u.
In particular, if the sequence of rescalings urj converges to u0 as in Theorem 7.3,
then over a subsequence
urj → u0, ∇urj → ∇u0 in Hα,α/2(Q+R ∪Q′R),
for any 0 < α < 1/2 and R > 0.
Proof. Because of Theorem 9.1, it is enough to show that ur, |∇ur|, and fr are
bounded in Q+R. We have
|fr(x, t)| = r
2|f(rx, r2t)|
Hu(r)1/2
≤ Mr
`0‖(x, t)‖`0−2
Hu(r)1/2
≤M‖(x, t)‖`0−2, (x, t) ∈ S+R .
Besides, we have that
|∇fr(x, t)| = r
3|∇f(rx, r2t)|
Hu(r)1/2
≤ Lr
max{`0,3}‖(x, t)‖(`0−3)+
Hu(r)1/2
≤ L‖(x, t)‖(`0−3)+ , (x, t) ∈ Q+R.
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Then, the functions
w± = (ur)± (evenly reflected to S−R )
satisfy
∆w± − ∂tw± ≥ −M‖(x, t)‖`0−2 in SR.
By Lemma 9.3 we thus obtain
sup
QR/2
|ur| ≤ C(Hur (R)1/2 +MR`0) ≤ CR`0(1 +M),
for small r. Then, by the energy inequality for w± in QR/2, we have
1
Rn+2
∫
QR/4
|∇ur|2 ≤ CR−2R2`0(1 +M)2 + CR2R2(`0−2)M2 ≤ CR2`0−2(1 +M)2.
On the other hand, using that for i = 1, . . . , n,
(wi)± = (∂xiur)± (evenly reflected to S
−
R )
satisfy
∆(wi)± − ∂t(wi)± ≥ −LR(`0−3)+ in QR,
then from L∞ − L2 estimate for subcaloric functions, we obtain
sup
QR/8
|∇ur| ≤ CnRmax{`0−1,2}(1 +M + L).
Thus, ur, |∇ur| and fr are uniformly bounded in Q+R/8 for small r < rR,u, and this
completes the proof of the lemma. 
The next lemma will allow to deduce the monotonicity of the solution u in a
cone of directions in the thin space, from that of the blowup. It is the parabolic
counterpart of [ACS08, Lemma 4] and [CSS08, Lemma 7.2].
Lemma 11.5. Let Λ be a closed subset of Rn−1×(−∞, 0], and h(x, t) a continuous
function in Q1. For any δ0 > 0 there exists ε0 > 0, depending only on δ0 and n,
such that if
i) h ≥ 0 on Q1 ∩ Λ,
ii) (∆− ∂t)h ≤ ε0 in Q1 \ Λ,
iii) h ≥ −ε0 in Q1,
iv) h ≥ δ0 in Q1 ∩ {|xn| ≥ cn}, cn = 1/(32
√
n− 1),
then h ≥ 0 on Q1/2.
Proof. It is enough to show that h ≥ 0 on Q1/2 ∩ {|xn| ≤ cn}. Arguing by contra-
diction, let (x0, t0) ∈ Q1/2 ∩ {|xn| ≤ cn} be such that h(x0, t0) < 0. Consider the
auxiliary function
w(x, t) = h(x, t) +
α0
2(n− 1) |x
′ − x′0|2 + α0(t0 − t)−
(
α0 +
ε0
2
)
x2n,
where α0 = δ0/2c
2
n. It is immediate to check that
w(x0, t0) < 0, (∆− ∂t)w ≤ 0 in Q1 \ Λ.
Now, consider the function w in the set U = (Q3/4 ∩ {|xn| ≤ cn, t ≤ t0}) \ Λ. By
the maximum principle, we must have
inf
∂pU
w < 0.
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Analyzing the different parts of ∂pU we show that this inequality cannot hold:
1) On Λ ∩ ∂pU we have w ≥ 0.
2) On {|xn| = cn} ∩ ∂pU we have
w(x, t) ≥ h(x, t)− 2α0x2n ≥ δ0 − 2α0c2n ≥ 0,
if ε0 ≤ 2α0.
3) On {|xn| < cn} ∩ ∂pU we have
w(x, t) ≥ −ε0 + α0
2(n− 1) |x
′ − x′0|2 − 2α0x2n
≥ −ε0 + α0εn,
with
εn =
1
128(n− 1) − 2c
2
n =
3
512(n− 1) > 0.
If we choose ε0 < α0εn, we conclude that w ≥ 0 on this portion of ∂pU .
4) On t = −9/16 we have
w(x, t) ≥ −ε0 + α0 5
16
− 2α0c2n ≥ −ε0 + α0
(
5
16
− 2c2n
)
≥ 0,
for ε0 < α0/4.
In conclusion, if ε0 is sufficiently small, we see that we must have inf∂pU w ≥ 0,
thus arriving at a contradiction with the assumption that h(x0, t0) < 0. This
completes the proof. 
Proof of Theorem 11.3. Let u = uk and f = fk be as in Proposition 4.4. From
the assumption ` ≥ 3, we have that |f | ≤ M in S+1 and |∇f | ≤ L in Q+1/2. We
also choose `0 = 2. We thus conclude that Hu(r) ≥ r2`0 for 0 < r < ru. In
view of Theorem 7.3, the rescalings urj converge (over a sequence r = rj → 0+)
to a homogeneous global solution u0 of degree 3/2. Furthermore, we note that
Lemma 11.4 is also applicable here. In view of Proposition 8.5, after a possible
rotation in Rn−1, we may assume that
u0(x, t) = Cn Re(xn−1 + ixn)3/2.
It can be directly calculated that for any e ∈ ∂B′1
∂eu0(x, t) =
3
2
Cn(e · en−1) Re(xn−1 + ixn)1/2
=
3
2
√
2
Cn(e · en−1)
√√
x2n−1 + x2n + xn−1.
Thus, if for any given η > 0 we consider the thin cone around en−1
C′η := {x′ = (x′′, xn−1) ∈ Rn−1 | xn−1 ≥ η|x′′|},
then it is immediate to conclude that for any e ∈ C′η, |e| = 1,
∂eu0 ≥ 0, in Q+1
∂eu0 ≥ δn,η > 0, in Q+1 ∩ {xn ≥ cn},
where cn = 1/(32
√
n− 1) is the dimensional constant in Lemma 11.5. We next
observe that, by Lemma 11.4, for any given ε > 0 we will have for all directions
e ∈ ∂B′1
|∂eurj − ∂eu0| < ε on Q+1 ,
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provided j is sufficiently large. Moreover, note that in view of Proposition 4.4 we
can estimate
|(∆− ∂t)∂eurj | =
Cr`j‖(x, t)‖`−3
Hu(rj)1/2
≤ Cr`−`0j → 0 uniformly in Q+1 .
Thus, the function h = ∂eurj (evenly reflected to Q1) will satisfy the conditions of
Lemma 11.5, and therefore we conclude that
∂eurj ≥ 0 in Q+1/2, for any e ∈ C′η, |e| = 1,
for j ≥ jη. Scaling back, we obtain that
∂eu ≥ 0 in Q+rη , for any e ∈ C′η, |e| = 1,
where rη = rjη/2. Now a standard argument (see [PSU12, Chapter 4, Exercise 4.1])
implies that
{u(x′, 0, t) > 0} ∩Q′rη = {(x′, t) ∈ Q′rη | xn−1 > g(x′′, t)},
where, for every fixed t ∈ (−r2η, 0], x′′ 7→ g(x′′, t) is a Lipschitz continuous function
with
|∇′′g| ≤ η.
We are now left with showing that g is (1/2)-Ho¨lder continuous in t. In fact, we
are going to show that |g(x, t)− g(x, s)| = o(|t− s|1/2), uniformly in Q′′rη/2.
Suppose, towards a contradiction, that for x′′j ∈ B′′rη/2, −r2η/4 ≤ sj < tj ≤ 0,
tj − sj → 0, we have for some C > 0
(11.1) |g(x′′j , tj)− g(x′′j , sj)| ≥ C|tj − sj |1/2.
Let
x′j = (x
′′
j , g(x
′′
j , tj)), y
′
j = (x
′′
j , g(x
′′
j , sj))
and
δj = max{|g(x′′j , tj)− g(x′′j , sj)|, |tj − sj |1/2}.
Let also
ξ′j =
y′j − x′j
δj
, τj =
sj − tj
δ2j
.
Note that
ξ′j = |ξ′j |en−1, (ξ′j , τj) ∈ ∂pQ′1.
Moreover, we claim that δj → 0. Indeed, we may assume that the sequences x′j ,
y′j , tj , δj converge to some x
′, y′, t, δ respectively. If δ > 0 then we obtain that
(x′, t), (y′, t) ∈ Γ(v). But y′ − x′ = |y′ − x′|en−1, which cannot happen since Γ(v)
is given as a graph {xn−1 = g(x′′, t)} in Q′rη . Thus, δj → 0.
Consider now the rescalings of u at (xj , tj) by the factor of δj :
(11.2) wj(x, t) =
u(xj + δjx, tj + δ
2
j t)
H
u(xj,tj)
(δj)1/2
.
We want to show that the sequence wj converges to a homogeneous global solution
in S∞, of homogeneity 3/2. For that purpose, we first assume that rη is so small
that
Γ(u) ∩Q′rη = Γ(2)3/2(u) ∩Q′rη .
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This is possible by the upper semicontinuity of the mapping (x, t) 7→ κ(2)u (x, t) =
Φ
(2)
u(x,t)
(0+) on Γ∗(u) as in Lemma 10.5, the equality κ
(2)
u (0, 0) = κ
(2)
v (0, 0) = 3/2,
and Theorem 8.6. Moreover, arguing as in the proof of Lemma 10.5, we may assume
that
Φ
(2)
u(x,t)
(r) < 7/4, if r < r0, (x, t) ∈ Γ(u) ∩Q′rη .
This assumption implies
Hu(x,t)(r) ≥ r4, if r < r0, (x, t) ∈ Γ(u) ∩Q′rη .
Otherwise, we would have Φ
(2)
u(x,t)
(r) ≥ 2, a contradiction. As a consequence, the
functions
ϕr(x, t) = Φ
(2)
u(x,t)
(r), (x, t) ∈ Γ(u) ∩Q′rη
will have an explicit representation through Hu(x,t)(r) and its derivatives, and there-
fore will be continuous. We thus have a monotone family of continuous functions
{ϕr} on a compact set K = Γ(u) ∩Q′rη/2 such that
ϕr ↘ 3/2 on K as r ↘ 0.
By the theorem of Dini the convergence ϕr → 3/2 is uniform on K. This implies
that
ϕrj (xj , tj)→ 3/2 for any (xj , tj) ∈ Γ(u) ∩Q′rη/2, rj → 0.
For the functions wj defined in (11.2) above this implies
Φ(2)wj (r)→ 3/2 as j →∞,
for any r > 0. Now, analyzing the proof of Theorem 7.3, we realize that the same
conclusions can be drawn about the sequence wj as for the sequence of rescalings
urj . In particular, over a subsequence, we have wj → w0 in L2,loc(S∞), where w0
is a 3/2-homogeneous global solution of the Signorini problem. By Proposition 8.5
we conclude that for some direction e0 ∈ Rn−1 it must be
w0(x, t) = Cn Re(x
′ · e0 + ixn)3/2.
Further, since ∂eu ≥ 0 for unit e ∈ C′η, we must have
∂ew0 ≥ 0, in S+∞, e ∈ C′η.
Therefore,
e0 · e ≥ 0 for any e ∈ C′η ⇒ e0 · en−1 > 0.
Further, note that since u ∈ Sf (S+1 ) with |f | ≤ M in S+1 , and |∇f | ≤ L in Q+1/2,
we can repeat the arguments in the proof of Lemma 11.4 (with `0 = 2) to obtain
for any R > 0
(11.3) wj → w0, ∇wj → ∇w0 in Hα,α/2(Q+R ∪Q′R).
Going back to the construction of the functions wj , note that (ξ
′
j , τj) ∈ Γ(wj), in ad-
dition to (ξ′j , τj) ∈ ∂pQ′1. Without loss of generality we may assume that (ξ′j , τj)→
(ξ′0, τ0) ∈ ∂pQ′1. But then the convergence (11.3) implies that w0(ξ′0, τ0) = 0 and
∇w0(ξ′0, τ0) = 0. From the explicit formula for w0 it follows that
(ξ′0, τ0) ∈ {(x′, t) ∈ S′∞ | x′ · e0 = 0},
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or equivalently, ξ′0 · e0 = |ξ′0|en−1 · e0 = 0. Since en−1 · e0 > 0, we must have ξ′0 = 0.
Thus, we have proved that
|ξ′j | =
|g(x′′j , sj)− g(x′′j , tj)|
max{|g(x′′j , sj)− g(x′′j , tj)|, |tj − sj |1/2}
→ 0,
which is equivalent to
|g(x′′j , sj)− g(x′′j , tj)|
|tj − sj |1/2 → 0,
contrary to our assumption (11.1). 
We next show that, following an idea in [AC85], the regularity of the function g
can be improved with an application of a boundary Harnack principle.
Theorem 11.6 (Ho¨lder regularity of ∇′′g). In the conclusion of Theorem 11.3,
one can take δ > 0 so that ∇′′g ∈ Hα,α2 (Q′′δ ) for some α > 0.
To prove this theorem we first show the following nondegeneracy property of
∂eu.
Proposition 11.7 (Nondenegeracy of ∂eu). Let v ∈ Sϕ(Q+1 ) and u = uk be as
Theorem 11.3. Then, for any η > 0 there exist δ > 0 and c > 0 such that
∂eu ≥ c d(x, t) in Q+δ , for any e ∈ C′η, |e| = 1,
where
d(x, t) = sup{r | Q˜r(x, t) ∩Qδ ⊂ Qδ \ Λ(v)}
is the parabolic distance from the point (x, t) to the coincidence set Λ(v) ∩Q′δ.
The proof is based on the following improvement on Lemma 11.5, which is the
parabolic counterpart of [CSS08, Lemma 7.3].
Lemma 11.8. For any δ0 > 0 there exist ε0 > 0 and c0 > 0, depending only
on δ0 and n, such that if h is a continuous function on Q1 ∩ {0 ≤ xn ≤ cn},
cn = 1/(32
√
n− 1), satisfying
i) (∆− ∂t)h ≤ ε0 in Q1 ∩ {0 < xn < cn},
ii) h ≥ 0 in Q1 ∩ {0 < xn < cn},
iii) h ≥ δ0, on Q1 ∩ {xn = cn},
then
h(x, t) ≥ c0xn in Q1/2 ∩ {0 < xn < cn}.
Proof. The proof is very similar to that of Lemma 11.5. Let (x0, t0) ∈ Q1/2 ∩ {0 <
xn < cn}, and consider the auxiliary function
w(x, t) = h(x, t) +
α0
2(n− 1) |x
′ − x′0|2 + α0(t0 − t)−
(
α0 +
ε0
2
)
x2n − c0xn,
with α0 = δ0/2c
2
n.
As before, we have (∆ − ∂t)w ≤ 0 in Q1 ∩ {0 < xn < cn}. We now claim that
w ≥ 0 on U+ = Q3/4 ∩ {0 < xn < cn, t < t0}. This will follow once we verify that
w ≥ 0 on ∂pU+.
We consider several cases:
1) On {xn = 0} ∩ ∂pU+, we clearly have w ≥ 0.
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2) On {xn = cn} ∩ ∂pU+, one has
w ≥ δ0 − 3
2
α0c
2
n − c0cn =
1
2
α0c
2
n − c0cn ≥ 0,
provided ε0 ≤ α0 and c0 ≤ cnα0/2.
3) On {0 < xn < cn} ∩ ∂pU+ we have
w ≥ α0
128(n− 1) − 2α0c
2
n − c0cn ≥
3α0
512(n− 1) − c0cn ≥ 0,
provided c0 < 3α0/(512(n− 1)cn).
4) On {t = −9/16} ∩ ∂pU+ we have
w ≥ 5α0
16
− 2α0c2n − c0cn ≥
α0
4
− c0cn ≥ 0,
provided c0 < α0/(4cn).
In conclusion, for small enough ε0 and c0, we have w ≥ 0 in U , and in particular
w(x0, t0) ≥ 0. This implies that h(x0, t0) > c0(x0)n, as claimed. 
Proof of Proposition 11.7. Considering the rescalings ur as in the proof of Theo-
rem 11.3, and applying Lemma 11.8, we obtain
∂eur ≥ cη|xn| in Q1/2, e ∈ C′η,
for 0 < r = rη small. (Here, we assume that u has been extended by even symmetry
in xn variable to Q1.) Besides, by choosing r small, we can also make
|(∆− ∂t)∂eur| ≤ Cr`−`0 ≤ cηεn in Q1/2 \ Λ(ur),
for a dimensional constant εn > 0 to be specified below. Let now (x, t) ∈ Q+1/4 and
d = dr(x, t) be the parabolic distance from (x, t) to Λ(ur)∩Q′1. Consider the lowest
rightmost point on the boundary ∂Q˜d(x, t)
(x∗, t∗) = (x+ end, t− d2).
We have
∂eur(x∗, t∗) ≥ c0d.
By the parabolic Harnack inequality (see, e.g., [Lie96, Theorems 6.17–6.18])
∂eur(x, t) ≥ cnc0d− Cnc0εnd2 ≥ c d,
if we take εn sufficiently small. Scaling back to u, we complete the proof of the
proposition. 
A key ingredient in the proof of Theorem 11.6 is the following version of the
parabolic boundary Harnack principle for domains with thin Lipschitz complements
established in [PS13, Section 7]. To state the result, we will need the following
notations. For a given L ≥ 1 and r > 0 denote
Θ′′r = {(x′′, t) ∈ Rn−2 × R | |xi| < r, i = 1, . . . , n− 2,−r2 < t ≤ 0},
Θ′r = {(x′, t) ∈ Rn−1 × R | (x′′, t) ∈ Θ′′r , |xn−1| < 4nLr},
Θr = {(x, t) ∈ Rn × R | (x′′, t) ∈ Θ′r, |xn| < r}.
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Lemma 11.9 (Boundary Harnack principle). Let
Λ = {(x′, t) ∈ Θ′1 | xn−1 ≤ g(x′′, t)}
for a parabolically Lipschitz function g in Θ′′1 with Lipschitz constant L ≥ 1 such
that g(0, 0) = 0. Let u1, u2 be two continuous nonnegative functions in Θ1 such
that for some positive constants c0, C0, M , and i = 1, 2,
i) 0 ≤ ui ≤M in Θ1 and ui = 0 on Λ,
ii) |(∆− ∂t)ui| ≤ C0 in Θ1 \ Λ,
iii) ui(x, t) ≥ c0 d(x, t) in Θ1 \ Λ, where d(x, t) = sup{r | Θ˜r(x, t) ∩ Λ = ∅}.
Assume additionally that u1 and u2 are symmetric in xn. Then, there exists α ∈
(0, 1) such that
u1
u2
∈ Hα,α/2(Θ1/2).
Furthermore, α and the bound on the corresponding norm ‖u1/u2‖Hα,α/2(Θ1/2) de-
pend only on n, L, c0, C0, and M . 
Remark 11.10. We note that, unlike the elliptic case, Lemma 11.9 above cannot
be reduced to the other known results in the parabolic setting (see, e.g., [Kem72],
[FGS84] for parabolically Lipschitz domains, or [HLN04] for parabolically NTA
domains with Reifenberg flat boundary). We also note that this version of the
boundary Harnack is for functions with nonzero right-hand side and therefore the
nondegeneracy condition as in iii) is necessary. The elliptic version of this result
has been established in [CSS08].
We are now ready to prove Theorem 11.6.
Proof of Theorem 11.6. Fix η > 0 and let θ = θη be such that e = (cos θ)en−1 +
(sin θ)ej ∈ C′η for j = 1, . . . , n− 2. Consider two functions
u1 = ∂eu and u2 = ∂en−1u.
Then, by Proposition 11.7, the conditions of Lemma 11.9 are satisfied for some
rescalings of u1 and u2. Hence, applying Lemma 11.9 and scaling back, we obtain
that for a small δ > 0, and α ∈ (0, 1),
∂eu
∂en−1u
∈ Hα,α/2(Θδ).
This gives
∂eju
∂en−1u
∈ Hα,α/2(Θδ), j = 1, . . . , n− 2.
Hence, the level surfaces {u = ε} ∩Θ′δ are given as graphs
xn−1 = gε(x′′, t), x′′ ∈ Θ′′δ ,
with uniform in ε estimates on 〈∇′′gε〉(α)Θ′′δ for small ε > 0. Consequently, we obtain
∇′′g ∈ Hα,α/2(Θ′′δ ),
and this completes the proof of the theorem. 
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12. Free boundary: Singular set
We now turn to the study of a special class of free boundary points, called
singular points, that are characterized by the property that the coincidence set has
a zero density at those points with respect to the Hn measure in the thin space. In
the time-independent Signorini problem the analysis of the singular set was carried
in the paper [GP09].
Definition 12.1 (Singular points). Let v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), ` ≥ 2.
We say that (x0, t0) ∈ Γ∗(v) is singular if
lim
r→0+
Hn(Λ(v) ∩Q′r(x0, t0))
Hn(Q′r)
= 0.
We will denote the set of singular points by Σ(u) and call it the singular set. We
can further classify singular points according to the homogeneity of their blowup,
by defining
Σκ(v) := Σ(v) ∩ Γ(`)κ (v), κ ≤ `.
Since we are going to work with the blowups, we will write ` = k+ γ, for k ∈ N,
0 < γ ≤ 1, and construct the functions uk ∈ Sfk(S+1 ) as in Proposition 4.4. By
abusing the notation, we will write 0 ∈ Σκ(uk) whenever 0 ∈ Σκ(v). Also, for
technical reasons, similarly to what we did in the study of the regular set, we will
assume that ` ≥ 3 for most of the results in this section.
The following proposition gives a complete characterization of the singular points
in terms of the blowups and the generalized frequency. In particular, it establishes
that
Σκ(v) = Γκ(v) for κ = 2m < `, m ∈ N.
Proposition 12.2 (Characterization of singular points). Let u ∈ Sf (S+1 ) with
|f(x, t)| ≤ M‖(x, t)‖`−2 in S+1 , |∇f(x, t)| ≤ L‖(x, t)‖`−3 in Q+1/2, ` ≥ 3 and 0 ∈
Γ
(`)
κ (u) with κ < `. Then, the following statements are equivalent:
(i) 0 ∈ Σκ(u).
(ii) any blowup of u at the origin is a nonzero parabolically κ-homogeneous
polynomial pκ in S∞ satisfying
∆pκ − ∂tpκ = 0, pκ(x′, 0, t) ≥ 0, pκ(x′,−xn, t) = pκ(x′, xn, t).
We denote this class by Pκ.
(iii) κ = 2m, m ∈ N.
Proof. (i) ⇒ (ii) Recall that the rescalings ur satisfy
∆ur − ∂tur = fr + 2(∂+xnur)Hn
∣∣
Λ(ur)
in S1/r,
in the sense of distributions, after an even reflection in xn variable. Since ur are
uniformly bounded in W 2,12 (Q
+
2R) for small r by Theorem 7.3, ∂
+
xnur are uniformly
bounded in L2(Q
′
R). On the other hand, if 0 ∈ Σ(u), then
Hn(Λ(ur) ∩Q′R)
Rn
=
Hn(Λ(u) ∩QRr)
(Rr)n
→ 0 as r → 0,
and therefore
(∂+xnur)H
n
∣∣
Λ(ur)
→ 0 in QR.
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in the sense of distributions. Further, the bound |f(x, t)| ≤ M‖(x, t)‖`−2 implies
that
|fr(x, t)| = r
2|f(rx, r2t)|
Hu(r)1/2
≤ Mr
`
Hu(r)1/2
‖(x, t)‖`−2
≤ Cr`−`0R`−2 → 0 in QR,
where `0 ∈ (κ, `) and we have used the fact that Hu(r) ≥ r2`0 for 0 < r < ru. Hence,
any blowup u0 is caloric in QR for any R > 0, meaning that it is caloric in the
entire S∞ = Rn × (−∞, 0]. On the other hand, by Proposition 7.3(iv), the blowup
u0 is homogeneous in S∞ and therefore has a polynomial growth at infinity. Then
by the Liouville theorem we can conclude that u0 must be a homogeneous caloric
polynomial pκ of a certain integer degree κ. Note that pκ = u0 6≡ 0 by construction.
The properties of u also imply that that pκ(x
′, 0, t) ≥ 0 for all (x′, t) ∈ S′∞ and and
pκ(x
′,−xn, t) = pκ(x′, xn, t) for all (x′, xn, t) ∈ S∞.
(ii) ⇒ (iii) Let pκ be a blowup of u at the origin. Since pκ is a polynomial, clearly
κ ∈ N. If κ is odd, the nonnegativity of pκ on Rn−1 × {0} × {−1} implies that pκ
vanishes there identically, implying that pκ ≡ 0 on S′∞. On the other hand, from the
even symmetry in xn we also have that ∂xnpκ ≡ 0 on S′∞. Since pκ is caloric in Rn
and S′∞ is not characteristic for the heat operator, Holmgren’s uniqueness theorem
implies that pκ ≡ 0 in Rn, contrary to the assumption. Thus, κ ∈ {2m | m ∈ N}.
(iii)⇒ (ii) The proof of this implication is stated as a separate Liouville-type result
in Lemma 12.3 below.
(ii) ⇒ (i) Suppose that 0 is not a singular point and that over some sequence
r = rj → 0+ we have Hn(Λ(ur) ∩ Q′1) ≥ δ > 0. By Lemma 11.4, taking a
subsequence if necessary, we may assume that urj converges locally uniformly to a
blowup u0. We claim that
Hn(Λ(u0) ∩Q′1) ≥ δ > 0.
Indeed, otherwise there exists an open set U in S′∞ with H
n(U) < δ such that
Λ(u0) ∩ Q′1 ⊂ U . Then for large j we must have Λ(urj ) ∩ Q′1 ⊂ U , which is a
contradiction, since Hn(Λ(urj )∩Q′1) ≥ δ > Hn(U). Since u0 = pκ is a polynomial,
vanishing on a set of positive Hn-measure on S′∞, it follows that u0 vanishes iden-
tically on S′∞. But then, applying Holmgren’s uniqueness theorem one more time,
we conclude that u0 must vanish on S∞, which is a contradiction. This completes
the proof of the theorem. 
The implication (iii) ⇒ (ii) in Proposition 12.2 is equivalent to the following
Liouville-type result, which is the parabolic counterpart of Lemma 1.3.3 in [GP09].
Lemma 12.3. Let v be a parabolically κ-homogeneous solution of the parabolic
Signorini problem in S∞ with κ = 2m for m ∈ N. Then v is a caloric polynomial.
This, in turn, is a particular case of the following lemma, analogous to Lemma 1.3.4
in [GP09] in the elliptic case, which stems from Lemma 7.6 in [Mon09].
Lemma 12.4. Let v ∈W 1,12,loc(S∞) be such that ∆v−∂tv ≤ 0 in S∞ and ∆v−∂tv =
0 in S∞ \ S′∞. If v is parabolically 2m-homogeneous, m ∈ N, and has a polynomial
growth at infinity, then ∆v − ∂tv = 0 in S∞.
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Proof. Consider µ := ∆v − ∂tv in Rn × (−∞, 0). By the assumptions, µ is a
nonpositive measure, supported on {xn = 0}× (−∞, 0). We are going to show that
in fact µ = 0. To this end, let P (x, t) be a parabolically 2m-homogeneous caloric
polynomial, which is positive on {xn = 0} × (−∞, 0). For instance, one can take
P (x, t) =
n−1∑
j=1
Re(xj + ixn)
2m + (−1)m
m∑
k=0
m!
(m− k)!(2k)!x
2k
n t
m−k.
It is straightforward to check that P is caloric. Moreover on {xn = 0} × (−∞, 0)
we have
P =
n−1∑
j=1
x2mj + (−t)m,
so it is positive on {xn = 0} × (−∞, 0). Further, let η ∈ C∞0 ((0,∞)), with η ≥ 0,
and define
Ψ(x, t) = η(t)G(x, t) =
η(t)
(−4pit)n/2 e
|x|2/4t.
Note that we have the following identity (similar to that of G(x, t))
∇Ψ = x
2t
Ψ.
We have
〈∆v,ΨP 〉 = −
0∫
−∞
∫
Rn
∇v · ∇(ΨP ) dx dt
= −
0∫
−∞
∫
Rn
[Ψ∇v · ∇P + P∇v · ∇Ψ] dx dt
=
0∫
−∞
∫
Rn
[Ψv∆P + v∇Ψ · ∇P − P∇v · ∇Ψ] dx dt
=
0∫
−∞
∫
Rn
[
v∆P +
1
2t
v(x · ∇P )− 1
2t
P (x · ∇v)
]
Ψ dx dt.
We now use the identities ∆P−∂tP = 0, x·∇P+2t∂tP = 2mP , x·∇v+2t∂tv = 2mv
to arrive at
〈∆v,ΨP 〉 =
0∫
−∞
∫
Rn
[2mPv − P (x · ∇v)] Ψ
2t
dx dt
=
0∫
−∞
∫
Rn
∂tvΨP dx dt
= 〈∂tv,ΨP 〉.
Therefore, 〈µ,ΨP 〉 = 〈∆v − ∂tv,ΨP 〉 = 0. Since µ is a nonpositive measure, this
implies that actually µ = 0 and the proof is complete. 
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Definition 12.5. Throughout the rest of the paper we denote by Pκ, κ = 2m,
m ∈ N, the class of κ-homogeneous harmonic polynomials described in Proposi-
tion 12.2(ii).
In the rest of this section we state our main results concerning the singular set:
κ-differentiability at singular points (Theorem 12.6) and a structural theorem on
the singular set (Theorem 12.12). The proofs will require additional technical tools
(two families of monotonicity formulas) that we develop in the next section. The
proofs themselves will be given in Section 14.
Theorem 12.6 (κ-differentiability at singular points). Let u ∈ Sf (S+1 ) with |f(x, t)| ≤
M‖(x, t)‖`−2 in S+1 , |∇f(x, t)| ≤ L‖(x, t)‖`−3 in Q+1/2, ` ≥ 3, and 0 ∈ Σκ(u) for
κ = 2m < `, m ∈ N. Then, there exists a nonzero pκ ∈ Pκ such that
u(x, t) = pκ(x, t) + o(‖(x, t)‖κ), t ≤ 0.
Moreover, if v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), (x0, t0) ∈ Σκ(v) and u(x0,t0)k is
obtained as in Proposition 4.4 for v(x0,t0) = v(x0 + ·, t0 + ·), then in the Taylor
expansion
u
(x0,t0)
k (x, t) = p
(x0,t0)
κ (x, t) + o(‖(x, t)‖κ), t ≤ 0,
the mapping (x0, t0) 7→ p(x0,t0)κ from Σκ(v) to Pκ is continuous.
Remark 12.7. Note that since Pκ is a convex subset of a finite-dimensional vector
space, namely the space of all κ-homogeneous polynomials, its topology can be
induced from any norm on that space. For instance, the topology can be induced
from the embedding of Pκ into L2(S
+
1 , G), or even into L2(Q
′
1), since the elements
of Pκ can be uniquely recovered from their restriction to the thin space.
Remark 12.8. We want to emphasize here that the asymptotic development, as
stated in Theorem 12.6, does not generally hold for t > 0. Indeed, consider the
following example. Let u : Rn × R→ R be a continuous function such that
• u(x, t) = −t− x2n/2 for x ∈ Rn and t ≤ 0.
• In {xn ≥ 0, t ≥ 0}, u solves the Dirichlet problem
∆u− ∂tu = 0, xn > 0, t > 0,
u(x, 0) = −x2n, xn ≥ 0,
u(x′, 0, t) = 0 t ≥ 0.
• In {xn ≤ 0, t ≥ 0}, we extend the function by even symmetry in xn:
u(x′, xn, t) = u(x′,−xn, t).
It is easy to see that u solves the parabolic Signorini problem with zero obstacle
and zero right-hand side in all of Rn × R. Moreover, u is homogeneous of degree
two and clearly 0 ∈ Σ2(u). Now, if p(x, t) = −t − x2n/2, then p ∈ P2 and we have
the following equalities:
u(x, t) = p(x, t), for t ≤ 0,
u(x′, 0, t) = 0, p(x′, 0, t) = −t for t ≥ 0.
So for t ≥ 0 the difference u(x, t)− p(x, t) is not o(‖(x, t)‖2), despite being zero for
t ≤ 0.
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We next want to state a structural theorem for the singular set, similar to the
ones in [Caf98] for the classical obstacle problem and [GP09] for the thin obstacle
problem. In order to do so, we define the spatial dimension d = d
(x0,t0)
κ of Σκ(v) at
a given point (x0, t0) based on the polynomial p
(x0,t0)
κ .
Definition 12.9 (Spatial dimension of the singular set). For a singular point
(x0, t0) ∈ Σκ(v) we define
d(x0,t0)κ = dim{ξ ∈ Rn−1 | ξ · ∇x′∂α
′
x′ ∂
j
t p
(x0,t0)
κ = 0
for any α′ = (α1, . . . , αn−1) and j ≥ 0 such that |α′|+ 2j = κ− 1},
which we call the spatial dimension of Σκ(v) at (x0, t0). Clearly, d
(x0,t0)
κ is an
integer between 0 and n− 1. Then, for any d = 0, 1, . . . , n− 1 define
Σdκ(v) := {(x0, t0) ∈ Σκ(v) | d(x0,t0)κ = d}.
The case d = n− 1 deserves a special attention.
Lemma 12.10 (Time-like singular points). Let (x0, t0) ∈ Σn−1κ (v), κ = 2m < `.
Then
p(x0,t0)κ (x, t) = C(−1)m
m∑
k=0
tm−k
(m− k)!
x2kn
2k!
,
for some positive constant C. In other words, p
(x0,t0)
κ depends only on xn and t and
is unique up to a multiplicative factor. We call such singular points time-like.
Proof. The condition d
(x0,t0)
κ = n − 1 is equivalent to the following property of
pκ = p
(x0,t0)
κ :
∇x′∂α′x′ ∂jt pκ = 0,
for any multi-index α′ = (α1, . . . , αn−1) and j such that |α′|+2j = κ−1. It is easy
to see that this is equivalent to vanishing of ∂xipκ on S
′
∞ for i = 1, . . . , n− 1. On
the other hand, ∂xipκ is caloric in S∞ and is also even symmetric in xn variable,
implying that ∂xn∂xipκ = 0 on S
′
∞. Then, by Holmgren’s uniqueness theorem
∂xipκ is identically 0 in S∞, implying that pκ(x, t) depends only on xn and t. The
homogeneity of pκ implies that we can write it in the form
pκ(x, t) =
m∑
k=0
ak
tm−k
(m− k)!
x2kn
(2k)!
.
The rest of the proof is then elementary. 
Definition 12.11 (Space-like and time-like manifolds). We say that a (d + 1)-
dimensional manifold S ⊂ Rn−1 × R, d = 0, . . . , n− 2, is space-like of class C1,0, if
locally, after a rotation of coordinate axes in Rn−1 one can represent it as a graph
(xd+1, . . . , xn−1) = g(x1, . . . , xd, t),
where g is of class C1,0, i.e., g and ∂xig, i = 1, . . . , d are continuous.
We say that (n− 1)-dimensional manifold S ⊂ Rn−1 ×R is time-like of class C1
if it can be represented locally as
t = g(x1, . . . , xn−1),
where g is of class C1.
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Σ22
Σ22
Σ110
6
Σ14
Σ14
t = −x21
t = 0
Figure 4. Structure of the singular set Σ(v) ⊂ R2 × (−∞, 0] for
the solution v with v(x1, x2, 0, t) = −t(t + x21)4, t ≤ 0 with zero
thin obstacle. Note that the points on Σ14 and Σ
1
10 are space-like,
and the points on Σ22 are time-like.
Theorem 12.12 (Structure of the singular set). Let v ∈ Sϕ(Q+1 ) with ϕ ∈
H`,`/2(Q′1), ` ≥ 3. Then, for any κ = 2m < `, m ∈ N, we have Γκ(v) = Σκ(v).
Moreover, for every d = 0, 1, . . . , n − 2, the set Σdκ(v) is contained in a countable
union of (d+ 1)-dimensional space-like C1,0 manifolds and Σn−1κ (v) is contained in
a countable union of (n− 1)-dimensional time-like C1 manifolds.
For a small illustration, see Fig. 4.
13. Weiss and Monneau type monotonicity formulas
In this section we construct two families of monotonicity formulas that will play
a crucial role in the study of the singular set. They generalize the corresponding
formulas in [GP09] in the study of the elliptic thin obstacle problem.
The first family of monotonicity formulas goes back to the work of Weiss [Wei99a]
in the elliptic case and [Wei99b] in the parabolic case; see also [CPS04].
Theorem 13.1 (Weiss-type monotonicity formula). Let u ∈ Sf (S+1 ) with |f(x, t)| ≤
M‖(x, t)‖`−2 in S+1 , ` ≥ 2. For any κ ∈ (0, `), define the Weiss energy functional
Wκu (r) :=
1
r2κ+2
∫
S+r
(
|t||∇u|2 − κ
2
u2
)
G
=
1
r2κ
(
Iu(r)− κ
2
Hu(r)
)
, 0 < r < 1.
Then, for any σ < `−κ there exists C > 0 depending only on σ, `, M , and n, such
that
d
dr
Wκu ≥ −Cr2σ−1, for a.e. r ∈ (0, 1).
In particular, the function
r 7→Wκu (r) + Cr2σ
is monotonically nondecreasing for r ∈ (0, 1).
THE PARABOLIC SIGNORINI PROBLEM 69
Proof. The proof is by direct computation using Proposition 6.2. We have
r2κ+1
d
dr
Wκu (r) = rI
′
u(r)− 2κIu(r)−
κ
2
rH ′u(r) + κ
2Hu(r)
≥ r
( 1
r3
∫
S+r
(Zu)2Gdxdt+
2
r3
∫
S+r
t(Zu)fGdx dt
)
− 2κIu(r)
− κ
2
r
(4
r
Iu(r)− 4
r3
∫
S+r
tufGdx dt
)
+ κ2Hu(r)
=
1
r2
∫
S+r
(Zu)2Gdxdt+
2
r2
∫
S+r
t(Zu)fGdx dt
+
2κ
r2
∫
S+r
tufGdx dt− 4κIu(r) + κ2Hu(r)
=
1
r2
∫
S+r
(Zu)2Gdxdt+
2
r2
∫
S+r
t(Zu)fGdx dt+
2κ
r2
∫
S+r
tufGdx dt
− 4κ
( 1
2r2
∫
S+r
u(Zu)Gdxdt+
1
r2
∫
S+r
tufGdx dt
)
+ κ2
1
r2
∫
S+r
u2 dx dt
=
1
r2
∫
S+r
(Zu+ tf − κu)2Gdxdt− 1
r2
∫
S+r
t2f2Gdxdt.
Hence, using the integral estimate on f as at the beginning of Section 10, we obtain
d
dr
Wκu (r) ≥ −
1
r2κ+3
∫
S+r
t2f2Gdxdt
≥ −C r
2`+2
r2κ+3
≥ −Cr2σ−1,
which yields the desired conclusion. 
Note that in Theorem 13.1, we do not require 0 ∈ Γ(`)κ (u). However, if we do so,
then we will have the following fact.
Lemma 13.2. Let u be as in Theorem 13.1, and assume additionally that 0 ∈
Γ
(`)
κ (u), κ < `. Then,
Wκu (0+) = 0.
The proof will require the following growth estimate, which we will use a few
more times in the remaining part of the paper.
Lemma 13.3 (Growth estimate). Let u ∈ Sf (S+1 ) with |f(x, t)| ≤ M‖(x, t)‖`−2,
` ≥ 2, and 0 ∈ Γ(`)κ (u) with κ < ` and let σ < `− κ. Then
Hr(u) ≤ C
(‖u‖2
L2(S
+
1 ,G)
+M2
)
r2κ, 0 < r < 1,
with C depending only on σ, `, n.
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Proof. Take µ(r) =
(‖u‖2
L2(S
+
1 ,G)
+ M2
)
r2`−2σ and proceed as in the proof of
Lemma 9.2. We omit the details. 
We can now prove Lemma 13.2.
Proof of Lemma 13.2. Since κ < `, by Lemma 7.1 we have
lim
r→0+
Iu(r)
Hu(r)
=
κ
2
.
Further, by Lemma 13.3 above, we will have
Hu(r) ≤ Cr2κ.
Hence, we obtain
lim
r→0+
Wκu (r) = lim
r→0
Hu(r)
r2κ
( Iu(r)
Hu(r)
− κ
2
)
= 0. 
The next monotonicity formula is specifically tailored for singular points. It
goes back to the paper of Monneau [Mon03] for the classical obstacle problem.
The theorem below is the parabolic counterpart of the Monneau-type monotonicity
formula in [GP09].
Theorem 13.4 (Monneau-type monotonicity formula). Let u ∈ Sf (S+1 ) with
|f(x, t)| ≤ M‖(x, t)‖`−2 in S+1 , |∇f(x, t)| ≤ L‖(x, t)‖`−3 in Q+1/2, ` ≥ 3. Sup-
pose that 0 ∈ Σκ(u) with κ = 2m < `, m ∈ N. Further, let pκ be any parabolically
κ-homogeneous caloric polynomial from class Pκ as in Definition 12.5. For any
such pκ, define Monneau’s functional as
Mκu,pκ(r) : =
1
r2κ+2
∫
S+r
(u− pκ)2G, 0 < r < 1,
=
Hw(r)
r2κ
, where w = u− pκ.
Then, for any σ < `− κ there exists a constant C, depending only on σ, `, M , and
n, such that
d
dr
Mκu,pκ(r) ≥ −C
(
1 + ‖u‖L2(S+1 ,G) + ‖pκ‖L2(S+1 ,G)
)
rσ−1.
In particular, the function
r 7→Mκu,pκ(r) + Crσ
is monotonically nondecreasing for r ∈ (0, 1) for a constant C depending σ, `, M ,
n, ‖u‖L2(S+1 ,G), and ‖pκ‖L2(S+1 ,G).
Proof. First note that Wκpκ(r) is constant in r, which follows easily from the homo-
geneity of pκ. Then, since also 0 ∈ Γ(`)κ (pκ), by Lemma 13.2 we have Wκpκ(0+) = 0,
implying that
Wκpκ(r) ≡ 0.
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Therefore, integrating by parts, we have
Wκu (r) = W
κ
u (r)−Wκpκ(r)
= Wκw(r)−
2
r2κ+2
∫
S+r
t∇w∇pκG− κ
r2κ+2
∫
S+r
wpκG
= Wκw(r) +
2
r2κ+2
∫
S+r
tw(∆pκG+∇pκ∇G)− κ
r2κ+2
∫
S+r
wpκG
= Wκw(r) +
1
r2κ+2
∫
S+r
2tw
(
∂tpκ +∇pκ x
2t
)
G− κ
r2κ+2
∫
S+r
wpκG
= Wκw(r) +
1
r2κ+2
∫
S+r
w(Zpκ − κpκ)G
= Wκw(r).
Next, we want to compute the derivative of Mκu,pκ . With this objective in mind,
we remark that we can compute the derivative of Hw by a formula similar to that
in Lemma 6.1:
H ′w(r) =
4
r
Iw(r)− 4
r3
∫
S+r
twfG− 4
r3
∫
S′r
twxnwG,
for a.e. r ∈ (0, 1). Indeed, we first note that Lemma 6.1 holds for smooth functions
with a polynomial growth at infinity, since the same spatial integration by parts
used to derive Lemma 6.1 is still valid. Then, as in Proposition 6.2 approximate u
by the solutions uε of the penalized problem, apply Lemma 6.1 for (Hδwε)
′(r), where
wε = uεζ−pκ, and then pass to the limit as ε→ 0 and δ → 0 as in Proposition 6.2.
We thus arrive at the formula for H ′w(r) given above.
We therefore can write
d
dr
Mκu,pκ(r) =
H ′w(r)
r2κ
− 2κ
r2κ+1
Hw(r)
=
4
r2κ+1
Iw(r)− 4
r2κ+3
∫
S+r
twfG− 4
r2κ+3
∫
S′r
twxnwG−
2κ
r2κ+1
Hw(r)
=
4
r
Wκw(r)−
4
r2κ+3
∫
S+r
twfG+
4
r2κ+3
∫
S′r
tuxnpκG.
We now estimate each term on the right hand side.
To estimate the first term we use that, in view of Theorem 13.1, for an appro-
priately chosen C, the function Wκu (r) + Cr
2σ is nondecreasing, and therefore
Wκw(r) = W
κ
u (r) ≥Wκu (0+)− Cr2σ = −Cr2σ,
where in the last equality we have used Lemma 13.2.
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The second term can be estimated by the Cauchy-Schwarz inequality, the integral
estimate on f at the beginning of Section 10, and Lemma 13.3:
1
r2κ+3
∫
S+r
twfG ≤ 1
r2κ+3
( ∫
S+r
w2G
)1/2( ∫
S+r
t2f2G
)1/2
≤ Cr
r2κ+3
(
Hu(r)
1/2 +Hpκ(r)
1/2
)
Cr`+1
≤ C
(
1 + ‖u‖L2(S+1 ,G) + ‖pκ‖L2(S+1 ,G)
)
r`−κ−1
≤ C
(
1 + ‖u‖L2(S+1 ,G) + ‖pκ‖L2(S+1 ,G)
)
rσ−1.
For the last term, just notice that on S′1,
t ≤ 0, uxn ≤ 0, pκ ≥ 0
and thus, ∫
S′r
tuxnpκG ≥ 0.
Combining all these estimates, we obtain,
d
dr
Mκu,pκ(r) ≥ −Cr2σ−1 − C
(
1 + ‖u‖L2(S1,G) + ‖pκ‖L2(S+1 )
)
rσ−1
≥ −C
(
1 + ‖u‖L2(S+1 ,G) + ‖pκ‖L2(S+1 ,G)
)
rσ−1,
which is the desired conclusion. 
14. Structure of the singular set
In this section, we prove our main results on the singular set, stated at the end
of Section 14 as Theorems 12.6 and 12.12.
We start by remarking that in the following proofs it will be more convenient to
work with a slightly different type of rescalings and blowups, than the ones used
up to now. Namely, we will work with the following κ-homogeneous rescalings
u(κ)r (x, t) :=
u(rx, r2t)
rκ
and their limits as r → 0+. The next lemma shows the viability of this approach.
Lemma 14.1 (Nondegeneracy at singular points). Let u ∈ Sf (S+1 ) with |f(x, t)| ≤
M‖(x, t)‖`−2 in S+1 , |∇f(x, t)| ≤ L‖(x, t)‖`−3 in Q+1/2, ` ≥ 3, and 0 ∈ Σκ(u) for
κ < `. Then, there exists c = cu > 0 such that
Hu(r) ≥ c r2κ, for any 0 < r < 1.
Proof. Assume the contrary. Then for a sequence r = rj → 0 one has
Hu(r) =
1
r2
∫
S+1
u2G = o(r2κ).
Since 0 is a singular point, by Proposition 12.2, we have that, over a subsequence,
ur(x, t) =
u(rx, r2t)
Hu(r)1/2
→ qκ(x, t),
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as described in Theorem 7.3, for some nonzero qκ ∈ Pκ. Now, for such qκ we apply
Theorem 13.4 to Mκu,qκ(r). From the assumption on the growth of u is is easy to
recognize that
Mκu,qκ(0+) =
∫
S+1
q2κG =
1
r2κ+2
∫
S+r
q2κG.
Therefore, using the monotonicity of Mκu,qκ(r) + C r
σ (see Theorem 13.4) for an
appropriately chosen C > 0, we will have that
C rσ +
1
r2κ+2
∫
S+r
(u− qκ)2G ≥ 1
r2κ+2
∫
S+r
q2κG,
or equivalently
1
r2κ+2
∫
S+r
(u2 − 2uqκ)G ≥ −C rσ.
After rescaling, we obtain
1
r2κ
∫
S+1
(Hu(r)u
2
r − 2Hu(r)1/2rκurqκ)G ≥ −C rσ,
which can be rewritten as∫
S+1
(Hu(r)1/2
rκ
u2r − 2urqκ
)
G ≥ −C r
κ+σ
Hu(r)1/2
.
Now from the arguments in the proof of Lemma 7.4, we have Hu(r) > c r
2κ′ , for
any κ′ > κ, for sufficiently small r. Hence, choosing κ′ < κ + σ, we will have that
rκ+σ/Hu(r)
1/2 → 0. Thus, passing to the limit over r = rj → 0, we will arrive at
−
∫
S+1
q2κ ≥ 0,
which is a contradiction, since qκ 6≡ 0. 
One consequence of the nondegeneracy at singular points is that the singular set
has a topological type Fσ; this will be important in our application of Whitney’s
extension theorem in the proof of Theorem 12.12.
Lemma 14.2 (Σκ(v) is Fσ). For any v ∈ Sϕ(Q+1 ) with ϕ ∈ H`,`/2(Q′1), the set
Σκ(v) with κ = 2m < `, m ∈ N, is of topological type Fσ, i.e., it is a union of
countably many closed sets.
Proof. For j ∈ N, j ≥ 2, let Ej be the set of points (x0, t0) ∈ Σκ(v) ∩ Q1−1/j
satisfying
(14.1)
1
j r
2κ ≤ H
u
(x0,t0)
k
(r) ≤ j r2κ
for every 0 < r < min{1− |x0|,
√
1 + t0}.
By Lemmas 13.3 and 14.1, we have that
Σκ(v) ⊂
∞⋃
j=2
Ej .
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So to complete the proof, it is enough to show that Ej are closed. Indeed, if
(x0, t0) ∈ Ej , then it readily satisfies (14.1). That, in turn, implies that (x0, t0) ∈
Γ
(`)
κ (v) and by Proposition 12.2 that (x0, t0) ∈ Σκ(v). Hence (x0, t0) ∈ Ej . This
completes the proof. 
We next show the existence and uniqueness of blowups with respect to κ-homogeneous
rescalings.
Theorem 14.3 (Uniqueness of κ-homogeneous blowups at singular points). Let
u ∈ Sf (S+1 ) with |f(x, t)| ≤M‖(x, t)‖`−2 in S+1 , |∇f(x, t)| ≤ L‖(x, t)‖`−3 in Q+1/2,
` ≥ 3, and 0 ∈ Σκ(u) with κ < `. Then there exists a unique nonzero pκ ∈ Pκ such
that
u(κ)r (x, t) :=
u(rx, r2t)
rκ
→ pκ(x, t).
Proof. By Lemmas 13.3 and 14.1, there are positive constants c and C such that
c rκ ≤ Hu(r)1/2 ≤ C rκ, 0 < r < 1.
This implies that any limit u0 of the κ-homogeneous rescalings u
(κ)
r over any se-
quence r = rj → 0+ is just a positive multiple of a limit of regular rescalings
ur(x, t) = u(rx, r
2t)/Hu(r)
1/2, since over a subsequence Hu(r)
1/2/rκ converges to
a positive number. Since the limits of rescalings ur are polynomials of class Pκ, we
obtain also that u0 ∈ Pκ.
To show the uniqueness of u0, we apply Theorem 13.4 with pκ = u0. This result
implies that the limit Mκu,u0(0+) exists and can be computed by
Mκu,u0(0+) = limrj→0+
Mκu,u0(rj) = limj→∞
∫
S+1
(u(κ)rj − u0)2G = 0.
The latter equality is a consequence of Theorem 7.3, and of the argument at the
beginning of this proof. In particular, we obtain that∫
S+1
(u(κ)r − u0)2G = Mκu,u0(r)→ 0
as r → 0+ (not just over r = rj → 0+!). Thus, if u′0 is a limit of u(κ)r over another
sequence r = r′j → 0, we conclude that∫
S+1
(u′0 − u0)2G = 0.
This implies that u′0 = u0 and completes the proof of the theorem. 
Theorem 14.4 (Continuous dependence of blowup). Let v ∈ Sϕ(Q+1 ) with ϕ ∈
H`,`/2(Q′1), ` ≥ 3, and κ = 2m < `, m ∈ N. For (x0, t0) ∈ Σκ(v), let u(x0,t0)k be as
constructed in Proposition 4.4 for the function v(x0,t0) = v(x0 + ·, t0 + .), and denote
by p
(x0,t0)
κ the κ-homogeneous blowup of u
(x0,t0)
k at (x0, t0) as in Theorem 14.3, so
that
u
(x0,t0)
k (x, t) = p
(x0,t0)
κ (x, t) + o(‖(x, t)‖κ).
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Then, the mapping (x0, t0) 7→ p(x0,t0)κ from Σκ(v) to Pκ is continuous. Moreover,
for any compact subset K of Σκ(v) there exists a modulus of continuity σ = σ
K ,
σ(0+) = 0 such that
|ux0,t0k (x, t)− p(x0,t0)κ (x, t)| ≤ σ(‖(x, t)‖)‖(x, t)‖κ, t ≤ 0.
for any (x0, t0) ∈ K.
Proof. Given (x0, t0) ∈ Σκ(v) and ε > 0 fix rε = rε(x0, t0) > 0 such that
Mκ
u
(x0,t0)
k ,p
(x0,t0)
κ
(rε) =
1
r2κ+2ε
∫
S+rε
(
u
(x0,t0)
k − p(x0,t0)κ
)2
G < ε.
Then, there exists δε = δε(x0, t0) such that if (x
′
0, t
′
0) ∈ Σκ(u) and ‖(x′0 − x0, t′0 −
t0)‖ < δε one has
Mκ
u
(x′0,t′0)
k ,p
(x0,t0)
κ
(rε) =
1
r2κ+2ε
∫
S+rε
(
u
(x′0,t
′
0)
k − p(x0,t0)κ
)2
G < 2ε.
This follows from the continuous dependence of u
(x0,t0)
k on (x0, t0) ∈ Γ(v) in
L2(S
+
rε , G) norm, which is a consequence of H
`,`/2 regularity of the thin obsta-
cle ϕ. Then, from Theorem 13.4, we will have that
Mκ
u
(x′0,t′0)
k ,p
(x0,t0)
κ
(rε) =
1
r2κ+2ε
∫
S+rε
(
u
(x′0,t
′
0)
k − p(x0,t0)κ
)2
G < 2ε+ C rσε , 0 < r < rε,
for a constant C = C(x0, t0) depending on L2 norms of u
(x′0,t
′
0)
k and p
(x0,t0)
κ , which
can be made uniform for (x′0, t
′
0) in a small neighborhood of (x0, t0). Letting r → 0
we will therefore obtain
Mκ
u
(x′0,t′0)
k ,p
(x0,t0)
κ
(0+) =
∫
S+1
(
p
(x′0,t
′
0)
κ − p(x0,t0)κ
)2
G ≤ 2ε+ C rσε .
This shows the first part of the theorem (see Remark 12.7).
To show the second part, we notice that we have
‖u(x′0,t′0)k − p(x
′
0,t
′
0)
κ ‖L2(S+r ,G) ≤ ‖u
(x′0,t
′
0)
k − p(x0,t0)κ ‖L2(S+r ,G)
+ ‖p(x′0,t′0)κ − p(x0,t0)κ ‖L2(S+r ,G)
≤ 2(2ε+ C rσε )1/2rκ+1,
for ‖(x′0 − x0, t′0 − t0)‖ < δε, 0 < r < rε, or equivalently
(14.2) ‖wx′0,t′0r − p(x
′
0,t
′
0)
κ ‖L2(S+1 ,G) ≤ 2(2ε+ Cr
σ
ε )
1/2,
where
w
(x′0,t
′
0)
r (x, t) :=
u
(x′0,t
′
0)
k (rx, r
2t)
rκ
is the homogeneous rescaling of u
(x′0,t
′
0)
k . Making a finite cover of the compact K
with full parabolic cylinders Q˜δε(xi0,ti0)(x
i
0, t
i
0) for some (x
i
0, t
i
0) ∈ K, i = 1, . . . , N ,
we see that (14.2) is satisfied for all (x′0, t
′
0) ∈ K, r < rKε := min{rε(xi0, ti0) | i =
1, . . . , N} and C = CK := max{C(xi0, ti0) | i = 1, . . . , N}.
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Now note that w
(x′0,t
′
0)
r solves the parabolic Signorini problem in Q
+
1 with zero
thin obstacle and the right-hand side∣∣g(x′0,t′0)r (x, t)∣∣ = ∣∣∣f (x′0,t′0)(rx, r2t)
rκ−2
∣∣∣ ≤Mr`−κ in Q+1 .
Besides, p
(x′0,t
′
0)
κ also solves the parabolic Signorini problem with zero thin obstacle,
and zero right-hand side. This implies
(∆− ∂t)
(
w
(x′0,t
′
0)
r (x, t)− p(x
′
0,t
′
0)
κ (x, t)
)
±
≥ −Mr`−κ → 0 in Q1,
and therefore using the L∞ − L2 bounds as in the proof of Theorem 7.3(iii), we
obtain that
‖w(x′0,t′0)r − p(x
′
0,t
′
0)
κ ‖L∞(Q1/2) ≤ Cε,
for all (x′0, t
′
0) ∈ K, r < rKε and Cε → 0 as ε → 0. It is now easy to see that this
implies the second part of the theorem. 
We are now ready to prove Theorems 12.6 and 12.12.
Proof of Theorem 12.6. Simply combine Theorems 14.3 and 14.4. 
Proof of Theorem 12.12.
Step 1: Parabolic Whitney’s extension. For any (x0, t0) ∈ Σκ(v) let the polynomial
p
(x0,t0)
κ ∈ Pκ be as in Theorem 14.4. Write it in the expanded form
p(x0,t0)κ (x) =
∑
|α|+2j=κ
aα,j(x0, t0)
α!j!
xαtj .
Then, the coefficients aα,j(x, t) are continuous on Σκ(v). Next, for any multi-index
α = (α1, . . . , αn) and integer j = 0, . . . ,m, let
fα,j(x, t) =
{
0, |α|+ 2j < κ
aα,j(x, t), |α|+ 2j = κ,
(x, t) ∈ Σκ(v).
Then, we have the following compatibility lemma.
Lemma 14.5. Let K = Ej for some j ∈ N, as in Lemma 14.2. Then for any
(x0, t0), (x, t) ∈ K
(14.3) fα,j(x, t) =
∑
|β|+2k≤κ−|α|−2j
fα+β,j+k(x0, t0)
β!k!
(x− x0)β(t− t0)j
+Rα,j(x, t;x0, t0)
with
(14.4) |Rα,j(x, t;x0, t0)| ≤ σα,j(‖(x− x0, t− t0‖)‖(x− x0, t− t0)‖κ−|α|−2j ,
where σα,j = σ
K
α,j is a certain modulus of continuity.
Proof. 1) In the case |α|+ 2j = κ we have
Rα,j(x, t;x0, t0) = aα,j(x, t)− aα,j(x0, t0)
and the statement follows from the continuity of aα,j(x, t) on Σκ(v).
2) For 0 ≤ |α|+ 2j < κ we have
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Rα(x, t, x0, t0) = −
∑
(γ,k)≥(α,j)
|γ|+2k=κ
aγ,k(x0, t0)
(γ − α)!(k − j)! (x− x0)
γ−α(t− t0)k−j
= −∂αx ∂jt p(x0,t0)κ (x− x0, t− t0).
Suppose now that there exists no modulus of continuity σα,j such that (14.4) is
satisfied for all (x0, t0), (x, t) ∈ K. Then, there exists η > 0 and a sequence
(xi0, t
i
0), (x
i, ti) ∈ K, with
max{|xi − xi0|, |ti − ti0|1/2} =: δi → 0,
such that
(14.5)
∣∣∣ ∑
(γ,k)≥(α,j)
|γ|+2k=κ
aγ,k(x
i
0)
(γ − α)!(k − j)! (x
i − xi0)γ−α(ti − ti0)k−j
∣∣∣
≥ η‖(xi − xi0, ti − ti0)‖κ−|α|−2j .
Consider the rescalings
wi(x, t) =
u
(xi0,t
i
0)
k (δix, δit
2)
δκi
, (ξi, τ i) =
(xi − xi0
δi
,
ti − ti0
δ2i
)
.
Without loss of generality we may assume that (xi0, t
i
0)→ (x0, t0) ∈ K and (ξi, τ i)→
(ξ0, τ0) ∈ ∂Q˜1. Then, by Theorem 14.4, for any R > 0 and large i we have for a
modulus of continuity σ = σK
|wi(x, t)− p(xi0,ti0)κ (x, t)| ≤ σ(δi‖(x, t)‖)‖(x, t)‖κ, (x, t) ∈ SR,
and therefore
(14.6) wi(x, t)→ p(x0,t0)κ (x, t) in L∞(QR).
Note that we do not necessarily have the above convergence in the full parabolic
cylinder Q˜R. Next, consider the rescalings at (x
i, ti) instead of (xi0, t
i
0)
w˜i(x, t) =
u
(xi,ti)
k (δix, δ
2
i t)
δκi
.
Then, by the same argument as above
(14.7) w˜i(x, t)→ p(x0,t0)κ (x, t) in L∞(QR).
We then claim that the H`,`/2 regularity of the thin obstacle ϕ implies that
(14.8) wi(x+ ξi, t+ τ i)− w˜i(x, t)→ 0 in L∞(Q˜R)
for any R > 0, or equivalently
(14.9) wi(x, t)− w˜i(x− ξi, t− τ i)→ 0 in L∞(Q˜R).
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Indeed, if q
(x0,t0)
k (x
′, t) (as usual) denotes the k-th parabolic Taylor polynomial of
the thin obstacle ϕ(x′) at (x0, t0), then†
q
(xi0,t
i
0)
k (δi(x
′ + ξi), δ2i (t+ τ
i))− q(xi,ti)k (δix′, δ2i t)
δκi
=
ϕ(xi0 + δi(x
′ + ξi), ti0 + δ
2
i (t+ τ
i)) +O(δ`i‖(x′ + ξi, t+ τ i)‖`)
δκi
− ϕ(x
i + δix
′, ti + δ2i t) +O(δ
`
i‖(x′, t)‖`)
δκi
= O(δ`−κi )→ 0
and this implies the convergence (14.8), if we write the explicit definition of wi
using the construction in Proposition 4.4.
To proceed further, we consider two different cases:
1) There are infinitely many indexes i such that τ i ≥ 0.
2) There are infinitely many indexes i such that τ i ≤ 0.
In both cases, passing to subsequences we may assume that τ i ≥ 0 (≤ 0) for all
indexes i.
In case 1) we proceed as follows. If we take any (x, t) ∈ Q1, because of the
nonpositivity of τi we have (x − ξi, t − τ i) ∈ Q2. Passing to the limit in (14.6),
(14.7), and (14.9), we thus obtain
(14.10) p(x0,t0)κ (x, t) = p
(x0,t0)
κ (x− ξ0, t− τ0), for any (x, t) ∈ Q1.
Because of the real analyticity of polynomials, it follows that (14.10) holds in fact
for all (x, t) ∈ Rn × R. But then, we also obtain
(14.11) p(x0,t0)κ (x+ ξ0, t+ τ0) = p
(x0,t0)
κ (x, t), for any (x, t) ∈ Rn × R.
In particular, this implies that
∂αx ∂
j
t p
(x0,t0)
κ (ξ0, τ0) = ∂
α
x ∂
j
t p
(x0,t0)
κ (0, 0) = 0, |α|+ 2j < κ.
On the other hand, dividing both sides of (14.5) by δ
κ−|α|−2j
i and passing to the
limit, we obtain
|∂αx ∂jt p(x0,t0)κ (ξ0, τ0)| =
∣∣∣ ∑
(γ,k)≥(α,j)
|γ|+2k=κ
aγ,k(x0)
(γ − α)! ξ
γ−α
0 τ
k−j
0
∣∣∣ ≥ η > 0,
a contradiction.
In case 2), when there are infinitely many indexes i so that τ i ≤ 0, passing to the
limit in (14.6), (14.7), and (14.8), we obtain (14.11) for (x, t) ∈ Q1. Again by real
analyticity, we have the same conclusion for all (x, t) ∈ Rn×R. Then, we complete
the proof arguing as in case 1). 
So in all cases, the compatibility conditions (14.3)–(14.4) are satisfied and we
can apply the parabolic Whitney’s extension theorem that we have proved in Ap-
pendix B, see Theorem B.1. Thus, there exists a function F ∈ C2m,m(Rn×R) such
that
∂αx ∂
j
tF = fα,j on K,
for any |α|+ 2j ≤ κ.
†just note that the arguments inside ϕ are the same
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Step 2: Implicit function theorem. Suppose now (x0, t0) ∈ Σdκ(v) ∩K.
We will consider two subcases: d ≤ n− 2 and d = n− 1.
1) d ∈ {0, 1, . . . , n− 2}. Then, there are multi-indexes (β′i, ki) with |β′i|+ 2ki =
κ− 1, for i = 1, . . . , n− 1− d such that
vi = ∇∂β
′
i
x′ ∂
ki
t F (x0, t0) = ∇∂β
′
i
x′ ∂
ki
t p
(x0,t0)
κ
are linearly independent.
On the other hand,
Σdκ(v) ∩K ⊂
n−1−d⋂
i=1
{∂β′ix′ ∂kit F = 0}.
Therefore, in view of the implicit function theorem, the linear independence of
v1, . . . , vn−1−d implies that Σdκ(v) ∩ K is contained in a d-dimensional space-like
C1,0 manifold in a neighborhood of (x0, t0). Finally, since Σk(u) =
⋃∞
j=1Ej this
implies the statement of the theorem in the case d ∈ {0, 1, . . . , n− 2}.
2) Suppose now d = n− 1. In this case, by Lemma 12.10, we have
∂mt F (x0, t0) = ∂
m
t p
(x0,t0)
κ 6= 0.
On the other hand,
Σdκ(v) ∩K ⊂ {∂m−1t F = 0}.
Thus, by the implicit function theorem we obtain that Σdκ(v)∩K in a neighborhood
of (x0, t0) is contained in a time-like (n− 1)-dimensional C1 manifold, as required.
This completes the proof of the theorem. 
Appendix A. Estimates in Gaussian spaces: Proofs
In this section we give the proofs of the estimates stated in Section 5.
Proof of Lemma 5.1. (1◦) For the given ρ > 0, choose ρ < ρ˜ < 1. Then, note that
without loss of generality we may assume that u(·,−1) = 0, by multiplying u with
a smooth cutoff function η(t) such that η = 1 on [−ρ˜2, 0] and η = 0 near t = −1.
Next, fix a cutoff function ζˆ0 ∈ C∞0 (Rn) and let R be so large that ζˆ0 vanishes
outside BR−1 and u vanishes outside BR−1 × (−1, 0]. Then, approximate u with
the solutions of the penalized problem
∆uε − ∂tuε = fε in B+R × (−1, 0],
∂xnu
ε = βε(u
ε) on B′R × (−1, 0],
uε = 0 on (∂BR)
+ × (−1, 0],
uε(·,−1) = 0 on B+R ,
where fε is a mollification of f .
Let now r ∈ [ρ, ρ˜] be arbitrary. Then, for any small δ > 0 and η ∈ W 1,02 (B+R ×
(−r2,−δ2]), vanishing on (B+R \B+R−1)× (−r2,−δ2], we will have∫
S+r \S+δ
[∇uε∇η + uεtη + fεη]dxdt = −
∫
S′r\S′δ
βε(u
ε)ηdx′dt.
80 D. DANIELLI, N. GAROFALO, A. PETROSYAN, AND T. TO
Now, for the cutoff function ζˆ0 as above, define the family of homogeneous functions
in S1 by letting
ζk(x, t) = |t|k/2ζˆ0(x/
√
|t|).
Then, choosing η = uεζ21G, we will have∫
S+r \S+δ
|∇uε|2ζ21G+ (uε∇uε∇Gζ21 + uεuεtζ21G) + 2uεζ1∇uε∇ζ1G+ fεuεζ21G
= −
∫
S′r\S′δ
βε(u
ε)uεζ21Gdx
′dt ≤ 0,
where we have used that sβε(s) ≥ 0. Next, recalling that ∇G = x2tG and that
Z((uε)2) = 2uε(Zuε) = 2uε(x∇uε + 2t∂tuε), we can rewrite the above inequality
as ∫
S+r \S+δ
|∇uε|2ζ21G+
1
4t
Z((uε)2)ζ21G+ 2u
εζ1∇uε∇ζ1G+ fεuεζ21G ≤ 0.
We then can use the standard arguments in the proof of energy inequalities, except
that we need to handle the term involving Z((uε)2). Making the change of variables
t = −λ2, x = λy and using the identities
G(λx,−λ2) = λnG(x,−1), ζ1(λy,−λ2) = λζˆ0(y),
we obtain ∫
S+r \S+δ
1
2t
Z((uε)2)ζ21Gdxdt
= −
r∫
δ
∫
Rn
λZ((uε)2)(λy,−λ2)ζˆ20 (y)G(y,−1)dydλ
= −
r∫
δ
∫
Rn
λ2
[
d
dλ
(uε(λy,−λ2)2)
]
ζˆ20 (y)G(y,−1)dydλ
= −
∫
Rn+
[r2uε(ry,−r2)2 − δ2uε(δy,−δ2)2]ζˆ20 (y)G(y,−1)dy
+
r∫
δ
∫
Rn+
2λuε(λy,−λ2)2ζˆ20G(y,−1)dydλ
≥ −r2
∫
Rn+
uε(ry,−r2)2ζˆ20 (y)G(y,−1)dy
= −r2
∫
Rn+
uε(·,−r2)ζ20G(·,−r2)dy,
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where we have used integration by parts is λ variable. Thus, using Young’s inequal-
ity, we conclude that
(A.1)
∫
S+r \S+δ
|∇uε|2ζ21G ≤ Cn,ρ
( ∫
Rn+
uε(·,−r2)2ζ20G(·,−r2)
+
∫
S+r \S+δ
[(uε)2(|∇ζ1|2 + ζ20 ) + (fε)2ζ22 ]G
)
.
Now, integrating over r ∈ [ρ, ρ˜], we obtain∫
S+ρ \S+δ
|∇uε|2ζ21G ≤ Cn,ρ
∫
S+ρ˜ \S+δ
[(uε)2(|∇ζ1|2 + ζ20 ) + (fε)2ζ22 ]G.
Letting first ε → 0+, then letting the support of the cutoff function ζˆ0 sweep Rn,
δ → 0, and replacing the integral over S+ρ˜ by S+1 , we conclude that∫
S+ρ
|t||∇u|2G ≤ Cn,ρ
∫
S+1
(u2 + |t|2f2)G.
(2◦) Let ζˆ0, R, homogeneous functions ζk, the approximations uε, r ∈ [ρ, ρ˜], and
δ be as above. Then, choosing as a test function ηxi , i = 1, 2, . . . , n − 1, with
η ∈W 2,12 (S+r \S+δ ) vanishing in (B+R \B+R−1)× (−r2,−δ2] and integrating by parts,
we obtain ∫
S+r \S+δ
[∇uεxi∇η + uεxitη + fεηxi ]dxdt = −
∫
S′r\S′δ
β′ε(u
ε)uεxiηdx
′dt.
Then, plugging η = uεxiζ
2
2G in the above identity, we will have∫
S+r \S+δ
|∇uεxi |2ζ22G+ (uεxi∇uεxi∇Gζ22 + uεxituεxiζ22G) + 2uεxiζ2∇uεxi∇ζ2G
+
∫
S+r \S+δ
fεuxixiζ
2
2G+ 2f
εuεxiζ2(ζ2)xiG+ f
εuεxiζ
2
2Gxi
= −
∫
S′r\S′δ
β′ε(u
ε)(uεxi)
2ζ22G ≤ 0.
Then, again using the identity ∇G = x2tG, we may rewrite the above inequality as∫
S+r \S+δ
|∇uεxi |2ζ22G+
1
4t
Z((uεxi)
2)ζ22G+ 2u
ε
xiζ2∇uεxi∇ζ2G
≤
∫
S+r \S+δ
|fε||uεxixi |ζ22G+ 2|fε||uεxi ||ζ2||∇ζ2|G+ |fε||uεxi |ζ22
|x|
2|t|G.
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Arguing as in step (1◦) above, we have∫
S+r \S+δ
1
2t
Z((uεxi)
2)ζ22G = −
∫
Rn+
[r4uεxi(ry,−r2)2 − δ4uεxi(δy,−δ2)2]ζˆ0(y)2G(y,−1)
+ 4
r∫
δ
∫
Rn+
λ3(uεxi)
2ζˆ20G
≥ −r4
∫
Rn+
uεxi(ry,−r2)2ζˆ0(y)2G(y,−1)dy
= −r2
∫
Rn+
uεxi(·,−r2)2ζ21G(·,−r2).
We further estimate, by the appropriate Young inequalities,∫
S+r \S+δ
|fε||uεxi |ζ22
|x|
2|t|G ≤ Cn,ρ
∫
S+r \S+δ
(fε)2ζ22G+ cn,ρ
∫
S+r \S+δ
|∇uε|2ζ21
|x|2
t
G
≤ Cn,ρ
∫
S+r \S+δ
(fε)2ζ22G
+ cn,ρ
∫
S+r \S+δ
[|∇uε|2(ζ21 + |∇ζ2|2) + |D2u|2ζ22 ]G,
with a small constant cn,ρ > 0, where in the last step we have used that the following
claim.
Claim A.1. For any v ∈W 12 (Rn, G) and t < 0 we have∫
Rn
v2
|x|2
|t| G(x, t) ≤ Cn
∫
Rn
(v2 + |t||∇v|2)G.
Proof. Using that ∇G = x2tG, and then integrating by parts, we obtain∫
Rn
v2
|x|2
2|t|G = −
∫
Rn
v2x · ∇G =
∫
Rn
div(xv2)G
= n
∫
Rn
v2G+
∫
2v(x∇v)G
≤ n
∫
Rn
v2G+
∫
Rn
v2
|x|2
4|t|G+
∫
Rn
4|t||∇v|2G,
which implies the desired estimate. 
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Combining the estimates above, we obtain∫
S+r \S+δ
|∇uεxi |2ζ22G
≤ Cn,ρ
( ∫
Rn+
uεxi(·,−r2)2ζ21G(·,−r2) +
∫
S+r \S+δ
[|∇uε|2(ζ21 + |∇ζ2|2) + (fε)2ζ22 ]G
)
+ cn,ρ
∫
S+r \S+δ
|D2uε|2ζ22G.
(3◦) Using the notations of the previous step, taking a test function ηxn and inte-
grating by parts, we will obtain∫
S+r \S+δ
[∇uεxn∇η + uεxntη + fεηxn ]dxdt = −
∫
S′r\S′δ
[uεtη +∇′uε∇′η]dx′dt.
Plugging η = uεxnζ
2
2G, we will have∫
S+r \S+δ
|∇uεxn |2ζ22G+ (uεxn∇uεxn∇Gζ22 + uεxntuεxnζ22G) + 2uεxnζ2∇uεxn∇ζ2G
+
∫
S+r \S+δ
fεuxnxnζ
2
2G+ 2f
εuεxnζ2(ζ2)xnG+ f
εuεxnζ
2
2Gxn
= −
∫
S′r\S′δ
[∇′uε∇′Gβε(uε)ζ22 + uεtβε(uε)ζ22G] + |∇′uεxi |2β′ε(uε)ζ22G
−
∫
S′r\S′δ
2uεxn∇′uε∇′ζ2ζ2G.
We therefore have∫
S+r \S+δ
|∇uεxn |2ζ22G+
1
4t
Z((uεxn)
2)ζ22G+ 2u
ε
xnζ2∇uεxn∇ζ2G
+
∫
S+r \S+δ
fεuxnxnζ
2
2G+ 2f
εuεxnζ2(ζ2)xnG+ f
εuεxnζ
2
2Gxn
≤ −
∫
S′r\S′δ
1
4t
Z(Bε(u
ε))ζ22G+ 2u
ε
xn∇′uε∇′ζ2ζ2G = J1 + J2.
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To estimate J1 we argue as before, however we now take into account that the
spatial dimension is less by one:
J1 = −
∫
S′r\S+δ
1
4t
Z(Bε(u
ε))ζ22G
=
1
2
∫
Rn−1
[r3Bε(u
ε(ry′,−r2))− δ3Bε(uε(δy′,−δ2))]ζˆ0(y′)2G(y′,−1)dy′
− 3
2
r∫
δ
∫
Rn−1
λ2Bε(u
ε(λy′,−λ2))ζˆ0(y′)2G(y′ − 1)dy′dλ
≤ Cn,ρε,
sinceBε(s) ≥ 0 for any s ∈ R and we have used thatBε(uε) ≤ Cn,ρε onB′R−1×[ρ, ρ˜].
For more details see the proof of Proposition 6.2, step (3.iii.b◦).
In order to estimate J2 we write it as a solid integral
J2 =
∫
S+r \S+δ
∂xn(u
ε
xnuxi(ζ
2
2 )xiG)
=
∫
S+r \S+δ
uεxnxnu
ε
xi(ζ
2
2 )xiG+ u
ε
xnu
ε
xixn(ζ
2
2 )xiG+ u
ε
xnu
ε
xi(ζ
2
2 )xixnG
+
∫
S+r \S+δ
uεxnu
ε
xi(ζ
2
2 )xiGxn = J21 + J22.
The terms in J21 are estimated in a standard way by the appropriate Young in-
equalities. The integral J22 is estimated by using Claim A.1:
|J22| ≤
∫
S+r \S+δ
|∇uε|2ζ2|∇ζ2|xn
t
Gdxdt
≤ Cn,ρ
∫
S+r \S+δ
|∇uε|2|∇ζ2|2G+ cn,ρ
∫
S+r \S+δ
|∇uε|2ζ21
|x|2
|t| G
≤ Cn,ρ
∫
S+r \S+δ
|∇uε|2|∇ζ2|2G+ cn,ρ
∫
S+r \S+δ
[|∇uε|2(ζ21 + |∇ζ2|2)G+ |D2u|2ζ22G],
for a small constant cn,ρ > 0.
We further treat the term ∫
S+r \S+δ
1
4t
Z((uεxn)
2)ζ22G
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analogously to the similar term with uεxi in (2
◦). Collecting all estimates in this
step, combined with appropriate Young inequalities, we obtain∫
S+r \S+δ
|∇uεxn |2ζ22G ≤ Cn,ρ
∫
Rn+
uεxn(·,−r2)2ζ21G(·,−r2)
+ Cn,ρ
∫
S+r \S+δ
[|∇uε|2(ζ21 + |∇ζ2|2 + |D2ζ3|2) + (fε)2ζ22 ]G
+ cn,ρ
∫
S+r \S+δ
|D2uε|2ζ22G+ Cn,ρε.
(4◦) Now combining the estimates in (2◦) and (3◦) above and integrating over
r ∈ [ρ, ρ˜] we obtain∫
S+ρ \S+δ
|D2uε|2ζ22G ≤ Cn,ρ
∫
S+ρ˜ \S+δ
[|∇uε|2(ζ21 + |∇ζ2|2 + |D2ζ3|2) + (fε)2ζ22 ]G
+ Cn,ρε.
As before, passing to the limit as ε → 0, increasing the support of ζˆ0, and then
letting δ → 0, we conclude that∫
S+ρ
|t|2|D2u|2G ≤ Cn,ρ
∫
S+1
(|t||∇u|2 + |t|2f2)G.
Finally noticing that ut = ∆u − f , we obtain the desired integral estimate for ut
as well. The proof is complete. 
Proof of Lemma 5.3. The proof is very similar to part (1◦) of the proof of Lemma 5.1.
Indeed, for approximations uεi , i = 1, 2, we have the integral identities∫
S+r \S+δ
[∇uεi∇η + ∂tuεiη + fεi η]dxdt = −
∫
S′r\S′δ
βε(u
ε
i )ηdx
′dt.
Taking the difference, choosing η = (uε1 − uε2)ζ21G, and using the inequality
[βε(u
ε
1)− βε(uε2)](uε1 − uε2) ≥ 0,
we complete the proof as in step (1◦) of the proof of Lemma 5.1. 
Appendix B. Parabolic Whitney’s extension theorem
Let E be a compact subset of Rn × R and f : E → R a certain continuous
function. Here we want to establish a theorem of Whitney type (see [Whi34]) that
will allow the extension of the function f to a function of class C2m,m(Rn × R),
m ∈ N. In fact, for that we need to have a family of functions {fα,j}|α|+2j≤m,
where α = (α1, . . . , αn) and j is a nonnegative integer.
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Theorem B.1 (Parabolic Whitney’s extension). Let {fα,j}|α|+2j≤m be a family
of functions on E, with f0,0 ≡ f , satisfying the following compatibility conditions:
there exists a family of moduli of continuity {ωα,j}|α|+2j≤2m, such that
fα,j(x, t) =
∑
|β|+2k≤2m−|α|−2j
fα+β,j+k(x0, t0)
β!k!
(x− x0)β(t− t0)k +Rα,j(x, t;x0, t0)
and
|Rα,j(x, t;x0, t0)| ≤ ωα,j(‖(x− x0, t− t0)‖)‖(x− x0, t− t0)‖2m−|α|−2j .
Then, there exists a function F ∈ C2m,m(Rn × R) such that F = f on E and
moreover ∂αx ∂
j
tF = fα,j on E, for |α|+ 2j ≤ 2m.
The construction of the extension is done in the following four steps.
Step 1: Parabolic Whitney cube decomposition of Ec = (Rn × R) \ E. We say
that Q is a parabolic (k-)dyadic cube if it has a form
Q = [a12
−k, (a1 + 1)2−k]× · · · × [an2−k, (an + 1)2−k]× [b2−2k, (b+ 1)2−2k],
where ai, b ∈ Z. We will call 2−k the size of Q and denote it by `(Q). We will also
call ((a1 +
1
2 )2
−k, . . . , (an + 12 )2
−k, (b+ 12 )2
−2k] the center of Q.
The proof of the following lemma is very similar to its Euclidean counterpart
and is therefore omitted. (A slightly different version of this lemma can be found
in [FS82, Lemma 1.67], for more general homogeneous spaces.)
Lemma B.2 (Parabolic Whitney cube decomposition). For any closed set E there
exists a family W = {Qi} of parabolic dyadic cubes with the following properties:
(i)
⋃
iQi = Ω = E
c,
(ii) Q◦i ∩Q◦j = ∅ for i 6= j,
(iii) cn`(Qi) ≤ distp(Qi, E) ≤ Cn`(Qi) for some positive constants cn, Cn de-
pending only on the dimension n. 
For every Qi let (xi, ti) be the center and `i the size of the parabolic cube Qi.
Then let Q∗i = δ1+ε[Qi − (xi, ti)] + (xi, ti), where δλ : (x, t) 7→ (λx, λ2t) is the
parabolic dilation. Clearly, the family of {Q∗i } is no longer disjoint, however, we
every point in Ec has a small neighborhood that intersects at most N = Nn cubes
Q∗i , provided 0 < ε < εn is small. Then define
ϕi(x, t) = ϕ
(
x− xi
`i
,
t− ti
`2i
)
,
where ϕ ∈ C∞(Rn × R) such that
ϕ ≥ 0, ϕ > 0 on I1, suppϕ ⊂ I1+ε,
where
Iλ = [−λ/2, λ/2]× · · · × [−λ/2, /2]× [−λ2/2, λ2/2].
We also observe that
|∂αx ∂jtϕi(x, t)| ≤ Aα,j`−|α|−2ji ,
for some constants Aα,j . Next, we define a partition of unity {ϕ∗i } subordinate to
{Q∗i } as follows. Let
ϕ∗i (x, t) =
ϕi(x, t)
Φ(x, t)
, Φ(x, t) =
∑
k
ϕk(x, t), (x, t) ∈ Ec.
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Note that in the definition of Φ, the sum is locally finite and therefore C∞ in Ec,
and also satisfies 1 ≤ Φ ≤ N . Then ϕ∗i are also C∞ in Ec and we have∑
i
ϕ∗i = 1 in E
c,
where again the sum is locally finite. Moreover, it is easy to see that, similarly to
ϕi, we have the estimates
(B.1) |∂αx ∂jtϕ∗i (x, t)| ≤ A∗α,j`−|α|−2ji .
Step 2: For every (x0, t0) ∈ E let
P (x, t;x0, t0) =
∑
|α|+2j≤2m
fα,j(x0, t0)
α!j!
(x− x0)α(t− t0)j .
In addition to P , it is convenient to introduce
Pα,j(x, t;x0, t0) =
∑
|β|+2k≤2m−|α|−2j
fα+β,j+k(x0, t0)
β!k!
(x− x0)β(t− t0)k
for |α|+ 2j ≤ 2m. Note that in fact Pα,j(x, t;x0, t0) = ∂αx ∂jtP (x, t;x0, t0). Then by
definition
fα,j(x, t) = Pα,j(x, t;x0, t0) +Rα,j(x, t;x0, t0),
for any (x, t), (x0, t0) ∈ E.
Lemma B.3. For any (x0, t0), (x1, t1) ∈ E and (x, t) ∈ Rn × R, we have
P (x, t;x1, t1)− P (x, t;x0, t0) =
∑
|β|+k≤2m
Rβ,k(x1, t1;x0, t0)
(x− x1)β
β!
(t− t1)k
k!
and more generally
Pα,j(x, t;x1, t1)− Pα,j(x, t;x0, t0) =∑
|β|+k≤2m−|α|−2j
Rα+β,j+k(x1, t1;x0, t0)
(x− x1)β
β!
(t− t1)k
k!
.
Proof. We will prove the latter formula. It is enough to check that the partial
derivatives ∂βx∂
k
t of both sides equal to each other for |β|+ 2k ≤ 2m− |α| − 2j, as
both sides are polynomials of parabolic degree 2m− |α| − 2j. We have
∂βx∂
k
t Pα,j(x, t;x1, t1)
∣∣
(x,t)=(x1,t1)
= fα+β,j+k(x1, t1)
∂βx∂
k
t Pα,j(x, t;x0, t0)
∣∣
(x,t)=(x1,t1)
= Pα+β,j+k(x1, t1;x0, t0),
which implies the desired equality. 
Step 3: We are now ready to define the extension function F . For every Qi let
(yi, si) ∈ E be such that distp(Qi, E) = distp(Qi, (yi, si)). Note that (yi, si) is not
necessarily unique. Then define
F (x, t) =
f(x, t) = f0,0(x, t), (x, t) ∈ E∑
i
P (x, t; yi, si)ϕ
∗
i (x, t), (x, t) ∈ Ec.
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From the local finiteness of the partition of unity, it is clear that F is C∞ in Ec.
Then we can define
Fα,j(x, t) =
{
fα,j(x, t), (x, t) ∈ E
∂αx ∂
j
tF (x, t), (x, t) ∈ Ec,
for |α|+ 2j ≤ 2m.
Lemma B.4. There exist moduli of continuity ω˜ = ω˜0,0 and ω˜α,j, |α|+ 2j ≤ 2m,
such that for (x, t) ∈ Rn × R and (x0, t0) ∈ E we have
|F (x, t)− P (x, t;x0, t0)| ≤ ω˜(‖(x− x0, t− t0)‖)‖(x− x0, t− t0)‖2m,
and more generally
|Fα,j(x, t)− Pα,j(x, t;x0, t0)| ≤ ω˜α,j(‖(x− x0, t− t0)‖)‖(x− x0, t− t0)‖2m−|α|−2j ,
for |α|+ 2j ≤ 2m.
Proof. Note that for (x, t) ∈ E, the estimates follows from the compatibility as-
sumptions. For (x, t) ∈ Ec, we have
|F (x, t)− P (x, t;x0, t0)| =
∣∣∑
i
[P (x, t; yi, si)− P (x, t;x0, t0)]ϕ∗i (x, t)
∣∣
≤
∑
i
∑
|α|+2j≤2m
|Rα,j(yi, si;x0, t0)| |x− yi|
α
α!
|t− si|j
j!
ϕ∗i (x, t)
≤
∑
i,|α|+2j≤2m
ωα,j(Cn‖(x− yi, t0 − si)‖)‖(x− yi, t− si)‖2m−|α|−2j+|α|+2jϕ∗i (x, t)
≤ ω˜(‖(x− x0, t− t0)‖)‖(x− x0, t− t0)‖2m,
using that
‖(x0 − yi, t0 − si)‖ ≤ Cn‖(x− yi, t− si)‖ ≤ C2n‖(x− x0, t− t0)‖
for (x, t) ∈ Q∗i .
The second estimate in the lemma is obtained in a similar way. Indeed, we can
write
|Fα,j(x, t)− Pα,j(x, t)| = |∂αx ∂jt [F (x, t)− P (x, t;x0, t0]|
= |∂αx ∂jt
∑
i
[P (x, t; yi, si)− P (x, t;x0, t0)]ϕ∗i (x, t)|
=
∑
i,β≤α,k≤j
Cα,jβ,k [Pβ,k(x, t; yi, si)− Pβ,k(x, t;x0, t0)]∂α−βx ∂j−kt ϕ∗i (x, t)
and then we argue as above by using Lemma B.3 and the estimates (B.1). 
Proof of Theorem B.1. Note that Lemma B.4 implies that
∂βxFα,j(x, t) = Fα+β,j(x, t), for |β| = 1, if α|+ 2j ≤ 2m− 1
∂tFα,j(x, t) = Fα,j+1(x, t), if α|+ 2j ≤ 2m− 2
at every (x, t) ∈ E. The same equalities hold also in Ec, by the definition of Fα,j .
Thus, arguing by induction in the order of the derivative |α|+ 2j ≤ 2m and using
Lemma B.4, we prove that everywhere in Rn × R
∂αx ∂
j
tF = Fα,j , |α|+ 2j ≤ 2m.
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We also note that Fα,j are continuous by Lemma B.4. The proof is complete. 
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