Abstract. Many pattern recognition tasks can modeled as proximity searching. From nearest neighbor classification to multimedia databases the common task is to quickly find all the elements close to a given query. This task can be accomplished very easily by sequentially examining all the elements in the collection, but turns to be impractical in two situations: when the distance used to compare elements is expensive or when the numbers of elements is very large (in the order of billions of objects). Recently an improvement over previous approaches has been done by using permutations instead of distances to predict proximity. Every object in the database record how the set of reference objects (the permutants) is seen, i.e. only the relative positions are used. When a query arrives the relative displacements in the permutants between the query and a particular object is measured. The permutation of every object is represented with κ short integers in practice, producing bulky indexes of size κn. In this paper we show how to represent the permutation as a binary vector, using just one bit for each permutant (instead of log κ in the plain representation). The Hamming distance in the binary signature is used then to predict proximity between objects in the database. We tested this approach with many real life metric databases obtaining a recall close to the Spearman ρ using 16 times less space.
Introduction
A metric space is composed by an universe of objects U, and a distance function d : U× U → R, such that for any x, y, z ∈ U, d(x, y) > 0, d(x, y) = 0 ⇐⇒ x = y, d(x, y) = d(y, x) (symmetry), and the triangle inequality: d(x, z) + d(z, y) ≥ d(x, y).
Some common tasks require distances expensive to compute (i.e. comparing fingerprints, searching by content in multimedia, etc) and hence sequential scan does not scale for large problems. Metric indexes are designed to this end. There are two main search queries. For a given database S ⊆ U with size |S| = n, (q ∈ U, r ∈ R) d = {x ∈ S | d(q, x) ≤ r}, denote a range query. The other type of query is the focus of this paper, the k nearest neighbor, denoted kN N d (q), which retrieve the k closest elements to q in S, formally it retrieves the set R ⊆ S such that |R| = k and ∀u ∈ R, v ∈ S − R it follows d(q, u) ≤ d(q, v).
Most indexes use the triangle inequality to avoid a sequential scan. Upper bounds of the distance between the query and the database objects can be obtained by computing some distances beforehand to the so-called pìvots or by dividing the space in regions with the so-called compact partitioning indexes. Due to space restrictions we do not overview current approaches, nevertheless a deeper and extended catalog for searching in metric spaces can be found in [1] [2] [3] . We will focus on the permutations index (described in detail below) because it has shown to be very scalable, indexing hundreds of millions of images in the Cophir project [6] .
Overview of the Permutations Based Index
The motivation behind this indexing method [4] is to shift the problem of comparing directly the query object against every object in the database to comparing the perspective in which a set of elements is perceived. Each database element has an unique perspective of the permutants (defined below) and the query is only compared to those elements having similar perspective of the permutants.
Let S be the database of objects, and P ⊆ S be a set of distinguished objects from the database, called permutants. Let us call x a song or an excerpt (the query). Each x defines a permutation Π x , where the elements of P are written in increasing order of distance to x. Ties are broken using any consistent order, for example, the order of the elements in P. Definition 1. Let P = {p 1 , p 2 , . . . , p k } and x ∈ X. Then we define Π x as a permutation of (1 . . . k) so that, for all
Each database element u will be represented by a permutation Π u . The query will be represented by Π q using the same definition. Elements that are close will have similar permutations. We define what we mean by similar permutations as follows.
Sum the squares of differences in the relative positions of each element in both permutations. That is, for each p i ∈ P we compute its position in Π u and Π q , namely Π −1 u (i) and Π −1 q (i), and sum up the squares of the differences in the positions [4] .
We use the same example depicted in [4] for illustrating the definition of S ρ (Π q , Π u ). Let Π q = 6, 2, 3, 1, 4, 5 be the permutation of the query, and Π u = 3, 6, 2, 1, 5, 4 that of an element u. A particular element p 3 in permutation Π u is found two positions off with respect to its position in Π q . The differences between permutations are: 1 − 2, 2 − 3, 3 − 1, 4 − 4, 5 − 6, 6 − 5, and the sum of their squares is S ρ (Π q , Π u ) = 8.
Note that we can compute S ρ (Π q , Π u ) by obtaining the inverse of both permutations and then computing the Euclidean distance of the inverse. It is also shown in [4] that we can use the sum of the absolute of the differences, without the squares, without noticeable penalization in the index recall.
The result is a table of n rows (one per database element) and k columns (one per permutant). Each cell needs ⌈log 2 k⌉ bits to store one permutation at each row. The indexing cost is kn distance computations plus O(nk log k) CPU time to sort all the permutations.
The search has two phases. The first sorts the database according to the permutation distance and selects as candidates the first elements. The second phase is to check the list. The permutation index allows kN N searches in pseudo-metric spaces, because the triangle inequality is not used explicitly. Our technique inherits this property allowing faster searches and smaller indexes.
The Brief Permutations
Our goal is to achieve the same performance of the permutations based index using only one bit to represent each permutant. The Algorithm 1 shows the algorithm Encode for condensing the permutation information into bit strings. In Encode we can note that for big enough m (e.g m ≥
|P |
2 ) the permutants in the center will be rarely set to 1. In order to reduce this effect we compute a second swapped permutation codifying them in the same bit string, as depicted in Algorithm 2.
Algorithm 1 Bit-encoding of the permutation P under the module m Encode(Permutation P , Positive Integer m) 1: Let P −1 be the inverse P .
2: C ← 0 {Bit string of size |P |, initialized to zeros} 3: for all i from 0 to |P | − 1 do 4:
The brief index is constructed straightforwardly encoding all the objects in the database and indexing the bit-strings using a metric index for Hamming. The search procedure is shown in Algorithm 3, using I as the previously constructed brief index for bit-strings. At this point we have reduced the problem to searching the Hamming space for candidates allowing faster searches in the permutants space.
For example, let m = 2, u = (3, 6, 2, 1, 5, 4), r = (5, 3, 1, 6, 2, 4) and q = (6, 2, 3, 1, 4, 5). After the inverse u . If H is the hamming distance, H(û,q) = 0 and H(r,q) = 2. Clearly, q is the closer one to u, and this can be verified using S ρ as S ρ (u, q) = 8, and S ρ (r, q) = 46. The hamming mapping works because in essence it reproduces the same behavior than S ρ with bigger granularity using two possible values (i.e. 0 and 1). Suppose three vectors u, v and q, we want to know the closer vector to q, we know doesn't know who but we know that one vector is relatively far and one of them is relatively close to q. S ρ can be paraphrased as the sum of the quadratic differences. This yields to bigger differences to become more important than the small ones. If we have a big movement in a permutant we can expect a big difference in the S ρ , so we code it to 1, or 0 for small movements. The modulus in the algorithms represents how much we can consider a big movement.
As we are using bit encoded values we can use XOR bit-operation (⊕) using the bit parallelism inherent in the computer integer operations computing 32 or 64 operations per instruction instead of the most expensive operations difference and product used in the S ρ . The count of the enabled bits can be calculated using a previously calculated table for one or two bytes.
We can resume that 0 ⊕ 0 = 0 means an small movement difference, 0 ⊕ 1 = 1 meaning a big difference. 1 ⊕ 1 can significant a really big difference or an small one, in order to encode in just one bit each permutant we choose only one, and to be able to use the hamming distance we choose 1 ⊕ 1 = 0. Choosing 1 ⊕ 1 = 1 can be efficiently computed using ⊕ as OR instead of XOR.
Experiments
The tested databases were taken from the metric space library 1 and the natix project's site 2 . Our implementation is available as open source from www.natix. 
Documents
A collection of 25157 short news articles in the T F × IDF format from Wall Street Journal 1987 − 1989 files from TREC-3 collection. We use the angle between vectors as distance measure [5] .
We extracted 100 random documents as queries, these documents were not indexed. Each query searches for 30 nearest neighbors (a metric index, like BKT [2] needs to check up to 98% of the database for this task). Figure 1(a) shows the recall for 30NN. Please note that the number of distance computations is the number of permutants plus the number of candidates, then for 30N N recall of 0.82 we need to review only the 6% of the database instead of the 98% in the alternative metric index (not shown for space constrains). If instead of 30N N we search for the nearest neighbot the recall increases to 97%. The recall for the brief permutations is closely related with the module, also note that as the number of permutants increases the module effect decreases. We can see that module 0.5 is a fair choice for any number of permutants. We can see in both recall Figures that the brief index performs slightly better than the full permutants. Figure  1(b) shows the average time per search needed for each number of permutants, naturally the brief representation is faster. 
Vectors
We selected a set of 112544 color histograms (112-dimensional vectors) from an image database 3 . We choose randomly 200 histogram vectors and we applied a perturbation of ±0.5 on one random coordinate. The search consist on finding 30NN under L2 distance. The BKT needed to check 65% of the database. We achieved only a recall of 0.7 for 2000 checked candidates (equivalent to review a 2% of the database). This behavior is inherent to the permutations based index, the exact reasons of this behavior is unknown, but this experiment shows that the behavior is inherited by the brief index. Even with this poor recall, it's an excelent approximation for achieving fast searches for massive Multimedia Information Retrieval approaches [6] where a recall of 0.5 is reported for a larger database.
The behavior of this example is similar to the previous experiment, better times, less space for the same task.
Dictionary
Searching in dictionaries for misspelled words, OCR errors, etc. is a common task in information retrieval. We use the metric space library's English dictionary with 69069 words. English dictionary was selected to avoid encoding problems, but we expect the same behavior from other non-agglutinant languages. We use the edit distance.
We took 200 randomly selected words from the database as queries and searched for 30NN. For the NN (i.e the word as query) we have perfect recall of 1.0 using more than 128 permutants (not shown here), and was close to one for 2NN also. To keep the comparison in the same framework we completed the full 30NN (Figure 3(a) ). Please note that being a discrete distance for words, we have many ties in the kNN searches. Just to compare, the BKT needs to review 56% of the database for the same task. The brief index needs to review 3% to get a recall of 0.97 for 2NN and 0.84 for 30NN using our standard module 0.5. We get perfect recall when reviewing 6% of the database. The average search time is shown in Figure 3(b) .
Audio Fingerprints
A database of 10254 multi-band spectral entropy signature (MBSES) [7] using three byte's frame for each 46 ms. The signatures were extracted from full songs of assorted genre 4 . We use a non-metric distance called probabilistic pairing psudo metric [8] which is defined as the minimum hamming distance from one short sequence of length m against all m-grams inside a larger sequence. The distance's cost is O(m × (n − m + 1)). We use excerpts of 20s as permutants and degraded excerpts of 20s as queries, both sets are disjoint. Figure 4(a) shows a recall of 0.92 for the full permutation index, and 0.83 for the brief index using 512 permutants. Please note that BKT can be used at the expense of loosing some results because the probabilistic pairing pseudo metric do not follow the triangle inequality. The BKT gives a recall above 0.9 reviewing more than 40% of the database, resulting in 30 seconds per search. The brief index needs to review 512 distance's evaluations to compute the permutation, and 1000 distances verification (i.e. review 10% of the database, note that this is possible because permutants and queries have the same length). The verification is done using the transitivity kept by the distance, using only 12 or 24 frames, reducing the final cost of the query, Figure 4 
Conclusions and Future Work
We have presented a new indexing method based on permutations. Our representation is able to use only one bit for each permutant, opposed to the 16 bit usual representation without noticeable impact in the recall of the index and 4 to 12 faster than full permutations. We are working on experiments in very large databases with an specialized indexing for Hamming distance for speeding up the searches (in the paper the times shows the effect in sequential scanning in the brief permutation space). Although module 0.5 is a good choice for any space and any number of permutants (specially using the permutation of the center), a more careful tuning of the modulus used for obtaining the brief representation is needed.
