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In this work, we obtain criteria for the stability of the origin for the system
.x ¼ xf ðxÞ;
.y ¼ ygðxÞ;
(
where f ; g are positive in a neighbourhood of 0 2 R: We start with abstract necessary
and sufﬁcient conditions, and develop them into practical explicit conditions in terms
of inequalities involving the successive derivatives of f ðxÞ; gðxÞ up to order 2 at x ¼ 0:
Some examples are worked out. # 2002 Elsevier Science (USA)
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We are going to study the system
.x ¼ xf ðxÞ;
.y ¼ ygðxÞ;
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BARONE-NETTO, CESAR, AND GORNI2where f ; g are C2 functions deﬁned in an open neighbourhood of 0 2 R; with
f ð0Þ > 0; gð0Þ > 0:
Of course the null functions x  y  0 are a solution of the system. The
problem is whether this trivial solution is stable or unstable in the sense of
Lyapunov. In this work we prove a variant (Theorem 3.1) of the abstract
necessary and sufﬁcient condition already given in [4] (see also [3]), and then
we extract from it some usable sufﬁcient or necessary conditions in terms of
a system of inequalities in f ð0Þ; gð0Þ; f 0ð0Þ; g0ð0Þ; f 00ð0Þ; g00ð0Þ (Theorem 5.1).
Among the applications of the theory, one that seems interesting and
specially easy to state is the fact that for the system
.x ¼ xþ x3; .y ¼ yð1 x2 þ x4Þ ð1:2Þ
each single solution starting close enough (in both position and velocity) to
the origin is globally bounded over time, but there exists a sequence of initial
conditions ðxn; ’xn; yn; ’ynÞ converging to zero such that supt50 jynðtÞj diverges
as n ! þ1: This is an unusual, and possibly new, form of instability. See
Application 5.3 for more details.
Another interesting application is a uniﬁed treatment (Application 5) of
explicit stability conditions for some classes of Hill’s equation, such as the
classical Mathieu’s and Whittaker’s equations.
In the particular case of central forces we reobtain in a direct way
(Application 5.1) a sufﬁcient condition for the stability of the equilibrium,
that was derived in [6].
The plan of the paper is as follows: in Section 2 we recall from [4] the
deﬁnitions of the functions t; ‘ and some of their properties; in Section 3 we
introduce the stopping times t1; t2 and the function *‘ and prove the main
abstract theorem relating stability with *‘; in Section 4 we describe how to
calculate the ﬁrst and second derivatives of t; t1; t2 at the origin; in Section 5
we write explicit criteria for stability or instability and make applications
thereof; in Section 6 we develop some comparison results needed to study
system (1.2).
2. PRELIMINARIES
Denote by xðt; x0Þ the solution of the Cauchy problem
.xðtÞ ¼ xðtÞf ðxðtÞÞ; xð0Þ ¼ x050; ’xð0Þ ¼ 0:
Of course xðt; x0Þ ¼ xðt; x0Þ: Moreover, since f ð0Þ > 0; we know that for x0
close enough to 0 the function t/xðt; x0Þ is deﬁned for all t 2 R and periodic.
All the x0’s that we will consider throughout the sequel will be tacitly
assumed to be of this kind. Denote by tðx0Þ the minimal period of t/xðt; x0Þ:
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tðx0Þ ! 2pf ð0Þ
1=2 as x0 ! 0þ: The derivatives t0ð0Þ and t00ð0Þ will be
computed in Section 4.
If we plug xðt; x0Þ into .y ¼ ygðxÞ we obtain a family of Hill’s equations
.y ¼ ygðxðt; x0ÞÞ; ð2:1Þ
indexed by x0: Note that whenever t/yðtÞ satisﬁes (2.1), t/yðtÞ also
satisﬁes the same (symmetric case). Let y1ðt; x0Þ and y2ðt; x0Þ be the
fundamental solutions of (2.1), respectively, with
y1ð0; x0Þ ¼ 1; ’y1ð0; x0Þ ¼ 0;
y2ð0; x0Þ ¼ 0; ’y2ð0; x0Þ ¼ 1:
y1 is even while y2 is odd with respect to t; and the Wronskian determinant is
constant:
y1ðt; x0Þ ’y2ðt; x0Þ  y2ðt; x0Þ ’y1ðt; x0Þ ¼ 1:
Hill’s equation (2.1) corresponding to the value x0 will be called
x0-section.
From the symmetric case of Floquet’s theory (see [5]), we deduce that
’y2ðtðx0Þ; x0Þ ¼ y1ðtðx0Þ; x0Þ and also the following results about the stability
of the origin ðy; ’yÞ ¼ ð0; 0Þ; for the x0-section:
(a) instability if y21ðtðx0Þ; x0Þ > 1;
(b) stability if y21ðtðx0Þ; x0Þ51:
(c) stability if
y21ðtðx0Þ; x0Þ ¼ 1 and y2ðtðx0Þ; x0Þ ¼ ’y1ðtðx0Þ; x0Þ ¼ 0;
(d) instability if
y21ðtðx0Þ; x0Þ ¼ 1 and y
2
2ðtðx0Þ; x0Þ þ ’y
2
1ðtðx0Þ; x0Þ > 0:
Thanks to the Wronskian identity these stability results can be rewritten







gðx0Þ if y2ðtðx0Þ; x0Þ ¼ 0 ¼ ’y1ðtðx0Þ; x0Þ;
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sufficient condition for the stability of the origin for the x0-section is that
05‘ðx0Þ5þ1: ð2:3Þ
Also in [4], it was proved that the following fundamental theorem
translates the stability of the origin for the whole ðx; yÞ system in terms of ‘:
Theorem 2.2 (Fundamental Stability Criterion). A necessary and







The following theorem, proved originally in [1], is actually a special case
of the fundamental theorem above.





integer, then the origin is stable for (1.1).
3. THE MAIN THEOREM
Without loss of generality, we will assume throughout the sequel that
f ð0Þ ¼ 1; and concentrate on the case when 4gð0Þ ¼ n2; with ﬁxed n 2 N:
The new results in this paper are based on the two stopping times t1ðx0Þ
and t2ðx0Þ deﬁned as
t1ðx0Þ :¼ the nth positive zero of ’y1ð; x0Þ;
t2ðx0Þ :¼ the nth positive zero of y2ð; x0Þ:
Proposition 3.1. For x0 small enough, t1ðx0Þ and t2ðx0Þ are well defined
and smooth with respect to x0; and t1ð0Þ ¼ t2ð0Þ ¼ tð0Þ ¼ 2p:
Proof. The fundamental solutions y1ðt; x0Þ and y2ðt; x0Þ of (2.1) are
smooth functions of ðt; x0Þ: For x0 ¼ 0 we have
y1ðt; 0Þ ¼ cosðnt=2Þ and y2ðt; 0Þ ¼ ð2=nÞsinðnt=2Þ
so that t1ð0Þ ¼ t2ð0Þ ¼ 2p: Since ’y1ðt; 0Þ ¼ 0 implies .y1ðt; 0Þ=0; we can apply
the implicit function theorem to the equation ’y1ðt; x0Þ ¼ 0 in the unknown t;
and deduce that for x0 small enough also the function t/ ’y1ðt; x0Þ has its nth
COMPUTATION OF STABILITY 5zero at a time t1ðx0Þ close to 2p; depending smoothly on x0: The proof for
t2ðx0Þ is analogous. ]
From now on we will always assume that x0 is small enough in the sense
of Proposition 3.1. Using t1 and t2 we deﬁne for such small x0 a new





1 if t1ðx0Þ ¼ t2ðx0Þ ¼ tðx0Þ;




The central result of this section is that we can replace ‘ðx0Þ with *‘ðx0Þ in
both Theorems 2.1 and 2.2.
Theorem 3.1 (New Stability Criterion). The origin ðy; ’yÞ ¼ ð0; 0Þ is a
stable equilibrium for the x0-section of Hill’s equation (2.1) if and only if
05*‘ðx0Þ5þ1: ð3:2Þ






Proof. Because of the mean value theorem, in any x0-section
’y1ðtðx0Þ; x0Þ ¼ ’y1ðtðx0Þ; x0Þ  ’y1ðt1ðx0Þ; x0Þ
¼ .y1ðx1ðx0Þ; x0Þðtðx0Þ  t1ðx0ÞÞ
¼  gðxðx1ðx0Þ; x0ÞÞy1ðx1ðx0Þ; x0Þðtðx0Þ  t1ðx0ÞÞ;
where x1ðx0Þ is a value in between t1ðx0Þ and tðx0Þ: Similarly,
y2ðtðx0Þ; x0Þ ¼ y2ðtðx0Þ; x0Þ  y2ðt2ðx0Þ; x0Þ
¼ ’y2ðx2ðx0Þ; x0Þðtðx0Þ  t2ðx0ÞÞ;
where x2ðx0Þ is in between t2ðx0Þ and tðx0Þ: As x0 ! 0þ the functions tðx0Þ;
t1ðx0Þ; t2ðx0Þ; x1ðx0Þ and x2ðx0Þ converge to 2p; the functions y1ðx1ðx0Þ; x0Þ
BARONE-NETTO, CESAR, AND GORNI6and ’y2ðx2ðx0Þ; x0Þ tend to cos np; and gðxðx1ðx0Þ; x0ÞÞ tends to gð0Þ: Now,








If y2ðtðx0Þ; x0Þ ¼ ’y1ðtðx0Þ; x0Þ ¼ 0; then tðx0Þ ¼ t1ðx0Þ ¼ t2ðx0Þ so that
‘ðx0Þ ¼ gðx0Þ ¼ gðx0Þ*‘ðx0Þ:
If y2ðtðx0Þ; x0Þ ¼ 0= ’y1ðtðx0Þ; x0Þ then tðx0Þ ¼ t2ðx0Þ and tðx0Þ=t1ðx0Þ so that
‘ðx0Þ ¼ gðx0Þ*‘ðx0Þ ¼ þ1:
In any case *‘ðx0Þ is obtained from ‘ðx0Þ by multiplication for a factor that










‘ðx0Þ ¼ gð0Þ lim
x0!0þ
*‘ðx0Þ:
We can conclude by applying Theorem 2.1 and the fundamental Theorem
2.2. ]
4. COMPUTING THE DERIVATIVES OF THE PERIOD AND OF
THE STOPPING TIMES
The quotient deﬁning *‘ðx0Þ in its main case is a 0/0 indeterminate form as
x0 ! 0: If we want to apply l’H #opital’s rule we need to compute the
derivatives of the functions tðx0Þ; t1ðx0Þ and t2ðx0Þ at x0 ¼ 0: The results up to
order 2 are stated in the following theorem.
Theorem 4.1 (Formulas for the Derivatives of t; t1; t2). Suppose that f ; g
are of class C2; f ð0Þ ¼ 1 and 4gð0Þ ¼ n2 with n 2 N; n51: Then
t0ð0Þ ¼ 0; ð4:1Þ










2g0ð0Þp if n ¼ 1;




2g0ð0Þp if n ¼ 1;






ð8f 0ð0Þg0ð0Þ þ 45g0ð0Þ2  6g00ð0ÞÞ if n ¼ 1;
p
12
ð10f 0ð0Þg0ð0Þ þ 10g0ð0Þ2  9g00ð0ÞÞ if n ¼ 2;
2p
n2











ð16f 0ð0Þg0ð0Þ  3ðg0ð0Þ2 þ 2g00ð0ÞÞÞ if n ¼ 1;
p
12
ð14f 0ð0Þg0ð0Þ  2g0ð0Þ2  3g00ð0ÞÞ if n ¼ 2;
2p
n2
ð2f 0ð0Þg0ð0Þ  g00ð0Þ þ
2g0ð0Þ2
n2  1




Note that in the case of special interest when n ¼ 1 and t01ð0Þ ¼ t
0
2ð0Þ ¼ 0





In the rest of this section, we will outline a proof of the previous formulas.
The calculations are straightforward in principle, but some of the
intermediate steps contain so many terms that it is not feasible to write
down all the details here.
We are going to calculate t00ð0Þ using the simplifying extra assumption
that f be of class C3; even if the actual value of f 000ð0Þ does not appear in the
ﬁnal formula. We know of a different approach that only uses C2 regularity
on f ; but we will not describe it here because it does not seem to carry on as
easily to computing higher-order derivatives of t:
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.x ¼ xf ðxÞ; xð0Þ ¼ x0; ’xð0Þ ¼ 0:
With f of class C3; the functions xðt; x0Þ and .xðt; x0Þ are of class C3 with
respect to the couple ðt; x0Þ: By derivating repeatedly these equations with






Recalling that f ð0Þ ¼ 1; the equations are
.m0 þ f ðm0Þm0 ¼ 0; m0ð0Þ ¼ 0; ’m0ð0Þ ¼ 0;
.m1 þ m1 ¼ 0; m1ð0Þ ¼ 1; ’m1ð0Þ ¼ 0;
.m2 þ m2 ¼ 2f
0ð0Þm21; m2ð0Þ ¼ 0; ’m2ð0Þ ¼ 0;
.m3 þ m3 ¼ 3f
00ð0Þm31  6f
0ð0Þm1m2; m3ð0Þ ¼ 0; ’m3ð0Þ ¼ 0:
The ﬁrst Cauchy problem is nonlinear, but it is trivially solved by the null
function. The rest is a triangular linear system which can be solved by
elementary functions. The results are
m0ðtÞ ¼ 0; m1ðtÞ ¼ cos t; m2ðtÞ ¼
f 0ð0Þ
3




ð2f 0ð0Þ2ð29 cos t þ 16 cos 2t þ 3 cos 3t þ 60t sin t  48Þ
 9f 00ð0Þð6t þ sin 2tÞsin tÞ:
We want now to compute the derivatives of the period t0ð0Þ; t00ð0Þ: Let us
start from a relation that holds for all small x0:
’xðtðx0Þ; x0Þ ¼ 0
(not from the more obvious one xðtðx0Þ; x0Þ ¼ x0). A ﬁrst derivation with




ðtðx0Þ; x0Þ ¼ 0:
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ðtðx0Þ; x0Þ ¼ 0: ð4:8Þ
Now if we set x0 ¼ 0 we get
x

ð2p; 0Þt0ð0Þ2 þ 2
@ .x
@x0
ð2p; 0Þt0ð0Þ þ .xð2p; 0Þt00ð0Þ þ
@2 ’x
@x20
ð2p; 0Þ ¼ 0;
that is,
0þ 2 .m1ð2pÞt
0ð0Þ þ 0þ ’m2ð2pÞ ¼ 0:
Fortunately,
.m1ð2pÞ ¼ cos 2p ¼ 1=0;





Using the formula for m2 one gets that
t0ð0Þ ¼ 0:
Taking the derivative of (4.8) with respect to x0 at x0 ¼ 0; we can similarly
extract the value of t00ð0Þ to obtain formula (4.2).
To compute the derivatives of t1ðx0Þ and t2ðx0Þ we need to solve the
variations equations for .y ¼ ygðxÞ: The functions t/y1ðt; x0Þ and
t/y2ðt; x0Þ are the solutions of the Cauchy problems
.y1 ¼ gðxðt; x0ÞÞy1; y1ð0Þ ¼ 1; ’y1ð0Þ ¼ 0;
.y2 ¼ gðxðt; x0ÞÞy2; y2ð0Þ ¼ 0; ’y2ð0Þ ¼ 1:
We can take derivatives of these equations with respect to x0 and then set
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.n0 þ gð0Þn0 ¼ 0; n0ð0Þ ¼ 1; ’n0ð0Þ ¼ 0;
.n1 þ gð0Þn1 ¼ g0ð0Þm1n0; n1ð0Þ ¼ 0; ’n1ð0Þ ¼ 0;
.n2 þ gð0Þn2 ¼ g0ð0Þm2n0  2g
0ð0Þm1n1  g
00ð0Þm21n0;
n2ð0Þ ¼ 0; ’n2ð0Þ ¼ 0:
The equations for uk are obtained from the ones for n by replacing n with u
throughout, and changing just the initial conditions for u0; which are u0ð0Þ ¼
0; ’u0ð0Þ ¼ 1: It is clear that this is a triangular system of linear equations that























ðsin t þ tÞsin
t
2













g0ð0Þðsin t  tÞcos
t
2
if n ¼ 1;
2g0ð0Þ
oð4o2  1Þ








The formulas for n2 are as follows: when n ¼ 1





ð12t þ 10 sin t þ sin 2tÞf 0ð0Þg0ð0Þ























ð6t þ 4 sin t þ sin 2tÞg00ð0Þ:
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288n2ðtÞ ¼ 2ð48þ 29 cos t þ 16 cos 2t þ 3 cos 3t þ 60t sin tÞf 0ð0Þg0ð0Þ
þ 2ð48þ 29 cos t þ 16 cos 2t þ 3 cos 3t þ 60t sin tÞg0ð0Þ2
 18ðsin tÞð6t þ sin 2tÞg00ð0Þ:





48oð1 4o2Þ2ðo2  1Þn2ðtÞ
¼ 4ð4o2  1Þð4oð5þ 8o2 þ ð4o2  1Þcos tÞcosot sin2
t
2
þð16o2ðo21Þsin tð4o21Þð6t6to2þo2 sin 2tÞÞsinotÞf 0ð0Þg0ð0Þ





þð16o2ðo2  1Þsin t þ ð4o2  1Þð2tðo2  1Þ þ 3o2 sin 2tÞÞsinot

g0ð0Þ2
3ð14o2Þ2ð4o cosot sin2tþ4ðtðo21Þþo2 cos t sin tÞsinotÞg00ð0Þ:
The formulas for u2 are as follows: for n ¼ 1








































For n ¼ 2
288u2ðtÞ ¼ ð168t cos t þ 86 sin t þ 32 sin 2t þ 6 sin 3tÞf 0ð0Þg0ð0Þ
þ ð24t cos t þ 22 sin t  32 sin 2t þ 6 sin 3tÞg0ð0Þ2
þ 9ð4t cos t  7 sin t þ sin 3tÞg00ð0Þ:





48o3ð4o2  1Þ2ðo2  1Þu2ðtÞ
¼ 4ð4o2  1ÞðoðcosotÞð16o2ðo2  1Þsin t
 ð4o2  1Þð6tðo2  1Þ þ o2 sin 2tÞÞ
þ ð3ð2 7o2 þ 4o4Þ þ 8o2ðo2  1Þcos t
þ o2ð4o2  1Þcos 2tÞsinotÞf 0ð0Þg0ð0Þ
 12ð2oðcosotÞðt  5to2 þ 4to4
þ o2ð8ðo2  1Þ  3 cos tÞsin t þ 6o4 sin 2tÞ
 ð2 23o2 þ 38o4  8o6 þ 8o2ðo2  1Þcos t
þ o2ð1þ 2o2 þ 8o4Þcos 2tÞsinotÞg0ð0Þ2
þ 3ð1 4o2Þ2ð4ðcosotÞðtoðo2  1Þ þ o3 cos t sin tÞ
 2ð2þ 3o2 þ o2 cos 2tÞsinotÞg00ð0Þ:
The equations that deﬁne implicitly t1ðx0Þ for x0 near 0 are
’y1ðt1ðx0Þ; x0Þ ¼ 0 and t1ð0Þ ¼ 2p: ð4:9Þ






ðt1ðx0Þ; x0Þ ¼ 0; ð4:10Þ
and then set x0 ¼ 0:
.n0ð2pÞt01ð0Þ þ ’n1ð2pÞ ¼ 0:
Using the formulas for n0 and n1 we can extract from formula (4.3). Taking
















ðt1ðx0Þ; x0Þ ¼ 0;
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.n0ð2pÞt01ð0Þ
2 þ 2.n1ð2pÞt01ð0Þ þ .n0ð2pÞt
00
1ð0Þ þ ’n2ð2pÞ ¼ 0;
whence formula (4.5). In a totally similar way, we ﬁnd formulas (4.4) and
(4.6) for the derivatives of t2ðx0Þ at x0; starting from the identities
y2ðt2ðx0Þ; x0Þ ¼ 0 and t2ð0Þ ¼ 2p: ð4:11Þ
5. APPLICATIONS
Theorem 5.1 (Full First- and Second-Order Conditions). Suppose
that f and g are of class C2 and gð0Þ ¼ n2f ð0Þ=4 > 0 for some n 2 N:
Let
p1 :¼ 20f 0ð0Þ
2  9f 00ð0Þ þ 24g00ð0Þ;
p2 :¼ 20f 0ð0Þ
2  10f 0ð0Þg0ð0Þ  10g0ð0Þ2 þ 9ðg00ð0Þ  f 00ð0ÞÞ;
p3 :¼ 20f 0ð0Þ
2  14f 0ð0Þg0ð0Þ þ 2g0ð0Þ2 þ 3ðg00ð0Þ  3f 00ð0ÞÞ;
p4 :¼ n4ð20f 0ð0Þ
2  9f 00ð0ÞÞ þ 24ð2f 0ð0Þg0ð0Þ  2g0ð0Þ2  g00ð0ÞÞ
þ n2ð9f 00ð0Þ þ 24g00ð0Þ  20f 0ð0Þ2  48f 0ð0Þg0ð0ÞÞ:
Then
(a) Case n ¼ 1: If g0ð0Þ=0 the origin is an unstable equilibrium; if g0ð0Þ ¼
0 and p1=0 then it is stable.
(b) Case n ¼ 2: If p2p3 > 0 the origin is stable; if either p2p350 or only
one among p2;p3 vanishes, then the origin is unstable.
(c) Case n53: If p4=0 the origin is stable.
Proof. Suppose ﬁrst that n ¼ 1: Then, using the formulas of Theorem
4.1 we see that t0ð0Þ  t01ð0Þ ¼ 2pg
0ð0Þ; t0ð0Þ  t02ð0Þ ¼ 2pg
0ð0Þ: The condi-
tion g0ð0Þ=0 ensures that tðx0Þ=t2ðx0Þ for all small x0=0; so that the




for small x0=0; ð5:1Þ










From Theorem 3.1 we conclude that the origin is an unstable equilibrium.
If n ¼ 1 but g0ð0Þ ¼ 0 then t0ð0Þ  t01ð0Þ ¼ t
0ð0Þ  t02ð0Þ ¼ 0 and t
00ð0Þ 
t001ð0Þ ¼ t
00ð0Þ  t002 ð0Þ ¼ pp1=12: The condition that p1=0 ensures that









¼ 1 > 0:
From Theorem 3.1 we can say that the origin is then a stable equilibrium.
If n ¼ 2 then t0ð0Þ  t01ð0Þ ¼ t
0ð0Þ  t02ð0Þ ¼ 0 and t
00ð0Þ  t001ð0Þ ¼ pp2=12;
t00ð0Þ  t002ð0Þ ¼ pp3=12: As above we deduce that if p2=p3 > 0 the origin is
stable, and if p2=p340 it is unstable. If p2=0 and p3 ¼ 0; it is not difﬁcult
to see that j*‘ðx0Þj ! þ1 as x0 ! 0; even if ‘ðx0Þ may switch expression for
different values of x0:
If n53 then t0ð0Þ  t01ð0Þ ¼ t
0ð0Þ  t02ð0Þ ¼ 0 and
t00ð0Þ  t001ð0Þ ¼ t




We conclude that if p4=0 the origin is stable. ]
Application 5.1 (Central Force). A sufficient condition for the instabil-
ity of system (1.1) in the case when f  g is that
3f 00ð0Þ=4f 0ð0Þ2: ð5:2Þ
Theorem 5.1 applies, because n ¼ 2; p2 ¼ 0 and p3 ¼ 8f 0ð0Þ
2  6f 00ð0Þ:
Condition (5.2) is not new, as it was reached in a different way in [1]. In [6]
Zampieri proved a general theorem on the case f  g; giving a necessary
and sufﬁcient condition for the stability of the origin. One feature of the
central force case is that we can express the ﬁrst of the fundamental
solutions (2.1) as y1ðt; x0Þ ¼ xðt; x0Þ=x0: As a consequence
t1ðx0Þ ¼ tðx0Þ for all small x0: ð5:3Þ






where g is of class C2 and gð0Þ ¼ n2=4 > 0; with n 2 N:
(a) if n ¼ 1 and g0ð0Þ=0 the origin is unstable;
(b) if n ¼ 1; g0ð0Þ ¼ 0 and g00ð0Þ=0 the origin is stable;











the origin is unstable;
(d) if n ¼ 2 and either 3g00ð0Þ5 2g0ð0Þ2 or 9g00ð0Þ > 10g0ð0Þ2 the origin is
stable;
(e) if n53 and 2g0ð0Þ2=ðn2  1Þg00ð0Þ the origin is stable.
This is just one more application of Theorem 5.1. Note that this family of
systems covers the following special cases (for a > 0):
.x ¼ x;




.y ¼ yðaþ bxþ cx2Þ:
8<
:
whose x0-sections (Hill’s equations) are, respectively,
.y ¼ yðaþ bx0 cos tÞ ðMathieu0s equationÞ;
.y ¼ yðaþ bx0 cos t þ cx20 cos
2 tÞ ðWhitakker0s equationÞ:
For example, in Whittaker’s equation




=2 N the origin is stable;
* if a ¼ 1
4
and b=0 the origin is unstable;
* if a ¼ 1
4
; b ¼ 0 and c=0 the origin is stable;
* if a ¼ 1; b=0 and 134c=b
245=9 the origin is unstable;
* if a ¼ 1 and either b2=3 > c or c > 5b2=9 the origin is stable;
* for a ¼ n2=4 with n53 and b2=cðn2  1Þ the origin is stable.
BARONE-NETTO, CESAR, AND GORNI16Application 5.3. An example of a system for which the origin is unstable,
although all sections are stable:
.x ¼ xþ x3; .y ¼ yð1 x2 þ x4Þ: ð5:4Þ
The fact that the origin is unstable can be decided with the results of
Theorem 5.1(b): the functions f ; g are f ðxÞ :¼ 1 x2; gðxÞ :¼ 1 x2 þ x4; so
that n ¼ 1; p1 ¼ 0; p2 ¼ 12:
From Theorem 3.1 to prove that all x0-sections of the system for small




5þ1 for small x0=0: ð5:5Þ
One way to prove the inequality would be to compute some derivatives of
t; t1; t2 (up to order 4) at the origin. The results are
t0ð0Þ ¼ t01ð0Þ ¼ t
0
2ð0Þ ¼ 0; t















From this it follows that t1ðx0Þ5tðx0Þ and t2ðx0Þ5tðx0Þ for all x0=0 small
enough, and we can conclude that inequality (5.5) holds.
The calculations of the third and fourth derivatives of t; t1; t2 are,
however, better left to computers. In the remainder of the paper we will give
a human-readable proof of inequality (5.5) that relies on a comparison
between system (5.4) and the simpler system
.x ¼ xf ðxÞ;
.Y ¼ Yf ðxÞ:
8<
: ð5:6Þ
The stopping times for the new ðx; Y Þ system will be denoted by T1; T2: The
system is covered by Application 5.1: from equation (5.3) we get that t ¼ T1:
The ﬁrst two derivatives of T1; T2 are the same as the original system:




T 01ð0Þ ¼ 0; T
0









In particular T2ðx0Þ5tðx0Þ for small x0=0:
COMPUTATION OF STABILITY 17Observe now that gð0Þ ¼ f ð0Þ ¼ 1 and gðxÞ > f ðxÞ for all x=0: The
comparison Theorem 6.1 of the next section allows us to conclude that for
all small x0
t1ðx0Þ5T1ðx0Þ ¼ tðx0Þ and t2ðx0Þ5T2ðx0Þ5tðx0Þ;
whence again inequality (5.5).
6. COMPARISON RESULTS
In this section, we prove the comparison theorems needed for Application
5.3. Let f ; g;G be continuous functions deﬁned in a neighbourhood of
0 2 R; with f ð0Þ ¼ 1 and gð0Þ ¼ Gð0Þ ¼ n2=4 for some positive integer n:
Consider two systems differing only in the second equation








and also be the corresponding families of Hill’s equations
.y ¼ ygðxðt; x0ÞÞ; .Y ¼ YGðxðt; x0ÞÞ:
Let
y1ðt; x0Þ; y2ðt; x0Þ; t1ðx0Þ; t2ðx0Þ
and
Y1ðt; x0Þ; Y2ðt; x0Þ; T1ðx0Þ; T2ðx0Þ
be the fundamental solutions and the associated stopping times (see Section
3) for the ﬁrst and second family, respectively.
Theorem 6.1 (Comparison). Suppose that there is an integer n such that
gð0Þ ¼ Gð0Þ ¼ n2=4; and that GðxÞ5gðxÞ for all small x: Then T1ðx0Þ4t1ðx0Þ
and T2ðx0Þ4t2ðx0Þ for all small x0; and the equalities hold only if GðxÞ  gðxÞ
for all x near 0.
Proof. It is immediate from Theorem 6.3, if we observe that t1ðx0Þ;
T1ðx0Þ; t2ðx0Þ; T2ðx0Þ are the nth positive zeros of ’y1ð; x0Þ; ’Y 1ð; x0Þ; y2ð; x0Þ;
Y2ð; x0Þ; respectively. ]
BARONE-NETTO, CESAR, AND GORNI18We are only left to show that some well-known (see [2]) properties of the
zeros of the solutions of Sturm equations are shared also by the zeros of
their ﬁrst derivatives.
We will call Sturm equation a linear differential equation of the form
.x ¼ xf ðtÞ; ð6:1Þ
where f :R! R is continuous, f ðtÞ > 0 if t=0 andZ þ1
0
f ðtÞ dt ¼ þ1:
This last condition is to ensure that all solutions vanish sometime in the
future. As usual we will call Wronskian W ðx1; x2Þ of the two smooth
functions x1; x2 :R! R the expression





When x1; x2 are solutions of the same Sturm equation, the Wronskian is
constant, and the two solutions are linearly independent if and only if
W ðx1; x2Þ=0:
Theorem 6.2 (Zero Separation for Derivatives). Given any two linearly
independent solutions of Sturm equation (6.1), strictly between any two
consecutive zeros of the derivative of one there lies a zero of the derivative of
the other one.
Proof. Let x1; x2 be the two linearly independent solutions, and let t05t1
be two consecutive zeros of ’x1: Then W ðx1; x2Þðt0Þ ¼ x1ðt0Þ ’x2ðt0Þ ¼ W ðx1; x2Þ
ðt1Þ ¼ x1ðt1Þ ’x2ðt1Þ: Since t0 and t1 are consecutive zeros of ’x1; the two values
x1ðt0Þ; x1ðt1Þ do not vanish and have opposite sign. But then also ’x2ðt0Þ; ’x2ðt1Þ
must have opposite sign. We conclude that ’x2 vanishes somewhere strictly
between t0 and t1: ]
Theorem 6.3 (Derivative Comparison). Let x1; x2 be solutions of two
Sturm equations with the same nontrivial initial condition:
.x1 ¼ x1f1ðtÞ; .x2 ¼ x2f2ðtÞ;
ðx1ð0Þ; ’x1ð0ÞÞ ¼ ðx2ð0Þ; ’x2ð0ÞÞ=ð0; 0Þ:
Then the derivative of the solution corresponding to the larger f oscillates
more than the derivative of other one. More precisely, if f1ðtÞ4f2ðtÞ for all
COMPUTATION OF STABILITY 19t 2 R; then the nth positive zero of ’x2 precedes the nth positive zero of ’x1; and
equality occurs only if f1ðtÞ ¼ f2ðtÞ for all t between 0 and the nth zero of ’x1:
Proof. It sufﬁces to prove the result for n ¼ 1: Note that ’W ðx1; x2ÞðtÞ ¼
x1ðtÞ .x2ðtÞ  x2ðtÞ .x1ðtÞ ¼ x1ðtÞx2ðtÞðf1ðtÞ  f2ðtÞÞ: Let y1; y2 be the ﬁrst positive
zero of ’x1; ’x2; respectively. We can assume that x1ð0Þ ¼ x2ð0Þ50:
Consider ﬁrst the case when ’x1ð0Þ ¼ ’x2ð0Þ > 0; so that x1ðtÞ and x2ðtÞ are
> 0 for 05t4y1 and 05t4y2; respectively. Suppose that y14y2: Then
’W ðx1; x2ÞðtÞ40 for all 04t4y1: But W ðx1; x2Þð0Þ ¼ 0 and W ðx1; x2Þðy1Þ ¼
x1ðy1Þ ’x2ðy1Þ  x2ðy1Þ ’x1ðy1Þ ¼ x1ðy1Þ ’x2ðy1Þ50: Necessarily then W ðx1; x2ÞðtÞ is
constant for 04t4y1; which implies that f1ðtÞ ¼ f2ðtÞ for those same t:
In the remaining case, x1ð0Þ ¼ x2ð0Þ > 0 and ’x1ð0Þ ¼ ’x2ð0Þ40; let t1; t2 be
the ﬁrst times > 0 when x1; x2 vanish, respectively. We know (see [2]) that
t24t15y1 and that x1ðt2Þ50: Consider the solution y1 of the Cauchy
problem
.y1 ¼ y1f1ðtÞ; y1ðt2Þ ¼ x2ðt2Þ ¼ 0; ’y1ðt2Þ ¼ ’x2ðt2Þ50:
Let u1 :¼ minft > t2 j ’y1ðtÞ ¼ 0g: Then, by the ﬁrst case, y24u1; because y1
and x2 have the same Cauchy data at the instant t2; and their ﬁrst
derivatives at t2 are > 0: If t15u1 then y1 > t15u15y2 and we are done.
Otherwise take the Wronskian W ðx1; y1ÞðtÞ; which is constant. For t ¼ t2 we
have that W ðx1; y1Þðt2Þ ¼ x1ðt2Þ ’y1ðt2Þ  y1ðt2Þ ’x1ðt2Þ ¼ x1ðt2Þ ’y1ðt2Þ40: For
t15t5u1 we have that y1ðtÞ and ’y1ðtÞ are 50; y1 has no zeros and so x1 is
also50: On the other hand, 05W ðx1; y1ÞðtÞ ¼ x1ðtÞ ’y1ðtÞ  y1ðtÞ ’x1ðtÞ; so that
necessarily ’x1ðtÞ50 too. This proves that y15u1; and we conclude that
y15y2: ]
The results can be extended to more general Sturm equations in a similar
way.
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