The effect of an inaccurate geometry description on the solution accuracy of a hyperbolic problem is discussed. The inaccurate geometry can for example come from an imperfect CAD system, a faulty mesh generator, bad measurements or simply a misconception.
Erroneous computational domain
Consider the following hyperbolic system of equations, in two space dimensions, W t +ÂW x +BW y = 0, (x, y) ∈ Ω, t ∈ (0, T ], LW = g(x, y, t), (x, y) ∈ δ Ω, t ∈ (0, T ], W = f (x, y), (x, y) ∈ Ω, t = 0,
in which the solution is represented by the vector W = W (x, y, t).Â andB are constant symmetric M × M matrices, Ω is the spatial domain with the boundary δ Ω. The boundary operator L is defined on δ Ω, f (x, y) ∈ R M and g(x, y, t) ∈ R M are the data in the problem.
Equation (1) is transformed to curvilinear coordinates (ξ , η) by (V ξ , V η , V t ) = [J](V x , V y , V t ) T , where [J] is the Jacobian matrix of the transformation. The transformed problem is JW t + AW ξ + BW η = 0, (ξ , η) ∈ Φ, t ∈ (0, T ], LW = g(ξ , η, t), (ξ , η) ∈ δ Φ, t ∈ (0, T ],
where A = Jξ xÂ + Jξ yB , B = Jη xÂ + Jη yB and
The energy method together with the metric identities and the use of the Green-Gauss theorem yields
where the norm is defined by ||V || 2
is the unit normal vector pointing outward from Φ, X contains the eigenvectors as columns and Λ contains the eigenvalues on the main diagonal. For more details see [1] .
The problem (2) is well-posed if we impose characteristic boundary conditions and the following energy rate is obtained
where Λ − contains the negative eigenvalues of C and C + = XΛ + C T .
Errors due to the wrong position of boundary
Consider two hyperbolic problems with solutions U and V posed on two nearby domains. The two domains, depicted in Figure 1 , are both mapped to the unit square. We consider Ω c to be the correct domain and Ω e to be the erroneous one (subscripts c and e denote correct and erroneous, respectively). The transformed equations become
where the matrices are A i = [Jξ xÂ + Jξ yB ] i and B i = [Jη xÂ + Jη yB ] i , for i = c, e. Our first result follows immediately. Since A c = A e , B c = B e we realize that:
1) The wave-speeds given by the eigenvalues of the matrices will differ, and that V will have the wrong wave speeds. Next, we consider the results of the energy method given by (4) where W ∈ {U,V } and
A closer look at the boundary term C i reveals that the normals as well as the eigenvalues of C i are modified by the erroneous geometry. This paves the way for the second, third and fourth conclusions:
2) Error in the normal: This error is caused by imposing the wrong boundary operator due to an erroneous normal. Consider for example the solid wall no penetration condition (u, v) · n = αu + β v = g = 0 for the Euler equations.
An erroneous normal will lead to the wrong boundary operator. This means that the boundary operator L in (2) is wrong while the data g is correct. See case 1 in Figure 2 .
3) Error in the position: Here the error is due to the misplacement of the boundary condition. Consider again the solid wall no penetration condition for the Euler equations, now with a correct boundary operator and data, imposed at the wrong position in space. In this case, the boundary operator L and the data g in (2) are both correct. See case 2 in Figure 2 .
4) Error in the data: Boundary conditions with data from Ω c but imposed at Ω e will also lead to inaccurate results. In this case, the data g in (2) is wrong while the boundary operator L can be either correct or wrong. See case 2 and 3 in Figure 2 .
We can also have a combination of all the errors. These errors might be, and often are [4] , more important than the order of accuracy of the specific discretization techniques used (which will be shown later in the numerical experiments section below).
To further discuss the effect of the wrong position of boundary conditions, consider (2) and two types of boundary data, correct and erroneous denoted by g c and g e , respectively. The correct and erroneous solutions are denoted by U and V , respectively, and for simplicity we assume that they have the same initial data f which vanishes close to the boundaries. By subtraction we obtain an error equation with zero initial data and non-zero boundary data. Let E = U −V denote the error, and
In (6), − → dx = (dx, dy), dx = x c − x e , dy = y c − y e , see Figure 3 .
(c) = correct geometry (e) = erroneous geometry Figure 3 : A blow-up of two nearby boundary points which result in two types of data, g c = g(x c , y c ,t) and g e = g(x e , y e ,t).
The energy method applied to the transformed version of the error equation gives the corresponding energy rate to (4), as
in which Λ − e contain the negative eigenvalues of C e . From (7) we can conclude that the error is bounded for long time calculations, see [3] for details.
Numerical experiments
To quantify the error stemming from an erroneous geometry we consider the geometries in Figures 4 and 5 . The geometry description is given by 
where a 0 = 0.1, ω = 2 andω = 20. Moreover,â 0 = 0.1 for q = 0 andâ 0 = 10| − → dx| q for q ∈ {1, 2, 3}. Note that Ω e in Figure 5 is exaggerated for a better visualization, and Ω c is included for clarity. It is not used during the numerical experiments. We consider the two-dimensional constant coefficient symmetrized Euler equations in which V = [ρ, u, v, T ] T is the perturbed solution. The components ρ, u, v, and T are respectively the density, the x and y velocity components and the temperature perturbation. The matricesÂ andB are given in [1] .
To verify the accuracy of our computational method, we use the manufac-
, where θ (x,t) = 10x − 5t, φ (y,t) = 5y − 10t. The manufactured solution is injected in the problem through a forcing function, boundary and initial data. We use characteristic boundary conditions as in the derivations above. The convergence rates using a finite difference operator on summation-by-parts form (SBP84) in space and time with weak boundary and initial conditions, are shown in Table 1 . SBP84 in space and time converges with 5th order and the convergence rates are clearly correct [2] . Equipped with a 5th order convergent computational scheme (we use SBP84 in space and time, see [1] for details on this technique), we proceed to investigate the problem with erroneous data. We compute the erroneous solution by computing on the erroneous domain Ω e , taking the boundary data from the nearby domain Ω c and finally subtracting the exact manufactured solution. The convergence rates for the erroneous solution are shown in Figure 6 . We have considered different magnitudes for the deviation of the erroneous domain from the correct domain in
where h is the grid spacing and q ∈ {0, 1, 2, 3}. As seen in Figure 6 , imposing the boundary data at an erroneous position affects the results and reduces the global order accuracy of the scheme to q. Finally, in Figure 7 we show how the error behaves in long time calculations. It reaches an error bound as predicted above, since we use characteristic boundary conditions as shown in [3] . 
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Figure 7: Error versus time for exact and erroneous solutions with q ∈ {1, 2, 3}, 31 and 1501 grid points in space and time, respectively.
Summary and conclusions

