The purpose of this paper is twofold.
We first illustrate the above situation, that is we describe a realtime scheduling scheme that is highly efficient but for which none of the existing theoretical results can be used as they are. Second we present new theoretical results that can be used for our scheduling scheme as well as for a variety of other efficient scheduling algorithms. Our results show that in most cases, useful CPU utilization can be increased by using our efficient scheduling schemes.
The outline of the paper is as follows. [11] , RM gives higher priorities to tasks with smaller periods, and EDF gives higher priorities to tasks with earlier deadlines. The analysis in [11] assumed a uniprocessor system where tasks are independent, and deadlines are equal to the periods. It also assumes that preemption is immediate i. e, a running task is preempted as soon as a higher priority task becomes runnable We refer to such a scheduler as an idealized scheduler. We assume that the context switch time is zero. CPU utilization. RM on the other hand limits utilization to n(21/n -1), which is about 69% for reasonable val-ues of n (the number of tasks). However RM is widely used because it is simple and is easy to implement. The second row corresponds to the case when there is no preemption.
There are no simple schedulability tests for this case as there are in the fully preemptive case,
We discuss non-preemptive EDF scheduling in Section 6.
The third row presents schedulability tests for RM and EDF that take into account the effect of blocking. Blocking occurs when a task is prevented from running by a lower priority task. Blocking that occurs when a lower priority task is in a critical section of code is considered in [13] . It can be seen that blocking reduces the utilization bound compared to the idealized case. The reduction is equal to the maximum value of 13i/T~over all tasks, where Bt is the time for which task i can be blocked, and Ti is its period. Blocking due to other system events such as periodic timer interrupts is considered in [7] .
None of the results in Table 1 at a given time, and a task with higher priority arrives.
Suppose Jr continues to run for a duration A, thereby gaining a usage of AT compared to J;. Then at the instant that J. resumes execution, J; would have resumed and regained exactly the amount AT in usage.
An important consequence of this lemma is that in both the actual and the idealized cases, the time at which the CPU becomes available to tasks with priority lower than J, is the same. Hence only tasks with priority higher than J. are affected by delayed preemption.
We next identify the set of higher priority tasks that actually get affected by the blocking due to Jr. increased by an amount dr,, then both J;, and Jri complete execution at the same time. In addition, if a task J~, meets its deadline with this increased requirement, then so does the task Jp, .
The above lemma determines the amount by which the usage requirements of tasks should be increased so that they complete (in the idealized case) at the same time as the corresponding tasks blocked by J. in the actual case. We also note that if the usage requirement of the task J; is reduced by the amount Ar then it will complete at the same time as Jr. With these changes, the essential operation of the simulated and actual cases would be identical. The unavailable utilization due to these modifications is given next.
Lemma 3 The amount of unavailable utilization NV due to blocking by Jr is bounded by Ar(l/T,l -I/Tr).
The above result can be explained simply as follows. 
Delayed Preemption
In the case of delayed preemption, a task~, can block any higher priority task. Thus W. can potentially include all tasks with priority higher than Jr. In the rate-monotonic case this implies all tasks with periods smaller than that of Jr are part of TVr. The situation is the same in the earliest-deadline-first case as well. This is because tasks with periods bigger than that of J. will have deadlines later than that of J,. Thus the vallue of the smallest period in W, is T1 in both the cases. Since The schedulability test for RM is given by 1 and the test for EDF is given by 2.
The above results
give an increased utilization bound compared to [13] where the reduction in utilization due to blocking would be cm.z /T1. Threshold preemption: For each task J,, we set its threshold K, such that it cannot be preempted even by the task with the smallest period. Since TI is the smallest period, if we set K, to the value TI /Ti, then no task can preempt J,.
Delayed preemption: For each task J%, we set the quantum size c, equal to C,. Therefore Ji can never be preempted by any higher priority task.
Substituting these values into Equations 4, and 2 we obtain a simple sufficiency condition for non-preemptive EDF scheduling given by Equation 5 below.
Improvement over Existing Results.
For both RM and EDF scheduling, the improvement in utilization compared to the result given in [13] is equal to u,. As K, approaches 1.0, the unavailable utilization given by [13] approaches UT whereas in our case it approaches O. Intuitively our result shows that in the limit when K. approaches 1.0, there is no blocking and consequently there should be no reduction in utilization. We vary two parameters while generating a task setthe number of tasks per task set, and the range of periods of tasks in a given task set. In the first simulation we fix the number of tasks per task set to be 5, and try out different ranges for task periods in each set. In the second simulation, the task periods range from 1100to 1000, but the number of tasks per set is varied. obtained. This is shown in the first part of Figure 3 . This is a constant time operation. If the sufficiency condition fails, the more sophisticated optimal condition can be checked.
Simulation 2: Here we investigate the effect of increasing the number of tasks in a task set on the accuracy of the sufficiency bound. The tasks were generated as before and the difference of breakdown utilizations was obtained. It can be seen (second part of Figure 3 ) that as the number of tasks are increased, the accuracy of the test increases steadily.
When the number of tasks per set is 50 and above, 9 7 the error is within 10% for all task sets. We therefore conclude that the sufficiency bound is very useful for larger task sets. Figure 2 to explain why the 90 msec RTUS were missing their deadlines when we used immediate preemption (1P) but were able to meet their deadlines when we used non-preemptive (NP) 
