Abstract Let ε 1 , ε 2 be two non negative numbers. An approximate rectangle of influence drawing (also called (ε 1 , ε 2 )-RID) is a proximity drawing of a graph such that: (i) if u, v are adjacent vertices then their rectangle of influence "scaled down" by the factor 1 1+ε 1 does not contain other vertices of the drawing; (ii) if u, v are not adjacent, then their rectangle of influence "blown-up" by the factor 1 + ε 2 contains some vertices of the drawing other than u and v. Firstly, we prove that all planar graphs have an (ε 1 , ε 2 )-RID for any ε 1 > 0 and ε 2 > 0, while there exist planar graphs which do not admit an (ε 1 , 0)-RID and planar graphs which do not admit a (0, ε 2 )-RID. Then, we investigate (0, ε 2 )-RIDs; we prove that both the outerplanar graphs and a suitably defined family of graphs without separating 3-cycles admit this type of drawing. Finally, we study polynomial area approximate rectangle of influence drawings and prove that (0, ε 2 )-RIDs of proper track planar graphs (a superclass of the outerplanar graphs) can be computed in polynomial area for any ε 2 > 2. As for values of ε 2 such that ε 2 ≤ 2, we describe a drawing algorithm that computes (0, ε 2 )-RIDs of binary trees in area O(n c+f (ε 2 ) ), where c is a positive constant, f (ε 2 ) is a poly-logarithmic function that tends to infinity as ε 2 tends to zero, and n is the number of vertices of the input tree.
Introduction
A proximity drawing of a graph is a straight-line drawing that satisfies a set of proximity constraints. The proximity constraints apply to each pair u, v of vertices in the drawing and establish whether u, v are close to one another according to some definition of closeness. A commonly adopted definition of closeness uses the concept of region of influence, which is a suitable region of the plane whose size depends on the coordinates of u and v. Vertices u and v are said to be close if and only if their region of influence is empty, i.e., it does not contain other vertices of the drawing except than, possibly, u and v themselves. In a strong proximity drawing two vertices are adjacent if and only if they are close to one another. In a weak proximity drawing, if (u, v) is an edge then the region of influence of u and v is empty; if u and v are not adjacent, then their region of influence may or may not be empty (see, e.g. [5, 9, 17] ).
Clearly, by varying the definition of region of influence and by adopting either the strong or the weak definition of proximity drawing, a same graph may or may not be representable. For example, the relative neighborhood region [26] of u, v is the intersection of the two disks having center at u and at v and with radius the distance d (u, v) . It is known that all trees having vertices of degree at most five admit a strong proximity drawing such that the region of influence is the relative neighborhood region. However, if the closeness is defined by using the disk having u and v as antipodal points (the well-known Gabriel region of u, v [13] ), then no tree with a vertex of degree at least five has a strong proximity drawing [6] . On the other hand, all trees have a weak proximity drawing with both the relative neighborhood region and the Gabriel region [9] . See also [17] for a survey on the proximity drawability problem.
The notions of strong proximity drawing and of weak proximity drawing have been recently extended by Evans et al. who introduce the concept of approximate proximity drawing, also called (ε 1 , ε 2 )-proximity drawing [11] . Intuitively, given two real non negative numbers ε 1 and ε 2 and a definition of region of influence, an (ε 1 , ε 2 )-proximity drawing is such that for any pair of adjacent vertices their region of influence "shrunk" by the factor 1 1+ε 1 is empty, while for any pair of nonadjacent vertices their region of influence "expanded" by the factor (1 + ε 2 ) is not empty. By making ε 1 and ε 2 arbitrarily small, it is possible to arbitrarily approximate a strong proximity drawing; namely, a strong proximity drawing is an (ε 1 , ε 2 )-proximity drawing such that ε 1 = ε 2 = 0. Also, a (0, ∞)-proximity drawing is such that any two adjacent vertices have their region of influence empty, while for any pair of non-adjacent vertices their proximity region is extended to the whole plane and it is never empty (for graphs with at least three vertices). Hence, a weak proximity drawing is a (0, ∞)-proximity drawing.
In this paper we study approximate rectangle of influence drawings, i.e., approximate proximity drawings whose region of influence is the rectangle of influence. The rectangle of influence of two points u and v is the axis-aligned rectangle having u and v at diagonally opposite corners. Besides graph drawing applications, rectangles of influence have been studied in the context of rectangular visibility that has applications, for example, in art gallery and pattern recognition problems (see, e.g., [7, 14, 22] ). Depending on whether the rectangle of influence of u and v is assumed to be Compared with weak rectangle of influence drawings, (ε 1 , ε 2 )-RIDs not only guarantee that adjacent vertices are relatively close to one another, but also have the desirable aesthetic property that pairs of non-adjacent vertices are relatively far apart. Compared with strong RIDs, (ε 1 , ε 2 )-rectangle of influence drawings have the advantage of significantly enlarging the family of the representable graphs. Consider, for example, the tree T of Fig. 1 . It is known [18] that it does not admit a closed/open strong RID because in every straight-line drawing of T there are at least two leaves whose rectangle of influence does not contain any other vertex. In the drawing of In order to better locate our results within the existing literature, we briefly recall some of the most relevant papers about strong and weak rectangle of influence drawings. Classes of graphs that admit open or closed strong rectangle of influence drawings are described in [18] . The paper shows that even for structurally simple planar graphs such as cycles, wheels, trees, and outerplanar graphs, the existence of open/closed RIDs imposes severe restrictions on the combinatorial properties of the representable graphs. On the other hand, Biedl et al. [5] show that all planar graphs without filled 3-cycles (i.e., planar embedded graphs such that the interior of every 3-cycle does not contain vertices) have a weak RID both in the open and in the closed model. They also show that a planar graph has a weak closed RID if and only if it is without filled 3-cycles, and leave as open the question of characterizing those planar graphs that have a weak open RID. Miura, Matsuno, and Nishizeki [21] partially answer this question by characterizing those triangulated plane graphs that admit an open weak rectangle of influence drawing. They also give a sufficient condition for the weak open rectangle of influence drawability of the internally triangulated plane graphs, expressed in terms of labeling of angles of a suitable subgraph, called frame graph (the frame graph is obtained by removing the interior of every filled triangle). Alamdari and Biedl [1] further elaborate on the ideas by Miura, Matsuno, and Nishizeki and characterize the internally triangulated plane graphs that admit a weak open rectangle of influence drawing such that no two vertices of the frame graph have the same x-coordinate or the same y-coordinate. The same authors [2] have recently extended this characterization to all plane graphs; in the same paper it is also proved that deciding whether a planar graph has an open weak rectangle of influence drawing is NP-complete if the planar embedding is not fixed. Finally, we recall a fertile research direction devoted to the area required by open/closed weak rectangle of influence drawings (see, e.g. [5, 19, 20, 24, 27] [11] for other types of regions of influence. -In Sect. 4 we study the (ε 1 , ε 2 )-rectangle of influence drawability for ε 1 = 0 and ε 2 > 0. We extend a result by Biedl et al. [5] for weak rectangle of influence drawings by proving that every plane graph that is biconnected, chordless, internally triangulated, and has no filled 3-cycle admits a (0, ε 2 )-RID for any positive value of ε 2 . We also prove that every outerplanar graph has a (0, ε 2 )-RID for any positive value of ε 2 . We recall that even simple outerplanar graphs do not have a (0, 0)-RID, while every outerplanar graph has a (0, ∞)-RID [5, 18] . Also, our result interestingly compares with the work of Evans et al. [11] , who show that not all outerplanar graphs admit a (0, ε 2 )-proximity drawing for other definitions of proximity region. -Since the drawing techniques of the bullets above require exponential area, we devote Sect. 5 to computing area efficient (0, ε 2 )-RIDs. We prove that if ε 2 > 2 open/closed (0, ε 2 )-RIDs of proper track planar graphs (a superclass of the outerplanar graphs) can be computed in polynomial area. For any ε 2 ≤ 2, we describe a drawing algorithm that computes (0, ε 2 )-rectangle of influence drawings of binary trees in area O(n 2+f (ε 2 ) ), where f (ε 2 ) is a logarithmic function that tends to infinity as ε 2 tends to zero, and n is the number of vertices of the input tree. We recall that the study of the area required by proximity drawings of trees has received much attention in the graph drawing literature (see, e.g., [3, 10, 12] ). Also, the design of area-efficient algorithms for approximate proximity drawings is one of the open problems stated by Evans et al. [11] .
Preliminary definitions are given in Sect. 2.
Final remarks and open problems can be found in Sect. 6.
Preliminaries
Let G be a graph. A drawing Γ of a graph G maps each vertex v of G to a point p v on the plane, and each edge e = (u, v) to a simple arc connecting p u and p v not passing through any other vertex. If all edges are mapped to straight-line segments, Γ is called a straight-line drawing of G. Drawing Γ is planar if distinct edges intersect only at common endpoints. A graph that admits a planar drawing is called a planar graph. The area of a drawing Γ is the area of the bounding box of Γ .
Let G be a planar graph. A planar drawing Γ partitions the plane into topologically connected regions called faces; exactly one of these regions is unbounded, and it is called the external face. The other faces are called the internal faces. The boundary of a face is its delimiting circuit. A planar embedding of a planar graph G is an equivalence class of planar drawings of G that define the same set of faces, that is, the same set of face boundaries. A plane graph is a planar graph with a fixed planar embedding. The boundary of the external face of a plane graph G is called the external boundary of G. Let G be a planar graph with fixed planar embedding Ψ . Every planar drawing of G that induces the set of faces described by Ψ is said to be an embedding preserving drawing of G. A planar graph G is maximal if no edge can be added to G without violating its planarity. If G is maximal planar, then in every planar embedding of G all face boundaries are 3-cycles. A plane graph is internally triangulated if the boundary of each internal face is a 3-cycle. A cutvertex of a graph G is a vertex whose removal increases the number of connected components of G. A graph is biconnected if it has no cutvertex.
We 
, and whose bottom-right corner has coordi-
The open (respectively, closed) rectangle of influence of u and v is denoted as ρ(u, v) (respectively, ρ [u, v] ). The open (respectively, closed) expanded rectangle of influence of u and v is denoted as R ε (u, v) (respectively, R ε [u, v] ). The open (respectively, closed) shrunk rectangle of influence of u and v is denoted as r ε (u, v) (respectively, r ε [u, v] (u, v) , and r ε (u, v) if it is contained in ρ [u, v] , R ε [u, v] , and r ε [u, v] , respectively.
Since all the drawing techniques that we will describe in the following construct drawings that are both closed and open (ε 1 , ε 2 )-RID, when proving their correctness we will show that:
-for every pair of adjacent vertices u and v, the rectangle r ε 1 [u, v] (or ρ [u, v] , when ε 1 = 0) does not contain any vertex distinct from u and v; this implies that also r ε 1 (u, v) (or ρ (u, v) , when ε 1 = 0) does not contain any vertex distinct from u and v. -for every pair of non-adjacent vertices u and v, the rectangle R ε 2 (u, v) (or ρ(u, v) , when ε 2 = 0) contains at least one vertex distinct from u and v; this implies that also R ε 2 [u, v] (or ρ [u, v] , when ε 2 = 0) contains at least one vertex distinct from u and v. 
that G n = G) and by C i the boundary of the external face of G i . We call χ a canonical ordering [8] ε 2 ) -RID of G i ; (b) all the vertices on the external boundary of G i are visible from the north-east direction, i.e., the straight line with slope one passing through each vertex v j on the external boundary of Γ i does not contain any vertex distinct from v j to the right of v j . These properties can be satisfied for i = 2 by placing v 1 at (−1, 1) and v 2 at (1, −1). Assume that, for i ≥ 2 we have a drawing Γ i of G i satisfying the above properties; we show how to compute a drawing Γ i+1 of G i+1 satisfying the same properties (refer to Fig. 3 for an illustration). Let d be the diameter of the smallest disk D enclosing the bounding box of Γ i , and let h and v be a horizontal and a vertical line such that D is contained in the third quadrant with respect to the point p common to h and v (see Fig. 3(a) ). Let u 1 , u 2 , . . . , u k be the vertices on the external boundary of G i that are adjacent to v i+1 in G i+1 in their clockwise order along the external boundary. Let j be the straight-line with slope one passing through u j (for every j = 1, 2, . . . , k); we place v i+1 in the first quadrant with respect to p within the strip bounded by 1 and k so that its horizontal distance δ x from p and its vertical distance δ y from p are both at least max{
d}. In addition we place v i+1 far enough in order to guarantee that the addition of edges If G is not maximal, we augment it to a maximal planar graph G by adding dummy edges, and compute a drawing of G . Since the computed drawing satisfies properties (i), (ii), for every pair of vertices u and v, the drawing is a valid (ε 1 , ε 2 )-RID both if u and v are adjacent and if u and v are not adjacent. In other words, we can remove all the dummy edges from the drawing of G in order to obtain an open and a closed (ε 1 , ε 2 )-RID of G.
In the remaining part of this section we show that if one between ε 1 , ε 2 is equal to 0, then a closed/open (ε 1 , ε 2 )-RID may not exist. We first prove the following lemma which establish a connection between (ε 1 , 0)-RIDs and Gabriel drawings. were not an edge of the Gabriel graph of S, then the Gabriel graph of S would be disconnected, which is impossible. Namely, it is known that the Euclidean minimum spanning tree of S is a subgraph of the Gabriel graph of S [23] .
Lemma 3 Not all planar graphs have an open (ε 1 , 0)-RID and not all planar graphs have a closed
Proof As already said in the introduction, no tree with a vertex of degree at least five admits a Gabriel drawing [6] . By Lemma 2, each one of such trees (for example G 1 in Fig. 4 Let u 1 , u 2 , u 3 be the three leaves of G 2 and let v be the fourth vertex. Consider any planar straight-line drawing of G 2 . Suppose first that one of the three leaves, say u 1 , is between the other two in the horizontal or vertical direction. In this case ρ(u 1 , u 2 ) does not contain u 3 and ρ(u 1 , u 3 ) does not contain u 2 . Hence, they should both contain v. However, their intersection is empty. If none of the three leaves is between the other two in the horizontal or vertical direction, then they are placed at three corners of a rectangle. Let u 2 and u 3 be the two leaves at opposite corners. In this case at least one between ρ(u 1 , u 2 ) and ρ(u 1 , u 3 ) does not contain v.
Lemma 4 Not all planar graphs have an open (0, ε 2 )-RID and not all planar graphs have a closed (0, ε 2 )-RID.
Proof Let G 3 be the planar graph of Fig. 4(c) . We prove that Based on Theorem 1, it is worth investigating subclasses of the planar graphs that admit (ε 1 , ε 2 )-RIDs for either ε 1 = 0 or ε 2 = 0. In the remainder of the paper we mainly focus on (0, ε 2 )-RIDs. Some remarks about (ε 1 , 0)-RIDs are given in Sect. 6.
(0, ε 2 )-Rectangle of Influence Drawable Graphs
In this section, we describe different techniques to compute (0, ε 2 )-RIDs of meaningful families of planar graphs that have already been studied in the context of proximity drawability [17] . In Sect. 4.1 we study open and closed (0, ε 2 )-RIDs of biconnected, chordless, internally triangulated, NF3 plane graphs, a class of graphs previously studied by Biedl et al. [5] and that contains all 4-connected internally triangulated plane graphs whose external boundaries have at least four vertices. In Sect. 4.2 we prove that every outerplanar graph admits both an open and a closed (0, ε 2 )-RID for every ε 2 > 0.
Biconnected, Chordless, Internally Triangulated, NF3 Graphs
Let G be a plane graph. A chord is an edge connecting two non-consecutive vertices on the external boundary of G. G is chordless if it has no chords. A 3-cycle of G is said to be filled if it contains a vertex in its interior. G is an NF3 graph if it has no filled 3-cycles [5] . Biedl et al. [5] have proved that all biconnected, chordless, internally triangulated, NF3 plane graphs admit an open and a closed (0, ∞)-RID. An almost straightforward extension of their technique shows that the same result holds for any positive value of ε 2 . The technique is based on a decomposition of a biconnected chordless internally triangulated NF3 plane graph, which is a generalization of the canonical ordering and which we call ridge decomposition. Let G = (V , E) be a biconnected chordless internally triangulated NF3 plane graph.
-V 1 induces a path consisting of three vertices w 1 , w 2 , w 3 in G. Such a path is the ridge of G 1 . 
. , K).
One of the following holds: In [5] it is proved that every biconnected chordless internally triangulated NF3 plane graph admits a ridge decomposition. Using a ridge decomposition we can build G by repeatedly attaching the vertices of each V i to their neighbors in the ridge of G i−1 .
Theorem 2 Every biconnected chordless internally triangulated NF3 plane graph admits both a closed and an open embedding preserving
Proof Let G be a biconnected chordless internally triangulated NF3 plane graph. We describe an algorithm that, for a given ε 2 > 0, computes a closed and an open embedding preserving (0, ε 2 )-RID of G. The algorithm is based on a ridge decomposition and adds a set V i per step. The drawing Γ i computed at step i is therefore a drawing of the graph G i (for i = 1, 2, . . . , K). The drawings Γ i (for each i = 1, 2, . . . , K) satisfy the following invariants: At step 1 of the algorithm we draw the vertices of V 1 along a straight line with slope −1 in the order they appear along the path that they induce in G 1 . Invariants (I1), (I2), and (I3)trivially hold. Assume now that Γ i−1 is a drawing that satisfies invariants (I1), (I2), and (I3)and denote as u 1 , u 2 , . . . , u h the vertices of the ridge of G i−1 in the order they appear along the boundary of the external face of G i−1 . There are two cases.
Case 1: |V i | = 1. Let v be the unique vertex in V i ; by the properties of the ridge decomposition v is adjacent to a set of at least three consecutive vertices of the ridge u j , u j +1 , . . . , u j +a , where a > 1. We place vertex v inside the rectangle R having (x(u j +a−1 ), y(u j +1 )) and (x(u j +a ), y(u j )) at opposite corners (see Fig. 6(a) ). More precisely, let w t be the topmost vertex of Γ i−1 that is in the strip σ h defined by the two horizontal lines y = y(u j ) and y = y(u j +1 ) and let δ t be its vertical distance from u j (see Fig. 6(b) ). Analogously let w r be the rightmost vertex of Γ i−1 that is in the strip σ v defined by the two vertical lines x = x(u j +a−1 ) and x = x(u j +a ) and let δ r be its horizontal distance from u j +a . Vertex v is placed inside R in such a way that its vertical distance from w t is more than 2 2+ε 2 δ t and its horizontal distance from w r is more than 2 2+ε 2 δ r . Let Γ i be the drawing obtained by connecting v to its neighbors in Γ i−1 . We now prove that Γ i satisfies Invariants (I1).
We first show that the addition of v does not imply the removal of any of the already drawn edges. By placing v inside R we guarantee that v is not inside ρ [w, z] for any pair of adjacent vertices w and z already drawn. Namely, suppose that there exists a pair of adjacent vertices w and z already drawn such that ρ[w, z] contains v. Then w and z must be in opposite quadrants with respect to v. By invariant (I3) there cannot be any vertex in the first quadrant with respect to v and therefore one between w and z, say w, must be in the second quadrant with respect to v and the other one, that is z, must be in the fourth quadrant with respect to v. This means that w is above u j +1 and z is to the right of u j +a−1 . On the other hand, since w and z cannot be above or to the right of the ridge of Γ i−1 by Invariant (I3)and since the ridge is drawn monotonically decreasing by Invariant (I2), w must be to the left of We now show that for each edge connecting v to one of its neighbors the rectangle of influence does not contain any vertex other than the two vertices defining the rectangle. By Invariants (I2)and (I3)there is no vertex in the first quadrant with respect to u l (for every j ≤ l ≤ j + a) before the addition of v. Since each rectangle ρ [v, u l ] is completely contained in the first quadrant with respect to u l , then ρ[v, u l ] does not contain any vertex other than v and u l (see Fig. 6(c) ). This implies that the drawing remains an open and a closed (0, ε 2 )-RID after the addition of the edges
We finally show that for each edge w not adjacent to v, R ε 2 (w, v) contains a vertex distinct from w and v. For every vertex w to the left and above u j , ρ(w, v), and therefore R ε 2 (w, v), contains u j (see Fig. 7(a) ), which implies that w and v are not connected. For every vertex w to the left and below u l for j < l < j + a, ρ(w, v), and therefore R ε 2 (w, v), contains u l (see Fig. 7(a) ), which implies that w and v are not connected. For every vertex w to the right and below u j +a , ρ(w, v), and therefore R ε 2 (w, v), contains u j +a (see Fig. 7(a) ), which implies that w and v are not connected.
It remains to show that for every vertex w that is in the strip σ h or in the strip σ v , R ε 2 (w, v) contains at least one vertex. Recall that v is placed inside R in such a way that its vertical distance δ from w t is more than 2 2+ε 2 δ t . Let w be a vertex in σ h and denote by δ its vertical distance from v and by δ t its vertical distance form u j . Since w t is the topmost vertex in σ h , then δ ≥ d and δ t ≥ δ t . The top side of R ε 2 (w, v) belongs to the horizontal line Fig. 7(b) ). More precisely, let w t be the topmost vertex of Γ i−1 that is in the strip σ h defined by the two horizontal lines y = y(u j −1 ) and y = y(u j ) and let δ t be its vertical distance from u j −1 . Analogously let w r be the rightmost vertex of Γ i−1 that is in the strip σ v defined by the two vertical lines x = x(u j ) and x = x(u j +1 ) and let δ r be its horizontal distance from u j +1 . Vertices v 1 , v 2 , . . . , v k are placed on a line of slope -1 inside the rectangle R in such a way that their vertical distance from w t is more than It remains to show that for every vertex w that is in the strip σ h or in the strip σ v , R ε 2 (w, v l ) (for every 1 ≤ l ≤ k) contains at least one vertex. Since each v l (for 1 ≤ l ≤ k) is placed inside R in such a way that its vertical distance from w t is more than 
Outerplanar Graphs
In this section we prove that every outerplanar graph admits both an open and a closed (0, ε 2 )-RID for every ε 2 > 0. A graph G is outerplanar if it admits a planar embedding, called outerplanar embedding, such that all vertices belong to the external boundary. Our technique draws an outerplanar graph G by first computing a drawing of a BFS tree of G and by then adding the remaining edges. For this reason we first prove that every tree admits both an open and a closed (0, ε 2 )-RID for every ε 2 > 0. A star is a tree with a single internal vertex. 
We prove that R ε 2 (u i , u j ) contains at least one vertex distinct from u i and u j , for any j > i (see also Fig. 9(a) ). Let q be the bottom-left corner of R ε 2 (u i , u j ); we have 
(b)). It is easy to see that ρ(v, w) contains ρ(b i , t i+1 ) (note that b i and t i+1 are not points representing vertices of T ). We now prove that R ε 2 (b i , t i+1 ) (and therefore R ε 2 (v, w)) contains u i . Let b i and t i+1 be the top-left corner and the bottom-right corner of R ε 2 (b i , t i+1 ), respectively. We have x(b i )
= x(b i ) − ε 2 2 (x(t i+1 ) − x(b i )). Since x(b i ) = p i−1 + W i and x(t i+1 ) − x(b i ) = p i − p i−1 − W i , we obtain x(b i ) = p i−1 + (W i − ε 2 2 (p i−1 (p − 1) − W i )); also, W i < ε 2 2+ε 2 p i−1 (p − 1) which implies W i − ε 2 2 (p i−1 (p − 1) − W i ) < 0
and therefore x(b i ) < x(u i ). With an analogous argument we can prove that y(t i+1 ) < y(u i+1 ). Since y(b i ) > y(u i ) and x(t i+1 ) > x(u i+1 ), vertex u i is inside R ε 2 (b i , t i+1 ).

Lemma 7 Every connected outerplanar graph admits both a closed and an open
Proof Let G be an outerplanar graph. Consider an outerplanar embedding of G and perform a BFS traversal of G starting at an arbitrary vertex, in such a way that the neighbors of each vertex are visited according to the counterclockwise order defined by the outerplanar embedding of G. Let T be the resulting BFS tree. We compute a (closed and open) (0, ε 2 )-RID Γ of T by using the technique described in the proof of 
Lemma 8 Every disconnected outerplanar graph with at least one edge admits a both a closed and an open (0, ε 2 )-RID.
Proof Let G be a disconnected outerplanar graph with at least one edge and let G 1 , G 2 , . . . , G k be the connected components of G. Since G has at least one edge, at least one of them has at least two vertices. Assume, without loss of generality, it is G 1 Let Γ j be the drawing obtained after the addition of Γ j . Let p be a reference point; Γ j and Γ j +1 are placed in such a way that Γ j is in the third quadrant with respect to p and Γ j +1 is in the first quadrant with respect to p. Also, Γ j +1 is placed far enough to guarantee that for any pair of vertices u ∈ Γ j and v ∈ Γ j +1 , the rectangle R ε 2 (u, v) contains the whole drawing Γ j (for details about this placement see the proof of Theorem 1). Since Γ j has at least two vertices for every j ≥ 1 (recall that G 1 has at least two vertices), then R ε 2 (u, v) contains at least one vertex distinct from u and v.
We conclude by observing that if ε 2 > 2 then G can be drawn even if it has no edges: it is sufficient to equispace the vertices along a line that is not horizontal nor vertical. On the other hand, if G has no edge, it does not admit an open (0, ε 2 )-RID nor a closed (0, ε 2 )-RID for any value of ε 2 < 2. Namely, for any placement of the vertices, let u and v be the two vertices with the minimum distance from one another. For R ε 2 (u, v) (respectively R ε 2 [u, v] ) to contain a vertex distinct from u and v, it is necessary that ε 2 > 2 (respectively ε 2 ≥ 2). For ε 2 = 2 a graph G with no edges admits a closed (0, ε 2 )-RID (equispaced vertices along a line) and does not admit an open (0, ε 2 )-RID.
Lemma 7 and 8 can be summarized as follows.
Theorem 3 Every outerplanar graph with at least one edge admits both a closed and an open
We conclude the section by recalling that there exist outerplanar graphs that do not have a (0, 0)-RID both in the open and closed model, while all outerplanar graphs have a (0, ∞)-RID [5, 18] . Hence, Theorem 3 extends the (0, ε 2 )-rectangle of influence drawability of outerplanar graphs to all positive values of ε 2 . We also recall that if the region of influence is the Gabriel region and ε 2 < 2, not all outerplanar graphs admit a (0, ε 2 )-Gabriel drawing [11] .
Polynomial Area Constructions
The drawing constructions in the proofs of Theorems 1, 2, and 3 produce drawings whose area is exponential in the number of vertices of the input graph. As pointed out in the work by Evans et al. [11] , it is worth studying (ε 1 , ε 2 )-RIDs with area that is polynomial in the size of the graph, although possibly increasing as the variables ε 1 and ε 2 decrease.
In this section we give two different polynomial area drawing techniques for (0, ε 2 )-RIDs. The first one applies to proper track planar graphs (a superset of the outerplanar graphs) but it works only for ε 2 > 2; the second one works for 0 < ε 2 ≤ 2 and it can be applied to binary trees. Notice that, the algorithm of Theorem 3 produces drawing with exponential area even in the case of binary trees. For example, it is straightforward to verify that a path with n vertices is drawn in an area Ω((
) n ). Observe that an outerplanar graph is a k-track graph for some k > 0. Namely, if we perform a BFS traversal of an outerplanar graph G as described in the proof of Lemma 7, we obtain a level assignment of G whose levels correspond to the levels of the BFS tree. Also, the order in which the vertices in each level are visited in the BFS traversal defines a track planar embedding of G.
Proper Track Planar Graphs
Let G = (V , E) be an undirected graph. A k-level assignment (or simply level as- signment) φ of G is a mapping from V to {1, 2, . . . , k} (for some 1 ≤ k ≤ |V |). Each set V i = {v ∈ V |φ(v) = i}
Lemma 9 Let G, φ be a proper k-track planar graph. There exists a k -level assignment φ , for some k ≤ k such that G, φ is proper k -track planar and the following two properties hold:
P1 There exists at least one edge between any pair of consecutive levels. P2 There exist no two consecutive critical levels.
Proof Suppose first that property P1 does not hold. This means that G is not connected. Let G be a connected component of G that spans levels from the ith to the j th (for some j ≥ i ≥ 1), and let v be a vertex of G . We modify the level assignment 
Let u 1 and u 2 be the vertices in V i and let v 1 and v 2 be the vertices in V i+1 ; let G 1 be the subgraph induced by the vertices u 1 , u 2 , v 1 , v 2 . Since G is track planar, u 1 is not adjacent to u 2 , and v 1 is not adjacent to v 2 , then G 1 is a subgraph of a path with four vertices having an endvertex in V i and the other one in V i+1 . For simplicity, assume that G 1 is actually a path with four vertices (if not we can add dummy edges) and suppose that such a path is u 1 , v 1 , u 2 , v 2 . Let γ be a track planar embedding of G, φ . In γ , u 1 is to the left of u 2 and v 1 is to the left of v 2 , or u 1 is to the right of u 2 and v 1 is to the right of v 2 . Assume the first case holds, the other one being symmetric. We define a track planar embedding γ of G, φ such that the order of the vertices in V i is u 1 , v 1 , u 2 , v 2 , while the order of the vertices in all other levels is the same as in γ . On level V i the edges connect consecutive vertices and therefore there is no edge passing through a vertex. Moreover, since the relative order of u 1 and u 2 and the one of v 1 and v 2 in γ are the same as in γ no crossing has been introduced between edges connecting level V i−1 to level V i , neither between edges connecting level V i to level V i+1 .
If G, φ still has consecutive critical levels, we can repeatedly apply the above technique eventually obtaining a level assignment that satisfies property P2.
Theorem 4 Every proper track planar graph with n vertices admits both a closed and an open
Proof Let G, φ be a proper k-track planar graph and let γ be a k-track planar embedding of G. By Lemma 9 we can assume that properties P1 and P2 of Lemma 9 hold for G, φ . We first describe an algorithm to compute a (closed and open) (0, ε 2 )-RID in the case in which there is no critical level. We then modify the drawing technique to deal with the critical levels. Denote by u i,1 , u i,2 , . . . , u i,n i the vertices of Fig. 12(a) for an illustration.
Let v and w be two vertices that are adjacent in G. If v and w belong to the same level, then they are consecutive, i.e., v = u i,j and w = u i,j +1 . It follows that they have consecutive x-coordinates and consecutive y-coordinates and therefore ρ[u i,j , u i,j +1 ] does not contain any vertex distinct from u i,j and u i,j +1 (see Fig. 12(b) ). If v and w do not belong to the same level, then v = u i,j and w = u i+1,h . Rectangle ρ[u i,j , u i+1,h ], except the two corners u i,j and u i+1,h , is contained in the interior of the strip delimited by the lines with slope −1 through u i,j and u i+1,h (see Fig. 12(c) ). Since such a strip does not contain any vertex in its interior by construction ρ[u i,j , u i+1,h ] does not contain any vertex distinct from u i,j and u i+1,h
Let v and w be two vertices that are not adjacent in G. Assume first that v and w belong to the same level, i.e., v = u i,j and w = u i,h with h > j. If h > j + 1, then R ε 2 (u i,j , u i,h ) contains every vertex u i,l with j < l < h. If h = j + 1 (see Fig. 12(d) ), then the top-left corner t of R ε 2 Assume now that v and w do not belong to the same level, i.e., v = u i,j and w = u l,h with l > i (see Fig. 12(e) ). If l > i + 1, then all the vertices belonging to levels between level i and level l are contained in R ε 2 (u i,j , u l,h ). If l = i + 1, then level i or level i + 1 has more than one vertex. Namely, since u i,j and u i+1,h are not adjacent, if they were the unique vertices on their levels, then there would be no edge between levels i and i + 1, thus contradicting the assumption that G, φ satisfies property P1. The top-left corner t of R ε 2 We consider now the case in which there are critical levels. Let u i,1 and u i,2 be the two vertices of a critical level. If we compute a drawing according to the above described technique, the resulting drawing is not a (0, ε 2 ) -RID of G, because the rectangle R ε 2 (u i,1 , u i,2 ) does not contain any vertex distinct from u i,1 and u i,2 and therefore there would be an edge between u i,1 and u i,2 in the drawing, while they are not adjacent in G. In the proof above we showed that it is possible that two consecutive vertices on the same level are non-adjacent because their expanded rectangle of influence includes at least another vertex of the same level, which does not exist in a critical level. On the other hand, since the horizontal and vertical distance between u i,1 and u i,2 is one according to our drawing algorithm, if ε 2 is very small (i.e., close to 2), then R ε 2 (u i,1 , u i,2 ) does not include any vertex of the adjacent levels (see Fig. 13(a) for an example). Fig. 13(b) ). Clearly, all vertices of the levels V j with j > i must be correspondingly moved to the right and above. With this choice the top-left corner t of R ε 2 (u i,1 , u i,2 ) has x-coordinate u i,1 , u i,2 ) . It is easy to verify that the arguments that we used to prove the correctness of the algorithm when there are no critical levels still work for all the other cases. This proves that a k-track planar graph admits both an open and a closed (0, ε 2 )-RID even if it has some critical levels. Clearly, with the above modification the area of the drawing increases. We can prove however that the area is still O(n 2 ). If there is no critical level, the bounding box of level V i is a square whose side length is n i − 1 (and therefore the bounding box of the whole drawing is a square of side length n − 1). If V i is a critical level, its bounding box is a square whose side length is n i−1 . Thus, the bounding box of the two levels V i−1 and V i is a square of side length 2n i−1 instead of a square of side length n i−1 − 1 + n i − 1 + 1 = n i−1 + 1. Property P2 guarantees that no two critical levels are consecutive. Thus, the worst case in terms of area is when critical and non-critical levels alternate. In this case the bounding box of the whole drawing is a square whose side length is i∈I 2n i , where I is the set of indices of the non-critical levels. Since i∈I 2n i ≤ 2n, the side length of the bounding box is O(n) and its area is O(n 2 ).
Binary Trees
Theorem 4 naturally raises the question of computing area efficient (0, ε 2 )-RID for ε 2 ≤ 2. In this section we consider the question for binary trees; our result contributes to the growing literature about the area required by different types of proximity drawings of trees (see, e.g., [3, 10, 12, 15] ). We start by recalling a decomposition technique of a rooted tree that will be used in our construction.
Let T be a rooted tree such that each vertex has at most d children, for some d ≥ 2, and let u 1 be the root of T . A greedy path of T is a path u 1 , u 2 , . . . , u h connecting the root u 1 to a leaf u h and such that u i is the root of the largest subtree rooted at any child of u i−1 (for 2 ≤ i ≤ h). A greedy path decomposition of a rooted tree T consists of recursively identifying greedy paths and on removing them so to decompose the tree into rooted subtrees of smaller size. The decomposition ends when the tree is a path (possibly consisting of a single vertex). Greedy path decompositions of rooted trees have been used in many papers to compute compact drawings of binary trees (see, e.g., [10, 12] ).
Let T be a tree with a given greedy path decomposition and let T be a subtree of T defined by this decomposition. The greedy depth of T (with respect to the given decomposition) is denoted as γ (T ), and defined as follows: (i) If T is a path, γ (T ) = 1; (ii) otherwise, γ (T ) = max i {γ (T i )} + 1, where each T i is a tree obtained from T by removing its greedy path for the given decomposition. Intuitively, the greedy depth of a tree for a given greedy path decomposition is the depth of the recursion in the decomposition process.
Theorem 5 Every tree with n vertices and vertex degree at most three admits both a closed and an open
Proof Assume that T is rooted at any leaf, thus each internal node of T has at most two children. We now describe an algorithm to draw T .
Let ε = ε 2 2 , let c ε = (1 + 4 ε ) and let W(n) and H(n) be defined as follows: 
(Γ ) ≤ W(n ) and height H (Γ ) ≤ H(n ).
We now show how to construct Γ by induction on the greedy depth i of T . In the base case i = 1 and T consists of a single path u 1 , u 2 , . . . , u h , with u 1 being the roof of T . We draw the vertices u 1 , u 2 , . . . , u h along a straight line with slope −1, in this order from left to right, so that the horizontal and vertical distance between u j and u j +1 (for every 1 ≤ j ≤ h − 1) is 2(1 + 2 ε ). It is immediate to see that Invariants (I1) and (I2) hold. About Invariant (I3), the width and the height of Γ are equal to Consider now the inductive case, i.e. i > 1, and assume that each subtree with greedy depth i − 1 admits a drawing satisfying Invariants (I1), (I2), and (I3). Denote by u 1 , u 2 , . . . , u h the vertices of the greedy path Π of T , and let v j be the child of u j that is not in Π (for every 1 ≤ j ≤ h). We denote by n j the number of vertices in the subtree rooted at v j . If vertex v j (and the corresponding subtree) does not exist for some j , we set n j = 0. The vertices u 1 , u 2 , . . . , u h are drawn along a straight line r with slope −1, in this order from left to right. The horizontal and vertical distance between u j and u j +1 (for each 1 ≤ j ≤ h − 1) is denoted by j and it is equal to W(n j ) + 2 ε max{W(n j ), W(n j +1 )}. We complete the construction of Γ as follows (see also Fig. 14) . For every 1 ≤ j ≤ h − 1, if n j > 0, denote by Γ j the drawing of the subtree rooted at v j . Each drawing Γ j is placed above the line r. More precisely, if n j = 1, then Γ j is placed so that v j is one unit above and one unit to the right of u j ; if n j > 1, then Γ j is placed in such a way that v j is vertically aligned with u j and above it; the length of the edge (u j , v j ) is denoted as d j and is defined as follows. Let j − be the largest index such that j − < j and n j − > 1. Notice that j − may not exist for some values of j . If j − is defined, then the value of d j is chosen in such a way that the bottommost vertex of Γ j is above the topmost vertex of Γ j − at a vertical distance of We now prove that for every pair of non-adjacent vertices u and v in Γ , R ε 2 (u, v) contains at least one vertex distinct form u and v. We distinguish three types of vertices: Vertices of the greedy path, vertices of a subtree of size larger than one, vertices of a subtree of size one. We distinguish six cases. 
), W(n j 2 )} and the width of ρ(p, q) is at least j
and R j 2 . Vertex u is in the closed third quadrant with respect to p while v is in the closed first quadrant with respect to q. This implies that R ε 2 (u, v) completely contains R ε 2 (p, q), and therefore at least one vertex distinct from u and v. Case 3: both u and v are vertices of subtrees of size one. Let u belong to Γ j 1 and let v belong to Γ j 2 (for some 1 ≤ j 1 , j 2 ≤ h − 1). Clearly, j 1 = j 2 (assume j 1 < j 2 ). Refer also to Fig. 15(c) . The width and height of ρ (u, v) are at least 2(1 + 2 ε ) (they are exactly 2 ( 
and W(n j 1 ) = 2 because n j 1 = 1. Thus, the vertices u j 1 and u j 2 (i.e., the vertices of the greedy path adjacent to u and v) are inside R ε (u, v) and therefore inside R ε 2 (u, v) because ε < ε 2 . Case 4: u is a vertex of the greedy path and v is a vertex of a subtree of size larger than one. Let u = u j 1 and let v belong to Γ j 2 (for some 1 ≤ j 1 , j 2 ≤ h − 1). Let R j 2 be the closed bounding box of Γ j 2 . Assume first that j 1 < j 2 and let p be the bottom-left corner of R j 2 (see also Fig. 15(d) (n j 2 ) ; namely, according to our construction the drawing Γ j 2 is above the horizontal line y = y(u 1 ) and its bottommost point has a vertical distance from the line y = y(u 1 ) that is at least 
. Assume first that j 2 ≤ j 1 (refer also to Fig. 16(c) ). The horizontal distance between u and v is at least j 2 − 1 which is at least (1 + (u, v) and therefore inside R ε 2 (u, v) (because ε < ε 2 ). Assume now that j 2 > j 1 (refer also to Fig. 16(d) ). The vertical distance between u and v is at least 2 ε H(n j 1 ) which is at least 2 ε > 1 because n j 1 > 1. Since the vertical distance between u j 2 and v is 1, then u j 2 is inside or on the bottom boundary of R ε (u, v) and therefore inside R ε 2 (u, v) (because ε < ε 2 ).
This concludes the proof that the computed drawing is both an open and a closed (0, ε 2 )-RID, i.e., that Invariant (I1) holds. Invariant (I2) holds by construction because nothing is drawn below the line r that contains the heavy path.
We now prove that Invariant (I3) holds. The width W (Γ ) of Γ is equal to the width of the greedy path which is ) ).
Conclusions and Open Problems
In this paper we initiated the study of (ε 1 , ε 2 )-RIDs, that include as a special case both strong and weak rectangle of influence drawings. We showed that all planar graphs admit an (ε 1 , ε 2 )-RID for any positive value of ε 1 and ε 2 , which is interesting because very few planar graphs admit a strong rectangle of influence drawing, i.e. a (0, 0)-RID [5, 18] . We also extended results about weak rectangle of influence drawings, i.e. (0, ∞)-RIDs, to all finite values of the parameter ε 2 . In particular we looked at biconnected, chordless, internally triangulated NF3-graphs and at outerplanar graphs which have been a classical subject of investigation for proximity drawability (see, e.g., [5, 16, 17, 25] ). Finally, we described drawing algorithms that compute (0, ε 2 )-RIDs in polynomial area for fixed values of ε 2 . This extends to approximate proximity drawings previous studies about the area requirement of different types of proximity graphs and it fits in a research direction suggested in a work by Evans et al. [11] . The results in this paper suggests several open problems. We mention a few of them, that in our opinion are among the most interesting. A natural question that arises from the results of Sect. 4 is the following: In Sect. 5 we presented different drawing techniques that produce drawings in polynomial area; in particular, Theorem 5 shows how to compute a polynomial area (0, ε 2 )-RID of a binary tree for ε 2 ≤ 2. These results motivates the following questions: In this paper, we mainly focused on (0, ε 2 )-RIDs, partly because they make it possible to look at strong RIDs and at weak RIDs in a unified framework. However, since Theorem 1 proves that every planar graph has an (ε 1 , ε 2 )-RID, the following question naturally raises. Concerning this last question, we prove a preliminary result that may be a starting point for future investigations. Proof Let G be a biconnected outerplanar graph and assume that G is maximal (i.e., all the internal faces are bounded by three edges). If G is not maximal, then add edges to it so to make it maximal. Let (u, v) be an edge on the external face of G. Let s be a segment with negative slope. We denote by ρ s the rectangle having s as a diagonal and by τ s the triangle consisting of the portion of ρ s that is above or on segment s. We prove that, for any given ε 1 > 0 G admits a closed and an open (ε 1 , 0)-RID such that: (i) (u, v) is represented by s; and (ii) the whole drawing of G is contained in τ s . The proof is by induction on the number n of vertices of G. If n = 3, then let u, v, and w be the three vertices of G. Edge (u, v) is drawn as the segment s (assume u to be drawn above v), while w is drawn at an arbitrary point of ρ [u, v] \ r ε 1 [u, v] (see Fig. 17(a) ). Rectangle r ε 1 (u, w) does not contain v because v is below both u and w. Analogously, r ε 1 (v, w) does not contain u because u is above both v and w. Rectangle r ε 1 (u, v) does not contain w by construction. Properties (i) and (ii) hold by construction (notice that ρ s = ρ [u, v] ).
If n > 3, let w be the unique vertex adjacent to both u and v (w exists because G is maximal and it is unique because G is outerplanar and (u, v) is on the external face). respectively (v, w) ) in the drawing of the 3-cycle u, v, w. If G 1 (respectively G 2 ) consists of more than one edge, then by induction it admits a closed and an open (ε 1 , 0)-RID Γ 1 (respectively Γ 2 ) such that: (i) (u, w) (respectively (v, w) ) is represented by the segment s 1 (respectively s 2 ); and (ii) the whole drawing of G 1 (respectively G 2 ) is contained in the triangle τ s 1 (respectively τ s 2 ) . If G 1 (respectively G 2 ) consists of a single edge, this edge already belongs to the drawing of (u, v, w); thus we do not recurse on G 1 (respectively G 2 ) and Γ 1 (respectively Γ 2 ) is empty.
The drawing obtained by gluing together Γ 1 , Γ 2 and the drawing of (u, v, w) (see Fig. 17(b)) is a closed and an open (ε 1 , 0) -RID. Namely, let (x, y) be an edge of G. If (x, y) is in G 1 (respectively G 2 ), then r ε 1 (x, y) does not contain any vertex in Γ 1 (respectively Γ 2 ) by induction; since Γ 2 (respectively Γ 1 ) has no vertex (except w) inside ρ [u, w] (respectively ρ [v, w] ), then no vertex has been placed inside r ε 1 (x, y) because of the gluing.
Let x and y be two non-adjacent vertices of G. If x and y are both in G 1 (respectively G 2 ), then ρ(x, y) contains at least a vertex distinct from x and y in Γ 1 (respectively Γ 2 ) by induction. If x is in G 1 and y is in G 2 , then x is in the second quadrant with respect to w, while y is in the fourth quadrant with respect to w. It follows that ρ(x, y) contains w. Property (i) holds by construction; property (ii) holds because the triangles τ s 1 and τ s 2 are completely contained in the triangle τ s .
We conclude by observing that, if G was not maximal, then the dummy edges added to make G maximal can be removed from the drawing. Namely, if (x, y) is a dummy edge, then (x, y) is not on the external face (because G is biconnected). Thus, the rectangle ρ(x, y) contains all the vertices of the subgraph whose drawing has been "glued on" the segment representing (x, y), which means that (x, y) can be removed from the drawing still obtaining an (ε 1 , 0)-RID.
