Abstract. We investigate the quantitative unique continuation of solutions to higher order elliptic equations with singular coefficients. Quantitative unique continuation described by the vanishing order is a quantitative form of strong unique continuation property. We characterize the vanishing order of solutions for higher order elliptic equations in terms of the norms of coefficient functions in their respective Lebesgue spaces. New versions of quantitative Carleman estimates are established.
Introduction
In this paper, we study the quantitative unique continuation for higher order elliptic equations with singular lower order terms. Suppose u is a non-trivial solution to
where B 10 is a ball centered at origin with radius 10 in R n with n ≥ 2, The value α 0 is a positive integer. If m is a positive even integer, the value α 0 ≤ [ ]. Assume that V α (x) ∈ L ∞ (B 10 ) and V 0 (x) ∈ L s (B 10 ) for some positive constant s to be specified later. We also normalize the solutions u in (1.1) as u L ∞ (B 1 ) ≥ 1 and u L ∞ (B 10 ) ≤Ĉ.
Quantitative unique continuation described by the vanishing order characterizes how much the solution vanishes. We say vanishing order of solution at x 0 is l, if l is the largest integer such that D α u(x 0 ) = 0 for all |α| < l, where α is a multi-index. It is a quantitative way to describe the strong unique continuation property. So we also call it quantitative uniqueness. Strong unique continuation property states that if a solution that vanishes of infinite order at a point vanishes identically. We know that all zeros of nontrivial solutions of second order linear equations on smooth compact Riemannian manifolds are of finite order. Especially, for classic eigenfunctions on a compact smooth Riemannian manifold M, −△ g φ λ = λφ λ in M.
Donnelly and Fefferman in [DF88] showed that the maximal vanishing order of φ λ is everywhere less than C √ λ, here C only depends on the manifold M. The vanishing order of classical eigenfunction φ λ is sharp and its sharpness can be seen from spherical harmonics if M is a sphere. If the strong unique continuation property holds for the solutions and solutions do not vanish of infinite order, the vanishing order of solutions depends on the potential functions and coefficient functions appeared in the equations. It is interesting to characterize the vanishing order by the potential function V 0 (x) and coefficient functions V α (x) in (1.1).
Recently, there has been much interest in investigating the vanishing order of solutions for (1.1) in the case m = 1, i.e. the second order elliptic equation [Mes92] .
Davey in [Dav14] generalized the quantitative unique continuation result to solutions to more general elliptic equations of the form ∆u + V 1 · ∇u + V 0 u = λu, where λ ∈ C, and V 0 , V 1 are complex-valued potential functions with pointwise decay at infinity. Davey proved that the order of vanishing for such solutions is less than
. See also the similar work in [Bak13] . Furthermore, The results in [Dav14] were extended to variable-coefficient operators by Lin and Wang in [LW14] .
Based on Donnelly and Fefferman's work on the vanishing order of eigenfunctions, Kenig [Ken07] asked if the order of vanishing can be reduced to C(1 + V 0 1/2 L ∞ ) for real-valued u and V 0 for the solutions in (1.3). It is related to a quantitative form of Landis' conjecture in the real-valued setting. In the late 1960s, E.M. Landis conjectured that the bounded solution u to ∆u − V 0 u = 0 in R n is trivial if |u (x)| exp −c |x| 1+ , where V 0 is a bounded function.
By assuming that the bounded real valued V 0 (x) to be nonnegative, Landis' conjecture was answered in [KSW15] in R 2 . It is known that the strong unique continuation property holds for second order elliptic equation (1.2) with singular lower terms satisfying the integrability condition, i.e.
V 1 ∈ L t with t > n and V 0 ∈ L n 2 . See e.g. [H85] , [JK85] , [S90] , [Wol92] , [KT01] for the literature about strong unique continuation property, to just mention a few. Recently, interest has been shifted to know how the singular lower order terms control the order of vanishing of solutions. Kenig and Wang in [KW15] studied the quantitative uniqueness of solutions to second order elliptic equations with a drift term ∆u + V 1 · ∇u = 0 in R 2 using complex analytic tools. They established the vanishing order estimates for solutions in the case that real-valued V 1 ∈ L s R 2 for some s ∈ [2, ∞). In [KT16] , Klein and Tsang studied quantitative unique continuation for solutions to ∆u + V 0 u = 0 motivated by spectral projection of Schrödinger operators, where V 0 ∈ L s for some s ≥ n. Their tools are Carleman estimates as that in [BK05] and Sobolev imbedding arguments. It seems that their method can not be adapted to study elliptic equations with singular gradient potentials. Very recently, by a new quantitative L p → L q Carleman estimates for a range of p and q value, Davey and the author in [DZ17] were able to deal with (1.2) with both singular gradient potential V 1 and singular potential V 0 for n ≥ 3. Our results not only work for a larger range of singular potentials and gradient potentials, but also improve the previous results on vanishing order of solutions. For n = 2, Davey and the author in [DaZ17] further explored the L p → L q Carleman estimates developed in [DZ17] . They were able to characterize vanishing order for all admissible singular potentials and gradient potentials, which provides a complete description of quantitative uniqueness for second order elliptic equations in n = 2.
Higher order elliptic equations are important models in the study of partial differential equations. We assume throughout the paper that m ≥ 2. A nature question is to study the quantitative uniqueness of higher order elliptic equations. However, it is relatively less explored in the literature. The strong unique continuation property has been well investigated for higher order elliptic equations. See e.g. [CG99] , [L07] , [CK10] , to just mention a few. In particular, this property has been shown for singular potential V 0 and singular coefficient functions V α in [L07] . The α value up to [ 3m 2 ] for unique continuation was given by Protter [P60] . The vanishing order for higher order elliptic equations was considered in [Zhu16] . For the model
it was shown in [Zhu16] that the vanishing order of u is less than C V 0 L ∞ for n ≥ 4m by a variant of frequency function. Lin, Nagayasu and Wang studied a different quantitative uniqueness result for higher order elliptic equations in [LNW11] , where the vanishing order of solutions was not explicitly provided in term of the potential function V 0 and the coefficient functions V α . A priori, we assume that u ∈ W m,2 loc (B 10 ) is a weak solution to (1.1). By regularity theory, it follows that u ∈ W 2m,2 loc ∩ L ∞ loc . In the paper, the notation B r (x 0 ) ⊂ R n is denoted as the ball of radius r centered at x 0 . When the center is clear in the context, we simply write B r . To fully discuss the vanishing order for higher order elliptic equations, our result is stated as three cases in term of the relation of n and m. Theorem 1. Let u be a solution to (1.1) in B 10 . I): In the case of n > 4m − 2, assume that s ∈ ( 2n 3m , ∞]. Then the vanishing order of u in B 1 is less than C(1
That is, for any x 0 ∈ B 1 and every r sufficiently small,
and ν = 2s 3ms − 2n .
and c = c n, m, s,Ĉ , C = C n, m, s,Ĉ .
II):
In the case of n = 4m − 2, assume that s ∈ ( 4(2m−1) 3m
, ∞]. Then for any sufficiently small constant ε > 0, the vanishing order of u in B 1 is less than C(1
and c = c n, m, s, ε,Ĉ , C = C n, m, s, ε,Ĉ .
III): In the case 2 ≤ n < 4m − 2, assume that s ∈ ( 4(2m−1) 3m
, ∞]. Then the vanishing order of u in B 1 is less than C(1
, and c = c n, m, s,Ĉ , C = C n, m, s,Ĉ .
Before we proceed, let us give some comments on Theorem 1.
Remark 1. 1. The vanishing order of solution is heavily relied on the Carleman estimates in Theorem 3, which is split into three cases. To obtain the Carleman estimates for singular weights in suitable Lebesgue spaces, Sobolev inequalities are used in the arguments. The application of Sobolev embedding implies those cases by the relation of n and m. 2. In [Zhu16] , the author developed a variant of frequency function to obtain the vanishing order less than C V 0 L ∞ for n ≥ 4m in (1.5). In addition to the situation n ≥ 4m, Theorem 1 provides the description of vanishing order for all cases. Observe that the vanishing order of solution is less than C V 0 2 3m L ∞ if V α = 0 and s = ∞. Theorem 1 not only improves the vanishing order in the case of s = ∞ in [Zhu16] , but also enables us to deal with singular potential V 0 and non-trivial coefficient function V α .
3. Because of the rich results for second order elliptic equation in the case of m = 1 in (1.1), we assume m ≥ 2 in the paper. However, the statement in Case I and II still applies to the case m = 1. Observe that those conclusions match the sharp results by [BK05] in the case of s = ∞ and m = 1.
Based on the result of vanishing order, one can show the quantitative unique continuation at infinity. The quantitative unique continuation at infinity is characterized by a lower bound for M (R), where
3 log R from a scaling argument using the estimates (1.4). We are able to show the following characterization of solution at infinity for higher order elliptic equations.
, ∞], Then for any sufficiently small constant ε > 0 and R >> 1,
Remark 2. 1. In particular, the vanishing at infinity as (1.7) for the higher order elliptic equation (1.5) with V 0 ∈ L ∞ was shown in [HWZ16] . If s = ∞ and V α = 0, our Theorem will implies (1.7) as well. Obviously, the results in [HWZ16] is just a special case of Theorem 2. The work enables us to deal with the singular potential V 0 as well as the presence of coefficient function V α for the results of vanishing at infinity. 2. The case I and II in Theorem 2 also work for the case m = 1. If V α = 0, m = 1 and s = ∞, the conclusions match the sharp result (1.7) for the seconder order elliptic equation in [BK05] . Clearly, we have obtained the results for much more general cases.
Generally speaking, the frequency function and Carleman estimates are two major ways to obtain qualitative and quantitative unique continuation results for solutions of partial differential equations. The frequency function describes the local growth rate of u and is considered as a local measure of its "degree" for a polynomial like function in B r . See e.g. [GL86] , [GL87] , [Ku98] , [Zhu16] for the application of frequency function, to just mention a few. Carleman estimates are weighted integral inequalities. To obtain the quantitative uniqueness results for solutions, one usually uses the Carleman estimates with a special choice of weight functions to obtain some type of Hadamard's three-ball theorem, then employ "propagation of smallness" argument to obtain maximal order of vanishing. In this paper, we establish a new quantitative L 2 → L p Carleman inequalities with a range of p value for higher order elliptic operators. We first derive a quantitative L 2 → L 2 Carleman inequalities involving terms for every order derivative for second order elliptic operators. Then, using an iterative procedure, we obtain a quantitative L 2 → L 2 Carleman inequalities for higher order elliptic operators. The L 2 → L p Carleman estimates are attained from Sobolev embedding and an interpolation argument, which adapts the idea in [DZ17] .
Let us comment on the organization of the article. Section 2 is devoted to obtaining Carleman estimates for the higher order elliptic operators with singular potential functions V 0 and coefficient functions V α . In Section 3, the main tool L 2 → L p Carleman estimates are established. We also derive some type of quantitative Caccioppoli inequality and L ∞ type estimates for higher order elliptic equations. In section 4, we deduce three-ball inequalities from the Carleman estimates and obtain the vanishing order estimates from the propagation of smallness argument. The proof of Theorem 2 is presented in Section 5. The letters c, C, C 0 and C 1 denote generic positive constants that do not depends on u, and may vary from line to line. In the paper, the norm V 0 L s and V α L ∞ are assumed to be sufficiently large. Otherwise, we may assume that V 0 L s ≤ M 0 and V α L ∞ ≤ M α for some sufficiently large M 0 and M α . Then we may replace the V 0 L s by M 0 and the V α L ∞ by M α in Theorem 1.
Carleman estimates
In this section, we state the crucial tools, the quantitative Carleman estimates. Set φ(r) = log r + log(log r) 2 .
Let r = |x − x 0 |. We use the notation u L p (r −n dx) to denote the L p norm with weight r −n , i.e.
Our quantitative Carleman estimate for the higher order elliptic operators is stated as follows. Three cases are discussed in term of the relation of n and m.
Theorem 3. (I): In the case of n > 4m − 2 and 2 ≤ p ≤ 2n n−4m+2 , there exist a constant C and a sufficiently small R 0 such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and τ > 1, one has
and β α = 3m−2|α| 2 . (II): In the case of n = 4m − 2 and 2 ≤ p < ∞, there exist a constant C and a sufficiently small R 0 such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and τ > 1, one has
, and 0 < ǫ < 1 is sufficiently small. (III): In the case of 2 ≤ n < 4m − 2 and 2 ≤ p ≤ ∞ there exist a constant C and a sufficiently small R 0 such that for any u ∈ C ∞ 0 (B R 0 (x 0 )\ {x 0 }) and τ > 1, one has
We provide the proof of Theorem 3 in the next section. We are going to use Theorem 3 to establish the following Carleman estimates for higher order elliptic equations of the form (1.1). For an appropriate choice of p and sufficiently large τ , from Theorem 3, we replace the higher order elliptic operator with a higher order elliptic operator with potential functions V 0 and coefficient functions V α using Hölder's inequality and the triangle inequality.
Theorem 4. I): In the case of n > 4m − 2, assume that s ∈ ( 2n 3m , ∞], there exist constants C 0 , C 1 , and sufficiently small R 0 < 1 such that for any u ∈ C ∞ 0 (B R 0 (x 0 ) \ {x 0 }) and large positive constant
and ν = 2s 3ms − 2n , and β 0 , β α and p as defined in Theorem 3. II:) In the case n = 4m − 2, assume that s ∈ (
, ∞], there exist constants C 0 , C 1 , and sufficiently small R 0 < 1 such that for any u ∈ C ∞ 0 (B R 0 (x 0 ) \ {x 0 }) and large positive constant
one has
andβ 0 , β α and p as defined in Theorem 3. III:) In the case 2 ≤ n < 4m − 2, assume that s ∈ (
, andβ 0 , β α and p as defined in Theorem 3.
Proof. Case I): We first consider the case n > 4m − 2. With the aid of Theorem 3 and the triangle inequality, we see that
Now we estimate the last two terms in the right hand side of (2.7). Set p = 2s s−2 . Note that m ≥ 2. By the assumption that n > 4m − 2, we obtain s > 2n 3m > 2. Thus, p is a positive constant. Since
, which in the range of p in Theorem 3. Following from Hölder's inequality, we obtain that
where we have used the fact that 2m + n p − n 2 > 0 and R 0 is small. Furthermore, using Hölder's inequality,
In order to absorb the last two terms in the right hand side of (2.7) into the the left hand side, from (2.9) and (2.8), we choose (2.10)
From the assumption of α 0 , we know
. Because s > 2n 3m , we see that β 0 > 0. Therefore, to reach (2.10), we need to choose
Case II): Now we turn to the case of n = 4m − 2. Carrying out the similar arguments as (2.7), we obtain
, we check that s > 2. It follows from Hölder's inequality that
where we have considered that 2m − n 2 > 0. For the terms involving higher order derivatives, we carry out the the same argument as (2.9). We can also absorb the last two terms in the right hand side of (2.11) into the left hand side. Together with (2.12) and (2.9), we choose (2.13)
, we can check that
by choosing ǫ sufficiently small. To satisfy (2.13), we choose
where 0 < ǫ < 1 is sufficiently small.
Case III): At last, we deal with the case 2 ≤ n < 4m − 2. Similar to the argument in Case II, by triangle inequality and Hölder's inequality, it follows from Theorem 3 that
, ∞], we can verify that
To satisfy (2.16), we select
where µ = 2 3m−2|α| andν = 2s 3ms−4(2m−1) . Thus, the estimate (2.6) is achieved. Together with the discussion in those three cases, we complete the proof of Theorem 3.
Proof of Carleman estimates
In this section, we prove the crucial tool in the whole paper, i.e. the L 2 − L p Carleman estimate stated in Theorem 3. To prove our Carleman estimate, we first establish a L 2 type Carleman estimates for higher order elliptic operators.
We introduce polar coordinates in R n \{0} by setting x = rω, with r = |x| and ω = (ω 1 , · · · , ω n ) ∈ S n−1 . Further, we use a new coordinate t = log r. Then
where Ω j is a vector field in S n−1 . It is well known that vector fields Ω j satisfy n j=1 ω j Ω j = 0 and
The adjoint of Ω j is an operator in L(S n−1 ) given by
We denote Ω α as the product of Ω
Since r = e t , then r → 0 if and only if t → −∞. In terms of t, we consider the case −∞ < t < t 0 < 0, where |t 0 | is chosen to be sufficiently large. Since
In the new coordinate system, the Laplace operator takes the form
where
j is the Laplace-Beltrami operator on S n−1 .
The idea of establishing the following Carleman estimates is motivated by [R97] and [L07] . However, the test function φ(r) = τ 2 (log r) 2 chosen in [R97] and [L07] is not a log linear function. The log linearity of test functions is essential in deriving the vanishing order in section 4. In the following proposition, we choose a log linear function φ(r) = log r + log(log r) 2 . More delicate analysis is devoted to establishing the estimates. Proposition 1. Given σ 1 ∈ Z and σ 2 ∈ Z. Then there exist positive constant C, large positive constant τ 0 , and sufficiently small R 0 < 1 such that for any
Proof. Our strategy is to prove a L 2 type Carleman estimates for second order elliptic operator. Then we can perform an interative process to get the Carleman estimates for higher order elliptic operators. First, we derive the following Carleman estimates involving terms for every order derivative with weights, (3.3)
By the polar coordinates, the right hand side of (3.3) can be written as
Direct calculations show that
where a = −2σ 1 − 2σ 2 t and
Note that
Next we define a new operator by
To show (3.3), it is equivalent to obtain that (3.6)
Let △ − τ v be the operator obtained from △ τ v by replacing ∂ t with −∂ t , i.e.
Similar calculations show that
On one hand, we compute the integration of the difference of △ τ v and △ − τ v. Define (3.9)
It follows from (3.7) and (3.8) that
where , is denoted as an inner product in L 2 space in (−∞, ∞) × S n−1 . We compute each term in the inner product in the last identity. Integration by parts shows that
Using integration by parts twice, we have
Integration by parts indicates that
Continuing the computation in (3.10) gives that
It is clear that
From integrations by parts, we get
It is obvious that
It follows from integration by parts that
It is true from integration by parts that
Taking into account of the equalities from (3.11) to (3.
On the other hand, we consider the integration of the sum of △ τ v and △ − τ v. Define (3.24)
Direction computations from (3.7) and (3.8) yields that
We compute each inner product in the expression of J, respectively. Integration by parts shows that
Again, it follows from integration by parts that
From the integration by parts, we obtain
It follows that
Integration by parts yields that
Taking the identities from (3.25) to (3.31) and |t 0 | is sufficiently large into consideration gives that
Now we consider the combined effect from I and J, i.e. τ I + J. Using the fact that −∞ < t < −|t 0 | with |t 0 | large enough and combining the estimates for I in (3.23) and estimates for J in (3.32) yields that
Note from integration by parts that
Thus, U ≥ 0 by Cauchy-Schwartz inequality. By the ellipticity of △ ω , there exists a constant C such that (3.34)
It follows from (3.33) that
Returning to the coordinate (r, ω) and u, the latter Carleman estimate (3.38) is equivalent to the following
To get the Carleman estimates for higher order elliptic operators, we iterate the estimate (3.39). Let us consider m = 2 for example. From (3.39), we obtain e −τ φ(r) (log r)
for α = α 1 + α 2 . Thus, the Carleman estimates (3.2) in the case of m = 2 is shown. Note that σ 1 and σ 2 are defined to be integers. In each iteration, σ 1 and σ 2 represent different integers, which is also the reason the iteration is able to be carried out. Iterating the estimate (3.39) m times, it implies that
Therefore, we complete the proof of Proposition 1.
Based on the quantitative L 2 type Carleman estimates in Proposition 1, we are going to establish a L 2 → L p type Carleman estimates to deal with singular weight potentials. The idea is to use Sobolev embedding and an interpolation argument inspired by the idea in [DZ17] .
Proof of Theorem 3. In particular, when σ 1 = σ 2 = 0, the Carleman estimates (3.2) in Proposition 1 takes the form (3.42)
Case I): Now we focus on the norm that only involves u. For the case of n > 4m − 2, since
n−2(2m−1) , we obtain the following
where we have used that φ ′ (r) = 1 r + 2 r log r ≤ 1 r since r ≤ R 0 ≤ 1 and (3.42). It is known from (3.2) that
We are going to do an interpolation argument with the last two inequalities. Choose λ ∈ (0, 1) so that p = 2λ + (1 − λ) 2n n−4m+2 . By Hölder's inequality,
and 1 − θ = (p−2)n (4m−2)p . Therefore, from (3.43) and (3.44),
That is, for any 2 ≤ p ≤ 2n n−4m+2 , we have
It is obvious from (3.42) that (3.46)
The combination of the previous two inequalities yields that
This completes the proof of (2.1).
Case II): For the case n = 4m − 2, we use the same idea as before. By Sobolev embedding W 2m−1,2 ֒→ L p ′ for 2 ≤ p ′ < ∞, we obtain that
where we have used the fact n = 4m − 2 and (3.42). From (3.2), we have
As before, we interpolate the last two inequalities. Choose λ ∈ (0, 1) so that p = 2λ+(1 − λ) p ′ . Note that 2 < p < p ′ . The Hölder's inequality implies that
and we have that 0 ≤ θ ≤ 1. Therefore,
where we have used (3.48) and (3.49). Here ǫ = p−2 p ′ −2 . Since p < p ′ < ∞, then 0 < ǫ < 1. Moreover, p ′ can be any sufficiently large constant that approaches to infinity so that ǫ can be chosen to be any sufficiently small constant that approaches 0. Thus, for any 2 < p < ∞,
Combing (3.42) with the last inequality gives the proof of (2.2) in Theorem 3. Case III): For the case of 2 ≤ n < 4m − 2, by the Sobolev embedding inequality, W 2m−1,2 ֒→ L ∞ , we have
The similar arguments as Case I and II shows that
The estimates (2.3) gives that
Using Hölder's inequality, for any 2 ≤ p ≤ ∞, we interpolate the inequality (3.51) and (3.52),
Together (3.42) with the last inequality gives the proof of (2.3) in Theorem 3. Finally, we arrive at the proof of the three cases in Theorem 3.
Vanishing order
In this section, we show the vanishing order of the solutions. For the preparations, we need some kind of Caccioppoli inequality and a L ∞ bound estimate. We first prove a quantitative type Caccioppoli inequality for the higher order elliptic equation. In such inequality, we want to know how the coefficient depends on the norms of the potential V 0 and coefficient functions V α . The idea is adapted from the Corollary 17.1.4 in the classical book of Hörmander [H85] . More delicate analysis is required to take care of appearance of singular potential V 0 . Lemma 1. Let u be the solution in (1.1). There exists a positive constant C that does not depend of u such that
for all positive constants 0 < c 4 < c 3 < c 2 < c 1 .
Proof. From Corollary 17.3 in [H85] , it holds that
where d(x) is the distance from X to X c and X c is the complement of X. We apply the estimate (4.2) with X = B c 1 R 0 \ B c 4 R 0 for some small R 0 with 0 < c 4 < c 1 . Since u is the solution of the equation (1.1),
From Hölder's inequality, it follows that
.
We first consider the case n > 4m − 2. Since
is a smooth function if R 0 is small. From the Sobolev embedding
In the case of n = 4m − 2, since s >
, then s > 2. From the Sobolev embedding W 2m−1,2 ֒→ L p , for any 2 ≤ p < ∞, we can also obtain (4.5) with a different constant C that does not depend on u. It follows from (4.4) and (4.5) that
In the case 2 ≤ n < 4m − 2, similar arguments as before show that
Using the estimates (4.2) and (4.3), it follows that
where we applied the estimate (4.6) for the case n ≥ 4m−2 and (4.7) for the case 2 ≤ n < 4m−2 in last inequality, and the fact that R 0 is small. Let
Taking the sum for 0 ≤ α ≤ 2m − 1, from (4.8), we obtain
From (4.10), we have (4.11)
for all 0 < c 4 < c 3 < c 2 < c 1 . This completes the proof of the lemma.
We need to establish a L ∞ -version of three-ball theorem. However, it seems that the classical De Giorgi-Nash-Moser theory does not exist for higher order elliptic equations. We will deduce the estimate by Sobolev embedding and a W 2m,p type estimate. We first present a W 2m,p type estimates for higher order elliptic equations (see e.g. [ADN59] ). Let u satisfy the following equation
where V α L ∞ ≤ 1 for every α. Then we have Lemma 2. Let 1 < p < ∞. Suppose u ∈ W 2m,p satisfies (4.12). Then there exits a constant C > 0 depending only on n, m such that for any σ ∈ (0, 1),
We are going to establish a L ∞ bound for the solution of
using the last lemma.
Lemma 3. Let u be the solution in (1.1). There exists a positive constant C independent of u such that
Proof. We do a scaling argument. Let w(x) = u(Rrx), where
and 0 < r < 1. Then w(x) satisfies the following equation
It is easy to check that Ṽ α L ∞ ≤ 1 and Ṽ 0 L s ≤ 1. We use the W 2m,p estimate to get the L ∞ bound, then use the scaling argument to find that how the coefficients depend on the norm of V α and V 0 . We first study the case n > 4m − 2 and s >
Obviously, w in a smaller Lebesgue L p space with p = 2ns (n−4m)s+2n > 2. Using the W 2m,p estimate in Lemma 2 again with p = 2ns (n−4m)s+4n and Hölder's inequality with
, we get
By Sobolev embedding, it can be deduced that
If we continue this argument as performed before, we will get that u in a smaller L p space with a larger exponent p. Assume that we have obtained
for some q very close to n 2m after k − 1 steps. Furthermore, the W 2m,p estimate with p = q and Hölder's inequality with
Keep in mind that s > 2n 3m . We choose some q ′ such that 
for some k depending on n, m and s. Using the W 2m,p estimate with p = q ′ and Hölder's inequality again, we have
The Sobolev embedding implies that
Recall that w(x) = u(Rrx), the latter inequality implies
If 2 ≤ n ≤ 4m − 2, we can carry out the similar argument to get the L ∞ bound (4.22). Actually, it takes fewer iterations.
For any B r , assume that the maximum value for |u| is achieved in B r at x 0 . That is, u L ∞ (Br) = |u(x 0 )|. Using the inequality (4.22) at the ball B Rr (x 0 ) yields that
Considering the definition of R, we obtain
Since s 2ms−n ≤ 1 if and only if s ≥ n 2m−1 , we can check s 2ms−n ≤ 1 from the assumption of s in all cases n > 4m − 2,n = 4m − 2 and 2 ≤ n < 4m − 2. Thus, the estimate (4.14) is achieved.
Therefore, we arrive at (4.14) in the lemma in those three cases.
Using the new L 2 → L p type Carleman estimate in Theorem 4 for higher order elliptic equations, we establish a three-ball inequality that plays an important role in obtaining the vanishing order. The three-ball inequality is also considered as a quantitative behavior of the strong unique continuation property. The argument is motivated by those in [Ken07] .
Lemma 4. Let 0 < r 0 < r 1 < R 1 < R 0 , where R 0 < 1 is sufficiently small. Let u be a solution to (1.1) in B R 0 . I): In the case of n > 4m − 2, assume that s ∈ 2n 3m , ∞ , then
, and µ and ν are as given in Theorem 4. II): In the case of n = 4m − 2, assume that s ∈ 4(2m−1) 3m
, ∞ , then
where k 0 and β are the same as those in Case I, and µ andν are as given in Theorem 4.
III): In the case of 2 ≤ n < 4m − 2, assume that s ∈
where k 0 and β are the same as those in Case I and II, and µ andν are as given in Theorem 4.
Proof. We first consider the case n > 4m − 2 and s ∈ 2n 3m , ∞ . Let r 0 < r 1 < R 1 . The standard notation [a, b] is denoted as closed annulus with inner radius a and outer radius b. Choose a smooth function η ∈ C ∞ 0 (B R 0 ) with B 2R 1 ⊂ B R 0 . Let
We define η as η = 1 on
Since u is a solution to (1.1) in B R 0 , by regularity argument mentioned in the introduction, u ∈ L ∞ (B R 1 ) ∩ W 2m,2 (B R 1 ). Therefore, by regularization, the estimate in Theorem 4 holds for ηu. To use the Carleman estimates in Theorem 4, we substitute ηu into (2.4). The following holds
Consider that u is a solution to equation (1.1), further calculations show that
Note that [△ m , η] is a 2m − 1 order differential operator on u involving the derivative of η. From the last inequality and p ≥ 2, we have
. By Lemma 1 and the fact that −φ(r) is decreasing, we have
Similarly,
We conclude that
Define a new set D 4 = {r ∈ D 1 , r ≤ r 1 }. From (4.30) and the fact that τ ≥ 1 and
where the fact that e τ φ(r) | log r| m r n 2 is increasing on D 4 for R 0 sufficiently small is used. Adding u L 2 (B3r 0 /2) to both sides of the last inequality and taking the upper bound of K into account yields that
Then the last inequality leads to
Define a new parameter k 0 as follow
Recall that φ(r) = log r + log(log r) 2 . If we fix r 1 and R 1 , and choose r 0 to be sufficiently small, i.e. r 0 ≪ r 1 , then
, then the previous calculations hold with τ = τ 1 . We get from (4.34) that
On the other hand, if
We can write the last inequality as
Together with (4.35) and (4.36), we obtain that
Combining the estimates (4.37) and (4.38), the three-ball inequality in the L ∞ -norm in the form of (4.25) is derived.
For the case n = 4m − 2 and s ∈ 4(2m−1) 3m
, ∞ , the same argument using the Carleman estimates (2.5) will give (4.26). If 2 ≤ n < 4m − 2 and s ∈ 4(2m−1) 3m
, ∞ , we can also obtain the inequality (4.27) from the Carleman estimates (2.6) by performing the same argument as Case I. This completes the proof of the lemma.
The inequalities (4.25), (4.26) and (4.27) are the three-ball inequalities we use in the proof of Theorem 1. We first use the three-ball inequality in the propagation of smallness argument to establish a lower bound for the solution on B r . Similar arguments have been performed in [Zhu16] . Then we use the three-ball inequality again to establish the order of vanishing estimate.
Proof of Theorem 1. Without loss of generality, we may assume that x 0 is the origin. We first consider the case I. Let r 0 = r 2 , r 1 = 4r and R 1 = 10r. Then the estimate (4.25) implies that
. It is obvious that
where C and c are positive constants are independent of r. Thus, the parameter k 0 does not depend on r.
We choose a small r < |u(x)| ≥ 1. There also exists a sequence of balls with radius r, centered at x 0 = 0, x 1 , . . . , x d so that x i+1 ∈ B r (x i ) for every i, andx ∈ B r (x d ). The number of balls, d, depends on the radius r that will be fixed later. The application of L ∞ -version of three-ball inequality (4.39) at the origin and the boundedness assumption that u L ∞ (B 10 ) ≤Ĉ yield that
By the way each B r (x i ) is chosen, we obtain B r (x i+1 ) ⊂ B 3r (x i ). Hence, for every i = 1, 2, . . . , d,
Repeating the above argument with balls centered at x i and making use of (4.40) give that where C depends on d, n, m, andĈ. Now the radius r is fixed as a small number so that d is a fixed constant. We are going to apply the three-ball inequality again. Let Since r 0 << r, it is true that φ (r 0 ) − (C + φ (5r)) ≥ cφ (r 0 ). We get that 
If we raise both sides to 1 k 0 in the last inequality and take the assumption u L ∞ (B 10r ) ≤Ĉ into consideration, it follows that
Recall that The case Π or III follows from the same argument using the three-ball inequality (4.26) or (4.27). Therefore, the proof of Theorem 1 is done.
Quantitative unique continuation at infinity
In this section, we show the proof Theorem 2. By the maximal order of vanishing estimates, the quantitative unique continuation at infinity is established using the idea of scaling arguments in [BK05] .
Proof of Theorem 2. Case I): We consider the case n > 4m − 2 and s ∈ 2n 3m , ∞ . Assume u be a solution to (1.1) in R n . Let x 0 ∈ R n and set |x 0 | = R. Define u R (x) = u(x 0 + Rx). Set 
We can check that u R satisfies the following scaled version of (1.1) in B 10 , Recall that µ = 2 3m−2|α| and ν = 2s 3ms−2n . We can check that (2m − |α|)µ is increasing with respect to |α|. So its maximum value is achieved at Therefore, ||u|| L ∞ (B 1 (x 0 )) ≥c exp −C (n, m, s, A 0 , · · · , A α 0 ) R Θ log R .
Case II): In the case of n = 4m − 2 and s ∈ ( 4(2m−1) 3m
, ∞], similar arguments work. We need to find the max (2m − |α|)µ, 2m − Case III): For the case 2 ≤ n < 4m − 2 and s ∈ ( 4(2m−1) 3m
, ∞]. As before, we need to find the max (2m − |α|)µ, 2m − Therefore, the conclusion of the theorem follows.
