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Abstract
Let Sn be the symmetric group on [n] = {1, . . . , n}. The k-point fixing graph F(n, k) is defined to
be the graph with vertex set Sn and two vertices g, h of F(n, k) are joined if and only if gh
−1 fixes
exactly k points. In this paper, we derive a recurrence formula for the eigenvalues of F(n, k). Then
we apply our result to determine the sign of the eigenvalues of F(n, 1).
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1 Introduction
Let G be a finite group and S be an inverse closed subset of G, i.e., 1 /∈ S and s ∈ S ⇒ s−1 ∈ G.
The Cayley graph Γ(G,S) is the graph which has the elements of G as its vertices and two vertices
u, v ∈ G are joined by an edge if and only if v = su for some s ∈ S.
A Cayley graph Γ(G,S) is said to be normal if S is closed under conjugation. It is well known that
the eigenvalues of a normal Cayley graph Γ(G,S) can be expressed in terms of the irreducible characters
of G.
Theorem 1.1 ([1, 10, 18, 19]). The eigenvalues of a normal Cayley graph Γ(G,S) are given by
ηχ =
1
χ(1)
∑
s∈S
χ(s),
where χ ranges over all the irreducible characters of G. Moreover, the multiplicity of ηχ is χ(1)
2.
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Let Sn be the symmetric group on [n] = {1, . . . , n} and S ⊆ Sn be closed under conjugation. Since
central characters are algebraic integers ([14, Theorem 3.7 on p. 36]) and that the characters of the
symmetric group are integers ([14, 2.12 on p. 31] or [21, Corollary 2 on p. 103]), by Theorem 1.1, the
eigenvalues of Γ(Sn, S) are integers.
Corollary 1.2. The eigenvalues of a normal Cayley graph Γ(Sn, S) are integers.
For k ≤ n, a k-permutation of [n] is an injective function from [k] to [n]. So any k-permutation pi can
be represented by a vector (i1, . . . , ik) where pi(j) = ij for j = 1, . . . , k. Let 1 ≤ r ≤ k ≤ n. The (n, k, r)-
arrangement graph A(n, k, r) has all the k-permutations of [n] as vertices and two k-permutations are
adjacent if they differ in exactly r positions. Formally, the vertex set V (n, k) and edge set E(n, k, r) of
A(n, k, r) are
V (n, k) =
{
(p1, p2, . . . , pk) | pi ∈ [n] and pi 6= pj for i 6= j
}
,
E(n, k, r) =
{
{(p1, p2, . . . , pk), (q1, q2, . . . , qk)} | pi 6= qi for i ∈ R and
pj = qj for all j ∈ [k] \R for some R ⊆ [k] with |R| = r
}
.
Note that |V (n, k)| = n!/(n − k)! and A(n, k, r) is a regular graph [3, Theorem 4.2]. In particular,
A(n, k, 1) is a k(n − k)-regular graph. We note here that A(n, k, 1) is called the partial permutation
graph in [15].
The family of the arrangement graphs A(n, k, 1) was first introduced in [9] as an interconnection
network model for parallel computation. In the interconnection network model, each processor has its
own memory unit and communicates with the other processors through a topological network, i.e. a
graph. Many properties of the arrangement graphs A(n, k, 1) have been studied in [4, 5, 6, 7, 8, 9, 23, 24].
The eigenvalues of the arrangement graphs A(n, k, 1) were first studied in [2] by using a method
developed by Godsil and McKay [13]. A relation between the eigenvalues of A(n, k, r) and certain
Cayley graphs was given in [3].
The derangement graph Γn is the Cayley graph Γ(Sn,Dn) where Dn is the set of derangements in
Sn. That is, two vertices g, h of Γn are joined if and only if g(i) 6= h(i) for all i ∈ [n], or equivalently
gh−1 fixes no point. Since Dn is closed under conjugation, by Corollary 1.2, the eigenvalues of the
derangement graph are integers. The lower and upper bounds of the absolute values of these eigenvalues
have been studied in [16, 17, 20]. Note that the derangement graph is a kind of arrangement graph,
i.e., Γn = A(n, n, n).
Let 0 ≤ k < n and S(n, k) be the set of all σ ∈ Sn such that σ fixes exactly k elements. Note that
S(n, k) is an inverse closed subset of Sn. The k-point fixing graph is defined to be
F(n, k) = Γ(Sn,S(n, k)).
That is, two vertices g, h of F(n, k) are joined if and only if gh−1 fixes exactly k points. Note that the
k-point fixing graph is also a kind of arrangement graph, i.e., F(n, k) = A(n, n, n − k). Furthermore,
the 0-point fixing graph is the derangement graph, i.e., F(n, 0) = Γn = A(n, n, n).
Clearly, F(n, k) is vertex-transitive, so it is |S(n, k)|-regular and the largest eigenvalue of F(n, k) is
|S(n, k)|. Furthermore, S(n, k) is closed under conjugation. Therefore, by Corollary 1.2, the eigenvalues
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of the k-point fixing graph are integers. However, the complete set of spectrum of F(n, k) is not known.
The purpose of this paper is to study the eigenvalues of F(n, k).
Recall that a partition λ of n, denoted by λ ⊢ n, is a weakly decreasing sequence λ1 ≥ . . . ≥ λr with
λr ≥ 1 such that λ1 + · · · + λr = n. We write λ = (λ1, . . . , λr). The size of λ, denoted by |λ|, is n and
each λi is called the i-th part of the partition. We also use the notation (µ
a1
1 , . . . , µ
as
s ) ⊢ n to denote the
partition where µi are the distinct nonzero parts that occur with multiplicity ai. For example,
(5, 5, 4, 4, 2, 2, 2, 1) ←→ (52, 42, 23, 1).
It is well known that both the conjugacy classes of Sn and the irreducible characters of Sn are
indexed by partitions λ of [n]. Since S(n, k) is closed under conjugation, the eigenvalue ηχλ(k) of the
k-point fixing graph can be denoted by ηλ(k). Throughout the paper, we shall use this notation.
The paper is organized as follows. In Section 2, we provide some known results regarding the
eigenvalues of F(n, 0). In Section 3, we prove a recurrence formula for the eigenvalues of F(n, k)
(Theorem 3.7). In Section 4, we prove some inequalities for the eigenvalues of F(n, 0) which will be
used to prove the following Alternating Sign Property (ASP) for F(n, 1):
Theorem 1.3. (ASP for F(n, 1)) Let n ≥ 2 and λ = (λ1, . . . , λr) ⊢ n.
(a) ηλ(1) = 0 if and only if λ = (n− 1, 1) or λ = (2, 1
n−2).
(b) If r = 1 and λ 6= (2), then ηλ(1) > 0.
(c) If r ≥ 2 and λ 6= (n− 1, 1) or (2, 1n−2), then
sign(ηλ(1)) = (−1)
|λ|−λ1−1
= (−1)(#cells under the first row of λ)−1
where sign(ηλ(1)) is 1 if ηλ(1) is positive or −1 if ηλ(1) is negative.
In Section 6, we provide a list of eigenvalues of F(n, 1) for small n.
2 Known results for eigenvalues of F(n, 0)
To describe the Renteln’s recurrence formula for F(n, 0), we require some terminology. To the
Ferrers diagram of a partition λ, we assign xy-coordinates to each of its boxes by defining the upper-
left-most box to be (1, 1), with the x axis increasing to the right and the y axis increasing downwards.
Then the hook of λ is the union of the boxes (x′, 1) and (1, y′) of the Ferrers diagram of λ, where
x′ ≥ 1, y′ ≥ 1. Let ĥλ denote the hook of λ and let hλ denote the size of ĥλ. Similarly, let ĉλ and
cλ denote the first column of λ and the size of ĉλ respectively. Note that cλ is equal to the number
of rows of λ. When λ is clear from the context, we will replace ĥλ, hλ, ĉλ and cλ by ĥ, h, ĉ and c
respectively. Let λ − ĥ ⊢ n − h denote the partition obtained from λ by removing its hook. Also, let
λ − ĉ denote the partition obtained from λ by removing the first column of its Ferrers diagram, i.e.
(λ1, . . . , λr)− ĉ = (λ1 − 1, . . . , λr − 1) ⊢ n− r.
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Theorem 2.1. ([20, Theorem 6.5] Renteln’s Recurrence Formula) For any partition λ = (λ1, . . . , λr) ⊢
n, the eigenvalues of the derangement graph F(n, 0) satisfy the following recurrence:
ηλ(0) = (−1)
hη
λ−ĥ
(0) + (−1)h+λ1hηλ−ĉ(0)
with initial condition η∅(0) = 1.
To describe the Ku-Wong’s recurrence formula for F(n, 0), we need a new terminology. For a
partition λ = (λ1, . . . , λr) ⊢ n, let l̂λ denote the last row of λ and lλ denote the size of l̂λ. Clearly, we
have lλ = λr. Let λ− l̂λ denote the partition obtained from λ by deleting the last row. When λ is clear
from the context, we will replace l̂λ, lλ by l̂ and l respectively.
Theorem 2.2. ([17, Theorem 1.4] Ku-Wong’s Recurrence Formula) For any partition λ = (λ1, . . . , λr) ⊢
n, the eigenvalues of the derangement graph F(n, 0) satisfy the following recurrence:
ηλ(0) = (−1)
λrη
λ−l̂
(0) + (−1)r−1λrηλ−ĉ(0)
with initial condition η∅(0) = 1.
The following theorem is called the Alternating Sign Property (ASP) for F(n, 0).
Theorem 2.3. ([16, Theorem 1.2],[17, Theorem 1.3]) Let n ≥ 2. For any partition λ = (λ1, . . . , λr) ⊢ n,
sign(ηλ(0)) = (−1)
|λ|−λ1
= (−1)#cells under the first row of λ
where sign(ηλ(0)) is 1 if ηλ(0) is positive or −1 if ηλ(0) is negative.
The following corollary is a consequence of Theorem 2.2 and 2.3.
Corollary 2.4. For any partition λ = (λ1, . . . , λr) ⊢ n with r ≥ 2, the absolute value of the eigenvalues
of the derangement graph F(n, 0) satisfy the following recurrence:
|ηλ(0)| = |ηλ−l̂(0)| + λr|ηλ−ĉ(0)|
with initial condition |η∅(0)| = 1.
3 Recurrence Formula
For each σ ∈ Sn, we denote it’s conjugacy class by ConSn(σ), i.e., ConSn(σ) = {γ
−1σγ : γ ∈ Sn}.
Let µ ⊢ n be the partition that represents ConSn(σ). We shall denote the size of ConSn(σ) by NSn(µ).
Let A ⊆ Sn and α ∈ Sn. The set α
−1Aα is defined as
α−1Aα = {α−1σα : σ ∈ A}.
Let 0 ≤ k < n. Each β ∈ Sn−k can be considered as an element β of Sn by defining β(j) = β(j) for
1 ≤ j ≤ n − k and β(j) = j for n − k + 1 ≤ j ≤ n. The β is called the extension of β to Sn. The
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set of derangements Dn−k in Sn−k can be considered as a subset of Sn (Dn−k = {σ : σ ∈ Dn−k}).
Furthermore,
⋃
σ∈Sn
σ−1Dn−kσ ⊆ S(n, k).
Let γ ∈ S(n, k). Then γ fixes exactly k elements, i.e., γ(ij) = ij for j = 1, 2, . . . , k and γ(a) 6= a for
a ∈ [n] \ {i1, i2, . . . , ik} = {b1, b2, . . . , bn−k}. Let σ0(bj) = j for 1 ≤ j ≤ n− k and σ0(ij) = n− k+ j for
1 ≤ j ≤ k. Then σ0 ∈ Sn and σ
−1
0 γσ0 ∈ Dn−k. Hence, the following lemma follows.
Lemma 3.1.
S(n, k) =
⋃
σ∈Sn
σ−1Dn−kσ.
Let λ ⊢ n. For a box with coordinate (a, b) in the Ferrers diagram of λ, the hook-length hλ(a, b) is
the size of the set of all the boxes with coordinate (i, j) where i = a and j ≥ b, or i ≥ a and j = b. The
following lemma is well-known [12, 4.12 on p. 50].
Lemma 3.2.
χλ(1) =
n!∏
hλ(a, b)
,
where the product is over all the boxes (a, b) in the Ferrers diagram of λ.
For convenience, let us denote the dimension of λ by fλ, i.e., fλ = χλ(1). By Lemma 3.1, there are
σk1, σk2, . . . , σksk ∈ Dn−k such that
S(n, k) =
sk⋃
i=1
ConSn(σki), (1)
and σki is not conjugate to σkj in Sn−k for i 6= j. Furthermore,
Dn−k =
sk⋃
i=1
ConSn−k(σki). (2)
Note that χλ(σ) = χλ(β) for all σ ∈ ConSn(β). For any β ∈ Sn, let ϕ(β) denote the partition of n
induced by the cycle structure of β. Let ConSn(β) be represented by the partition ϕ(β) ⊢ n. Then by
Theorem 1.1 and Corollary 1.2, the eigenvalues of F(n, k) are integers given by
ηλ(k) =
1
fλ
sk∑
i=1
NSn(ϕ(σki))χλ(ϕ(σki)), (3)
where χλ(ϕ(σki)) = χλ(σki).
Assume that 0 < k < n. Note that each σki (1 ≤ i ≤ sk) must consist of at least one 1-cycle in its
cycle decomposition. Therefore ϕ(σki) = (ν1, ν2, . . . , νr) ⊢ n and νr = 1. Note that ϕ(σki) − l̂ϕ(σki) =
(ν1, ν2, . . . , νr−1) ⊢ (n − 1). We are now ready to state the following lemma which is a special case of
[11, Theorem 3.4].
Lemma 3.3. If the Ferrers diagrams obtained from λ by removing 1 node from the right hand side
from any row of the diagram so that the resulting diagram will still be a partition of (n − 1) are those
of µ1, . . . , µq, then
χλ(ϕ(σki)) =
q∑
j=1
χµj (ϕ(σki)− l̂ϕ(σki)),
for all 1 ≤ i ≤ sk.
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Example 3.4. Let n = 7 and λ = (3, 3, 1), then
χ(3,3,1)((6, 1)) = χ(3,3)((6)) + χ(3,2,1)((6)),
χ(3,3,1)((4, 2, 1)) = χ(3,3)((4, 2)) + χ(3,2,1)((4, 2)),
χ(3,3,1)((3, 3, 1)) = χ(3,3)((3, 3)) + χ(3,2,1)((3, 3)),
χ(3,3,1)((2, 2, 2, 1)) = χ(3,3)((2, 2, 2)) + χ(3,2,1)((2, 2, 2)).
We shall need the following lemma [22, (7.18) on p. 299].
Lemma 3.5. Let λ = (nmn , . . . , 2m2 , 1m1) ⊢ n and zλ =
∏n
j=1(j
mjmj !), then the size of the conjugacy
class represented by λ is
NSn(λ) =
n!
zλ
.
Lemma 3.6. Let λ = (λ1, . . . , λr) ⊢ (n− k) be a derangement, i.e., λr ≥ 2. If
ν = (λ, 1k) ⊢ n, and µ = (λ, 1k−1) ⊢ (n− 1),
then
NSn(ν) =
n
k
NSn−1(µ).
Proof. The lemma follows from Lemma 3.5, by noting that
NSn(ν) =
n!
zλ × 1 · k!
, and NSn−1(µ) =
(n − 1)!
zλ × 1 · (k − 1)!
.
Theorem 3.7. Let 0 < k < n and λ ⊢ n. If the Ferrers diagrams obtained from λ by removing 1
node from the right hand side from any row of the diagram so that the resulting diagram will still be a
partition of (n− 1) are those of µ1, . . . , µq, then
ηλ(k) =
n
kfλ
q∑
j=1
fµjηµj (k − 1).
Proof. Suppose k = 1. By equation (3),
ηλ(1) =
1
fλ
s1∑
i=1
NSn(ϕ(σ1i))χλ(ϕ(σ1i)).
Note that σ1i consists of exactly one 1-cycle and ϕ(σ1i) = (ν1, ν2, . . . , νr) ⊢ n with νr = 1, νr−1 ≥ 2.
Therefore ϕ(σ1i)− l̂ϕ(σ1i) = (ν1, ν2, . . . , νr−1) ⊢ (n− 1) is a derangement. In fact, ϕ(σ1i)− l̂ϕ(σ1i) is the
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partition of (n− 1) that represents ConSn−1(σ1i). By Lemma 3.3 and Lemma 3.6,
ηλ(1) =
1
fλ
s1∑
i=1
NSn(ϕ(σ1i))
 q∑
j=1
χµj (ϕ(σ1i)− l̂ϕ(σ1i))

=
1
fλ
s1∑
i=1
nNSn−1(ϕ(σ1i)− l̂ϕ(σ1i))
 q∑
j=1
χµj (ϕ(σ1i)− l̂ϕ(σ1i))

=
n
fλ
q∑
j=1
(
s1∑
i=1
NSn−1(ϕ(σ1i)− l̂ϕ(σ1i))χµj (ϕ(σ1i)− l̂ϕ(σ1i))
)
=
n
fλ
q∑
j=1
fµjηµj (0),
where the last equality follows from equations (2) and (3). Thus, the theorem holds for k = 1.
Suppose k > 1. (We note here that the proof for k > 1 is similar to the proof for k = 1. The reason
we distinguish them is to make the proof easier to comprehend.)
By equation (3),
ηλ(k) =
1
fλ
sk∑
i=1
NSn(ϕ(σki))χλ(ϕ(σki)).
Note that σki consists of exactly k’s 1-cycle and ϕ(σki) = (ν1, ν2, . . . , νr) ⊢ n with νj = 1 for r− k+1 ≤
j ≤ r and νr−k ≥ 2. Let σki be the extension of σki to Sn−1, i.e., σki(j) = σki(j) for 1 ≤ j ≤ n− k and
σki(j) = j for n − k + 1 ≤ j ≤ n − 1. Note that ϕ(σki) − l̂ϕ(σki) = (ν1, ν2, . . . , νr−1) ⊢ (n − 1) is the
partition of (n− 1) that represents ConSn−1(σki). Furthermore,
S(n− 1, k − 1) =
sk⋃
i=1
ConSn−1(σki).
Therefore, by Theorem 1.1,
ηµj (k − 1) =
1
fµj
sk∑
i=1
NSn−1(ϕ(σki)− l̂ϕ(σki))χµj (ϕ(σki)− l̂ϕ(σki)).
By Lemma 3.3 and Lemma 3.6,
ηλ(k) =
1
fλ
sk∑
i=1
NSn(ϕ(σki))
 q∑
j=1
χµj (ϕ(σki)− l̂ϕ(σki))

=
1
fλ
sk∑
i=1
n
k
NSn−1(ϕ(σki)− l̂ϕ(σki))
 q∑
j=1
χµj (ϕ(σki)− l̂ϕ(σki))

=
n
kfλ
q∑
j=1
(
sk∑
i=1
NSn−1(ϕ(σki)− l̂ϕ(σki))χµj (ϕ(σ1i)− l̂ϕ(σ1i))
)
=
n
kfλ
q∑
j=1
fµjηµj (k − 1).
Hence, the theorem holds for k > 1.
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4 Inequalities for the eigenvalues of F(n, 0)
For convenience, if λ = (n), we set
dn = ηλ(0).
By Theorem 2.2,
dn = (−1)
n + ndn−1, for n ≥ 1, (4)
where d0 = 1. Note that d1 = 0 and dn > 0 for all n 6= 1. Furthermore, for n ≥ 3,
dn = (−1)
n + ndn−1
≥ ndn−1 − 1 (5)
= (n− 1)dn−1 + dn−1 − 1 ≥ (n− 1)dn−1. (6)
Lemma 4.1. Let 1 ≤ p ≤ n− 1. If λ = (n− p, 1p) and µ = (n− p+ 1, 1p−1) are partitions of [n], then
fλ |ηλ(0)| ≤ f
µ |ηµ(0)| .
Furthermore, equality holds if and only if p = 1 or n− p = 1.
Proof. Note that
fλ =
n!
Hλ
=
n!
n(n− p− 1)!p!
and fµ =
n!
Hµ
=
n!
n(n− p)!(p − 1)!
.
By Theorem 2.1 and equation (4),
|ηλ(0)| =
∣∣1 + (−1)n−pndn−p−1∣∣ ,
|ηµ(0)| =
∣∣1 + (−1)n−p+1ndn−p∣∣
=
∣∣1− n+ (−1)n−p+1n(n− p)dn−p−1∣∣ .
Therefore, it is sufficient to show that
PL = (n− p)
∣∣1 + (−1)n−pndn−p−1∣∣ ≤ p ∣∣1− n+ (−1)n−p+1n(n− p)dn−p−1∣∣ = PR.
Case 1. Suppose n and p are of same parity (both even or both odd). Then
PR − PL = p(n(n− p)dn−p−1 + n− 1)− (n− p)(1 + ndn−p−1)
= n(n− p)(p− 1)dn−p−1 + (p− 1)n ≥ 0.
Note that PR − PL = 0 if and only if p = 1.
Case 2. Suppose n and p are of different parity (one even and one odd). Then dn−p−1 6= 0, for n−p 6= 2.
Therefore
PR − PL = p(1− n+ n(n− p)dn−p−1)− (n− p)(ndn−p−1 − 1)
= n(n− p)(p− 1)dn−p−1 − (p− 1)n
= n(p− 1)((n − p)dn−p−1 − 1) ≥ 0.
Note that PR − PL = 0 if and only if p = 1 or n− p = 1.
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Lemma 4.2. Let m ≥ q ≥ 1 and n = m+ q. If λ = (m, q) and µ = (m+1, q − 1) are partitions of [n],
then
(m− q + 1) |ηλ(0)| ≤ |ηµ(0)| .
Furthermore, equality holds if and only if q = 1 or m = q = 2.
Proof. We shall prove by induction on q. Suppose q = 1. By Corollary 2.4, |ηλ(0)| = dm + dm−1. By
equation (4), |ηµ(0)| = dm+1 = (−1)
m+1 + (m+ 1)dm. Therefore
|ηµ(0)| −m |ηλ(0)| = (−1)
m+1 + dm −mdm−1
= (−1)m+1 + (−1)m +mdm−1 −mdm−1 = 0.
Suppose q ≥ 2. Assume that the lemma holds for q − 1. By Theorem 2.1,
ηλ(0) = (−1)
m+1dq−1 − (m+ 1)η(m−1,q−1)(0).
By Theorem 2.3, sign(ηλ(0)) = (−1)
q and sign((m− 1, q − 1)) = (−1)q−1. Thus,
|ηλ(0)| = (−1)
m−q+1dq−1 + (m+ 1)|η(m−1,q−1)(0)|.
Similarly, by Theorem 2.1 and 2.3,
|ηµ(0)| = (−1)
m−q+1dq−2 + (m+ 2)|η(m,q−2)(0)|.
By induction, (m− q + 1)|η(m−1,q−1)(0)| ≤ |η(m,q−2)(0)|.
Therefore
|ηµ(0)| − (m− q + 1)|ηλ(0)|
≥ (−1)m−q(m− q + 1)dq−1 + (−1)
m−q+1dq−2 + |η(m,q−2)(0)|.
If q = 2, then dq−1 = 0 and |ηµ(0)| − (m − q + 1)|ηλ(0)| ≥ dm + (−1)
m−1 ≥ 0. Furthermore, equality
holds throughout if and only if m = q = 2.
Suppose q ≥ 3. By Corollary 2.4, |η(m,q−2)(0)| = dm + (q − 2)|η(m−1,q−3)(0)| > dm, where the
last inequality follows from |η(m−1,q−3)(0)| 6= 0. If m ≡ q mod 2, then |ηµ(0)| − (m − q + 1)|ηλ(0)| >
(m− q)dq−1 + (dq−1 − dq−2) + dm > 0. If m 6≡ q mod 2, then
|ηµ(0)| − (m− q + 1)|ηλ(0)| > −(m− q + 1)dq−1 + dq−2 + dm
≥ dm − (m− q + 1)dq−1
≥ (m− 1)dm−1 − (m− q + 1)dq−1 (by equation (6))
≥ (q − 2)dq−1 > 0.
This complete the proof of the lemma.
Lemma 4.3. If m > q ≥ 1 and k ≥ t ≥ 1, then
(m− q + k + 1)|η(q,qt)(0)| ≤ k|η(m+1,qt)(0)|.
Furthermore, equality holds if and only if q = 1, m = 2 and k = t.
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Proof. We shall prove by induction on q. Suppose q = 1. Then by Corollary 2.4, |η(q,qt)(0)| = t and
|η(m+1,qt)(0)| = tdm + dm+1. Note that m ≥ 2. If m = 2, then
k|η(m+1,qt)(0)| − (m− q + k + 1)|η(q,qt)(0)| = k(t+ 2)− (k + 2)t
= 2(k − t) ≥ 0.
Furthermore, equality holds if and only if k = t.
If m = 3, then
k|η(m+1,qt)(0)| − (m− q + k + 1)|η(q,qt)(0)| = k(2t+ 9)− (k + 3)t
= kt+ 3(3k − t) > 0.
Suppose m ≥ 4. By equation (6), dm ≥ (m− 1)(m− 2)dm−2 ≥ (m− 1)(m− 2). Since
k(m− 1)(m− 2)− (m− q + k + 1) = km2 − (3k + 1)m+ k
≥ 4km− (3k + 1)m+ k
= (k − 1)m+ k > 0,
we have k|η(m+1,qt)(0)| − (m− q + k + 1)|η(q,qt)(0)| ≥ t((k − 1)m+ k) + dm+1 > 0.
Suppose q ≥ 2. Assume that
(m′ − (q − 1) + k + 1)|η(q−1,(q−1)t)(0)| ≤ k|η(m′+1,(q−1)t)(0)|,
for all m′ > q − 1 and k ≥ t ≥ 1.
By Corollary 2.4,
|η(m+1,qt)(0)| = q|η(m,(q−1)t)(0)|+ |η(m+1,qt−1)(0)|
= q|η(m,(q−1)t)(0)|+ q|η(m,(q−1)t−1)(0)|+ |η(m+1,qt−2)(0)|
...
= q
 t∑
j=1
|η(m,(q−1)j )(0)|
 + dm+1.
Similarly,
|η(q,qt)(0)| = q
 t∑
j=1
|η(q−1,(q−1)j )(0)|
 + dq.
By induction, for 1 ≤ j ≤ t,
(m− q + k + 1)|η(q−1,(q−1)j )(0)| ≤ k|η(m,(q−1)j )(0)|.
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By equation (6), dm+1 ≥ m(m− 1)dm−1 ≥ m(m− 1)dq. Note that m ≥ 3 and
km(m− 1)− (m− q + k + 1) = km2 − (k + 1)m+ q − k − 1
≥ 3km− (k + 1)m+ q − k − 1
= (2k − 1)m+ q − k − 1
≥ 3(2k − 1) + q − k − 1
= 5k − 4 + q > 0
Hence, (m− q + k + 1)|η(q,qt)(0)| ≤ k|η(m+1,qt)(0)|.
This complete the proof of the lemma.
Lemma 4.4. If q ≥ 1 and t ≥ 1, then
|η(qt,q−1)(0)| < |η(qt,q)(0)|.
Proof. We shall prove by induction on q. Suppose q = 1. Then by Corollary 2.4, |η(qt,q)(0)| = t >
t− 1 = |η(qt,q−1)(0)|.
Suppose q ≥ 2. Assume that the lemma holds for q − 1. By Corollary 2.4,
|η(qt,q)(0)| = q|η((q−1)t ,q−1)(0)|+ |η(qt)(0)|
|η(qt,q−1)(0)| = (q − 1)|η((q−1)t ,q−2)(0)| + |η(qt)(0)|.
By induction, |η((q−1)t ,q−2)(0)| < |η((q−1)t,q−1)(0)|. Hence, |η(qt,q−1)(0)| < |η(qt,q)(0)|.
This complete the proof of the lemma.
Lemma 4.5. Let m ≥ q ≥ 1, k ≥ 2 and n = m+ kq. If λ = (m, qk−1, q) and µ = (m + 1, qk−1, q − 1)
are partitions of [n], then
(m− q + 1)|ηλ(0)| ≤ k|ηµ(0)|.
Furthermore, equality holds if and only if q = 1 = m.
Proof. We shall prove by induction on q. Suppose q = 1. By Corollary 2.4, |ηλ(0)| = kdm−1 + dm and
|ηµ(0)| = (k− 1)dm + dm+1. If m = 1, then |ηλ(0)| = k = k|ηµ(0)| and the lemma holds. If m = 2, then
2|ηλ(0)| = 2 < k(k + 1) = k|ηµ(0)| and the lemma holds. Suppose m ≥ 3. Then by equation (6),
k|ηµ(0)| − (m− q + 1)|ηλ(0)|
= k((k − 1)dm + dm+1)−m (kdm−1 + dm)
≥ k((k − 1)dm +mdm)−m (kdm−1 + dm)
= (k2 + (k − 1)m− k)dm − kmdm−1
≥ dm−1
(
(k2 + (k − 1)m− k)(m− 1)− km
)
≥ dm−1
(
2(k2 + (k − 1)m− k)− km
)
= dm−1 (2k(k − 1) + (k − 2)m) > 0.
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Suppose q ≥ 2. Assume that the lemma holds for q − 1. By Theorem 2.1,
ηλ(0) = (−1)
k(m+ k)η(m−1,(q−1)k−1 ,q−1)(0) + (−1)
m+kη((q−1)k−1,q−1)(0).
By Theorem 2.3, sign(ηλ(0)) = (−1)
kq, sign(η(m−1,(q−1)k−1 ,q−1)(0)) = (−1)
k(q−1) and
sign(η((q−1)k−1,q−1)(0)) = (−1)
(k−1)(q−1). Therefore,
|ηλ(0)| = (m+ k)|η(m−1,(q−1)k−1 ,q−1)(0)| + (−1)
m−q+1|η((q−1)k−1 ,q−1)(0)|.
Similarly,
|ηµ(0)| = (m+ k + 1)|η(m,(q−1)k−1 ,q−2)(0)| + (−1)
m−q|η((q−1)k−1,q−2)(0)|.
By induction,
(m− q + 1)|η(m−1,(q−1)k−1 ,q−1)(0)| ≤ k|η(m,(q−1)k−1 ,q−2)(0)|.
Suppose m = q. Then
(m− q + 1)|ηλ(0)| = (m− q + 1)
(
(m+ k)|η(m−1,(q−1)k−1 ,q−1)(0)| − |η((q−1)k−1 ,q−1)(0)|
)
< (m+ k)
(
(m− q + 1)|η(m−1,(q−1)k−1 ,q−1)(0)|
)
< (m+ k + 1)
(
k|η(m,(q−1)k−1,q−2)(0)|
)
≤ k
(
(m+ k + 1)|η(m,(q−1)k−1 ,q−2)(0)| + |η((q−1)k−1,q−2)(0)|
)
= k|ηµ(0)|.
Suppose m > q. Note that
(m− q + 1)|ηλ(0)| ≤ (m− q + 1)
(
(m+ k)|η(m−1,(q−1)k−1 ,q−1)(0)|+ |η((q−1)k−1 ,q−1)(0)|
)
≤ (m+ k)
(
k|η(m,(q−1)k−1 ,q−2)(0)|
)
+ (m− q + 1)|η((q−1)k−1 ,q−1)(0)|.
By Lemma 4.4,
k|ηµ(0)| ≥ k
(
(m+ k + 1)|η(m,(q−1)k−1 ,q−2)(0)| − |η((q−1)k−1,q−2)(0)|
)
> k
(
(m+ k + 1)|η(m,(q−1)k−1 ,q−2)(0)| − |η((q−1)k−1,q−1)(0)|
)
.
Therefore,
k|ηµ(0)| − (m− q + 1)|ηλ(0)|
≥ k|η(m,(q−1)k−1,q−2)(0)| − (m− q + k + 1)|η((q−1)k−1 ,q−1)(0)|.
If q = 2, then by Lemma 4.3, k|ηµ(0)| − (m− q + k + 1)|ηλ(0)| ≥ 0. Suppose q ≥ 3. By Corollary 2.4,
|η(m,(q−1)k−1,q−2)(0)| = (q − 2)|η(m−1,(q−2)k−1 ,q−3)(0)| + |η(m,(q−1)k−1)(0)|
> |η(m,(q−1)k−1)(0)|.
It then follows from Lemma 4.3 that
k|ηµ(0)| − (m− q + 1)|ηλ(0)|
> k|η(m,(q−1)k−1)(0)| − (m− q + k + 1)|η((q−1)k−1 ,q−1)(0)| > 0.
This complete the proof of the lemma.
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Lemma 4.6. Let r ≥ 0, m ≥ q ≥ 1, k ≥ 1, n = m+ kq +
∑r
j=1 αj , q > α1 and
λ = (m, qk−1, q, α1, . . . , αr),
µ = (m+ 1, qk−1, q − 1, α1, . . . , αr),
be partitions of [n]. Then
(m− q + 1) |ηλ(0)| ≤ k |ηµ(0)| .
Proof. If r = 0, then the lemma follows from Lemma 4.2 or 4.5, depending on whether k = 1 or k ≥ 2.
Suppose r ≥ 1. Then q ≥ 2, for q > α1 ≥ 1. We shall prove by induction on α1.
Suppose α1 = 1. Then α1 = · · · = αr = 1. By Corollary 2.4,
|ηλ(0)| = |η(m,qk−1,q,α1,...,αr−1)(0)|+ |η(m−1,(q−1)k−1 ,q−1)(0)|
= |η(m,qk−1,q,α1,...,αr−2)(0)|+ 2|η(m−1,(q−1)k−1 ,q−1)(0)|
...
= |η(m,qk−1,q)(0)|+ r|η(m−1,(q−1)k−1,q−1)(0)|.
Similarly,
|ηµ(0)| = |η(m+1,qk−1,q−1)(0)| + r|η(m,(q−1)k−1,q−2)(0)|.
By Lemma 4.2 or 4.5,
(m− q + 1)|η(m,qk−1,q)(0)| ≤ k|η(m+1,qk−1,q−1)(0)|, and
(m− q + 1)|η(m−1,(q−1)k−1 ,q−1)(0)| ≤ k|η(m,(q−1)k−1,q−2)(0)|.
Hence, (m− q + 1) |ηλ(0)| ≤ k |ηµ(0)|.
Suppose α1 ≥ 2. Assume that the lemma holds for α1 − 1. By Corollary 2.4,
|ηλ(0)| = |η(m,qk−1,q,α1,...,αr−1)(0)| + αr|η(m−1,(q−1)k−1 ,q−1,α1−1,...,αr−1)(0)|
...
= |η(m,qk−1,q)(0)|+
r∑
j=1
αj|η(m−1,(q−1)k−1 ,q−1,α1−1,...,αj−1)(0)|.
Similarly,
|ηµ(0)| = |η(m+1,qk−1,q−1)(0)| +
r∑
j=1
αj |η(m,(q−1)k−1,q−2,α1−1,...,αj−1)(0)|.
By Lemma 4.2 or 4.5,
(m− q + 1)|η(m,qk−1,q)(0)| ≤ k|η(m+1,qk−1,q−1)(0)|.
By induction, for 1 ≤ j ≤ r,
(m− q + 1)|η(m−1,(q−1)k−1 ,q−1,α1−1,...,αj−1)(0)| ≤ k|η(m,(q−1)k−1 ,q−2,α1−1,...,αj−1)(0)|.
Hence, (m− q + 1) |ηλ(0)| ≤ k |ηµ(0)|.
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The following lemma is obvious.
Lemma 4.7. If u ≥ v, then (
u+ 1
u
)(
v − 1
v
)
< 1.
Lemma 4.8. Let r ≥ 0, k ≥ 1, m ≥ q ≥ 2, n = m+ kq +
∑r
j=1 αj , q > α1 and
λ = (m, qk−1, q, α1, . . . , αr),
µ = (m+ 1, qk−1, q − 1, α1, . . . , αr),
be partitions of [n]. Then
fλ
fµ
<
(m− q + 1)
k
.
Proof. Note that hµ(i, j) = hλ(i, j) for all i, j except when i = q, j = 1 or j = k + 1. Let ci = hλ(i, 1)
and di = hλ(i, k + 1) for 1 ≤ i ≤ q − 1. Note that hµ(i, 1) = ci + 1 and hµ(i, k + 1) = di − 1 for
1 ≤ i ≤ q − 1, and hµ(q, 1) = hλ(q, 1). Therefore
fλ
fµ
=
Hµ
Hλ
=
(∏q−1
i=1 (ci + 1)
)(∏q−1
i=1 (di − 1)
)
(m+ 1− q)!(k − 1)!(∏q−1
i=1 ci
)(∏q−1
i=1 di
)
(m− q)!k!
=
(
q−1∏
i=1
(
ci + 1
ci
)(
di − 1
di
))
(m+ 1− q)
k
<
(m− q + 1)
k
,
where the last inequality follows from ci > di and Lemma 4.7.
Theorem 4.9. Let r ≥ 0, k ≥ 1, m ≥ q ≥ 1, n = m+ kq +
∑r
j=1 αj , q > α1 and
λ = (m, qk−1, q, α1, . . . , αr),
µ = (m+ 1, qk−1, q − 1, α1, . . . , αr),
be partitions of [n]. Then
fλ |ηλ(0)| ≤ f
µ |ηµ(0)| .
Furthermore, equality holds if and only if λ = (1, 1n−1) or λ = (n− 1, 1).
Proof. Suppose q = 1. Then r = 0 and the theorem follows from Lemma 4.1. Suppose q ≥ 2. By
Lemma 4.6 and 4.8,
fλ
fµ
|ηλ(0)| <
(m− q + 1)
k
|ηλ(0)| ≤ |ηµ(0)| .
This complete the proof of the theorem.
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5 Proof of Theorem 1.3
Proof. Suppose the Ferrers diagrams obtained from λ by removing 1 node from the right hand side from
any row of the diagram so that the resulting diagram will still be a partition of (n − 1) are those of
µ1, . . . , µs. Then by Theorem 3.7,
ηλ(1) =
n
kfλ
s∑
j=1
fµjηµj (0).
Suppose r = 1. Then s = 1 and µ1 = (λ1 − 1) = (n− 1). Thus, ηλ(1) =
n
kfλ
fµ1ηµ1(0) ≥ 0 and with
equality if and only if µ1 = (1), i.e., λ = (2).
Suppose r ≥ 2. If λ1 = λ2, then the first part of each µj is λ1. By Theorem 2.3, sign(ηµj (0)) =
(
∑r
i=2 λi)− 1 = |λ| − λ1 − 1. Hence, ηλ(1) = (−1)
|λ|−λ1−1 n
kfλ
∑s
j=1 f
µj |ηµj (0)|. Note that ηλ(1) = 0 if
and only if s = 1 and µ1 = (1), i.e., λ = (1, 1). For other partitions λ, |ηλ(1)| 6= 0 and sign(ηλ(1)) =
|λ| − λ1 − 1.
Suppose λ1 = m+ 1 > λ2 = q. Note that we may write
λ = (m+ 1, qk−1, q, α1, . . . , αr),
where r ≥ 0, k ≥ 1, m ≥ q ≥ 1, and q > α1. Let
µ1 = (m, q
k−1, q, α1, . . . , αr),
µ2 = (m+ 1, q
k−1, q − 1, α1, . . . , αr).
By Theorem 2.3, sign(ηµ1(0)) = |λ| − λ1 and sign(ηµj (0)) = |λ| − λ1 − 1 for j ≥ 2. This implies that
ηλ(1) = (−1)
|λ|−λ1−1 n
kfλ
fµ2 |ηµ2(0))| − fµ1 |ηµ1(0))| + s∑
j=3
fµj |ηµj (0)|
 .
By Theorem 4.9, fµ2 |ηµ2(0)| − f
µ1 |ηµ1(0)| ≥ 0. Furthermore, equality holds if and only if
µ1 = (1, 1
n−2) or µ1 = (n− 2, 1),
i.e., λ = (2, 1n−2) or (n − 1, 1). Note also that when this happens, we have s = 2 and ηλ(1) = 0. For
other partitions λ, fµ2 |ηµ2(0)| − f
µ1 |ηµ1(0)| > 0. Hence, |ηλ(1)| 6= 0 and sign(ηλ(1)) = |λ| − λ1 − 1.
This complete the proof of the theorem.
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6 Eigenvalues Table for F(n, 1)
n = 3
λ ηλ λ ηλ λ ηλ
[3] 3 [2, 1] 0 [13] −3
n = 4
λ ηλ λ ηλ λ ηλ λ ηλ λ ηλ
[4] 8 [3, 1] 0 [2, 2] −4 [2, 12] 0 [14] 8
n = 5
λ ηλ λ ηλ λ ηλ λ ηλ
[5] 45 [3, 2] −3 [22, 1] 9 [15] −15
[4, 1] 0 [3, 12] −5 [2, 13] 0
n = 6
λ ηλ λ ηλ λ ηλ λ ηλ
[6] 264 [4, 12] −12 [3, 13] 12 [2, 14] 0
[5, 1] 0 [32] 24 [23] −24 [16] 24
[4, 2] −16 [3, 2, 1] 9 [22, 12] −16
16
n = 7
λ ηλ λ ηλ λ ηλ λ ηλ λ ηλ
[7] 1855 [5, 12] −63 [4, 13] 28 [3, 2, 12] −17 [22, 13] 25
[6, 1] 0 [4, 3] 40 [32, 1] −45 [3, 14] −21 [2, 15] 0
[5, 2] −65 [4, 2, 1] 37 [3, 22] −15 [23, 1] 40 [17] −35
n = 8
λ ηλ λ ηλ λ ηλ λ ηλ
[8] 14832 [5, 13] 144 [32, 2] 80 [23, 12] −60
[7, 1] 0 [42] −168 [32, 12] 72 [22, 14] −36
[6, 2] −372 [4, 3, 1] −72 [3, 22, 1] 24 [2, 16] 0
[6, 12] −352 [4, 22] −72 [3, 2, 13] 27 [18] 48
[5, 3] 180 [4, 2, 12] −64 [3, 15] 32
[5, 2, 1] 153 [4, 14] −48 [24] −72
n = 9
λ ηλ λ ηλ λ ηλ λ ηλ
[9] 133497 [5, 3, 1] −315 [4, 2, 13] 97 [3, 16] −45
[8, 1] 0 [5, 2, 2] −273 [4, 15] 72 [24, 1] 105
[7, 2] −2471 [5, 2, 12] −263 [33] −171 [23, 13] 84
[7, 12] −2385 [5, 14] −243 [32, 2, 1] −120 [22, 15] 49
[6, 3] 924 [42, 1] 267 [33, 13] −105 [2, 17] 0
[6, 2, 1] 849 [4, 3, 2] 120 [3, 23] −33 [19] −63
[6, 13] 792 [4, 3, 12] 112 [3, 22, 12] −35
[5, 4] −375 [4, 22, 1] 112 [3, 2, 14] −39
n = 10
λ ηλ λ ηλ λ ηλ λ ηλ
[10] 1334960 [6, 14] −1320 [4, 3, 2, 1] −175 [3, 22, 13] 48
[9, 1] 0 [52] 1280 [4, 3, 13] −160 [3, 2, 15] 53
[8, 2] −19072 [5, 4, 1] 585 [4, 23] −172 [3, 17] 60
[8, 12] −18540 [5, 3, 2] 504 [4, 22, 12] −160 [25] −160
[7, 3] 5936 [5, 3, 12] 480 [4, 2, 14] −136 [24, 12] −144
[7, 2, 1] 5561 [5, 22, 1] 416 [4, 16] −100 [23, 14] −112
[7, 13] 5300 [5, 2, 13] 395 [33, 1] 248 [22, 16] −64
[6, 4] −1872 [5, 15] 360 [32, 22] 180 [2, 18] 0
[6, 3, 1] −1584 [42, 2] −420 [32, 2, 12] 168 [110] 80
[6, 22] −1488 [42, 12] −388 [32, 14] 144
[6, 2, 12] −1432 [4, 32] −184 [3, 23, 1] 45
17
n = 11, λ1 ≥ 5
λ ηλ λ ηλ λ ηλ
[11] 14684571 [7, 2, 12] −9269 [5, 4, 2] −875
[10, 1] 0 [7, 14] −8745 [5, 4, 12] −837
[9, 2] −166869 [6, 5] 3576 [5, 32] −801
[9, 12] −163163 [6, 4, 1] 2851 [5, 3, 2, 1] −720
[8, 3] 44496 [6, 3, 2] 2464 [5, 3, 13] −675
[8, 2, 1] 42381 [6, 3, 12] 2376 [5, 23] −603
[8, 13] 40788 [6, 22, 1] 2232 [5, 22, 12] −585
[7, 4] −11109 [6, 2, 13] 2121 [5, 2, 14] −549
[7, 3, 1] −10017 [6, 15] 1936 [5, 16] −495
[7, 22] −9531 [52, 1] −1863
n = 12, λ1 ≥ 6
λ ηλ λ ηλ λ ηλ
[12] 176214840 [8, 2, 12] −69928 [6, 5, 1] −5112
[11, 1] 0 [8, 14] −66744 [6, 4, 2] −4160
[10, 2] −1631620 [7, 5] 19880 [6, 4, 12] −4008
[10, 12] −1601952 [7, 4, 1] 16665 [6, 32] −3684
[9, 3] 381420 [7, 3, 2] 15264 [6, 3, 2, 1] −3465
[9, 2, 1] 367113 [7, 3, 12] 14840 [6, 3, 13] −3300
[9, 13] 355992 [7, 22, 1] 14120 [6, 23] −3192
[8, 4] −80112 [7, 2, 13] 13595 [6, 22, 12] −3100
[8, 3, 1] −74160 [7, 15] 12720 [6, 2, 14] −2916
[8, 22] −71520 [62] −10860 [6, 16] −2640
n = 13, λ1 ≥ 6
λ ηλ λ ηλ λ ηλ
[13] 2290792933 [8, 3, 12] 108768 [62, 1] 14877
[12, 1] 0 [8, 22, 1] 104896 [6, 5, 2] 7152
[11, 2] −17621483 [8, 2, 13] 101713 [6, 5, 12] 6904
[11, 12] −17354493 [8, 15] 96408 [6, 4, 3] 5997
[10, 3] 3671140 [7, 6] −36155 [6, 4, 2, 1] 5616
[10, 2, 1] 3559897 [7, 5, 1] −27953 [6, 4, 13] 5343
[10, 13] 3470896 [7, 4, 2] −23805 [6, 32, 1] 4972
[9, 4] −667467 [7, 4, 12] −23147 [6, 3, 22] 4752
[9, 3, 1] −629343 [7, 32] −22271 [6, 3, 2, 12] 4620
[9, 22] −611853 [7, 3, 2, 1] −21200 [6, 3, 14] 4356
[9, 2, 12] −600731 [7, 3, 13] −20405 [6, 23, 1] 4257
[9, 14] −578487 [7, 23] −19853 [6, 22, 13] 4092
[8, 5] 133408 [7, 22, 12] −19415 [6, 2, 15] 3817
[8, 4, 1] 118683 [7, 2, 14] −18539 [6, 17] 3432
[8, 3, 2] 111240 [7, 16] −17225
18
n = 15
λ ηλ λ ηλ λ ηλ
[15] 481066515735 [8, 2, 15] 177997 [6, 3, 16] 6864
[14, 1] 0 [8, 17] 166860 [6, 24, 1] 7032
[13, 2] −2672591753 [72, 1] −133761 [6, 23, 13] 6813
[13, 12] −2643222615 [7, 6, 2] −65079 [6, 22, 15] 6448
[12, 3] 458158584 [7, 6, 12] −63305 [6, 2, 17] 5937
[12, 2, 1] 448546869 [7, 5, 3] −52211 [6, 19] 5280
[12, 13] 440537100 [7, 5, 2, 1] −49700 [53] −11235
[11, 4] −66080553 [7, 5, 13] −47825 [52, 4, 1] −7880
[11, 3, 1] −63633141 [7, 42] −46581 [52, 3, 2] −6803
[11, 22] −62476167 [7, 4, 3, 1] −43193 [52, 3, 12] −6545
[11, 2, 12] −61675193 [7, 4, 22] −41655 [52, 22, 1] −6063
[11, 14] −60073245 [7, 4, 2, 12] −40733 [52, 2, 13] −5760
[10, 5] 9789640 [7, 4, 14] −38889 [52, 15] −5255
[10, 4, 1] 9154035 [7, 32, 2] −38981 [5, 42, 2] −3285
[10, 3, 2] 8810736 [7, 32, 12] −38111 [5, 42, 12] −3183
[10, 3, 12] 8677240 [7, 3, 22, 1] −36729 [5, 4, 32] −3111
[10, 22, 1] 8484424 [7, 3, 2, 13] −35616 [5, 4, 3, 2, 1] −2925
[10, 2, 13] 8306425 [7, 3, 15] −33761 [5, 4, 3, 13] −2793
[10, 15] 8009760 [7, 24] −33965 [5, 4, 23] −2685
[9, 6] −1668105 [7, 23, 12] −33351 [5, 4, 22, 12] −2615
[9, 5, 1] −1468563 [7, 22, 14] −32123 [5, 4, 2, 14] −2475
[9, 4, 2] −1359655 [7, 2, 16] −30281 [5, 4, 16] −2265
[9, 4, 12] −1334937 [7, 18] −27825 [5, 33, 1] −2649
[9, 32] −1311141 [62, 3] 27903 [5, 32, 22] −2495
[9, 3, 2, 1] −1271400 [62, 2, 1] 26064 [5, 32, 2, 12] −2421
[9, 3, 13] −1239615 [62, 13] 24765 [5, 32, 14] −2273
[9, 23] −1223703 [6, 5, 4] 14181 [5, 3, 23, 1] −2160
[9, 22, 12] −1205165 [6, 5, 3, 1] 12832 [5, 3, 22, 13] −2079
[9, 2, 14] −1168089 [6, 5, 22] 12252 [5, 3, 2, 15] −1944
[9, 16] −1112475 [6, 5, 2, 12] 11920 [5, 3, 17] −1755
[8, 7] 393072 [6, 5, 14] 11256 [5, 25] −1725
[8, 6, 1] 297585 [6, 42, 1] 11352 [5, 24, 12] −1691
[8, 5, 2] 250140 [6, 4, 3, 2] 10287 [5, 23, 14] −1623
[8, 5, 12] 244588 [6, 4, 3, 12] 9997 [5, 22, 16] −1521
[8, 4, 3] 228897 [6, 4, 22, 1] 9515 [5, 2, 18] −1385
[8, 4, 2, 1] 220308 [6, 4, 2, 13] 9152 [5, 110] −1215
[8, 4, 13] 213627 [6, 4, 15] 8547 [43, 3] 3420
[8, 32, 1] 209752 [6, 33] 8808 [43, 2, 1] 3075
[8, 3, 22] 203940 [6, 32, 2, 1] 8409 [43, 13] 2856
[8, 3, 2, 12] 200232 [6, 32, 13] 8100 [42, 32, 1] 2305
[8, 3, 14] 192816 [6, 3, 23] 7920 [42, 3, 22] 2143
[8, 23, 1] 190725 [6, 3, 22, 12] 7744 [42, 3, 2, 12] 2061
[8, 22, 13] 185952 [6, 3, 2, 14] 7392 [42, 3, 14] 1897
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λ ηλ λ ηλ λ ηλ
[42, 23, 1] 1788 [4, 23, 15] 697 [3, 26] −123
[42, 22, 13] 1695 [4, 22, 17] 520 [3, 25, 12] −125
[42, 2, 15] 1540 [4, 2, 19] 421 [3, 24, 14] −129
[42, 17] 1323 [4, 111] 300 [3, 23, 16] −135
[4, 33, 2] 760 [35] −1545 [3, 22, 18] −143
[4, 33, 12] 744 [34, 2, 1] −1368 [3, 2, 19] −153
[4, 32, 22, 1] 736 [34, 13] −1263 [3, 112] −165
[4, 32, 2, 13] 709 [33, 23] −1119 [27, 1] 624
[4, 32, 15] 664 [33, 22, 12] −1073 [26, 13] 585
[4, 3, 24] 720 [33, 2, 14] −981 [25, 15] 520
[4, 3, 23, 12] 700 [33, 16] −843 [24, 17] 429
[4, 3, 23, 14] 660 [32, 24, 1] −693 [23, 19] 312
[4, 3, 2, 16 ] 600 [32, 23, 13] −660 [22, 111] 169
[4, 3, 18] 520 [32, 22, 15] −605 [2, 113] 0
[4, 25, 1] 685 [32, 2, 17] −528 [115] −195
[4, 24, 13] 652 [32, 19] −429
20
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