ABSTRACT
INTRODUCTION
This study addresses the problem of gene selection and tissue classification using gene expression profiles with a mathematical programming (MP) approach. The objective is to use a minimum number of genes, or biomarkers, to classify tissue samples as accurately as possible into two known groups. Such problems feature a huge number of variables, i.e. gene expression levels, and a relatively small number of observations. Identifying a few biomarkers among a huge number of genes to separate the tissue samples is a challenging task. A novel mixed integer programming (MIP) model is formulated to represent and to solve the gene selection and tissue classification problem. Because useful information is sought from a * To whom correspondence should be addressed.
huge amount of data, the MP approach developed in this study can be considered as a data mining technique.
MP approaches for classification have been developed in the last two decades. Since the pioneering work of Hand (1981) and Freed and Glover (1981a,b) , different MP formulations have been introduced and many improvements to the original models have been suggested (Freed and Glover, 1986; Glover, 1993) . As nonparametric methods, MP approaches do not make strict assumptions about the distribution of the data analyzed. Without foreseeing the need of analyzing data sets with a huge number of variables and a small number of observations, researchers have not paid much attention to variable selection in MP approaches. As far as we know, the MIP models of Glen (1999 Glen ( , 2001 are the only reported studies dealing with variable selection with MP approaches.
Tissue classification and gene selection using gene expression profiles have attracted the interests of researchers in the last a few years because of emerging advances in microarray technology that allow the simultaneous analysis of expression patterns of thousands of genes (Stephenson, 1999) . These studies open new avenues for disease gene identification and biomarker discovery, which can be used for diagnosis and for drug efficacy and toxicity assessment. Formulating biomarker identification problems as MP models and finding effective methods to solve these problems are important steps in these studies. Chilingaryan et al. (2002) and Szabo et al. (2002) proposed ways to select subsets of genes to use in the classification of tissue samples. Dudoit et al. (2002) compared the performance of different classification methods to classify tissue samples using gene expression profiles. Li et al. (2001) used a genetic algorithm to guide the k-nearest neighbor method when classification functions are constructed. Nguyen and Rocke (2002) used partial least squares approaches and Olshen and Jain (2002) used k-nearest neighbor method to classify tumors. Xiong et al. (2001a) developed heuristic procedures to select genes in classification models and used Fisher's linear discriminant function (LDF), logistic regression and support vector machines to fit classification models. Xiong et al. (2000) also used Fisher's LDF to classify tissue samples. Xiong et al. (2001b) used the stepwise method to select genes when constructing Fisher's LDF. Zhang et al. (2001) used a classification tree to classify normal and tumor tissues.
In this study, we develop an MP approach for gene selection and tissue classification using gene expression profiles. Specifically, an MIP gene selection model is formulated for this purpose. Two real data sets published in the literature are used as examples to demonstrate the way the proposed approach works and to show the performance of the approach. For both data sets, the proposed MP approach found very good solutions.
MODELS
Let m denote the number of observations or cases in the sample and let m 1 and m 2 , such that m = m 1 + m 2 , denote the numbers of observations of normal (or type 1) and tumor (or type 2) tissues, respectively. Let I denote the index set of the observations in the sample and let I n and I t , such that I = I n ∪ I t , denote the index sets of normal and tumor observations, respectively. The expression profiles of n genes are measured and the group membership is known for each observation in the sample. The expression level of the jth gene and of the ith observation is denoted by x i j . Let J denote the index set of all genes. If we have reasons to eliminate some genes from consideration in a preliminary selection process, only the genes passing this preliminary selection process are included in the gene selection and tissue classification analysis. We use J to denote the index set of genes passing this preliminary selection process, i.e. J ⊂ J , and use n to represent the number of genes in J , i.e. n = |J |.
It is assumed that there are parameters β 0 , β 1 , . . . , β n such that (1) and (2) in the following hold if the observations are completely linearly separable:
If the observations are not completely linearly separable, we minimize the amount of violation of (1) and (2). Hence, we have the following equation for each observation i whether i ∈ I or i / ∈ I ,
where e i is a deviational variable for observation i. We would like to have e i > 0 for i ∈ I n and e i < 0 for i ∈ I t . If separating the observations in the two groups is the only purpose, then (3) is the classification function or model to be constructed. Once the parameters β 0 , β 1 , . . . , β n are estimated, the model can be used to classify new observations. In this study, we use an MP approach to estimate the parameters β 0 , β 1 , . . . , β n in (3) so as to fit a classification model. In the model, b 0 is used to estimate β 0 and b j is used to estimate β j for each j ∈ J . In addition, the difference of two non-negative variables d
, is used to estimate e i for each i ∈ I . A goal programming (GP) model (Freed and Glover, 1981b ) is formulated as follows:
In (5) and (6), δ > 0 is a small constant. Although any δ > 0 can be used, it is convenient to use δ = 1 in the implementation. For each i ∈ I , at most one of d
's for i ∈ I n and the d − i 's for i ∈ I t represent classification errors. This GP model minimizes the sum of these classification errors, therefore, is usually called the MSD (minimization of the sum of deviations of misclassified cases) formulation (Freed and Glover, 1981b) .
The purpose of using a δ > 0 in (5) and (6) is to avoid the trivial solution where b 0 = 0 and b j = 0 for all j ∈ J . In a trivial solution, the observations cannot be decisively classified. In the literature, methods used to prevent the trivial solution are called normalizations (Freed and Glover, 1986) . Although more sophisticated and possibly more effective normalizations have been proposed (Glover, 1993) , we found that using a δ > 0 in (5) and (6) is very effective for the gene selection and tissue classification problem. By using a δ > 0, a classification gap of size 2δ is created. We split this gap evenly between the two groups if an observation falls into this gap.
Variations of the GP model (4)- (8) When n is sufficiently large, the classification function constructed may completely separate the two groups in the sample and the model may have many alternative optimal solutions. However, one problem with such an optimal solution is overfitting, i.e. memorizing the patterns in the sample, when too many genes are in the resulting classification function. Therefore, a more important issue addressed in this study is to minimize the number of genes in the classification model (3) while still achieving a high classification rate. A gene j ∈ J is in the model (3) if β j = 0. A parsimonious model is desirable because a model with fewer genes may have a better generalization ability than a model with more genes and subsets of genes or biomarkers responsible for certain diseases can be identified.
To limit the number of genes in the classification function, we introduce a two objective MIP model called the gene, or more generally variable, selection model. In this MIP model, one binary variable y j is used for each j ∈ J . The constraints in the model are satisfied with y j = 0 when b j = 0, but are satisfied only with y j = 1 when b j = 0. Hence, j∈J y j , that is minimized, represents the number of j's with b j = 0 or the number of genes in the resulting classification function. This MIP model is stated formally as follows:
and j ∈ J (15)
In a solution, if b j > 0, (13) ensures y j = 1 and (14) is not binding; if b j < 0, (14) ensures y j = 1 and (13) is not binding; and if b j = 0, (10) forces y j = 0. In (13) and (14), M > 0 is a constant that is large enough so that (13) is not binding when b j > 0 and (14) is not binding when b j < 0. In some cases, b j for some j ∈ J may become arbitrarily large in absolute value, i.e. |b j | → ∞. In such cases, the constraints in (13) and (14) also play a normalization role.
A gene j is selected in the classification model only if j ∈ J and b j = 0 in the solution of the gene selection model (9)-(17). Let J 1 denote the set of genes in the classification model, i.e.
After the b j 's are estimated, we obtain the following estimated classification function to evaluate any observation:
An observation i is classified as a normal tissue if g i < 0, as a tumor tissue if g i > 0 and not classified if g i = 0. The gene, or variable, selection model (9)- (17) is a multiple objective MIP model. Given the large number of integer variables involved, this multiple objective MIP problem is usually not easy to solve. We used the ε-constraint method (Steuer, 1986) to solve this problem. With this method, we assign an integer value ε to the second objective function (10) and convert it to a constraint, i.e. add the following to the set of constraints:
Then we solve the single objective MIP problem with the first objective function (9) as the only objective function and (11)- (17) plus (20) as constraints. By doing so, the number of genes in the classification model is limited to ε. Although the ε-constraint method is not considered to be one of the good solution methods for a general multiple objective programming problem (Steuer, 1986) , we found it is well suited to the gene selection model in this study. With this method, a solution is optimal to this MIP problem when the objective function (9) achieves its minimum possible value. Because many genes may perform similar functions and, therefore, their expression levels may be statistically correlated, the model may have many optimal solutions and many subsets of genes may perform equally well. We also tried to solve the problem with the lexicographic method (Steuer, 1986) . With this method, we first solve the GP model in (4)-(8). Suppose the objective function has a value z * 1 in the optimal solution. Then we minimize the second objective function (10) subject to all the constraints (11)-(17) plus the following:
However, this resulting MIP problem may have up to 2 n feasible solutions and the solution process is very time consuming. When n is large, the computation time needed is prohibitive. Furthermore, the resulting classification function may still have a large number of genes and may have the risk of overfitting.
The proposed gene selection model (9)- (17) and the solution methods are different from those in the literature. The MIP models of Glen (1999 Glen ( , 2001 ) use two binary variables and four constraints for each j ∈ J and, therefore, use twice as many binary variables and almost twice as many constraints as the model proposed in this study, resulting in much larger and much more complicated models.
RESULTS
The software package CPLEX † was used to solve the GP and MIP problems. All computations were conducted on a SUN Ultra 10 computer running the UNIX operating system. Computer programs were written to convert the data in spreadsheet format to the MPS format that CPLEX can read.
Two data sets are analyzed as examples to show the performance of the MP approach. Both data sets use Affymetrix oligonucleotide arrays. One data set, the ALL/AML data set, consists of expression profiles of n = 6817 genes from m 1 = 47 acute lymphoblastic leukemia (ALL) patients and m 2 = 25 acute myeloid leukemia (AML) patients (Golub et al., 1999) . The other data set, the Colon Cancer data set, consists of expression profiles of n = 2000 genes from m 1 = 22 normal and m 2 = 40 colon tumor tissues (Alon et al., 1999) .
Before the gene selection model (9)-(17) was applied, each data set was screened to select a subset J from the set J to reduce the number of genes in a preliminary selection process. The primary reason for doing so is to make the gene selection model (9)-(17) within a manageable size. The following criterion similar to that in Dudoit et al. (2002) is used in the preliminary selection process:
x i j and x j = 1 m i∈I x i j . We have to point out, however, that when multiple genes are used in a classification model, the value of φ j alone does not determine the contribution of gene j to the classification power because the genes work simultaneously rather than individually. It is almost certain † CPLEX Optimization, Inc., Using the CPLEX Callable Library Including Using the CPLEX Base System with CPLEX Barrier and Mixed Integer Solver Options, 1989-1995. that many genes that would have made good contributions to the classification power have a low φ j value and are not selected in this preliminary selection process. On the other hand, many different subsets of genes can perform equally well and eliminating some genes from consideration may not necessarily eliminate all the best subsets.
When the classification function (19) is used to classify the observations used to build the model, i.e. the training set, we can count the number of misclassified observations and compute the internal classification rate. We used the 'leave-one-out' approach to validate the classification model. In this approach, we leave one observation out in turn and use the other m − 1 observations to set up a GP model (4)- (8) with J = J 1 . We then use the estimated classification function to classify the observation that is left out. This process is repeated m times, once for each i ∈ I . Then we count the number of misclassified observations and compute the leave-one-out validation classification rate. Ambroise and McLachlan (2002) showed that this leave-one-out validation classification rate is consistently biased upward, i.e. higher than the classification rate obtained when the classification function is applied to an independent test data set. However, this leave-one-out validation classification rate is more realistic than the internal classification rate. To further validate the MP approach, we conducted a 5-fold cross validation by partitioning the observations in the data set into five sub-samples. Each sub-sample was held out in turn and the other four sub-samples were used to select n genes with the highest values of φ j (22) and to set up a gene selection model (9)-(17). The constructed classification function is then used to classify the observations held out. We also applied the GP model to subsets of genes selected with Fisher's LDF for the Colon Cancer data set.
For each subset J 1 of genes selected, we report the number of misclassified cases in each group obtained with the MP approach and with Fisher's LDF in the following tables. The results of the 5-fold validation are reported differently from the rest. A number in a column under 'training' is the number of misclassified cases out of the number of observations in the training set, i.e. four sub-samples combined, and a number in a column under 'validation' is the number of misclassified cases out of the number of observations in the validation set, i.e. the subsample held out. For the rest, the number of misclassified cases is out of the total number of observations of the whole sample in each group.
Results of the ALL/AML data set
We first applied the GP model (4)- (8) to this data set with J = J . This problem took CPLEX a little over 2 s of CPU time to find an optimal solution. However, this optimal solution has 53 genes in the classification model even though the two groups are completely separable with only two genes and, therefore, is not a desirable solution that we are looking for. In order to set up a manageable gene selection model (9)-(17), those genes with a φ j > 0.3 are chosen for further analysis, i.e. J = { j ∈ J |φ j > 0.3}. Totally, n = 170 genes met this criterion and were chosen to set up a gene selection model (9)-(17).
With the ε-constraint method, the number of genes in the classification model was limited to ε = 2 in (20). If gene j ∈ J is selected in one optimal solution, a different optimal solution may be obtained by solving the problem one more time after gene j is removed from J . By repetitively removing genes in an optimal solution, we found many different subsets of ε = 2 genes that completely separate the two groups. In Table 1 , 10 such subsets of ε = 2 genes are listed. All of them achieved very high internal and leave-one-out validation classification rates, better than those of Fisher's LDF although Fisher's LDF also obtained very good results.
Each of the first three sub-samples has nine and each of the last two sub-samples has 10 ALL observations while each sub-sample has five AML observations for the 5-fold validation. With n = 170 and ε = 2 in (20) although the gene selection model (9)-(17) may have many optimal solutions for each sub-sample held out, only the results of the first optimal solution are presented in Table 2 . Altogether, three observations are misclassified with the MP approach and seven observations are misclassified with Fisher's LDF for the validation sets out of a total of 72 observations.
The gene selection problems (9)- (17) for this data set are relatively easy to solve with the ε-constraint method. These problems are usually solved within minutes of CPU time.
Results of the Colon Cancer data set
We also applied the GP model (4)- (8) to this data set with all 2000 genes in the model, i.e. J = J . This problem took CPLEX about 1 s of CPU time to solve. The observations are completely separable with the optimal solution obtained. However, this solution has 36 genes in the classification model. Using the lexicographic method by restricting z * 1 = 0 in (21), we were not able to solve the problem within a reasonable computation time. The best solution found has five genes in the classification model.
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With the ε-constraint method with ε = 2 in (20), the gene selection problem (9)-(17) was solved to optimality in about 3 h of CPU time with n = 220 and in about 10 min of CPU time with n = 101. In addition to the optimal solution, we also recorded some other feasible solutions. Solutions obtained with n = 220 are listed on the top and those with n = 101 are listed at the bottom of Table 3 . The best solution achieved an internal classification rate of 91.94% and a leaveone-out validation classification rate of 90.32%. The MP approach outperformed Fisher's LDF for most of these subsets.
With ε = 3, CPLEX was not able to solve the problem (9)-(17) with n = 220 to optimality within a reasonable CPU time and was able to solve the problem with n = 101 in about 3 h of CPU time. Some feasible solutions of the model with n = 220 are listed on the top and those of the model with n = 101 are listed at the bottom of Table 4 . Many solutions with a subset of ε = 3 genes performed equally well achieving both an internal and a leave-one-out validation classification rate of over 90%. The best subset achieved both an internal and a leave-oneout validation classification rate of over 95%. For most of these subsets, the MP approach outperformed Fisher's LDF with a few exceptions.
Because the set of 101 genes is a subset of the 220 genes, any solution obtained with n = 101 should also be a feasible solution of the model with n = 220. When ε = 2, an optimal solution is obtained for each problem and the solutions obtained with n = 220 are generally better than those obtained with n = 101. When ε = 3, the problem with n = 220 was not solved to optimality and not many good solutions were identified but the problem with n = 101 was solved to optimality and good solutions were recorded. Therefore, better solutions were obtained for the problem with a smaller subset of genes in the model. If the problem with n = 220 could be solved to optimality, we might have found better solutions. 1  R87126  T47377  T62947  0  0  0  2  1  1  0  3  2  H64489  T86473  U09504  0  0  1  2  1  1  1  2  3  D16431  R55310  H08393  1  1  1  2  0  6  0  2  4  R87126  T62972  R60877  2  1  2  0  3  1  2  0  5  T48004  M76378  H08393  2  1  2  0  4 1 1 2 1  Z50753  H22579  2  2  2  3  3  1  3  2  2  Z50753  X67155  3  1  3  1  3  1  3  3  3  H22579  Z50753  3  0  3  1  4  0  4  1  4  R87126  U31215  4  2  4  3  2  3  2  3  5  H20709  T63484  6  1  6  1  3  2  3  2  6  H20709  L39874  5  1  5  1  3  2  3  3  7  R88740  T90350  1  4  2  4  2  3  3  3  8  Z50753  X70326  4  2  9  3  2  3  3  3  9  Z50753  R72374  3  1  3  2  4  1  4  2  10  M36634  J05032  3  4  3  4  2  3  2  4  11  T65938  R87126  2  3  2  3  2  3  3  3 Therefore, the tradeoff between manageability and details of the model is necessary. Each of the first three sub-samples has four and each of the last two sub-samples has five normal tissues while each sub-sample has eight tumor tissues for the 5-fold partition. With n = 100 and ε = 3 in (20), the results of the optimal solution of the gene selection model (9)-(17) obtained with the ε-constraint method are presented in Table 5 for each sub-sample held out. Altogether, 12 observations were misclassified with the MP approach and 13 observations were misclassified with Fisher's LDF out of the 62 observations. Similar results were obtained, although not reported, with n = 120.
To further verify the performance of the MP approach, we used the GP model in (4)- (8) to analyze subsets of genes with which Fisher's LDF achieved high classification rates and reported the results in Tables 6 and 7 . These subsets were selected by using the internal classification rate of Fisher's LDF as the criterion. The subsets of two genes were obtained by an exhaustive search. The subsets of three genes were obtained with the sequential forward floating selection procedure (Xiong et al., 2001a) starting with initial subsets of two genes. From these results we can see that the two approaches performed approximately equally well on these subsets of genes. Because the classification rates of Fisher's LDF were used as criteria to select these subsets of genes, these results provide further evidence of the effectiveness of the MP approach.
Results in Tables 3 and 4 are in general not as good as those in Tables 6 and 7 because the combinations of  two or three genes in Tables 6 and 7 are not subsets of the 101 or 220 genes. Some of the genes in Tables 6 and  7 were eliminated in the preliminary selection process. This limitation is caused by the excessive amount of computation time demanded by the MIP model and will be adequately addressed by developing effective heuristic solution procedures for the gene selection model.
In general, the solutions with three genes have higher classification rates than those with two genes. For this data set, at least three genes may be needed if a high classification rate is desired. A fact we observed is that some of the observations always have a higher chance of being misclassified even different subsets of genes are in the model. Observation 20 in the normal group is almost always misclassified regardless which method is used. Other observations frequently misclassified include observations 17 and 22 in the normal group and observations 45 and 56 in the tumor group.
