A Markov chain Monte Carlo (MCMC) method and a bootstrap method were compared in the estimation of standard errors of item response theory (IRT) true score equating. Three test form relationships were examined: parallel, tauequivalent, and congeneric. Data were simulated based on Reading Comprehension and Vocabulary tests of the Iowa Tests of Basic Skills 1 . For parallel and congeneric test forms within valid IRT true score ranges, the pattern and magnitude of standard errors of IRT true score equating estimated by the MCMC method were very close to those estimated by the bootstrap method. For tau-equivalent test forms, the pattern of standard errors estimated by the two methods was also similar. Bias and mean square errors of equating produced by the MCMC method were smaller than those produced by the bootstrap method; however, standard errors were larger. In educational testing, the MCMC method may be used as an additional or alternative procedure to the bootstrap method when evaluating the precision of equating results.
Standard error of equating provides an estimate of the amount of error due to sampling examinees. The Standards for Educational and Psychological Testing (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 1999) recommends that standard errors of equating functions be estimated and reported whenever possible and that various methods be used to evaluate the adequacy of equating results. In the educational testing literature, the bootstrap method (Efron & Tibshirani, 1993; Shao & Tu, 1995) has been the dominant procedure by which this information is obtained (e.g., Kolen, 1985; Kolen & Brennan, 1995; Tsai, Hanson, Kolen, & Forsyth, 2001) . The purpose of this study is to evaluate the use of the Markov chain Monte Carlo (MCMC) method (Gelman, Carlin, Stern, & Rubin, 2000; Kass, Carlin, Gelman, & Neal, 1998; Robert & Casella, 1999) as an additional or alternative choice for estimating the precision of threeparameter logistic item response theory (3PL IRT) true score equating.
Differences between the MCMC and bootstrap methods can be traced back to the philosophical differences between the Bayesian and the frequentist approaches to parameter estimation (Draper, 1995) . MCMC samples the posterior distribution of a parameter, whereas bootstrap simulates the sampling distribution of a statistic to estimate the parameter (Casella & George, 1992; Cowles & Carlin, 1996; Geyer, 1992) . Although the Bayesian and the frequentist approaches are based on different assumptions, they are very similar both operationally and inferentially (Rubin, 1981) . An important practical virtue of the MCMC method is that given a set of random draws of parameters from the posterior distribution, one can estimate virtually any statistic of interest, such as mean, variance, and credibility intervals, directly from the MCMC samples of the posterior distributions (Kass et al., 1998) . Parameter estimates using the MCMC method can be ''better than,'' ''worse than,'' or ''equal to'' those estimated with the bootstrap method, depending on the prior distributions specified and the likelihood in the model (Draper, 1995) .
There has been an increase of research literature regarding the use of the MCMC method to estimate the parameters of IRT models. Albert (1992) used Gibbs sampling to estimate parameters of the two-parameter normal ogive model. Beguin and Glas (2001) generalized Albert's procedure to parameter estimation of the three-parameter normal ogive model. Kim (1998) compared the Gibbs sampling procedure and other methods for estimating item parameters of the Rasch model. Segall (2002) extended the MCMC procedure for multidimensional item-parameter estimation. Junker (1999a, 1999b) presented an MCMC methodology based on the Metropolis-Hasting algorithm (Chib & Greenberg, 1995; Hastings, 1970; Metropolis, Rosenbluth, Rosenbluth, Teller, & Teller, 1953 ) that can be used to fit more complex IRT models such as polytomous and hierarchical data and rater facets. Using the MCMC method, Liu (2000) investigated standard error estimates of the 3PL IRT model parameters as functions of sample size and distributions of ability. More recently, Sinharay (2004) examined the convergence of MCMC algorithms using a number of convergence diagnostics, such as the time-series plot, the Geweke's Z-score test, and the Raftery and Lewis diagnostic.
In the present investigation, standard error estimates of IRT true score equating were examined in the contexts of three test form relationships or cases: parallel, tau-equivalent, and congeneric. These test form relationships are defined in classical test theory (Gulliksen, 1950 (Gulliksen, /1987 and commonly found in practice (Feldt & Brennan, 1988; Mislevy, 2002) . Parallel test forms measure the same Liu, Schulz, and Yu latent variable with the same true score variance and same error variance. An example of parallel test forms includes college admission tests that are offered multiple times throughout the year. A different form is administered on each test date, but the forms contain equal numbers of items and are designed to be essentially parallel. Tau-equivalent forms measure the same true score but may have different error variances (Novick & Lewis, 1967 ). An example of tau-equivalent test forms is a complete form of the Iowa Tests of Basic Skills 1 (ITBS) Vocabulary test and a subset of the complete form, called a survey form. It is assumed that an examinee's expected percentage correct is the same in both forms, but the completed form provides a more accurate estimate. Congeneric test forms measure the same construct but can have both different true score variance and different error variance (Jöreskog, 1971 ). An example of congeneric test forms is different test levels, for example, Levels 12 and 13 of the ITBS Vocabulary test.
Method
In this study, Lord's (1980) 3PL model was adopted:
where p ij ðy i ; a j , b j , c j ) is the probability that the ith examinee with a y i ability answers the jth item correctly; a j , b j , and c j denote item slope, threshold, and asymptote parameters, respectively. D is the scaling constant equal to 1.70. Simulated data were used in the study. Under the assumption of a commonitem, nonequivalent groups design, Form X was administered to Group 1 and Form Y to Group 2. The two forms contained a set of common items. One or both forms may also contain a set of unique items. It is also assumed that true scores of Form X were equated to those of Form Y. Standard errors of true score equating were estimated using MCMC and bootstrap methods. Figure 1 represents the working flows of the study.
In Figure 1 , a circle represents the data set and a solid rectangle represents IRT parameter estimates. The real data were calibrated with BILOG (Mislevy & Bock, 1990) , and Form X was equated to Form Y. The resulting Form Y true scores corresponding to the Form X true scores [t Y ðx k ); see Equation 9 for details] were treated as the ''real'' true scores in the estimation of bias and mean square error (MSE) of the equating. Parameter estimates of the real data were regarded as true parameter values and used to simulate the master data. The simulation was conducted with the IRT command language (ICL; Hanson, 2002) .
In this study, the MCMC method involves five steps:
1. Based on the simulated master data, Form X and Form Y were calibrated separately with WinBUGS (Spiegelhalter, Thomas, Best, & Lunn, 2003) .
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2. For each form, burn-in iterations were removed, the remaining sampling iterations were ''thinned'' by taking every mth draw as samples, and a total of R samples were obtained. 3. In Form X and Form Y, for each pair of sample r, r = 1, 2, . . ., R, transformation constants (Â andB) were estimated based on common items. The Form X parameter estimates were adjusted accordingly. The procedure of the bootstrap method is similar to that of the MCMC method. However, for the bootstrap method, the simulated master data were regarded as population and a total of R bootstrap samples were first generated for each form separately. The generation was conducted with the SAS SUR-VEYSELECT procedure (SAS Institute, 2000) . The bootstrap samples of Form X and Form Y were calibrated separately with BILOG (Mislevy & Bock, 1990) . Steps 3 through 5 are the same as those of the MCMC method.
Data simulation and IRT parameter estimation as well as MCMC modeling are described in detail in Case 1. In this section, we focus on transformation functions, procedures, and standard error estimates of IRT true score equating.
Transformation Function of IRT True Score Equating
Let y Xi and y Yi be the abilities for examinee i on Form X and Form Y, respectively. They are assumed to differ by a linear transformation:
where A is the slope and B is the intercept of the transformation function. The parameters for item j on the two scales are related as follows:
where a Yj , b Yj , and c Yj are item parameters for item j on Form Y and a Xj , b Xj , and c Xj are item parameters for item j on Form X. In the study, the linear transformation constants, A and B, were estimated using Stocking and Lord's (1983) test characteristic curve (TCC) method. This method tends to produce the smallest standard error estimates in IRT true score equating compared to other methods, such as the item characteristic curve method (Haebara, 1980) and the area-minimization method (Raju & Arenson, 2002) . Comparisons of these methods can be found in Liu and Hennings (2003) , Baker and Al-Karni (1991) , and Ogasawara (2001) .
The TCC method by Stocking and Lord (1983) estimatesÂ andB by minimizing the sum of differences of the matching expected scores of common items:
Standard Error Estimation and True Score Equating where Q refers to the number of quadrature points on Form Y and V is the number of common items in the two test forms. In this study, the ST program that utilizes the TCC method (Hanson & Zeng, 1995b ) was used to estimateÂ andB.
Procedures of IRT True Score Equating
The number-correct true score corresponding to y Xi is defined as
where N X refers to the number of items on Form X. Likewise, for Form Y,
in which N Y is the number of items on Form Y. The ranges of true scores associated with y on Form X and Form Y are
respectively. Letĉ j be the estimate of c j and k be a raw score, k = 0, 1, 2, . . ., N: Our preliminary investigations show that the average value ofĉ j is approximately 0.20 for a four-alternative multiple-choice item, and the range of the valid IRT true score is around 0:20N X ≤t X < N X for Form X and 0:
In IRT true score equating, true scores t X ðy Xi ) and t Y ðy Yi ) are considered to be equivalent. There are three steps in the equating procedure. First, specify a true score t x on Form X; then find y that corresponds to that true score (t x ). Finally, find the true score on Form Y, t y , which corresponds to the y. The procedure is illustrated in Figure 2 .
In Figure 2 , the horizontal axis representsŷ and the vertical axis represents true scores (t). The TCCs of Form X and Form Y were obtained separately. To find the Form Y equivalent of a Form X true score of 25, we begin at a vertical axis value of 25 and go to the TCC of Form X. Going down to the horizontal axis, the score of 25 is associated with aŷ of 0.40. Then find the Form Y true score associated with aŷ of 0.40, which is about 24. Therefore, the Form Y equivalent of a Form X true score of 25 is 24. In the present study, Form Y equivalents of Form X true scores [t Y ðy Xi )] were obtained using PIE (Hanson & Zeng, 1995a) , a program in which a Newton-Raphson procedure was used to Liu, Schulz, and Yu find the value ofŷ, and an ad hoc procedure (Kolen, 1981) was applied to obtain the true scores for cases where 0 ≤t Y ðy Xi Þ ≤ P N X j = 1ĉ j .
Standard Error Estimation of IRT True Score Equating
The standard error of IRT true score equating is the standard deviation of equated IRT true scores over hypothetical replications of the IRT true score equating procedure in samples drawn from a population (Kolen & Brennan, 1995) . Let x k be the raw score on Form X and k = 0, 1, 2, . . . , N X . The standard error estimate oft
wheret Y:r ðx k ) is an estimate of the Form Y true score that is equivalent to the Form X true score at score x k on the MCMC node or the bootstrap sample r,
Y:r ðx k Þ, and a total of R samples was drawn.
In the MCMC approach, the nodes are generally correlated to each other (Cowles & Carlin, 1996) . This autocorrelation may slow the chain to the Standard Error Estimation and True Score Equating stationary distribution and muddy the estimation of variances of the statistics of interest. In practice, this can be handled by thinning the sampling chain and taking every mth draw, where m is selected so that the autocorrelations are low.
To further evaluate the adequacy of equating, bias and MSE of the equating were also examined in the study. Bias may be regarded as systematic error (Harris & Crouse, 1993) and is estimated using the following formula:
where t Y ðx k ) is the Form Y true score equivalent to the Form X true score at score x k . In the study, t Y ðx k ) was obtained by equating Form X to Form Y based on IRT parameter estimates of the real data sets (see Figure 1) . The MSE oft Y ðx k ) is defined as the sum of squared bias and variance of equating:
In the following sections, standard error estimates of IRT true score equating based on MCMC samples and bootstrap samples are examined in three test relationships: parallel, tau-equivalent, and congeneric.
Case 1: Parallel Test Forms
Data were simulated based on a recent administration of the ITBS Form M, Level 11 Reading Comprehension test, which was given to 4,500 sixth-grade students. The test consists of 41 dichotomously scored, four-alternative multiple-choice items. For the purpose of this study, the students were randomly assigned to two equal groups, Group 1 and Group 2. The two data sets consisted of ''strictly'' parallel test forms: Form X (Group 1 data) and Form Y (Group 2 data). Every third item (3, 6, 9, . . . , 39) was assumed as a common item and other items as unique items. Form X had an average raw score of 22.52 and Form Y of 22.31. Both forms had a standard deviation of 7.52 and a Cronbach's coefficient a of .87.
The two real data sets were calibrated with BILOG (Mislevy & Bock, 1990 ) separately. Based on item parameter estimates of the real data, two master data sets were generated with ICL (Hanson, 2002) . One corresponded to Form X and the other to Form Y. The simulated master data contained the same number of items and observations as the corresponding real data sets. In addition, based on item parameter estimates of the real data, Form X was equated to Form Y, and the Form Y true score equivalents were regarded as the ''known'' or real Form Y true score, that is, t y ðx k ), for the purpose of bias and MSE estimation.
The simulated data were calibrated with WinBUGS (Spiegelhalter et al., 2003) and BILOG (Mislevy & Bock, 1990 ). In the BILOG calibration, 1,000
Liu, Schulz, and Yu bootstrap samples were generated based on each of the simulated master data using the SAS SURVEYSELECT procedure (SAS Institute, 2000) . The sampling method was the unrestricted random sampling procedure, which selects samples with equal probability and with replacement. In the bootstrap approach, an identical 3PL IRT model was specified for all of the bootstrap samples.
For the WinBUGS calibration, the simulated master data were used. An identical MCMC program (available by request) was specified for Form X and Form Y separately. The prior distributions of item parameters in the WinBUGS model were based on the default prior distributions of BILOG (Mislevy & Bock, 1990) . A single chain with 50,000 iterations was implemented. Initial parameter values were set using the defaults of the WinBUGS software. Upper and lower bounds of item slope, threshold, and asymptote parameters were specified. The bounds contained the maximum and minimum values of the true item parameters, that is, item parameter estimates of the real data. The first 20,000 iterations were discarded as burn-in, and every 30th node of the remaining 30,000 sampling iterations was used to estimate the standard errors of IRT true score equating (R = 1; 000). In the following paragraphs, we first examine some convergent evidence of WinBUGS calibrations focusing on Form X and then investigate standard error estimates of the equating produced by the MCMC and bootstrap methods. All convergence examinations were conducted by implementing the CODA software (Best, Cowles, & Vines, 1995) . Convergent evidence of WinBUGS calibrations on other test forms is similar and available by request.
As in other studies (e.g., Wollack, Cohen, & Wells, 2003) , plots of sampling traces (available by request) show that the chain converged to their stationary distributions fairly quickly. The average values of Geweke's (1992) convergent Z scores of Form X were −0:49ðSD = 1:29) for slope, −0:13ðSD = 0:95Þ for threshold, and 0.13 (SD = 1:01) for asymptote. The ranges of the Z scores were −3.05 to 2.49, −3.16 to 1.73, and −3.2 to 2.19 for item parameter estimates of slope, threshold, and asymptote, respectively. The average autocorrelation coefficients (Lag 1) of Form X were 0.09 (SD = 0:07) for slope, 0.08 (SD = 0:05) for threshold, and 0.05 (SD = 0:06) for asymptote. The largest autocorrelation coefficients were 0.24, 0.21, and 0.21 for their corresponding item parameter estimates.
Descriptive statistics of item parameter values and parameter estimates are summarized in Table 1 . The table shows that the MCMC method underestimated the mean value of the slope by 0.06 logistic units and the bootstrap method overestimated it by 0.08 units. With regard to threshold and asymptote, both methods slightly overestimated the mean value. It is noticeable that for threshold the MCMC method underestimated the standard deviation by 0.01 units whereas the bootstrap method underestimated it by 0.12 units. The ranges of slope and threshold estimated by both methods were smaller than those of the corresponding true item parameter values. For instance, the range of the true Standard Error Estimation and True Score Equating threshold was 3.33 ( −1:59 ∼ 1:74), whereas that of the estimates was 3.31 produced by MCMC and 2.89 by the bootstrap methods.
The mean values and standard deviations of bias of all item parameter estimates yielded by the MCMC method were equal to or slightly smaller than those by the bootstrap method. For instance, the mean bias of threshold yielded by the MCMC method was smaller than that of the bootstrap method by 0.05 logistic units. The range of bias of item parameter estimates produced by the MCMC method was also smaller than that of the bootstrap method.
Pearson correlation coefficients between true item parameter values and item parameter estimates, and between true item parameter values and bias of item parameter estimates, based on Form X are summarized in Table 2 . It can be seen that parameter values of item slope and threshold and their corresponding estimates produced by both the MCMC and bootstrap methods were highly correlated. The correlations between item parameter values and biases of the parameter estimates produced by both methods were all negative. In addition, the correlation coefficient between item parameter values of the threshold and biases of threshold estimated by the MCMC method (r = −:14) was significantly lower compared to that by the bootstrap method (r = −:74). Note: a = slope; b = threshold; c = asymptote; Est = estimation; MCMC = Markov chain Monte Carlo.
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Descriptive statistics ofÂ andB of the transformation functions for both MCMC and bootstrap methods are summarized in Table 3a . The mean and standard deviation ofÂ andB produced by the MCMC and bootstrap methods were almost identical. Figure 4 . Figure 3 shows that the patterns of biases produced by the MCMC and bootstrap methods were almost the same. The average bias across all the score points Liu, Schulz, and Yu was 0.28 for the MCMC method and 0.24 for the bootstrap method. Bias was smaller by the MCMC method than by the bootstrap method at score points of 20 through 31, which contained 45% of the observations of Form X. The largest bias was 0.62 at the raw score of 34 produced by the MCMC method and 0.58 at the raw score of 33 produced by the bootstrap method. The bias happened to be positive at almost all score points. The difference in MSE (Equation 10) between the two methods was 0.01 logistic units, averaged over all the raw scores. Figure 4 shows that the patterns of standard errors of IRT true score equating estimated by the two methods are similar. The average standard error estimates produced by the MCMC method was 0.0038 logistic units smaller than that by the bootstrap method across the raw score scale within the true score range above guessing (at score points of 8 through 40). The largest difference produced by the two methods was 0.02 logistic at the raw score of 35. Standard errors estimated for scores below 8 obtained with the ad hoc procedure (Kolen, 1981) may be influenced by sample size. IRT true score at the score of 41 was undefined. These score points were out of the range of valid true scores, and the standard error estimates can be ignored.
Case 2: Tau-Equivalent Test Forms
Data were simulated based on a recent administration of the ITBS Form M, Level 12 Vocabulary test given to 5,000 seventh-grade students. For the purpose of this study, the students were randomly assigned to two groups of N = 2; 500 each. Group 1 was assumed to take the survey test (Form X) of 18 items. Group 2 was assumed to take the complete test (Form Y) of 40 items. All items were four-choice selected-response items and were dichotomously scored. The survey test was a subset of the complete test and was obtained by removing the extra 22 items based on the test specifications. All items in the survey test were common to the complete test. Form X had an average raw score of 10.11, a standard deviation of 3.51, and a Cronbach's coefficient a of .71. Form Y had an average raw score of 22.05, a standard deviation of 7.22, and a Cronbach's coefficient a of .86.
Each real data set was calibrated with BILOG (Mislevy & Bock, 1990) . Item parameter estimates from these calibrations were used as true item parameters in the generation of the master data and in the production of real Form Y true score equivalents. Two master data sets were generated with ICL (Hanson, 2002) . One corresponded to Form X and the other to Form Y. The simulated master data contained the same number of items and observations as the corresponding real data sets. Form X was equated to Form Y. The Form Y true score equivalents based on the parameter estimates of the real data were regarded as the known or real Form Y true scores, that is, t y ðx k ), for the purpose of bias and MSE estimation. The procedures of parameter estimation and equating using simulated data were the same as in Case 1. 10) was 0.12 yielded by MCMC and 0.16 by bootstrap. Biases produced by the MCMC method were negative for score points of 1 through 4, whereas those produced by the bootstrap method were positive on all score points. Table 3b shows that the average intercept and average slope of the transformation functions yielded by the MCMC method were smaller than those by the bootstrap method. Standard deviations of the constants were almost identical for the two methods. Figure 6 represents standard error estimates of IRT true score equating produced by the two methods. It shows that as in Case 1, the patterns of standard error estimates produced by the two methods were similar. However, standard error estimates of equating produced by the MCMC method were 0.06 logistic units larger than those by the bootstrap method and they were, on average, within the valid true score range (about raw scores of 4 through 17). The largest difference in standard error estimates of equating was 0.08 logistic units at the score of 6. Standard error estimates can be ignored for score points below 4 or 18 because such scores are out of the range of valid true scores. 
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Case 3: Congeneric Test Forms
Data were simulated based on a recent administration of the ITBS Form M, Levels 12 and 13 Vocabulary test. Level 12 (Form X) contained 40 items and was administered to 2,545 seventh-grade students. Level 13 (Form Y) contained 41 items and was administered to 2,557 eighth-grade students. All items were four-alternative multiple-choice items and were dichotomously scored. There were 24 common items between the two test forms. The common items were placed at Numbers 17 through 40 on Form X and at Numbers 1 through 24 on Form Y. Form X had an average raw score of 22.10 and a standard deviation of 7.43; Form Y had an average raw score of 25.08 and a standard deviation of 7.59. Both forms had a Cronbach's coefficient a of .87.
The real data were calibrated with BILOG (Mislevy & Bock, 1990) . Two master data sets, one for Form X and one for Form Y, were generated with ICL (Hanson, 2002) . Item parameter estimates obtained with the real data were used as true item parameters in the generation of the master data and the production of real Form Y true score equivalents. The generated master data contained the same number of items and observations as the corresponding real data. Form X was equated to Form Y. Form Y true score equivalents based on the parameter estimates of the real data were regarded as the known Form Y true scores, that is, t y ðx k ), for the purpose of bias and MSE estimation. The procedures of item parameter estimation and IRT true score equating with the generated data were the same as those in Cases 1 and 2. Standard Error Estimation and True Score Equating f ðx k Þ = 10). The average bias of IRT true score equating was 0.09 for the MCMC method and 0.06 for the bootstrap method. For scores of 7 through 23, which contained 55% of the observations, the biases produced by the MCMC method were smaller than those by the bootstrap method. For scores 24 through 40, which contained 44% of the observations, the pattern was reversed and the biases produced by the MCMC method were larger than those by the bootstrap method. The average MSE of equating produced by the MCMC method was 0.0017 logistic units smaller than that by the bootstrap method across the range of valid true scores (about the score points of 8 through 39). Descriptive statistics of the transformation functions of the 1,000 MCMC nodes and bootstrap samples are summarized in Table 3c . It shows that the mean and standard deviation of the slopes as well as the standard deviation of the intercepts yielded by the two methods were almost identical, except for the mean of the intercept. Figure 8 displays the standard error estimates of equating produced by the two methods. Again, as in Cases 1 and 2, the patterns of standard error estimates produced by the two methods across the raw score scale were very similar. The average standard error estimate produced by the MCMC method was 0.0045 logistic units smaller than that by the bootstrap method across the range of valid true scores. Standard error for score points below 8 were estimated with the ad hoc procedure (Kolen, 1981) , and true score at the score point of 40 was undefined. Liu, Schulz, and Yu
Discussion
The study shows that standard errors estimated by the MCMC method were relatively larger than those estimated by the bootstrap method in Case 2 with tauequivalent relationships between test forms. This may be related to the statistical properties of the transformation functions (Table 3b ) and the features of the two test forms. According to Mislevy (2002) , when test forms differ substantially, equating functions that make some features match will fail on others. In the tauequivalent test forms, item numbers (18 vs. 40), mean score values (10.11 vs. 22.05), standard deviations (3.51 vs. 7.22) , and reliability coefficients (0.71 vs. 0.86) of the two test forms differ substantially. The results were consistent with Draper's (1995) observation. That is, under certain conditions, the MCMC method can be worse than the bootstrap method. However, the biases and MSEs of the IRT true score equating produced by the MCMC method were smaller than by the bootstrap method. It suggests that it may be appropriate to use both methods to evaluate the adequacy of the equating results when statistical features of two test forms are substantially different.
''There is no guaranteed diagnostic tool to determine convergence of an MCMC algorithm in general'' (Sinharay, 2004, p. 461) . In the present study, Geweke's convergent Z scores and autocorrelation coefficients of item parameter estimates were presented as examples of convergent evidence of Form X in Case 1. Although the absolute values of some extreme Z scores were larger than 3.00, the whole range of the Z scores was less than 6.00 (e.g., 3:05 + 2:49 = 5:54, for the slope of Form X in Case 1), indicating that ''they were Standard Error Estimation and True Score Equating plausibly distributed as Nð0, 1)'' (J. Geweke, personal communication, January 13, 2004) . That is, the mean for the first part of the chain may not be different significantly from that for the last part of the chain. In the study, we used every 30th node of the sampling iterations in the estimation of standard error of IRT true score equating to reduce the effects of autocorrelations among the parameter estimates. This is conservative as the MCMC method is relatively robust to the effects of autocorrelations. In a preliminary study, the effects of sampling iterations on standard error estimates of IRT true score equating were examined with the simulated parallel data. A burn-in of 15,000 iterations was run first, and a sampling of 10,000 iterations followed. Based on the sampling iterations, standard error estimates of the IRT true score equating were obtained under four conditions: (a) every node of the first 1,000 sample nodes; (b) every 3rd of the first 3,000 sample nodes; (c) every 5th of the first 5,000 sample nodes; and (d) every 10th of the 10,000 sampling iterations. Results show that standard error estimates of IRT true score equating under the four conditions had no substantial difference. The average values of standard error estimates across the raw score scale were 0.21, 0.20, 0.20, and 0.21 produced by the 1st, 3rd, 5th, and 10th sampling nodes, respectively. (Compare to 0.21 produced by the bootstrap method and 0.21 by the MCMC method using the 30th node of the sampling iterations presented in Case 1.)
In testing practice, one of the challenges in the WinBUGS model building is setting appropriate prior distributions for the parameters. In this study, prior distributions of item parameters were based on the default prior distributions of BILOG (Mislevy & Bock, 1990) . For the slope, a log-normal(0,0.50) was specified, by which a mean of 1.13 and a variance of 0.36 would result, and only positive slopes (0 ≤ a < ∞) would be generated. For the threshold, an Nð0, 1) was specified. For the asymptote, a Beta(3,14) was specified, by which a mean of 0.18 and a variance of 0.14 would produce, and the asymptotes would be limited within the range of 0 ≤ c ≤ 1 (a bound of 0 ≤ĉ ≤ 0:50 was inserted). The same specifications of prior distributions were applied to all three cases. It seemed that the prior distributions were appropriate in all cases.
In the MCMC method, the parameters can be estimated without setting bounds. The purpose of setting bounds for the parameters is to prevent the chains from walking too far away from the target distributions. Our study shows that there is no substantial difference in the estimation of standard errors of IRT true score equating by setting bounds or not. For Case 1, an average difference in standard error estimates of equating was 0.0039 logistic units between the models set with and without bounds. However, setting bounds for the parameters may significantly increase computing time. In practice, setting relatively loose bounds for the parameters is preferred.
For Form X in Case 1, the relationship between the true threshold values and biases of the threshold produced by the MCMC method ( −0.14) was significantly weaker than that by the bootstrap method (r = − :74; see Table 2 ), Liu, Schulz, and Yu indicating that the MCMC method is less likely than the bootstrap method to rely on item difficulty in the threshold estimation. This may be related to the range of bias of the threshold estimates produced by the two methods. Specifically, the range of bias for the threshold estimated by the MCMC method was 0.48 logistic units (see Table 1 ), whereas that by the bootstrap method was 0.67 logistic units. However, the variance of threshold estimated by the MCMC method (0.79) was larger than by the bootstrap method (0.61), indicating the MCMC method drew more variant samples in the estimation process.
Limitation and Direction of Further Study
The main concern with using the MCMC method in IRT calibration is time consumption. The present study was performed with a Dell 8200 PC equipped with 1.90 GHz of CPU and 256 MB of RAM. For a moderately long test with 41 items and 2,250 observations, it took about 3.5 days for the IRT calibrations specified as a single chain with 50,000 iterations. Of course, this limitation can be handled by using higher speed computers.
The MCMC calibration of the IRT parameters in the study was performed in a single relatively long chain. A relatively large number of burn-in iterations were removed, and a large number of sampling iterations were thinned out. One of the possibilities of future studies is to conduct the calibrations with several relatively short chains. Sampling nodes selected for equating can be picked up across various chains. This may save computing time, decrease autocorrelations of the parameter estimates, and provide informative evidence for the MCMC method in the standard error estimation of IRT true score equating. Another possibility of future studies is to take the two test forms (Form X and Form Y), fix the parameters of common items, and thus naturally equate the two test forms. This may also save computing time because no transformation constants will be estimated and parameter estimates of Form X need not be adjusted.
Conclusion
The primary purpose of this investigation was to evaluate the precision of the MCMC method in the estimation of standard error of IRT true score equating. Standard error estimation was performed in the contexts of parallel, tauequivalent, and congeneric test relationships. Data were simulated based on recently administered ITBS Reading Comprehension and Vocabulary tests. Standard errors estimated by the MCMC method were compared with those estimated by the bootstrap method. Results show that in the cases of parallel and congeneric test forms, standard error estimates of IRT true score equating produced by the two methods were very close, and the MCMC method could be used as an alternative procedure to the bootstrap method. In the case of tau-equivalent test forms, standard error estimates yielded by the MCMC method were relatively larger than those by the bootstrap method. However, biases and MSEs of equating produced by the MCMC method were smaller than those produced by the Standard Error Estimation and True Score Equating bootstrap method. It suggests that the MCMC method could be used as an additional procedure to the bootstrap method to support the adequacy of equating results.
