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Foi realizada uma análise estatística das discrepân- 
cias parciais em uma malha constituída de cinco circuitos da 
rede de nivelamento brasileira de 1- ordem, com uma extensão 
total de 1915,87 km e 648 seções.
Foram utilizados, em geral, métodos não-paramêtricos. 
0 computador empregado foi o DEC System 10.
ABSTRACT
It was made a statistical analysis of discrepancies 
in part of the Brazilian net of high precision levelling 
with five circuits and a total length of about 1,915.87 km 
and 648 sections.
The methods of analysis employed were in general 
nonparametric. The computer employed was DEC System 10.
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coeficiente de correlação linear entre as variáveis 
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desvio padrão populacional 
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estatística da distribuição de qui-quadrado. 
aproximadamente.
INTRODUÇÃO
Neste trabalho, foi realizado um estudo sobre o com
portamento estatístico da variável aleatória X.. = p.. »/RT?
y  13 / i]
(onde representa a discrepância parcial em mm entre os re -
sultados dos nivelamentos de ida e volta de uma seção e R.. o13
afastamento entre duas RN consecutivas da j-esima seção e i-êsi_ 
ma linha) em uma malha constituída de cinco circuitos da rede 
de nivelamento brasileira de 1- ordem. A conveniência em estudar 
essa variável aleatória reside no fato dela estar diretamente 
relacionada com o erro provável bruto por quilômetro, da teoria 
clássica, daí sua importância no ajustamento de uma rede de ni­
velamento .
Foram aplicados testes individuais para as linhas de 
nivelamento, bem como, testes envolvendo todo o conjunto de ob­
servações .
Os métodos de análise empregados foram, em geral, não 
paramétricos; sendo aplicados testes de aleatoriedade (testes 
de iteração e tendência), testes de normalidade (testes de qui- 
quadrado e Kolmogorov-Smirnov), testes de nulidade da média 
(testes de Wilcoxon e t de Student), teste para a igualdade de 
variância (teste de Barttlet), teste para igualdade de distri - 
buições (teste de Kruskall-Wallis) e o teste de Pearson. A 
vantagem da aplicação de testes não-paramétricos ê devida â 
generalidade dos mesmos, pois, podem ser aplicados a diferentes 
distribuições. Em alguns casos, foram aplicados testes paremetriccs.
XVI X
Devido o grande volume de calculo, os testes foram 
realizados utilizando-se do computador DEC System 10. As lista 
gens de todos os programas utilizados nas aplicações desses 
testes aparecem no apêndice.
As observações (discrepâncias parciais em mm e compri 
mento das seções em km) e croquis de cada circuito foram forne 
eidos pelo IBGE. Um circuito completo foi anexado ao eap:!tulo
7. estando os demais dados gravados em fita magnética.
Os resumos dos resultados de cada teste aplicado são 
mostrados e analisados, sendo que os resultados completos pode 
rio ser obtidos através dos programas constantes no apêndice .
CAPÍTULO 1 
ELEMENTOS DE ESTATÍSTICA DESCRITIVA
1 * 1 Representação de dados observados
Uma das formas de sintetizar a informação contida em 
dados observados e por meio de tabelas e gráficos. A fim de 
apresentar as representações mais usuais de variáveis contínuas, 
considere-se as diserepâncías parciais (em mm) da linha de nive
cl • *lamento de 1- ordem (brasileira) Estaca Zero - Regeneração - 
Amarante, indicadas no quadro 1.1.
-0,1 2 ,6 -1,1 -0,9 -2,0 -3,0 0,2 COO1 1 CO o 1,1
— 1 , ! 1,6 3,8 1,8 •-) 7<0 o / 0,5 3,5 3,6 2,3 0,9
-4,8 5,9 1 ,5 -3,7 -0,2 -3,0 3,4 -1,6 2,2 1,7
-1,2 - 0,9 •X. ç ■£. 5 , '0 1,0 2,5 4,9 2,0 5,8 0,1
-3,7 1,6 —.0, 5 1,8 -1,1 4,2 0 ,0 -6,1 "2,7 -6,7
-2,5 1,4 3,1 3,7 -3,6 -5,2 5 ,8 0,8 -2,5 -0,5
Quadro 1.1
Como estes dados estio regi strados em ordem cronolo
ca, eles fornecem pouca informação sobre o fenômeno. Sendo apre 
sentados em ordem crescente, como no quadro 1 ,2, mostram que a 
discrepância parcial varia entre -6,7 e 5,9.
Grupando os dados em classes como no quadro 1.3, nota- 
se que a maior concentração se apresenta nas classes centrais, 
decrescendo â medida que se aproxima dos extremos. 0 numero
de observações em cada classe denomina-se freqüência de classe* 
sendo esta tabela designada distribuição ou tabela de freqüen-
CIctS *
As informações fornecidas pelas tabelas de freqüências 
também podem ser obtidas através do histograma de freqüências. 
0 histograma de freqüências e uma representação grafica onde
-6,7 -6,1 -5,2 -4,8 -3,7 -3,7 -3,6 1 CO o 1 CO s« O -3,0
-2,7 -2,5 -2,5 -2,0 -1,7 -1,6 -1,2 -1,2 -1,1 -1,1
-0,9 -0,9 -0,8 -0,5 -0,5 -0,2 -0,1 0,0 0,1 0,2
0,5 0,8 0,9 1,0 1,1 1.4 1,5 1,6 1,6 1,7
1,8 1,8 2,0 2,2 2,3 2,5 2,6 2,7 3,1 3,4
3,5 3,6 3,7 3,8 4,2 4,9 5,0 5,8 5,8 5,9
Quadro 1.2
cada classe ê representada por um retângulo, cuja base e igual 
â amplitude da classe correspondente, e a ârea ê proporcional 





-4,9 !«■ -3,1 4
-3,1 h -1,3 9
-1,3 h 0,5 14
0,5 b 2,3 14
2,3 h 4,1 10
4,1 I- 5.9 6
Quadro 1.3
Na figura 1.1 estã representado o histograma corres - 
pondente ao quadro 1.3 .
Outra representação gráfica da tabela de freqüência e 
o polígono de freqüências,obtido unindo-se por segmentos de 
retas os pontes médios das bases superiores dos retângulos do 
histograma.
- 67 - 4 9 £2 uiâ reparctaB’ parciais â-nrrt
Uma outra representação dos dados observados ê 
a tabela de freqüências acumuladas. A freqüência acumulada 
fa^ de uma classe j e dada pelo somatorio das freqüências 
desde a primeira ati a j-êsima classe, ou seja
3
fa. = I f. (1.1)3 ■ i.J i “1
-J 1______ !______ 1____ Li______ I______ L 1 .
6.7 -4.9 -3.1 -1.3 0 OS 23 4.1 5.9 D is c re p a n c ia s
F I G U R A  1.2 parciais (m m )
O quadro 1.4 representa a distribuição de freqüências 
acumuladas correspondente â distribuição de freqüências 1.3 .
Uma representação grafica da tabela de freqüênciasacu 





-6,7 h -4,9 3
-4,9 -3,1 7
-3,1 1- -1,3 16
-1,3 f- 0,5 30
0,5 h 2,3 44
2,3 1- 4,1 54
4,1 i- 5,9 60
Quadro 1. *4
0 5
abmarcando-se em abcissas os valores da variável (limites d 
classes) e em ordenadas as freqüências acumuladas correspondeu 
tes. A figura 1.3 representa o polígono de freqüências acumula 
das para o quadro 1.1 .
FIGURA 1.3
1.2 Medidas de posição
Por meio do histograma verifica-se que os dados obser­
vados variam em torno de um valor central, proximo do qual apre 
sentam maior concentração.
Qs resultados contidos nos dados podem ser apresentados 
de uma forma mais sintética por uma medida de posição deste 
valor central e por uma medida de variação dos dados, ou seja,a 
sua dispersão em torno do valor central.
Uma das medidas de posição mais utilizada é a media 
aritmética., A média aritmética de um conjunto de n valores: ,








No caso do.s dados observados serem distribuídos segun 










onde os valores de x representam os pontos médios das k cias - 
ses e as freqüências correspondentes.
Outra medida de posição menos utilisada ê a mediana .
A mediana de um conjunto de n valores ordenados: x-̂ , X2? **• »
x^, é o valor central do conjunto (para n ímpar) ou a média
aritmética dos dois valores centrais (para n par).
Se os dados observados são distribuídos segundo uma
tabela de freqüências, então a mediana serã calculada por
P_faHe = L. + ---   . h (1.4)
1 fMe
onde: Me = mediana
= limite inferior da classe mediana (em uma distribui 
ção de freqüência chama-se classe mediana ã classe 
que contém a mediana) 
f = freqüência acumulada da classe anterior ã classe 
mediana
0 7
h a amplitude da classe mediana
£m_ - freqüência da classe medianalie
k
1 fk/2 = n/:» - -L
1.3 Medidas de dispersão
As medidas de dispersão são as medidas estatísticas 
que servem para indicar o quanto os dados se apresentam disper­
sos em relação ao seu valor mêdio.
A medida de dispersão mais simples ê dada pela am - 
plitude total, ou seja, a diferença entre a maior e a menor ob­
servação .
Uma das medidas de dispersão mais utilizada ê a
variancía. A variancia s de um conjunto de n valores: x^ 2'
X , e dada porn 5 -r
n 9
£ (x. - x) 'X
n - 1
2 i=l X ,,s = --------------  (1.5)








onde n = £ f. e x. = ponto medio de classe.. T x x x = l
A variância como medida de dispersão apresenta a des­
vantagem de possuir dimensão diferente da dos dados iniciais . 
Dessa forma, a variância da discrepância parcial será dada em 
mm"*.
A desvantagem da variância pode ser evitada com uma 
medida de dispersão da mesma dimensão que os dados, como por 
exemplo o desvio padrão que ê igual â raiz quadrada positiva da 
variância, ou uma medida adimensional, o coeficiente de varia - 





DISTRIBUIÇÕES CONTÍNUAS DE PROBABILIDADES
2 .1 V a r i a v e I a 1. e a 15 ri a
E uma funçao que associa números reais aos eventos 
(qualquer subconjunto de um espaço amostrai) de um espaço amos­
trai (conjunto de todos os resultados possíveis de ocorrer em 
um experimento sujeito âs leis do acaso).
2.2 Variável aleatória contínua
Seja X uma .variável aleatória. Suponha-se que R^, o 
contradomínio de X, seja um intervalo ou uma coleção de
intervalos. Então, diz-se que X e uma variável aleatória contí­
nua.
2.3 Função de distribuição
2.3.1 Definição
Chama-se função de distribuição F^(x) de uma variável 
aleatória contínua X, no ponto x, a probabilidade de X ser 




Nota-se que F^Cx) e a probabilidade acumulada desde -»
2.3.2 Propriedades
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lâ) 0 FX (x) 1, pois Fxíx) e uma probabilidade.
2 -) P (a 4 X C b) b F'x (b ) - Fx (a).
3-) Fx (x) e uma funçao monotõnica não decrescente.
4-) Fx<+“ ) = limx—>+» Fy(x) = 1.
5ã) Fx(-» ) s lim
x —  >_ co
F'x (x) a 0,
2 .i+ Função densidade de probabilidade, (fdp)
2.4.1 Conceito
Sendo X uma variável aleatória contínua, então
P(a * X < b) = Fx (b) - Fx (a) (2.2)
Dividindo esta probabilidade pela amplitude b-a do intervalo 
[a, b] , resulta
P(a X < b) _ Fx (b) - Fx (a) ^  ^
b - a  b ~ a
sendo este quociente denominado de densidade media de probabi­
lidade no intervalo [a, b] .





Fv Cb)A Fx Ca) fx Ca) (2.4)
ou seja, fY (a) nada mais ê que a derivada de F^íx) no ponto a.
Portanto, chama-se densidade de probabilidade no pon­
to x, denotada por f^íx), a derivada neste ponto da, função de 
distribuição, isto e
dFY < x )f (X ) =  d  n FyCx) (2.5)
X dX A
2.4.2 Propriedades
1-) f^Cx) 0, pois F^Cx) e monotônica não decrescen 
te,
x
2-) Fx íx) = / fx (u ) du.
'«CO '
* f  00
3- ) / .f x (u ) du = 1.
—  00
b
4-) P(a < X 4 b) = Fx (b)-Fx (a) = / ±'x (u) du.
' ' a
&ã) P(X=a) = lim [Fx (b> - Fx <a)] = 0 
b— >a v "
2.5 Parâmetros da distribuição
2.5.1 Medidas de posição
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2.5.1.1 Media, esperança matemática ou valor esperado
Seja X uma variável aleatória contínua com função 
densidade f^Cu). A integral
+ 00
Ux = E [ X] = / X»fx <:u) du (2.6)
«—CO
e denominada de media ou esperança matemática da distribuição.
Se X assumir valores apenas dentro do intervalo 
[a, b], fica subentendido que fora desse intervalo a função 
densidade e nula.
São válidas as seguintes propriedades:
1-) E [kX] = kE[ X ], sendo k uma constante.
2-) E [k ] = k.
3â> E[X1« s+...+Xn] = E[XJ + E[X2]+ ... + E[Xj.
4-) E [XY-] = E[ X ] E [Y , desde que X e Y sejam va­
riáveis aleatórias independentes.
Se X for uma variável aleatória contínua e se Y=H(X) 
for uma função de X 5 então Y será tambem uma variável aleato - 
ria. Sendo g a fdp de Y, define-se
+ 00




A mediana da distribuição de uma variável aleatória 
contínua X e o valor da variável para qual a função de distri 
buição vale 1/2, isto e
Fx Cx) a 1/2
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2.5.2 Medidas de dispersão
2.5.2.1 Variância
A variância de uma variável aleatória X de fdp (fun­
ção densidade de probabilidade) fx (u) ,, denotada por V [_ X 3 ou
2 - . .c?x , e definida por
2
V[ X ] = o“ = E{X - E[ X ] } (2.8)
+ 00
-  f  { x - E[ X ] } fy(u) du 
— 00
4- oo
= / x2f,-(u)du - (E[ x l}2
— CO
= E[x2] - { E [  X j}2
Demonstra-se as seguintes propriedades:
1-) V[ k ]= 0, sendo k uma constante.
2-) V [ X + k ]= V r X 3 *
14
3-> V[kX] = k2Vf X ] .
4 - ) V [ X ± Y ] =  V [ X j  + V [ Y ] -  2 c o v  [X,Y] .
Dadas duas variáveis aleatórias, X e Y, a covariâneia
entre X e Y i, por definição |01j
cov[x,Y] = E{X-E[ X ]HY-E[ Y ]} (2.9)
= E[XY] - I [ X ] E [ Y J
Se X e Y forem variáveis aleatórias independentes,
tem-se
E[XY] = E [ X ] E [ Y ]  (2.10)
portanto, a covariâneia ê nula.
Embora cov[X,Y] = 0 sempre que X e Y são variáveis 
aleatórias independentes, o inverso não ã verdadeiro, isto e,
se cov[x,Y]= 0, nem sempre se pode concluir que X e Y sejam in
dependentes.
2 . 5 . 2.2 Desvio padrão
0 desvio padrão de uma variável aleatória X de fdp 
f^(x), ê definido por
o'x = + \/v[ X (2.11)
2.5.2.3 Coeficiente de Variação
0 coeficiente de variação de uma variável aleatória X, 
denotado por CV, e definido pelo quociente entre o desvio pa­
drão e a media, ou seja
15
CV = — —  (2.12)
yX
2.5.3 Coeficiente de correlação linear
0 coeficiente de correlação linear entre as variáveis
X e Y, denotado por p(X,Y), e definido por
p(X,Y) = . ■c.2-vI X-?.Xi  (2.13)
°X aY
Quando X e Y forem independentes, tem-se que cov[X,Y]=0 e, por 
tanto p(X,Y)=0.
0 coeficiente de correlação linear e uma característi 
ca numérica indicadora do grau de dependência linear entre duas 
variáveis aleatórias.
Dados cov[X,Yj= 0 e p(X,Y)=Q, não ê possível conclu 
ir, em geral, que as variáveis são independentes.
Se as variáveis tem distribuição normal, demonstra-se 
que cov[X,Y]= p(X,Y)=0 e condição suficiente para que as vari 
áveis sejam independentes.
Para p(X,Y), demonstra-se que:
a) -1 á p(X,Y)  ̂ 1.
h) p(X,Y)=l se e somente se existirem a>0 e b cons 
tantes, tais que Y=aX+b.
c) p(X,Y)=-l se e somente se existirem a<0 e b con£
tantes, tais que Y=aX+b.
d) p(.X,Y) = 0 significa que não existe dependência li
near entre X e Y.
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2 .6 Modelos teoricos de distribuições de variáveis contínuas
2.6.1 Distribuição normal (ou de Gauss)
2.6.1.1 Definição
A variãvel aleatória X tem uma distribuição normal se 
sua fdp for da forma
f(x) = exp
a^VzTT
-, X  ** ] iy  2~|
—  (  —  ) , -»<x<+°° (2.14)
onde e 0X s^° os Par>̂ me'!:ros: media e desvio padrão ,respec 
tivamente.
A notação utilizada para indicar que a variãvel alea
-  .  .  .  .  -  -  ~  2  toria X tem distribuição normal, com media e variância
X ~ N(yx , ax ) (2.15)
A figura 2.1 mostra três curvas normais com media 
Ux=5 e desvio padrões ax=l, 2 e 3 respectivamente.
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2.6.1.2 Propriedades
1-) Sendo f(x) uma função par, a distribuição e sime- 
trica em relação â media y^.
2-) f(x) assume valor mãximo para x = yv .' A
3-) f(x) tende para zero quando x tende para -<» ou 
para +cc3 Qu seja, f(x) e sempre positiva e é du - 
piamente assintotica ao eixo das abcissas, pois: 
lim f(x)=0 e lim f(x)=0.
X— > -oo X — > +00
a . - ~  +4-) f(x) admite pontos de inflexão para x = y^ - • 











a V*2tTX 2 c,:
dx. (2.17)
2 . 6 .1. 4 Curva normal padronizada
Fazendo-se a mudança de variãvel
x-y0
z %
que substituindo em (2.17) fica
(2.18)
.  1 ? í>(z j  = ------ / exp(-z /2)dz
WtF -00
(2.19)
que e a função distribuição para a variãvel normal reduzida ou 
padronizada Z. Essa integral tem sido calculada por métodos de 
integração numérica, sendo encontrada taftelada na maioria dos 
textos básicos de estatística.
Esta transformação corresponde a uma nova distribui -
~ -  ~ 2 -  çao normal de medxa ŷ -'̂  e variancia a ^  = 1, isto e
Z ~N(0,1)
2.6.1.5 Teorema do limite central
Esse teorema, em geral, apresentado sob diversas for - 
mas, afirma, em essência, que, sob condições bastante gerais, 
uma variavel aleatória, resultante de uma soma de n variãveis 
aleatórias independentes, no limite, quando n tende ao infini­
to, tem distribuição normal |02|.
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2.6.2 Distribuição de gama
2.6.2.1 Definição
Seja X uma variãvel aleatória contínua. Diz-se que X 
tem uma distribuição gama, se sua fdp for dada por
/ \ a í ,r-l -ax /AAAF(x) =  (ax) e , x ^ O  (z.20
r (r)
Essa distribuição depende de dois parâmetros: r e a. 
dos quais se exige: r > 1 e a > 0.
Para a distribuição gama, tem-se que
E[ X] = r/a (2.21)
V[xl= r/a2 (2.22)
2.6.2.2 Função gama
A função gama com parâmetro r, denotada por F(r), e 
definida pela integral imprópria
20
TCr) = / xr  ̂ e X dx, r > 0  (2.23)
o
Se r = l, a Eq. (2,20) fica f(x) - ae ax . Portanto, a 
distribuição exponencial e um caso particular da distribuição 
gama.
Demonstra-se que:
1?) T(r) = (r-1) T (r-1).
29) Se r = n, inteiro e positivo, então F(n) = (n-l)I.
2.6.3 Distribuição de qui-quadrado
2.6.3.1 Teorema |03|
Sejam Z^,.Z2 , ..., , v variáveis aleatórias inde
pendentes e normais,com media Ö evariância 1. Então,a variável 
aleatória:
v 2  -  . 7 2  .X - z1 + z2 + . + Z‘ £ Z-t 
i = l 1
tem fdp dada por
f(xz> =
2v/2r(v/2)
1---- (x2) ^ 72^ 1 e - X ^ , x2>x 0
(2.24)
-  _  2 com media v e variancia 2v. Diz-se que x segue uma distribui
ção qui-quadrado com parâmetro v.
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A figura 2.3 representa a curva da distribuição de x~â
para v = 1, 4 e 10.
F I G U R A  2. 3
~ 2 -  • . . .A distribuição de x e um caso especial da distribui­
- 2 çao gama, em que: x=x% a=l/2 e r=v/2.
A estatística
X 2 = S /  X i " X ^ 2 ( 2 . 2 5 )
i  = l (-V)
-  .  .  .  ~  .  2sendo x a estimativa de y, segue uma distribuição do tipo x
com o parâmetro v=n-l sendo denominado de graus de liberdade 
dessa estatística. A (2.25) pode ser colocada na forma
2 (n-l)s2 (2.26)X = -------o
2 . - .onde s representa a variancxa amostrai
n
Eo -j _ -ï (-X . —X )
s =  ---  —  (2.27)
n-1
, 92 . 6.3.2 Propriedade da aditividade de x
A soma de k variáveis aleatórias independentes:
2 2 2 . . . ~ 2 X]_> X2 s tendo distribuição x com: \>1 , v 2, ..., Vk
_ 2graus de liberdade, respectivamente, tem distribuição X com 
Vi + v2 + ... + vk , graus de liberdade.
2.6.4 Distribuição t .de Student
2.6.4.1 Teorema
2  _  „Se Z ~ N(0,1) e W ~ x ^), sendo Z e /W variaveis
aleatórias independentes, então a variável aleatória
t =  í   (2.28)
tem fdp dada por
fCt) = ?.],£ + -- (1+ _t^)~(v + l)/2 ̂ _co<t<00 (2 . 29 )
/irv r (V / 2 ) v
com media 0 e variância v/(v-2) para v>2.
A figura 2.4 mostra a distribuição t de Student para
v = l ,5 e
F I G U R A  2. 4
Se uma amostra aleatória: x,, x0 , ..., x , é obtida
.i.  -L. n




é distribuída segundo uma distribuição t de Student com parâme_ 
tro v=n-l sendo denominado de graus de liberdade.
Se duas populações são normais e tem a mesma variância, 
então a estatística
t =
(Xi ~ x2) - (y^ - y9) ( 2 . 3 1 )
fe-T: uma distribuição t de Student com nn + n0 - 2 graus de li­
berdade. As amostras aleatórias: x,, , x, , . . . , x, e x«-, ,
■ ii iz In^ 21
x0?, . . . , x.2n de tamanhos e iig são independentemente obti­
das das populações 1 e 2 com medias y^ e y7, respectivamente , 
As medias amostrais•são
nl 3h
Xli X2i- • =1 ■i:i - j=lx = J-----   e x0= *■-------
n, " n„
X &
e a variancia amostrai agrupada e
2 ni
l  íx-. -
s *  -  (2. 32)
P n,+n„-2
2.6.4.2 Propriedade da distribuição t de Student
-  . oQuando o numero de graus de lioerdade de s“ tende ao
infinito, a distribuição t de Student tende a uma distribuição 
normal com media 0 e variância 1.
2.6.5 Distribuição F de Snedecor
2 . 6.5.1 Teorema |0 5|
Sejam as variáveis aleatórias independentes: e
9  ̂ ty
x 9  distribuídas segundo uma distribuição de x COKl e v2 
graus de liberdade, respectivamente.. Então
e distribuída com função densidade
rc— ;:- 5 v, V 2  FCvr 2)/2
f(F) = ----- — ---- . (-Í) 1 . ----- _ _ -----------, F»0





, (v„ > 2)
v 9 - 2  2
e vanancia
2v2 (v,+v0~2)
 ------------- 5 ( v  > 4 )
Vf(v2"2)~(v?”4)
A figura 2.5 mostra a distribuição F de Snedecor para 
1S v2 ) = (4 3 4 ) 5 ( 10 , 4 ) e (4, 25).
2 9  c  ~Como x '/v ~ s V c 4', entao
2 , 2 , 2X-./V-, s,/o,
F = — i.— i = — -— ~  (2.35)
2 2 2 X o/v9 s.,/a9
Seja F - F Cv-, , v0) denotando o valor de F = F(v, , v9) 
a et x «£. x
para o qual P ( F > F )=a . Demonstra-se j06| que
Ci
F, (v., V0) = 1 / F . (v , v-) 1-a i* 2 a 2 ’ x (2.36)
#»*• /  '2.6.5.2 Propriedade da raaao s£/s 2
2 9 -  ~Sejam e a2 as vanancxas de duas populaçoes nor­
. • 2 2 . . .  mais. Senam s-̂  e com e graus de liberdade dois esti
. -  . 2 2 . ~ madores das variancias e respectivamente. Entao a
- 2 2  . - . razao s./s.-, segue uma distribuição F com v. e graus de li- 
± L JL L.






A dedução de informações ?relativas a uma população, me
diante a utilização de amostras aleatórias dela extraídas, diz 
respeito ã inferência estatística,
Um problema importante da inferência estatística e a 
estimação de parâmetros (tais como a média, o desvio padrão, a
variância da população, etc) deduzidos da estatística (media, des
vio padrão, variância da amostra., etc) correspondente.
Pode-se distinguir dois casos de estimação de parâme - 
tros: por ponto e por intervalo, No primeiro caso, obtém-se um 
valor único para o parâmetro, ao passo que, no segundo, cons- 
troi-se um intervalo, o qual devera, com probabilidade conheci­
da, conter o parâmetro.
3„2 Estimador
Estimador § de um. parâmetro 8 ê a variável aleatória , 
função dos elementos da amostra, que será utilizada na estima - 
ção.
3. 3 Estimativa
E o valor numérico obtido pelo estimador (ou estatísti
ca) numa certa amostra. A notação para estimativa sera através
l a
de letras minúsculas, como por exempo, x para a media aritmêti 
ca, s para o desvio padrão, etc.
3.4 Principais qualidades de um estimador
3.4.1 Estimador não-tendencioso Cou justo, ou sem vício, ou
sem viês)
Um estimador § de um parâmeto 6 e dito não-tendencio
so se
E[S]=8 (3.1)
A tendenciosidade (B) ê definida como sendo a diferen­
ça
B = E[§]~8 (3.2)
3.4.2 Estimador consistente (ou coerente)
Um estimador 0 de um parâmetro 0 ê dito consistente
se
lira P(f 0-ej^e)=0, (3.3)n — >co
para todo z > 0.
Para estimadores não-tendenciosos, a condição de con 
sistência seria
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lijn V(0) t=Q, (3.4)
ou seja,, a sua vanancia tende a zero -quando o tamanho da amos­
tra tende a infinito.
3.4.3 Estimador eficiente
Dados dois estimadores, 9^ e 0O, a serem usados na esti
mação de um mesmo parâmetro 6, diz-se que 0^ é mais eficiente
que §„ como estimador de 8 se, para o mesmo tamanho da amos - <&. '
tra,
E[(§ - 8 f| < E[í§„-e>2j (3.5)
Se 0^ e 0O forem estimadores não-tendenciososde 8, essa condi 
ção indicará que a variância de 0.. e menor que a variância de
Se 0^ e mais eficiente que 0? como estimador do parâme 
tro 6, pode-se definir a relação
<8,-0 >*J
(3.6)' 01 (0,,~6 )"
como sendo a eficiencia de ÉL em relação a 0, como estimador2 * 1
de 8. Se os estimadores 0, e (L forem ambos justos, a efi -x 2 j s
ciência relativa se reduzirá ao quociente da.s respectivas va­
riância, s .
3.5 Estim5,dor de máxima verossimilhança
Estimador de máxima verossimilhança (EMV ) 8 do parârae 
•:ro 0 da função densidade f^Cx;6) e um estimador que torna 
máxima a função de verossimilhança L(e), considerada como fun 
ção de fi ' " ̂ ‘
Para uma amostra x.̂ , Xj $ •••» x^
n
LÍ6) = II fY(x. ;0) (3.7)*■ -» A X2 - i
e a função de verossimilhança de 8.
Na determinação do máximo da função L(0) pode ser usa­
do o logatítmo neperiano de L(0); dessa maneira transforma-se 
o produto em soma de funções o que e bastante cômodo, já que 
o máximo da função ocorre para o mesmo valor de 8.
Portanto, deve-se calcular o máximo de
n
ln L(0 ) = Z ln fY íx. ;e ) (3.8)
•« -, À  2X = 1
De acordo com a técnica exposta, surge a equação de 
verossimilhança para a determinação do EMV 6 do parâmetro e.
dln L(0) n M  -----—  - 0 ( 3 . a )
de
Geralmente o EMV e justo ou não-tendencioso, existindo 
casos em que esse estimador e pobre, mas,na maioria dos casos o 
EMV tem as propriedades desejadas. Uma vantagem do EMV e que
nos casos em que ele e tendencioso, s tendenciosidade e funçao 
inversa de n, de modo que ele e sempre consistente.
3 C Estimação gor pontos
Na estimação por pontos o parâmetro e estimado através
de um valor unico » o qual corresponde a ura ponto sobre o eixo
de variação da variável.
Para a media da população, o estimador mais utilizado
ë a media aritmética amostrai X, sendo um estimador não-tenden
cioso e eficiente. No caso da variância populacional, o estima 
dor 5 utilizado ë
o
xr
- —  (3.10)
que e um estimador não tendencioso | 0 3 | . A raiz quadrada pos_i
2 - . - - tiva de S e o estimador S do desvio padrao populacional,sen
do esse estimador tendencioso. A tendenciosidade de S como
estimador do desvio padrão populacional, tende assintoticamente
a zero, ou seja, para grandes amostras, pode-se adotar como es





Na estimação por intervalos, constroi-se um intervalo 
em torno da estimativa por ponto, de modo que esse intervalo
tenha uma probabilidade conhecida de conter o verdadeiro valor
do parâmetro.
Seja o parâmetro 6, tal que
P(ê.jíe«§2) = l-a (3.11)
a) o intervalo é denominado de intervalo de confiança 
desse parâmetro;
b) os extremos desse intervalo (§, e 6A) são denominados deX í.
limites de confiança;
c) a probabilidade conhecida l-a e denominada de nível de 
confiança.
A escolha do nível de confiança (l-a) depende da preci 
são com que se deseja estimar o parâmetro. Ê muito comum a utá 
lização dos níveis de 95% e 99%. Evidentemente, o aumento de 
confiança no intervalo implica no ciumento de sua amplitude.
3.7.2 Intervalo de confiança para a media y da população





fa ) P (. "*cc < V'-S.-M" Z . •— —  ) = 1~ Qi
V n
19) Bilateral
' (X- z a >
a




3.7.2.2 Quando o desvio padrão populacional o for desconhecido
Unilaterais
a) P(X-t . dp<+OD)= 1-a (3.-15)
V n









b) PC-co<u<X+t a Vn
(3,16)
PÍX-t
0/2 v'n a/2 Vn"
(3.17
3.7.3 Intervalo de confiança para a diferença entre as médias 
populacionais ^  e y2
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-  -  ■ /°1 °?(Xi-X2)-Za\/—  + — - ̂  y-j-Uo < +°°




) P I ~®<u1-u9í (Xj-X^ ) + za 1 /
s „
cr -, a ,
n1 n; j l~a (3,19)
Ver figura 3.2
29) Bilateral
P (X1~X2}' :a / 2  \/’
1 2 2









_ i  + — ~ i a
n i Ti
3. 7 . 3. 2 Quando as variâncias populacionais o'̂  e forem des­
conhecidas e supostamente iguais
19) Unilaterais
a) P ex,“X0)-t1 2  a Vs.i-ui).n-j n 2
- y 9 < + « 1-a (3.21)





1 'y2^CXl"X'2)+ra V s 2c—Y P n. (3.23)
Ver figura 3.5
29 Bilateral
<X1_X2> ta/2 VSp(n  ̂ + n^)<u1-P2«(X1-X2)+
Vs+ V 2 A / Sp (^  + = l--a (3.24)
Ver figura 3.6
. - . . . 2 2  3 . 7 . 3 . 3 Quando as varrancias populacionais c_̂ e forem
desconhecidas e supostamente diferentes 
19) Unilaterais
a ) P CX,-X.J-tl i  aL.
~}i„<+oo = i-a (3.25)n 2 i-
onde
. 2 2,2 (wn +w0)
V - ------- ±--     (3.26)
W1 / ̂ n]_~1'‘>+w2
sendo e w2 caiculados por
Este e um metoclo aproximado conhecido como de Aspin-
We 1 ch
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Intervalo de confiança par-a a variância populacional a
19)- Unilaterais
a ) P (3. 30)
X1












Para obter o intervalo de confiança do desvio paar
0populacional cr, basta tomar a raiz quadrada positiva de o .
3.7.5 Intervale* de confiança para o quociente entre duas
o '•>var 1.ancias popu 1 aci.onais ol e cf9 
19.) Unilaterais
a) ou 1 ___
2 " F,0? 1
h . (3,
onde = n^-1 e v9 = n9~l












 ̂ Def inigòes
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São suposições que se faz, acerca dos parâmetros de 
uma populaçao, ao tentar a fixação de decisões. Essas suposi­
ções poderão ser verdadeiras ou não.
4.1.2 Hipóteses nula e alternativa
Hipótese nula (H ): e a hipótese a ser validada 
pelo teste.
k) Hipótese alternativa CH-, ) ; e qualquer hipótese di 
ferente da hipótese nula.
0 teste de hipótese coloca a hipótese nula Hq em con 
traposição â alternativa H^.
4.1.3 Regiões de aceitação e rejeição da hipótese
a ') Região de aceitação CR.A.): ê a região em que se 
aceita a hipótese nula H . Pode ser um trecho do 
eixo das abcissas no qual estão representados os 
valores observados da variável aleatória.
k^ Região de rejeição (R. R) ou região critica (R. C._)_:
e a região em que se rejeita a hipótese nula H , 
sendo complementar â R.,A.
4.1.4 Erros dos tipos I e II
Na aplicação de um teste de hipótese, pode-se come - 
ter dois tipos de erros, são os erros dos tipos I e II.
Erro do tipo I : e o erro cometido ao rejeitai-1 a 
hipótese nula, sendo ela verdadeira.
b) Erro do tipo II: ê o erro cometido ao aceitar a 
hipótese nula, sendo ela falsa.
4.1.5 Nível de significância
£ a probabilidade máxima com a qual se sujeitaria a 
correr o risco de um erro do tipo I. Essa probabilidade pode 
ser representada da seguinte maneira
a = PCrejeitar H jH verdadeira) (4.1)J o 1 o
Na prática e muito comum o uso dos níveis 0,05 e 0,QL
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4.1.6 Função característica
£ a probabilidade de cometer o erro do tipo II, ou
seja
6 = PCaceitar Hq |Hq falsa) (4.2)
4.1.7 Função do poder
E a probabilidade de que a variável aleatória X caia
na R.R., sendo H, verdadeira e H falsa, ou seja ’ 1 o ’ J
ir = 1 - |3 (4.3)
Notar que tt= 1 - g, representa a probabilidade de se
rejeitar uma hipótese falsa.
4.1.8 Testes unilateral e bilateral
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a) Teste unilateral: quando a R.R. estiver em um dos 
extremos do eixo X.
b) Teste bilateral: quando a R.R. estiver nos dois 
extremos do eixo X .
4.1.9 Curva característica de operagão (C.C.O.)
É a representação grafica de 3. Ela e construída mar­
cando-se em abcissas os valores do parâmetro 0 , ou de uma va - 
riãvel a ele associada, e em ordenadas a probabilidade de acei 
tar H , quando ela for falsa.
Uma C.C.O. esta associada a cada teste de hipótese e 
resume as condições fundamentais de funcionamento ou operação 
do teste. Embora em muitos casos comuns não seja indispensável 
construir a C.C.O., ela é sempre util para a compreensão do 
teste.
4.2 Esquema geral de um teste
19) Enunciar a hipótese nula H .
29) Enunciar a hipótese alternativa .




F I G U R A  4 . 2
X - U2 = O






a) se z < ~z
a
ou t < -ta : rejeita--se Ho
b) se z > z
a
ou t > ta. : rejeita-se Ho
c ) se I z 1 > z ,f 1 a/ 2ou Í t t ,0 a / 2 : rejeita-se V
Teste para a. diferença entre duas medias populaciomis
.19 caso : Se as variancias populacionais 0^ e fo­
rein conhecidas
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•i?) Fixar o nível de significancia a .









a) se z < - Zqj : rejeita-se HQ
b> se z > Za : rejeita-se HQ
c) se lz|> za/2 ; t*ejeita-se HQ
• 2 229 caso: Se as variâncias populacionais e a2 forem 
desconhecidas e supostamente iguais
19)  Ho : - K 2 = d Q




" P a > 4'O
111 ^ v 2 í uo
39) Fixar o nivel ds significâncía a .
o numero de 
conforme
59) Calcular
49) Determinar a região critica, sendo 
graus de liberdade v - n-̂  + n2 " 2 , 
fig, 4.2
Cx, - x0) ~ cí, X £ O / lt v
t  =  —     (  4  ,  'o  )
;2< JL + _L )p n;i n2
695 Conclusões
a) se 1; < -t : rejeita-se Ha o
b) se t > t ; re j ei'ta-se H a J o
4 0
.2 _23? caso; Se as variâncias populacionais forem
desconhecidas e supostamente diferentes
19) Hq : p1 - ii 2 = do
2?) H,:
a-) - u2 < dci
b ) y i - p 2 > c ô
V i  -  V 2 i  d0
39) Fixar o nível de significancia a .
49) Determinar a região crítica da distribui­
ção t de Student, sendo o numero de graus 





a) se t < -t : rejeita-se H a J o
4 9
b) se t > t : rejeita-se H a J o
c) se 11 j > t rejeita-se H' a 11 o
4? caso: Se os dados sao emparelhados i o
19) H„: Wl -  p 2 = dQO
2?) H1'
a) » ! - li2 < do
b) - P2 > dG
1°’ ao
3?) Fixar o nível de significância a.
4?) Determinar a região crítica através da 
destribuição t de Student com v = n - 1 







3 s  —  sendo d. = x-, • - x 0 .5 1 li 2in
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(4.9)





a) se t < -t : rejeita-se Ha o
b) se t > t : rejeita-se Ha J o
c) se Itl >t rejeita-se H .J 1 a /  Z o
14 • 5 Teste para a variância populacional cr‘
? ? 1?) H : a = a o o
"  2 2a) a < 0o
2?) H x : b) a2 > a2o
c) a2 i  a2 _ o
39) Fixar o nível de significância a.
49) Determinar a região crítica através da distribuição
de x com V = n - 1 graus de liberdade.
51
F I S U R Â  4 . 3
59) Calcular







/ ?Xx ou X~ > XÎ>: rejeita-se Hq
4.6 Teste para a igualdade de duas variâncias populacionais
2. 2 
al ® °2
19) H ; o
2
°1
O "t ̂ 2
a) 2°1 <4
29) Hl : b)
2
al > 0 2
c) 2al 4 n 2
2
39) Fixar o nível de significãncia a.
49) Determinar a regilo crítica através da distribui 
ção F de Snedecor com ~ e V2 = n2“ "̂






a) se F < F^: rejeita-se Hq
b) se F > F^: rejeita-se Hq
c) se F < ou F > F^: rejeita-se HQ
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4 - 7 Teste para a igualdade de k (k' > 2) variâncias popula
2 2cionaxs , o 2 0,
Se todas as amostras forem do mesmo tamanho, poderá 
ser usado o teste de Cochran, caso contrario, deve-se usar o 
teste de Bartlett | 11 | . 0 teste de Bartlett e descrito a seguir
19) H : öf o 1 = Q\
29) H,: pelo menos uma das variâncias seja diferente 
das demais
3?) Fixar o nível de signifícãncia a .
49) Determinar a região crítica através da distribui




(n - k).-ln s- - Z (vi .ln s£)
i = l M
C
(4.13)











S 2 B X = .l (4.16)
n - k
v- n - Jc1 +       (4.17)
3(k-1)
2 . - sendo e (1 4 i ^ k) estimativas das varian ■
cias e tamanho das amostras, respectivamente, e. 
v. = n . - 1.i i
69) Conclusão
2 . . se B > x2• rejexta-se 'H .
COMPARAÇÃO DE 7ÃRIA.S MÉDIAS
5,1 Introdução.
Dadas as amostras aleatórias provenientes de diferen­
tes populações, diferindo algumas vezes nas condições experi - 
mentais, freqüentemente deseja-se estimar as diferenças entre 
as médias dessas populações, ou, testar qualquer diferença exis 
tente entre as mesmas. Uma das técnicas usualmente utilizada é 
a chamada analise da variância (algumas vezes abi^eviada por 
ANOVA). Trata-se de uma generalização do teste para a diferen­
ça entre duas medias (teste "t") para o caso de compararmos si 
multaneamente k médias C.k > 2).
Na. analise da variância a variação total de um conjun 
to é tratada como sendo divisível em dois componentes: varia - 
ção dentro das amostras (ou residual) e variação entre as amos 
tras. A variação dentro da.s amostras é representada pela dis - 
crepância dos dados brutos com relação â media dos grupos a que 
pertencem. A variação entre amostras ê representada pela dis - 
crepância existente entre as médias das varias amostras.
Portanto, a ANOVA é um teste de médias, utilizando as 
variâncias, sendo que ela analisa as variações dentro e entre 
amostras.
5 . 2 Soma de quadrados
0 conceito de soma de quadrados representa o passo 
inicial para medir a variação entre e dentro das amostras.
CAPITULO 5
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5.2.1 Esquema do modelo
Conforme o quadro 5.1.
5.2.2 Soma de quadrados dentro das amostras (ou residual)
A soma de quadrados dentro das amostras (SQR) repre - 
senta a soma dos quadrados dos afastamentos de cada valor bru­
to em relação a media da amostra (x.) que ele pertence,u j 1
ou seja
k n -i _ 9SQR = E £ - x . ) ̂ (5.1)
i=l j=l 3
5.2,3 Soma de quadrados entre amostras
A soma de quadrados entre amostras (SQE) representa a 
soma dos quadrados dos afastamentos de cada média amostrai 
C*i) em relação a media total (X), ou seja
k ni _ - OSQE B .2. .2 (x. - X)z (5.2)1=1 3=1 1
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5*2.4 Soma total de quadrados
A soma total de quadrados (STQ) ê representada pela so 
ma dos afastamentos de cada valor bruto em relação ã mé­
dia total (X), ou seja
k ni - 9SQT a I l (x.. - X)z (5.3)
i = l jal ^
Demonstra-se [12|que
SQT a SQE + SQR (5.4)
5.3 Quadrado médio (ou média quadrática)
0 valor da soma de quadrados tende a tornar-se maior â 
medida que a variação aumenta, já que a mesma representa uma 
medida de dispersão. Entretanto, a soma de quadrados também se 
torna maior com o aumento do tamanho da amostra. Como resultado, 
a soma de quadrados não pode ser considerada como uma medida de
variação "pura" inteiramente satisfatória, a menos que, I cla­
ro, possamos encontrar uma forma de controlar o numero de dades 
envolvidos.
Felizmente, tal modo existe numa medida de variação 
conhecida por quadrado médio (.variância), que se obtem através 
da divisão da SQR ou SQE pelo numero de graus de liberdade cor 
respondentes.
5.d Teste de hipóteses para a igualdade de k médias (k> 2)
No modelo que serã visto, denominado de classificação
única, são feitas as seguintes hipóteses: as k populações tem
2 ~ - a mesma variancia a (condição de homocedasticidade) e a varia-
vel de interesse é normalmente distribuída em todas as popula­
ções .
0 teste fica
1?) H0 : Ml = p2 . . .  = pk = y
29) H^: pelo menos uma vn i  y
3?) Fixar o nível de significância a .
*+9) Determinar a região de rejeição ou região crítica 
através da distribuição F de Snedecor com k-1 e 
N-k graus de liberdade no numerador e denominador, 
respectivamente.
5 9
59) Calculo de F amostrai através do quadro da anali­









Residual SQR N-k SQR/(N-k)
Total SQT M~ 1
Quadro 5,2
onder GL = graus de liberdade
QME = quadrado medio entre amostras 
QMR = quadrado médio residual 
N ~ numero total de observações 
k = numero de amostras
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n-j ?( x . • )lij= l  J
n •1
k ni
7 7i = l 3=1


















( E E x..)" 
k i = l j=l 13 ri?')
SQT = E E x . . ------------------
i = l i =1 1D N
onde: = numero de observações da i-ésima amostra.




ESTATÍSTICA NÃO - PARAMÉTRICA.
 ̂  ̂ Métodos não-paramétricos
Os métodos não-paramétricos são métodos estatísticos 
que podem ser aplicados a diferentes distribuições, em contras_ 
te com os métodos paramétricos os quais são validos apenas pa­
ra uma distribuição específica, como por exemplo, a distribui­
ção normal. Os métodos não-paramétricos são aplicáveis nos ca 
sos em que a distribuição da população é desconhecida.
6.2 Testes não-paramétricos
Um teste estatístico não-paramétrico é um teste cujo 
modelo não especifica condições sobre os parâmetros da popula­
ção da qual se extraiu a amostra. Ha certas suposições básicas 
associadas â maioria das provas não-paramétricas, isto é, que 
as observações sejam independentes e que a variável em estudo 
seja contínua, mas essas suposições são em menor numero e mais 
fracas do que as associadas ãs provas paramétricas. Além disso, 
os testes não-paramétricos não exigem mensurações tão detalha­
das quanto a.s provas paramétricas; a maior parte dos testes 
não-paramétricos se aplica a dados em escala ordinal (ordenados).
6.3 Descrição de alguns testes não-paramétricos
6.3.1 Testes de aleatoriedade
Quando um pesquisador deseja tirar alguma conclusão so 
bre determinada população, através das informações proporciona­
das por uma amostra da mesma., então essa amostra, deve ser' alea­
tória. Existem inúmeras técnicas que permitem comprovar se uma 
amostra é aleatória. Essas técnicas se baseiam na ordem ou se - 
qüência em que os escores individuais foram obtidos individual 
mente.
Serão vistos dois testes de aleatoriedade: o teste de 
iterações e o teste de tendência.
6 . 3.1.1 Teste de iterações
Essa técnica baseia-se no numero de iterações que uma 
amostra apresenta. Uma iteração é definida como uma sucessão de 
símbolos idênticos que aparecem seguidos e precedidos por símbo 
los diferentes (ou por nenhum símbolo).
Suponha-se, por exemplo, uma série de sinais "mais" e 
"menos" (representando'os sinais das diferenças em relação ã me 
diana, para um certo conjunto de observações) na seguinte ordem;
A amostra começa com uma iteração de três sinais "menos". Segue 
-se uma iteração de dois "mais", etc. Esses escores poderão ser 
agrupados por iterações, numerando cada sucessão de símbolos i­
dênticos:.
_ _ _  + + _ + + + _ _  +
1 2 3 4 5 6
Verifica-se então um total (r) de 6 iterações.
Esse numero total de iterações em uma amostra de qual­
quer tamanho dã uma indicação sobre se a amostra ê aleatória ou
não. Se ocorrem muito poucas iterações, sugere-se uma certa 
tendência temporal, ou acumulação de valores devido ã falta de 
independência. Por1 outro lado, se aparece um. grande numero de 
iterações, o fato pode ser devido ã .influência de flutuações 
cíclicas de períodos curtos,
Como a distribuição amostrai dos valores de r que se 
pode esperar de amostras aleatórias repetidas ê conhecida, uti­
lizando essa distribuição amostrai, poder-se-ã decidir se de -
terminada amostra observada apresenta mais, ou menos iterações, 
do que provavelmente ocorreriam em uma amostra aleatória.
Seja o numero de elementos de uma categoria e n.2 
o numero de elementos da outra categoria. Isto e , n-̂  poderia 
ser o numero de sinais ~ e ^  o numero de sinais +» 0 número 
total dos eventos observados será N , ou seja N = n-̂  + nj,
A hipótese a ser testada e H : a amostra ê aleatór^ia,
contra a alternativa : a amostra não ê aleatória,
Se n^ e 1I 2 ^  20, vários textos í13!,!11*!,)15! forne­
cem tabelas com os valores críticos de r sob Hq para a = 0,05.
Estes são valores críticos extraídos da distribuição amostrai 
de r sob hQ (isto ê, supondo que a hipótese básica ê verdadei­
ra). Se o valor observado de r está entre os valores críticos, 
aceita-se Hq . Se o valor observado de r ê igual ou maior que
um dos valores críticos, rejeita-se H .J o
Para ou maiores do que 20, não se pode utilizar 
a tabela mencionada acima. Para esse caso, a distribuição amo£ 
trai de r e aproximadamente normal, com media u r  e desvio 
sendo j16|
2n-, n7




2n., n 0.(.2ru n 0.-n, .-n.0.)
4. (6.2)
Vc.n̂  + n^) 2 Cn^+r^-D
Assim, para ou Hg > 20, Ho pode ser testada por 
meio da variável padronizada
r -2 3 .— --- £L. (6.3)
r or .
6.3.1.2 Teste de tendência Cteste de estacionalidade)
No contexto desta tese preservamos os nomes clássicos 
de teste de tendência e de aleatoriedade, mas na verdade • são 
testes de estacionalidade.
Sendo realizadas n observações: x-̂ , X2, ..., x^, re­
presentadas na ordem em que foram.obtidas, de uma variável ale 
atõria X, define-se a estatística.
n-1 2
,  . 4  < x i + i  -  V
6 2 = iÜ:--------------  (6.V
n-1
•* »2A estatística o pode ser usada para determinar a
existência de tendência das observações; neste caso deve-se
2 . . . . .testar se 6 difere significativamente de
a qual estima a variância independentemente da ordem das ob - 
servações, e conseqüentemente inclui o efeito de tendência. 
Demonstra-se |i7| que a variável aleatória
(6.6;




Qualitativamente, pequenos valores negativos e gran­
des valores positivos de z correspondem a um comportamento
não-aleatõrio das observações
n
6.3.2 Testes de normalidade
Para testar a normalidade de uma distribuição serão 
descritos dois testes: o teste qui-quadrado e o teste de 
Kolmogorov-Smirnov.
6 . 3 . 2 .1 Te st e de qui-qu'a'drado
- «• 2 .0 teste consiste no calculo da estatística x s défi
nida por
( 6 , 8 )
onde k representa o numero de classes em que as observações 
foram divididas, p^ a probabilidade da i-esima classe (quando 
a distribuição postulada for normal), a freqüência observada 
da i~êsima classe, n a freqüência total ou tamanho da amostra, 
e np^ a freqüência esperada na i-esima ciasse.
caso da normal, como demonstra Chernoff e Lehmann |18|, ê um 
número entre k-l-e k-3.
os correspondentes valores teóricos, no nível de significância 
considerado, rejeita-se a hipótese.de normalidade da distribui 
ção.
Um critério utilisado para. especificar o número de 
classes (k) ê através da expressão empírica devida a Sturges
k = 1 + 3,3 . log n (6.9)
0 número de graus de liberdade dessa distribuição,no
2Para valores de x calculados pela (6.8) maiores que
6 . 3.2.2 Teste de Kolmogorov-Smirnov
0 teste de Kolmogorov-Smirnov é adequado somente para 
distribuições contínuas, e a rigor, quando a distribuição é
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completamente especificada Cisto e, quando os parâmetros são 
conhecidos) |ld|. A hipótese a ser testada ê que uma certa 
função ^(x) ® a ^unS^° distribuição de uma população da qval
a amostra x7 , x~, ..., foi tomada.1 7 27 * n
As etapas desse teste são:
19) Calcular os valores da função dè distribuição amostrai
Fjç(x) para a amostra x^, X2 , •••> xn » A função de distri­
buição amostrai F^(x) e definida como a relação entre o 
número de observações menores ou iguais a x e o número to 
tal de observações.
29) Determinar o desvio mãximo
d = max JFjçCx) - F^(x) j (6.10)
entre e F^(x).
A função de distribuição amostrai f^(x.) e uma função 
em degraus, de modo que d deve corresponder a um ponto de de£ 
continuidade, como mostra a figura 6.1
F„l»l
F 16 URA 6.1
Para cada ponto deve-se calcular os dois números não 
-negativos d-̂  e <$2 • 0 maior dos números e d.
39) Fixar o nível de significância a.
*+9) Determinar a solução c da equação
PCD ^ C) s i « a C6.ll)
onde c é obtido através de tabelas existentes em vários tex - 
tos | 20 | , i 2 1 UI 22 ! * Se d < c, não rejeitar a hipótese de nor 
malidade. Se d > o , rejeitar a hipótese de normalidade.
Kolmogorov e Smirnov [2 3| provaram que a distribuição da 
variável aleatória D independe da forma específica de F(x) , 
sendo a mesma para todas as distribuições contínuas.
6.3.3 Teste de Wilcoxon
Esse teste será utilizado para testar a hipótese nu­
la, Hq de que a distribuição de uma variável aleatória X e 
simétrica em torno de zero.
As etapas deste teste são:
19) Ordenar os valores absolutos da amostra de X, em ordem 
crescente, atribuindo postos (que são representados pelos 
números 1, 2, n, colocados em correspondência com os
n valores absolutos amostrais, dispostos em ordem crescen 
te) a esses valores. Pode ocorrer que duas ou mais obser­
vações tenham o mesmo valor. Nos casos de empates (quando 
ocorrem observações iguais, em valores absolutos) e atri­
buído o mesmo posto. Esse posto e a media dos postos que 
teriam sido atribuídos se os valores fossem ligeiramente
diferentes. Assim ê que se três valores sao iguais a -2, 2 
e 2, a cada um seria atribuído o posto 2, pois (l+2+3)/3=2. 
0 proximo valor, pela ordem, receberia o posto 4, porque jã 
foram utilizados os postos 1, 2 e 3.
2?) Atribuir aos postos os sinais dos valores observados cor - 
respondentes.
39) Determinar as somas dos postos de mesmos sinais.
4-9) Escolher a menor dessas somas (s), em valor absoluto, e 
calcular a estatística I 2 14 I
( 6 . 12 )
onde a media yo ê dada por
n(n + 1 )  (6.13)u = ----------
e a vanancia por
3 _
2 n(n + l)(2n + l) v "j j (6.14)a = ------------------  h — ------—s
2 4 4 8
sendo n o tamanho da amostra et. o número de coincidências3
para cada valor amostrai absoluto, por exemplo, para os pos­
tos : 1 ; 2,5; 2,5; 4; 5; 7; 7 e 7, tem-se : t-̂  = 1, ±2 = 2, 
tq = 1, t^ = 1 e tg = 3. 0 somatorio ê extendido à todas
coincidências que ocorrerem na amostra.
A estatística zg tende assintoticamente para uma dis­
tribuição normal padronizada. Na pratica essa aproximação pode 
ser usada para n> 25
0 teste e do tipo unilateral esquerdo, pois será toma 
da a menor das somas (em valor absoluto) dos postos de mesmos 
sinais.
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6.3.4 Teste de Pearson
0 teste P^ de Pearson procura estabelecer se os resul_ 
dos dos testes realizados sobre diversas amostras, provenientes 
de uma determinada população, mostram o comportamento geral da 
população ou se, ao contrario, eles correspondem a efeitos lo 
cais •
Seja X uma variável aleatória (aqui, a estatística do 
teste) com função distribuição
x
F^Cx) = / fx-(u) ^u (6.15)
e seja
z = -2 . In F^(x) (6.16)
— 2demonstra-se [25| que z tem uma distribuição do tipo x com 2 
graus de liberdade.
Considerando*"se um conjunto de k variáveis aleatórias 
independentes , a estatística
s z1 + z2 + * • • + z]̂ (6.17)
. . - . 2tem uma distribuição do tipo x Cora 2k graus de liberdade,
0 teste de hipótese e do tipo unilateral direito, ou
r\
seja, para valores de maiores que o valor crítico re"
jeita~se a hipótese nula H .
6.3.5 Teste de Kruskall-Wallis
£ um teste extremamente útil para decidir se k amos - 
tras independentes provêm de populações diferentes. Os valores 
amostrais quase que invariavelmente diferem entre si, e o pro­
blema e decidir se essas diferenças entre as amostras signifi­
cam diferenças efetivas entre as populações, ou se representam 
apenas variações casuais, que podem ser esperadas entre amos - 
tras aleatórias de uma mesma população.
Nesse teste, cada uma das N observações e substituída 
por um posto. Portanto, todas as observações de todas as k amos 
tras combinadas são dispostas em uma única serie, em ordem cres 
cente, e atribui~se os postos 1, 2, ..., N.
0 teste e baseado no cálculo da estatística [Z6|
, „2
que ê aproximadamente distribuída como um x~ cc>m ^“1 graus de 
liberdade para n^ > 5 e k > 3, sendo o número de observa­
ções da i-esima amostra, R^ a soma dos postos correspondentes 
â i-esima amostra e t. o número de coincidências entre os
J
postos Cpostos empatados).
•r 2Para valores de H maiores que o valor crítico Xĵ _] s 
no nível de significância considerado, rejeita-se a hipótese 
nula Ho de que as, k amostras provim de uma mesma população.
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CAPÍTULO 7
ESCOLHA DA VARIÁVEL ALEATÓRIA E A 
REDE DE NIVELAMENTO BRASILEIRA DE 1? ORDEM
7.1 Introdução
Os erros de uma rede de nivelamento d.e 19 ordem, mos­
tram um comportamento excepcional quando comparado com os de 
outras medidas topográficas devido a efeitos sistemáticos que 
surgem e que nao sao facilmente interpretáveis.
Muitas pesquisas foram realizadas para melhor se co - 
nhecer esses erros, sendo que mais modernamente eles tem sido 
estudados sob o ponto de vista estatístico |27js|28|,|29|jj30|, 
I 31 I s I 3 2 I 5 I 3 3 ! j j 3 '4 I } ! 3 5 1 s I 3 6 i j mostrando resultados promisso - 
res.
7.2 A variável aleatória X-^
Sabe-se, da teoria clássica, que o erro provável bru­
to por quilômetro e dado por j37|
= —  —p—  (7.1)
K 9 SR
onde: u^ - erro provável bruto por quilômetro
p - discrepância,- em milímetros, entre os resultados
dos nivelamentos de ida e volta de uma seção
7 4
R ™ afastamento, em quilômetro, entre duas RN conse­
cutivas (seção).
2 ■­Ep - soma dos quadrados das discrepancias
ER - soma dos afastamentos 
No caso de uma seção, a (7.1) fica
u2 = A  (7.2)
R q R
que nos demonstra a conveniência em estudar a variável aleató­
ria | 3 8 |
pi -iX . . = — (7.3)13 ----
Vr ..,13
ondè ê a discrepância e o afastamento entre duas RN
consecutivas da j-êsima seção e i-esima linha.
 ̂* 3 A rede de nivelamento brasileira de 1- ordem
7.3.1 Generalidades
0 nivelamento de alta precisão ou de 1- ordem e aque - 
le em que o erro provável total não ultrapassa dois milímetros 
por quilômetro. Para os modernos níveis, a AIG recomenda a título 
experimental, que o erro provável seja inferior a l,5mm por qui­
lômetro.
A rede de nivelamento brasileira de 1- ordem tem uma
extensão de 9G 202 ks, rendo estabelecidas 40 937 RNs e 9 
maregrafos (IBGE-1980),
Neste trabalho, serã analisada uma rede parcial do 
nivelamento brasileiro de 1- ordem,
7.3.2 Descrição da rede parcial
0 croqui da rede parcial a ser analisada ê mostrado 
na figura 7.1, estando localizada nos estados do Maranhão e 
Piauí. Esta rede ê composta de 5 circuitos (n9 122, 123, 129,
130 e 13b), com. uma extensão total de 1 915,87 km e 648 seções.
Para a. analise a ser executada, a rede parcial foi 
dividida em 20 linhas (conjunto de seções compreendidas entre 
dois pontos nodais), com as características dadas pelo quadro 
7.1.
As figuras 7.2, 7.3, 7,4, 7.5 e 7.6 mostram isolada­
mente cada um dos cinco circuitos da rede parcial, identifi - 














01 134 26 79 ,16
02 134 50 136 ,62
03 130 26 75,13
04 132 36 104,85
0 5 129 20 58,58
06 129 30 89,60
0 7 129 74 211,73
08 1 1 8 24 69,5 9
09 1 2 2 32 8 7,24
10 1 2 3 60 167,99
11 1 3 0 25 68,88
12 1 2 9 21 60,49
13 124 2 3 6 3,52
14 12 3 16 46,59
15 123 33 98,57
15 120 28 81,68
17 119 46 137,56
18 121 31 93,32
19 12 2 47 132,95
2 0 12 2 19 51,82
TOTAL - 648 1,915,87
Quadro 7,1
Os quadros 7.2, 7.3 e 7.4 mostram os comprimentos das 
seções Cem km) e as discrepâncias parciais (em mm) para um cir­
cuito completo, o de n9 130. Os dados referentes aos demais cir 
cuitos estão gravados em fitas magnéticas.
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F I G U R A  7.1 FIGURA 7.2
As figuras 7.2, 7.3, 7.4-, 7.5 e 7.6, mostrara cada um 
dos cinco circuitos isoladamente, indicando o numero de ordem 
para as linhas.
F IGURA 7.3 FIGURA 7.4
F I G U R A  7 . 5  F l  G U R A  7 . 6
LINHA N? 12
SEÇÃO N9 DISCREPÂNCIA (mm) COMPRIMENTO (km)
Ql -1,7 1,90


















20 1, 8 3,2 3




SEÇAO N? DISCREPÂNCIA (mm) COMPRIMENTO (km)
01 1,2 2,80





0 7 -4,6 3,6 7
08 -2,6 2,03




13 -3,5 2 , 99
14 -2 ,8 2,62
15 -5,8' 3,06
16 -5,0 2,86





22 5,3 2 , 91
2 3 -0,7 3,24
24 1,2 2,46










04 -0,6 3 ,01













18 1,8 2 ,71
19 0,1 3,05









7 . '+ Métodos de análise
Definida a variável aleatória X.., cada. linha será. tesij * -
tada isoladamente, bem como todo o conjunto.
Os métodos de análise empregados serão, em geral, tes­
tes não-parametricos.
Como a aplicação desses testes utiliza grande volume 
de cálculos, os mesmos foram executados com o auxílio de compu 




APLICAÇÕES DOS TESTES DE ALEATORIEDADE
8 . i Introdução
Foram executados dois testes de aleatoriedade: o de 
iterações e o de tendência. Esses testes foram aplicados em to 
das as 20 linhas componentes dos 5 circuitos de nivelamento.
0 teste de aleatoriedade possibilitara a exclusão pa­
ra os demais testes, das linhas de nivelamento que não apresen 
tarem características aleatórias. Se em pelo menos um dos te£ 
tes o resultado for significativo, a linha será considerada 
não-aleatoria.
8.2 Teste de iterações
8.2.1 Generalidades
Para a aplicação desse teste, foi calculada, para ca­
da linha, a mediana (m-) da variãvel X-. e o numero r de ite­
rações (aqui, seqüências de valores acima e abaixo da mediana).
Como o numero de observações abaixo (n^) ê igual ao 
numero de observações acima (n^) da mediana, então deve-se fa 
zer em (6.1) e (6.2), = r i y = n, obtendo-se
Ur = 1 + n (8.1)
No caso de n > 20, a distribuição da estatística (6.3) 
e apro:x Limadamente normal padronizada. A estatística (6.3) foi 
calculada para todas as linhas, pois a maioria delas apresen - 
tam n>20, ou pelo menos proximo desse valor limite (linhas n? 
5, 14 e 20).
Para testar a hipótese nula de aleatoriedade dos 
linha por linha, serã utilizado o nível de significância de 5% 
e um teste do tipo unilateral esquerdo, pois, pesquisas jã rea 
lizadas tem mostrado uma tendência das discrepâncias se
agruparem em seqüências de mesmo sinal j3Sj.
8.2.2 Resumo dos resultados
Os resultados do teste de iterações estão resumidos no 










































































































0 , 0 0 0  
0,572 
0 , 0 0 0  
-1,015 






0 , 0 0 0  































8.3 Teste de tendência (teste de estacionalidade)
8.3.1 Generalidades
Esse teste- foi aplicado calculando-se para cada linha
a estatística (6.4), ou seja, em teirmos da variável X..J 5 13
n-1
1 (x • 
*2 . j=l 1 ) J +' 13 (8.3)
n
No calculo de r>,, de acordo com Von Neumann j *0 ) , foi 
utilizado o estimador de máxima verossimilhança da variância
( s2).
Para todas as linhas foi calculada a estatística zn
(6.6) que tem aproximadamente uma distribuição normal padroni­
zada para n > 10, o que acontece para as 20 linhas testadas, 
pois a linha com menor numero de observações é a n? 14 (com um 
total de 16 observações).
No teste da hipótese nula de aleatoriedade dos x..,ij
foi utilizado o nível de significância de 5% e um teste do ti­
po unilateral direito, em conseqüência., a região de rejeição e 
dada pelo intervalo (1,644; + °°). 0 teste ê do tipo unilateral 
pelas mesmas razões vistas no teste de iterações.
8.3,2 Resumo dos resultados
Os resultados do teste de tendência estão resumidos 




X 2s Ô2 n • < zn
1
01 -0,02488 3,03084 4,82797 1,59295 -1,079 1,64 -'4
0 2 -0,01198 3,05327 5,49503 1,79972 0,723 1,644
03 -0 , 35612 5,32077 11,55334 2 ,17137 -0,454 1,644
04 -0,11518 2,43744 5,06945 2,07982 -0,246 1,644
05 0,30745 4,68345 3,49437 2,02722 -0 ,064 1,644
06 0,06477 3,53491 6,46608 1,82921 0,484 1,644
07 0,25435 3,02797 5,72099 1,88938 0,482 1,644
08 -0,60888 3,79250 6,33089 1,66932 0,845 1,644
09 0,80861 2,54504 3,94087 1,54845 1,318 1,644
10 0,17186 3,40178 6,00890 1,76640 0,920 1,644
11 0,15374 4,46848 9,95585 2,22802 -0,594 1,644
12 0,46945 3,99014 9 ,88459 2 ,47725 -1,148 1,644
13 -0,57560 2,98800 6,60423 2,21025 -0,577 1,644
14 0,37863 6,09545 7,92215 1,29968 1,494 1,644
15 0,27612 4,02184 8,48140 2,10883 -0,322 1,644
16 -0,47455 4,39001 8,67166 1,97532 0,058 1,644
17 -0,12701 3,15599 5,26776 1,66913 1,147 1,644
18 0,36800 4,47154 9,43629 2,11030 -0,317 1,644
19 1,06798 3,26565 8,09831 2,47985 -1,681 1,644
20 -0,21630 1,77728 1,84363 1,03733 2,215 1,644
Quadro 8,2
8 . 4 Análise: dos resultados
0 teste de iterações para a aleatoriedade mostrou on-, :J 
apenas para a linha n? 20, a estatística correspondente cai na 
R.R., ao nível de significância de 5%, sendo o resultado alta­
mente significativo, pois
P U  < -3,401) = 0 ,00033
A figura 8.1 mostra qualitativamente a não-aleatorie- 
dade dos valores de x.^ para a linha n9 20.
8 7
Para a linha n? 10 o teste de iterações mostrou que
P(z < -1,562) = 0,05938 r ’ ’
e para a linha n? 14 o resultado seria
P(z < -1,553) = 0,0606 r ’ 5
Portanto, considerando-se um nível de significãncia 
ocuco acima, de 5“ . os resultados nara essas duas linhas seriam 
também signíficativos.
0 resultado do teste de tendência confirma o resulta­
do obtido pelo teste de iterações, mostrando que realmente a 
linha n9 20 tem u.m comportamento não-aleatõrio. 0 resultado ob 
tido foi
88
P(z > 2,22) = 0,03020 
significativo como mostra a figura 8.2
Assim, considerando-se os dois testes em conjunto, 
tem-se uma indicação altamente significativa da nio-aleatorie- 
dade da linha n9 20.
0 teste de tendência, aplicado ã linha n9 1*4, forneceu 
o resultado
P(z > 1,49) = 0,06812
praticamente confirmando o resultado obtido pelo teste de itera 
ções.
APLICAÇÕES DOS TESTES DE NORMALIDADE
3.1 Introdução
Foram executados dois testes de normalidade, os tes­
tes de x“' e de Kolmogorov-Smirnov. Esses testes foram aplica­
dos em todas as linhas, exceto a linha n? 20, sendo essa a 
única em que o teste de aleatoriedade foi rejeitado.
Os testes de normalidade são de grande importância ,
pois, espera-se que a variável aleatória X.. tenha distribui-1 13
ção normal em cada linha, e a aplicação desses testes confir­
mará ou não essa hipótese.
O
3.2 Teste de A_
9.2.1 Generalidades
.  ~  ?  ~Na aplicaçao do teste de x"» as observações foram co
dif içadas (distribuídas em k classes), sendo o domínio ( +°°) 
dividido em intervalos com iguais probabilidades (l/k) como 
sugerem Mann, Wald e Gumbell | 4 1 | , j l* 2 | , pois, dessa forma a 
escolha dos intervalos torna-se unívoca. A eficiência do tes­
te de x cresce com o aumento do número de observações, dessa 
forma, a freqüência teórica para. cada intervalo foi tomada, 
sempre que possível, em torno de 10, e nunca inferior a. 5 . 0  
número de intervalos deverá ser no mínimo igual a 4.
As estimativas da media e da variância foram obtidas 
através dos estimadores de máxima verossimilhança, envolvendo 
os dados não-codifiçados.
0 número de graus de liberdade k-3 parece ser o mais 
adequado, já que foram estimados dois parâmetros (media e va­
riância). Porém, como demonstram Chernoff e Lehmann jk3| , a
. .  .  ~  c -  . .distribuição de x "teir‘ um numero de graus de liberdade inter­
mediário entre k-1 e k-3.
Para testar a hipótese de normalidade das variáveis
. ~ 2 X^j, linha por linha, foi considerada a distribuição de x com
k-1 graus de liberdade, sendo 5% o nível de significância. 
Assim procedendo, adotou-se um teste mais conservador no sen­
tido de dificultar a rejeição de H .
9.2.2 Resumo dos resultados
























0.3 To:0-T-3. Ko w v ' ^ n o v
9.3.1 Generalidades
A rigor, o-teste de Kolmogorov-Smirnav não e adequa 
do para testar a normalidade das variáveis X_. . t já que o mes­
mo foi desenvolvido para uma distribuição contínua completa *• 
mente especificada (sem parâmetros a estimar). Contudo,o teste 
foi aplicado e apesar da aproximação (em virtude da estimação
da média e da variância), verifica-se que os resultados con -
- 2cordam plenamente com aqueles obtidos através do teste x com 
k-1 graus de liberdade
0 teste de Kolmogorov-Smirnov trata as observações
. . . . . - . 2 individuais separadamente e, assim, ao contrario do teste x >
não precisa perder informações em decorrência da combinação de
~ 2 classes. Quando as amostras sao pequenas, o teste de x
é menos poderoso que o de Kolmogorov-Smirnov. Além disso para
2 ~ - • -amostras muito pequenas, o teste de x nao e aplicavel de for 
ma alguma, o que não acontece com o teste de Kolmogorov-Smir­
nov.
9.3.2 Resumo dos resultados
Os resultados do teste de Kolmogorov-Smirnov estão 
resumidos no quadro 9.2
9 . 4 Análise, dos resultados
20 teste de x para a normalidade mostrou que, ao ni - 
vel de significância de 5%, não houve resultado significativo.
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0 2 0,121 0,192
0 3 . 0,097 0,259
0 9 0,106 0,227
0 5 0 ,181 0,294
06 0,085 0,242
0? 0 ,094 0 ,15 8
08 0,076 0,269
09 0,097 0,2 40
10 0,069 0,176
11 0 ,129 0 ,254
12 0 ,124 0,2 37
13 0,137 0,275
14 0,084 0,327
15 0 ,131 0,2 37
16 0,085 0,250
17 0,086 0,201
18 0,134 0,2 44




No caso da linha n9 2 tem-se que
PCX2 > 9,00) s 0,06
e piara a linha n9 19
PCX2 > 15,23) =0,06
Portanto, considerando-se um nível de significância 
pouco acima de 5%, os resultados para essas duas linhas seriam 
significativos, o que nos leva a lançar uma certa suspeita com
w 2 ~relação ã normalidade dessas duas linhas. 0 teste de x nao 
foi aplicado â linha n9 14, pois a mesma apresentou, de acordo 
com o critério adotado, um númefo de intervalos inferior a 4.
0 teste de Kolmogorov-Smirnov confirmou os resultados
2 - ^ . obtidos pelo teste de x » P°is » 30 nível de significância de
5%, não houve resultado significativo. Nesse caso, o teste de
Kolmogorov-Smirnov tambem ê conservador, pois, foram estimados
parâmetros a partir de amostras.
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CAPÍTULO 10
APLICAÇÕES LOS TESTES DE NULIDADE DA MÉDIA
0-1 Introdução
Os testes t de Student e de Wilcoxon, foram executados 
com o propósito de testar se a variãvel aleatória , para ca­
da linha de nivelamento, possui media populacional igual a zero. 
Se isso não ocorrer, os x.. e, conseqüentemente, as discrepân -
J
cias p.. revelarão a existência de efeitos sistemáticos.J
10.2 Teste t de Student
10.2.1 Generalidades
0 teste t de Student foi aplicado para testar a hipó -
tese nula de que a média dos x ^  i zero, contra a alternativa de
que a mesma ê diferente de zero. Assim, foi utilizado um teste 
do tipo bilateral. Como esse teste ê aplicãvel somente para da­
dos que seguem a distribuição normal, que ê simétrica, então, 
testar a hipótese de que a média e z e r o  equivale a testar a hi­
pótese de que a distribuição é simétrica em torno de zero.
Esse teste foi aplicado â todas as linhas em que a hi­
pótese de normalidade não tenha sido rejeitada.
0 esquema para o teste é:
1. H0 : Uj = 0
2. Hx : Ui t  0
3. Nível de significância a = 0,05
4. Determinação da região de rejeição
9 6
F I G U R A  10.1
5. Calculo da estatística t
’ s
/ n
6. Conclusão: se |tj > rejeitar a hipótese Hq ,
10.2.2 Resumo dos resultados
Os resultados do teste t de Student estão resumidos 
no quadro 10.1.
10.3 Teste de Wilcoxon
10.3.1 Generalidades
0 teste de Wilcoxon pode ser utilizado para testar a
hipótese de que os x-_. são simetricamente distribuídos em torno-kl
de zero, sendo o mesmo baseado na estatística zg (6.11) que 
tende assintoticamente para uma distribuição normal padroniza­
da' i * * | . Na pratica, essa aproximação e usada para n > 25. Como 
a grande maioria da.s linhas apresentam n > 25, ou proximo do 
valor1 limite, o teste foi aplicado em todas elas.
10.3.2 Resumo dos resultados









01 2 5 -0,025 1,775 -0,07 2,06
02 4 9 -0,012 1,765 -0,05 0 09*. 3 c.
03 c; -0 ,356 2 , 352 -0,7 7 2,36
0 4 3 S -O,115 1,583 -0 ,44 2 ,04
0 5 19 ■0,307 2 ,220 0,62 2,09
06 23 0,065 1,912 0 ,19 2,05
07 7 3 0,254 1,752 1,25 1,9 9
08 23 -0,609 1,989 -1,50 2,07
09 31 0,809 1,621 2,82 2 ,04
10 59 0 ,172 1,860 0,72 2 ,01
11 24 0,154 2 ,157 0 ,36 2 ,06
12 20 0 ,469 2,047 1,05 2,09
13 22 -0,576 1,767 -1,56 2,07
14 ' 15 ' 0 , 379 2,550 0,59 2,13
15 32 0 ,276 2,037 0,78 2,04
16 27 -0,475 2 ,134 i f—* V M CO 2,05
17 45 -0,127 1,796 CO-TfO1 2,02
18 30 0,368 2 ,150 0,95 2 ,04
19 4 6 1,068 1,827 4 ,01 2,02
20 — __ — —
Quadro 10.1
10.4 Análise dos resultados
A aplicação do teste t de Student mostrou que a hipo 
tese de simetria, em torno da media zero deve ser rejeitada pa 
ra as linhas n? 3 e 19, sendo esses resultados altamente sig­
nificativos; pois, para a linha n? 9
PC |t I > 2,82) H 0,005
98
e para a linha n.9 13







01 153,0 162,50 37,17 -0,256 -1,644
02 625,0 637,50 103,59 -0,121 -1,644
03 144,0 175,50 39,37 -0,800 -1,644
04 301,0 333,00 6 3,65 -0,503 -1,644
05 83,0 105,00 26,79 -0,821 -1,644
06 224,0 232,50 48,62 -0,175 -1,644
07 1.107,0 1.350,50 181,90 -1,339 -1,644
08 91,0 138,00 32,88 -1,430 -1,644
09 115,0 248,00 51,03 -2,606 -1,644
10 784,0 885,00 132,49 -0,762 -1,644
11 146,0 162,50 37,17 -0,444 -1,644
12 78,0 105,00 26,79 -1,008 -1,644
13 76,0 115,50 28,77 -1,373 -1,644
14 57,0 68,00 19 , 34 -0,569 -1,644
15 237,0 280,50 55,97 -0,777 -1,644
16 155,0 203,00 43,91 -1,093 -1,644
17 469,0 517,50 88,59 -0,547 -1,644
18 197,0 248,00 51,03 -0,999 -1,644
19 2 35,0 564,00 94,50 -3,482 -1,644
20 - - - - -
Quadro 10,2
O teste de Wilcoxoh confirmou os resultados obtidos a 
través do teste t de Student, rejeitando também a hipótese de 
simetria para as duas linhas tn'9 9 e 19).
No caso da linha n9 9
PCzg > -2,606) 5 0,0045
(•5 Q
e para a .linha n? 19
P(z > -3,482) = 0,0002s
mostrando também resultados altamente significativos.
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CAPÍTULO 11 
APLICAÇÕES DO TESTE Px DE PEARSON
11.1 Introdução
O teste de Pearson, que procura estabelecer se os 
resultados obtidos para as linhas mostram um comportamento ge­
ral da rede ou se ao contrario correspondem a efeitos locais , 
foi aplicado aos testes de aleatoriedade e simetria.
11.2 Aplicações aos testes de aleatoriedade
0 teste ?x de Pearson foi aplicado aos testes de ite­
rações e tendência. Os resultados obtidos para o teste de ite­
rações estão resumidos no quadro 11.1 e para o teste de tendin 
cia no quadro 11.2.
11.3 Aplicações aos testes de nulidade da média
0 teste Px de Pearson foi aplicado ao teste de Wilcoxon,
sendo que a estatística z segue uma distribuição normal padros
nizada. Os resultados do teste P^ aplicado ao teste de Wilcoxon 
estão resumidos no quadro 11.3.
11.4 Analise dos resultados
Considerando-se a s linhas n? 10, 14 e 20, suspeitas 
quanto ã aleatoriedade, nota-se que elas correspondem a prati­




















































































2A Px = 66,05
Quadro 11.1
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A verificação quantitativa da influência dessas três 
linhas no comportamento geral da rede, pode ser feita através 
do teste de Pearson, que forneceu os resultados:
a  ̂ Para o teste de iterações
P, , = 66,05À z  ’r
r\
x40;0,05 “ Sü>7Ê
X4Q ; 0 , 01 “
b) Para o teste de tendência
P,  = 4 9 , 1 8X,  z n 5
X40;0,Q5 = 55’76 
2v = 6369X4Q;Q,01
Verifica-se que o teste P^ de Pearson ê significativo pa­
ra o teste de iterações, tanto ao nível de significância de 5% 
quanto 1%, o que não ocorre com o teste de tendência. Pode-se 
considerar o resultado para o teste de iterações como altamen­
te significativo.
A aplicação do teste P^ de Pearson ao teste de Wilco- 
xon forneceu o resultado
P, = 80,59 X , z ’ s
2y = 6 3 0 QX3 8;0,05




F ( 2 ) z .1
01 1,0793 0,8598 3,9291
0 2 0,7225 0,7850 2,8965
0 3 ™ 0 ,4544 0,3248 0,7854
Q4 -0 ,2463 0,4027 1,0307
05 -0,0641 0,4745 1,2866
06 Q,4839 0,6858 2,3152
07 0,4823 0,6852 2,3117
08 0 ,8453 0,8010 3,2291
09 1,3184 0,3063 4,7357
10 0,9201 0,8212 3,4433
11 -0,5938 0 , 2 7 6 3 0,6468
12 -1,1483 Q ,12 5 4 0,2680
13 -Û ,5771 0,2819 0,6624
14 1,4944 Q,9 32 5 5,3903
15 -0,3224 0,3736 0,9355
16 0,0677 0,5270 1,4973
17 1,1470 0,8743 4,1478
18 -0,3173 0,3755 0,9416
19 -1,6806 0 ,0464 0 ,0951
20 2,2150 0,9866 8,6280






01 -0,256 0,3990 1,8377
02 -0,121 0,4518 1,5888
0 3 -0 ,800 0,2119 3 ,1037
04 -0,503 0,3075 2 ,3587
05 '-0,821 0,2058 3,1615
06 -0,175 0,4305 1,6854
07 —1,339 0,0903 4,8096
08 -1,430 0,0764 5,1446
09 -2,606 0,0046 10,7719
10 -0,762 0,2230 3,0009
11 -0,444 0,3285 2,2263
12 -1,008 0,1567 3,7065
13 -1,373 0,0849 4,9331
14 -0,569 0,2847 2 ,5128
15 “0,777 0,2186 3,0412
16 -1,093 0,1372 3,9727
17 -0,547 0,2922 2 ,4607
18 j -0,999 0,1589 3,6790
19 -3,482 0,0002 16 ,5962
20 - - -
Estatística = 80,59
Quadro 11.3
Portanto,o resultado ê significativo ao nível de signi 




APL1CAÇAO DO TESTE DE KRUSKALL-WALLIS
12.1 Introdução
0 teste cumulativo de Kruskall-Wallis foi executado 
com o objetivo de testar a hipótese nula de que as distribui­
ções das variáveis aleatórias X^j (i = 1, 2, ..., 20), linha 
por linha, são idênticas e com mesma media. 0 teste e do 
tipo unilateral direito.
12.2 Resumo dos resultados
Os resultados do teste de Kruskall-Wallis estão resu 
midos no quadro 12.1,
12.3 Analise dos x^esultados
0 teste de Kruskall-Wallis forneceu
H = 29,81 > x L ;0,05 = 2S-87
o que leva ã rejeição da hipótese de que a distribuição e a 
mesma (completamente especificada) para todas as linhas, ao 
nível de significãncia de 5%. Entretanto, ao nível de significincia 
de 1% não se pode excluir1 a possibilidade de uma mesma distri­
buição para as 19 linhas que formam a amostra, pois
IOC



























ESTATÍSTICA H s 29,81
Quadro 12.1
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APLICAÇÃO DO TESTE DE BARTLETT
13.1 Introdução
O teste de Bartlett foi executado com o objetivo de 
testar a hipótese de aue os x.. tem a mesma variância em cada 
linha e, portanto, de que as medições., linha por linha, são 
homogêneas. 0 teste aplicado e do tipo unilateral direito.
CAPÍTULO 13
13.2 Resumo dos resultados
Os resultados do teste de Bartlett estão resumidos no 
quadro 13.1.
13.3 Análise dos resultados
0 teste de Bartlett forneceu
resultado que não e significativo ao nível de significância de 
5% }de modo que não se pode rejeitar a hipótese de homogeneida­









L'l 26 25 3,152
02 50 49 3,116
03 26 25 5,534
04 36 35 2,507
05 20 19 4,930
06 30 29 3,657
07 74 73 3,069
08 24 23 3,957
09 . 32 31 2,627
10 60 59 3,459
11 25 24 4,655
12 21 20 4,190
13 23 22 3,124
14 . 16 15 6,502
15 33 32 4,148
16 23 27 4,553
17 45 45 3,226
18 31 30 4,621
19 47 46 3,337
20 - - . -




Os testes de aleatoriedade mostraram resultados alta­
mente significativos para a linha n? 20, ou seja, um comporta­
mento nãc-aleatõrio para a mesma. Suspeita-se também quanto a 
aleatoriedade das linhas nÇ 10 e 14-, em vista dos resultados 
apresentados essas três linhas em conjunto correspondem a 
praticamente 15% do tamanho da amostra. Pode-se concluir , com 
base nesses resultados e pela escolha do nível de significân- 
c.ia de 5%, existir uma indicação de não-aleatoriedadé dos 
ou seja, um efeito da correlação entre os e a ordem em que
as medidas foram realizadas |,+ 5 | , considerando-se a totalidade 
das linhas.
0 teste cumulativo de Pearson verificou essa con - 
clusão quantitativamente, mostrando resultado altamente signi 
ficativo. Um exame mais detalhado mostrou contudo que a linha 
n9 20 isoladamente tem uma contribuição muito grande para o va 
lor de P-̂ no teste cumulativo, de maneira que se a mesma for 
excluída da amostra, o teste cumulativo para a aleatoriedade 
não serã significativo.
As aplicações dos testes de normalidade não mostraram 
resultados significativos, ao nível de significância de 5%,não 
se podendo rejeitar a hipótese de normalidade dos x ^ .
Os testes de Wilcoxon e t mostraram que a hipótese de 
nulidade da media dos x,.,. deve ser rejeitada para as linhas 
n? 9 e 19. 0 teste cumulativo P^ aplicado a esses dois testes 
mostraram resultados altamente significativos.Conseqüentemente, 
deve-se considerar a existência de medias diferentes de zero
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para as diversas linhas. A existência de assimetria dos x ... 
em relação a zero, confirma o resultado clássico dado primeira 
mente por Lallemand sobre a existência de um efeito sistemãti 
co P 6 !-
0 teste de Kruskall-Wallis, ao nível de significância 
de 5%, mostrou resultado significativo; dessa forma deve-se re 
jeitar a hipótese de equidistribuições de mesma média para os 
x.. nas diferentes linhas. Entretanto, esse resultado não ê-1-J
altamente significativo, pois, a hipótese não deve ser rejeita 
da ao nível de 1%.
0 teste de Bartlett, ao nível de significância de 5%, 
não mostrou resultados significativos; dessa forma não se pode 
rejeitar a hipótese de homogeneidade das medições.
Portanto, excluindo a linha n9 2 0 dos testes de norma 
lidade, simetria, Kruskall-Wallis, de Pearson e Bartlett, jã 
que foi rejeitada a hipótese de aleatoriedade da mesma, a tota­
lidade dos testes forneceram as seguintes características para 
a rede considerada:
a) uma indicação de não-aleatoriedade dos ;
b) uma indicaçao de normalidade dos x^^;
c) evidência de que as distribuições dos x —  não apresentam mé­
dias iguais a zero, e, são diferentes umas das outras. Esse 
último resultado confirma o fato de que as discrepâncias p^j 
são afetadas por um erro sistemático;
d) uma indicação de que as medições realizadas são homogêneas.
Em virtude da amostra considerada, que abrange partes 
dos estados do Maranhão e Piauí, não representar as diferentes 
características geográficas brasileiras, sugere-se:
a) fazer uma analise estatística, nos moldes deste trabalho , 
para a totalidade da rede brasileira de nivelamento de 1~
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ordem
b) realizar a analise estatística das discrepâncias acumula - 
das ;
c) construir os diagramas das discrepâncias acumuladas, onde, 
no eixo das abcissas tem-se
r
z . = ï. R. . ,
^  iBl ^
isto ê, as distâncias acumuladas e, no eixo das ordenadas 
as discrepâncias acumuladas. Esses diagramas complementam 
a analise das discrepâncias acumuladas quando construímos 
as linhas dadas por:
1?) M .ir
2?) M! = M. - 5 .xr xr ir
39) M f' = M. -  1,965.. xr 5 xrxr
onde :
r
M. = E jjP'vJ = x. 2 R. ■ , para a j-esima linhaxr u xrJ x . , xii  = l  J
a . = V [P. 1 = s.- Z R.., para a i-esima linhaxr L xrJ i , li’ ^ Ji  = l  J
r
P. = Z p.. (discrepâncias acumuladas). 
i=i
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CURSO Ce  P0 5 - GRADUACA0  EM C I Ê N C I A S  GECDESI CAS  
J A I R  RENDES MARGUES
TESTE DE I TSRACAC •  PROGRAMA P R I N C I P A L  
I M P L Í C I T  R E A L * è { A « H „ 0 ® E )
D I ME N S I ON  R C C 7 4 ) * R ( 7 4 ) * X ( . 7 4 ) » I C 7 4 ) » I K ( 7 4 )
ENTRADA DO NUMERO DE SECCES * h *
REAC( 2 , 5  )N 
F CRMAT( G)
ENTRADA DAS DXSCREPANCI AS P A R C I A I S  »RO*5 
H £ A f i ( 2 # 1 0 ) C R O I I ) , I ® 1 , N )
ENTRADA DOS COMPRI MENTOS DAS SECCES "R " 
R E A E ( 2 , Í 0 ) ( R C I ) , I s l , N )
F C R MA T C i 9 C )
« R I 1 E { 3 , 3 4 >
F ORMA1 C/ 1 0 X«  ’ D I SCR E P A N C I A S  -PO*' )  
s R X T E C 3 , 3 3 X R O ( l 3 , I » l » N )
F O R N A T Í / / 5 X , I 9 F f c „ i )
» R I T E  C 3 „ 4 ê )
F O R M A T Í / / ! ® * »  «COMPRI MENTO DAS SECOES ■ R * )  
t o R £ T E ( 3 « 4 4 H R ( X ) , X * l f f t )
F 0 R M Ã I ( / / 5 X , I 9 F t > „ 2 )
CALL V A x ( R O , R , ¥ , N )
» R I T E ( 3 » 4 }
F C R M A T C / / 1 0 X » ' V A R 1 A V E L  ALEATÓRI A X » )  
W R I T E C 3 , n U U ) , X « l , N )
F C R M A K / Í 9 F 8 . 3 )
CALL 0 F D C ¥ , N , N N » N J , K , J , X L )
» R I T E C 3 , 6 )
F 0 R M A T ( / / 5 X , ' VARI AVEL  ALEATÓRI A X -  ORDENADA* ) 
f c R i i E í 3 e n c m ) a s i , N )
CALL M E D ( X , N t N i , X i , X X , X 2 , l 3 , X M )
CALL V A x C R O , R , X f SO
CALL t i l T ( t i ' * l f t i 3 e X t , I Í f I 2 ' 0 , K , t i l ] t , N T t X * , X , I K , ! i R )  
CALL E S T Z Í N R , N 2 , 5 R » E R r V R , Z )
K R I T £ ( 3 , 153XMyNH
F O R M A I í / / 5 X ? «MEDI ANA ■ * , F i & , 5 , S X ,
1 * NUMERO DE I TERAÇÕES a » , 1 2 )
N R I T E C 3 e1 7 ) E R , V R , , Z
F O R N A T C / / & X , » E Í R 3  • * , F i ® , 5 , 5 X , *  V. ( R ) * *  , F I 0 . 5 , 5 X ,
l * Z  * »  , F Í 0 , 5 )
TESTE AO N Í V E L  DE S I G N X F I C A N C 1 A  CE 5 POR CENTO
Z C a « i e6 4 4
X F C Z C « Z ) 9 0 , 9 S , 9 S
N R 1 T E ( 3 ,9.7 )
F O R M A T C / / 5 X , « C O N C L U S Ã O *  R E J E I T A - S E  A H I PÓT ESE DE 
1 A L E A I O R I E D A D E » )
GO TO 77  
» R I T E C 3 9 9 )
F C R M A T C / / 5 X , » C O N C L U S Ã O *  A C E I T A - S E  A HI PÓT ESE  DE
i  AL EAI ORI EDADE »  3
S I OF
END
CALCULO DA VARI AV EL  ALEATÓRI A X ( I )
8 U 6 R 0 U I I N E  VAX CRC, R , X , X )
I M P L 1 C I T  R £ A l * 8 ( A - H , 0 - Z )
D I ME NSI ON R C ( 1 ) , R ( I ) , X ( 1 )
DO S J s j , I
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C ÖRDENACAÖ DA VARI AVEL  ALEATCRI A X ( I )
S U B R O U T I N E  Q R D ( ï » N e N N , N J , K  r ü # X L )
I M P L I C I T  R E A L * 8 ( A » H , C * Z )
D I ME N S I ON  Ï C N )
NN»N 
S Nü«NN»i
DC 10 ü*l/NJ 
N S * H i
I l  ( Y C O ) » Y ( K ) ) i 0 f 1 2 # 1 5  
15 X l » Y C K )
Y Î K J s ï ( j )
¥ ( 0 ) s X L  
10 CONTI NUE
N N * N N * i




C CALCUOC DA MEDI ANA XM
S U B R O U T I N E  MED(Y»N»NÍ,X I , 11, 12, 13,XM)
I M P L I C I T  R £ A i * 8 ( A - H , C - Z )
D I ME N S I O N  Y ( N )
RlsN/2 
X l s f c / 2 , 0  
I F  ( M  «*X 1 î  5 » 10 , 5  
5 I l * ( « + t ) / 2
x m*y c u )
GO Ï O  18 
10 I 2 * N  1
2 3 * M  + l
X*B(YCI2)+y{X3) )/ 2«0
I S  R E T U R N
END
C
C CALCULO 130 NUMERO DE I T ERACCE «F
SUBROUTINE NîîCN,Ni,N2, X l , I l , 12,Ü.K,NY,NT,XM, 
IX#INfNR)
I M P L I C I T  R E A L * 8 C A - H , 0 - 2 )
D I M E N S I O N  I K ( N ) , X ( N )
I l  C N Í * X i ) 5 , 1 0 , 5
5 N 2 *  1 1 «* 1
GO TO 1 5  
10 k i l l ' d
15 K * 0
DO 4 0  l a ! »N 
0 ® 1  
K*K + 1
I F C X ( ü ) - X M ) 2 5 , 3 £ ' ÿ 3 5
25 XK(K) sB
GO 1 0  4 0  
35 I F ( K ) ® 1
GO 1 0  4 9  




CO 5b O x l , NI
I F ( I K < ü ) - I K ( J + ï ) ) 5 e , 5 5 , 5 e





CALCULO DA E S T A T Í S T I C A  Z 
SUBROUTI NE E S l Z l N R , N 2 # 5 R > E R , V R , Z ) 
I M P L I C I T  * E A l * 8 ( A - H » C - Z )
ER»l0e*N2
V R « N 2 * ( N 2 * l « 0 ) / ( 2 , 0 * N 2 * U t )
S R s g Q R l ( VR }




CURSO CE P05 - GRACUACA0  EM C I Ê N C I A S  GECDESI CAS  
üAI I? MENDES MARGUES
TESTE DE TENDENCI A « PROGRAMA P R I N C I P A L  
I M P L I C I T  R E A L * 8 ( A * H » C » Z )
D I ME N S I ON  X ( 7 4 ) , P C Í ? 4 ) , R ( 7 4 )
ENTRADA DO NUMERO DE SECCES "A *
Rf e AD< 2 . 1 )#i 
FORMAT( G )
e n t r a d a  d a s  d i s c r e p a n c i e s  p a r c i a i s  e R C w 
R £ A 0 ( 2 , 5 ) Í R Q ( I ) , I s l , N )
ENTRADA DOS COMPRI MENTO DAS SECCES • R«  
R £ A D ( 2 f 5 ) ( R ( I ) « ' X a l « N )
F Q R M A K 7 4 G }
t f f t U E ( 3 # 3 4 )
FORMATC / 1 0 X , 1 D I S C R E P A N C I E S  RO»)  
« R H E O f 3 3 M R Ò ( l ) # I * l , N )
F O R M A T C / / S X » I 9 F 6 . Í )
N 8 I T E t 3 ( 4 S )
F O R M A T ( / / 1 0 X » ' C O M P R I M E N T O  DAS S F C0 E 5  s R » ) 
( s R I T E ( 3 , 4 4 ) C R C I > í I * Í , N )
F 0 H H A T C / / 5 X , 1 9 F 6 e2 )
CALCULO DE 2
C Â L l  ? E N D ( R C * R » X , Z ' D 2 » X N f 5 2 » E T A , N )
#RI18L í  3 „ 4 )
FORMA T C / / 1 0 X » ' V A R I A V E L  ALEATÓRI A X « )  
* R I l E í 3 , 7 ) C X U ) , J  = Ji ,N>
FORMA T ( / I 9 F 8 « 3 }
0 R 1 1 E ( 3 , 1 3 ) C 2 » X M « S 2 » E T A » Z
F C R M A T Í Z / b X , ’ E S T A T Í S T I C A  C2 s ' * F 1 0 O5 , 5 X » ' M E D I A *  » 
I f  1 0 . 5 , 5 X , • V A R I A N C I A  a » , F 1 0 , 5 , / / 1 0 X , ' RAZA0 £TA 5«
l « 5 » S X # «Z « ' , F 1 0 „ 5 )
TESTE AO N Í V E L  DE S I G N I F I C A N C E  DÊ 5 POR CENTO 
Z C * 1 , 6 4 4
I F ( Z * Z C ) 1 5 , 2 0 , 2 ®  
f e f R I I E í 3 * 2 S 5
FORMATÇ / / 5 X # ' C O N C L U S Ã O 8 A C E I T A - S E  A H I PÓT ESE D l
% ALEATORI EDA. DE« )
0 0  TO 35  
R f t I T E ( 3 ,  3 0 )
F O R M A I C / / 5 X , « C O N C L U S Ã O í  R E J E I T Â - E E  A H I P C T E S I  DE
1 A L E A T O R I E D A D E » )
STOP
END
SUBROTI NA PARA 0 TESTE OE T ENXENCI A -  TREND TEST  
SUBROUTI NE T E N D ( RO, R , X »Z , C2 , X M , S 2 , E T A , N)
I M P L I C I T  R E A L * 8 ( A - H ' 0 « ' Z )
D I MENS I ON X Í N )  , R O C N > , R C N )
CALCULO DA VARI AVEL  AL EATCRI A X C I )
DO S I * 1 * N
X ( I ) = R O ( I ) / S O R T C R C I ) )
CALCULO DÊ D2
S O » 0 o0
M®N— I
DO, 10 I s l #M
SQs S Q* > ( X ( I  + l ) ® X C I ) ) 4 * 2  
D 2 8 S 0 / M





DO 15 1 = 1 r N 
15 S l a S T  + X d )
X # « S Ï / N
5«sge0
D C  2 0  I « 1  » N 
20 S f l * S i H ( X ( I Î ® X H ) * * 2
S2S5M/N 
C CALCULO DE ETA
E T Ã S D 2 / S 2  
C CALCULO DE Z
A = Î « 0 ® Î E ' T A / 2 O0 )
B = ( h ® 2 » 0 ) / C ( N * S 2 ) ® 1 « 0 )




C CURSO CE PCS- ORACUACAO EM C i E J C i A S  GECDESI CAS
C ÜA I R  MEn DES Má RCUê S
C TfcSXE Ofc QUl - t t UACf t APC -  FR 0 6 R A * A  P R I N C I P A L
I A P E I C H  R Ê A l * 8 l A - R , C « * Z )
D I ME N S I ON  R C C ? 4 i #R C 7 4 > #KC:74> / Ï C C  1 *6 > , X C U 0 )  
D I MENS I ON F U < O , F ü U 0 J , X C l U ) , A ( 4 2 )
C ENTRADA OC NUMERO CE SECCES " à B
R E A 0 ( 2 , 1 ) N  
X F u Rm A î ( G )
0 ENTRADA DA5 Cl SCRüi PANCl AS * RG*  E DOS
C CCMFRI MgNTOS UAS SECCES .»-fi"
R t A C ( 2 , 5 H R C U ) , I * i , N )
R t A & ( 2 , S ) l R l I > V l * l , N )
6 FORMÂT Í 2 3 C Ï
CALE V Â X £ R O , H , ï  f N , N l )
M S N X •» X
C a l e  E X ï C l N l r M , 2 C * A j
CALE E X X C U , N , M , Z C  , X C , X M , S D )
CALE f Q B ( N I , N , M , Y , X C f l r ' r f  C.J 
CALE F Î £ C N , M , F Ï )
N i s f t î ® 2  
n * I ' X E ( 3 , 4 f e )
F Q R M A I ( 7 6 t ‘ “ ' J )
8RX ï E ( 3 , 4 5 }
45  F O R M A T ! / , 8 X , ' X ( X )  « ,  19X » » Z (  I )  » ,  l E X  ,
i  " F REt i « OB&, i  O l X J  • , 2 X ,  • F R E C ÿ . T E C R . F ï C J )  ' )
I s f t l l E ( 3  f 4 e )
N R U E ( 3 , 5 5 ) X C ( I )  *.£ C C 1 1 # f  0 < l ) r f  ï  
55 F O R M A ï U X ,  ' - 0 0 '  , 4 X ,  * .  .  « » , XX ,  F *  .  3 » 7X , » •
1 0 Q , , 4 X , , (1*<>, , F 6 < , S , ? X , F 5 « 12 , X 4 X , F 5 o2 )
DU 65  X s i , N F
6b & * I X E t 3 , 7 0 ) X C £ l X  , X C ( I * 1 )  , Z C ( U  , Z C U + l )  , F C ( Î * X )  ,
i f  ï
7tt F C R M A T C i X , F 6 . 3 , i X ,  , 1 X , F 6 .  3 ,  7 X , F 6
X . 3 , l X ,  * ’ , F 6 . 3 , 7 X , F 5 . 2 , 1 4 X , F 5 92 )
H < t I l E ( 3 , 7 S ) X C ( M 3  , Z C l N 3  , F C ( f f X )  , F 1  
75 F o R N A ï C l X , f f e , , 3 , l X ,
X b . i , l X , * 9 9 9 ? , * + C O ' , l 0 X , F 5 92 » i 4 x , F 5 e 2 i  
S b l T E U ^ t ó }
* R I T E U , 8 « ) i * , h ï  
8E F C R K A U / i t f X ,  ' m C U E W C X A  TOTAL W s» , I 3 , l t f X , * N
IWMERC DE I fcTfcRVÂLCS N I  s » , j 3 )
* h i T E A 3 # 8 b ) A N , S C  
85 FORMÂTC/ l t óX ,  ' ME DI A  XM = • , f  7 . 3  , i ê X  , ' CESVXC PA
I D R aü  S u s f , F à • 4 )
C TESTE AQ N Ï V E E  DE S 1 G N I F X C A b C i A  CE 5%
CALL Q U X C N l , F Q , F l f X 2 )
X W C 3 ) s 7 s 82
X w { « ) * 9 . 4 9
X w ( b ) s U eÉ7
X U ( b ) = l 2 , 5 9
X Ü ( 7 ) « 1 4 . E 7
X E ( 8 ) s X 5 . 5 1
X 0 ( 9 ) > i t , 9 2
LO~&NI ® I
C t s x O ( L G )
E R I T E i 3 , 9 K ) X 2 , C C , E G  
9B FORMAT 1 / l S i X ,  1 OU X- ÔU ADR ACC CALCULADO X2 = ' , F b
118
’ OUl - CUADRACC 1ECR1CC CC = ' , F 6 92 ,  
1 3 X f ' ( G . L ,  s « , X 2 , * ) * )
I F  Q 2 » C C ) 3 5 , 3 5 , . i 8  
365 M H I l E ( 3 , 2 k )
22  FuRMAT C / l l c X ,  »CONCLUSAO*  Rf cJEJI AR A
i  Hi FOTESf c LE N C RR A U D A D E  ' )
GO 10  95  
35  f c R I l E ( 3 , 9 9 )
99  F O R M A l C / i t e X *  ’ CONCLUSAOi  N AC R E J E I 1 A R
1 A H l POT ESE 0 £  N C R N A L I U A D E ’ )
95  S I O F
END
C
C CALCULC DA VAR1AVEL A L E A I C R I A  X t  X 3
C £ DC NUMERC Cft I NTERVALOS
SUBf i OUl I N& V A A i H C , R , X , I , N i )
I M P L I C I T  R E A 1 4 8 £ A « H , 0 “ Z )
DI MENSI ON R C U ) , P U ) , X Q )
DO 5 * m » i  
5 X C s ) ) * R Q ( J ) / S C R T C R ( J ) )
I » ' ( l * 5 e ) l b , l f l , i i £
15 N l s l / 5
GO 1 0  20  





C CALCULC DAS FREUUENCI AS 1EORXOAS F t
S U&RCUl I Nf c  F T E ( N » N I , F 1 )
I M P L I C I T  KEAL * 8 1 A» - H#C « Z )
P * i  # 0 / N i




C CALCULO DOS ExTREHCS Z C l l )  COS 1 NTEHVAL 0 5
SUBROUTI NE E X Z C ( N I , M , 2 C , A )
I M P L I C I T  R E A L 4 8 1 A - R , G - Z )
DI MENSI ON Z C ( M ) , A ( 4 2 )
A U i s » f i afe74
At5)ssieij
A(,6)s0pS74
A i 7 ) s ® B a841
A ( 8 ) = » 8 02 5 3
A(9)siiJo25i
A t i y ) s £ eS i i
A £ 1 1 } = ® 0 9S78
A i l 2 ) s « t f , 4 3 1
A ( 1 3 ) s 0 , e
A £ 1 4 ) * 8 , 4 3 1
A C 1 5 ) 3 e . 9 ? C
A £ l f e ) * “ l » 0 6 7
A ( 1 7 ) » « 0 9 5 6 5
A C 1 8 > * ® 8 . 181
A £ l 9 ) = e , l B l
A £ 2 o ) 5 0 95 e 5
119
A ( 2 1 ) s l , É ! 6 7  
A ( 2 2 ) s “ i  * 150  
Ä v 2 i ) B * í i , b 7 4  
Â l 2 4 ) s ® 0 „ J l b  
A t 2 b ) s « , 0  
A l 3 õ ) « e » 3 1 8  
A í 2 7  ) s 2  »4)74 
A l 2 8 ) s l  .15«?
A ( 2 $ ) b » í , 221  
A í 3 0 ) s » 0 . 7 6 b  
Â í * 4 3 1
A ( 3 2 ) s ® 0 e 14K
A í 3 3 ) = e . i 4 0
A t 3 4 ) s 0 , 4 3 1
A ( 3 5 ) s 0 , 7 b 5
A í 3 b ) s l » 2 2 1
Aí  3 7 ) s « | «281
A ( 3 8 ) s - t ó , 8 4 i
A í 3 ¥ ) s « 0 « S 2 4
A í  4 È ) * * 0 , 2 5 3
A ( 4 i ) s e . e
A í 4 2 ) « 0 92 5 3
A í 4 3 ) 5 0 , 5 ' 2 4
A í 4 4 ) = « , 8 4 i
A ( 4 5 ) s l . 2 f e i
Klstó
K = 4
CO 15 X = 4 , i U  
1 2 s J
l í  ( M - I 2 ) 5 » Í 0 ?5
10 n s K
GO 10  15 
5 N = K * K 1 * 3
t< l»i< 1 + i  
15 C C N I I k l l E
N 2 * N l * N I ® 2
NfcS0
CG 20 I s N i , N 2  
Nhsf oN* !




c CALCUOC DOS EXÏ &EMCS XC í  I )  XCS
C 1 M E H V A C 0 S
SüBF OUl XNE E X x C U  ,N , * , Z C , X C , X M  , S C )  
I f c P L Î C l ï  IkE A L * 8 í A»I i „ C - Z }
DI ME N S I ON  ¥ ( N 7 ^ C Í M ; , Z C í M7 
S ï s & « 0  
CO 5 1 « 1 # N  
5 5 1 * s i - m x )
X M « S Ï / N  
SMS0 »0 
DC 10 I s l  ,N 
10 S « * S M « K X ( I ) » X M ) 4 * 2
S t s S G K Ï ( S M / N )
DC 15 I s ! , *





C CALCULC DAS FfcEGUfcNClAS CBSERV ADAS FC
SUBROUTI NE FOBCHi I  r B«#W » y vXC«lr , F C )  
I M P L I C I T  h E A L * 8 ( A « R , C « Z )
DI MENSI ON T Í N ; , a C I A ) , F ( N I ) , í ( H « I )  
N * N A - 1  
DC b 0=  1 
A ® S f ß
DC 10
XK * a  î ■=>kc ce m su 15, te
15 A ? A ^ 1 , 0
le c o n s i n u e
5 F 1 0 1* A
F l N I J s F L O A T l N )
Dü 20  1 = 1 , N  
20  F C U + l ) s F t l « l J - F ( l )




C CALCULC CO GUl - GUADRAUC
SUBROU1I NE G U I ( M , F O , F ? , X 2 )
I M F L I C I T  K E A L 9 8 t A - H  , C - Z )
D I MENS I ON F G t h l J  
X 2 = 0 e 0 
DO 5 1 * 1 , N I  




C CUR&O Dt: PCS- GRADUACAU E*  C I F N C I A S  GFCDESI CAS
C J A I R  MEn DFS FARCUES
C TEST F Dp nOt  f ' CGCPCV?f  ETftKÇV
C PHCGRa P a i  P1 « C Î  P A i
J H P L I C H  E F A L * 8 ( 4 - H , C - Z )
D I t ; - N S  I ON RO ( 7 4 ) . ,  R C ?4 ) , M F ( 7 4 ) , V ( 7 4 )
D I M E N S I ON  F l  ( 7  4 )  , F 2  ( 7 4  ) , Ai  (.7 4.) , A ? ( 7 4  7 , A( 1  48 )
D I ME R S I O K  C ( l b ) , Y l C 7 4 ) , Z ( 7 4 ) #l C 7 4 )
C EIvTRAUA DC I vUKFRC DE S E C f t S  " (> "
R f c A G( 2 , l ) i Y  
i  F ORMAT ( GÎ
C FNTRACA DAS D I S C REFANCTAS "HC"  F
C DOS C O * P R m  M O S  DAS SFCCES " H "
R f c A i ; ( 2 , 5 ) ( P C ( I ) , T  = l , N )
R E A C ( 2 , 5 ) ( P ( I  ) # 1 5 1 » fJ )
5 FORMAT( 1 6 0 )  ■
CALL V A X ( H C , H , Y , K , X . « , S D )
CALL CH D ( V * A )
CALL CCn T a ( X , m , I . )
CALL F R E O t Y f N F . L , N , Y 1 )
CALL F O O C M  ,1 , F J  , r>)
CALL V A p 2 ( X A , S D , L , Y 1 , Y J , 7 )
CALL N C R M A ! , ( Z , K 2 . 1 , L )
CAI . l A 1 a 2 ( F 1  , F 2 , A 1 , a 2 , A, T .  , “ 1 )
CALL CPüC:a , M  , *.h , !«J ,K , 0  , XL ) ■
CALL O F A > C A - , Wl , t » ' )  
t> F 1 1 fc ( 3 , 1  fc ) .
10 F C R A A1 ( 1 C X , A 7 (  1 - 1  ) )
* R 1 0 F ( 3 , 2 0 )
20 FORMAT!  12.X , «Xi  ï )  1 , 3 *  , ' F Û )  * , 3 x  , • F 1 (J. )  • , 4 X  , • *  2 ( 7
1 J • , 3 X , ’ A J • . 6 X , ' A 2 ' )
RR I I  F ( 3 . 1 0 )
DG 3 0 I s  1 , 1
30. X R I 1 E  ( 3 . 35 7 ï  Í  ( J ) ,mF ( T ) , f  1 (T ) , f* ? ( 7 ) , A:l  ( T ) , A2 C T }
35 F CP K A T ( 11  X , t 6 „ 3 , 3 x , i  ? , 4 X , i 5 . 3 , 4 X . F 5 . 3 , 3 *  , V 5 . 3 ,
1 3 X , F 5 . 3 )  
a R T ï  E < 3 . 10 )
* h I I  E ( 3 . F r. ) N
66 F C R X A1 ( / / 1 Ç X , ! N L Y L R0 D E SFCCFE h = ' , T 3 )
CALL T F S T ( C , r C , F ) '
K R I T E U  , 4 f ) C Y , DC '
4 it FCR.VA7 C / 1 0 X  , » UF SV I C  MAXI NG C m = ”• , F 6 . 3 , 3X , » VALOR
1 CH I  I  I CO DC = 1 # F b . 3 )
I F ( L W - C C ) 4 6 , 5 v , 5 0  
4 5  R R I T E 1 3 . 5 5 )
55  F 0 R M AI  ( 7  1 0 X , 1 C O f» C L.U 5 A G î KAC R t U É 1 1 A H A HT F C I E S É  D t
1 N C R M A L I O A L E ' )
GO 1 0  65  
50 f c R I l E ( 3 , 6 0 7
60 F C R Y A 1 ( / 1 0 X , ' C O N C L U S A C :  R E J E I T A - M E  A R I F C T F S F




C CALCULO DA V A k l A V E L  ALFATCR1A X ( 7 ) , DA MEDI A
C Xi* E DO D E S V I O  FACPAC SC
SUBROUTI NE V A X ( R C , 8 , X , I , » , SD )










C CALCULC DO CESV1C PACHAC
SM = e*.e 











f. N = N
.5 N o = N N *» I
DC 10 0=1,Nu 
E = 0 + 1
IF U'CO)-YCK))lf*. 10, 1. 8 
15 XL=YCK)
Y ( K ) = Y (0 )
Y(0)=XL
ie c c m i n u e
N N ~ U Ni ■ 1




C -CETERA I N ACAC DO NUVRPO CE I h 7-1 R V A L 0 K
SUBkCUT I Nh C C iv T A ( Y # <v # 0 )




PM S 1 = 1 V"?
IE (Y(I)-YCT-U) ) 20, 5, 20 
20 0=0+1
5 CONTINUE




C D E TE-P'M I ft AC A C CAS ERtCUENCI AS CCS XC1)
SUBROUTINE P R EO ( Y , N F , L , A , Y 1.)
IMPLICIT fiFAI+filA-H,C-Z)




DO 5 1 = 1,M
K s 0
H = K 1 + Í
U  U » N ) 7 , 3 0 , 3 0
CO 1 0  0 = 1 , N
I F  ( > : ( * } - Y  ( O ) Î 1 0 ,  1 2 ,  1 0
K 1 = M  + 1
K = K+ 1
C O N T I N U E
L = L +1
N F ( L ) = K
V I ( L ) = y ( K l )
C O N T I N U E
I F ( V C h ) - Y C N l ) ) 3 b * 4 0 , 3 5
L = L + 1
K l = K l + l
N Y ( L )  = 1 
V 1 £ l ) = Y  t K 1 )
C O N T I N U E
P é. '1'UHN
E n C
F ü N C A O  n l S T R T B U l C A C  PARA CS V A L C P h S  C t S f c R V A D C S  
S U B R O U T I N E  H U  ( N F , t  , F  I .  U )
I M P L I C I T  K F A L * f i í A - H . C « Z )
D I M E N S I O N  «F C L )  , F H L )
P s F L O A T ( N )
F 1 C ). ) = H  U ) / R  
DC 5 I  = 2 » L
F Í ( l ) s » F ( I ) / H + F l ( 1 - 1  )
R E T U R N
E M )
I R A N S F C R M A C A O  DCS X C ï ) FW V A P i & V F L  P A D R O N I Z A D A  
S U B R O U T I N E  V A F Z ( X H , S C , I  , M O !  , Z )
I N P L I C I I  R F A L * S ( A ~ H . C - Z )
D I M E N S I O N  Z ( t ) . Y l C L )
C A L C Ü L C  D t  2 ( 1 )
DO 3 0  1 = 1 , 1 ,
Z I I )  = C Y H 1 ) - X 0 ) / S D  
M  = 2*L 
R E T U R N  
if t v D
C A U C U L C  DA F U N C A C  D I  S T P I P U T C AC U L R I C A  
S U B R O U T I N E  NORMAL  ex  ,Z,1 , 1 )
I M P L I C I T  R E A L * 8 ( A - H , C - Z )
C l H E h S I Ü N  X C L ) , Z C L ) , r t l )
C = S G R T ( 1 / ( ? * 3 . 1 < H 5 9 3 ) )
F = < 5 . 2 3 i 6 4 H 0  
8 1 = 0 . 3 1 9 3 8 1 5 3  
8 2 = - « . 3 5 6 5 6 3 7 6 ?
8 3 = 1 . 7 8 1 4 7 7 5 3 7  
P 4 = « l . 6 2 1 2 5 5 9 7 8  
8 5 = 1 . 3 3 0 2 7 4 4 2 9  
DC 5 1 = 1 , L  
A = 0 . C
I f  C X ( I ) ) 1 Ü , 1 5 , 1 5
124
t% x(i)=ftBs(xn))
A = 1 . e + A  
15 T ( I ) = l / ( l + P * f X ( I ) ) >
Z ( I ) s <j * e X P ( 1 - X ( 1 ) * * 2 - ) / 2 )
2 ( T } = Z ( I ) ^ T ( l ) * c e i  + i d  ) » ( E 2 4 T : ( ]  ) * ( B 3  + I ( I  ) 
J * ( B 4 + T ( I ) * E S ) ) ) )
I t  ( A - 1 . 0 ) 2 « ? , 2 b . 2«
25  Z i r ) s l . 8 - Z C J )





C CMLCDLC HE A 1 , a 2 E A
SUBROUTI NE A l A ? ( F i . F 2 , A l  , A 2 , A , L ,  M l )
I M P L I C I T  R E A L * * ( A - H , C . ~ Z )
D I ME N S I ON  F 1 ( L ) > F 2 U > , A 1 U )  , A 2 C L )  , A ( V 1 )
A 1 ( i ) = F 2 f 1 )
I I = 1 - 1  
CO 5 1 * 1 , L I  
1 1 = 1 + 1
A 1 U  1 )  = A B£ ( * 2 I T  + 1 1 ~ F 1 ( I ) )
5 A 2 C I ) = A B S ( F 2 C i ) - F l ( i > )
A2 CL )  = A f l S ( F 2 f  D - F l ' C L )  J 
C C K l 3  1 = 1 ,  L 
Al  J ) = A l  ( I )
M 3 = L + I  




C CALCULO DO C F S V I C  FAX 1 PC- -  CM
s u b r o u t i n e c f a x (a ,f i ,o a )
I M P L I C I T  K E A . L * K ' ( A - H , C - Z )





C TESTE Dfc* H I F C I E S E  AO N I V E L  CE S 1 0 M F I C A R C  I  A
C DE 5 POR CENTO
SUBROUTI NE T E S T ( C , DC , *  )
I M P L I C I T  R E A L * 8 ( A - H , C ~ Z )
D I M E N S I ON  Ct  1 5 )
C ( 1 6 ) = Z . 3 2 7  
C ( 1 7 ) = e . 3 1 8  
C ( 1 8 ) = 8 . 3 0 9  
C ( 1 9 ) s « . 3 t i l  
C ( 2 U )  = <? . 2 9 4  
C C 2 1 ) = Z . 2 b 7  
C i 2 2 ) = 8 . 2 8 1  
C ( 2 3 )  = 0 . 2 7  5 
C ( 2 4 ) = e . 2 6 9  
C ( 2 5 ) = e . 2 f c 4  
C ( 2 6 ) = « . 2 5 9  
C ( 2 7 ) = 0 . 2 5 4  
C ( 2 8 ) = e . 2 5 < ?
C C 2 i i ) . a e . 2 4 f i
C(3 fc) = C?.5!<l2 
IF(N-3«)S,5, 1« 
D C s C ( N )






C CURSO Dfc: PCS-GRADUACAU íV  CIÊNCIAS GFCDESJCAS
C JAIR M6nO£S MARGUtS
C T h S 7 F Cp « T i . C O X Ç A  -  F R C G F A MA  P . R I K C T F A L
I a P L Í Ç J T  R E A t  + 8 í A - F i , C - Z )
C l W E N S l G *  R C Í 7 4 )  , k C 74 ) , X ( 7 4 )  ,Y ( 7 4  ) , X1  ( 7 4 )  , C (  1 5 )
r  I VE  M S I O  ?í A C 7 4 ) , F C 7 4 )  , T ( 7 4 ) , Y 1 ( 7 4 ) , F m ( 7 4 ) , F 2 t 7 4 )
C E N T R A D A  DC f a ' f:ERC Dfc SECCfcS " h ”
k fc A D ( 2  , t  )ív 
! FORCAI  CG)
C F.ftTRACA DAS D I S C  P EF ANCI A S " P C *  E C C F P R I F F M C
C DAS SfcCOFS "-R"
P E A D C 2 , 5 ) C R C C i ) , í = l  , ^ 1  
P E A C C 2 , S ) ( P I I ) , 1 = 1 , N )
5 F C F M 7 C 4 6 G )
C A L L  V A x ( H O * P * X » N )
0 = 0 
Ü2 = ÍE
rc 18 i=i,w
I K K  11)15,25, 2tí 
1 5  0 = 0 + 1
02=02+1 
A í 0 ) = - l  .<?■
XI  C0)  = XCO2)
GC 1 0  1 0  
20  0 = 4+1
0 2 = 0 2 + 1  
A Í 0 )  = 1 . 0  
X I  CO) = X ( 0 2 )  
l k:  Y ( J )  = A F S ( A 1  ( 0 )  )
GC ‘10 1«
25  0 2 = 0 2 + 1
18 C C N im iF , '
CALL C R D E ( Y ,«1)
DC 71 1 = 1 , 0  
7 1  Y1 C I )  = A 6 S ( X 1 (  D )
f c X = 0 - l  
NY=C
DO 44 K = 1 , KX  
X F C Y C K J - Y C K + l J ) i 4 , 4 4 , 3 4  
34 N'Y = NY + 1
44  C 0 N 1 I N Ü E
H Y = N Y + 1 
11 = 1 
12 = 1
DC 38  I s l . W Y
NN = fc
DC 40 E = J ,0
I F C X C I l  J - Y H * ) 1 4 0 , 5 » ,  40  
50  P ( I 2 )  = I 2 * A C l O
12=12+1 
N N = N N +1 
4 0  C C N l l M i E
I l  = H  + fcN 
38 C C N U N ü e
4 9  1 3 = 1
14 = 1
1 5  =  0 
1 7  = 0
DO 2 1  ’1 = 1 , NY 
DC I fe K ï l , J
I F ( Y ( J 4 ) - Y 1 Í K ) ) 1 6 , 1 1 , 1 6
15 15=15+1
N 2 = !v 2 + Î
PAC * 5  ) s A P S ( £ ( 1 5 ) )
6 = 8 * PM ( 1 5 )
C ( N 2 3 = A ( K )
16 CONTINUE 
A i  -• B /  iv 2
ï ?- 1 7  + 1
1 1  = 1 LC A T ( A 2 )
T ( I  7 ) s '1.1 
j j =e
DC 2 6  1 6 = 1 1 , 1 6  
0 1 = 0 1 + 1  
2 6 1 2 ( .T 6 ) = A 1 +  C ( J Î )
1 3 = 3 5 + 1  
1 4  =  1 4  + A 2 
2 1  CC-N ï  I  fv U E
s=e.e 
61=0,0 •
DC - . 7 5 1 = 5 , 0  
I F  ( F 2 ( I ) ) 8 0 , 9 b , S 5  
8 0  S = £ + P 2 ( I )
GO 1 0  7 5  
9 5 S l = £ l  + P 2 ( l  )
7 5  C C^ ' I  T fvUE.
5 = A E 5 ( S )
51 = A65 C M  3 
I F  ( S - S l ) 1 0 0  , 10  1 , 1 0 1  
1 0 1  S = S 1
1 0 0  C A L L  E Z S C O , ï , I l , S , F 5  , DS , U£  .}
Z 6 = ** 1 , 6 4  4 
fc 6 1.1 F ( 3 , 1 3 )
1 3  F CP MA ' i  ( 2 0 7  , 2 9 (  ' -  » )  )
i*FIU(3,233
2 3  F 0 P P A ï  ( 2 1  X , ‘ AES ( X (  I  ) ) » , A > , * 7  ( 1  )  » , 4 X  , « F C S T C  ' ,
1 . / 2 1 X  , » ORDEN AL' Oê ' , 1 2 7 , '  ( R A N K ) .  ' ) 
fc 6 I  'ï E ( 3 * 1 3 3 
DC 3 3  1 = 1 , J 
3 3  h f t I l F . ( 3 , 4 3 ) y ( I ) , X l ( I ) , P 2 n )
4 3 F C P F- A I  ( 2 3 X , F 5 .  3 ,  5 X .  F 6 .  3 , 3 7 , F 5  ,  1 )
W K I ï E ( 3 . 1 3 )
'» £ T 1 F  t 3 , 5 3 )  h , £
5 3  F C F k A I  : ( / ! 0 X ,  » MJ M E K C  DE SEC CE ? • a • , 1 3  , 6 X , ' ES
Î I A Î Î S T  J C A S = *  , F ? . l )
K R I Ï E C 3  , 6 3 ) E S . 0 S  
6 3  F C R h A T ( / l f c X , ' M E D I A  E ( S )  =»  , F 6 . 2 , 7 X ,  ' C É S V T C
i  PADWAO D C S )  = '  , F 7 .  2 ) 
h R I l E C 3 , 7 3 ) l S , Z 5  
7 3  F C R P A ï C / l f c X ,  » E S I A 1 I S T 1 C A  US = '  , F 7 . 3 , 4 X ,  ' V A
l l O f i  C P I  T I C  C ZS = ' ,  E 7 ,  3 )
V i R l î E ( 3  , 8 3 )
8 3  F C P E A I ( / 1 0 X , » H I f C l F S F  HC i A C I SïP I P U T C AC £
1 SlKElRlCAFEftTk ' ,/23X, ' C I Si RI BU IDA F F FF L
128
1 A C A 0  A Z £ P C ' )
C 1 L S 1 E  C £  H T . P O I F S E  AC M V E L  E F 5 3
I F  ( 0 S » 7 . 6 ) 2 7  ,  37 , 3 7  
2 ?  ^ h I I E ( 3 , 4 7 )
4 7  F C P N A I  ( / H ' X ,  ' C C f t C L U S A C l  R E J F J ’I A F  A h T F C l E S E .
1 H C )
GO i C  6 7 
3 7  F P 1 1 E ( 3 , 5 7 )
5 7  F OR MA T  ( /  1 OX .  ' C O f t C L U S A O !  KAO F E O E T T A K  A H T P C
1 i f : S K H O * )
6 7  S T OP
END *
C
C C A L C U L C  DA V A R I A V E l  A L S A 7 C P 1 A  X ( T )
S U B R O U T I N E  V A A f K C , P , X . , T )
I M P L I C I T  F F A L * B ( . A - H , C - Z )
D I M E N S I O N  R C ( I )  . R C 1 ) , > ( 1 )
DO 5 J = 1 = , I  ,
5 y IJ )zhC( J)/tQf TLP(J))
R E T U R N
END
C
c c h c e n a c a o dcs y en
a O P h O U T l N E  C R C F I  V . N )
I K  P L I C I T  Mr A L *  ?  I  A - H , C - 7 ) 
dined si on yen
5 N U - N N — 1
DO 1 0  J = 1 , ! v C  
K = J *  1
IE ( y (J)"Y(K))ID,10,15 
1 5  X L ~ V i  K )
Y I  k ) = y ( j  >
Y ( U ) = X I  
1 0  C C N 1 . 1 M I E
N ft s  is N - 1
IE  ( A N - U 2 0 ,  2 0  , 5  
20 P t T U R I v
END
C
C C A L C U L C  DA E.ST A l  I S T I C A  US
S C B H C U l  I N t -  c Z S ( P i , l , X ' J .  * S , F S . C S , U S )
I M P L I C I T  R E A L » « I A - H , C - Z )
D I M E N S I O N  7 ( J 1 )
C C A L C U L C  Dfc f c ( S )
E S = ( K * ( M l ) ) / 4 . l  
C C A L C U L C  6 L V ( S ) E C ( S )
A = ( f c S * ( 2 * M l . ) } / 6 . t »
P s 0 . 0
DC 5 1 = 1 . 1 1  
5 e : R + ( ( ! ( I ) ^ 3 ) - l ( I ) ) / 4 e . ?
v s = a - e
C S s S Q F T ( V S )
C C A L C U L C  D t  OS
U £ = ( S - E v S ) / D £
F E T U P f t
END
C u R S O  DE P O S - G R A D U A C A ü  EM C I Ê N C I A S  G E 0 C E S 1 C A 5  
J A  TR ME N D É S  « A R G U E S
T f S I F  T PARA M Y F C 1 A  -  P R C G h A M  P R I N C I P A L  
I M P L I C I T  HF AL, * 8  t A - H  , O Z )
DIMENSION PC(7 4) ,K(74) ,XC74) .11 (15 }
e x t r a d a  d c  m j .m e r c  d e  s e c c e s
R £ A0 ( 2 , 1 ) N '
F C S P A T C G )
E i V J H AC A  d a s  . D I S C R E F A N C I A S  h E 0, "  E c o s  
C O M P R I M E N T O S  d a s  s k c c ES mR' '
RE A p ( 2 , b ) ( R C ( l ) , J - t , N )
R E A D Í 2 , 5 ) ( R C I ) , I * 1 , N >
F O R M A T ( 2 6 G  )
C a l l  v a x c h o , r # x , n ) 
c a l l  E S T ( X ^ , X M - , C P , ‘I )
CALL VT C ( N r1 1 , T C , L G )
L G = N - 1
TC 5. 1 , <â* Ï C
T C 2 = T C
V. ti X I E C 3 ,  1 b )
FORi- A I  ( 6 X  , S t  Í » • » ' ) )
* R I Î K ( J . ? 0 )
F CP A A T ( 2 3 X , • V A R 1 û V E L A l E A ' J C R J A  X f l ) ' )
« F H  E Í 3 . 1 5 )
w H î  X E ( 3 » 3 b ) í X ( T ) , I  = J -, F )
E C H m A ï  (  b X ,  7 F 8 • 3 )
X r  I  h E ( 3 . 1 b )
Wh T I  F ( 3 , 4fc )h , 1,G
FORM A T C / l f c X ,  ' U l  MF R. C DE S F C O E S  =»  , I 3 , 3 X ,
1 ’ GR AUS D t  L l h E h D A D L  = ' , I i )
F R T 1 F ( 3 , 4 5 ) X V ,  D í ;
F O R MA T  C / Ü ü X  » » M E D I A  X *  =»  , E 7 - . 3 , 7 X .  ' D E S  V I C 
1 P h D H A O  DP = ' , F 6 . 3 }
■ a R H ' E i  3 , 5 0 ) ï C l  , ’I C 2 , T
F C R A A ï  ( /  1 0 X , » V A L C H E S ÇR JT 1 CCS : T C 1  = ' , * 6 -
1 . 7 , 7 * ,  >E 1 , 2X , ' 1 C 2  = » , F S  .2 ,✓/!(?* » ' E S T A I T
1 S T  I C A  T s »  , F b . 2 )  '
h R T î  E ( 3 » 5 5 )
F O R M A T C / î f c X »  ' H I F C 1 E S F  H 0 !  MED 3 A F ü P Ü L A C l  
1 C N A L  .= Z E R O ' )
TE S T F DE ri I P C Î E S E  A ü  r, î  V F L DF S I  G h I f  î  C A fv
C I A  DE b *  -  T E S I Ê  B I L A T E R A L
T h = A E S ( T )
I F ( l M - t C ) 6 0 , 6 < ÿ , f c 5
0 F J . T E C 3 . 7 0 )
F O R M A T ( / Í 0 X r  » C O N C L U S A G î  A A G R E J E I T A R  A Ü 
1 I P C T E S E  H O * ) '
GC 1 0  8 0  
K f i I T K U  . 7 5  )
F O P h A ï C / l O X , ' C O N C L U S A Ç î  RE J k 1 1 AR A H J P C Î F  
1 S E  H O » )
S T C F
E N D
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C C A L C Ü L C  DA V A R I A V E l  A L F M I C F l A  X C I )
S Ü 8 R 0 U T I K E  V A X Í h f ,  F , X , U  
I M P L I C I T  R F ! A L * f i ( A - H . C - Z )
D I M E N S I O N  P C Í 1 )  , R (  J )  , X ( 1 )
DC' S 0 = 1 , 1  
5  X C J )  = H ' C ( J ) / 5 G H T ( P ( 0 ) ' )
P F. T U R L 
K 0
C
C C A L C U L O  DA E S I A X I S T I C A  'I
S U B R O U T  1 Hfc L S I  ( X , is , XP . DD , 1  )
I M P L I C I T  * F A L * f i ( A - H , C - Z )
D I M E N S I O N  X ( M )
C C A L C U L O  CA M Í D I A  X.M
sx=c. e
DC b 1 = 1 ,  A 
5 S X = S X + X ( I )
X M = S X / N
C C A L C U L C  DO D E S V I O  P A D R A C  CP
S í ~ õ .  £
DC l #  1 = 1 » N
íc s í=sy + (x U ) - x n )**2
V S = S ¥ /  C N -  3. )
C t = £ G P T ( V S )
C C A L C U L C  DA K S I  A 1 1 S T I C A , I
P = F L 0 A I ( M l  
1 = X f ; / ( D p / S 0 A T ( P )  )
P LT ü Ri v  
f: ív d
c
C C E T E R M N A C A C  DOS V A L O R E S  C R 3 T 1 C C S  TC
S Ü B H O U T I 1 t  V T C ( D , 1 1 , T C , L C )
I M P L I C I T  H F A L * R < A « R , C - Z )
D I M E N S I O N  T I ( 1 5 )
1 1 ( 1 5 )  = ? , . 1 3  
T l ( l 6 ) s 2 . 1 2  
T 1 ( 1 7 )  = 2 . U  
T 1 C i  8 ) = 2 ,  1 0 
T l ( l 9 ) = 2 » 0 9  
T l  ( 2 0 )  = 2 , 0  9 
1 1  ( 2 1  ) = 2 . 0 8  
T 1 (  2 7 ) s 2 ,  0 7 
T l  C 2 3 )  = 2 . * 5 7  
T l  ( 2 4 ) 5 2 . 0 6  
T l ( 2 5 ) s 2 . ò 6  
T l ( 2 6 ) = 2 . 0 6  
T l ( 2 7 ) = 2 . 0 5  
T l ( 2 S ) = 2 . 0 5  
T 1 C 2 9 ) = 2 . 0 5  
L G = N - 1
I F C L G » 2 9 ) ò , 5 , l < 3
5 T C = T 1 ( L G )
GO TO 7 £
1 0  I F ( L G - 3 9 ) 1 5 , 1 5 , 2 0
1 5  TC = 2 , 0 4
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GO 7 0  7 0
2 0 I F  ( L G - 4 9 ) 2 5 , 2 5 , 3 «
2 5 7 1 *  2 * 0 2
GO Ï C  ? 0
3 0 I K ( L G - 5 9 ) 3 5 , 3 5 , 4 0
3 5 7 C ~ 2 * 0 1
GC 7C 7 0
4 0 I f  ( I G « 6 9 ) 4 5 , 4 5 , 5 0
4 5 7 C s 2 . 0 0
GO TO 7 0
5 0 It ( L G - 9 9 ) 5 5 , 5 5 , 6 0
5 5 T C »• î  s 9 S '
GO 1 0  7©
6 0 T C “ 1. , 9 9
7 0 R E T U R N
EM)
132
C C UR SO DE P O S - G R A C Ü A C A O  EM C I F N C I A S  G F C D E S I C A S
C J A I F  KENDfc' S ' M A R C Ü t S
C 7 E S 1 F P - I A ^ X A  r.F F t A f s S C K
C Rh OGRAWA p r i n c i p a l
I M P L I C I T  R F A L * B ( A - H , Ç - Z )
D I M E N S I O N  ü ( ' 2 ' ) , F l ? k > ) , T ( 2 « ) , Z ( 2 B ) , V C 2 g }
C Erf -TkíADA DO NUMERO HE L I N H A S  " N *
R E A C ( 2 , 1 ) N  
1 FCR, v A T ( g )
C E N T R A D A  CAS " h *  E S T A T Í S T I C A S  -REF-F R E N T E S '
C A C A DA  UMA DAS L I N H a S
Rf c . ADC2 r S ) C Í . ’ C I ) , I  = l r N )
5 F C P N A T ( 2 « G )
CC 8 0 I  = t , N  
8 0  V ( I ) s U C l )
C A L L  N O R M A L í U , F , T  
C A L L  F L A - B I F , Z , N , F L )
C T E S T E  AO N T V E L  DE S I G M F  I C  ANC 1'» DL 5 1
C FABA 3R G f A I S  DE L I B E R D A D E
> 0 5 3 . 4 0  
K R 11 E C 3 » 1 0 )
10 F C B M A T ( 2 ? X , ‘ TESTE F - I A wPDA CF F E A H S C N * )
N R: I I  F ( 3 , 1 5 )
1 5  F O R M A I Í / 2 C X , ‘ A P L I C A D O  AO 'I E:S TE CF.  w 11. C 0 XO ‘ )
K R T l  F C 3 „ 2 0 )
2 0  F C R f ’ A 1 (  1 8 X , 3 2 t f ■* 1 )  )
F R I T E  ( 3 , 2 5 )
2 b  F O R M A I  C 1 9 X  , • U N H A  » „ 5X , ‘ Z P 1 , b X , ' F f ZR ) • f 5X r ‘ 7. ' )
K R I 1 F Í 3  , 2 0 )
DC 3 «  I  = J , w  ,
3 0  KR I T  F t  3 .  3 b )  l , V ( l ) , F ( J )  , Z . M  )
3 5  F C R M A T ( 2 0 A , ' 1 2 , 4 X , F 7 , - 4 , 2 X , t 6 , 4 , 2 X , F 7 , 4 )
V > R I T E ( 3 , 2 0 )
K R 1 1 £ ( 3 , 4 0 )  N , p  l  ,  x c  
4 0  F C R M A T Í / 1 9 X ,  ‘ NUMERO DE S F C O E S  s * , I 3 , / / 1 9 X , ' fc5
I I A T I S T I C A  HL ~ 1 ,  F 6 . ? # / / 1 9 X ,  ' V A L O R  C ' R J T I C C  X2  
1 s » , F 6 . 2 )
I R  C P l » X c ) 4 5 . 4 & , 5 €
4 5  K h I T E t 3 , 6 0 )
6 0  F O R M A T í / 1 9 X , » C O N C L U S Ã O :  * A C  R E J E I T A R  A H I H C 1 F
1 S E  H O ' )
GO 1 0  5 5  
5 0  W R I 1 E ( 3  , 7 0 )
7 0  F C R F A T  ( / 1 9 X , ' C O N C L U S A C : '  PE J E I ' i  AR A H I R C T E S F  H
10 • )
5 5  S T OP
END
C
C C A L C U L O  DA F U N C A C  D l  S T P I  P U I C  AC NORMAL
S U B R O U T I N E  N O R M A L t X , Z , T , L  )
I M P L I C I T  X E A L * 8 ( A « . H , C - Z )
D I M E N S I O N  X ( L ) , Z ( L ) , 7 ( l )
O s S G R T C l / í ? * 3 o  J 4 1 5 9 3 ) )
F = 0 . 2 3 1 6 4 1 9 0  
B 1 * 0 . 3 1 9 3 8 1 5 3
E 2 = ** P ,  3 5 6 5 6 3 7 8 2  
6 3 = 1 . 7 8 1 4 7 7 9 3 7  
B4 = « í  * 82 . 1  2 5 5 9 7 8  
8 5  =  1 . 3 3 0 2 7 4 4 2 9
CD 5 I  = 3 tL 
A « 0 . 0
1 r C X { I  )  ) 1 P , J 5 , 1 5 
v C T ) " A e s f X Í I ) }
A « 1 .  0 4 A
:u j  > ~ i /  ( 1 + p *  ( X  ( I  ) ) )
2 ( !  ) = (? *  D XP C ( -  X (  1 } * . *  2 ) /  2 )
2 t I  ) = 2 C 1 ) * T C I  ) 4 (. B 1 * J ( X )  4 ( fc 2 + 1  ( I  ) 4 £ 13 3 + 1 ( I  ) 
í 4 ( B 4 41 í I ) 4 £ 5 ) ) ) )
I F C A « 1 .  0  ) 2 e , 2 5■, 2 2 
Z C I J s l  . 4 J - Z C  1)
Z ( I ) = l . 0 - Z ( l ) + 0 . J f c - ò  
continue 
F ET  D R N 
END
C A t . C U L C  DA E S T A T Í S T I C A  F - L A f r B C A  
S U B R O U T I N E  F L A B ( A , ? , W , P J, )
I  f* PL  I C ï  T h F A L » 8 ( 4 « H , O  ? )
D I M t N S I C N  2 ( N ) ,  A C N )
DD. 5 1 = 1 ,H
Z ( t ) = - 2 . 0 * A L C G ( M 1 ) )
F 1 = 0 . 0
DC. I P  1 = 1. ,N
F L  = Ft ,  + Z (  I )
R E T U R N
■E <N D
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C C U R S O DE P O S - G R A C U A C A O  EM C I E n C I A S  G F C D E S I C A S
C J Í I R  WE R T E S  MA RQUE S
C T E S 1  F C f  K P O . ? M L - w f l L t  I S  -  P R O G R A M  F P I N C I P A L
IMFIÏC11 kFaE*P(A-R ,C-Z)
DIMENSION P d  (74),R02C74),RC3(74),RC4(74) 
DIMENSION PC5(74),P06(74) , R.C 7; ( 14 ) , RC « ( 7 4 ) 
DIMENSION PC9(74) . R 0 1 C O 4  ) ,rC1 1 (74) .PC12C74 } 
DIMENSION RC12C74) . RC 14 ( 74 ) » RC I 5 ( 7 4 ) .£046(74) 
DIMENSION PC17(74),RC18(74),RC15C74)
C i  M E N S I ü N  R H  7 -i ) ,  R2  C 7 4  )  , F J C7 4. ) , R 4 ( 7 4  ) , P 5  ( 7 4 ) 
D I M E N S I O N  F b ( 7 4 ) , R 7 ( 7 4 ) , R 6 ( 7  4 ) , F 9 ( 7 4 ) , P l P ( 7 < i }  
D I M E N S I O N  R i  3 ( 7 4 ) , P 1 4 ( 7 4 ) , R l 5 ( 7 4 ) , R l f ( 7 4 ) , R 1 7 ( 7 4 )  
D I M E N S I O N  R I E  ( 7 4 ) , R 1 9 ( 7 4 ) , X 1 3 ( 7 4 ) , X 1 4 ( 7 4 ) , . X  1 5 ( 7 4 )  
D I M E N S I O N  * 1 6 ( 7 4 )  , > 1 7 ( 7 4 )  , X.l  9 ( 7 4 )  , * 1 9 ( 7 4 )
DlMENSION P I  1 C 7 4 ) , P 12 ( 74 ) , X 1 (7 4 ) , X2 ( 74 ) , X J f / 4 ) 
DIMENSION X 4 (74),X 5 (7 4 >.* t ( 7 4 ) , X 7 ( 7 4 ) , * & C 7 4 )
DIMENSION X 9 ( 7 4 ) , X 1 í 7 4 ) , X U  (.7 4 ) , X t 2 ( 7 4 )
DIMENSION’ Y (700) ,n ( iO) ,PC70E ) ,S(?E ) , 7 (700 )
C ENTRADA DOS NUMEROS 'DE SFCCtS PARA CACA I.1NRA
Pfc AC ( 2 , 1 ) *<T , * 1 , t\ 2 , r- i , ««4 , NS , A6 , f»7 , K* , h 9
RtAC (  2 , 1 H  1 v. » M  1 , M  2 , M  3 , M  4 . f- 1 £ , R 1 6 , N 1 7 , 1 è , !sl  9
I F O R M A I Q F O )
C E N T R A D A  DAS D I S C  F fc F A N C I A S  " R C H E C O M P R I M E N T O  DAS
C S t C C E S  "R"
Rt-Â0(2,b) (PCI ( D  .1 = 1 ,  Kl)
RtAC(2,S)(R'l(I),lsi ,N1Í
5 FOR M A ! ( 2 6 G) '
' F t A D ( 2 , 6 ) ( P C 2 ( I ) , I = l , N 2 )
R t A D ( 2 , b ) ( P 2 U ) , I  = l . 0 2 )
6 F O R M A I ( S C O )
R E A D ( 2 , 7 ) ( RC 3 C X > , 1 = 1  , N 3 )
PtAD(2,7)(R3(l) ,1 = 1 .A3)
7 F 0 R F AI ( 2 6 0 )
P f c A C ( 2 , 8 ) ( R C 4 ( l )  , I  = 1 , In 4 )
B f c A C ( 2 » 8 ) ( P 4 ( l ) , I = l , K 4 )
8 FOR M A I (3 6 G )
fifc‘D{2,9)(DC 5 ( T ) ,1=1,N5)
RE A D (2,9)( P S U  ),T = 1 ,K5)
9 FORMAI(200)
P t A C ( 2 , ' i e - ) C H 0 6 ( l ) , I  = l , N 6 )
R£AD(2,ie) CR6(I) ,I = l,.f*€)
1C FO R M Â T C3CG)
■RfcAC(2,113CRjR7(I),T = l , M )
R E A D ( 2 , 1 1 ) ( R 7 C Î ) . 1  = 1 , N 7 )
II F C R M A K 7 4 G )
R E A C Í 2 , 12 ) (ROEU ) »1 = 1 ,N8)
RE A C ( 2 , 1 2 ) CR 8 ( 1 ) , 1 = 1 ,  N 9 )
12 FORMAI(240)
RtAC(2,13)CR09(1), 1 = 1,N9)
READ.  ( 2 , 1 3 ) ( R 9 ( I ) » 1  = 1 . N S )
13 FCRMA1(320)
R E A D ( 2 , 1 4 ) C R O l ^ t l )  , 1  = 1 . N I C )
READ (2,14) (RICCI ) , I = t , M O
14 FCRMAKfeKG)
R £ A D ( 2 , l 5 ) ( R C l l (I), 1 = 1 , N i l )
READ (2, 15) ( R H  (1) ,3 = 1 ,N1 1)
1 5  F C R M A T C 2 5 G )
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R t A r , C 2 , 1 6 ) C h O m n , I = i , M 2 )
Pt  AC( 2 ,  i 6 ) ( ü J 2 C Í ) , I  = i , M 2 )  
i  6  F C Rï A I ( 2 1 G )
PÉ A C í 2 , ï 1 ) ( RC 1 3 í l) , 1 = 1 , M  3 ) 
H f t A C Í 2 , l 7 ) ( n l j f l ) , l 5 l .  ,W13)
1 7  F C R y A l ( 2 3 G }
P t  AC( 2  f i  8 ) C RO 1 4 ( I ) , 1  = 1 , N 14 ) 
P t A C ( 2 , t 8 ) ( n M ( l ) , I  = l , M A )
18 F C F f* A î  C 1 6 G )
P t A C ( 2 , 1 9 ) (  h O 1 5 C ) )  , 3 s 1 , N I  5 >
H t  Ar. C2 f 1 9 )  Í F  1 b f 1 ) » 1 = 1 , M 5 )
1.9 V C P * A 1 C 3 3 G )
REAC.  C 2 , 2 i ? )  ( t o m i )  =
R É A C ( 2 , 2 2 M F m i )  , I  = t , M 6 )
2 0  F C R M 7 : ( 2 8 G )
PÊ A C í  2 , ? 1 ) ( R 0 1 7  U  ) » 1 = 1 # M  7 ) 
fi t  A t  ( 2 ? 2 Î  ) { F I  7 f I  ) , J = 1 , M  7 )
21 FCR.V Al (46G )
P t A C ( 2 r 2 2 ) f h O l 8 ( I ) , I  = l , M g )
R t A L ( 2 , 2 2 ) ( H l s C  I ) » 1 = 1 PM 8 )
2 2  E C R M Ï C 3 1 G )
Ft Ac  ( 2 P 23  ) í FC  i 9 I Î )  » 3.s J , M  9 3 
F t A C ( 2 r 2 3 J  C B l S t l )  , 1 = 1 , M S )
2 3  F 0 H F A U 4 7 G )
M > 1 9
M 1 ) = M
M  2 ) = H 2 
A ( 3 ) = t  3 
A ( A ) ~  f'. 4 
M 5 )  = i \ 5  
N (6 ) = A6 
K t 7 ) = A ?
M 8 )  = * 8  
M 9 ) = ) \ 9  
A ( 1 0  )  =  M  0  
ti (  1 1  ) = N 1 !
N ( í  2 ) - A 1 2 
A( 1 3 ) = M  3 
K ( 1 4 )  = M 4  
A C1 5 ) = A 1 5 
N ( 1 6 ) = M  6 
N ( 1 ? ) s A 1 7 
N ( 1 8 )  = M  8 
N( 19) = M 9
C C A L C U L C  PA V A H I A V E I ,  A L E A 7 C P I A  " X " PARA
C CADA L I N H A
C A L L  V A X ( F 0 1 , F Î , X 1 , M )
C A L L  V A X ( P C 2 , . P 2 , X 2 , N 2 )
C A L L  V A X ( S C 3 , h 3 , X 3 , < \ 3 )
C A L L  V A X ( 8 C 4 , K 4 , X 4 , * 4 )
C A L L  V A X C R 0 5 , F 5 , X 5 , A 5 3  
C A L L  V A X C R C f c , k 6 , X 6 , n 6 )
C A L L  V A X ( F 0 7 , R 7 , X 7 , r * 7 )
C A L L  V A X C w n ^ , F R » X 8 , A e )
C A L L  V A X ( F C S # P 9 , X 9 , N 9 )
CA L L  ‘ V A X C RO 19., R I Q. , X 1 0 » N 1 (? )



















CAIL Y A X Í R 0 1 2 , R 1 2 , X 1 2 , M 2 )  
C A LL  V A X ( R C i 3 , P 1 3 , X 1 3 , M 3 )  
C A L L  V A A ( É 0 l 4 , P 1 4 , X i 4 , M 4 )  
C A L L  V A X Í R 0 l 5 , R 1 5 , X l 5 , U 5 )  
C A L L  V Ä X ( h 0 1 6 , R i 6  »X U , M 6 )  
C A L L  V A X . ( K C l 7 , R 1 7 , X l 7 , U 7 )  
C A L L  V A X ( »• :c 1 8 , R 1 8 » X 1 8 ,  M  e } 
C a l l  V A X C 6 C l 9 » P l 9 , X l 9 » M 9 )  
C C N Ü U N Î O  I C ï A L  LE Sf cCGES  
CC 2 5  1 = 1 ,  N I  
¥ í I  ) = X H  T )
CG 2 6 1 = 1 » L 2 
K 1 = ív 1 4 Î
Y I K i ) = X 2 ( 1 )
CG 2 7  1 = 1 , N3
K 2 = L 1 4  I
Y C K 2 ) = X 3 ( I )
CO 2 8  1 = 1 ,  N 4
K 3 = K 2 + I
Y ( K 3 ) = X 4 ( I )
CC 2 9  1 = 1 , Nb 
M  = h 3 4 l  
Y I K 4 ) = X 5 ( 1 )
CO 3 0  1 =  1 , fit>
K 5 = K 4 4 I  
y t k b ) = X 6 ( i )
CC 31  I = 1 , N 7  
K 6 = K 5 4 I  
Y ( K 6 ) = X 7 ( 1 )  
n c  3 2  1 = 1 , Ng  
K 7 = h 6 4 I  
¥ ( K ? ) s X 8 C n  
DÇ 3 3 - 1  =  5 , L 9 
K 8 = K 7 4 1 
¥ C K 8 )  = X 9 C I )
CC 3 4  I = 1 , N 1 0
K 9 = K f i + I
Y C K 9 ) = X 1 C ( I )
CC 3 5  1 = 1 , M i l  
K Ï 0 S K 9 + L  
Y C K 1 0 ) = X 1 1 C J )
CO 3 6  1 = 1 , M 2
K 1 1 = K 1 0 4 I  
¥ ( K H  î  “  X 1 2 C1 3 
DC 3 7  1 = 1 ,  M 3  
K 1 2 = K l l 4 l  
Y ( K 1 2 ) = X 1 3 ( Ï )
DC .3 8 1 = 1 ,  N i 4
K 1 3 = K 1 2 4 I
Y C K 1 3 ) = X 1 4 C I )
CO 3 9  1 = 1 , N l S
K 1 4 = K 1 3 4 I
¥ C K 1 4  ) = X 1 5 (  1 )
CC 4 0  1 = 1 ,  N 1 6
« 1 5 = K l 4 4 l
Y ( K l S ) = X l b C I )
CC 4 1  1 = 1 , N 1 7
K l 6 ' s K l 5  + I
V l  K 1 6  )  = X 3 7 ( 1  )
DC 4 2  1 = 1 , H 1 8  
K 1 7  = M 6  + T 
Y l K 1 7 ) = X 1 8 f I )
DC 4 3 !  r  1 , N 1 9 
K 1 8 = K 1 7 + X  
v C K 1 6 ) s X 1 9 C 13  
CBDf eNACAO CCS Y ( 1 )
C Ã L L  C R O C !  , t \T )
F C S 1 C PARA CACA V C I )
CO 5«* 1 = 3 , f>!*1 
F C I ) = F I . Ü A T ( I )
N>, = w T -  1 
NY = 0
DO 6 0  K « 1  , N >
1 F ( Y ( R ) - Y ( K + 1 ) 3 6 9 , 6 0 , 5 9  
KiY = NY+- l
C O N ‘U M U b :
N Y = N Y + 1 
1 3 = 1  
1 4 = 1  
1 5  = 0 
17 = 0
C G " 5 1  1 = 1 , N Y  
Kft = 0 
P. = 0 . 0
DC 5 6  K s t , * !
I F  ( Y C l 4 ) - Y ( h ) 3 5 6 , 5 7 , 5 6  
1 5 = 1 5 + 1
isi N = f 1 K + 1 
E ? B + P ( I 5 )
c o n i i n ü k
A 1 = B / N N  
1 7 = 1 7 + 1  
T 1 = F L 0 A T ( N N )
1 ( 1 7  3 = 7 1
CO 5 fi X b = 1 3 , .15
P U c J s A i
1 3 = 1 5 + 1
14 = 14+.?>! N
C C N I I h l í E
SOMA CCS P O S T O S  F ARA CADA L I N H A
SC n  = 0 . 0
DC 6 1  1 = 1 , K l
CO 6 2  0 = 1 , N7
I F  ( X  1 ( I ) » Y f 0 3 )  6 2 , 1  3 3 , 6 2
S ( 1 )  = S  ( 1 )  + F  í  0  >
CO 1 0  6 1  
C C K 7 1 K U E
c o n t i n u e
S ( 2 ) = < 2 . 0  
CO 6 3  1 = 1 , N 2  
DC 6 4  0 = 1 , K7 
1 F ( X 2 . ( 1 ) » Y C J ) ) 6 4  , 1 3 4  , 6 4  
S ( 2 ) = S ( 2 ) + F C 0 )
























C C N U M I E
C G N ï I N U Ê
S ( 3 ) = t f . í
CC 6 7  1 = 1 ,  * 3
CG 6 8 0 = 5 , M
I  f  ( A 3  C !  )  -  V (  d  )  )  6  8 ,  1 3 5  ,  6  8
S ( 3 ) = S ( 3 ) + P ( J )
GC ' 10  6  7
C C N 'J 1 h U £
c c  9 i T i \ u e
S ( 4 ) = v J . w
CG b 9  I. = 1 , N <i
CO 7 0  ,1 = 5 ,  M
I  i ( X 4 1 1  )  - 1  ( G )  )  7  k ,  1 3 d  ,  7  C
S 1 4 ; = 5 C 4 ) + F ( . J )
GC ' ( 0  6  9  
CC. N1  1 N U t 
C  Ç X  1  I IV U K
S 1 5 ) = Ö . -
C C 7 1 I  =  5. , N 5
C u  7 2 0  =  1 , X 1
î f  ( X  5 (  I  ) "  7  f  0 ) j  7  2 ,  7  4 ,  7  2
S ( 5 )  = S ( . S )  + P (  J )
GO 1 0  7 1
C C N ; I  T i vOh
C C N’ 'J. T iv U t
£ C 6 1 = t f  . 0
CG 7 5  1 = 1 , 6 c
C C  7 6  0 = 1 ,  h l
1 r  ( X 6 ( I  ) -  ï  ( 0  )  J 7 6  ,  7 7 . 7 fc
Ê l * ) = 5 ( h l + F l . l )
C U  1 0  7 6
C C N T T M J f c
C C N T I N  u a
£ ( 7 ) = u . ó
CO 7 8  1 =  5 7
D C  7 9  J  =  1. ,  M
I r  ( X 7 ( l ) - Y ( 0 ) ) 7 9 , 6 0 , 7 9
S C 7 ) = s ( 7 ) + F ( 0 )
GO X C  7 8  
C C N U N U t :
C C M I M I t  
£ t 8 ) = tf » G 
CG 8 1  1 = 5 , « 6  
CO 6 2  0 = 1 , 9 ?
I f  ( X f i C T . ) - V ( J ) ) 8 2 , 8 3 , P 2  
S ( f l ) = S ( 8 ) * P l J )
CC 1 0  81
C C M l N l l E
C C M l N U t
S(9)=tf .tf
DG 8 4  1 =  1 , . 9 9
CC 8 5 0 = 1  , 9 ’i
I f  ( x 9 C n - ¥ ( J } ) 8 b , 8 6 , f » 5
S l 9 ) s S C 9 ) + P t d )
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