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C∗-ALGEBRAS OF LABELLED GRAPHS III - K-THEORY
COMPUTATIONS
TERESA BATES, TOKE MEIER CARLSEN, AND DAVID PASK
Abstract. In this paper we give a formula for the K-theory of the C∗-algebra of a weakly
left-resolving labelled space. This is done by realising the C∗-algebra of a weakly left-resolving
labelled space as the Cuntz-Pimsner algebra of a C∗-correspondence. As a corollary we get
a gauge invariant uniqueness theorem for the C∗-algebra of any weakly left-resolving labelled
space. In order to achieve this we must modify the definition of the C∗-algebra of a weakly
left-resolving labelled space.
We also establish strong connections between the various classes of C∗-algebras which are
associated with shift spaces and labelled graph algebras. Hence, by computing the K-theory
of a labelled graph algebra we are providing a common framework for computing the K-theory
of graph algebras, ultragraph algebras, Exel-Laca algebras, Matsumoto algebras and the C∗-
algebras of Carlsen.
We provide an inductive limit approach for computing the K-groups of an important class
of labelled graph algebras, and give examples.
1. Introduction
The purpose of this paper is to provide a formula for and a practical method of computing the
K-theory of the C∗-algebra C∗(E,L,B) of a weakly left-resolving labelled space (E,L,B) (see
Theorem 4.4 and Theorem A.9). To do this we first realise C∗(E,L,B) as a Cuntz-Pimsner
algebra (this is done in Theorem 3.8, see also Remark A.7) and then use the results of [20]
to identify the K-groups in question as the kernel and cokernel of a certain map. Then, for
an important class of labelled graph C∗-algebras, we give a procedure for computing these
groups through an inductive limit process (see Theorem 6.5). Our construction of C∗(E,L,B)
as a Cuntz-Pimsner algebra also allows us to derive a gauge invariant uniqueness theorem
for C∗(E,L,B) (see Corollaries 3.10 and A.8) and a proof that C∗(E,L,B) is nuclear (see
Corollary 3.9 and Remark A.7), and, under a suitable countability condition, satisfies the
Universal Coefficient Theorem of [42] (see Corollary 3.11 and Remark A.7).
As was already pointed out in [5], the original definition of C∗(E,L,B) has to be modified in
order to avoid degeneracy of certain projections when E has sinks. Furthermore, in [6] it was
pointed out that the Gauge Invariant Uniqueness Theorem stated in [4] was incorrect and a new
(and correct) gauge invariant uniqueness theorem for C∗(E,L,B) when (E,L,B), in addition
to being weakly left-resolving, is so-called set-finite (every set of vertices in B emits a finite
number of different labels) and B is closed under relative complements was proved. In order
to get a gauge invariant uniqueness theorem for the C∗-algebra of any weakly left-resolving
labelled space it is necessary to change the definition of C∗(E,L,B) in the case where B is not
closed under relative complements (see the appendix for details). Since this makes things a
bit more complicated, we have chosen to only work with weakly left-resolving labelled spaces
(E,L,B) where B is closed under relative complements (we call such labelled spaces normal,
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see Subsection 2) in the main part of the paper, but in the appendix we show how to deal with
the general case.
The motivation for our K-theory computations is to investigate the relationship between
certain dynamical invariants of shift spaces and the K-theoretical invariants of C∗-algebras
associated to these shift spaces. This connection was first brought to light in the work of Cuntz
and Krieger in [12] where they showed how to associate a C∗-algebra OA to a finite 0-1 matrix
A with no zero rows or columns, provided that the matrix satisfied a certain condition called
(I). In [13, Proposition 3.1] it was shown that the K-groups of a Cuntz-Krieger algebra are
isomorphic to the Bowen-Franks groups of the shift of finite type XA associated to A (see [7]).
Thus, a deep connection was established between the combinatorially-defined C∗-algebra OA
and the (one-sided) shift of finite type XA. Several generalisations of Cuntz-Krieger algebras
have now been widely studied.
Combining the universal algebra approach of [1] and the graphical approach to Cuntz-Krieger
algebras begun in [15], graph algebras were introduced in [25]. Graph algebras were originally
defined for graphs satisfying a finiteness condition – the need for this condition was removed by
Fowler and Raeburn in [18] (see also [17]). Using a different approach, Exel and Laca showed
how to associate a C∗-algebra to an infinite 0-1 matrix with no zero rows or columns in [16]. A
link between graph algebras and Exel-Laca algebras was provided by the ultragraph algebras
introduced by Tomforde (see [39, 40]).
Motivated by the symbolic dynamical data contained in a Cuntz-Krieger algebra, Matsumoto
provided a generalisation of Cuntz-Krieger algebras by associating to an arbitrary two-sided
shift space Λ over a finite alphabet a C∗-algebra OΛ (see [27, 28, 29, 30, 32, 33]). Later
Carlsen and Matsumoto modified this construction (see [9, 35]), and Carlsen further modified
the definition of OΛ and extended it to one-sided shift spaces in [8] (see [10] for a discussion of
the relationship between the three different definitions of OΛ and for an alternative construction
of the C∗-algebra constructed in [8]). The results of [28, 29, 31, 34, 35] give connections between
certain dynamical invariants of Λ and K-theoretical invariants of OΛ in the same spirit as [13].
By adapting the left-Krieger cover construction given in [23], any shift space over a countable
alphabet may be presented by a left-resolving labelled graph. Hence, the labelled graph algebras
introduced in [4] provide a method for associating a C∗-algebra to a shift space over a countable
alphabet. As we shall see in Section 5, the class of labelled graph algebras contains the class of
graph algebras and all of the classes of C∗-algebras discussed above. By computing theK-theory
of a labelled graph algebra we will therefore be providing a unified approach to computing the
K-theory of this wide collection of C∗-algebras.
The paper is organised as follows: Section 2 contains some background on labelled graphs,
labelled spaces and their C∗-algebras. In Section 3 we give our key result, Theorem 3.8, which
shows that the C∗-algebra of a weakly left-resolving normal labelled space may be realised as
a Cuntz-Pimsner algebra in the sense of [20], and we also show a gauge invariant uniqueness
theorem for it (Corollary 3.10) and that it is nuclear (Corollary 3.9), and, under a suitable
countability condition, satisfies the Universal Coefficient Theorem of [42] (Corollary 3.11). In
Section 4 we use the general results of [20] to provide a formula for the K-theory of the C∗-
algebra of a weakly left-resolving normal labelled space (see Theorem 4.4). Then in Section 5
we show how our K-theory formulas reduce to those for graph algebras, ultragraph algebras
and Matsumoto algebras in the appropriate cases. Furthermore in Proposition 5.6 we realise
the Carlsen algebra C∗(X) associated to a one-sided shift space X as a labelled graph algebra
and hence compute its K-theory (see Corollary 5.7). In Section 6 we show how to compute the
K-theory of certain labelled graph algebras as inductive limits; this is done in analogy with the
computations of [36], and in Section 7 we provide a few examples of the computations outlined
in Section 6. Finally, in the appendix we give an example that illustrates the necessity of
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changing the definition of the C∗-algebra of a weakly left-resolving labelled space which is not
normal in order to obtain a gauge invariant uniqueness theorem. We state this new definition
and generalise the main results of Sections 3 and 4 to the non-normal case.
Acknowledgements. The authors wish to thank the Fields Institute and the Banff Interna-
tional Research Station for providing the facilities for them to discuss various aspects of this
paper.
2. Labelled spaces and their C∗-algebras
In this section we will briefly review the definitions of labelled spaces. We also introduce the
notion of a normal labelled space and associate a C∗-algebras with any weakly left-resolving
normal labelled space.
Directed graphs. A directed graph E consists of a quadruple (E0, E1, r, s) where E0 and E1
are sets of vertices and edges, respectively and r, s : E1 → E0 are maps giving the direction of
each edge. A path λ = λ1 . . . λn is a sequence of edges λi ∈ E
1 such that r(λi) = s(λi+1) for
i = 1, . . . , n− 1; we define s(λ) = s(λ1) and r(λ) = r(λn). The collection of paths of length n
in E is denoted by En and the collection of all finite paths in E by E∗, so that E∗ =
⋃
n≥1E
n.
A loop in E is a path which begins and ends at the same vertex, that is λ ∈ E∗ with
s(λ) = r(λ). We say that E is row-finite if every vertex emits finitely many edges. We denote
the collection of all infinite paths in E by E∞. A vertex v ∈ E0 is an sink if s−1(v) = ∅ and we
define E0
sink
to be the set of all sinks in E0.
Labelled graphs. A labelled graph (E,L) over a countable alphabet A consists of a directed
graph E together with a labelling map L : E1 → A. By replacing A with L(E1) (if necessary)
we may assume that the map L is onto.
Let A∗ be the collection of all words in the symbols of A. The map L extends naturally to
a map L : En → A∗, where n ≥ 1. For λ = e1 . . . en ∈ En we set L(λ) = L(e1) . . .L(en). In
this case the path λ ∈ En is said to be a representative of the labelled path L(e1) . . .L(en). Let
L(En) denote the collection of all labelled paths in (E,L) of length n where we write |α| = n if
α ∈ L(En). The set L∗(E) =
⋃
n≥1 L(E
n) is the collection of all labelled paths in the labelled
graph (E,L).
The labelled graph (E,L) is left-resolving if for all v ∈ E0 the map L : r−1(v) → A is
injective. The left-resolving condition ensures that for all v ∈ E0 the labels of the incoming
edges to v are all different. For α ∈ L∗(E) we put
sL(α) = {s(λ) ∈ E
0 : L(λ) = α} and rL(α) = {r(λ) ∈ E
0 : L(λ) = α},
so that rL, sL : L∗(E) → 2E
0
, where 2E
0
denotes the set of subsets of E0. We shall drop the
subscript on rL and sL if the context in which it is being used is clear.
For A ⊆ E0 and α ∈ L∗(E) the relative range of α with respect to A is defined to be
rL(A, α) = {r(λ) : λ ∈ E
∗, L(λ) = α, s(λ) ∈ A}.
A collection B ⊆ 2E
0
of subsets of E0 is said to be closed under relative ranges for (E,L) if for
all A ∈ B and α ∈ L∗(E) we have r(A, α) ∈ B. If B is closed under relative ranges for (E,L),
contains r(α) for all α ∈ L∗(E) and is also closed under finite intersections and unions, then we
say that B is accommodating for (E,L). If B in addition is closed under relative complements,
then we say that it is non-degenerate.
We are particularly interested in the sets of vertices which are the ranges of words in L∗(E),
so we form
E− =
{
{v} : v ∈ E0
sink
}
∪
{
r(α) : α ∈ L∗(E)
}
.
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We then define E0,− to be the smallest subset of 2E
0
which contains E− and is accommodating
and non-degenerate for (E,L). Of course, 2E
0
is the largest accommodating and non-degenerate
collection of subsets for (E,L).
Labelled spaces. A labelled space consists of a triple (E,L,B) where (E,L) is a labelled graph
and B is accommodating for (E,L). If, in addition, B is non-degenerate, then we say that the
labelled space (E,L,B) is normal.
A labelled space (E,L,B) is weakly left-resolving if for every A,B ∈ B and every α ∈ L∗(E)
we have r(A, α) ∩ r(B, α) = r(A ∩ B, α). If (E,L) is left-resolving then (E,L,B) is weakly
left-resolving for any accommodating B ⊆ 2E
0
.
Let (E,L) be a labelled graph. For A ⊆ E0 let L(AE1) = {L(e) : e ∈ E1, s(e) ∈ A} (the
set L(AE1) was denoted L1A in [4]).
C∗-algebras of normal labelled spaces. We will now define representations of weakly left-
resolving normal labelled spaces, and the C∗-algebra associated with a weakly left-resolving
normal labelled space (E,L,B). Notice that unlike [4], we require (E,L,B) to be normal. The
reason is that if we do not assume that (E,L,B) is normal, then the C∗-algebra C∗(E,L,B)
associated with (E,L,B)might not satisfy the Gauge Invariant Uniquiness Theorem as stated in
[4, Theorem 5.3] (see [6, Remark 2.5]). In the appendix we will give an example of what can go
wrong if (E,L,B) is not normal and explain how the definition of a representation of (E,L,B)
must be changed in order to obtain a gauge invariant uniqueness theorem for C∗(E,L,B) when
(E,L,B) is not normal.
Definition 2.1. Let (E,L,B) be a weakly left-resolving normal labelled space. A representation
of (E,L,B) in a C∗-algebra consists of projections {pA : A ∈ B} and partial isometries {sa :
a ∈ A} with the properties that:
(i) If A,B ∈ B, then pApB = pA∩B and pA∪B = pA + pB − pA∩B, where p∅ = 0.
(ii) If a ∈ A and A ∈ B, then pAsa = sapr(A,a).
(iii) If a, b ∈ A, then s∗asa = pr(a) and s
∗
asb = 0 unless a = b.
(iv) For A ∈ B with L(AE1) finite and A ∩ B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
, we
have
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
Remark 2.2. Notice that if the directed graph E contains sinks, then condition (iv) is different
from condition (iv) of the original definition [4, Definition 4.1]. The original definition [4,
Definition 4.1] was in error since it would lead to degeneracy of the vertex projections for sinks.
Remark 2.3. Notice also that if A is any set in B with L(AE1) finite and A∩E0
sink
∈ B, then
combining (i) and (iv) we obtain the relation
pA = pA∩E0
sink
+
∑
a∈L(AE1)
sapr(A,a)s
∗
a,
cf. [5, Remark 3.2].
Remark 2.4. Suppose that {v} ∈ B for all v ∈ E0
sink
. Then for any A ∈ B, the condition
A ∩B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
that appears in (iv) is equivalent to the condition
A ∩ E0
sink
= ∅.
Definition 2.5. Let (E,L,B) be a weakly left-resolving normal labelled space. Then C∗(E,L,B)
is the C∗-algebra generated by a universal representation of (E,L,B).
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The existence of C∗(E,L,B) is shown by an argument similar to the one given in [4, Theorem
4.5]. The existence of C∗(E,L,B) will also follow from Theorem 3.8. The universal property of
C∗(E,L,B) allows us to define a strongly continuous action γ of T on C∗(E,L,B) called the
gauge action (see [4, Section 5]).
Remark 2.6. Let (E,L,B) be a weakly left-resolving normal labelled space, and let {pA, sa :
A ∈ B, a ∈ A} be the universal representation of (E,L,B) that generates C∗(E,L,B). For
α = α1 . . . αn ∈ L(E
n) (where n ≥ 2), we let sα = sα1 · · · sαn . Let L
#(E) = L∗(E) ∪ {ǫ} where
ǫ is a symbol not belonging to L∗(E) (ǫ denotes the empty word), and let sǫ denote the unit of
the multiplier algebra of C∗(E,L,B). It then follows from [4, Lemma 4.4] that we have
C∗(E,L,B) = span{sαpAs
∗
β : α, β ∈ L
#(E), A ∈ B}.
3. Viewing Labelled Graph C∗-algebras as C∗-algebras of
C∗-correspondences
Let (E,L,B) be a weakly left-resolving normal labelled space. In this section we will show how
to construct a C∗-correspondence X(E,L,B) whose Cuntz-Pimsner algebra (see [20] and [37])
is isomorphic to C∗(E,L,B).
It should be noticed that this construction also works if (E,L,B) is not normal (see the
appendix).
Remark 3.1. In [38] it is shown that for every weakly left-resolving labelled space (E ′,L′,B′)
satisfying {{v} : v ∈ (E ′)0
sink
} ⊆ B′, there exists a C∗-correspondence for which the correspond-
ing Cuntz-Pimsner algebra is isomorphic to C∗(E ′,L′,B′). Although the construction of the
C∗-correspondence given in [38] is similar to the one given below, the coefficient algebra of the
C∗-correspondence constructed in [38] does not seem to be useful for obtaining a formula for
the K-theory of the C*-algebra of the labelled space as is done in Section 4.
For each A ∈ 2E
0
we let χA denote the function defined on E
0 by
χA(v) =
{
1 if v ∈ A,
0 if v /∈ A.
We will regard χA as an element of the C
∗-algebra of bounded functions on E0 (when we
calculate the K-theory we will regard χA as an element of the group of functions from E
0 to
Z). Let A(E,L,B) denote the C∗-subalgebra of the C∗-algebra of bounded functions on E0
generated by {χA : A ∈ B}.
Lemma 3.2. Let {pA : A ∈ B} be a family of projections in a C∗-algebra X such that pA∩B =
pApB, pA∪B = pA + pB − pA∩B for all A,B ∈ B and p∅ = 0. Then there is a unique ∗-
homomorphism φ : A(E,L,B)→ X such that φ(χA) = pA for all A ∈ B.
Proof. SinceA(E,L,B) is generated by {χA : A ∈ B}, there can be at most one ∗-homomorphism
φ : A(E,L,B)→ X satisfying φ(χA) = pA for all A ∈ B. We show that such a ∗-homomorphism
exists.
Let F denote the collection of finite subsets of B which are closed under relative complements,
intersections and unions. Then
⋃
B′∈F span{χA : A ∈ B
′} is dense in A(E,L,B) and so it is
enough to prove that for every B′ ∈ F there is a ∗-homomorphism φB′ : span{χA : A ∈ B′} → X
satisfying φB′(χA) = pA for every A ∈ B
′.
If B′ ∈ F, then, since B′ is closed under relative complements, intersections and unions, there
is a collection F of mutually disjoint elements of B′ such that span{χA : A ∈ B′} = span{χA :
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A ∈ F}. It follows that the map φB′ : span{χA : A ∈ B
′} → X defined by
φB′
(∑
A∈F
cAχA
)
=
∑
A∈F
cApA
is a well-defined ∗-homomorphism which maps χA to pA for every A ∈ B′. Our result follows. 
Lemma 3.3. Let I be a closed two-sided ideal of A(E,L,B). Then we have
I = span{χA : A ∈ B, χA ∈ I}.
Proof. We certainly have span{χA : A ∈ B, χA ∈ I} ⊆ I. To prove the reverse inclusion,
suppose that f ∈ I and let ǫ > 0. Then there is a finite collection F of mutually disjoint
elements of B and a family (cA)A∈F of complex numbers such that∥∥∥∥∥f −∑
A∈F
cAχA
∥∥∥∥∥ < ε2 .
Let qI : A(E,L,B)→ A(E,L,B)/I be the quotient map. Then∥∥∥∥∥∥
∑
A∈F,χA /∈I
cAqI (χA)
∥∥∥∥∥∥ =
∥∥∥∥∥qI
(
f −
∑
A∈F
cAχA
)∥∥∥∥∥ < ε2 ,
and since (qI (χA))A∈F,χA /∈I is a family of mutually orthogonal non-zero projections we must
have |cA| <
ε
2
for all A ∈ F such that χA /∈ I. It then follows that∥∥∥∥∥f − ∑
A∈F,χA∈I
cAχA
∥∥∥∥∥ < ε
from which we may deduce that f ∈ span{χA : A ∈ B, χA ∈ I}. Our result follows. 
For each a ∈ A, let Xa be the ideal of A(E,L,B) generated by χr(a) so that f ∈ Xa if and
only if f(v) = 0 for all v ∈ E0 \ r(a). Since Xa is an ideal, it is straightforward to see that
Xa is a right Hilbert A(E,L,B)-module with inner product defined by 〈f, g〉 = f ∗g and right
action given by the usual multiplication in A(E,L,B).
We let X(E,L,B) be the right Hilbert A(E,L,B)-module ⊕a∈AXa. To turn X(E,L,B) into
a C∗-correspondence we need to specify a left action of A(E,L,B) on X(E,L,B), that is a ∗-
homomorphism φ : A(E,L,B)→ L (X(E,L,B)) where L (X(E,L,B)) denotes the C∗-algebra
of adjointable operators on X(E,L,B) (see, for example, [20]).
Lemma 3.4. For each a ∈ A there is a unique ∗-homomorphism φa : A(E,L,B) → Xa
satisfying φa(χA) = χr(A,a) for every A ∈ B.
Proof. This follows from Lemma 3.2 with X = Xa and pA = χr(A,a) for A ∈ B. 
Remark 3.5. If the labelled graph (E,L) is left-resolving, then we have
φa(f)(v) =
{
f(w) if s(r−1(v) ∩ L−1(a)) = {w}
0 if s(r−1(v) ∩ L−1(a)) = ∅
for all a ∈ A, v ∈ E0 and f ∈ A(E,L,B).
Lemma 3.6. Let X(E,L,B) be the right Hilbert A(E,L,B)-module ⊕a∈AXa.
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(i) For each f ∈ A(E,L,B) the map
(1) ϕ(f) : (xa)a∈A 7→ (φa(f)xa)a∈A
is an adjointable operator on X(E,L,B). The formula (1) defines a ∗-homomorphism
ϕ : A(E,L,B) → L (X(E,L,B)). Hence (X(E,L,B), ϕ) is a C∗-correspondence over
A(E,L,B).
(ii) For a ∈ A let ea = (δa,bχr(a))b∈A ∈ X(E,L,B), where δa,b is the Kronecker delta
function. Then we have
X(E,L,B) = spanA(E,L,B){ea : a ∈ A}.
Proof. Since the effect of ϕ(f) is to multiply each term in X(E,L,B) by φa(f), one checks that
(1) defines an adjointable operator with ϕ(f)∗ = ϕ(f ∗). It follows that f 7→ ϕ(f) defines a
∗-homomorphism ϕ from A(E,L,B) to L (X(E,L,B)).
The second statement holds since, for each x = (xa)a∈A ∈ X(E,L,B) and each ε > 0, we
have ||x−
∑
a∈F eaxa|| < ε for some finite subset F of A. 
Let K (X(E,L,B)) denote the ideal of L (X(E,L,B)) consisting of generalized compact
operators (see, for example, [20]). In order to define the Cuntz-Pimsner algebra O(X(E,L,B),ϕ)
associated with (X(E,L,B), ϕ), we must first characterise the ideal
J(X(E,L,B),ϕ) = ϕ
−1(K (X(E,L,B))) ∩ ker(ϕ)⊥
of A(E,L,B) (cf. [20, Definition 3.2]). To do this, we let
(2) BJ := {A ∈ B : L(AE
1) is finite and A ∩ B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
}.
Lemma 3.7. The ideal J(X(E,L,B),ϕ) of A(E,L,B) is given by
J(X(E,L,B),ϕ) = span{χA : A ∈ BJ}.
Proof. By Lemma 3.3 it is enough to prove that for A ∈ B, we have χA ∈ J(X(E,L,B),ϕ) if and
only if A ∈ BJ . Since ker(ϕ) =
⋂
a∈A ker(φa), it follows from Lemma 3.3 that
ker(ϕ) = span{χB : B ∈ B, r(B, a) = ∅ for all a ∈ A}.
Since r(B, a) = ∅ for all a ∈ A, if and only if B ⊆ E0
sink
, it follows that
ker(ϕ)⊥ = span{A ∈ B : A ∩ B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
}.
We claim that for each η ∈ K (X(E,L,B)) the set {a ∈ A : ‖〈ea, η(ea)〉‖ ≥ 1} is finite. It suf-
fices to check our claim for η = θx,y since these elements form a spanning set for K (X(E,L,B)).
For each a0 ∈ A and x = (xa), y = (ya) ∈ X(E,L,B) one checks that 〈ea0 , θx,yea0〉 = x
∗
a0
ya0 ,
and since ‖x∗aya‖ ≥ 1 for only a finite number of a’s, our claim follows. So, if A ∈ B and
L(AE1) is infinite, then ϕ(χA) /∈ K (X(E,L,B)).
Conversely, if A ∈ B and L(AE1) is finite, then we have
(3) ϕ(χA) =
∑
a∈L(AE1)
θea,eaχr(A,a) ∈ K (X(E,L,B)).
Thus, if A ∈ B, then ϕ(χA) ∈ K (X(E,L,B)) if and only if L(AE1) is finite. The result follows
by definition of J(X(E,L,B),ϕ) and BJ . 
Recall from [20, Definition 3.4] that a representation of the C∗-correspondence (X(E,L,B), ϕ)
on a C∗-algebra X consists of a pair (π, t) where π : A(E,L,B) → X is a ∗-homomorphism
and t : X(E,L,B)→ X is a linear map satisfying
(1) t(x)∗t(y) = π (〈x, y〉) for x, y ∈ X(E,L,B) and
(2) π(f)t(x) = t(ϕ(f)x) for f ∈ A(E,L,B) and x ∈ X(E,L,B).
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Following [20, Definition 2.3] we define a ∗-homomorphism ψt : K (X(E,L,B))→ X by
ψt(θx,y) = t(x)t(y)
∗ for x, y ∈ X(E,L,B).
Moreover, such a representation is called covariant if, in addition, we have π(f) = ψt(ϕ(f)) for
all f ∈ J(X(E,L,B),ϕ). The Cuntz-Pimsner algebra O(X(E,L,B),ϕ) of (X(E,L,B), ϕ) is defined in
[20] (see also [37]) to be the C∗-algebra generated by a universal covariant representations of
(X(E,L,B), ϕ).
Theorem 3.8. Let (E,L,B) be a weakly left-resolving normal labelled space. Then there is
a one-to-one correspondence between covariant representations of (X(E,L,B), ϕ) and repre-
sentations of (E,L,B) that takes a covariant representation (π, t) of (X(E,L,B), ϕ) to the
representation {π(χA), t(ea) : A ∈ B, a ∈ A} of (E,L,B), and so O(X(E,L,B),ϕ) ∼= C
∗(E,L,B).
Proof. Let (π, t) be a covariant representation of (X(E,L,B), ϕ). We claim that
{π(χA), t(ea) : A ∈ B, a ∈ A}
is a representation of (E,L,B).
It is straightforward to check that {π(χA), t(ea) : A ∈ B, a ∈ A} satisfies (i)–(iii) of
Definition 2.1. We will now show that {π(χA), t(ea) : A ∈ B, a ∈ A} also satisfies (iv) of
Definition 2.1. Assume A ∈ B, L(AE1) is finite and that A ∩ B = ∅ for any B ∈ B satisfying
B ⊆ E0
sink
. It follows from Lemma 3.7 that χA ∈ J(X(E,L,B),ϕ). By covariance and Equation (3)
we have
π(χA) = ψt(φ(χA)) = ψt
( ∑
a∈L(AE1)
θea,eaχr(A,a)
)
=
∑
a∈L(AE1)
t(ea)π(χr(A,a))t(ea)
∗.
Thus {π(χA), t(ea) : A ∈ B, a ∈ A} satisfies (iv) of Definition 2.1, and is therefore a represen-
tation of (E,L,B).
On the other hand, suppose that {PA, Sa : A ∈ B, a ∈ A} is a representation of (E,L,B)
in a C∗-algebra X . By definition A(E,L,B) = span{χA : A ∈ B} and by Lemma 3.6, we have
X(E,L,B) = spanA(E,L,B){ea : a ∈ L(E
1)}. Hence there can at most be one representation
(π, t) of (X(E,L,B), ϕ) such that π(χA) = PA for A ∈ B and t(ea) = Sa for a ∈ A. We now
construct such a representation.
By Lemma 3.2 there is a unique ∗-homomorphism π : A(E,L,B)→ X with π(χA) = pA for
A ∈ B. We now construct t : (X(E,L,B), ϕ)→ X . Given a finite subset F of A and a family
(fa)a∈F of functions with fa ∈ Xa for each a ∈ F , define
t
(∑
a∈F
eafa
)
=
∑
a∈F
Saπ(fa) ∈ X .
If (fa)a∈F and (ga)a∈F are families of functions with fa, ga ∈ Xa for each a ∈ F , then
t
(∑
a∈F
eafa
)∗
t
(∑
a∈F
eaga
)
=
(∑
a∈F
Saπ(fa)
)∗(∑
a∈F
Saπ(ga)
)
=
∑
a∈F
π(fa)
∗Pr(a)π(ga)
by (iii) of Definition 2.1. Since Pr(a) = π(χr(a)) we have
t
(∑
a∈F
eafa
)∗
t
(∑
a∈F
eaga
)
=
∑
a∈F
π(f ∗aga) = π
(〈∑
a∈F
eafa,
∑
a∈F
eaga
〉)
.
Thus t extends to a linear map from X(E,L,B) to X which satisfies t(x)∗t(y) = π(〈x, y〉) for
x, y ∈ X(E,L,B). We claim that for x ∈ X(E,L,B) and f ∈ A(E,L,B) we have π(a)t(x) =
t(ϕ(a)x).
C
∗
-ALGEBRAS OF LABELLED GRAPHS III - K-THEORY COMPUTATIONS 9
Let A ∈ B and a ∈ A, then
(4) π(χA)Sa = PASa = SaPr(A,a) = Saπ(χr(A,a)) = Saπ(φa(χA)).
Since A(E,L,B) = span{χA : A ∈ B}, it follows from Equation (4) that
π(f)t(ea) = π(f)Sa = Saπ(φa(f)) = t(ea)π(φa(f)) = t(ϕ(f)ea)
for all f ∈ A(E,L,B) and all a ∈ A. Our claim then follows from Lemma 3.6 (ii). Hence we
have constructed a representation (π, t) of (X(E,L,B), ϕ). It remains to check covariance.
Let A ∈ BJ , then by Equation (3) and (4) we have
π(χA) = PA =
∑
a∈L(AE1)
SaPr(A,a)S
∗
a =
∑
a∈L(AE1)
t(ea)π(χr(A,a))t(ea)
∗
=
∑
a∈L(AE1)
ψt(θea,eaφa(χA)) = ψt(ϕ(χA)).
By Lemma 3.7 we have J(X(E,L,B),ϕ) = span{χA : A ∈ BJ} and it follows that π(f) = ψt(ϕ(f))
for all f ∈ J(X(E,L,B),ϕ). Thus (π, t) is a covariant representation of (X(E,L,B), ϕ).
The final statement follows by the universal nature of both algebras. 
In the appendix, it is explained how Theorem 3.8 can be generalised to the case where
(E,L,B) is not normal (see Remark A.7).
From Theorem 3.8 we may deduce a number of corollaries. The second of these is a general-
ization of the Gauge Invariant Uniqueness Theorem found in [6].
Corollary 3.9. Let (E,L,B) be a weakly left-resolving normal labelled space. Then there exists
an injective ∗-homomorphism ιA(E,L,B) : A(E,L,B)→ C
∗(E,L,B) such that ιA(E,L,B)(χA) = pA
for every A ∈ B.
Proof. Follows from Theorem 3.8 and [20, Proposition 4.11]. 
In the appendix, it is explained how Corollary 3.9 can be generalised to the case where
(E,L,B) is not normal (see Remark A.7).
Corollary 3.10. Let (E,L,B) be a weakly left-resolving normal labelled space. Let {pA, sa :
A ∈ B, a ∈ A} be the universal representation of (E,L,B) that generates C∗(E,L,B), let
{qA, ta : A ∈ B, a ∈ A} be a representation of (E,L,B) in a C∗-algebra X and let π be the
unique ∗-homomorphism from C∗(E,L,B) to X that maps each pA to qA and each sa to ta.
Then π is injective if and only if qA is non-zero whenever A 6= ∅, and for each z ∈ T there
exists a ∗-homomorphism βz : C∗({qA, ta : A ∈ B, a ∈ A}) → C∗({qA, ta : A ∈ B, a ∈ A})
such that βz(qA) = qA and βz(ta) = zta for A ∈ B and a ∈ A.
Proof. Follows from Lemma 3.3, Theorem 3.8, and [20, Theorem 6.4]. 
In the appendix, Corollary 3.10 is generalised to the case where (E,L,B) is not normal (see
Corollary A.8).
Corollary 3.11. Let (E,L,B) be a weakly left-resolving normal labelled space. Then C∗(E,L,B)
is nuclear. If, in addition, B and A are countable, then C∗(E,L,B) satisfies the Universal Co-
efficient Theorem of [42].
Proof. The first part follows from [20, Corollary 7.4] and the fact that J(X(E,L,B),ϕ) andA(E,L,B)
are commutative and thus nuclear. If, in addition, B and A are countable, then A(E,L,B)
and (X(E,L,B), ϕ) are separable. It then follows from [20, Proposition 8.8] that C∗(E,L,B)
satisfies the Universal Coefficient Theorem of [42]. 
In the appendix, it is explained how Corollary 3.11 can be generalised to the case where
(E,L,B) is not normal (see Remark A.7).
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4. K-theory
We now compute theK-theory of C∗(E,L,B) when (E,L,B) is a weakly left-resolving normal
labelled space (see the appendix for a procedure for computing the K-theory when (E,L,B)
is not normal). Our approach is to use [20, Theorem 8.6] which involves detailed knowledge of
the map [X ] : K∗(J(X(E,L,B),ϕ)) → K∗(A(E,L,B)). Since we will need to work explicitly with
this map, we will now recall its definition in detail (cf. [20, Definition 8.3]).
Let DX(E,L,B) denote the linking algebra K (X(E,L,B)⊕ A(E,L,B)). Following [20, Defi-
nition B.1] we denote the natural embedding of A(E,L,B) into DX(E,L,B) by ιA(E,L,B) and the
natural embedding of K (X(E,L,B)) into DX(E,L,B) by ιK (X(E,L,B)). It is shown in [20, Propo-
sition B.3] that the map (ιA(E,L,B))∗ : K∗(A(E,L,B)) → K∗(DX(E,L,B)) induced by ιA(E,L,B)
is an isomorphism. The map [X ] : K∗(J(X(E,L,B),ϕ)) → K∗(A(E,L,B)) is then defined to be
(ιA(E,L,B))
−1
∗ ◦ (ιK (X(E,L,B)))∗ ◦ (ϕ|J(X(E,L,B),ϕ))∗.
Lemma 4.1. Let (E,L,B) be a weakly left-resolving normal labelled space. Let a ∈ A and A ∈
B such that A ⊆ r(a). Then for [χA]0 ∈ K0(A(E,L,B)) and [θea,eaχA]0 ∈ K0(K (X(E,L,B)))
we have
(ιA(E,L,B))∗([χA]0) = (ιK (X(E,L,B)))∗([θea,eaχA]0)
in K0(DX(E,L,B)).
Proof. Let v be the function that maps (η, f) ∈ X(E,L,B) × A(E,L,B) to (eaχAf, 0) ∈
X(E,L,B) × A(E,L,B). One checks that v ∈ K (X(E,L,B) ⊕ A(E,L,B)), that vv∗ =
ιK (X(E,L,B))(θea,eaχA) and v
∗v = ιA(E,L,B)(χA). It follows that the elements ιK (X(E,L,B))(θea,eaχA)
and ιA(E,L,B)(χA) are equivalent in K0(DX(E,L,B)). 
Since A(E,L,B) = span{χA : A ∈ B} and J(X(E,L,B),ϕ) = span{χA : A ∈ BJ}, it follows that
there is an isomorphism from spanZ{χA : A ∈ B} to K0(A(E,L,B)) which for each A ∈ B takes
χA to [χA]0, and an isomorphism from spanZ{χA : A ∈ BJ} to K0(J(X(E,L,B),ϕ)) which for each
A ∈ BJ takes χA to [χA]0. We will simply identify K0(A(E,L,B)) with spanZ{χA : A ∈ B},
K0(J(X(E,L,B),ϕ)) with spanZ{χA : A ∈ BJ} and each [χA]0 with χA.
Lemma 4.2. Identifying K0(A(E,L,B)) with spanZ{χA : A ∈ B} and K0(J(X(E,L,B),ϕ)) with
span
Z
{χA : A ∈ BJ}, the homomorphism [X ] : K0(J(X(E,L,B),ϕ)) → K0(A(E,L,B)) induces the
map Φ : spanZ{χA : A ∈ BJ} → spanZ{χA : A ∈ B} determined by
(5) χA 7→
∑
a∈L(AE1)
χr(A,a) for A ∈ BJ .
Proof. Let A ∈ BJ . Since φa(χA) = χr(A,a) is a projection in A(E,L,B), we have ϕ(χA) =∑
a∈L(AE1) θea,eaχr(A,a) from Equation (3). It follows from Lemma 4.1 that
(ιK (X(E,L,B)))∗ ◦ (ϕ|J(X(E,L,B),ϕ))∗([χA]0) = (ιK (X(E,L,B)))∗
 ∑
a∈L(AE1)
θea,eaχr(A,a)

0

=
∑
a∈L(AE1)
(ιK (X(E,L,B)))∗([θea,eaχr(A,a)]0)
=
∑
a∈L(AE1)
(ιA(E,L,B))∗([χr(A,a)]0),
from which Equation (5) follows using the given identifications and the definition of [X ]. 
If B ⊆ 2E
0
is uncountable, then A(E,L,B) is not separable. However, it is still locally finite
dimensional. Such nonseparable AF algebras were considered in [21].
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Lemma 4.3. Let (E,L,B) be a weakly left-resolving normal labelled space. Then A(E,L,B)
and J(X(E,L,B),ϕ) are locally finite dimensional algebras withK1(A(E,L,B)) = K1(J(X(E,L,B),ϕ)) =
0.
Proof. We prove the result for A(E,L,B) and note that the proof for J(X(E,L,B),ϕ) is similar.
The first statement follows by the argument given in the proof of [4, Theorem 5.3]. To prove
that K1(A(E,L,B)) = 0, we argue as follows
1. By adding E0 to B (if necessary) we may assume
that A(E,L,B) is unital. Let u be a unitary in A(E,L,B), then given 0 < ǫ < 1 there is a
unitary u′ in span
Z
{χA : A ∈ B} such that ‖u − u′‖ < ǫ. Using the local finite dimensionality
of A(E,L,B) one can show that u′ belongs to a finite dimensional subalgebra U of A(E,L,B)
which contains the identity 1A(E,L,B). Since the unitary group of a finite dimensional C
∗-algebra
is connected there is a continuous path of unitaries from u′ to 1A(E,L,B) = χE0 which remains
continuous when we consider U as a subalgebra of A(E,L,B). Since ‖u − u′‖ < ǫ < 1 there
is a continuous path of unitaries from u to u′ and hence from u to 1A(E,L,B). The result now
follows. 
Theorem 4.4. Let (E,L,B) be a weakly left-resolving normal labelled space. Let (1 − Φ) be
the linear map from span
Z
{χA : A ∈ BJ} to spanZ{χA : A ∈ B} given by
(1− Φ)(χA) = χA −
∑
a∈L(AE1)
χr(A,a), A ∈ BJ .
Then K1(C
∗(E,L,B)) ∼= ker(1 − Φ), and K0(C∗(E,L,B)) ∼= spanZ{χA : A ∈ B}/ Im(1 − Φ)
via [pA]0 7→ χA + Im(1− Φ) for A ∈ B.
Proof. The result follows by [20, Theorem 8.6], Theorem 3.8, Lemma 4.2 and the fact that
K1(A(E,L,B)) = K1(J(X(E,L,B),ϕ)) = 0 from Lemma 4.3. 
In the appendix, Theorem 4.4 is generalises to the case where (E,L,B) is not normal (see
Theorem A.9).
5. Examples
In this section we show that Theorem 4.4 unifies the K-theory formulas for several interesting
classes of C∗-algebras.
Example 1 – Graph algebras. Let E be a directed graph. Following [4, Examples 3.3
and 4.3 (i)] we may realise C∗(E) as the C∗-algebra of a left-resolving normal labelled space
in the following manner. We take the trivial labelling Lt : E1 → E1 defined for e ∈ E1 by
Lt(e) = e. Then (E,L) is a left-resolving labelled graph and E0,− is the set of all finite subsets
of E0. Since (E,L) is left-resolving, it follows that the labelled space (E,Lt, E0,−), in addition
to being normal, is weakly left-resolving. By [4, Proposition 5.1 (i)] there is an isomorphism
φ : C∗(E)→ C∗(E,Lt, E0,−) that maps Pv to p{v} and Se to se where {Se, Pv : e ∈ E1, v ∈ E0}
and {se, pA : e ∈ E1, A ∈ E0,−} are the canonical generators of C∗(E) and C∗(E,Lt, E0,−),
respectively.
Let E0ns = {v ∈ E
0 : 0 < |s−1(v)| <∞} denote the set of nonsingular vertices in E0. For each
v ∈ E0ns we let ev ∈
⊕
v∈E0ns
Z be defined by ev = (δv,w)w∈E0ns. We similarly define ev ∈
⊕
v∈E0 Z
for each v ∈ E0.
Note that E0,−J is precisely the collection of all finite subsets of E
0
ns. One checks that there are
isomorphisms ψ : span
Z
{χA : A ∈ B} →
⊕
v∈E0 Z and ψJ : spanZ{χA : A ∈ E
0,−
J } →
⊕
v∈E0ns
Z
such that for all v ∈ E0 (respectively v ∈ E0ns) we have ψ(χv) = ev (respectively ψJ (χv) = ev).
1Thanks to Iain Raeburn for showing us how to do this.
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For v ∈ E0ns we have Φ(χv) =
∑
f∈s−1{v} χr(f) and we may now deduce the following Corollary
from Theorem 4.4.
Corollary 5.1 (cf. [14, Theorem 3.1]). Let E be a directed graph. With notation as above,
define a linear map (1− Φ) :
⊕
v∈E0ns
Z→
⊕
v∈E0 Z by
(1− Φ)(ev) = ev −
∑
f∈s−1{v}
er(f), v ∈ E
0
ns.
Then K1(C
∗(E)) is isomorphic to ker(1−Φ) and there exists an isomorphism from K0(C∗(E))
to coker(1− Φ) which maps [Pv]0 to ev + Im(1− Φ) for each v ∈ E0.
Example 2 – Ultragraph algebras. For the definition and properties of an ultragraph see
[39]. Following [4, Examples 3.3 and 4.3 (ii)] we may realise an ultragraph as a labelled graph as
follows: Let G = (G0,G1, r, s) be an ultragraph. We define a directed graph EG = (E
0
G , E
1
G , r
′, s′)
by putting E0G = G
0, E1G = {(e, w) : e ∈ G
1, w ∈ r(e)}, r′(e, w) = w and s′(e, w) = s(e). Setting
A = G1 we may define a labelling map LG : E1 → A by LG(e, w) = e. If we let G0 be as defined
in [22, Definition 2.4], then (EG ,LG,G
0) is a normal weakly left-resolving labelled space. As in
[4, Proposition 5.1 (ii)], using the gauge invariant uniqueness theorem [39, Theorem 6.8] there
is an isomorphism φ : C∗(G)→ C∗(EG ,LG,G0) that maps PA to pA and Se to se where {Se, PA}
and {se, pA} are the canonical generators of C∗(G) and C∗(EG ,LG,G0), respectively.
The following definitions are taken from [22]. Let AG denote the C
∗-subalgebra of ℓ∞(G0)
generated by the point masses {δv : v ∈ G0} and the characteristic functions {χr(e) : e ∈ G1}
and let ZG denote the algebraic subalgebra of ℓ
∞(G0,Z) generated by these functions. Let
G0rg ⊆ G
0 denote the set of vertices v ∈ G0 satisfying 0 < |s−1(v)| < ∞. For v ∈ G0rg let
ev ∈
⊕
v∈G0rg
Z be defined by ev = (δv,w)w∈G0rg and define ev ∈ ZG ⊆ ℓ
∞(G0,Z) similarly for
v ∈ E0.
It follows from [22, Proposition 2.6 and 2.20] that ZG = K0(AG) = spanZ{χA : A ∈ G
0}. One
checks that A ∈ G0 belongs to G0J if and only if A is a finite subset of G
0
rg. It then follows
that there is an isomorphism from
⊕
v∈G0rg
Z to spanZ{χA : A ∈ G
0
J} which maps ev to χ{v} for
every v ∈ G0rg. If v ∈ G
0
rg, then Φ(χ{v}) =
∑
f∈s−1{v} χr(f), and we may deduce the following
Corollary to Theorem 4.4.
Corollary 5.2 (cf. [22, Theorem 5.4]). Let G = (G0,G1, r, s) be an ultragraph. With notation
as above, define a linear map (1− Φ) :
⊕
v∈G0rg
Z→ ZG by
(1− Φ)(ev) = ev −
∑
f∈s−1{v}
χr(f), v ∈ G
0
rg.
Then K1(C
∗(G)) is isomorphic to ker(1 − Φ) and there is an isomorphism from K0(C∗(G)) to
coker(1− Φ) which maps [PA]0 to χA + Im(1− Φ) for each A ∈ G0 .
Example 3 – Matsumoto algebras. We are interested in two C∗-algebras which Matsumoto
associates to a (two-sided) shift space Λ over a finite alphabet A. The first, which we denote
OΛ∗ , was described in [27], [28], [29], [30], [32] and [33]. It follows from an argument similar
to the one used in [4, Theorem 6.3] (but using Corollary 3.10 instead of [4, Theorem 5.3]) that
OΛ∗ ∼= C∗(EΛ∗ ,LΛ∗ , E
0,−
Λ∗ ) where (EΛ∗ ,LΛ∗) is the predecessor graph (or past set cover) of Λ, as
defined in [4, Examples 3.3] (vii) (see also [2, Definition 5.2]).
The second, which we denote OΛ was described in [9] and [35]. Under a technical hypothesis,
analogous to Cuntz and Krieger’s condition (I), it follows from an argument similar to the
one used in [4, Theorem 6.3] (again using Corollary 3.10 instead of [4, Theorem 5.3]) that
OΛ ∼= C∗(EΛ,LΛ, E
0,−
Λ ) where (EΛ,LΛ) is the left Krieger cover of Λ, as defined in [23, Section
2] (see also [4, Examples 3.3 (vi)] and [2, Definition 2.11]).
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Let A∗ \ {ǫ} denote the set of non-empty finite words over A. Let {Sa : a ∈ A} be the
generators of OΛ (respectively OΛ∗). For u = u1u2 . . . um ∈ A∗ \ {ǫ}, let Su := Su1Su2 . . . Sum .
Corollary 5.3 (cf. [28, Theorem 4.9] and [34, Lemma 2.7]). Let Λ be a (two-sided) shift space
over a finite alphabet A. Let (1− Φ) : spanZ{χA : A ∈ E
0,−
Λ∗ } → spanZ{χA : A ∈ E
0,−
Λ∗ } be the
linear map given by
(1− Φ) (χA) = χA −
∑
a∈A
χr(A,a) A ∈ E
0,−
Λ∗ .
Then K1(OΛ∗) is isomorphic to ker(1 − Φ) and there exists an isomorphism from K0(OΛ∗) to
coker(1− Φ) which maps [S∗uSu]0 to χr(u) + Im(1− Φ) for each u ∈ A
∗ \ {ǫ}.
If Λ satisfies condition (I) of [29], then we have similar formulas for K0(OΛ) and K1(OΛ).
Proof. The labelled spaces (EΛ,LΛ, E
0,−
Λ ) and (EΛ∗ ,LΛ∗, E
0,−
Λ∗ ) are weakly left-resolving and
normal. Since E0,−Λ = (E
0,−
Λ )J and E
0,−
Λ∗ = (E
0,−
Λ∗ )J , the result follows from [4, Theorem 6.3] and
Theorem 4.4. 
Example 4 – Cuntz-Pimsner algebras associated with subshifts. Let X be a one-sided
shift space over a finite alphabet A. In [8] a C∗-algebra was associated with X. An alternative
construction of this C∗-algebra is given in [10] and its relationship with the algebras OΛ and
OΛ∗ is explored. We will denote this C
∗-algebra by C∗(X) (it is denoted by OX in [8] and by
DX⋊α,L N in [10]).
We show how one may realise C∗(X) as the C∗-algebra of a labelled space. We let EX be
the directed graph (E0
X
, E1
X
, r, s) where E0
X
= X, E1
X
= {(x, a, y) ∈ X × A × X : x = ay} and
r, s : E1
X
→ E0
X
are defined by s(x, a, y) = x and r(x, a, y) = y. We let LX : E
1
X
→ A be the
labeling given by LX(x, a, y) = a.
For u, v ∈ L#
X
(EX), let C(u, v) = {vx ∈ X : ux ∈ X}. Let BX be the Boolean algebra
generated by {C(u, v) : u, v ∈ L#
X
(EX)}. That is, BX is the smallest subset of 2X which is closed
under finite intersections, finite unions, relative complements and which contains C(u, v) for
every u, v ∈ L#
X
(EX).
Lemma 5.4. With the above definitions (EX,LX,BX) is a normal weakly left-resolving labelled
space.
Proof. We will first prove that BX is accommodating for (EX,LX). Let α ∈ L
∗
X
(EX). Then we
have that r(α) = C(α, ǫ), from which it follows that BX contains r(α). It remains to show that
BX is closed under relative ranges.
To check that BX is closed under relative ranges it suffices to check that r(C(u, v), a) ∈ BX
for all u, v ∈ L#
X
(EX) and a ∈ A. If u, v ∈ L
#
X
(EX) are such that v = v1v2 . . . vn 6= ǫ, then we
claim that
(6) r(C(u, v), a) =
{
C(a, ǫ) ∩ C(u, v2v3 . . . vn) if a = v1
∅ otherwise.
To see this observe that every vertex in C(u, v) emits exactly one edge, labelled v1, and so
r(C(u, v), a) = ∅ if v1 6= a. If v1 = a and x ∈ C(a, ǫ) ∩ C(u, v2v3 . . . vn), then ax ∈ C(u, v)
and so x ∈ r(C(u, v), a). If v1 = a and x ∈ r(C(u, v), a), then ax ∈ C(u, v) and so x ∈
C(a, ǫ) ∩ C(u, v2v3 . . . vn). Thus Equation (6) holds. If u ∈ L
#
X
(EX) and a ∈ A, then it is
easy to check that r(C(u, ǫ), a) = C(ua, ǫ). It follows that BX is accommodating for (EX,LX).
Moreover, BX is non-degenerate by definition.
Since a vertex x ∈ E0
X
can only receive an edge labelled a from the vertex ax we see that
(EX,LX) is left-resolving. Thus (EX,LX,BX) is weakly left-resolving and normal. 
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As in [8], we let D˜X denote the C∗-algebra generated by {χC(u,v) : u, v ∈ L∗X(EX)}. We then
have that D˜X = span{χA : A ∈ BX} = A(EX,LX,BX).
According to [8, Remark 7.3], C∗(X) is the universal C∗-algebra generated by a family {Sa :
a ∈ A} of partial isometries such that there exists a ∗-homomorphism from ιX : D˜X → C∗(X)
given by
(7) ιX : χC(u,v) 7→ (Sv1Sv2 . . . Svm)(Su1Su2 . . . Sun)
∗(Su1Su2 . . . Sun)(Sv1Sv2 . . . Svm)
∗
where u = u1u2 . . . un and v = v1v2 . . . vm ∈ L
#
X
(EX). Note that if u (respectively v) is the
empty word, then the product (Su1Su2 . . . Sun) (respectively (Sv1Sv2 . . . Svm)) is the identity of
C∗(X). If u = u1u2 . . . un ∈ L∗X(EX), then we will denote the product Su1Su2 . . . Sun by Su. If
u = ǫ, then we let Su denote the unit of C
∗(X).
Lemma 5.5. Let ιX : D˜X → C
∗(X) be defined in (7) above. Then for every x ∈ D˜X and a ∈ A
we have ιX(φa(x)) = S
∗
aιX(x)Sa where φa : D˜X → D˜X is given by φa(χA) = χr(A,a) for A ∈ BX
(see Lemma 3.4).
Proof. Let u, v ∈ L#
X
(EX) with v = v1v2 . . . vm 6= ǫ. If a = v1 then
S∗aιX(χC(u,v))Sa = S
∗
aSvS
∗
uSuS
∗
vSa = S
∗
aSaSv2Sv3 . . . SvmS
∗
uSu(Sv2Sv3 . . . Svm)
∗
= ιX(χC(a,ǫ)χC(u,v2v3...vm)),
otherwise it is zero. Thus S∗aιX(χC(u,v))Sa = ιX(χr(C(u,v),a)) = ιX(φa(χC(u,v))) by Equation (6).
One can similarly show that if u ∈ L#
X
(EX), then S
∗
aιX(χC(u,ǫ))Sa = ιX(φa(χC(u,ǫ))). Since D˜X
is generated by {χC(u,v) : u, v ∈ L
#
X
(EX)}, it follows that ιX(φa(x)) = S
∗
aιX(x)Sa for every
x ∈ D˜X. 
Proposition 5.6. Let X be a one-sided shift space over a finite alphabet A. Let {pA, sa : A ∈
BX, a ∈ A} and {Sa : a ∈ A} be the canonical generators of C∗(EX,LX,BX) and C∗(X), respec-
tively. Then the map Sa 7→ sa for a ∈ A induces an isomorphism from C∗(X) to C∗(EX,LX,BX).
Proof. Let ιX denote (the unique) ∗-homomorphism from D˜X to C
∗(X) mapping χC(u,v) to
(Sv1Sv2 . . . Svm)(Su1Su2 . . . Sun)
∗(Su1Su2 . . . Sun)(Sv1Sv2 . . . Svm)
∗
for u, v ∈ L#
X
(EX). We will show that {ιX(χA), Sa : A ∈ BX, a ∈ A} is a representation of
(EX,LX,BX). First, one checks that {ιX(χA) : A ∈ BX} satisfies condition (i) of Definition 2.1.
Second, if a ∈ A and A ∈ BX, then it follows from Lemma 5.5 that
ιX(χA)Sa = ιX(χA)SaS
∗
aSa = SaS
∗
aιX(χA)Sa = SaιX(φa(χA)) = SaιX(χr(A,a))
which shows that {ιX(χA), Sa : A ∈ BX, a ∈ A} satisfies condition (ii) of Definition 2.1.
If a ∈ A, then S∗aSa = ιX(χC(a,ǫ)) = ιX(χr(a)). If a, b ∈ A and a 6= b, then S
∗
aSb =
S∗aιX(χC(ǫ,a)χC(ǫ,b))Sb = 0. Thus {ιX(χA), Sa : A ∈ BX, a ∈ A} satisfies condition (iii) of
Definition 2.1. We have that
⋃
a∈A C(ǫ, a) = E
0
X
and C(ǫ, a) ∩ C(ǫ, b) = ∅ for a, b ∈ A with
a 6= b and so χE0
X
=
∑
a∈LX(E
1
X
) χC(ǫ,a) in D˜X. Since ιX(χE0X) = 1C∗(X) it follows from Lemma 5.5
that if A ∈ BX, then
ιX(χA) =
∑
a∈LX(E
1
X
)
ιX(χC(ǫ,a)χAχC(ǫ,a)) =
∑
a∈LX(AE
1
X
)
SaS
∗
aιX(χA)SaS
∗
a
=
∑
a∈LX(AE
1
X
)
SaιX(φa(χA))S
∗
a =
∑
a∈LX(AE
1
X
)
SaιX(χr(A,a))S
∗
a
which shows that {ιX(χA), Sa : A ∈ BX, a ∈ A} satisfies condition (iv) of Definition 2.1. Hence
{ιX(χA), Sa : A ∈ BX, a ∈ A} is a representation of (EX,LX,BX). It follows from the universal
C
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property of C∗(EX,LX,BX) that there is a ∗-homomorphism πs,p : C
∗(EX,LX,BX) → C
∗(X)
which sends pA to χA and sa to Sa for all A ∈ BX and a ∈ A.
It follows from Lemma 3.2 that there exists a ∗-homomorphism from D˜X = A(EX,LX,BX)
to C∗(EX,LX,BX) which maps χA to pA for every A ∈ BX. In particular, if u, v ∈ L
#
X
(EX),
then φ(χC(u,v)) = pC(u,v). Repeated applications of conditions (iii) and (iv) of Definition 2.1
show that if u ∈ L#
X
(EX) then s
∗
usu = pr(u) = pC(u,ǫ) (if u = ǫ, then r(u) = C(u, ǫ) = X). For
v = v1v2 . . . vm ∈ L∗X(EX), condition (iv) of Definition 2.1 implies that
pC(u,v) =
∑
a∈LX(C(u,v)E
1
X
)
sapr(C(u,v),a)s
∗
a = sv1pC(u,v2v3...vm)s
∗
v1 by Equation (6)
= sv1
 ∑
a∈LX(C(u,v2v3...vm)E
1
X
)
sapr(C(u,v2v3...vm),a)s
∗
a
 s∗v1 = sv1sv2pC(u,v3...vm)s∗v2s∗v1
= · · · = sv1sv2 . . . svmpC(u,ǫ)s
∗
vm . . . s
∗
v2s
∗
v1 = svs
∗
usus
∗
v.
Thus, it follows from the universal property of C∗(X) that there is a ∗-homomorphism πS,P :
C∗(X)→ C∗(EX,LX,BX) which sends Sa to sa and ιX(χA) to pA for all a ∈ A and A ∈ BX.
Since πs,p and πS,P are evidently inverses, the result follows. 
Corollary 5.7 (cf. [11, Theorem 1.1]). Let X be a one-sided shift space over a finite alphabet
A. Let (1− Φ) : spanZ{χA : A ∈ BX} → spanZ{χA : A ∈ BX} be the linear map given by
(1− Φ)(χA) = χA −
∑
a∈LX(AE
1
X
)
χr(A,a), A ∈ BX.
Then K1(C
∗(X)) is isomorphic to ker(1−Φ) and there exists an isomorphism from K0(C∗(X))
to coker(1− Φ) which maps [S∗uSu]0 to χr(u) + Im(1− Φ) for each u ∈ L
∗
X
(EX).
Proof. Notice that (BX)J = BX. The result now follows from Theorem 4.4 and Proposition
5.6. 
6. Computing K-Theory for C∗(E,L, E0,−)
Recall from [5] that a labelled space (E,L,B) is set-finite if L(AE1) is finite for all A ∈ B,
and receiver set-finite if for all A ∈ B and all ℓ ≥ 1 the set {L(λ) : λ ∈ Eℓ, r(λ) ∈ A} is finite.
In this section we give a practical method for computing the K-theory of labelled graph
algebras of the form C∗(E,L, E0,−) for left-resolving labelled graphs (E,L) with no sources and
sinks such that (E,L, E0,−) is a set-finite and receiver set-finite labelled space. We use Theorem
4.4 to give a description of the K-theory of C∗(E,L, E0,−) as an inductive limit in analogy with
the computations of [36].
Standing Assumption: Throughout this section (E,L) shall be a left-resolving labelled graph
with no sources and sinks such that (E,L, E0,−) is a set-finite and receiver set-finite (weakly
left-resolving normal) labelled space.
Before we begin, let us recall some notation from [5]: For v ∈ E0 and ℓ ≥ 1 let
Λℓ(v) = {α ∈ L(E
k) : k ≤ ℓ, v ∈ r(α)}
denote the set of labelled paths of length at most ℓ which have a representative terminating at
v. Define the relation ∼ℓ on E
0 by v ∼ℓ w if and only if Λℓ(v) = Λℓ(w); hence v ∼ℓ w if v and
w receive exactly the same labelled paths of length at most ℓ. Evidently ∼ℓ is an equivalence
relation and we use [v]ℓ to denote the equivalence class of v ∈ E0. We call the [v]ℓ generalised
vertices as they play the same role in labelled spaces as vertices in a directed graph.
C
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Set Ωℓ = E
0/ ∼ℓ= {[v]ℓ : v ∈ E
0} and let
Ω =
∞⋃
ℓ=1
Ωℓ.
It follows from [5, Proposition 2.4] that if v ∈ E0 and ℓ ≥ 1, then
(8) [v]ℓ =
n⋃
i=1
[wi]ℓ+1 for some w1, . . . , wn ∈ [v]ℓ.
We then have that
(9) r([v]ℓ, a) =
m⋃
j=1
r([wj]ℓ+1, a) for all a ∈ A.
It also follows from [5, Proposition 2.4] that E0,− is the smallest subset of 2E
0
that contains
Ω and is closed under finite unions and relative complements.
We let Z(Ω) denote the subgroup spanZ{χ[v]ℓ : [v]ℓ ∈ Ω} of the group of functions from E
0
to Z.
Corollary 6.1. Let (1− Φ) : Z(Ω)→ Z(Ω) be the linear map defined by
(1− Φ)(χ[v]ℓ) = χ[v]ℓ −
∑
a∈L([v]ℓE1)
χr([v]ℓ,a) for [v]ℓ ∈ Ω.
Then
K1(C
∗(E,L, E0,−)) ∼= ker(1− Φ) and
K0(C
∗(E,L, E0,−)) ∼= coker(1− Φ)
via [p[v]ℓ ]0 7→ χ[v]ℓ + Im(1− Φ) for [v]ℓ ∈ Ω.
Proof. Since span
Z
{χA : A ∈ E0,−} = spanZ{χA : A ∈ E
0,−
J } = Z(Ω), the result follows from
Theorem 4.4. 
In Theorem 6.5 we shall show how to compute the kernel and cokernel of (1 − Φ) in terms
of a certain inductive limit. For ℓ ≥ 1 define Z(Ωℓ) = spanZ{χ[v]ℓ : [v]ℓ ∈ Ωℓ}. Note that since
for every v ∈ E0 and ℓ ≥ 1 there are vertices w1, . . . , wm ∈ [v]ℓ such that [v]ℓ =
⋃m
j=1[wj ]ℓ+1 we
have a linear map iℓ : Z(Ωℓ)→ Z(Ωl+1) defined by
iℓ(χ[v]ℓ) =
m∑
j=1
χ[wj ]ℓ+1.
Therefore we have an inductive system lim
−→
(Z(Ωℓ), iℓ). Note that since, for fixed ℓ ≥ 1, the sets
[v]ℓ are disjoint, the functions χ[v]ℓ form a basis for Z(Ωℓ).
Proposition 6.2. There is an isomorphism
Ψ∞ : lim
−→
(Z(Ωℓ), iℓ)→ Z(Ω)
such that Ψ∞(χ[v]ℓ) = χ[v]ℓ for all [v]ℓ ∈ Ω.
Proof. For each ℓ ≥ 1 define Ψℓ : Z(Ωℓ) → Z(Ω) by Ψℓ(χ[v]ℓ) = χ[v]ℓ . One checks that
Ψℓ ◦ (iℓ ◦ · · · ◦ ik) = Ψk for every ℓ < k and so there is a map Ψ∞ : lim
−→
(Z(Ωℓ), iℓ)→ Z(Ω). Since
Z(Ω) =
⋃
ℓ≥1Ψℓ(Z(Ωℓ)) and each Ψℓ is injective, it follows that Ψ∞ is an isomorphism and our
result is established. 
Equations (8) and (9) allow us to make the following definitions.
C
∗
-ALGEBRAS OF LABELLED GRAPHS III - K-THEORY COMPUTATIONS 17
Definition 6.3. For ℓ ≥ 1 define a linear map (1− Φ)ℓ : Z(Ωℓ)→ Z(Ωℓ+1) by
(1− Φ)ℓ
(
χ[v]ℓ
)
= iℓ
(
χ[v]ℓ
)
−
∑
a∈L([v]ℓE1)
χr([v]ℓ,a),
and define a linear map (1− Φ) : Z(Ω)→ Z(Ω) by
(1− Φ)
(
χ[v]ℓ
)
= χ[v]ℓ −
∑
a∈L([v]ℓE1)
χr([v]ℓ,a).
Lemma 6.4. For all ℓ ≥ 1, we have (1−Φ)ℓ+1◦iℓ = iℓ+1◦(1−Φ)ℓ. Therefore the (1−Φ)ℓ’s induce
a map (1− Φ)∞ : lim
−→
(Z(Ωℓ), iℓ)→ lim
−→
(Z(Ωℓ), iℓ) which satisfies (1−Φ)◦Ψ∞ = Ψ∞ ◦ (1−Φ)∞.
Proof. Let ℓ ≥ 1. Then for [v]ℓ ∈ Ωℓ with [v]ℓ =
⋃m
j=1[wj ]ℓ+1 we have
(1− Φ)ℓ+1
(
iℓ
(
χ[v]ℓ
))
= (1− Φ)ℓ+1
(
m∑
j=1
χ[wj ]ℓ+1
)
=
m∑
j=1
iℓ+1 (χ[wj ]ℓ+1)− ∑
a∈L([wj ]ℓ+1E1)
χr([wj ]ℓ+1,a)
 .
Also,
iℓ+1
(
(1− Φ)ℓ
(
χ[v]ℓ
))
= iℓ+1
iℓ (χ[v]ℓ)− ∑
a∈L([v]ℓE1)
χr([v]ℓ,a)

= iℓ+1
 m∑
j=1
χ[wj ]ℓ+1 −
m∑
j=1
∑
a∈L([wj ]ℓ+1E1)
χr([wj ]ℓ+1,a)

since χr([v]ℓ,a) =
∑m
j=1 χr([wj ]ℓ+1,a),
=
m∑
j=1
iℓ+1 (χ[wj ]ℓ+1)− ∑
a∈L([wj ]ℓ+1E1)
χr([wj ]ℓ+1,a)

as iℓ+1 is really just the identity map on Ωℓ+1 and so (1− Φ)ℓ+1 ◦ iℓ = iℓ+1 ◦ (1− Φ)ℓ.
Also for ℓ ≥ 1 we have
(1− Φ)(Ψ∞(χ[v]ℓ)) = (1− Φ)(χ[v]ℓ) = iℓ(χ[v]ℓ)−
∑
a∈L([v]ℓE1)
χr([v]ℓ,a)
and
Ψ∞((1− Φ)∞(χ[v]ℓ)) = Ψ∞((1− Φ)ℓ(χ[v]ℓ)) = Ψ∞
iℓ(χ[v]ℓ)− ∑
a∈L([v]ℓE1)
χr([v]ℓ,a)

= iℓ(χ[v]ℓ)−
∑
a∈L([v]ℓE1)
χr([v]ℓ,a)
and so (1− Φ) ◦Ψ∞ = Ψ∞ ◦ (1− Φ)∞. 
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We have established the following commuting diagram:
Z(Ω1) Z(Ω2) Z(Ω2) . . . lim−→
(Z(Ωℓ), iℓ) Z(Ω)
Z(Ω1) Z(Ω2) Z(Ω2) . . . lim−→
(Z(Ωℓ), iℓ) Z(Ω)
i1 i2 i3 Ψ∞
i1 i2 i3 Ψ∞
(1− Φ)∞ 1− Φ
(1− Φ)1 (1− Φ)2
.............................
...
..
.
.............................
...
..
.
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...
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Let ℓ ≥ 1. It is easy to check that iℓ(ker(1−Φ)ℓ) ⊆ ker(1−Φ)ℓ+1 and iℓ(Im(1−Φ)ℓ) ⊆ Im(1−
Φ)ℓ+1. It follows that iℓ : Z(Ωℓ) → Z(Ωℓ+1) induces maps (iℓ)∗ : ker(1 − Φ)ℓ → ker(1 − Φ)ℓ+1
and i˜ℓ+1 : coker(1− Φ)ℓ → coker(1− Φ)ℓ+1.
Theorem 6.5. With the above notation we have
ker(1− Φ) ∼= lim
−→
(ker(1− Φ)ℓ, (iℓ)∗) ,(10)
coker(1− Φ) ∼= lim
−→
(
coker(1− Φ)ℓ, i˜ℓ
)
.(11)
Proof. By definition of (1− Φ)∞ we have
ker(1− Φ)∞ ∼= lim
−→
(ker(1− Φ)ℓ, (iℓ)∗) .
It follows from Lemma 6.4 that ker(1−Φ) ∼= ker(1−Φ)∞ and Equation (10) follows. We claim
that
coker(1− Φ)∞ ∼= lim
−→
(
coker(1− Φ)ℓ, i˜ℓ
)
.
Define ηℓ : coker(1− Φ)ℓ → coker(1− Φ)∞ by
ηℓ
(
χ[v]ℓ+1 + Im(1− Φ)ℓ
)
= χ[v]ℓ + Im(1− Φ)∞.
Note that ηℓ is well-defined since Im(1 − Φ)ℓ ⊆ Im(1 − Φ)∞ for all ℓ ≥ 1. We claim that
ηℓ+1 ◦ i˜ℓ = ηℓ for all ℓ ≥ 1. Since
ηℓ+1i˜ℓ
(
χ[v]ℓ+1 + Im(1− Φ)ℓ
)
= ηℓ+1
(
iℓ+1χ[v]ℓ+1 + Im(1− Φ)ℓ+1
)
= iℓ+1
(
χ[v]ℓ+1
)
+ Im(1− Φ)∞
= χ[v]ℓ+1 + Im(1− Φ)∞
= ηℓ(χ[v]ℓ+1 + Im(1− Φ)ℓ),
this establishes our claim. By the universal property of the inductive limit the ηℓ’s induce a map
η∞ : lim
−→
(
coker(1− Φ)ℓ, i˜ℓ
)
→ coker(1 − Φ)∞ which is injective since each ηℓ is injective, and
is surjective as coker(1 − Φ)∞ =
⋃
ℓ≥1 ηℓ (coker(1− Φ)ℓ). Hence η∞ is an isomorphism which
establishes our claim. Finally, it follows from Lemma 6.4 that coker(1 − Φ)∞ ∼= coker(1 − Φ)
and Equation (11) follows. 
Remark 6.6. Recall from [5] that to a left-resolving normal labelled graph (E,L) with no
sources and sinks over a finite alphabet we may associate an essential symbolic matrix system
(M(E), I(E)), which by [31, Proposition 2.1] determines a unique λ-graph system LM(E),I(E).
By [5, Proposition 3.6] we know that C∗(E,L, E0,−) is isomorphic to OLM(E),I(E). We should
therefore expect some similarities between our computation of the K-theory of C∗(E,L, E0,−)
and the computation of the K-theory of OLM(E),I(E) outlined in [31, Section 9] (see also [28, 34]).
Indeed, this is the case.
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To an essential symbolic matrix system (M, I) = (Mℓ,ℓ+1, Iℓ,ℓ+1)ℓ≥1 we may associate a λ-
graph system LM,I as in [31, Section 2]. Following [31, Section 9] we see that
K∗(OLM,I ) = K∗(M, I) = lim−→(K
ℓ
∗(M, I), i
ℓ
∗)
for ∗ = 0, 1 where
Kℓ0(M, I) = Z
m(ℓ+1)/(I tℓ,ℓ+1 −M
t
ℓ,ℓ+1)Z
m(ℓ)
Kℓ1(M, I) = ker (I
t
ℓ,ℓ+1 −M
t
ℓ,ℓ+1) in Z
m(ℓ)
and iℓ∗ : K
ℓ
∗(M, I)→ K
ℓ+1
∗ (M, I) is induced by the map I
t
ℓ,ℓ+1 : Z
m(ℓ) → Zm(ℓ+1).
Under our identification of the labelled graph (E,L) with the essential symbolic matrix
system (M(E), I(E)) we have |Ωℓ| = m(ℓ), and so we may identify the group Z(Ωℓ) with Z
m(ℓ)
and the map (1−Φ)ℓ : Z(Ωℓ)→ Z(Ωℓ+1) with the map (I(E)tℓ,ℓ+1−M(E)
t
ℓ,ℓ+1) : Z
m(ℓ) → Zm(ℓ+1).
Hence coker(1−Φ)ℓ may be identified with Kℓ0(M(E), I(E)) and ker(1−Φ)ℓ may be identified
with Kℓ1(M(E), I(E)). Since the map (iℓ)∗ : ker(1 − Φ)ℓ → ker(1 − Φ)ℓ+1 corresponds to
iℓ0 : K
ℓ
0(M(E), I(E)) → K
ℓ+1
0 (M(E), I(E)) and the map i˜ℓ : coker(1 − Φ)ℓ → coker(1 − Φ)ℓ+1
corresponds to iℓ1 : K
ℓ
1(M(E), I(E)) → K
ℓ+1
1 (M(E), I(E)), we may identify coker(1 − Φ) with
K0(M(E), I(E)) and ker(1− Φ) with K1(M(E), I(E)).
7. Computations
In this section we compute the K-theory of certain weakly left-resolving normal labelled
graphs using the techniques outlined in Section 6.
Example 7.1. Let (EF ,LF ) be the left Fischer cover (see [2, Example 2.15]) of the even shift.
Then Ωℓ = E
0
F for all ℓ ≥ 1 and so Z(Ω) = Z
2 and the matrix of (1 − Φ) is
(
0 −1
−1 1
)
. Hence
the K-theory of the labelled graph is the same as the K-theory of the underlying graph, that
is K0 = K1 = {0}. This should not be a surprise in the light of [4, Theorem 6.6]. We obtain
similar conclusions for the left Krieger cover (EK ,LK) of the even shift, though in this case
Ωℓ = E
0
K for ℓ ≥ 2.
Example 7.2. Now consider the labelled graph (E,L) shown below
. . . • • • • •• • . . .
b b b b b b
c c c c c c
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which was discussed in [5, Section 7.2] and [19]. We label the vertices of E by the integers,
where 0 = r(a).
Fix ℓ ≥ 1. We set restℓ = {±ℓ,±(ℓ+1), . . .}. Then [n]ℓ = {n} for |n| ≤ ℓ−1 and [n]ℓ = restℓ
for |n| ≥ ℓ. Hence, if we identify each vertex n with the singleton {n}, then we have that
Ω1 = {0, rest1
}
,Ω2 = {0,±1, rest2}, . . . ,Ωℓ = {0,±1,±2, . . . ,±(ℓ− 1), restℓ}, . . . .
By Definition 6.3 we have (1 − Φ)1(χ0) = −χ1 − χ−1 and (1 − Φ)1(χrest1) = −2χ0 − χrest2 .
It is straightforward to show that ker(1 − Φ)1 = {0} and that every element of Z(Ω2) can be
written as aχ0 + bχ1 + w where a, b,∈ Z and w ∈ Im(1− Φ)1. Hence coker (1− Φ)1 ∼= Z2. For
ℓ ≥ 2 the maps (1− Φ)ℓ : Z(Ωℓ)→ Z(Ωℓ+1) are given by
(1− Φ)ℓ(χn) = χn − χn−1 − χn+1 if n 6= restℓ, 0(12)
(1− Φ)ℓ(χ0) = −χ1 − χ−1(13)
(1− Φ)ℓ(χrestℓ) = −χℓ−1 − χ−ℓ+1 − χrestℓ+1.(14)
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Through systematic use of (14), then (12) for n = −ℓ + 1, . . . ,−1, followed by (13) and then
(12) for n = ℓ − 1, . . . , 1, one checks that {(1 − Φ)ℓ(χi) : i ∈ Ωℓ} is linearly independent in
Z(Ωℓ+1), and so ker (1−Φ)ℓ = {0} for ℓ ≥ 2. A similar procedure allows one to show that every
element of Z(Ωℓ) can be written in the form aχ0+ bχ1+w where a, b,∈ Z and w ∈ Im(1−Φ)ℓ.
Hence for ℓ ≥ 2 coker (1− Φ)ℓ = Z(Ωℓ+1)/ Im(1− Φ)ℓ is freely generated by
χ0 + Im(1− Φ)ℓ and χ1 + Im(1− Φ)ℓ.
It follows that coker (1− Φ)ℓ ∼= Z2 for all ℓ ≥ 1.
For ℓ ≥ 1 the maps iℓ : Z(Ωℓ)→ Z(Ωℓ+1) are given by
iℓ(χi) = χi for 0 ≤ |i| ≤ ℓ− 1 and
iℓ(χrestℓ) = χℓ + χ−ℓ + χrestℓ+1
and so for ℓ ≥ 2 the maps i˜ℓ are the identity map. Thus, it follows from Theorem 6.5 that
K0(C
∗(E,L, E0,−)) ∼= Z2 and K1(C
∗(E,L, E0,−)) ∼= {0}.
Example 7.3. Consider the Dyck shift D2 which has labelled graph presentation (E2,L2)
below:
•
• •
•• • •
•• • • • •• •
α1
α1
α1
α2
α2
α2
β1
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β2
α2 β2
α2 β2
α1β1
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β1
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β1
α1β1β2α2 β2α2
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Since every vertex receives an edge labelled β1, β2, the vertices in Ωℓ are distinguished by which
labelled paths of length ℓ involving the symbols α1, α2 they receive.
For a word w in the symbols α1, α2, we abuse our notation to denote the set of vertices
comprising r(w) by w. We then have
Ω1 = {α1, α2}
Ω2 = {α1α1, α1α2, α2α1, α2α2}
Ω3 = {α1α1α1, α1α1α2, α1α2α1, α1α2α2, α2α1α1, α2α1α2, α2α2α1, α2α2α2}
...
Ωℓ = {α
ℓ
1, α
ℓ−1
1 α2, α
ℓ−2
1 α2α1, α
ℓ−2
1 α2α2, . . . , α
ℓ
2}.
For ℓ = 1 we have
(1− Φ)1(χα1) = −χα1α1 − 2χα1α2 − χα2α2
(1− Φ)1(χα2) = −χα1α1 − 2χα2α1 − χα2α2 .
It is straightforward to see that ker (1− Φ)1 = {0}. Let
x11 = χα1α1+Im(1−Φ)1, x12 = χα1α2+Im(1−Φ)1, x21 = χα2α1+Im(1−Φ)1, x22 = χα2α2+Im(1−Φ)1.
Then 2(x11 + x12 + x21 + x22) = 0 since
(1− Φ)1(χα1 + χα2) = 2(χα1α1 + χα1α2 + χα2α1 + χα2α2).
It follows that coker (1− Φ)1 ∼= Z2 × (Z/2Z), generated by x12, x22, x11 + x12 + x21 + x22.
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As every vertex emits an edge labelled α1 and an edge labelled α2, we have r(w, αi) = wαi for
i = 1, 2 and all words w in the symbols α1, α2. Furthermore r(wαi, βj) = w if i = j and is empty
if i 6= j. Since [w]ℓ = [α1w]ℓ+1 ∪ [α2w]ℓ+1 for all words w ∈ Ωℓ, we have iℓ(χw) = χα1w + χα2w,
and so
(1− Φ)2(χα1α1) = −χα1α1α1 − χα1α1α2 − χα1α2α1 − χα2α2α1
(1− Φ)2(χα1α2) = −χα1α1α1 + χα1α1α2 − 2χα1α2α1 − χα1α2α2 − χα2α1α1 + χα2α1α2 − χα2α2α1
(1− Φ)2(χα2α1) = −χα1α1α2 + χα1α2α1 − χα1α2α2 − χα2α1α1 − 2χα2α1α2 + χα2α2α1 − χα2α2α2
(1− Φ)2(χα2α2) = −χα1α1α2 − χα2α1α2 − χα2α2α1 − χα2α2α2 .
One checks that ker (1 − Φ)2 = {0}. For a word w ∈ Ω3, let xw = χw + Im(1 − Φ)2. Then
2
∑
w∈Ω3
xw = 0, because
(1− Φ)2(χα1α2 + χα2α2 + χα1α1 + χα2α2) = 2
∑
w∈Ω3
χw.
It follows that coker (1− Φ)2 ∼= Z4 × (Z/2Z), generated by x112, x122, x212, x222,
∑
w∈Ω3
xw.
Since i˜2(x12) = x112 + x212, i˜2(x22) = x122 + x222 and i˜2(x11 + x12 + x21 + x22) =
∑
w∈Ω3
xw
we see that i˜2 : Z
2 × (Z/2Z) → Z4 × (Z/2Z) is the identity on the cyclic group of order 2 and
an injection on the free abelian part.
In general we have for a word w of length n in Ωn that
(1− Φ)n(χw) = χα1w + χα2w − χwα1 − χwα2 − χα1α1wn−1 − χα2α1wn−1 − χα1α2wn−1 − χα2α2wn−1
where wn−1 represents the first n − 1 symbols of w. Again, a short calculation shows that
ker (1−Φ)n = {0}. For a word w ∈ Ωn+1, let xw = χw + Im(1−Φ)n. Then 2
∑
w∈Ωn+1
xw = 0,
because
(1− Φ)n
( ∑
w′∈Ωn
χw′
)
= 2
∑
w∈Ωn+1
χw.
Using this, one can show that coker (1 − Φ)n ∼= Z2
n
× (Z/2Z), generated by {xw′2 : w′ ∈
Ωn} ∪ {
∑
w∈Ωn+1
xw}.
Observe that i˜n is induced by the map in which only adds symbols to the beginning of words.
It follows that i˜n : Z
2n × (Z/2Z)→ Z2
n+1
× (Z/2Z) is the identity on the cyclic group of order
2 and an injection on the free abelian part. From Theorem 6.5 we have that
K0(C
∗(E2,L2, E
0,−
2 ))
∼=
(
∞∐
i=1
Z
)
× (Z/2Z) and K1(C
∗(E2,L2, E
0,−
2 ))
∼= 0.
This confirms the calculations done in [24, §3]. It is worth noting that C∗(E2,L2, E
0,−
2 ) is unital
(the unit is pr(α1) + pr(α2)) and has a K0-group which is not finitely generated, and so cannot
be isomorphic to a graph algebra.
Example 7.4. Consider the following left-resolving labelled graph (E,L) over the infinite
alphabet {0, 1} × Z:
•
(v, 0)
•
(v, 1)
•
(v, 2)
•
(v, 3)
•
(w, 0)
•
(w, 1)
•
(w, 2)
•
(w, 3)
. . . . . .
. . . . . .
.........................................................
...
...
(0, 0)
.........................................................
...
...
(0, 1)
.........................................................
...
...
(0, 2)
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(1, 2)
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We write E0 = {(v, i), (w, i) : i ∈ Z}, and label the edges as shown. Since (v, i) is the only
vertex which receives an edge labelled (0, i − 1), we have [(v, i)]ℓ = {(v, i)} for all i ∈ Z and
ℓ ≥ 1. Since (w, i) is the only vertex which receives an edge with label (1, i− 1), but does not
receive any edge with label (0, j) for any j ∈ Z, we have [(w, i)]ℓ = {(w, i)} for all i ∈ Z and
ℓ ≥ 1. We will simply identify [(v, i)]ℓ = {(v, i)} with (v, i) and [(w, i)]ℓ = {(w, i)} with (w, i)
for all i ∈ Z. We then have that Ωℓ = E0 for all ℓ ≥ 1.
Since Ωℓ = E
0 for each ℓ ≥ 1, and E0 is infinite, we have
Z(Ωℓ) =
⊕
E0
Z = spanZ{χ(v,i), χ(w,i) : i ∈ Z}.
Since (v, i) only connects to (v, i+1) and (w, i+1) and (w, i) only connects to (v, i+1) for all
i ∈ Z, we have
(1− Φ)ℓ(χ(v,i)) = χ(v,i) − χ(v,i+1) − χ(w,i+1) and(15)
(1− Φ)ℓ(χ(w,i)) = χ(w,i) − χ(v,i+1).(16)
We claim that ker (1− Φ)ℓ = {0} for all ℓ ≥ 1.
Suppose, for contradiction, that b ∈ ker((1 − Φ)ℓ) ⊆ ⊕E0Z is a nonzero vector. Since
b =
∑
i∈Z b(v,i)χ(v,i) + b(w,i)χ(w,i) is in the direct sum there must be a maximum i such that not
both b(v,i) and b(w,i) are 0. Then by (15) we have b(v,i) = b(v,i+1) + b(w,i+1) = 0, and by (16) we
have b(w,i) = b(v,i+1) = 0 which is a contradiction. Hence ker (1− Φ)ℓ = {0} for all ℓ ≥ 1.
Now we compute the cokernel of (1− Φ)ℓ. From Equations (15) and (16) we see that
(17) (1− Φ)ℓ(χ(v,i) − χ(w,i)) = χ(v,i) − χ(w,i) − χ(w,i+1).
Repeated use of Equation (17) shows that every vector in Z(Ωℓ) is equivalent, using vectors in
Im (1−Φ)ℓ, to a vector which has all (v, i)–coordinates zero. From Equations (15) and (16) we
also see that
(18) (1− Φ)ℓ(χ(v,i) + χ(w,i−1) − χ(w,i)) = χ(w,i−1) − χ(w,i) − χ(w,i+1).
Repeated use of Equation (18) shows that every vector in Z(Ωℓ) is equivalent, using vectors
in Im (1 − Φ)ℓ, to a vector which has all (v, i)-coordinates zero and all (w, i)-coordinates zero
except for (w, 0) and (w, 1), with no relation between them. Hence coker (1− Φ)ℓ is generated
by χ(w,0) + Im(1 − Φ)ℓ and χ(w,1) + Im(1 − Φ)ℓ for all ℓ ≥ 1 and so we may conclude that
coker (1− Φ)ℓ ∼= Z
2 for all ℓ ≥ 1.
Since i˜ℓ is the identity map for all ℓ ≥ 1, we have
K0(C
∗(E,L, E0,−)) ∼= Z2 and K1(C
∗(E,L, E0,−)) ∼= {0}.
Appendix A. C∗-algebras of non-normal labelled spaces
In this appendix we give an example showing that if (E,L,B) is a weakly left-resolving
labelled space which is not normal, and we define a representation of (E,L,B) as in Definition
2.1 and C∗(E,L,B) as in Definition 2.5, then C∗(E,L,B) might not satisfy the gauge invariant
uniqueness theorem (Corollary 3.10). We will then describe how to modify the definition
of a representation of a non-normal weakly left-resolving labelled space, and consequently of
C∗(E,L,B), in order for C∗(E,L,B) to satisfy the gauge invariant uniqueness theorem as well
as Theorem 3.8, Corollary 3.9, and Corollary 3.11.
Example A.1. Let E be the graph with E0 = {v0, v1}, E1 = {en : n ∈ N}, r(e0) = s(e0) = v0,
and r(en) = s(en) = v1 for n > 0. Define a labelling map L : E1 → {an : n ∈ {1, 2, . . . }} by
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L(e0) = a1 and L(en) = an for n > 0.
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Then (E,L) is a left-resolving labelled graph. Let B = {E0, {v1}}. Then (E,L,B) is a weakly
left-resolving labelled space, but it is not normal.
We will now construct two representations of (E,L,B). Let H1 be a Hilbert space with an
orthonormal basis (e(x,n))(x,n)∈(N∪NN)×Z indexed by (N ∪ N
N) × Z (we can, for example, let H1
be l2((N∪NN)×Z)) and define bounded operators qE0, q{v1}, ta1 , ta2 , . . . on H1 in the following
way:
qE0e(x,n) = e(x,n) for all x ∈ N ∪ N
N, q{v1}e(x,n) =
{
0 if x ∈ N,
e(x,n) if x ∈ N
N,
ta1e(x,n) =
{
e(x+1,n) if x ∈ N,
e(1x,n) if x ∈ N
N,
taie(x,n) =
{
0 if x ∈ N,
e(ix,n) if x ∈ N
N,
for i ≥ 2.
Then qE0 and q{v0} are projections and ta1 , ta2 , . . . are partial isometries satisfying
(i) If A,B ∈ B, then qAqB = qA∩B and qA∪B = qA + qB − qA∩B, where q∅ = 0.
(ii) If a ∈ A and A ∈ B, then qAta = taqr(A,a).
(iii) If a, b ∈ A, then t∗ata = pr(a) and t
∗
atb = 0 unless a = b.
(iv) For A ∈ B with L(AE1) finite and A ∩ B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
, we
have
qA =
∑
a∈L(AE1)
taqr(A,a)t
∗
a
(condition (iv) is satisfied because there are no A ∈ B with L(AE1) finite). For each z ∈ T
there is an automorphism βz on B(H1) given by βz(x) = uzxu
∗
z for x ∈ B(H1) where uz is the
unitary operator given by uze(x,n) = e(x,n+1) for (x, n) ∈ (N ∪ N
N) × Z. Then βz(qA) = qA for
all A ∈ B, and βz(ta) = zta for all a ∈ A.
Similarly, let H2 be a Hilbert space with an orthonormal basis (fy)y∈Z∪{N}N indexed by (Z ∪
N
N)× Z and define bounded operators rE0, r{v1}, ua1 , ua2, . . . on H2 in the following way:
rE0f(y,n) = f(y,n) for all y ∈ Z ∪ N
N, r{v1}f(y,n) =
{
0 if y ∈ Z,
f(y,n) if y ∈ N
N,
ua1f(y,n) =
{
f(y+1,n) if y ∈ Z,
f(1y,n) if y ∈ N
N,
uaif(y,n) =
{
0 if y ∈ Z,
f(iy,n) if y ∈ N
N,
for i ≥ 2.
Then rE0 and r{v0} are projections and ua1 , ua2 , . . . are partial isometries satisfying
(i) If A,B ∈ B, then rArB = rA∩B and rA∪B = rA + rB − rA∩B, where r∅ = 0.
(ii) If a ∈ A and A ∈ B, then rAua = uarr(A,a).
(iii) If a, b ∈ A, then u∗aua = rr(a) and u
∗
aub = 0 unless a = b.
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(iv) For A ∈ B with L(AE1) finite and A ∩ B = ∅ for all B ∈ B satisfying B ⊆ E0
sink
, we
have
rA =
∑
a∈L(AE1)
uarr(A,a)u
∗
a
For each z ∈ T there is an automorphism γz on B(H2) given by γz(x) = vzxv∗z for x ∈ B(H2)
where vz is the unitary operator given by vze(y,n) = e(y,n+1) for (y, n) ∈ (Z ∪ N
N) × Z. Then
γz(rA) = rA for all A ∈ B, and γz(ua) = zua for all a ∈ A.
Suppose we define a representation of (E,L,B) as in Definition 2.1 and let C∗(E,L,B)
be the C∗-algebra generated by a universal representation of (E,L,B). Then C∗(E,L,B)
cannot satisfy a gauge invariant uniqueness theorem because that would imply that there is
a ∗-isomorphism from the C∗-algebra generated by {qE0, q{v1}, ta1 , ta2 , . . . } to the C
∗-algebra
generated by {rE0, r{v1}, ua1 , ua2, . . . } mapping qE0 to rE0, q{v1} to r{v1}, and tai to uai for
each i. This cannot be the case since qE0 − q{v1} 6= (qE0 − q{v1})ta1t
∗
a1
whereas rE0 − r{v1} =
(rE0 − r{v1})ua1u
∗
a1
.
Remark A.2. Let (E,L,B) be a weakly left-resolving labelled space. Even if (E,L,B) is
not normal the C∗-algebra A(E,L,B) and the C∗-correspondence (X(E,L,B), ϕ) can still be
defined as in Section 3. Let
P = {(A,B) : A ∈ B, B ∈ B ∪ ∅, B ⊆ A}
and suppose (A,B) ∈ P. Notice that r(B, a) ⊆ r(A, a) for all a ∈ A (because B ⊆ A). Let
A(A,B) = {a ∈ A : r(B, a) 6= r(A, a)}
and let
N = {A \B : (A,B) ∈ P, A(A,B) = ∅}.
An analysis of (X(E,L,B), ϕ) similar to the one given in Section 3 shows that O(X(E,L,B),ϕ)
is the universal C∗-algebra generated by a family {pA : A ∈ B} of projections and a family
{sa : a ∈ A} of partial isometries satisfying
(i’) If A,B ∈ B, then pApB = pA∩B and pA∪B = pA + pB − pA∩B, where p∅ = 0.
(ii’) If a ∈ A and A ∈ B, then pAsa = sapr(A,a).
(iii’) If a, b ∈ A, then s∗asa = pr(a) and s
∗
asb = 0 unless a = b.
(iv’) For (A,B) ∈ P with A(A,B) finite and A ∩ C = B ∩ C for all C ∈ N we have
pA = pB +
∑
a∈A(A,B)
sa(pr(A,a) − pr(B,a))s
∗
a.
We therefore define a representation of (E,L,B) and C∗(E,L,B) in the following way.
Definition A.3. Let (E,L,B) be a weakly left-resolving labelled space. A representation of
(E,L,B) in a C∗-algebra consists of projections {pA : A ∈ B} and partial isometries {sa : a ∈ A}
satisfying the conditions (i’)–(iv’) above.
Definition A.4. Let (E,L,B) be a weakly left-resolving labelled space. Then C∗(E,L,B) is
the C∗-algebra generated by a universal representation of (E,L,B).
Remark A.5. If (E,L,B) is a weakly left-resolving normal labelled space, then the definition of
a representation of (E,L,B) given in Definition A.3 agrees with the definition of a representation
of (E,L,B) given in Definition 2.1.
Remark A.6. If (E,L,B) is a weakly left-resolving labelled space such that r(A \ B, a) =
r(A, a) \ r(B, a) for all (A,B) ∈ P and all a ∈ A (this will always be the case if (E,L)
is left-resolving), and we let B˜ be the collection of subsets of E0 which can be written as a
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finite disjoint union of sets of the form A \ B where (A,B) ∈ P, then (E,L, B˜) is a weakly
left-resolving normal labelled space and C∗(E,L,B) ∼= C∗(E,L, B˜).
Remark A.7. It follows from Remark A.2 that with the definition of a representation of a
weakly left-resolving labelled space (E,L,B) given in Definition A.3 and the definition of the
C∗-algebra C∗(E,L,B) given in Definition A.4 that Theorem 3.8, and therefore also Corollary
3.9 and Corollary 3.11, remain true if the assumption that (E,L,B) is normal is dropped.
We also get the following gauge-invariant uniqueness Theorem for C∗(E,L,B).
Corollary A.8. Let (E,L,B) be a weakly left-resolving labelled space. Let {pA, sa : A ∈
B, a ∈ A} be the universal representation of (E,L,B) that generates C∗(E,L,B), let {qA, ta :
A ∈ B, a ∈ A} be a representation of (E,L,B) in a C∗-algebra X and let π be the unique
∗-homomorphism from C∗(E,L,B) to X that maps each pA to qA and each sa to ta. Then π is
injective if and only if qA = qB implies that A = B for all (A,B) ∈ P, and for each z ∈ T there
exists a ∗-homomorphism βz : C∗({qA, ta : A ∈ B, a ∈ A}) → C∗({qA, ta : A ∈ B, a ∈ A})
such that βz(qA) = qA and βz(ta) = zta for A ∈ B and a ∈ A.
The K-theory of C∗(E,L,B) can be determined by the following adaptation of Theorem 4.4.
Theorem A.9. Let (E,L,B) be a weakly left-resolving labelled space. Let
PJ = {(A,B) ∈ P : A(A,B) is finite, and A ∩ C = B ∩ C for all C ∈ N},
let
BJ = {A \B : (A,B) ∈ PJ},
and let (1− Φ) be the linear map from spanZ{χA : A ∈ BJ} to spanZ{χA : A ∈ B} given by
(1− Φ)(χA\B) = χA\B −
∑
a∈A(A,B)
χr(A,a)\r(B,a), (A,B) ∈ PJ .
Then K1(C
∗(E,L,B)) ∼= ker(1 − Φ), and K0(C∗(E,L,B)) ∼= spanZ{χA : A ∈ B}/ Im(1 − Φ)
via [pA]0 7→ χA + Im(1− Φ) for A ∈ B.
If (E,L,B) is normal, then the definitions of BJ and (1 − Φ) given in the theorem above
agree with the definition of BJ given by Equation (2) and the definition of (1 − Φ) given in
Theorem 4.4, so the theorem above reduces to Theorem 4.4 in this case.
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