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1. Introduction
Even though the existence of dynamic recrystallization is confirmed and commonly accepted
since the late 1960’s, the underlying microstructural processes are still discussed within the sci-
entific community [1]. In general, dynamic recrystallization is referred to as a process occurring
during high-temperature deformation in contrast to static recrystallization which takes place
during annealing after deformation. Therefore, dynamic recrystallization enables the mainte-
nance of low flow stresses and more importantly, the control of the grain structure and thus the
mechanical properties during thermomechanical processing of metallic materials. This great in-
dustrial importance attracted much attention and has been frequently addressed in the past both
experimentally and theoretically [2–4]. Since first attempts by for instance Luton and Sellars
[5], static recrystallization concepts have been adapted to dynamic recrystallization by super-
imposing the dynamics of the deformation process. Particular attention has been paid to the
prediction of the flow curve in terms of single or multiple peak behavior and the dynamically
recrystallized grain size which is given by a power law dependence to the flow stress [6]. Be-
sides early empirical descriptions of the flow curve in terms of strain as state parameter [5], more
recent models are based on the evolution of the dislocation density during deformation [7–11].
Most of these models apply a Kocks-Mecking approach with different extensions to account for
strain hardening and dynamic recovery processes during deformation. A criterion for the initi-
ation of dynamic recrystallization in terms of the stored energy is defined from the dislocation
density evolution. However, these concepts do not take the distinct differences between static
and dynamic recrystallization into account, such as their different grain size dependencies. Nor
is the evolution of the dislocation arrangement and its potential impact on the microstructure
evolution considered.
In recent publications by Gottstein and co-workers [12, 13] dynamic recrystallization was con-
tended as a true dynamic phenomenon, caused by the evolution of the dislocation arrangement
and closely related to the development of the subgrain structure during deformation. As op-
posed to the energy criterion mentioned above, the generation of mobile boundaries is defined
as the critical condition to set off dynamic recrystallization. Furthermore, the direct attainment
of the dynamic recrystallized grain size is explained as a consequence of the conversion of dis-
location cell walls, which are immobile, to mobile subboundaries. Moreover, a physically based
relationship between the steady-state flow stress and grain size is introduced.
The aim of the current study is to establish an independent and coherent concept of the process
of dynamic recrystallization based on the just introduced new point of view on the phenomenon.
For this reason, the approach by Frommert and Gottstein [13] is corroborated by a significant
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expansion of the experimental results. Furthermore, the transient stage which comprises the
consumption of the initial microstructure is investigated to extend the modeling approach by
Gottstein et al. [12] and hence enable the simulation of the complete process of dynamic re-
crystallization.
In the experimental part of the study high-temperature compression tests are conducted at con-
stant deformation conditions on two materials, copper and the austenitic steel "alloy 800H". The
tests are carried out at strain rates of 5 · 10−4s−1 to 5 · 10−2s−1 and temperatures of 450◦C and
500◦C for copper and 1100◦C and 1150◦C for alloy 800H. From the analysis of the experiments,
a method to determine the activation energy of grain boundary migration is proposed based on
the evaluation of the transient stage. For the validation of the method, annealing experiments on
alloy 800H are performed to determine the activation energy of grain boundary motion during
normal grain growth.
Additionally, the grain size distributions during steady-state are determined to prove a station-
arity of not only the grain size but also its distribution. By means of the distinguished distri-
butions of growing (nucleated) and shrinking (consumed) grains, the steady-state flow stress is
calculated for single peak behavior. The recorded flow curves and examined microstructures are
further used as reference values for additionally performed compression tests under transient de-
formation conditions, using the same strain rates and temperatures as above. These experiments
comprise strain rate and temperature jump tests and are carried out to expand the experimental
database to corroborate the approach by Frommert and Gottstein [13].
By means of the experimental results, a modeling attempt is introduced in the second part of
the study to describe the process of dynamic recrystallization from the onset to the steady-state
regime. The work hardening model 3IVM+, which has been developed at the IMM (Institute
of Physical Metallurgy and Metal Physics, RWTH Aachen), is extended by the microstruc-
tural mechanisms of dynamic recrystallization. For this purpose, the reduction of the cell wall
fraction and a subsequent mobilization of developed subboundaries are added which result in
the reduction of the dislocation densities. Furthermore, the adjustment of the grain size to its
steady-state is incorporated in the model.
From the experimental considerations and the modeling attempt, a coherent concept of dynamic
recrystallization is drawn and presented in chapter 6.
2
2. Principles and Theory
Recrystallization and the related annealing phenomena have been investigated for over 150 years
which led to a huge variety of discovered mechanisms as well as introduced terminologies [14].
For this reason, this chapter will at first shortly explain the basic processes that occur during de-
formation and annealing and introduce the applied terminology. Subsequently, the fundamental
observations and mechanisms of dynamic recrystallization in terms of mechanical behavior and
microstructure evolution will be given. In the last section, some of the most important theoret-
ical models on dynamic recrystallization will be shortly explained that illustrate the historical
development of the process as well as give insight in the current investigations.
2.1. Fundamentals in Deformation and Annealing Phenomena
2.1.1. Deformation
The mechanical deformation behavior of crystalline materials is macroscopically described by
the displacement of a material due to an applied force. The deformation response is divided in
an elastic and plastic part. Elastic deformation is characterized as a reversible process and is
described by Hooke’s law which gives the proportionality of the applied force F⊥ perpendicular
(tensile or compression) or F‖ parallel (shear) to the surface with the displacement at low forces
as illustrated in figure 2.1.
tensile or compression strain:
F⊥
A
= E
∆l
l0
or σ = E (2.1)
shear strain:
F‖
A
= G
∆x
d
or τ = Gγ (2.2)
Here, the forces are normalized by the area A at which they are applied and thus transformed into
the normal stress σ or shear stress τ. The displacements ∆l and ∆x are likewise normalized to
the original length l0 or diameter d which describes the strain  and shear γ. The proportionality
is given by the elastic or Young’s modulus E for tensile or compression strain and the shear
modulus G for shear strain. The model concept to describe elastic deformation uses a spring
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network between the atoms with E as the spring constant. At larger strains the proportionality
of stress and strain is no longer valid [15]. Therefore, the plastic deformation requires other
descriptions.
Figure 2.1.: Schematic illustration of the Hooke’s law for a) tensile or compression strain and b) shear
strain with the applied forces F⊥ perpendicular or F‖ parallel to the surface, the displace-
ments ∆l and ∆x, the original length l0 and the diameter d of the specimen [15]
The standard way to illustrate the stress-strain behavior beyond elastic deformation is the flow
curve. It is recorded in uniaxial deformation tests, for instance tensile or compression tests. For
larger deformations it is reasonable to relate the applied force and resulting displacement on the
actual area and length which give the true stress and strain and can be calculated by
σw = σ · (1 + ) (2.3)
w = ln(1 + ) (2.4)
Microscopically, the plastic deformation is carried by dislocations. Their density increases dra-
matically during deformation by an accumulation within the grains found as entanglements of
kinked, jogged, and piled-up dislocations. Additionally, the shape of the grains has to adjust to
the constrained movement abilities in a polycrystal which leads to an increase of grain bound-
ary area through the incorporation of dislocations [14]. The accumulated dislocations as well as
the enlarged grain boundary area and the attributed distortion of the lattice are described as the
stored energy ED which can be roughly estimated as
ED = c · ρ ·Gb2 (2.5)
with c ≈ 0.5 being a constant, ρ the dislocation density and b the Burgers vector. As systems
always seek for the state of lowest energy, dislocations arrange in dense cell networks within
the grains to reduce the stored energy. These cell networks are composed of thick cell walls
of entangled dislocations and a relatively dislocation-free cell interior. This structure is found
in several important structural metals as copper, most steels, aluminum and the majority of its
alloys [16]. An example of the structure in copper is depicted in figure 2.2.
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Figure 2.2.: Cell structure in 25 % cold rolled copper [14]
The link between the macroscopic and microscopic dimension is given by the relationships
between the dislocation density ρ and the macroscopic true strain and stress. On the one hand,
the true strain is correlated to the dislocation density by the Orowan equation
dγ = ρ · b · dL or ˙ = M−1γ˙ = M−1 · ρ · b · vd (2.6)
where dL the mean free path of a dislocation and vd the velocity of dislocations. On the other
hand, the macroscopic true stress is related to the dislocation density via the Taylor equation
σ = α · MGb√ρ (2.7)
with α = 0.5 being a constant and M = 3 the Taylor factor relating the microscopic shear stress
with the macroscopic flow stress.
The hardening of the material via dislocation accumulation and likewise the connection of stress
and strain with the dislocations is distinguishable in the plot of the hardening rate against stress
which is depicted in figure 2.3. Stage I, the so-called "easy-glide", is neglected in the illustra-
tion as it is characterized by long mean free paths of the dislocations on one glide system which
does not occur in polycrystals [15]. Stage II describes a stationary hardening rate which origi-
nates in an extensive hardening increase due to dislocation reactions leading to immobilization
and thus accumulation within the grains. For all immobilized dislocations, new mobile ones
have to be generated to accommodate the applied strain which causes the enhanced increase of
dislocations. The stationary hardening rate can be approximated as
θII =
dτ
dγ
∣∣∣∣∣
II
=
dσ
M2d
∣∣∣∣∣
II
≈ G
300
(2.8)
In stage III, the hardening rate decreases rapidly due to a starting dominance of dynamic recov-
ery by cross-slip of screw dislocations (further explained in section 2.1.2) [15]. With increasing
stress the decrease of the strain hardening rate decelerates to an almost new steady-state value.
Estrin et al. [17] stated the deceleration as a decrease of the fraction of cell walls to a saturation
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value at large strains leading to stages IV and V. The distinct drop of the hardening rate in stage
V, which is illustrated in the figure, is explained in the model by Poliak and Jonas [9] in section
2.3.4 as it is an essential feature of dynamic recrystallization.
Figure 2.3.: Schematic representation of the dependency of the hardening rate with stress including the
declarations of stage II to V for a material undergoing dynamic recrystallization (after [12])
The reached strain hardening during deformation and the accompanying stored energy can be
reduced by annealing of the material. Two competing processes, recovery and recrystallization,
occur at these elevated temperatures and reduce the accumulated high dislocation density.
2.1.2. Static and Dynamic Recovery
Static recovery after deformation describes the continuous process of dislocation annihilation
and rearrangement by glide, climb and cross-slip of dislocations. Thereby, lower energy con-
figurations are achieved and the stored energy is reduced. In contrast to recrystallization, which
is presented in the next section, recovery proceeds instantaneously at thermal activation and
attenuates over annealing time.
Screw dislocations are able to change their glide plane at any temperature and can therefore
arrange themselves in lower energy configurations or annihilate with an antiparallel counterpart
even at room temperature. On the contrary, edge dislocations are only able to leave their glide
plane via climb at high temperatures. Therefore, recovery processes need high temperatures
to enable all types of dislocations to lower the stored energy by annihilation and rearrange-
ment. For instance, symmetrical low angle tilt grain boundaries are created by a pile-up of
edge dislocations on top of each other, which lowers their energy. The processes thus lead to
a condensation of the cell walls to subboundary networks, the so-called process of polygoniza-
tion. However, the dislocation structure cannot be completely removed and the enlarged grain
boundary area is not affected by the recovery process. Therefore, the stored energy can only be
partially reduced.
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The amount of recovery is highly dependent on the stacking fault energy of a material. This en-
ergy determines the opportunity of a dislocation to reduce its energy by dissociation in partials.
A high stacking fault energy results in a small width of the stacking fault which favors cross-slip
and climb. Therefore, strong recovery is found in materials with high stacking fault energy like
aluminum or bcc metals. On the contrary, copper and austenitic steels possess medium and low
stacking fault energies which hinders recovery [14].
The processes of recovery can occur during annealing or already during cold and hot deforma-
tion as mentioned in the previous section, which is then termed as dynamic recovery. Hence,
cell structures are already present during deformation.
Dynamic recovery in hot deformation occurs in materials with high stacking fault energy like
aluminum or ferritic steels. The stress-strain curves of materials undergoing dynamic recovery
are characterized by rising flow stresses to a plateau followed by a constant flow stress regime.
In the initial stage the interaction and multiplication of dislocations as explained above takes
place which results in the steep increase. Concurrently, the rise of the dislocation density leads
to an increase of the driving force for rearrangements into low angle grain boundaries and sub-
grains. Therefore, the rate of work hardening equals the rate of dynamic recovery at a certain
strain leading to a constant dislocation density and steady-state flow stress [14]. The depen-
dency of this flow stress on the applied strain rate and temperature can be expressed in terms of
the Zener-Hollomon parameter Z
Z = ˙ · exp
(
− Q
kT
)
(2.9)
The parameter states that the flow stress increases with increasing strain rate and decreasing
temperature.
An early review on hot-working conditions by Jonas et al. [2] described that the subgrain size
Dsub during dynamic recovery is only dependent on the flow stress which leads to a constant
subgrain size when the constant flow stress σs is reached. Takeuchi and Argon [18] showed that
this relation amounts to a constant value K for any particular class of material, if it is expressed
by the normalized flow stress and subgrain size.
σ
G
· Dsub
b
= K (2.10)
Static and dynamic recovery result in a partial reduction of the stored energy. However, a
complete restoration can only be achieved by recrystallization.
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2.1.3. Static Recrystallization
Static recrystallization describes the formation of new, almost dislocation-free grains and their
subsequent growth to consume the deformed microstructure by formation and migration of high
angle grain boundaries. The process requires an incubation time as well as a minimum deforma-
tion and subsequently passes off quickly. The incubation time can be decreased by an increase
in strain and temperature. Moreover, an increase of deformation results in a decrease of the
recrystallized grain size. The progress can be easily depicted by the plot of the volume fraction
of recrystallization against time (for a constant temperature) as shown in figure 2.4.
Figure 2.4.: Schematic representation of the volume fraction of recrystallization XRX over time, indicat-
ing the start of nucleation and the impingement of growing grains
The nucleation process is still a widely discussed but hardly understood phenomenon [4]. It is
known that the stored energy is too low for the necessary grain boundary energy to produce a
nuclei by thermal fluctuation [15]. Therefore, nuclei have to be already present in the deformed
microstructure as recovered subgrains or cells. However, only a small minority of subgrains
is able to make this transition. Instead of an actual nucleation, the process of strain induced
grain boundary motion (SIBM) can take place after low strains, first described by Bailey and
Hirsch [19]. Here, pre-existing grain boundaries bulge in direction of a higher deformed grain
and leave a dislocation free area behind. For a "normal" nucleation process, three instability
criteria were stated as prerequisites for the occurrence of static recrystallization [15]. At first, a
thermodynamic instability has to be achieved. This means that a nucleus has to posses a critical
size for further growth that results in a decrease of the free enthalpy dG. The critical radius rc
is defined as
rc =
2γgb
pRX
(2.11)
with γgb as the specific interface energy and pRX as the driving force of static recrystalliza-
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tion which is the stored energy in the material in terms of the dislocation density and given as
pRX = −dGdV = 12Gb2 ·ρ (with dV as the passed volume). As already mentioned, these nuclei have
to be present already in the material.
The second prerequisite is the mechanical instabiliy. It demands a local imbalance of the driv-
ing pressure to determine a defined direction of motion. This is achieved by an inhomogeneous
dislocation distribution or locally large subgrains which is often found for instance in areas near
the grain boundaries.
The last requirement for static recrystallization is the kinetic instability. It states that the in-
terface of the nuclei has to be mobile which is only the case for high angle grain boundaries.
Hence, typical nucleation sites that provide those large misorientations are pre-existing high an-
gle grain boundaries, shear or transition bands and highly misoriented deformation zones around
large particles. In materials with low stacking fault energy, nucleation can also be promoted by
twin formation as the twin produces a different orientation and a mobile grain boundary. All
instability criteria require the rearrangement of dislocations to form subgrains and thus need
recovery as a prerequisite for recrystallization. That leads to the incubation time mentioned in
the beginning.
The velocity of moving grain boundaries is often described by a simple proportionality to the
driving force with the mobility of the grain boundary m as the proportionality factor.
v = mp with m =
b2Dgb
kT
(2.12)
The velocity is determined as the difference of thermal activated diffusion jumps within the
grain boundary from the shrinking to the growing grain and vice versa. Therefore, the mo-
bility is correlated with the diffusion coefficient Dgb via the Nernst-Einstein equation (second
equation).
The progression of static recrystallization, as illustrated in figure 2.4, is typically illustrated
by the JMAK model (Johnson-Mehl-Avrami-Kolmogorov) which describes the recrystallized
volume fraction XRX with time.
XRX = 1 − exp
{
−
(
t
tR
)q}
(2.13)
with q as the time exponent. tR represents the time of recrystallization and is defined in the
equation as the time when XRX(tR) = 1 − (1/e) = 0.63. This assumption is made since the
measurements of higher fractions of recrystallization are more vague. The presented values of
the volume fraction of recrystallization, the recrystallization time and the time exponent can
be estimated using simplifying assumptions for the nucleation rate N˙ and growth rate v of the
new grains. With the assumptions of isotropic growth of spherical grains as well as constant
nucleation and growth rates, the volume fraction of recrystallization results in
9
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XRX = 1 − exp
(
−pi
3
N˙v3t4
)
(2.14)
A comparison of 2.13 and 2.14 shows that q = 4 for the assumptions and tR =
(
pi
3 N˙v
3
)−1/4
. Using
this equation, the grain size of the statically recrystallized grains can be calculated as
D = 2vtR  2
(
3
pi
v
N˙
)1/4
(2.15)
Even though the internal processes are not fully understood, the behavior of static recrystalliza-
tion has been investigated and documented intensively in several review papers and books over
the last decades [2, 4, 14].
2.1.4. Grain Growth
After recrystallization, a new strain-free grain structure is developed. However, the microstruc-
ture is not stable after recrystallization and the energy of the system can be further decreased
by a reduction of the grain boundary area. Therefore, a continued annealing results in a grain
growth process [15]. This process can proceed in two different ways. The grains can either
coarsen uniformly and maintain their form of the grain size distribution, only shifted to higher
grain sizes, or only a few grains grow and consume the matrix of smaller grains, leading to a
bimodal grain size distribution. The first process is called normal grain growth and proceeds
continuously in the material whereas the latter is called abnormal grain growth or secondary
recrystallization due to the discontinuity of the process which resembles the (primary) static
recrystallization.
In the 1950s, Burke and Turnbull [14] already stated that the driving pressure for normal grain
growth is the reduction of the grain boundary area by the decrease of its curvature. It is ex-
pressed as
pnGG =
2γgb
R
(2.16)
with R as the radius of curvature. The balance of the grain boundary structure in two dimensions
can only be achieved if the angle between grain boundaries is 120◦ which would require a grain
structure of only hexagonal grains. Grains with more or less than six sides would give rise to
curved boundaries in order to maintain the equilibrium angle which would trigger the movement
of these boundaries and a cascade like continuation in the microstructure. In three dimensions,
no regular polyhedron with plane sides could actually fill the space entirely and concurrently
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possess the appropriate angles at their junctions. Therefore, grain growth is inevitable in three
dimensional grain structures.
Taking equation 2.12, a simple relation of the velocity as the grain size change with time, and
the proportionality of the curvature with the grain size D into account, the growth law can be
provided as
D2 − D20 = Kt (2.17)
where D0 is the grain size after recrystallization and K a constant. If the equation is generalized
and it is assumed that D  D0, then the equation is displayed as
D = Ktn (2.18)
with n = 0.5 in the described case. However, this value of n is almost never found in experi-
mental investigations. For technical materials, n was mostly determined in the range of 0.2 to
0.3 which suggests the oversimplification of the process in the derivation [15].
In contrast to normal grain growth, abnormal grain growth results in a few huge grains that
consume their surrounding smaller neighbors. This behavior can occur if a few grains possess
a growth advantage by for instance second-phase particles or texture. The reduction of grain
boundary area is then achieved by the consumption of grains instead of the decrease of the
curvature. The driving pressure changes to
paGG =
3γgb
D
(2.19)
where D is the grain size of the small grains, assumed as cubic grains for simplicity. Abnormal
grain growth can be used to produce large grained materials as needed for example in capaci-
tors.
2.2. Dynamic Recrystallization
2.2.1. Mechanical and Flow Curve Behavior
If recrystallization occurs already during high-temperature deformation instead of after defor-
mation during annealing, it is referred to as dynamic recrystallization. More precisely, it de-
11
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scribes a softening process during deformation at temperatures above half the melting tempera-
ture in materials with low to medium stacking fault energy like copper or austenitic steels. Sim-
ilar to static recrystallization, it depicts a discontinuous process with a nucleation and growth
step whereby the initial deformed microstructure is consumed entirely by new grains. However,
the concurrent deformation results in different characteristics of the two processes [4]. Despite
extensive research over the last decades, little is known about the actual mechanisms taking
place during dynamic recrystallization. Nonetheless, some characteristics can be attributed ex-
plicitly to dynamic recrystallization.
Figure 2.5.: Representation of two characteristic flow curves
The easiest traceable characteristic is the prominent shape of the flow curve. After an initial
increase of the flow stress to a peak value, the stress decreases monotonically or oscillatory to a
steady-state flow stress which then remains constant during further deformation as displayed in
figure 2.5 using the examples of a flow curve with single maximum of the austenitic steel alloy
800H and an oscillating curve of copper. The shape of the flow curve as well as the level of the
steady-state flow stress are dependent on strain rate and temperature. The shape changes from
single to multiple peak behavior when the strain rate is decreased or the temperature increased.
Simultaneously, the steady-state flow stress decreases with decreasing strain rate and increas-
ing temperature. Both dependencies can be unified in the temperature compensated strain rate
which is the Zener-Hollomon parameter, mentioned in subsection 2.1.2 (equation 2.9). Ad-
ditionally, the peak stress of the flow curve shifts to lower strain values with decreasing Z or
decreasing initial grain size. The shape of the curve can be explained by the relative grain size
model by Sakai and Jonas [6] which takes the ratio between the initial grain size D0 and the
recrystallized grain size DDRX into account. If the ratio is larger than two, a single peak behav-
ior will occur. At ratios below two, oscillating curves will appear. Therefore, the initial grain
size affects the shape of the flow curve and the peak stress and strain. However, the steady-state
grain size is not at all effected [2].
The shape change was investigated intensively over the last decades by many researchers. The
most important models for instance by Luton and Sellars [5] are presented in section 2.3.
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Although the peak stress is a pronounced indication of softening in the material, the onset of
dynamic recrystallization was found to occur prior to the decrease of the flow stress. Unfor-
tunately, the onset cannot be distinguished intuitively as the onset in single crystals where the
flow stress suddenly drops [20]. Therefore, a critical strain c was introduced and is widely
used, which is at about eighty percent of the peak strain [12], to describe the initiation of dy-
namic recrystallization [21] even if it is no state parameter. A proper description of this would
be the strain at which critical conditions are present. Poliak and Jonas suggested a criterion to
determine the onset of dynamic recrystallization based on irreversible thermodynamics which
is presented in section 2.3.4.
2.2.2. Microstructure Evolution
The evolution of the microstructure during dynamic recrystallization has been investigated in-
tensively over the last decades. However, the occurring mechanisms are still widely unknown
as the evolution cannot be observed in-situ. For this reason, it is often stated that the critical
conditions for the onset of dynamic recrystallization comply with those of static recrystalliza-
tion [21], listed in section 2.1.3, and that the mechanisms can be explained by a superposition of
static recrystallization and deformation. Several models, which are presented in the following
section 2.3, use this approach to simulate and predict the behavior of dynamic recrystallization
and its microstructure evolution.
At the onset of dynamic recrystallization in polycrystalline materials, serrations on the grain
boundaries and bulging of high angle grain boundaries have been often observed in the mi-
crostructure [22, 23]. Regions like grain boundaries and triple junctions are preferred nucleation
site as they experience high strain gradients from multiple slip in order to preserve the strain
compatibility between neighboring grains [24]. The bulging process can be compared to the nu-
cleation mechanism of strain-induced boundary migration after moderate deformation in static
recrystallization (see section 2.1.3), introduced by Bailey and Hirsch [19]. Here, high angle
grain boundaries migrate in the direction of higher deformed areas (i.e. areas with higher dis-
location densities) and form nuclei via bulging between pinning subboundaries. The nucleation
process via bulging is often observed to be accompanied by the formation of large angle sub-
boundaries and annealing twins [21, 24–27]. Additionally, electron microscopy images showed
that well-developed subgrains with relatively dislocation free interior, separated by sharp planar
boundaries are present in the recrystallized grains [24] which illustrates the necessity of prior
dynamic recovery [20]. However, it is important to note that the formation of annealing twins in
the resulting microstructure occurs during the growth of recrystallized grains. Most of the nu-
clei are free of annealing twins even though twins are present in most of the recrystallized grains
[23, 28, 29]. Therefore, annealing twins are of key importance for dynamic recrystallization.
The nucleation of grains at high angle grain boundaries results in the formation of a so-called
necklace structure [25, 30] as illustrated schematically in figure 2.6. These necklaces continu-
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Figure 2.6.: Schematic illustration of the necklace mechanism: a) initial grain containing a twin; b) for-
mation of the first necklace along the grain boundaries at the initiation of dynamic recrys-
tallization; c) - e) formation of subsequent necklace layers at the interfaces of recrystallized
and deformed microstructure [30]
ously consume the deformed microstructure whereby the generations are mostly separated by
the twin boundaries mentioned before. Hence, multiple twinning is often observed in the recrys-
tallized microstructure [27, 29]. Additionally, the ongoing deformation leads to a conversion of
the twins to general high angle grain boundaries and the development of a random texture [23].
In coarse grained material, Sakai and Jonas [6] proposed that new grains may grow directly to
their steady-state grain size which results in the single-peak behavior of the flow curve. The
assumed reason for the restricted growth is the concurrent deformation in the new grains which,
at least in deformations at high strain rates, lowers the driving force and terminates the growth
process. In finer grained materials, the newly formed grains impinge before reaching their
steady-state size which results in an oscillating curve as several cycles have to be performed to
reach the steady-state grain size.
After the development of the new grain structure, a balance between deformation induced hard-
ening and recrystallization induced softening is attained which results in a steady-state regime
with constant steady-state flow stress. Although new grains are nucleated continuously, a con-
stant grain size is also maintained during steady-state. Derby and Ashby [31] argued that the
constant grain size is the result of the balance between nucleation and growth rates which is
similar to the approach by Sandström and Lagneborg [8] that is further explained in subsec-
tion 2.3.3. An empirical relationship between the steady-state flow stress and grain size was
stated by Luton and Sellars [5] for torsion deformed nickel samples and has been confirmed in
many different materials since then [4, 21, 32]. The power law equation, which is introduced in
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section 2.3.1, states that the recrystallized grain size decreases with increasing flow stress.
As dynamic recrystallization may also occur in single crystals, other nucleation mechanisms
than bulging have to be possible too. In deformed single crystals, a well developed substructure
is observed. Therefore, anomalous subgrain growth is suggested as a nucleation mechanism.
Those large subgrains develop through fluctuations of the substructure by the migration of sub-
boundaries which is the crucial step in this scenario. Furthermore, mechanically generated twin
families that trigger dynamic recrystallization occur in local high-stress regions that develop
during the transition from a cell to a subboundary structure [20].
2.3. Models of Dynamic Recrystallization
2.3.1. Luton and Sellars
One of the earliest models developed to describe dynamic recrystallization was the one by Lu-
ton and Sellars in 1969 [5]. In their investigations they conducted torsion tests on Ni and Ni-Fe
alloys for a variation of strain rates between temperatures of 0.6 to 0.9 of the melting tempera-
ture and determined systematically the characteristics of the flow curves and the microstructure
evolution. The recorded flow curves showed a single or multiple peak behavior and a subse-
quent occurrence of a steady-state flow stress depending on strain rate and temperature. The
microstructure observations revealed a fully recrystallized structure in the steady-state regime
and a high density of annealing twins. At the onset of DRX, which was associated with a critical
strain, a dislocation substructure was present and localized bulging as the formation mechanism
of recrystallized grains at boundary regions was found. Additionally, Luton and Sellars discov-
ered that the recrystallized grain size increased with increasing temperature or decreasing strain
rate.
These experimental observations led to the nowadays well-known relationship between flow
stress and recrystallized grain size
σ = σ0 + kd−n (2.20)
where σ0, k and n are constants with n ≈ 0.75 and σ0 = 0 for the investigated materials.
Besides, Luton and Sellars emphasized that the equation is of similar form as the one obtained
for the subgrain size for materials only undergoing dynamic recovery. Therefore, an analogy to
static recrystallization was drawn which is based on the observed bulging of grain boundaries
pinned at the periphery by subboundaries.
From their study, Luton and Sellars proposed a model to describe the flow stress behavior of
dynamic recrystallization. In the model the recrystallization process is stated to occur repeatedly
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Figure 2.7.: Predicted flow curves for dynamic recrystallization in dependence of the relation between c
and x: a) x < c leads to oscillating flow curves and b) x > c results in flow curves with
single maximum [5]
each time the critical strain is attained in the constantly deformed grains. In grains that exceed
the critical strain, the flow stress drops to the initial yield stress whereas the flow stress in the
unrecrystallized grains further increases according to continuous work hardening. Hence, the
net stress-strain-curve is determined by the balance of the rate of work hardening and the rate
of recrystallization. The calculation of the flow stress is described by
σ =
i∑
0
Xiσi +
1 − i∑
0
Xi
σe (2.21)
where Xi is the recrystallized increment occurring in uniform time steps, σi the flow stress of
each increment and σe the flow stress of the unrecrystallized material according to an extrap-
olated initial work hardening curve. The recrystallized increment XRX complies with the same
kinetics as static recrystallization
XRX = 1 − exp (−k · tn) (2.22)
with k and n as constants. For constant strain rates the recrystallized fraction is related to the
elapsed strain by t = /˙. Thus, the equation gives the resulting recrystallized fraction between
the critical strain c and the strain for recrystallization x. The shape of the flow curve is thereby
determined by the relation of these two strains. If x < c, then one recrystallization cycle is
completed before a new one is initiated which leads to an oscillating flow curve. On the other
hand, if x > c, the new recrystallization cycle will start before the last cycle is completed.
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This overlapping results in a single peak flow curve. The relation between recrystallization
cycles and resulting flow curves is shown in figure 2.7. The transition between the two types is
consequently at x ' c.
The model of Luton and Sellars gives a reasonable and simple explanation of the microstructural
processes taking place during dynamic recrystallization and has been successfully applied in
engineering applications. However, it was shown in later studies that the model is only valid for
torsion experiments [6] because the strain dependence is different for tension or compression
tests. Besides, the definition of a critical strain for the initiation of the recrystallization process
is rather vague as the strain is not a state parameter since it is dependent on the deformation
history of the material. Additionally, the simplicity of the model leads to steady oscillating
curves (figure 2.7a) which is not observed in the reality.
2.3.2. Stüwe and Ortner
In different contributions in the 1960s and 1970s, Stüwe [33] and Stüwe and Ortner [7, 34]
investigated and discussed the mechanisms that led to flow curves with distinct maxima and
subsequent steady-state flow stresses at high temperature torsion deformation. In their opinion,
dynamic recovery was expected to be the dominant mechanism for such behavior due to the fact
of several missing clues to prove the importance of dynamic recrystallization. On the one hand,
they argued that recrystallized grains were not observed in all the materials with flow curve
maxima. On the other hand, the recrystallization time, which was defined as the time to reach
the peak stress, had to be strongly dependent on strain rate, temperature and alloy content which
was not observed either.
Figure 2.8.: Schematic representation of the area sheared by one dislocation loop (with L1, L2 as mean
free paths of dislocations and b as Burgers vector) [7]
Despite of a complete refuse of the existence of dynamic recrystallization in Stüwe’s early
work [33], Stüwe and Ortner [7, 34] later developed a simple model to discuss the notability
of dynamic recrystallization. In their model they defined dynamic recrystallization as the only
softening mechanism with no occurrence of dynamic recovery and assumed the deformation to
proceed by the production of dislocation loops as schematically shown in figure 2.8. The shear
deformation dγ and the consequential increase of the dislocation density dρ was described as
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dγ =
L1 · L2 · b
V
and dρ =
2(L1 + L2)
V
(2.23)
with L1 and L2 representing the mean free paths of dislocations, and V the crystal volume.
Assuming the simple case of only cross-slip and annihilation of screw dislocations, i.e. L1  L2,
as well as constant mean free paths of dislocations, the change of the dislocation density with
shearing was determined by
ρ =
2γ
bL2
(2.24)
The flow stress was calculated by inserting this equation in the Taylor equation (2.7) which led
to
τ = αGb
√
ρ = αG
√
2b
L2
√
γ (2.25)
In their model, the start of dynamic recrystallization was defined by a critical dislocation density
ρc and the corresponding time t0 = ρc/ρ˙. Assuming spherical growing grains with a maximum
radius rmax and a growing velocity v proportional to the dislocation density ahead of the moving
boundary, the volume fraction of recrystallization was given by
XRX =
(
L1
rmax
∫ t
t0
vdt
)3
(2.26)
where the exponent 3 implied spontaneous nucleation and three dimensional growth. At small
volume fractions equation (2.26) corresponds to the Avrami equation (equation (2.13)) but di-
verges at large fractions due to the assumed restrictions. The dependence of the dislocation
density on the distance from the recrystallized nucleus is shown in figure 2.9. The density
ahead of the moving grain boundary was given by equation (2.24) whereas the density right
behind the boundary droped to zero. It subsequently increased due to continuing deformation
until the re-attainment of the critical dislocation density which initiated a new recrystallization
cycle. The mean dislocation density in the material with consideration of different grain sizes
was calculated by
ρ¯ =
∑
Pi
∫ ri,max
0
ρi(r, t)4pir2dr∑
Pi
4pir3i,max
3
(2.27)
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with Pi as the relative probability of grains with radius ri,max. By means of the dislocation density
development the flow stress could be calculated as a function of the degree of deformation.
Figure 2.9.: Schematic representation of the dislocation density in dependence of the distance to the DRX
nucleus [7]
The so-called "free" parameters were summarized to the parameter a with
a =
ρ˙rmax
ρcvn
(2.28)
The variation of the parameter a led to flow curves with different shapes which could be adapted
to experimental curves using a "reasonable" parameter and scaling. Stüwe and Ortner [34] in-
vestigated qualitatively the influence of temperature, strain rate and alloy content on the usabil-
ity of the model. The behavior of a in dependence of the three parameters was discussed and
the resulting calculated curves compared with experimental curves. The results were in good
agreement as both showed oscillating curves at high temperatures and low strain rates.
However, even though their model was able to reproduce flow curves with nowadays obvious
features of dynamic recrystallization, the authors still believed in the dominance of dynamic re-
covery. They justified their conclusion on the fact that recrystallization cycles ought to overlap
in the case of single peak behavior, metallographically visible by an onion-like grain appear-
ance which was never observed. As we know today, their conclusion of the dynamic recovery
dominance was only valid for materials with high stacking fault energies [14].
2.3.3. Sandström and Lagneborg
Sandström and Lagneborg [8] developed a theoretical model based on the evolution of disloca-
tion densities and substructures. Furthermore, they were the first to consider dynamic recovery
as a prerequisite in the process of dynamic recrystallization. Based on the considerations of
Bailey and Hirsch [19] the driving force is constituted as the difference in dislocation density
on both sides of a grain boundary. For the onset of boundary migration a critical dislocation
density has to be exceeded which is given by
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ρc =
4γsur f
EdislD∗
(2.29)
where γsur f is the grain boundary energy per area, Edisl the average energy of a dislocation
per unit length and D∗ the diameter of a recrystallization nucleus. During deformation a well
developed substructure is built which results in the partition of the dislocation density in a cell
interior density ρ and a cell wall density ρd. It is stated in the model that ρd is the essential part
for the driving force.
As the moving grain boundary leads to the annihilation of the dislocation structure whereas
work hardening and dynamic recovery gradually rebuild it, the dislocation densities fluctuate
and are described by their volume distribution functions g(ρ, t) and G(ρd, t). g(ρ, t)dρ gives the
volume fraction with a dislocation density between ρ and ρ + dρ at the time t. The change
of the volume fraction of recrystallized material per unit time d fdt as well as the change of the
dislocation density with time by strain hardening and dynamic recovery dρdt are given by the
functions
d f
dt
=
∫ ∞
ρcr
νγD
D
v(ρd)G(ρd, t)dρd (2.30)
dρ
dt
=
˙
bL
− 2mEdislρ2 (2.31)
with γD as the mobile fraction of the grain boundary, D as the grain diameter, ν as a constant,
L as the dislocation mean free path and m as the mobility of recovery. If work hardening and
dynamic recovery are in balance at large times, a stationary dislocation density is attained with
ρs =
√
˙
2bLmEdisl
(2.32)
When dynamic recovery of dislocations in cell walls is neglected as it is slow compared to re-
covery in cell interiors, equation (2.31) can be simplified to the work hardening contribution.
For a constant mean free path in the subgrain walls Ld, the critical strain for dynamic recrystal-
lization corresponds to the critical dislocation density and can then be described by
c = bLdρc (2.33)
The influence of work hardening (wh), recovery (rv) and recrystallization (rx) on the dislocation
densities can be incorporated in the volume distribution functions of the dislocations. Therefore,
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the functions can be divided in one part that describes the in- and outflow in a dislocation
class by work hardening and recovery as given in equation (2.31) and the other part which
depicts the dislocation drop to zero and the elimination of volume in a dislocation class through
recrystallization.
∂g
∂t
=
∂g
∂t
∣∣∣∣∣
wh,rv
+
∂g
∂t
∣∣∣∣∣
rx
(2.34)
∂g
∂t
∣∣∣∣∣
wh,rv
= − ∂
∂ρ
(
g
∂ρ
∂t
)
(2.35)
∂g
∂t
∣∣∣∣∣
rx
=
−
νγd
D
v(ρd)g ρd ≥ ρc
0 ρd < ρc
(2.36)
For the dislocation drop at the onset of recrystallization the volume distribution function is
described as a step function in the calculation. The description of G(ρd, t) is done analogously.
It follows that the distribution functions and the dislocation densities are interrelated which can
be physically interpreted by a disappearing volume over the class of ρd due to recrystallization
which enters as new material d fdt . From the distributions the mean dislocation density can be
derived as
ρ =
∫ ρs
ρ0
ρ · g(ρ, t)dρ (2.37)
which allows the calculation of the flow stress by means of the Taylor equation. The change
from single to multiple peak flow curves is explained by the competition of recrystallization rate
d f
dt and deformation rate
dρ
dt . Oscillating flow curves will occur, if a low dislocation production
rate behind the moving boundary leads to a complete recrystallization cycle before the critical
dislocation density is attained again, which is fulfilled at low strain rates. The opposite scenario
will enable single peak behavior at high strain rates.
Additionally, Sandström and Lagneborg determined the dynamic recrystallized grain size by
means of the concurrence of growth of recrystallized grains which increases and recrystalliza-
tion which decreases the grain size.
dD
dt
= m
γsur f
D
− Dd f
dt
lnN(D) (2.38)
with N = 4γd D
2
(d∗)2 as the number of new grains per old grain assuming nuclei formation at
grain boundaries. During dynamic recrystallization a steady-state of the grain size and volume
fraction d fdt is attained which leads to the stationary grain size
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Ds =
 mγsur fd f
dt
∣∣∣
s
lnN

1
2
(2.39)
Computed stress-strain curves were compared to experimental curves by Glover and Sellars
and Luton and Sellars [5]. Main features like single peak at high strain rates and multiple peak
behavior with damped oscillations at low strain rates as well as the steady-state flow stress
could be qualitatively reproduced. However, flow stresses were highly overpredicted at high
strain rates and the steady-state stresses were not attained in the timescale of the experiment.
Moreover, the oscillating flow curves did not attenuate with strain in some cases. On the other
hand, the prediction of the dynamic recrystallized grain size was in good agreement for one of
the two computed metals.
2.3.4. Poliak and Jonas
Poliak and Jonas [9] adapted the one-parameter model by Hart [35] to establish a critical kinetic
condition based on thermodynamic instability considerations for the onset of dynamic recrys-
tallization. The model is drawn on work by Wray [36] in which he considered a critical amount
of energy to be stored during deformation as the critical condition to initiate DRX. This seemed
to be a necessary but not sufficient condition which necessitated a second contribution in the
form of a rate of entropy production which had to attain a minimum.
When plastic deformation is applied to a material, two concurrent processes take place. On
the one hand, dislocations are generated in the material in form of a dislocation substructure
which leads to an increase in stored energy. On the other hand, motion, rearrangement and
annihilation of dislocations due to recovery processes result in the dissipation of energy. In a
thermodynamic sense plastic deformation is an irreversible process. This means that the total
amount of work performed by loading δWtot is not completely converted into work stored in
form of the dislocation substructure δWst but has to be extended by the dissipative work δWd
from recovery processes. It can be written as
δWtot = δWst + δWd (2.40)
The work δWtot performed by loading is easily calculated from the measurement parameters
stress σ and strain .
− δWtot = σd (2.41)
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The dissipative part is linked to the change of entropy where the entropy is again composed
of two terms, the entropy source diS and the entropy flow deS . As the entropy generation is
positive and not zero in irreversible processes, the dissipative work results in
δWd = TdiS (2.42)
For plastic deformation the seven variables describing the equilibrium state in elastic deforma-
tion, which are for instance the entropy and the six components of the strain tensor, have to
be expanded by internal state variables ξ j which serve as the link to the internal production of
entropy as suggested by Bridgman [37].
During deformation the material is shifted from a defined reference equilibrium state accord-
ing to equations 2.40 and 2.42 which give the decomposition into the stored and dissipative
part. According to general concepts of structure evolution, the time variation of the power P for
isothermal, constant strain rate deformation is characterized by
− P˙st = −˙2θ + P˙d (2.43)
with the strain rate ˙ and the strain hardening rate θ = ∂σ
∂
.
The onset of dynamic recrystallization is assumed to correspond to a local maximum of stored
energy [36] as a result of the substructural evolution. For this state, the derivative of the power
is zero which concludes the equality of the rate of external irreversible work and internal en-
tropy production. This condition is necessary but not sufficient for the initiation of the dynamic
recrystallization. Therefore, it is reasonable for the dissipation rate to reach an extremum too.
For simplicity a single component system is considered with one dissipative variable ξ which is
based on the "hardness"parameter by Hart [35]. From analogies between the hardness parame-
ter and entropy the internal variable can be associated with an internal strain ∗. With an applied
stress σ this results in
˙∗
∂θ∗
∂σ
= 0 (2.44)
which determines an extremum in the internal hardening rate and from which it can be con-
cluded that
¨∗ < 0 (2.45)
This means that the rate of the dissipative process associated with the substructure evolution
decreases while approaching the critical state.
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Applying Hart’s phenomenological theory which relates the strain rate sensitivity and the nor-
malized strain hardening rate, results in the critical condition for the onset of dynamic recrystal-
lization. It corresponds to a point of inflection in the θ(σ)-curve which is located at the transition
point between stage IV and V, explained in section 2.1.1.
∂
∂σ
(
−∂θc
∂σ
)
= 0 (2.46)
The equation provides a simple method to accurately determine the onset of dynamic recrystal-
lization from the derivative of the flow curve and the subsequent identification of the point of
inflection in the θ(σ)-curve.
2.3.5. Rivera-Díaz-del-Castillo et al.
Rivera-Díaz-del-Castillo and co-workers [38–41] proposed a thermostatistical approach based
on the Kocks-Mecking equation [42] which incorporates an additional annihilation term to de-
scribe dynamic recrystallization and introduces an entropy description by configurations of mi-
crostates in dislocations. The extension to multicomponent systems is not discussed here but
can be read in [40].
The classical Kocks-Mecking equation [42] is composed of a work hardening (dislocation stor-
age) and a recovery (dislocation annihilation) term to describe the evolution of the dislocation
density with strain
dρ
dγ
=
k1
b
√
ρ − fDRV · ρ (2.47)
with k1 as the dislocation storage and fDRV as the dynamic recovery coefficient. The latter coef-
ficient was obtained by the authors [38] in terms of an energy barrier for dislocation annihilation
based on microstates. These microstates define the number of interatomic subunits a dislocation
unit can glide during an arbitrary time step. The total number Ω is calculated by the microstates
from dislocation slip and vacancy-dislocation interactions and determines the entropy contribu-
tion ∆S to the energy barrier.
∆S = k · lnΩ = k · ln
(
˙0 + ω
˙
)N
(2.48)
with ˙0 = cbρY = const. as the limiting value for the strain rate ˙ related to the speed of sound
c and the dislocation density at the yield stress ρY , ω as the vacancy migration frequency and N
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expressing the impingement effect due to overlapping strain fields of dislocations. The energy
barrier to determine the dynamic recovery coefficient consists of the energy contributions of the
annihilation process, which are the dislocation formation, migration and the vacancy energy, as
well as the energy loss due to different dislocation velocity configurations, which is described
by the entropy contribution. The appertaining annihilation velocity then leads to the dynamic
recovery term which is defined as the fraction undergoing annihilation per dislocation and is
expressed by
fDRV =
NA
wa
ρaVsys (2.49)
where NA is the Avogadro’s number, wa the atomic weight, ρa the density and Vsys the volume
of the annihilating system per dislocation.
To describe dynamic recrystallization Rivera-Díaz-del-Castillo et al. [40, 41] incorporated a
second annihilation term which becomes active at a critical incubation strain γ∗DRX.
dρ
dγ
=
k1
b
√
ρ(γ) − fDRV · ρ(γ) − fDRX · ρ (γ − γ∗DRX) (2.50)
In the equation fDRX represents the dynamic recrystallization coefficient which gives the capa-
bility of recrystallized grains to grow and occupy deformed grains. It is estimated by the ratio
between potential sites for growth of subgrains and the number of growing grains Ngrowth which
is a thermally activated process. Its energy barrier to set off dynamic recrystallization is given
as the product of the recovery reduced energy to induce grain boundary motion and the grain
boundary surface.
The onset of dynamic recrystallization is described by the critical incubation strain γ∗DRX. This
necessary strain is proposed to be attained when the energy to nucleate dislocation-free grains
equals the stored energy in the substructure, reduced by entropy effects of the dislocations.
γ∗DRX =
1
2Gb
3 −
(
1 + 1
κc
)
T∆S
1
2Gb
3
(2.51)
where κc =
12pi(1−ν)
(2+ν)
(
1 + T∆SGb3
)
with ν as the Poisson ratio.
Additionally, the steady-state grain size was calculated from the balance of the driving pressure
p at the grain boundary [41]. The steady-state is proposed to be achieved when the recrystallized
grains stop growing which is attained once the driving pressure for boundary movement is
compensated by the capillary effects due to grain size variations. The steady-state grain size
reads as follows
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Ds =
β1D2sub
γgb
exp
(
−Qnuc
kT
)
(2.52)
where β1 is a constant, Dsub the subgrain size, γgb the grain boundary energy and Qnuc the
activation energy for nucleation which contains the entropy ∆S responsible for the strain rate
and temperature dependencies.
Comparisons of the model with experimental investigations showed qualitative accordance for
intermediate strain rates or temperatures. The transition from single to multiple peak behavior
could mostly be reproduced except of very high temperatures or low strain rates. Furthermore,
the determined steady-state grain sizes seemed to be in good accordance to experimentally
obtained values.
2.3.6. C. Hutchinson et al.
C. Hutchinson and co-workers [10, 43] proposed a physically based model with two internal
variables which uses an instability criterion of the evolving substructure for the nucleation of
dynamic recrystallized grains and an extended Kocks-Mecking approach by Estrin and Mecking
[44] to describe the heterogeneous plastic deformation.
Figure 2.10.: Schematic illustration of spherical grains embedded in a polycrystal matrix aggregate as
proposed by Montheillet et al. [45], characterized by their grain size Di, dislocation density
ρi and orientation/Taylor factor Mi [10]
The model structure of a polycrystal is based on a mean-field approach by Montheillet et al.
[45]. Spherical grains are embedded in a medium with the average properties of the aggregate
as shown in Figure 2.10. Each grain is characterized by its diameter Di and dislocation density
ρi which represent the internal variables of the model as well as its orientation/Taylor factor Mi
and subgrain size distribution P(κi). The deformation temperature, strain rate and orientation
distribution are set to initialize the model which subsequently calculates the polyphase plastic-
ity, grain nucleation and growth for every strain step.
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The plastic deformation has to be described for a heterogeneous material as grains are nu-
cleated at different times and therefore experience different strain paths. The partition of the
macroscopic strain dmac which is defined as dmac = ΣVidi/ΣVi with Vi as the volume of grain
i between the various grains is performed by an "iso-work increment assumption" [46]. This
assumption states that the mechanical work W done in each grain is equal which means
dσi · di = W (2.53)
where dσi and di are the stress and strain increments in grain i. This equation complies with
the feature that softer grains deform more than harder ones in the same strain step. The corre-
sponding stress increment to the strain in grain i is calculated via a Voce hardening law [44]
dσi = θII
(
1 − σi
σs,i
)
· di (2.54)
with θII as the stage II hardening rate and σs,i as the steady-state stress of grain i. The macro-
scopically applied stress is defined accordingly to the macroscopic strain. The dislocation den-
sity corresponding to each stress increment is given by the Taylor equation (2.7).
The nucleation of dynamically recrystallized grains is adapted from a description for static
recrystallization by Zurob et al. [47] which is based on the Bailey-Hirsch subgrain bulging
mechanism [19] and a subgrain size distribution. To act as a nucleus subgrains have to reach a
critical size rc,i which is given in equation (2.11). The evolution of these subgrains is determined
by the sum of two competing terms, subgrain refinement dridt
−
and subgrain growth dridt
+
. The
refinement originates from the effect of the applied stress on the dislocation structure described
by the Voce law and the inverse proportionality of the flow stress and the grain size. The
contribution of the subgrain growth is expressed by the micromechanics controlling subgrain
boundary motion. A model was incorporated which was based on flexible low angle grain
boundaries that required climb of extrinsic dislocations [48].
From this a subgrain size probability density function P(κi) with the normalized subgrain size
κi =
ri
ri
(with ri as the average subgrain size) is derived which enables the calculation of the
fraction of subgrains that can nucleate and are located at the grain boundary.
The subsequent nucleus growth is again based on the approach by Montheillet et al. [45] and
is driven by the dislocation density difference between the grain and the effective medium. The
dislocation density of the medium is in this case defined as the surface-area-weighted average
over all grains ρ = ΣDiρi/ΣD2i . The velocity of the grain boundary is assumed as the product of
the grain boundary mobility m and the energy difference:
dDi
dt
= m ·Gb2 (ρ − ρi) with m = 12
δ · Dgb · Vm
b2RT
(2.55)
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where δ is the grain boundary width, Dgb the diffusion coefficient in the grain boundary and Vm
the molar volume. Additions to the model to incorporate solute effects are not described here
but can be reviewed in [43].
Comparisons of the applied model with experimental curves are in qualitative agreement. The
main characteristics as for instance the dependence of the flow curve with the Zener-Hollomon
parameter and the transition from single to multiple peak behavior as well as the attainment of
a steady-state can be reproduced. Additionally, the power law dependence between steady-state
flow stress and grain size as introduced by Luton and Sellars (equation (2.20)) is qualitatively
captured. However, the modeled flow stresses deviate strongly from the experimental stresses
which inhibits quantitative evaluations.
2.3.7. Frommert and Gottstein
In contrast to the above introduced models, Frommert and Gottstein [13] proposed a model
based on a mobility criterion for the set-off of dynamic recrystallization instead of a critical en-
ergy criterion [12]. Their model is established on observations of conversions in the dislocation
network, leading from a cell to a subgrain structure at larger strains during high temperature
deformation [49]. Whereas cell walls are comprised of immobile dislocation tangles, subgrain
boundaries are essentially low angle grain boundaries with specific thermodynamic and kinetic
properties like surface tension and mobility. Therefore, connected subgrain boundaries may
introduce an imbalance at grain boundaries which causes bulging and the subsequent necklace
formation.
Frommert and Gottstein [13] investigated the steady-state behavior of dynamic recrystallization
experimentally on an austenitic steel alloy 800H in compression tests. From experiments under
transient deformation conditions, i.e. strain rate jump tests, they identified a two step process
in the flow stress change. These steps can be attributed to an instantaneous change according
to the new deformation conditions and a subsequent continuous adjustment of the flow stress to
the new grain size
σ = σ1 (˙,T ) + σ2 (DDRX) (2.56)
The second contribution σ2 (DDRX) is the so-called grain size sensitivity of the flow stress which
is correlated to the recrystallized grain size by the authors [13, 50]. In the original paper a
misleading notation was used in the derived equation and corresponding figure. Therefore, the
data is redrawn in figure 5.15 to allow a direct relation with the following equation
ln
∣∣∣∣∣ ∆σ2∆DDRX
∣∣∣∣∣ = A − 2ln (DDRX) or ∣∣∣∣∣ dσ2dDDRX
∣∣∣∣∣ = CD2DRX i.e. σs = CDDRX (2.57)
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where A and C are constants that depend on the material. The correlation gives a similar func-
tional relationship as the flow stress and the subgrain size, given in equation (2.10). On the
one hand, their results are able to replace the commonly used phenomenological relationship by
Luton and Sellars (equation (2.20), [5]) with a physical based relationship. On the other hand,
they elucidate the correlation of the dynamic recrystallized grain size and the subgrain size and
thus allow a new understanding of microstructure evolution during dynamic recrystallization.
As mentioned in the beginning of this section, the concept of Frommert and Gottstein re-
lates the process of dynamic recrystallization to an interaction of mobile grain boundaries with
deformation-induced subboundaries rather than to a boundary-dislocation interaction. The cru-
cial difference to the models described above is the conversion of immobile cell walls of the
deformed structure to mobile subboundaries. The imposed imbalance at the junctions between
prior high angle and mobile subgrain boundaries initiates the bulging and results in the forma-
tion of the first necklace layer. In consequence of the continuous deformation, the dislocation
structure within the bulge will undergo the same development and form a new subboundary
network which eventually arrests the moving boundary due to a subboundary drag. The exper-
imental observation that recrystallized grains already possess their steady-state grain size [6]
is thus explained by the concept and the described relationship between subgrain size and dy-
namic recrystallized grain size. Models which only take the stored energy into account, lack
an explanation for the arrest of the moving boundary as the dislocation density difference is
perpetually existing. From unbalanced parts of the moving boundary successive necklaces will
form until the original grain structure prior to deformation is completely replaced by dynamic
recrystallized grains and a new steady-state is attained.
The described model constitutes the basis of the concept which is presented in the thesis in
hand. Therefore, further explanations are given in chapter 6.
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3. Experimental Investigations
In the following chapter, the experimental procedures and results are presented.
The different materials, copper and alloy 800H and the specimen geometry are introduced as
well as the two testing machines. The different testing procedures along with the annealing
set-up are presented and certain features like quenching devices are discussed. Additionally, the
analysis methods to determine the flow curves and microstructures are explained.
The main part of the chapter then focuses on the results of the compression tests at different de-
formation conditions. Compression tests with constant deformation conditions were conducted
to determine the flow curve and microstructure characteristics like steady-state flow stress and
grain size evolution during dynamic recrystallization. Additionally, compression tests with sys-
tematic changes of strain rate and temperature were carried out to obtain values of the flow
stress at the transient for the subsequent discussion. Finally, annealing experiments on alloy
800H were performed to record the grain growth characteristics for the discussion in chapter
5.3.
3.1. Materials and Methods
3.1.1. Materials and Sample Manufacturing
Alloy 800H
Alloy 800H is a product name of the austenitic steel X10NiCrAlTi3220 with the essential al-
loying elements and contents of about 0.1 wt.% C, 32 wt.% Ni, 20 wt.% Cr and small amounts
of aluminum and titanium. The exact chemical composition is given in Table 3.1.
Cr Ni Mn Si Ti Cu S P Al Co C Fe
20.35 30.20 0.70 0.42 0.34 0.12 0.002 0.013 0.30 0.05 0.071 bal.
Table 3.1.: Chemical composition of the austenitic steel alloy 800H (in wt. %)
The high nickel content of this alloy provides a stable austenitic structure even at room tempera-
ture, meaning that the phase transformation to the ferritic structure is inhibited. In combination
with the high chromium content the material has an excellent resistance to oxidation, which is
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of essential importance for the high temperature compression tests conducted in this study [51].
The microstructure is characterized by a solid solution with precipitation of Ti(C,N) and Cr23C6
at the grain boundaries. The small amounts of Ti(C,N) precipitates are stable at all temperatures
below the melting point whereas Cr23C6 precipitates at temperatures below 1095◦C [52]. The
precipitates lead to a pinning effect of the grain boundaries during sample quenching.
The alloy was chosen for the investigations because of the long experience and expertise on dy-
namic recrystallization at the institute built up during the "Sonderforschungsbereich (SFB) 370:
Integrative Werkstoffmodellierung" (Collaborative Research Center 370: Integrative materials
modeling) [53].
Samples were manufactured from material which was forged to adjust a large area of uniform
grain size.
Density [g/cm3] 7.94
Melting range Tm[◦C] 1357 - 1385
Range of 0.5Tm [◦C] 542 - 556
Young’s modulus [GPa] 196.5
Shear modulus [GPa] 73.4
Poisson’s ratio 0.339
Table 3.2.: Physical properties of the austenitic steel alloy 800H [52]
Copper
Copper is one of the classic materials to investigate dynamic recrystallization [3, 7, 20, 26, 49,
54–56] because of its relatively low stacking fault energy and well known structure. For the
subsequent experimental investigations a commercially pure copper was used which contained
about 100 ppm oxygen. The exact chemical composition is given in Table 3.3. The oxygen
content results in the formation of Cu2O precipitates that pin grain boundaries and retard the re-
crystallization process [57]. A micrograph of some of these precipitates at the grain boundaries
is shown in figure 3.1.
The material was statically recrystallized to obtain a uniform grain size before producing the
samples.
O Fe Bi Co C Cu
126 31 29 26 25 bal.
Table 3.3.: Chemical composition of the commercially pure Cu (alloying elements in ppm)
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Figure 3.1.: Grain boundary etched copper specimen with Cu2O precipitates along the boundaries
Density [g/cm3] 8.94
Melting temperature Tm [◦C] 1083
0.5Tm [◦C] 405
Young’s modulus [GPa] 129.8
Shear modulus [GPa] 48.3
Poisson’s ratio 0.343
Table 3.4.: Physical properties of the commercially pure Cu [58]
Sample Manufacturing and Geometry
Cylindrical samples were machined for the compression tests on both materials which complied
with the common height to diameter ratio of h0/d0 = 1.5 to prevent kinking during compression.
The diameter was set to d0 = 5mm and the height to h0 = 7.75mm to ensure rapid quenching
in order to maintain the dynamically recrystallized microstructure. Furthermore, the effect of
friction between the front surfaces of the sample and the compression plates had to be con-
sidered which may have inhibited radial material flow at the contact area and therefore led to
an inhomogeneous deformation, the so called "barreling". Areas of low and high deformation
eventuate as shown in Figure 3.2. This problem could be reduced by incorporating a "Raste-
gaev" geometry; circular grooves with 0.1 mm depth were machined as pockets into the sample
front surfaces which could contain lubricant. Within this study boron nitride was used as the
lubricant because of its good lubricity and stability at high temperatures due to its melting tem-
perature of 2967◦C. A schematic representation of the longitudinal section and the dimensions
of the sample is displayed in Figure 3.3.
3.1.2. Deformation Set-Up
For the uniaxial compression tests two testing machines were used. The tests on copper at
constant deformation conditions were carried out on a Zwick 1484 universal electromechanical
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Figure 3.2.: The effect of friction in a compression test with the formation of three deformation zones. I:
low deformation (friction inhibited), II: moderate tensile strain, III: high shear strain [59]
Figure 3.3.: Schematic representation of the sample cross section parallel to the compression axis with
lubricant pockets (Rastegaev geometry)
testing machine. All other deformation paths were performed on a Schenck Hydropuls PSB 250
servo hydraulic testing machine.
Zwick testing machine
The Zwick testing machine consists of two side screws and a free movable crosshead. The load
cell with 10 kN nominal capacity was located at the bottom of the machine as schematically
depicted in figure 3.4a. The compression plates were connected to a displacement transducer
with a nominal maximum range of ±5mm and equipped with resistance heating which led to
a direct heat transfer to the sample. The integrated heating cartridges allowed hot deformation
up to 500◦C. The temperature was controlled using thermocouples placed in the plates. All
experiments were performed in air. A compressed-air gun which shot the deformed sample into
a small water container immediately after the test was used as a quenching device. A picture
of the set-up with the quenching device is displayed in figure 3.4b. The crosshead driver had
three gears and a computer-controlled motion which gave a big range of deformation velocities.
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However, the gear reduction system to switch between velocities was too slow which rendered
strain rate jump tests impossible. Therefore, strain rate jump tests on copper were performed on
the Schenck testing machine.
Figure 3.4.: Deformation set-up of the Zwick testing machine: a) schematic representation of the overall
construction; b) photograph of the deformation set-up including the quenching device
Schenck testing machine
The Schenck Hydropuls servo hydraulic testing machine had a similar construction principal
to the Zwick machine, except for a servo hydraulic motion that allowed very accurate and fast
adjustable velocity responses. Therefore, the machine was used for all strain rate jump tests.The
moving piston of the Schenck Hydropuls was installed at the lower part of the machine along
with the load cell of 16 kN capacity, as shown in figure 3.5a. For the strain rate jump tests
on copper the compression plates were equipped with resistance heating for temperatures up
to 500◦C and controlled by thermocouples within the plates, similar to the Zwick set-up. An
extensometer, which utilized inductive strain measurement, was taped in the gauges of the com-
pression plates to record the displacement during deformation. It had a maximum range of
±10V which was equivalent to a distance of ±3.75mm. For quenching, the same device was
used as in the Zwick machine. The deformation set-up used for these experiments is displayed
in figure 3.5b.
For the experiments on alloy 800H a different set-up was used which is displayed in figure 3.5c.
Here, a vacuum chamber (using a pressure of p ≤ 5 ·10−5mbar) with radiation heating made of a
wolfram wire mesh was applied which allowed deformation temperatures up to 1400◦C but also
resulted in a small temperature gradient between heating and sample. The temperature in the
chamber was regulated by a thermocouple set near the sample. All other components needed
for the experiments were also placed in the chamber. The plates were made of a molybdenum
alloy TZM with 0.5 % Ti, 0.08 % Zr and 0.02 % C which possessed a reasonable high temper-
ature strength. Ceramic cylinders between sample and compression plates prevented welding
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of the two parts at high temperatures. A water-cooled extensometer with a maximum range of
±3.75mm was also taped to the plates. Sample quenching immediately after the deformation
process was achieved with cold helium gas that was piped close to the sample with a small tan-
talum tube. For these quenching experiments the sample was held in place by a tantalum loop.
This set-up was used for all compression tests on alloy 800H at constant strain rates and strain
rate jump tests. Furthermore, the heating device could be adjusted to achieve rapid temperature
increases and decreases which gave the opportunity to perform temperature jump tests. How-
ever, the temperature change had to be carried out manually, which is described in more detail
in the following section.
Figure 3.5.: Deformation set-up of the Schenck testing machine: a) schematic representation of the over-
all construction; b) photograph of the deformation set-up for the tests on copper and c)
photograph for the tests on the austenitic steel alloy 800H
3.1.3. Test Execution and Flow Curve Calculation
Temperature calibration
As mentioned above the experimental set-up inhibited a direct contactless temperature measure-
ment in the samples. Therefore, additional measurements to determine the difference between
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sample and control temperature were performed ahead of the actual deformation tests. For these
calibration measurements, radial channels with a width of the standard Ni/CrNi thermocouples
(0.5 mm) and a length of half of the sample diameter were drilled into the samples. Simulta-
neous temperature measurements during deformation were impossible as the drilling holes in
the sample center prohibited a uniform deformation. Thus, the temperature difference had to be
gathered for every deformation temperature which was to be used in subsequent experiments,
and ahead of every series of measurements. The respective values are listed in the table below.
Even though the temperature was calibrated for each series of measurements, comparisons were
only made between results from the same series, in order to avoid errors from slight temperature
deviations.
Zwick
Copper 450◦C ∆T = −1K
500◦C ∆T = −2K
Schenck
Copper 450◦C ∆T = −15K
500◦C ∆T = −20K
Alloy 800H 1100◦C ∆T = −13K
1150◦C ∆T = −15K
Table 3.5.: Temperature deviation between sample and control (sample temperature is always lower than
the control temperature)
As mentioned in section 3.1.2, the temperature control system and the user implementation had
to be tuned with the calibration set-up for the temperature jump tests to perform fast ramps.
The ramps were programmed depending on jumps to higher or lower temperatures. Heating
and cooling rates of 1.8 K/s were achieved using ramps with higher or lower terminal values
than needed to ensure no buffering of the temperature change rate. Therefore, the buffering was
performed manually and tuned to the delayed temperature response in the sample to achieve
the most rapid temperature change possible. As only the temperature of the control system was
applicable in the actual temperature jump tests, solely these values served as reference marks for
the manual buffering. To achieve low overshooting of the temperature, the ramp was stopped
when the displayed temperature arrived at values 15K higher or lower than the desired final
values of the control system. New terminal values were then set to these 15K higher or lower
values and subsequently to the actual new temperatures after these actual temperature passed
them. The corresponding temperature curves measured within the samples are depicted in figure
3.6 which demonstrate the achievable fast temperature changes with only few oscillations. The
temperature increase took about 90 s whereas the decrease 140 s with oscillations of ±5K.
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Figure 3.6.: Temperature curves measured for the temperature jump tests for a) 1100◦C to 1150◦C and
b) 1150◦C to 1100◦C
Test execution
An important requirement for comprehensive scientific work is the documentation of each test.
Therefore, a protocol with all necessary sample data (date, sample name and dimensions), test
parameters (temperature, strain rate, maximum strain, and additional strain value and strain rate
or temperature for jump tests), control parameters of the machine, and abnormalities during test
were prepared.
Before executing each test, the relevant data was entered into the deformation program to calcu-
late the path-time specification. For strain rate jump tests, the transition value of strain was also
entered into the deformation program to calculate the path-time specification. The transition
from one strain rate to the next was then executed automatically by the program. In contrast, the
temperature jump tests were performed manually which did not necessitate any further program
data.
As described in the previous section, different set-ups and testing machines were used for the
deformation tests. However, the test execution for copper was quite similar in both machines
and can therefore be described as one process.
Copper Firstly, the compression plates were heated to the desired temperature, which took
about two hours. In the meantime, the samples were measured and the grooves lubricated with
boron nitride. After the attainment of a steady temperature of the machine, a prepared sample
was aligned in the center of the plates using a special slider. Subsequently, a force of 50 N
was applied to fix the specimen between the plates and to attain a good temperature transfer
to the sample. This small force also prevented almost any further adjustment of the machine
at the beginning of the test execution and compensated thermal expansion of the specimen.
The sample was held in that state for three minutes to assure temperature equilibrium. This
holding of three minutes was determined in preliminary tests as sufficient to attain temperature
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equilibrium and dissolve the precipitates. To assure a constant true strain rate during the test,
the velocity of the crosshead had to be continuously adjusted. Expressing the velocity in terms
of the change of height ∆h per time ∆t and applying the definition of the true strain (equation
(2.4)), the nominal values for the machine control are calculated by
∆h = h0 · (exp (∆t · ˙w) − 1) (3.1)
During deformation, the force and sample displacement were measured with the load cell and
displacement transducer and electronically stored for subsequent interpretation. Immediately
after the end of the deformation the compression plates were automatically opened by a few
millimeters and the sample was shot with an air gun into a water bucket for quenching. This
process took about two seconds. A big advantage of the set-up for copper was the very fast
installation of the samples which allowed an execution of many tests in short time.
Alloy800H In contrast to the tests on copper, the test execution of the steel samples, especially
with subsequent quenching, were more elaborated and time consuming. Here, the Schenck
machine along with the vacuum chamber was used. Corresponding to the copper samples, the
steel specimen had to be measured and lubricated with boron nitride before testing. The crucial
step that followed was the installation of the sample. At first, the specimen had to be placed
in alignment with the compression plates and ceramic cylinders as can be seen in figure 3.5c.
For quenching experiments, a tantalum loop, which was manually manufactured, had to be
additionally attached to the quenching pipe and around the sample to keep it in place during
quenching; a schematic representation is depicted in figure 3.7. The diameter of the loop had to
be only some tens of a millimeter smaller than the end diameter of the deformed sample to avoid
any influence on the deformation as well as to hold the specimen securely during quenching.
Furthermore, the displacement transducer had to be attached to the rods very carefully to prevent
a detachment during the test.
Figure 3.7.: Schematic representation of the tantalum loop
After the installation, the vacuum chamber was evacuated which took about one and a half
hours. Two vacuum pumps (a pre-vacuum pump and a high-vacuum pump) were used to achieve
a pressure of p ≤ 5 · 10−5mbar. After establishing a stable vacuum, the sample was fixed
between the compression plates by a force of 50 N to compensate the thermal expansion of the
rods and the sample. Subsequently, a programmed heating ramp of about 20 K/min to reach the
desired deformation temperature was initiated and the cooling system of the vacuum chamber
and transducer to protect the electronics of the transducer and the load cell were started. After
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the desired temperature was reached, a holding time of 30 min was used to attain a temperature
equilibrium within the vacuum chamber and to ensure the dissolution of the precipitates in
the sample before the deformation test began. During deformation, the velocity of the piston
was calculated according to equation (3.1). The force and sample displacement were measured
and electronically stored for subsequent interpretation. Immediately after the deformation, the
compression plates opened a millimeter to prevent any further deformation, the heating was
automatically turned off, and the sample was quenched. As the tests were performed in vacuum,
water quenching was ruled out. Hence, cold helium gas was employed and automatically passed
into the vacuum chamber. Helium was used in the experiments because of its very low boiling
point of 4.2 K which allows high quenching rates and its inert gas characteristic that prevents any
reaction with the sample or the radiation heating. The quenching rate was measured in advance
with the temperature calibration set-up to ensure rapid enough cooling. A recorded curve is
shown in figure 3.8. The quenching rate was determined as about 78 K/s. The cooling process
was continued until the sample stayed at room temperature for almost one minute. After that,
the temperature rose again to almost 500◦C which, however, was not crucial as the temperature
was still below half the melting temperature. A continued cooling was ensured by the cooling
system of the vacuum chamber. Any further description of the test execution is given in great
detail in the doctoral thesis of Frommert [53].
Figure 3.8.: Temperature curve of the helium quenching process after deformation of alloy 800H at
1100◦C
Calculation of the flow curves
The processing of the force-displacement curves to calculate stress-strain curves was carried out
using the software "Diadem" by National Instruments. In the code, an evaluation script written
by Thomas Burlet (head of the mechanical testing laboratory at our institute) was used, which
included e.g. flow curve calculation and interpolation for the different testing machines as well
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as smoothing and filtering of the flow curves. All relevant calculation steps for the evaluation
of the flow curves are explained below.
Zwick data In compression tests, force and displacement values are always negative by con-
vention. However, for a more familiar appearance, the recorded values were converted into
positive values. Additionally, all data points recorded after the end of the tests were deleted. In
figure 3.9 an initial elastic deformation is noticeable at the beginning of the force-displacement
curves which could either result from the testing machine or from the snap of the Rastegaev
edging. This deformation was interpolated to obtain flow curves with starting points at zero
displacement and force. Therefore, a tangent at one of the lowest points of the quasi elastic
part of the force-displacement curve was constructed as illustrated in figure 3.9; the small red
line represents the point. All data points with smaller values were subsequently substituted with
the intersection point of the displacement axis. The force and displacement values were then
converted to stress and strain values according to equations (2.4) and (2.3).
Figure 3.9.: Exemplified force-displacement curve of copper deformed at T = 500◦C and ˙ = 10−2s−1
along with the tangent to correct the recorded displacement values
Schenck data The displacement during deformation was recorded by means of an inductive
displacement measurement with a range of ±10V which corresponded to a length change of
±3.75mm. Similar to the evaluation of the Zwick data, the force and displacement values were
converted to positive values. Due to the simultaneous heating of the rods and the sample in
addition to the servo hydraulic displacement control of the testing machine, no delayed force
response to the displacement occurred and thus, no interpolation was necessary. However, the
radiation heating and perhaps some vibrations from the cooling system led to a higher amount
of scatter in the curves which was reduced using the smoothing tool within the software. The
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strain and stress values were likewise calculated according to equations (2.4) and (2.3).
Reproducability
The recorded flow curves were used to discuss the influence of the deformation parameters and
to determine specific stress and strain values to validate and propose a model for the description
of dynamic recrystallization. Therefore, changes of the flow curves had to be attributable to
changes of a deformation parameter rather than to the scatter of the measured values caused by
the machines or measurement equipment. For this purpose, several flow curves with identical
deformation parameters were recorded for copper and alloy 800H and displayed in figure 3.10.
It can be seen that the curves partially overlap and only deviate 2 to 3 MPa from each other.
Those variations are found to be negligible compared to the changes of the flow curves owing
to variations of the deformation parameters which will be discussed in section 3.2.2.
Figure 3.10.: Reproducability of the flow curves of copper and alloy 800H using the examples of flow
curves at the strain rate of 10−3s−1 and temperatures of 450◦C for copper and 1100◦C for
alloy 800H
3.1.4. Annealing Set-Up
In addition to the compression tests to investigate characteristics of dynamic recrystallization,
annealing experiments to determine grain growth characteristics of alloy 800H were conducted
which will be explained in detail in chapter 5.3.
A KM 15/13 Thermconcept batch furnace from the company Dr. Fischer GmbH was used
which provided heating from the side walls and the bottom to ensure a uniform temperature
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distribution up to a maximum of 1300◦C. The thermocouple for the temperature control within
the heating chamber was positioned just above the platform on which the samples were placed.
For the annealing tests, the same samples as for the deformation experiments were employed.
They were placed in ceramic crucibles on top of ceramic fragments to avoid any adhering of the
sample to the ground. The temperature drop during insertion of the specimen could be neglected
as the temperature adjustment took about five minutes whereas the annealing times were at least
two hours. After the heat treatment, the samples were immediately quenched in a bucket filled
with cold water.
3.1.5. Sample Preparation
In order to analyze the microstructure of the quenched samples, they were polished in the met-
allographic laboratory to obtain a suitable surface for the subsequent microstructure determina-
tion. As most of the steps were the same for copper and alloy 800H, a distinction between the
materials is only made when necessary.
Figure 3.11.: Investigated area of a) the compressed samples (CA = compression axis) and b) the an-
nealed samples
As explained in section 3.1.1, the deformation of the compression samples was inhomogeneous.
Therefore, a suitable measuring plane had to be chosen. From figure 3.2, it is apparent that the
deformation in the center of the sample is widely homogeneous. Thus, the area in the specimen
center perpendicular to the compression axis was chosen as the measuring plane, as shown as
gray square in figure 3.11a. The annealed samples experienced a homogeneous temperature
distribution which led to a uniform microstructure of large grains. For this reason, a measuring
plane as large as possible could be used which was the area perpendicular to the front surface as
shown in figure 3.11b. The specimens were separated by spark erosion near the measuring plane
to avoid any mechanical strain from cutting and to ensure that the metallographically prepared
surface after material removal equaled the measuring plane.
The compressed specimens were embedded in epoxy resin for grinding and polishing which
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material electrolyte potential [V] flow rate time [s]
Cu Cu-EP4 20 20 10
Alloy 800H A3 24 14 10
Table 3.6.: Electrolyte type and control parameters for the electro polishing of Cu and alloy 800H; elec-
trolyte A3 consists of 60 ml CH3OH, 360 ml C6H14O2, 60 ml HClO4, and 2 ml Vogels-
pickling inhibitor; electrolyte Cu-EP4 consists of 594 ml methanol and 406 ml orthophospho-
ric acid
Figure 3.12.: Comparison of the microstructure detectability using a) grain boundary etching, b) color
etching, and c) EBSD measurement evaluated by the Matlab toolbox MTex ; T = 500◦C,
˙ = 10−2s−1
facilitated the handling due to their small size and ensured an even preparation surface. The
preparation included grinding using SiC abrasive paper with decreasing grain (grains 120, 320,
800, 1200, 2400, 4000) and polishing using 6µm and 3µm water-based diamond suspension.
Three different preparation methods for copper were tested to determine the most suitable way
to reveal the microstructure. Figure 3.12 displays the surfaces produced using grain boundary
etching (60 ml C2H5OH, 30 ml H2O, 10 ml HCl, and 2 g Fe3Cl), color etching ("Klemm I"),
and orientation measurement within SEM (scanning electron microscopy). In preparation for
etching, the specimen were further polished with 1µm water-based diamond suspension and
oxide polishing suspension (OPS). The etching methods had the advantage of fast determina-
tions of the microstructures, however, figure 3.12 demonstrated that the methods were unable
to reveal all grain boundaries which was a prerequisite for the grain size determination. There-
fore, all copper specimens were further prepared for orientation measurements by EBSD/SEM
(electron backscatter diffraction) .
Likewise, the austenitic steel specimens were prepared for SEM measurements as previous com-
parisons with etched specimens in the work of Frommert [53] showed the same shortcomings.
For the following SEM measurements, samples of both materials had to be further prepared.
First, a hole was drilled from the back to allow a current flow during the subsequent electrolytic
polishing. Both materials were electrolytically polished using the electrolytes and control pa-
rameters listed in table 3.6. After the treatment, the samples were carefully knocked out of the
resin and attached to a special sample holder, displayed in figure 3.13. The holder consisted
of two brass plates connected by three screws and a small spring which allowed a very good
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Figure 3.13.: Sample holder for SEM measurements manufactured for compressed (left) and annealed
specimen (right)
sample alignment for the subsequent SEM measurements.
Figure 3.14.: Sample holder for metallographical preparations of annealed specimen; outer ring for sta-
bility, bigger inner part for constant load during preparation, smaller inner part for specimen
attachement including a channel to enable electric contact for electrolytic polishing (from
left to right)
The annealed steel samples were prepared in a similar manner. However, a special sample
holder for the metallographic preparation was built to facilitate the handling, shown in figure
3.14. It consisted of three parts: an outer ring for stability, and a two-part punch which could be
unscrewed. The upper heavier part ensured a constant load during grinding and polishing and
the lower part served as the actual holder on which the sample was glued and which had a hole
in the middle to enable the electric contact for the electrolytic polishing. Additionally, a special
sample holder with a channel of the radius of the specimens for the SEM measurements was
built, depicted in figure 3.13.
3.1.6. Microstructure Examination
The microstructures of the quenched samples were examined on the sections displayed in fig-
ure 3.11 via electron backscatter diffraction (EBSD) measurements using a field emission gun
scanning electron microscope (FEGSEM). This technique allowed orientation measurements
for each measuring point of a defined grid and thus, determined the complete crystallographic
information. From these measurements micro texture analyses could be performed and grains
be determined. For the evaluation of the orientation data, the MATLAB toolbox MTEX [60]
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was utilized which is an open access analysis tool. The following sections explain the measuring
principle of EBSD and the evaluation of the diffraction patterns in MTEX.
Measuring principle of electron backscatter diffraction
A SEM uses an electron beam that moves over the sample surface on a defined grid and gathers
information about the microstructure of a material. EBSD evaluates primary electrons that are
diffusely backscattered after having interactions with the upper net planes of a crystalline mate-
rial. For the detection of as many backscattered electrons as possible, the sample is tilted around
70◦ to the incidental beam. Some of the electrons that are scattered in all spatial directions are
constructively deflected on various sets of lattice planes, obeying Bragg’s law which reads
nλ = 2dhklsinϑ (3.2)
with n as the diffraction order, λ as the wavelength, dhkl as the distance of two lattice planes, and
ϑ as the deflection angle. Owing to reflections with the angle ϑ in all directions in space, these
beams form the surface of a so-called Kossel cone [61]. With the assumption of the source of the
electron scattering being between two parallel lattice planes, two cones on each side of the lattice
plane appear. The opening angle in relation to the incidental beam is derived as 90◦ − ϑ and
attains values of nearly 90◦ when calculated with typical values for the wavelength of electrons
and the lattice distance. Therefore, the intersections of the cones with a flat screen appear as
almost straight lines, so-called Kikuchi lines, on a recording medium like a phosphor screen
interfaced to a camera with an angular distance of 2ϑ to each other. Owing to the constructive
diffraction on every set of lattice planes, several pairs of Kikuchi lines are displayed on the
screen and form the so-called Kikuchi pattern, illustrated in figure 3.15. The intersections of
the bands correspond to the zone axes. Therefore, the patterns embody all angular relationships
and describe the orientation of the measured grid point.
All measurements in this thesis were performed with a JEOL 1540 SEM equipped with a
Nordlys EBSD detector. The Kikuchi patterns were automatically indexed and evaluated with
the HKL Flamenco software.
Microstructure evaluation using MTEX
The evaluation of the collected EBSD data to determine the grains was performed with the
MATLAB toolbox MTEX. As grain boundaries could be located from orientation differences,
MTEX applied a Voronoi decomposition with a threshold misorientation angle that decided on
the existence of a grain boundary between two grid points and equally assigned regions of miss-
ing orientation data to the neighboring grains [62]. The threshold angle was calibrated to give a
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Figure 3.15.: Origin of Kikuchi lines from EBSD [61]
coincidence between the spatial plot of the contrast of Kikuchi patterns and the calculated grain
boundaries. Additional corrections were applied to sort out grains smaller than two times the
step size and to merge grains that were separated by Σ3 twin boundaries.
From the reconstruction of the measured area, the grain size was calculated as the equivalent
circular diameter of the detected grain area and listed in a separate file. Furthermore, the mean
grain diameter was calculated and the grain sizes were plotted in a histogram of the grain size
distribution. The orientations of the grains in the images were visualized with the color coding
of the inverse pole figure, displayed in figure 3.19. Additionally, the texture of the specimens
was drawn from these images and displayed in inverse pole figures.
To enable quantitative conclusions of the grain size distributions and the calculated average
grain size, the measured areas had to be as large as possible. Therefore, the lowest possible
magnification was used. However, the size of the measured area was restricted for the com-
pressed sample to assure the measurement within the uniformly deformed area.
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3.2. Compression Tests with Constant Deformation Conditions
3.2.1. Preliminary Tests
For copper, preliminary tests were conducted to determine a suitable temperature range for
further investigations. For this purpose, flow curves within a temperature range of 350◦C ≤
T ≤ 500◦C were recorded. 500◦C was set as an upper limit because of the limit of the heating
cartridges. Figure 3.16 shows the results for a strain rate of 10−2s−1. For temperatures below
400◦C, oscillations occurred after a pronounced yield strength. From 400◦C on, flow curves
with multiple peak stresses were present which indicated dynamic recrystallization to occur.
However, the end of the oscillations at 400◦C and thus the beginning of the steady-state were
only reached at strains above 70 % which would have hampered the implementation of strain
rate jump tests in the steady-state regime. At temperatures of 450◦C and 500◦C, the steady-state
was already reached at about 60 % and 50 %, respectively. Additionally, suitable strain rates
for the subsequent investigation had to be chosen. The upper limit was set to 5 · 10−2s−1 which
made sure that the machine could still be manually stopped in case of any control errors. The
lowest rate was set to 5 · 10−4s−1 which still enabled tests in a reasonable time scale. Therefore,
temperatures of 450◦C and 500◦C with strain rates from 5 · 10−4s−1 to 5 · 10−2s−1 were used for
all subsequent investigations as presented in figure 3.17.
Figure 3.16.: Preliminary tests on copper for the determination of a suitable temperature range; T =
350◦C − 500◦C, ˙ = 10−2s−1
In earlier work done by Frommert [53], possible temperature and strain rate ranges for the
investigations on alloy 800H were described. For the investigations within this work, at least
two temperatures were needed to perform temperature jump tests and also a range of strain
rates with two orders of magnitude to enable various jump combinations and jumps of two
orders of magnitude. Therefore, temperatures of 1100◦C and 1150◦C along with strain rates
from 5 · 10−4s−1 to 5 · 10−2s−1 were chosen for the experiments as presented in figure 3.18.
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The temperatures were the lowest to ensure the occurrence of dynamic recrystallization at all
strain rates possible with the Schenck testing machine as well as concurrently bearable for the
machine without massive wear of the components and instruments. The range of the strain rates
was set the same as the rates for copper whereby the lowest rates in this case were restricted
by tolerable amounts of scatter and noise as can be seen in the hunched curve for 5 · 10−4s−1 in
figure 3.18b.
3.2.2. Determination of the Flow Curves
Copper
All flow curves of copper recorded at 450◦C and 500◦C with strain rates from 5 · 10−4s−1 to
5 · 10−2s−1, which are depicted in figure 3.17, exhibit a multiple peak behavior with a subse-
quently occurring steady-state regime which is characteristic for materials undergoing dynamic
recrystallization. The flow curves also show the typical dependence on strain rate and tempera-
ture. With decreasing strain rate at constant temperature the flow stress decreases. Additionally,
the peak stress shifts to smaller values which leads to a larger steady-state regime. An oppo-
site behavior can be described for the temperature dependence as illustrated in figure 3.16. An
increase of the temperature at constant strain-rate results in a decrease of the flow stress and
to an earlier occurrence of the peak stress. The characteristic dependencies of the curves can
be described by the Zener-Hollomon-Parameter Z = ˙ · exp (Q/kT ) [5] which represents the
temperature compensated strain rate. The dependence is also emphasized in table 3.7 where
the steady-state flow stresses are listed along with their corresponding strain rates and tempera-
tures.
450 ◦C 500 ◦C
˙[s−1] σs[MPa] DDRX[µm] σs[MPa] DDRX[µm]
5 · 10−2s−1 115.1 14.1 ± 0.3 92.7 19.5 ± 0.4
10−2s−1 93.1 19.2 ± 0.5 71.8 23.0 ± 0.6
5 · 10−3s−1 84.0 23.2 ± 0.7 66.2 26.8 ± 0.7
10−3s−1 70.0 30.1 ± 1.5 55.5 30.7 ± 1.8
5 · 10−4s−1 66.1 34.1 ± 1.7 52.1 37.4 ± 2.3
Table 3.7.: Steady-state flow stresses and grain sizes of the recorded flow curves of copper for both tem-
peratures and all strain rates
Alloy 800H
The flow curves of alloy 800H at 1100◦C (see figure 3.18a) show a transition from single peak at
higher strain rates to multiple peak behavior at lower strain rates. Subsequently, a steady-state
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Figure 3.17.: Flow curves of copper for different strain rates 5 ·10−4s−1 ≤ ˙ ≤ 5 ·10−2s−1 at a) T = 450◦C
and b) T = 500◦C
regime of the flow stress is reached. At 1150◦C, only the flow curve recorded at 5 · 10−2s−1
shows single peak behavior (see figure 3.18b) whereas the flow curves at lower strain rates
display some oscillations before attaining the steady-state regime. As pointed out for the flow
curves of copper, the dependence of the flow stress on strain rate and temperature summarized
in the Zener-Hollomon parameter is likewise evident. Similarly, the shift of the peak stress to
lower strain values at higher temperatures or lower strain rates occurs. The dependence is further
illustrated in table 3.8 in which the steady-state flow stresses for the corresponding strain rates
and temperatures are listed.
Any further conclusions on characteristics of dynamic recrystallization can only be drawn from
microstructure investigations.
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Figure 3.18.: Flow curves of alloy 800H for different strain rates 5 · 10−4s−1 ≤ ˙ ≤ 5 · 10−2s−1 at a) T =
1100◦C and b) T = 1150◦C
1100 ◦C 1150 ◦C
˙[s−1] σs[MPa] DDRX[µm] σs[MPa] DDRX[µm]
5 · 10−2s−1 96.9 13.7 ± 0.3 65.8 21.6 ± 0.6
10−2s−1 70.0 17.9 ± 0.4 48.2 29.7 ± 1.2
5 · 10−3s−1 61.9 20.0 ± 0.6 41.8 35.2 ± 2.1
10−3s−1 46.6 28.1 ± 1.3 30.9 42.1 ± 2.6
5 · 10−4s−1 39.6 33.1 ± 1.7 26.1 48.2 ± 3.1
Table 3.8.: Steady-state flow stresses and grain sizes of the recorded flow curves of alloy800H for both
temperatures and all strain rates
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Effects of friction
As mentioned in section 3.1.1, a problem of compression tests is the occurrence of friction.
Despite the use of a special geometry and lubricant, the effect of friction is evident in the flow
curves at higher strain rates, especially at 5 · 10−2s−1 in both materials. The noticeable increase
of the flow stress at high deformation degrees can be attributed to the insufficient and hindered
motion parallel to the compression plates. There have been attempts in former work [53] to
reduce the friction using different geometries on the front faces. The tested geometries actually
reduced the amount of friction but the incorporation of the special grid was too time and work
consuming for reasonable further use.
3.2.3. Determination of the Microstructure and Texture Evolution
In the first series of tests, the microstructure of the copper samples was determined by grain
boundary and color etching (see section 3.1.5), which allowed a fast evaluation. The grain sizes
were determined with the linear intercept method. However, the depiction of all grain bound-
aries was difficult in contrast to the EBSD procedure which inhibited meaningful grain size
calculations (see figure 3.12). A similar difficulty for the microstructure investigation of alloy
800H was described by Frommert [53]. In his work, grain boundary etching for the austenitic
steel was also ruled out due to the problem of grain boundary detectability.
Figure 3.19.: Standard triangle colorcoding used for all orientation images of the displayed
microstructures
Therefore, all microstructure images were determined using the EBSD technique. The used
colorcoding for all following orientation images of the microstructure with respect to the com-
pression axis corresponds to the standard triangle, displayed in figure 3.19. The determination
of the grain sizes was performed using grain area detection within the toolbox MTEX as ex-
plained in section 3.1.6.
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Copper
The microstructure evolution of copper compressed with ˙ = 10−2s−1 at T = 450◦C is depicted
in figures 3.20 and 3.21 for 0 %, 23 %, 30 %, 50%, 70 %, and 90 % true strain. The initial
microstructure is easily distinguishable from the other images by its large fractions of annealing
twins and uniform equiaxed grain structure. The average grain size amounts to 33µm. The
images after 23 % and 30 % show a qualitative bimodal grain size distribution. Small grains are
visible at the borders of larger grains. At 50 % deformation, a relatively uniform grain structure
is present which stays constant at further deformation.
Figure 3.20.: Microstructure evolution of copper compressed with ˙ = 10−2s−1 at T = 450◦C; a) initial
stage, b) 23 %, and c) 30 % true strain
The development of the grain sizes, listed in table 3.9, partly confirms this observation. A
decrease of the grain size at 30 % from 19.9µm to 17.6µm is displayed which stays relatively
constant at higher strains. The bimodal grain distribution at 30 % strain is thus not discernible
from the grain size due to averaging over all grains. The corresponding texture evolution is also
depicted in both figures in terms of inverse pole figures. At all stages of deformation, the texture
index stayed at very low values which indicated a random texture which was also found in other
investigations [25, 26].
Table 3.7 further illustrates the temperature and strain rate dependencies of the grain sizes after
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Figure 3.21.: Microstructure evolution of copper compressed with ˙ = 10−2s−1 at T = 450◦C; d) 50%,
e) 70 %, and f) 90 % true strain
[] DDRX[µm]
23 % 19.9 ± 0.8
30 % 17.6 ± 0.2
50 % 17.4 ± 0.4
70 % 17.8 ± 0.5
90 % 17.3 ± 0.4
Table 3.9.: Grain size evolution of copper compressed with ˙ = 10−2s−1 at T = 450◦C
90 % strain. At a temperature of 500◦C, the grain sizes at all strain rates are higher than the grain
sizes at 450◦C. Furthermore, the grain sizes decrease with increasing strain rates. In contrast
to the dependencies of temperature and strain rate on the steady-state flow stress, an inverse
relationship of the grain size to the Zener-Hollomon parameter is evident.
54
3.2. COMPRESSION TESTS WITH CONSTANT DEFORMATION CONDITIONS
Alloy 800H
The microstructure of the austenitic steel was only evaluated at strains in the steady-state regime
as the evolution in the transient stage was already investigated by Frommert [53]. Figure 3.22
displays the microstructure evolution after 0 %, 50 %, 70 %, and 90 % strain at ˙ = 10−3s−1
and T = 1100◦C. The initial microstructure contains large fractions of annealing twins and a
uniform equiaxed grain structure similar to the initial microstructure of copper. The average
grain size of the initial material was 71µm. The micrographs after 50 %, 70 %, and 90 %
strain display very similar microstructures. The corresponding grain sizes, listed in table 3.10,
likewise stay almost constant and thus document the similarity of the microstructures. On the
right-hand side of the figure, the corresponding inverse pole figures of the microstructures are
displayed. Similar to the texture evolution in copper, the texture index stays at low values during
deformation which indicates random texture.
Figure 3.22.: Microstructure evolution of alloy 800H compressed with ˙ = 10−3s−1 at T = 1100◦C; a)
initial stage, b) 50 %, c) 70%, and d) 90 % true strain
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In table 3.8, the grain sizes after 90 % strain for all measured temperatures and strain rates
are listed. It is evident that the grain sizes decrease with increasing strain rate and decreasing
temperature as likewise documented in copper.
[] DDRX[µm]
50 % 30.9 ± 1.1
70 % 31.6 ± 1.1
90 % 31.8 ± 1.0
Table 3.10.: Grain size evolution of alloy 800H compressed with ˙ = 10−2s−1 at T = 450◦C after 50 %,
70 % and 90 % strain
Mean error of the grain size determination
Achieving complete statistics on the mean error of the grain size was hindered by three short-
comings. Orientation images with the EBSD technique needed long measuring times which led
to usually only one sample measurement per deformation state. Additionally, the uniformly de-
formed area of the compressed samples was limited which prohibited measurements at different
areas. A further shortcoming for the austenitic steel was the elaborated and costly deformation
and quenching procedure which resulted in only one sample per deformation state. The stan-
dard deviation, which was output by the used code, represented the scatter range of the grain
size distribution instead of the mean error of the measurement. Therefore, three exemplary
EBSD measurements of copper samples, all compressed at T = 450◦C and ˙ = 5 · 10−3s−1 were
compared. Two sample were compressed to 90 % and one to 80 % strain. The grain sizes are
listed in table 3.11. The maximum deviation is 0.9µm which corresponds to a standard devia-
tion of ±0.5µm. However, larger grain sizes and therefore fewer numbers of grains might have
higher standard deviations.
sample 450_5e-03_02 450_5e-03_80%_05 2012S_450_5e-03_01
DDRX[µm] 22.1 22.5 23.2
Table 3.11.: Measurements of the average grain size to obtain the mean error of the EBSD measurements
3.3. Compression Tests with Transient Deformation Conditions
Additionally to compression tests with constant strain rates and temperatures, tests with system-
atic changes of one of these deformation parameters were conducted in the steady-state regime.
The focus was drawn to strain rate jump tests as they could be performed on both materials with
the Schenck testing machine. Temperature jump tests, as already explained in section 3.1.3,
could only be carried out on alloy 800H. The main purpose of the tests was to collect data of the
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transition points of the flow stress at the jumps for the evaluation of the grain size sensitivity of
the flow stress which is done in chapter 5.4.
Figure 3.23.: Comparison of microstructure images of copper after a) constant deformation at 10−2s−1
and 500◦C, and b) a strain rate jump test from 10−3s−1 to 10−2s−1 at 500◦C, shown in figure
3.24b
3.3.1. Strain Rate Jump Tests
Strain rate jumps of one and two orders of magnitude were conducted on both materials. Figure
3.24 and 3.25 display jumps between strain rates of ˙ = 10−2s−1 and ˙ = 10−3s−1 at 500◦C
for copper and 1100◦C for alloy 800H. Additionally, the corresponding flow curves at constant
strain rates are added to the diagrams as gray curves as well as the curve of the strain rate as
red curve. It is evident that the drop or rise of the flow stress matches the change of the strain
rate. At the deformation start, the curves with transient and constant conditions with the same
strain rate clearly overlap. At the strain rate jump, an instantaneous change of the flow stress
is identifiable, followed by a continuous adaptation to the flow curve with constant conditions
and the same new strain rate via multiple oscillations in copper or one turning point in the
austenitic steel. At the end, the two flow curves match. The consistency of differently deformed
samples at the end of the compression test is emphasized by comparison of the microstructures,
exemplarily depicted in figure 3.23 for the strain rate jump on copper (see figure 3.24b). The
grain size after 90 % at constant conditions is 23.0 ± 0.6µm and 24.2 ± 0.7µm after transient
conditions which documents the similarity of the final states.
The flow stress of the kink between the instantaneous and continuous change was determined
for all different jumps, which have been performed, and listed in table A.2 in the appendix.
The kinks in the flow curves of copper are evidently more difficult to detect as they are not as
pronounced as the kinks in the curves of alloy 800H. Another salient difference between the
two materials is the size difference of the instantaneous and continuous change. Whereas the
instantaneous change is remarkably bigger in alloy 800H, the continuous adaptation to the new
steady-state is more pronounced on copper.
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Figure 3.24.: Flow curves of jumps on copper samples between strain rates of 10−2s−1 and 10−3s−1 at
500◦C; corresponding flow curves at constant strain rates added as gray curves and strain
rate curve as red curve
3.3.2. Temperature Jump Tests
Additionally, temperature jump tests from 1100◦C to 1150◦C and vice versa were carried out on
alloy 800H. As explained in section 3.1.3, the temperature control enabled temperature change
rates of 1.8 K/s. Therefore, strain rates of 5 · 10−4s−1 and 10−3s−1 were the only rates to
achieve fast temperature changes with respect to the elapsed strain during that time, i.e. the
microstructure would not have changed notably owing to the small strain interval. For instance
at 5 · 10−4s−1, the interval for the temperature jump corresponded to 4.5 % strain for ascending
and 7 % for descending jumps. Characteristic flow curves for jumps at 5 · 10−4s−1 are dis-
played in figure 3.26. The corresponding flow curves at constant temperature are added to the
diagrams as gray curves. The red curve, which is also depicted in the diagram, represents the
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Figure 3.25.: Flow curves of jumps on alloy 800H samples between strain rates of 10−2s−1 and 10−3s−1 at
1100◦C; corresponding flow curves at constant strain rates added as gray curves and strain
rate curve as red curve
hardening rate which will be explained in chapter 5.4. Similar to the strain rate jump tests, the
flow curve segments before and after the jumps correspond very well with the flow curves with
constant conditions. However, the jump itself seems to be continuous from one temperature to
the other without a pronounced division into an instantaneous and continuous part of the flow
stress change as for the strain rate jump tests.
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Figure 3.26.: Flow curves of jumps on alloy 800H samples between temperatures of 1100◦C and 1150◦C
at a strain rate of 5 · 10−4s−1; corresponding flow curves at constant temperatures added as
gray curves and hardening rate curve as red curve
3.4. Annealing Experiments
Annealing experiments on alloy 800H at 950◦C and 1000◦C with annealing times of 2, 4, 8, 16,
and 24 h were conducted. Figure 3.27 displays the microstructure evolution at 950◦C after the
different annealing times. It is especially salient that the increase in grain size was accompanied
by the formation of large amounts of annealing twins that seemed to further decompose to
new smaller twins within the bigger ones with increasing time. This is further underlined in
figure 3.27f, displaying the first and second generation twin boundaries after 24 h annealing.
Therefore, the determination of the grain sizes was largely impeded. To obtain the actual grains,
the twins could be partly removed using a special algorithm in MTEX. It used the aspect ratio
to detect twins and subsequently merge them with their surrounding grains. The grain sizes
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after the different annealing times for both temperatures are listed in table 3.12. The difficulty
to determine the grains is particularly visible at the grain size evolution at 1000◦C.
Dgrowth[µm]
annealing time [h] 950◦C 1000◦C
2 76.8 ± 2.2 82.6 ± 2.2
4 82.2 ± 2.1 85.3 ± 2.3
8 82.7 ± 2.4 71.5 ± 1.7
16 84.4 ± 2.5 83.2 ± 2.1
24 84.2 ± 3.2 75.5 ± 2.6
Table 3.12.: Grain size evolution of alloy 800H annealed at T = 950◦C and 1000◦C
Figure 3.27.: Microstructure images of alloy 800H after annealing treatments of a) 2 h, b) 4 h, c) 8 h, d)
16 h, and e) 24 h; f) illustrates the present first (blue) and second (aqua) generation twin
boundaries after 24 h
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4. Simulation of Dynamic Recrystallization
4.1. The Work Hardening Model 3IVM+
The simulation of the microstructure evolution and related impact on the flow curve during
dynamic recrystallization was performed by an extension of the advanced statistical work hard-
ening model 3IVM+ (3-Internal-Variables-Model). It was originally developed by Roters et al.
[63] and Goerdeler and Gottstein [64] in 2000/2001 at our institute as 3IVM and subsequently
improved over the years to 3IVM+ [65, 66]. The model allows a computation and prediction
of flow curves over a wide range of temperatures and strain rates in cell forming metals (see
chapter 2.1.1). This cellular character of the microstructure is represented by a separation of the
dislocation density into three contributions which represent the three internal variables and are
illustrated in figure 4.1. The mobile dislocations with their density ρm accommodate the plastic
strain during deformation whereas the immobile dislocation density in the cell walls (ρw) and
the immobile dislocation density in the cell interiors (ρi) result from the various dislocation in-
teractions. The model makes no explicit distinctions between edge or screw dislocations but
considers their characteristic reactions as dislocation climb of edges and cross slip of screws.
Additionally, strengthening effects from solid solutions or particles are incorporated.
Figure 4.1.: Schematic of the three dislocation densities
The model consists of a kinetic equation of state which connects the microstructure, temperature
and strain rate with the necessary flow stress together with the structure evolution equations for
the microstructural elements.
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4.1.1. Kinetic Equation of State and Flow Stress Calculation
The kinetic equation of state in the model gives the relation between the imposed strain rate
and the required external flow stress for given microstructure and deformation conditions. It is
expressed by the Orowan equation (see equation 2.6)
γ˙ = ˙M¯ = ρmbv (4.1)
where γ˙ is the shear rate, ˙ the imposed strain rate, M¯ the average Taylor factor and v the mean
dislocation velocity. It is assumed that the glide velocity is controlled by the time tw needed for
thermally activated overcoming of an obstacle and the mean obstacle spacing Λ.
v =
Λ
tw
= Λν0 · exp
(
−∆Gglide
kT
)
(4.2)
Here ν0 = 3 · 1010Hz represents the constant attack frequency of the dislocation trying to pass
the obstacle and ∆Gglide the respective stress dependent activation free enthalpy. The enthalpy
is adapted from the work by Mohles [67] and is comprised of the line tension of a dislocation
Ed = 12Gb
2, the diameter of solute atoms Dsolute being set as b in the code, the stress τ0K − τ∞K
that can be lowered by thermal activation and the relative factor τsol,rel (between 0 and 1) by
which the latter stress is actually lowered.
∆Gglide =
√
4bD3soluteEd (τ0K − τ∞K)
(
1
τsol,rel
− 1
)
with τsol,rel =
τsol − τ∞K
τ0K − τ∞K (4.3)
The athermal (τ∞K) and thermal increments (τ0K − τ∞K), illustrated in figure 4.2, give the stress
values needed to overcome solute atoms at extrapolated temperatures of 0K and∞K [65]. They
are calculated by
τ∞K =
√∑
i
(
ciτ2atherm,i
)
with τatherm,i = τ100%∞K (4.4)
τ0K − τ∞K =
√∑
i
(
ciτ2therm,i
)
with τtherm,i = τ100%0K − τ100%∞K (4.5)
with ci as the atomic concentration of solute i. τ100%0K,∞K represent stress values imposed to a
dislocation to overcome solute atoms of a given alloying element in a fictional extrapolated
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content of 100% of the alloy at extrapolated temperatures of 0K and∞K. τatherm,i and τtherm,i are
fitting parameters in 3IVM+. τ0K is defined as the stress to overcome solutes at 0K. From the
calculated stresses in (4.4) and (4.5) the shear stress increment from solutes is expressed by
τsol(T ) = τ∞K + τsol,rel(T, ˙) · (τ0K − τ∞K) (4.6)
Figure 4.2.: Schematic representation of the thermal and athermal parts of τsol(T ) [68]
The correlation between all former explained stress values is illustrated in figure 4.2. τsol,therm
gives the temperature dependent part of τsol(T ) and is calculated by the thermally influenced
stress and a stress increment factor which reflects the strength of obstacles reduced by the tem-
perature. The athermal part τsol,atherm corresponds to τ∞K . The relative factor τsol,rel is calculated
by the formula for the free enthalpy (equation 4.3) in combination with equations (4.1) and
(4.2). The developed relationship also demonstrates the dependence of τsol,rel to the applied
strain rate as indicated in equation (4.6).
The flow stress calculation is based on the Taylor equation (see equation 2.7) which links the
dislocation densities mentioned in the introduction of this chapter to the shear stresses.
τi,Tay = αGb
√
ρi + ρm for the cell interior (4.7)
τw,Tay = αGb
√
ρw + ρm for the cell walls (4.8)
This distinction takes the different obstacle spacings in cell interiors and walls and the resulting
long range stresses into account. The total resolved shear stresses τi,w further incorporate the
influences of solutes (τsol), as described above (equation 4.6), and particles (τp), summarized
as τchem (equation 4.9). The stress contribution of the particles remains constant during defor-
mation but contributes to work-hardening through the impact on cross-slip, as shown in section
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4.1.2. The equations for τp are not displayed here as the effect is negligible for the investigated
materials. They are in principle calculated from the volume fraction and radii of the precipitates
and the stress experienced by a dislocation depending on the aging condition of the particles.
τi,w = τi,w,Tay + τchem with τchem = τsol + τp (4.9)
The overall yield stress for given conditions is then calculated by
σ = M (τi fi + τw fw) (4.10)
where fi,w resemble the fractions of cell interior and cell walls [63].
As apparent from the Taylor equations above the calculation of the yield stress requires the three
dislocation densities within the microstructure. Therefore, their evolution during deformation
and the inherent structure evolution equations are described in the next section.
4.1.2. Structure Evolution Equations
The three internal variables within the 3IVM+ model are the three dislocation densities of a
cellular substructure as mentioned at the beginning of the section:
• density of mobile dislocations (ρm),
• density of immobile dislocations in cell walls (ρw),
• density of immobile dislocations in the cell interior (ρi).
Their evolution with time can be described on the basis of the interactions and reactions with
each other and is formulated as the sum of production rates ρ˙+m,w,i and reduction rates ρ˙
−
m,w,i
[63].
Mobile dislocations
Deformation in materials can first of all be achieved by the production and motion of disloca-
tions which accommodate the plastic strain. In the model, this is described by the movement
of already existing mobile dislocations through a simplified cell structure as illustrated in figure
4.3. The motion of such a mobile dislocation of length Lm = ρm · V (purple solid line), V is the
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Figure 4.3.: Schematic illustration of the increase of length ∆Lm during the motion of a mobile dislocation
of length Lm with the glide velocity v during a time step ∆t [65]
volume, with the glide velocity v during a time step ∆t leads to an increase of the length by the
amount of ∆Lm. The increase of the dislocation length then reads
∆Lm = ρ˙+m · V∆t =
M˙
bDcell
V∆t (4.11)
with the production rate for mobile dislocations ρ˙+m derived from the Orowan equation (equation
4.1). This production rate is associated with the effective slip length, which is the cell size Dcell.
Therefore, the slip length gives the amount of newly "produced" mobile dislocations until their
immobilization occurs. Obviously, the slip length is affected by different kinds of obstacles, e.g.
the interactions of dislocations. Their slip length is calculated via the principle of similitude and
is given by
Ldisli,w =
βi,w√
ρi,w
(4.12)
βi,w are fit factors in the range of 50 to 250 and describe that the slip length is larger than the
actual dislocation spacing. Additionally, the slip length is influenced by the grain size D0. All
contributions are summarized by the linear reciprocal superposition to weigh the mean obstacle
spacing.
1
Dcell
=
1
Li
+
1
Lw
+
1
D0
(4.13)
The reduction of mobile dislocations is described by four different mechanisms in the code
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which are dislocation annihilation ρ˙m(ann), dipole formation ρ˙m(dipole), lock formation of
formerly mobile dislocations ρ˙m(lock) and immobilization of formerly mobile dislocations
ρ˙m(immo) [63].
Figure 4.4.: Schematic illustration of dislocation annihilation: a) critical distance dannihil−c of two dislo-
cations to annihilate while traveling a distance v · ∆t within the time increment ∆t [63]; b)
annihilation process of two edge dislocations [15]
The annihilation of dislocations describes the phenomenon that two anti-parallel dislocations
combine and erase each other if they come closer than a critical distance dannihil−c (figure 4.4b).
In the code this critical distance is a constant parameter set in the fitting routine. Assuming an
even distribution of dislocations on n active glide systems, the probability P˙ gives the chance
of a dislocation to find a partner to annihilate while traveling a distance v · ∆t within the time
increment ∆t, depicted in figure 4.4a. The evolution rate from annihilation is then described
by
ρ˙m(ann) = 2P˙ρm = 2dannihil−c
M˙
b
1
n
ρm (4.14)
Another process to reduce the mobile dislocation density is the formation of locks. Thereby,
two dislocations on different active slip systems collide and form an immobile dislocation as
can be seen in figure 4.5. The process requires a critical distance of the dislocations dlock which
is similar to the annihilation distance but allows more combinations of interacting slip systems.
Therefore, the factor changes from 1n to
n−1
n and the reduction rate for lock formation reads
ρ˙m(lock) = 4dlock
M˙
b
n − 1
n
ρm (4.15)
The third process is the formation of dipoles. They are created when two anti-parallel disloca-
tions are too far spaced to annihilate but within a critical distance ddipole so that dislocations get
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Figure 4.5.: Schematic illustration of the formation of a dislocation lock, whereby two dislocations on
different active slip systems collide and form an immobile dislocation [15]
locked in each others’ stress field. The distance, which is depicted in figure 4.6a, is consequently
dependent on the external stress applied on the system. An example for dipole formation is il-
lustrated in figure 4.6b for edge dislocations along with the formation of a line of vacancies
between the dislocations. The reduction rate is calculated by
ρ˙m(dipole) = 2
(
ddipole − dannihil−c
)
dannihil−c
M˙
b
1
n
ρm (4.16)
Figure 4.6.: Schematic illustration of dislocation dipole formation: a) critical distance ddipole−dannihil−c of
two dislocations to form a dipole while traveling a distance v · ∆t within the time increment
∆t [63]; b) dipole formation of two edge dislocations along with the creation of a line of
vacancies [15]
The last mechanism is the interaction of mobile dislocations with immobile ones in cell walls
or cell interior which leads to immobilization. As immobile dislocations represent localized
obstacles, the independence of the slip system for the immobilization can be assumed but, as
for the other processes, the distance dimmo has to drop below a critical value. The rate equation
then reads
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ρ˙m(immo) = 4dimmo
M˙
b
( fiρi + fwρw) (4.17)
In summary, the total rate change of mobile dislocations is given by
ρ˙m = ρ˙m(orowan) − ρ˙m(ann) − ρ˙m(lock) − ρ˙m(dipole) − ρ˙m(immo) (4.18)
Immobile dislocations
The lock formation and immobilization of mobile dislocations lead to an increase of immobile
dislocations in the cell walls and cell interior and therefore constitute the production rates for
both densities. Additionally, dipoles are assumed to be swept into the cell walls and thus only
contribute to the cell wall production rate. A reduction of immobile dislocations can be at-
tributed to three mechanisms, which are dislocation climb ρ˙i,w(climb), cross slip ρ˙i,w(cross) and
clearing effects ρ˙i,w(clear).
Climb of edge dislocations is caused by the diffusion of vacancies towards or away from the dis-
locations and enables them to leave their glide plane and thus increase the probability of anni-
hilation. This probability is linked to a critical distance dannihil−g in which a climbing dislocation
might spontaneously react with an anti-parallel dislocation. Therefore, the climb velocity vclimb
is dependent on the vacancy diffusion Dvac0 and the activation energy for climb Qclimb, which are
both fitting constants in the code. Assuming climb to occur perpendicular to the glide plane, the
reduction rate from dislocation climb reads
ρ˙i,w(climb) = 2vclimb ·dannihil−g 1n ·ρ
2
i,w with vclimb =
b2Dvac0
kT
·exp
(
−Qclimb
kT
)
·τi,w,Tay (4.19)
Another recovery effect to reduce the immobile dislocations is the cross slip of screw disloca-
tions. The unspecified glide plane of screws allows a change of the glide plane which likewise
increases the probability of annihilation. Therefore, the probability of successful cross slip
Pcrossi,w depends on the temperature, activation energy Qcross and volume Vcross for cross slip and
the total resolved shear stress τi,w. With the assumption that dislocations run freely until their
annihilation after cross slip, the reduction rate is given by
ρ˙i,w(cross) = ν0 · Pcrossi,w · ρi,w with Pcrossi,w = exp
(
−Qcross − Vcross · τi,w
kT
)
(4.20)
with ν0 = 3 · 1010Hz as the attack frequency.
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Figure 4.7.: Schematic illustration of the dislocation clearing effect where a mobile dislocation anni-
hilates with one immobile dislocation of a dipole by which the third dislocation becomes
mobile again [68]
The third contribution is the so called clearing effect which describes the interaction of a mobile
dislocation with a dislocation dipole. In that case, the mobile dislocation annihilates with an
immobile one in the dipole and leaves the third dislocation mobile again, illustrated in figure
4.7. The effective reduction rate is described by
ρ˙i,w(clear) = 2di,w,clear
M˙
b
1
n
fi,w · ρi,w (4.21)
From these contributions, the evolution rates of dislocations in cell interior and cell walls can
be calculated by
ρ˙i = ρ˙m(lock) + ρ˙m(immo) − ρ˙i(climb) − ρ˙i(cross) − ρ˙i(clear) (4.22)
ρ˙w = ρ˙m(lock) + ρ˙m(immo) + ρ˙m(dipole) − ρ˙w(climb) − ρ˙w(cross) − ρ˙w(clear) (4.23)
4.2. Modeling the Initiation and Transient Stage of DRX
The 3IVM+ model described in the previous section corresponds to a stage III model (see chap-
ter 2.1.1), i.e. it is able to simulate and predict the deformation progress from the start of plastic
deformation up to some degree of dynamic recovery. However, at large strains, the negative
slope of the dependency of the hardening rate with stress declines which is described as stage
IV and subsequently increases and approaches zero in stage V (see figure 2.3). Although these
stages are observed for materials undergoing either dynamic recovery or dynamic recrystal-
lization, the slope in stage V is usually much steeper for dynamic recrystallization [14] which
indicates different microstructural mechanisms. As the aim of the current work is to model dy-
namic recrystallization, mechanisms leading to the steep decrease of the hardening rate at the
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onset as well as the transition to the subequent steady-state regime will be incorporated in the
model and introduced in the following. Additionally, it should be noted that the extensions are
focused on the description of single peak behavior which occurs at higher strain rates due to its
higher relevance for industrial processes.
4.2.1. Adaptation of a Previous Approach for the Onset of DRX
In the approach by Poliak and Jonas ([9], see chapter 2.3.4), the initiation of dynamic recrystal-
lization is described by irreversible thermodynamics in the form of a maximum energy storage
rate at minimum entropy production rate. From this consideration, they were able to identify the
onset of dynamic recrystallization by an inflection point in the dependency of the hardening rate
with stress, which gives the transition from stage IV to V (figure 4.8). However, the model lacks
predictive power as it always needs the recorded flow curve and a microstructural explanation
of the point of inflection. In an approach by Gottstein et al. [12], such a micrstructural descrip-
tion of the initiation of dynamic recrystallization is proposed. Here, the critical condition is set
as a conversion of cell walls to subboundaries, which assume boundary properties like mobil-
ity and thus, can interact with high angle grain boundaries. In this way, the thermodynamic
considerations get a microstructural interpretation and predictive power as the processes can be
incorporated in simulation tools like 3IVM+. The study by Gottstein et al. [12] actually in-
cluded the quoted condition in an early version of 3IVM. However, the introduction of 3IVM+
necessitated a new formulation within the source code.
Figure 4.8.: Image section of the schematic dependency of the hardening rate with stress to illustrate
the transition from stage IV to V; the solid line represents the curve shape of a material
undergoing dynamic recrystallization whereas the dashed line illustrates the extrapolated
steady-state flow stress (after [12])
In the description of Gottstein et al. [12] the processes occuring in stage IV which lead to the
flattening of the hardening rate are based on experimental observations of Gottstein and Argon
[49] and Müller et al. [69]. In these investigations, it is shown that the volume fraction of cell
walls fw decreases with increasing strain as dynamic recovery grows stronger. In this process,
the cell walls are cleaned up from redundant dislocations (not geometrically necessary) and
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condense to subboundaries. At the beginning of stage III, this decrease is compensated by the
creation of new cell walls as the steady cell size is not yet attained. At the transition to stage
IV, a constant cell size is established and the sharpening of the cell walls leads to a reduction
of their volume fraction. Consequently, the volume fraction of cell walls fw, which weights the
stress contributions from the cell walls and interior (see equation 4.10) has to become a function
of the hardening rate. In the model the reduction of the dislocations in the cell walls starts with
the onset of stage III which is preset by the corresponding flow stress as a fixed parameter. The
evolution rate of the decreasing fraction of cell walls is given as
f˙w = fw(θII) · ˙ · θII − θ
θII
(4.24)
with θII being the hardening rate at the onset of stage III. The formulation ensures the stability
of the model when the hardening rate becomes zero.
The point of inflection in the hardening curve is given as the change from stage IV to stage
V and explained by the conversion of the cell walls to subboundaries. After the cell walls are
reduced to subboundaries, it is proposed that they exhibit all properties of grain boundaries
like surface tension and mobility, i.e. they are capable to adjust to force imbalances at grain
boundary junctions. The ability to move is the critical condition which leads to a faster decrease
of the hardening rate and the occurring point of inflection. In the model, this onset is realized by
a critical volume fraction f critw which has to be attained, incorporated as a fitting parameter in the
code. In the original version of 3IVM [12], the subsequent reduction of the dislocation densities
was described by several fitting and geometric parameters. Therefore, a new formulation for the
onset of stage V and the transition from the deformed to the dynamically recrystallized structure
is introduced in the next section.
4.2.2. Extension of the Model to the Transient Stage
The transient stage of dynamic recrystallization reflects the consumption of the initial mi-
crostructure by new grains which already have their steady-state grain size. The grains are
created by the bulging mechanism whereby former high angle grain boundaries bulge in the
deformed area and form new strain free grains. The mechanism is described in detail in chapter
2.2.2.
Owing to the motion of the high angle grain boundaries and the consumption of dislocations,
a new flow stress reduction rate has to be incorporated in the model. In a straight forward
approach, the reduction of the dislocation density is determined by the relative volume change
of the deformed grain Dde f .
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Figure 4.9.: a) Sketch of the bulging of a high angle grain boundary with the velocity v which moves
along the distance dr. Dde f represents the grain size of the deformed initial grain and Dsub of
the subgrain; b) Simplified representation of the area reduction due to the necklace formation
of recrystallized grains
dρ = ρ · 6dr
Dde f
(4.25)
Here, dr is the distance that a moving boundary with the velocity v can travel in a time step
dt. The occurring process is schematically depicted in figure 4.9. The velocity is defined as the
product of the mobility of a boundary m and the driving force p of the motion. p is assumed to
be equivalent to the driving force of continuous grain growth because both processes originate
from an unbalanced junction distribution. It is described by
p =
2γ
R
=
2γgb
κ · Dsub (4.26)
where γgb is the specific grain boundary energy and R = κ · Dsub the radius of curvature of the
subgrains Dsub which determine the junction distribution in the case of dynamic recrystalliza-
tion. κ is a geometry factor set to 5 in the code due to the small size of subgrains. As a result
the reduction rate of the dislocation density due to mobile grain boundaries is realized by
ρ˙m,i,w(mob) = αm,i,w
m · γgb
Dde f · Dsubρm,i,w (4.27)
αm,i,w distinguishes between the impacts of the reduction on the different dislocation densities.
As the equation describes the motion of the grain boundary over the grain area, the constant
αm,i = 1. In contrast, αw = 1fw(θ) since the relative amount of cell walls on the consumed area
has to be considered. The subgrain size Dsub is estimated in the code by the well known relation
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to the steady-state flow stress σs, given in chapter 2.1.2, equation (2.10). Furthermore, the
temperature dependence of the grain boundary mobility has to be taken into account, which is
described by the Nernst-Einstein equation [15]
m =
b2 · Dgb0
kT
· exp
(
−∆Gmob
kT
)
(4.28)
where Dgb0 is the prefactor of the diffusion coefficient for jumps through the grain boundary and
∆Gmob the activation energy for the motion, which is a fitting parameter in the program based
on the measured activation energy for continuous growth in chapter 5.3.2.
Finally, the change of the grain size has to be considered in the model. As the deformed grains
are consumed by necklaces of new grains and steadily diminished by dri in every time step, the
mean grain size is calculated as a weighted average of old and new grain sizes.
D¯ = (1 − x) ·
D0 − 2 ∑
i
dri
 + x · DDRX with x = 2 ∑i driD0 (4.29)
where D0 is the initial grain size and DDRX the dynamically recrystallized grain size. DDRX is
calculated via the physical relationship to the steady-state flow stress described in chapter 2.3.7,
equation 2.57.
4.3. Results
After the extension of the model to incoporate dynamic recrystallization, its applicability was
tested. At first, experimental flow curve data was processed and physical parameters listed in the
required data files. Subsequently, fitting procedures to adjust the model parameters mentioned in
the last section were conducted. After completion of these preconditions, the actual simulations
for different strain rates and temperatures were performed. As mentioned, the simulations were
focused to the case of flow curves with single peak behavior which occurred in alloy 800H (see
chapter 3.2.2). The results are displayed and described in section 4.3.2.
4.3.1. Fitting Parameters and Procedure
The equations in the previous section are based on physical relationships and have to cope with a
wide range of chemical, microstructural, temperature and deformation related influences. Some
of the physical parameters can be used as fixed values as they are independent of deformation
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related influences or have explicit dependencies (e.g. temperature dependence of the shear
modulus). They are listed in table 4.1. However, most of the parameters are on the one hand
difficult to measure and on the other hand dependent on at least one of the mentioned influences.
Therefore, these parameters were fitted in the subsequently described procedure for the flow
curve section prior to the onset of dynamic recrystallization (exemplarily shown in figure 4.10a)
and listed in table 4.3 along with their used range.
Table 4.1.: Constant parameters
Parameter Unit Value Description
b [nm] 0.258 burgers vector
G0 [MPa] 73400 shear modulus at reference temperature
T (G0) [K] 293 shear modulus reference temperature
αT [MPa/K] 28.64
temperature derivative of the shear modulus for alloy
800H [52]
Dvac0 [m
2/s] 1.3 · 10−4 vacancy diffusion coefficient
Dgb0 [m
2/s] 1.2 · 10−5 diffusion coefficient of jumps within grain boundary [70]
γgb [J/m2] 0.2 specific grain boundary energy [14]
Table 4.2.: Data set dependent parameters
Parameter Unit Value Description
f [1]
dependent on
precipitation condition
volume fraction of precipitates
css,i [1]
dependent on
precipitation condition
atomic concentration of component i in solid
solution
rmean [m]
dependent on
precipitation condition
mean radius of precipitates
M [1] 3 Taylor factor
D0 [m] 80 · 10−6 initial grain size
T [◦C] data-set dependent deformation temperature
˙ [1/s] data-set dependent applied strain rate
σ0 [MPa] data-set dependent true stress at θII
The fitting procedure used a statistical method. At first, experimental flow curves with various
set-ups including at least different temperatures and strain rates had to be provided as data sets.
Additionally, these sets had to contain various factors like alloy composition, particle size and
amount, temperature, strain rate and grain size, listed in table 4.2. In the fitting process, the
program picked random values of the fitting parameters in table 4.3 and calculated flow curves
for the given data sets. The resulting curves were subsequently compared with the experimental
curves. The quality of the chosen parameters was then rated by a function describing the error
sum of the experimental flow curves and the simulated ones. The random values were picked
for a fixed number of steps and stored in a separate file each time a new smallest value of the
error was found. After the predefined number of fitting attempts the flow curves from the best-fit
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parameters were displayed and saved.
A big advantage of this method is that the simulation is not caught in local minima for some
parameters. However, a huge number of iterations has to be made to find a suitable parameter
set. For this reason, a physically reasonable estimation has to be performed in advance to limit
the ranges of the fitting parameters and to increase their quality.
Table 4.3.: Fitting parameters
Parameter Unit
Range
min
Range
max
Description
danni [b] 1 1 distance for mobile-mobile annihilation
dlock [b] 1 1.5 distance for mobile-immobile lock formation
dimmo [b] 2 3
distance for mobile-immobile immobilization
reaction
dclear [b] 1 2 distance for mobile-immobile clearing effect
dclimb [b] 0.2 1 distance for climb recovery
fw [1] 0.15 0.2 initial volume fraction of cell walls
f critw [1] 0.1 0.15
critical volume fraction of cell walls to initiate
DRX
∆Gmob [J] 2 · 10−19 3 · 10−19 activation energy of the mobility of movingHAGB
βi [1] 200 220 factor to interpret effective spacing from ρi
βw [1] 200 220 factor to interpret effective spacing from ρw
Vcross [b3] 100 110 activation volume for cross slip
Qcross [eV] 3 4 activation energy for cross slip
Qclimb [eV] 4 5
activation energy for self diffusion (vacancy
formation and migration)
ρ0m [1/m
2] 1 · 108 1 · 1011 initial mobile dislocation density
ρ0i [1/m
2] 1 · 108 1 · 1011 initial dislocation density in cell interior
ρ0w [1/m
2] 1 · 109 1 · 1012 initial dislocation density in cell walls
τtherm,i [MPa] 10 500
hardening effect of solutes i when extrapolated
to c = 100% at T = 0 K
τatherm,i [MPa] 10 500
hardening effect of solutes i when extrapolated
to c = 100% at T → Tmelt
τprec(γ/b) [MPa] 10 10000
maximum shear stress inside a particle, particle
hardening parameter
n [1] 3 5 number of active glide systems
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4.3.2. Comparison of Experimental and Simulated Flow Curves
Subsequently, flow curves were simulated using the just described procedure. Figure 4.10b
displays the comparison between an experimental flow curve of alloy 800H deformed at 1100◦C
with a strain rate of 10−2 (gray curve) and a corresponding simulated curve (black curve) that
only contained the extensions of section 4.2.1, i.e. the reduction of the fraction of cell walls, and
the reduction of the dislocation densities after the onset of mobility. The simulated flow curve
shows good conformity to the experimental curve up to the peak stress. The corresponding
curves of the fraction of cell walls and different dislocation densities are given in figure 4.11.
Figure 4.11a shows that the incorporation of equation 4.24 results in a linear decrease of the
fraction of cell walls (dotdashed curve). From figure 4.11b - d it is evident that the incorporation
of the mobility only leads to a noticeable decrease of the dislocation density in the cell interior
which is causative for the decrease of the flow curve beyond the peak.
The integration of equation 4.29 in the model which introduces the adjustment of the grain
size to the steady-state value gives rise to the damped decrease of the flow curve to the steady-
state flow stress as displayed in figure 4.12a. The effect of equation 4.29 is also noticeable in the
change of the fraction of cell walls and the dislocation densities in figure 4.11 (solid curves). The
cell wall fraction decreases asymptotically to an almost steady-state value and the dislocation
densities exhibit a maximum approximately at the same strain value as the maximum of the flow
curve and a subsequent steady-state.
Figure 4.10.: a) Representation of the simulated flow curve (black curve) after the fitting process in com-
parison to the experimental curve of alloy 800H deformed at 1100◦C with a strain rate
of 10−2 (gray curve); b) Illustration of the incorporation of the decrease of the cell wall
fraction and of mobile subboundaries
Furthermore, the point of inflection in the curve of the hardening rate, which describes the onset
of dynamic recrystallization by Poliak and Jonas [9], was calculated for the simulated flow curve
and compared to the experimental curve, illustrated in figure 4.12b. The critical flow stresses at
the inflection points of both curves are indicated. The value of the simulated curve is about 5
MPa lower than the experimental which fits to the slightly lower flow curve in the simulation in
figure 4.12a. Additionally, the hardening curve and corresponding saturation stress of the initial
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Figure 4.11.: Illustration of the impact of the changes within the model on a) the fraction of cell walls
fw(θ), b) the dislocation density of the mobile dislocations ρm , c) the dislocation density
in the cell interior ρi , and d) the dislocation density in the cell walls ρw; the dashed line
represents the simulation using the inital model, the dotdashed line the simulation after
incorporating the reduction of the cell wall fraction and dislocation densities, and the solid
line the simulation using the model with all extensions
work hardening curve (see figure 4.10a) are displayed as the dashed line. It can be seen that the
extension of the model leads to the steep decrease in stage V that is characteristic for the onset
of dynamic recrystallization.
Figure 4.12a showed only the results of one fitted flow curve. However, the extended model
should also be able to simulate flow curves under different conditions simultaneously. This is
illustrated in figure 4.13 for concurrent simulations for different strain rates and temperatures.
The deviation between experimental and simulated flow curves increased compared to the single
curve fitting. Nonetheless, the characteristic shapes of the flow curves with single peak behavior
are well captured.
The discussion on the quality of the model extensions and the usability of the new model is
given in the following chapter.
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Figure 4.12.: a) Representation of the experimental (gray) and simulated (black) flow curve after the
incorporation of the extensions explained in section 4.2.2; b) Comparison of critical flow
stresses in the derived dependencies of the hardening rate with stress for the simulated
(black) and experimental (gray) flow curve determined by the Poliak-Jonas criterion [9]
together with the corresponding saturation stress of the initial work hardening curve
Figure 4.13.: Results of the simulations under different parameter: a) modeling of flow curves with dif-
ferent strain rates at the same temperature b) modeling of flow curves with the same strain
rate at different temperatures; full lines represent the simulated curves, dashed lines the
experimental curves
80
5. Discussion
The process of dynamic recrystallization can be divided in three characteristic stages as men-
tioned in chapter 2.2.2: onset, transient and steady-state regime, illustrated in figure 5.1. The
onset is defined as the stage from the deformation start to the initiation of dynamic recrystal-
lization including all occurring substructure changes. The transient stage describes the process
of consumption of the initial grains and comprises the single or multiple peak area of the flow
curve until the beginning of the steady-state which is characterized by the constant flow stress
and grain size.
Figure 5.1.: Stages of the process of dynamic recrystallization which are discussed in the following
sections
The evaluations of the conducted experiments and simulations are arranged to the respective
stages of the process which are presented in different sections below. Finally, a coherent model
to describe dynamic recrystallization will be drawn from the evaluated results in chapter 6.
However, the first section is concerned with the reliability of the results.
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5.1. Interpretation of the Results
5.1.1. Effects of Friction
A drawback of compression tests is the inhomogeneous shape change, noticeable as barreling,
in response to friction between sample and compression plates. The material which is displaced
from the top and bottom of the sample, is inhibited to flow to the sides and leads to an in-
consistent deformation within the sample. Figure 5.2 depicts the deviation from the applied
deformation. The result of the inhibited deformation is on the one hand an increase of the flow
stress at large strains. This is easily discernible in figures 3.17 and 3.18 for high strain rates.
At low strain rates almost no divergence from a constant flow stress is visible. It seems that the
Rastegaev geometry is able to reduce the amount of friction to an negligible amount at lower
strain rates. For this reason, only the determined steady-state flow stresses and grain sizes for
strain rates of 5 · 10−2s−1 have to be handled with care in the following discussion.
Figure 5.2.: Inhomogeneity of the local deformation z during high-friction compression. The contour
lines depict areas of similar lokal deformation. The global deformation ϕz is displayed in the
left subframe [71]
On the other hand, the inhomogeneous deformation has to be considered for the determination
of the grain sizes. Figure 5.2 suggests that the area with a deformation equal to the applied
external deformation is the center of the sample. Thus, the area of the sample center parallel or
perpendicular to the compression axis can be used for the microstructure determination. In the
work at hand, the area perpendicular to the compression axis was chosen, as shown in figure
3.11a, due to the fact that this measuring plane is comparatively large after high strains and easy
to center in the SEM in contrast to the other plane parallel to the axis which becomes smaller
after higher deformation.
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5.1.2. Quenching Rate
A prerequisite for the microstructure determination is to ensure a sufficiently high quenching
rate after deformation of the samples to freeze the microstructure.
For the compression tests in copper, samples were water quenched immediately after the defor-
mation. Due to the high thermal conductivity of copper and the small sample size, the tempera-
ture dropped to room temperature within two seconds. Figure 5.3 shows orientation images of
a quenched and an air-cooled sample after deformation. In the air-cooled sample much bigger
grains and higher amounts of annealing twins are visible. In contrast, the microstructure of the
quenched sample shows more curved grain boundaries, fewer annealing twins and a smaller
grain size which indicates that the quenching rate was sufficient to conserve the as-deformed
microstructure in copper.
Figure 5.3.: Comparison of two micrographs of copper depicting a) a sample after immediate quenching
and b) a sample that was slowly cooled
For the compression tests in alloy 800H, a temperature curve of the helium quenching had been
recorded, using a NiCr/Ni thermocouple in the middle of the sample, to determine the cooling
rate after deformation. The complete quenching curve is given in figure 3.8, chapter 3.1.3. An
extract of the first 50 s of the curve is shown in figure 5.4. The quenching starts at t0 at a
temperature of 1100◦C, immediately after the end of deformation. From t0 to t1 a very high
quenching rate is achieved that can be described by a linear approximation with a slope of 78
K/s. After t1 the cooling rate decreases. At about 20 s a peak is noticeable in the curve that
appears in response to the start of the helium pump which maintains the helium flow in the
chamber.
The critical part of the quenching is the steep decrease below 1000◦C which constitutes the
onset temperature of the precipitation of titanium and chromium carbides. These carbides form
preferentially at grain boundaries and thus restrain the boundary mobility and freeze the mi-
crostructure. The critical temperature is reached after one or two seconds of quenching. Hence,
no further recovery or recrystsallization should occur. Figure 5.5 displays two microstructures
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Figure 5.4.: Extract of the first 50 s of the quenching curve displayed in figure 3.8
for further prove. Figure 5.5a shows an orientation image of a quenched sample whereas figure
5.5b displays the image of a sample which was slowly cooled in the vacuum chamber. Similar
to copper, the slowly cooled sample consists of much larger grains with higher amounts of an-
nealing twins compared to the quenched sample. Therefore, the quenching rate is considered as
sufficient.
Figure 5.5.: Comparison of two micrography of alloy800H which depict a) a sample after immediate
quenching and b) a sample that was slowly cooled
5.2. The Onset of Dynamic Recrystallization
Over the past decades many investigations were performed to determine and predict the ini-
tiation of dynamic recrystallization as for instance reviewed by Doherty and co-workers [4].
As described in chapter 2.2.2, the onset cannot be easily read off the flow curve. At the first
maximum of the curve, deformation induced hardening and recrystallization induced softening
just compensate each other which necessitates the onset to occur at a lower strains. This strain
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is inaccurately proclaimed as the critical strain to initiate dynamic recrystallization by many
researchers [2, 4]. Correctly, it is the strain at which critical conditions are present. A method
to determine the onset of dynamic recrystallization without a critical strain has been introduced
by Poliak and Jonas [9] which is explained in detail in chapter 2.3.4. The model proposes that
the onset corresponds to a thermodynamic instability of the microstructure which means that
a local maximum of stored energy is reached while a minimum rate of entropy production is
likewise attained. This condition is met when
∂
∂σ
(
−∂θc
∂σ
)
= 0 (5.1)
which corresponds to a point of inflection in the dependency of the hardening rate θ(σ) with the
flow stress. Figure 5.6 displays an example for the determination in copper deformed at 500◦C
with a strain rate of 10−2s−1. The black line depicts the hardening rate and the dashed line its
negative derivative. The point of inflection in the hardening curve can be easily distinguished
from the minimum of the derivative and corresponds approximately to a deformation of about
12 % strain in the corresponding flow curve which is drawn as the gray line in the figure. A
micrograph of a sample deformed to 12 % actually displays new grains at the grain boundaries
which are highlighted in the figure. However, the example can only demonstrate that the method
allows a fast way to estimate the onset of dynamic recrystallization due to the fact that the
determination of the initiation of dynamic recrystallization using electron micrographs is almost
impossible as the probability to detect the first nucleus within a sample is vanishingly low.
However, the considerations of Poliak and Jonas [9] lack a microstructural explanation of the
point of inflection. For this reason, a modeling attempt to describe the microstructure evo-
lution leading to the onset of dynamic recrystallization was performed in chapter 4.2. The
3-Internal-Variables-Model (3IVM+) that uses the dislocation densities of mobile dislocations
and immobile dislocations in the cell walls and cell interior was extended to contain experi-
mental observations of Gottstein and Argon [49] and Müller et al. [69]. The studies showed a
reduction of the fraction of cell walls with increasing strain over the course of dynamic recov-
ery which results in a slower decrease of the hardening rate. Estrin and co-workers [17] could
demonstrate that the incorporation of a decreasing cell wall fraction in a work-hardening model
leads to a reduced decrease of the hardening rate. Furthermore, Gottstein et al. [12] claimed that
the condensation finally led to a conversion of the cell walls to subgrain boundaries. Subgrain
boundaries are essentially low angle grain boundaries with respective properties like surface
tension and mobility. Therefore, they may exert a drag on high angle grain boundaries which
results in a bulging of these boundaries and thus a reduction of the dislocation densities.
The reduction of the fraction of cell walls to portray the impact of dynamic recovery and the
subsequent initiated mobility at a critical fraction that represents the conversion to subgrain
boundaries were incorporated in the model. The effect of these extensions are depicted in fig-
ures 4.10b and 4.11. The shape of the flow curve can be reproduced to the maximum of the
flow stress and figure 4.12b shows that the point of inflection can also be simulated. How-
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ever, the behavior after the peak deviates from the experimental curve. Besides, the extensions
led to a linear decrease of the cell wall fraction which contradicted the experimentally found
asymptotic decrease [69] and only to a decrease of the dislocation density in the cell interior.
As further extensions were incorporated in the model to simulate the transient stage of dynamic
recrystallization, the evaluation of all extensions is given in the next section.
Figure 5.6.: Determination of the onset of dynamic recrystallization according to the criterion by Poliak
and Jonas [9] in copper deformed at 500◦C with a strain rate of 10−2s−1 with the flow curve
depicted as the gray curve, the hardening rate as black curve and its negative derivative as
the dashed black curve
5.3. The Transient to Steady-State
5.3.1. Bimodal Grain Size Distribution
The transient stage of dynamic recrystallization covers the single or multiple peak part of the
flow curve and the transition from the initial to steady-state microstructure. The occurrence of
either single or multiple peak behavior is phenomenologically explained by Sakai and Jonas [6]
using their relative grain size model, which is shortly explained in chapter 2.2.1. Single peak
behavior occurs in coarse grained (D0 > 2DDRX) and multiple peak behavior in fine grained ma-
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terials (D0 < 2DDRX). Hence, the critical condition in their concept is only the amount of space
for the recrystallized grains or rather the number of nucleation sites within the initial grains.
For coarse grained material the nucleated grains form necklace layers along the grain bound-
aries that successively consume the initial microstructure (see figure 2.6). For this condition it
was also found [6, 53] that the first necklace layer already possesses the steady-state grain size.
On the contrary, Sakai and Jonas stated that nucleated grains impinge in fine grained materials
before their steady-state size can be reached, similar to the nucleus growth in static recrystal-
lization. This successive change of the grain size then results in oscillating flow curves.
Figure 5.7.: Grain size distribution of copper samples deformed deformed with 10−2s−1 at 450◦C to 23
% and 90 %: relative frequency for a) 23 % and b) 90 % deformation; relative area fraction
for c) 23 % and d) 90 % (related to the total area)
In chapter 3.2.3 the microstructure evolution of copper was presented exemplarily for the se-
ries of tests at 450◦C and 10−2s−1 where the corresponding flow curve showed a multiple peak
behavior (see figure 3.17). The evolution of the appertaining average grain sizes demonstrated
the adjustment to the steady-state grain size. However, it was emphasized that for the partly
recrystallized sample as for instance after 23 % strain, which is located shortly after the first
peak, a calculation of the average grain size is hardly meaningful as the microstructure is com-
posed of initial deformed and new recrystallized grains. As demonstrated by Frommert [53] for
alloy 800H, a plot of the relative area fraction of grains against the grain size is more suited to
accentuate the bimodal grain size distribution in the material. Therefore, the same kind of plot
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was applied for the partly recrystallized copper sample, shown in figure 5.7 in comparison to the
grain size distribution after 90 % strain. The average grain size after 23 % strain was determined
as 19.9µm which is significantly higher than the steady-state grain size of 17.3µm. However, if
the relative area fraction of the grains in figure 5.7c is taken into account, a high area fraction of
grain sizes above 70µm is recognizable. From a comparison of the relative area fraction after 23
% and 90 % strain, the fraction of grains above 70µm seems to belong to the initial microstruc-
ture. Therefore, the mean grain size of just the smaller grains (≤ 70µm) was calculated and
resulted in a value of 17.4µm which matches the steady-state grain size very well. It may thus
be concluded that the nucleated grains likewise possess the steady-state size although a multiple
peak behavior of the flow curve occurred. As the ratio between initial and steady-state grain
size in the present case is slightly lower than the proposed ratio of two by the relative grain
size model of Sakai and Jonas [6], their criterion of grain refinement or coarsening depending
on single or multiple peak behavior as well as the assumption of grain impingement does not
seem to be generally valid. The given distribution of the grain area fraction (figure 5.7c) showed
some initial grains with much larger size than average. From this it may be followed that the
steady-state grain size is at least partly attained in the first cycle of nucleation.
However, the discussion in the following sections will be restricted to the case of single peak
behavior and the direct attainment of steady-state in one recrystallization cycle because of its
higher importance for industrial processes.
5.3.2. Activation Energy of Grain Boundary Migration
The transient stage is described as the consumption of the initial microstructure by the formation
of subsequent necklaces of recrystallized grains with steady-state size which naturally implies
the motion of grain boundaries. In a straightforward approach the activation energy of the
migrating grain boundaries is determined from the corresponding strain (or rather time) interval
in the flow curve. The validity of the approach is evaluated by a comparison to the determined
activation energy of the boundary migration in normal grain growth.
Figure 5.8.: a) Schematic single peak flow curve that depicts the transient stage between the strain at the
onset of dynamic recrystallization c and the onset of the steady-state regime s; b) schematic
illustration of the neckace formation with recrystallized grains of the size DDRX that consume
an initial grain with the radius r
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The transient stage comprises the strain interval between the onset of dynamic recrystallization
c and the onset of the steady-state regime as illustrated in figure 5.8a. When the newly formed
grains within one necklace are assumed to nucleate at the same time and to possess the steady-
state grain size DDRX, the number of necklaces n to consume an initial grain with radius r
completely can be easily determined as the ratio of the initial grain radius to the steady-state
grain size, sketched in figure 5.8b. Applying the assumption of a constant velocity of migrating
grain boundaries due to random texture, a constant amount of time tDRX or strain ˙ ·tDRX would be
required to create each new necklace layer. The time for the consumption of the grain structure
by the necklaces can thus be described as
∆t = n · tDRX = s − c
˙
(5.2)
The velocity of a migrating boundary is then calculated as
v =
n · DDRX
∆t
= v0 · exp
(
−Qmig
kT
)
(5.3)
where v0 is a prefactor and Qmig the activation energy of the migrating grain boundary. By means
of the recorded flow curves of alloy 800H at 1100◦C and 1150◦C, which are depicted in chapter
3.2.2, figure 3.18, and the determined grain sizes, the activation energy can be estimated.
The onset stress and corresponding strain were determined from the point of inflection in the
curve of the hardening rate using the method of Poliak and Jonas [9]. The onset of the steady-
state regime was read off the flow curve as the beginning of a constant flow stress (see dashed
line in figure 5.8a). All strain and stress values obtained are listed in the appendix in table A.1.
The initial grain sizes were additionally determined for the calculation because samples were
homogenized for 30 min before testing which should have led to some grain growth. The values
were measured to 79.9±5.9µm for 1100◦C and 101.3±10.3µm for 1150◦C. Using equations 5.2
and 5.3, the velocities at 1100◦C and 1150◦C were calculated and subsequently plotted against
the inverse temperature to determine the slope which represents the activation energy divided
by the Boltzmann constant.
lnv = lnv0 − Qmigk ·
1
T
(5.4)
The plot for all applied strain rates is displayed in figure 5.9. The activation energy for each
strain rate was calculated and listed in table 5.1. The average activation energy for grain bound-
ary migration could hence be calculated as 1.4 eV.
To evaluate the applicability of the presented approach, the activation energy of boundary mi-
gration is additionally determined from annealing experiments conducted in chapter 3.4.
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Figure 5.9.: Plot of the velocity of migrating boundaries against the inverse temperature for all applied
strain rates on alloy 800H with the corresponding slopes indicated
˙[s−1] 5 · 10−2s−1 10−2s−1 5 · 10−3s−1 10−3s−1 5 · 10−4s−1
Qmig[eV] 1.53 1.30 1.22 1.43 1.40
Table 5.1.: Calculated activation energies of grain boundary migration for the different strain rates
In the orientation images of the microstructure after different annealing times, given in figure
3.27, high amounts of annealing twins are visible, which is typical in low stacking fault ma-
terials. Unfortunately, these twins hindered a straightforward determination of the grain sizes
as twins were defined as separate grains which would have led to a decreasing grain size with
increasing annealing time. Therefore, an algorithm for the MTEX toolbox [62] was developed
to detect the present twins and determine the size of the actual grains. The procedure used
the aspect ratio of all detected objects of the structure to obtain and separate the twins. The
aspect ratio describes the ratio between the longest and shortest side of a two-dimensional ob-
ject. Therefore, spheres or cubes have an aspect ratio of one. As can be seen in figure 5.10a
and c, annealing twins are usually long and narrow objects which result in aspect ratios greater
than one. In the applied algorithm objects with aspect ratios above 1.8 were eliminated and the
empty space filled with their surrounding neighbors. In cases with moderate amounts of twins,
this procedure mostly led to a merge of the actual grains as shown in figure 5.10b for the case
of two hour annealing at 950◦C. However, especially when multiple twinning events took place
within one grain, as frequently occurring at higher annealing times (see figure 5.10c), the algo-
rithm produced smaller grains than expected due to smaller merged areas as evident in the listed
grain sizes in table 3.12. Therefore, only grain sizes after annealing times of two and four hours
were used to determine the activation energy of grain growth. However, the obtained grain size
values should be taken with care as the algorithm may not be able to rebuild all grains and thus
result in too small grain sizes.
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Figure 5.10.: Exemplary illustration of the application of the described algorithm to detect and merge
twins on two annealing samples: a) + b) 950◦C after 2 h, c) + d) 1000◦C after 8 h; a) + c)
before, b) + d) after the merge
In chapter 2.1.4 a growth law for normal grain growth was presented (equation (2.17)) which is
further explained at this point to demonstrate the relationship with its activation energy and the
procedure to determine the energy from the experimental results.
The velocity of a moving grain boundary essentially represents a grain size change with time.
Additionally, the velocity can likewise be determined as the product of its mobility and the
present driving force which are given in equations (2.12) and (2.16). If the curvature of the
moving boundary is assumed as a multiple of the grain size D, the velocity is given as
v = α · dD
dt
= m · p = m · 2γ
β · D (5.5)
where α and β are proportionality constants. From this, the growth law is deduced as
D2 − D20 =
4γ · m
αβ
t = Kt (5.6)
The slope K can be further solved by incorporating the temperature dependence of the mobil-
ity.
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K =
4γ · m
αβ
=
4γ · m0
αβ
exp
(
−QnGG
kT
)
(5.7)
with m0 as a prefactor. The activation energy is then obtained from the ratio of the slopes for
two different temperatures.
QnGG = k · ln
(
K2
K1
) (
1
T1
− 1
T2
)−1
(5.8)
Figure 5.11 depicts the plot of the determined (squared) grain sizes at 950◦C and 1000◦C after
annealing times of two and four hours. The calculated activation energy results in 1.3 eV which
is very similar to the obtained value of boundary migration in dynamic recrystallization. How-
ever, as mentioned in chapter 2.1.4, the growth exponent of two is almost never found in real
materials. Therefore, the same calculation was performed for a growth exponent of four (which
corresponds to n = 0.25 in chapter 2.1.4) which resulted in an activation energy of 1.6 eV which
is still in good agreement with the value of boundary migration in dynamic recrystallization.
Based on the similarity, the determined energy from the flow curve evaluation can be consid-
ered as the activation energy of grain boundary migration which facilitates the calculation for
future simulation attempts.
However, the calculated energies for both processes should be taken cautiously as especially the
determination of the grain sizes may have led to deviations.
Figure 5.11.: Plot of grain growth (squared grain size) at 950◦C and 1000◦C against annealing time along
with the indicated slopes
92
5.3. THE TRANSIENT TO STEADY-STATE
5.3.3. Evaluation of the Model Extensions
The extensions to the initial work hardening model 3IVM+ to describe the transient stage of dy-
namic recrystallization comprised the adjustment of the grain size to the corresponding steady-
state value along with the already mentioned introduction of a decreasing fraction of cell walls
and the incorporation of mobile subgrain boundaries to initiate the dislocation density reduc-
tions (see chapter 4.2). The incorporation of all contributions resulted in simulated flow curves
displayed in figures 4.12a and 4.13 that were in good accordance to the corresponding experi-
mental flow curves. The mathematical descriptions for the model extensions that were given in
section 4.2 applied some assumptions that shall be evaluated in the following.
At first, the formerly constant fraction of cell walls fw was adapted to be dependent on the
hardening rate to account for experimental observations [49, 69], mentioned in the last section.
The dependence on the hardening rate is a reasonable assumption since dynamic recovery which
enables condensation of cell walls and rearrangements to low energy configurations, grows
stronger with increasing strain [12] and the subgrain size changes only little with strain after
large deformations [14]. Therefore, the condensation processes must lead to a decrease of the
cell wall volume fraction. As can be seen in figure 4.11a, the extended model allows for an
asymptotic decrease of the cell wall fraction which complies with the experimental results by
Müller and co-workers [69].
Secondly, a conversion of the cell walls to mobile subgrain boundaries in consequence of the re-
duction has been proposed [12] and incorporated in the model. The conversion seems reasonable
because the condensed cell walls are mostly only comprised of geometrically necessary dislo-
cations that compensate the misorientations of neighboring cells and can therefore be referred
as subboundaries. As mentioned before, subgrain boundaries are essentially low angle grain
boundaries with the respective properties like surface tension and mobility. This means that
they are able to adjust to a force imbalance at grain boundary junctions which is experimentally
verified in different studies [20, 49, 72]. Therefore, the often described bulging process may
take place as a resulting motion of high angle grain boundaries to cope with that imbalance.
When the boundaries move, they incorporate and annihilate the dislocations of the passed cell
structure. For this reason, a new reduction rate that represents the moving boundaries was in-
troduced in the model which accelerated the decrease of the hardening rate and the transition to
stage V of the hardening behavior.
In the model, the velocity of the migrating boundaries is described by the product of their
mobility and driving force as explained in chapter 2.1.3. The mobility is calculated by the well-
known Nernst-Einstein equation which is premised on the physical concept of boundary motion
via atom jumps from one grain to the other and contains a temperature dependence to enable
concurrent simulations for different temperatures as demonstrated in figure 4.13. For the acti-
vation energy of the grain boundary motion, the above determined value from the evaluation
of the transient stage of the flow curves in section 5.3.2 was applied. However, the energy was
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incorporated in the model as a fitting parameter, setting the range according to the determined
energy, to account for the measuring uncertainties. The driving force of the boundary migra-
tion was adapted from normal grain growth (equation (2.16)) because the process of bulging is
ascribed to an imbalance at the junctions of subgrain and high angle grain boundaries. This is
similar to the imbalance at triple junctions as the reason of curved grain boundaries leading to
normal grain growth (see section 2.1.4). However, it should be noted that the curvature of the
bulging high angle boundary is related to the subgrain size in the case of dynamic recrystalliza-
tion as the junction imbalance is occurring at the interface of the subgrain network and the prior
high angle boundary as depicted in figure 4.9a.
The reduction of the dislocation densities as consequence of the grain boundary motion is mod-
eled in a straight forward approach. The velocity of the boundaries can be assumed constant
because of the restrictions of 3IVM+. As the model allows no spatial resolution, all properties
are averaged over the entire structure. Therefore, the velocity can be defined for the sake of con-
venience as the distance dr that boundaries move during a time interval dt. The hereby passed
volume dV results in the reduction of the dislocation density dρ. When grains are assumed as
spheres, the relative volume change, as illustrated in figure 4.9b, can be expressed as
dV
V
=
d
(
4
3pir
3
)
4
3pir
3
=
4pir2dr
4
3pir
3
=
3dr
r
=
6dr
DDe f
(5.9)
A subsequent substitution of dr by incorporating the relations of the velocity explained in the
last paragraph then results in the reduction rates of the dislocation densities given in equation
4.27. For the reduction rate of the cell walls an additional prefactor was applied to consider the
cell network. Although the grain boundary movement is assumed to originate from the junction
imbalance between high angle and mobile subboundaries, dense cell walls still exists in large
parts of the microstructure. Therefore, the fraction of cell walls within the swept grain area has
to be taken into account.
Finally, the adjustment of the grain size to a steady-state value, which is experimentally estab-
lished, was incorporated in the model. The calculation of the grain size was implemented as
a simple arithmetic average of the size of deformed and recrystallized grains. Thus, the con-
cept presupposes the condition of a necklace formation with grains of the steady-state size that
consume the initial microstructure and lead directly to the establishment of the steady-state.
Therefore, the model approach is only valid for coarse grained materials and single peak behav-
ior as explained in section 5.3.1. The recrystallized grain size was determined using the physical
relationship between steady-state flow stress and grain size, given in equation 2.57. The rela-
tionship is introduced in the concept of Frommert and Gottstein [13] and further discussed in
chapter 5.4.1. Owing to the restriction of necklace formation, the model focuses automatically
on grain refinement situations which is reasonable because industrial processes usually work
with high strain rates that are supposed to result in fine grain structures.
It should be noted that the 3IVM+ model has no spatial resolution and thus does not give
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any information on the distribution of microstructural properties. However, the conversion to
mobile subboundaries is a local phenomenon, first occurring near high angle grain boundaries as
a consequence of higher recovery rates through faster diffusion paths. Therefore, the presented
model makes the tacit assumption of a heterogeneous system.
5.4. The Steady-State Regime of Dynamic Recrystallization
5.4.1. Grain size sensitivity
After the transient regime in which the initial microstructure is consumed and a new grain
structure and size are adjusted, the steady-state regime is reached. Here, the flow stress stays
constant as can be seen in figures 3.17 and 3.18. Additionally, early investigations already found
that the grain size likewise remains constant even though the grains are constantly deformed
and nucleated [2]. An empirical description of the relationship as a power law of σs = K ·
D−αDRX was proposed by Luton and Sellars [5]. However, usually α is some real number with no
particular meaning and with different values for every material. Moreover, the power law only
reflects a monotonic functional behavior and not necessarily a physical principle. In a recently
published study by Frommert and Gottstein [13] the grain size dependence of the flow stress
was interpreted in terms of a grain size sensitivity of the flow stress as explained in chapter
2.3.7. Part of the work in hand was to corroborate the hypothesis by extending the experimental
data base to also include different materials and temperature changes besides strain rate jump
tests.
In the model by Frommert and Gottstein [13] it is stated that, during a steady-state deformation,
the flow stress depends on both the deformation conditions (˙,T ) and microstructure (DDRX), i.e.
σ = σ1(˙,T ) + σ2(DDRX). Experimentally, the two parts can be separated using abrupt changes
of the deformation conditions which may be comprehensible with the following considerations.
The deformation at high temperatures can be described by four experimental variables: flow
stress σ, strain rate ˙, temperature T, and a structure parameter S that represents the microstruc-
ture including grain size D, subgrain size Dsub, orientation ϕ and dislocation density ρ [44].
Three of four of the variables are independent of each other which leads to a relation of the flow
stress to the other variables of
σ = σ (˙,T, S ) (5.10)
The strain rate and temperature dependence, incorporated into the Zener-Hollomon parameter
(see equation (2.9)), of the steady-state flow stress is given by the empirical equation
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Z = C1sinh (C2 · σ)n (5.11)
where C1,C2 and n are constants [14]. The relationships of the flow stress to the structure pa-
rameter are given by the Taylor equation (σ ∼ √ρ, see equation (2.7)), Hall-Petch equation
(σ ∼ D−1/2, [15]), and the relation to the subgrain size (σ ∼ D−1sub, see equation (2.10)). There-
fore, a change of the deformation conditions or the structure has to result in an adjustment of
the flow stress.
Figure 3.25 depicts exemplary strain rate jump tests on alloy 800H between strain rates of
10−2s−1 and 10−3s−1 at 1100◦C. Both flow curves show an instantaneous rise or drop to a stress
value above (49 MPa, frame a) or below (62 MPa, frame b) the steady-state flow stress of the
new deformation conditions. The reason for the gap to the new steady-state is discussed in
the next paragraph. In image sections shown in figure 5.12, it is evident that the immediate
change corresponds to the change of the strain rate which is displayed as the red curve in the
bottom part of the frame. Furthermore, an overshooting of the strain rate and and the flow
stress which originates from the delay of the control system is visible. After this sudden rise
or drop, a continuous change of the flow stress in the form of a single maximum or minimum
to the steady-state value of the new strain rate follows. This second part can be attributed to
the adjustment of the microstructure to the new strain rate. Moreover, the oscillation to the
higher strain rate (figure 3.25b) resembles the first maximum of the flow curve under constant
conditions which suggests similar microstructural processes to adjust to the new conditions as
at the onset of dynamic recrystallization. In figure 5.12 the relevant flow stresses at the jump
for the following evaluation are marked, which are the steady-state stresses for both conditions
(σs,1, σs,2) as well as the flow stress at the transition from the instantaneous to the continuous
change (σt).
Figure 5.12.: Image sections of the exemplary strain rate jump tests on alloy 800H samples between strain
rates of 10−2s−1 and 10−3s−1 at 1100◦C shown in figure 3.18 with the relevant steady-state
(σs,1, σs,2) and transient flow stresses (σt) indicated; corresponding flow curves at constant
strain rates added as gray curves and strain rate curve as red curve
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The reason for the gap to the steady-state stress at new conditions after the immediate drop or
rise originates in the relationship given in equation 5.10. The change of the deformation condi-
tions leads to a direct response of the flow stress. However, the old grain structure still remains
which results in the higher (frame a) or lower (frame b) flow stress according to the Hall-Petch
equation. The subsequent adjustment of the grain size to the new steady-state gives rise to the
continuous change of the curve. For this reason, the shape of the curve resembles the transient
regime of flow curves with constant conditions.
Thus, the instantaneous drop or rise of the flow stress ∆σ1(˙,T ) =
∣∣∣σs,1 − σt∣∣∣ constitutes the
change of the deformation conditions at constant microstructure and the subsequent continuous
change ∆σ2(dDRX) =
∣∣∣σt − σs,2∣∣∣ the adjustment of the microstructure or more precisely the dy-
namic recrystallized grain size at constant strain rate. Therefore, the second part can be referred
to as the grain size sensitivity of the flow stress as it is only dependent on the difference of the
dynamically recrystallized grain sizes during steady-state deformation prior to and subsequent
to the change of the deformations conditions.
The transition from the deformation dependent to the grain size dependent part is very pro-
nounced in alloy 800H and thus easy to track. By contrast, the transition in copper is more
difficult to distinguish as the kinks between the two contributions are not that obvious as can be
seen in figure 3.24, especially in frame b. Therefore, the flow stress and strain rate are plotted
against time in the image sections of the jumps displayed in figure 5.13 to emphasize the curve
progression. The plot against time visualizes the correspondence of the immediate drop along
with some overshooting between the flow stress and the strain rate better and enables an easier
detection of the transition values which are σt = 60MPa in frame a and σt = 57MPa in frame
b. Additionally, the steady-state flow stresses for both deformation conditions are marked in the
figure.
Figure 5.13.: Image sections of the exemplary strain rate jump tests on copper samples between strain
rates of 10−2s−1 and 10−3s−1 at 500◦C shown in figure 3.17 with the relevant steady-state
(σs,1, σs,2) and transient flow stresses (σt) indicated; corresponding flow curves at constant
strain rates added as gray curves and strain rate curve as red curve
The evaluation of the performed temperature jump tests on alloy 800H, which are displayed in
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figure 3.26, turned out to be more complicated due to the slower change of the temperature and
thus of the flow stress. First of all, the temperature could not be measured concurrently to the
recording of the stress-strain curves as the thermocouple within the sample would have falsified
the flow curve. Hence, the temperature curve could not be used as reference curve. Moreover,
the temperature change took about 90s for a temperature increase or 150s for a decrease of 50K
(see figure 3.6). Therefore, only the lowest strain rates of 5 · 10−4s−1 and 10−3s−1 could be used
to achieve fast temperature changes with respect to the elapsed strain during that time. Still, the
beginning of the grain size adjustment could have been initiated already during the temperature
change which has to be taken into account for the reliability of the results.
Figure 5.14.: Temperature jump tests on alloy 800H samples between temperatures of 1100◦C and
1150◦C at a strain rate of 5 · 10−4s−1 with the relevant steady-state (σs,1, σs,2) and transient
flow stresses (σt) indicated; corresponding flow curves at constant temperatures added as
gray curves and hardening rate curve as red curve
The transition between temperature dependent and grain size dependent part was thus defined
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using the strain hardening rate θ = dσ/d (bottom curve in figure 3.26). As evident from the
curves, an increase of the temperature led to a minimum in the hardening rate and a temperature
decrease to a maximum. The extrema were interpreted as the transition points between the
temperature dependent and the grain size dependent part which is explained using the relation
(5.10). During steady-state the hardening rate stays zero due to the dynamic equilibrium of the
structure. When the temperature is changed, the flow stress responds immediately which of
course also results in a steep in- or decrease of the hardening rate. The extremum is reached
when the corresponding stress regarding the new deformation conditions is attained and the
hardening rate returns immediately to almost zero. After that, the flow stress changes only
slightly when the grain size adapts to the new microstructure conditions as evident in the strain
rate jump tests. There, the microstructure dependent contribution is much smaller than the
deformation dependent part which may also be assumed here, due to the fact that the temperature
jump tests are conducted in the same temperature range as the strain rate jump tests. However,
the change in the hardening rate after the peak is superimposed by the scatter in the curves
which inhibits a direct observation.
The steady-state flow stresses as well as the flow stress at the transition are marked in figure
5.14. However, the validity of the determined transition points has to be treated with caution as
the noise in the curves results in a broadened peak in the hardening rate.
As mentioned above, the continuous change ∆σ2(dDRX) =
∣∣∣σt − σs,2∣∣∣ that is attributed to the
adjustment of the grain size, is referred to as the grain size sensitivity of the flow stress. The
extracted values from the conducted strain rate and temperature jump tests on alloy 800H are
plotted in figure 5.15 against the steady-state grain sizes after the jumps which are listed in
table 3.8 together with former data from Frommert and Gottstein [13]. In the original paper a
misleading notation was used in the derived equation and the corresponding figure. Therefore,
their data is redrawn in figure 5.15 to allow a direct comparison to the current results. For the
performed strain rate jump tests on copper, the extracted values are plotted in figure 5.16 against
the corresponding steady-state grain sizes listed in table 3.7.
The error bars in the diagrams reflect the uncertainties of the grain size and stress determination.
The mean error of the grain size determination has been discussed in chapter 3.2.3 and estimated
to ±0.5µm. However, the error bars were conservatively set to ±1.5µm for the obtained values
of the strain rate jump tests and ±2.0µm for the temperature jump tests with respect to the
higher deviations at lower strain rates. For the grain size sensitivity the deviations of steady-
state flow stresses of about ±1.5MPa, which were obtained in chapter 3.1.3, were taken into
account. Similar to the grain size values, the error bars were cautiously estimated to ±2.0MPa
for the strain rate jump tests and ±2.5MPa for the temperature jump tests to account for the
overshooting of the strain rates and the broad peaks of the hardening rates.
The diagrams show that the experimental results of this investigation comply with the theoret-
ically proposed physical relationship presented in chapter 2.3.7 between the steady-state flow
stress σs and the dynamically recrystallized grain size DDRX
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Figure 5.15.: Grain size sensitivity of the flow stress for alloy 800H obtained from strain rate and tem-
perature jump tests (corresponding stress values listed in table A.2)
Figure 5.16.: Grain size sensitivity of the flow stress for copper obtained from strain rate jump tests
(corresponding stress values listed in table A.3)
ln
∣∣∣∣∣ ∆σ2∆DDRX
∣∣∣∣∣ = A − 2ln (DDRX) i.e. σs = CDDRX (5.12)
where A and C are constants that depend on the material. A slope of −2 can be derived from the
experimental results with respect to experimental scatter. The equation resembles the relation-
ship between the flow stress and the subgrain size during recovery (σ ∼ D−1s , equation (2.10))
which supports the hypothesis of the model of Frommert and Gottstein [13] that the dynamic
recrystallized grain size dependence of the steady-state flow stress is strongly coupled to the
dependence of the flow stress on the subgrain size and corroborates the intimate relation of dy-
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namic recrystallization to the substructure development. The dependency is further explained
in chapter 6.
Figure 5.17.: Strain rate jump tests on alloy 800H samples between strain rates of 5 · 10−2s−1 and 5 ·
10−4s−1 at 1100◦C; corresponding flow curves at constant strain rates added as gray curves
and strain rate curve as red curve
Figure 5.18.: Strain rate jump tests on copper samples between strain rates of 5 · 10−2s−1 and 5 · 10−4s−1
at 450◦C with the corresponding flow curves at constant strain rates added as gray curves
and strain rate curve as red curve; b) depicts an extract of flow curve (a) plotted against time
to highlight the kink in the curve
In figure 5.15 three outliers on the left below the trend line are visible which represent jumps
of two orders of magnitude. These could be hardly evaluated as can be seen in figure 5.17.
The value from the jump to the lower strain rate was not included in figure 5.15 because no
steady-state was attained before the strain rate change. In frame b the high contribution of
the deformation dependent part and the big overshooting of the strain rate may have falsified
the result. Therefore, the validity of these measuring points may be questioned. Figure 5.18
displays the similar jump in copper. In contrast to the curves of alloy 800H, the jump to lower
strain rates could be performed in the steady-state regime and the deformation dependent part
of the change is not as pronounced as in the strain rate jump test on alloy 800H which seems to
improve the detection of the grain size sensitivity. It should be noticed that the broad peak in
frame b of both figures just originates as a consequence of the chosen plot due to the high strain
rate.
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5.4.2. Grain Size Distribution and Steady-State Flow Stress
During steady-state the grain size stays constant as has been reported repeatedly [4, 5] and also
been confirmed in the current study as shown for both materials in tables 3.9 and 3.10 for strains
of 50 %, 70 % and 90 %. When the focus is alternated from the average grain size to the cor-
responding orientation images in figure 3.21 and 3.22, it is noticeable that the micrographs are
virtually indistinguishable within experimental scatter. This invariance of the grain structure
is further manifested by the histograms of the grain size distributions that are depicted in fig-
ure 5.19, which do not change notably in the steady-state regime. Because the microstructure
undergoes a continuous evolution of nucleation and consumption during deformation, the mi-
crostructural invariance seems to reflect a dynamic equilibrium of growing and shrinking grains.
Thus, a concept to distinguish the distributions of growing and shrinking grains from the overall
grain size distribution was developed within our institute which enables the calculation of the
steady-state flow stress from the distributions [50]. However, it has to be noted that the concept
is only adapted to the case of single-peak behavior.
During dynamic recrystallization the nucleated grains become deformed while they grow and
thus, the dislocation density varies between different stages of the growth process. This variation
can be expressed in form of grain size classes of growing and shrinking grains from radii of
the nucleation size rmin to radii of a maximum grain size rmax. Using distribution functions of
growing and shrinking grains fg,s, the macroscopic flow stress can be derived as
σ =
1
V
∫ rmax
rmin
{
fg(r) · r3 · σ(r) + fs(r) · r3 · σ (2rmax − r)
}
dr (5.13)
where V is the sample volume. σ(r) can be obtained as σ() since r = v · /˙ and the velocity
v is assumed to be constant owing to the random texture. For a computation of the flow stress
during steady-state, on the one hand, the σ(r) values for the different grain size classes have
to be known. For simplicity reasons a polynomial approximation to extrapolate the flow stress
beyond the onset of dynamic recrystallization was used to determine the flow stresses of grains
that were deformed beyond the onset. On the other hand, the distribution of growing and shrink-
ing grains must also be known. This information can be derived from the fact that the grain size
distribution does not change during steady-state deformation. Even though experimental in-
vestigations [22, 29] showed the importance of subsequent twinning in the microstructure and
texture evolution during dynamic recrystallization, it has been neglected here as the focus is
drawn to the steady-state regime.
As the grain size distribution during steady-state deformation stays constant, a dynamic equi-
librium of growing and shrinking, or rather consumed, grains has to be present. For this reason,
a constant flux of grain sizes from the nucleus size to a maximum grain size and back to smaller
but more deformed grains as a result of their consumption has to exist. The growth interval from
nucleation to maximum corresponds essentially to one cycle of dynamic recrystallization as ex-
plained in section 5.3. The microstructural dynamics can be described by a continuity equation
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Figure 5.19.: Histograms of the grain size distributions after 50 %, 70 % and 90 % strain for a) copper
and b) alloy 800H
of the distribution functions f :
∂ f
∂t
+
∂
∂r
(
∂r
∂t
f
)
= N˙ (5.14)
where ∂r/∂t is the growth rate of the grains with radius r and N˙ is the nucleation or deletion
rate of recrystallized grains. The stationarity of the grain size distribution constrains the number
of grains to stay constant during steady-state , i.e. N˙ = 0. The grains become nucleated with
size rmin and begin to become deleted with size rmax. The mathematical description uses a rule
of motion s to describe the change between two grain sizes during a time interval ∆t which is
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illustrated in figure 5.20. The number of grains in a certain state is the difference between the
influx and outflux of growing and shrinking grains
f (r) = f +g (r) + f
+
s (r) − f −s (r) − f −g (r) (5.15)
For a numerical solution the interval [rmin, rmax] is discretized into equidistant grid points. Be-
cause of continuous deformation of the sample, all grains change their states permanently. How-
ever, the chosen time step is small, so that grains can only swap to neighboring grain sizes.
Therefore, s can be viewed as a transition matrix with only the first off-diagonals having values
different from zero:
s =

∗ ∗
∗ 0 ∗ 0
∗ 0 ∗
. . .
. . .
. . .
0 ∗ 0 ∗
∗ ∗

(5.16)
The matrix has to be solved so that the overall grain size distribution does not change. The
restriction to only the first off-diagonals with values different from zero assumes the growth rate
to be constant. The coefficients determine the growth and shrinkage probabilities of grains of a
particular size class, i.e. represent the distributions fg and fs. Given s(1, 1) or s(max,max) the
system is completely determined.
Figure 5.20.: Schematic histogram illustrating the mathematical concept of growing and shrinking grains
and the change between grain sizes [50]
If a nucleation rate (s(1, 1)) is given, the distribution of growing and shrinking grains can be
calculated. A result which was determined from the measured grain size distribution of alloy
800H deformed at T = 1100◦C with ˙ = 10−2s−1 is given in Figure 5.21. With these distributions
known, the steady-state flow stress can be calculated from equation (5.13). In table 5.2 two
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calculated flow stresses are compared with the experimental ones (see 3.18). The results are in
very good correspondence and thus confirm the presented mathematical concept.
Figure 5.21.: Distribution of shrinking and growing grains as determined from a measured grain size
distribution that satisfies the restrictions of equation 5.16
Calculation Experiment
T = 1100◦C, ˙ = 10−2s−1 74.5 69.8
T = 1100◦C, ˙ = 10−3s−1 46.7 46.4
Table 5.2.: Comparison of the steady-state flow stress (in MPa) calculated from equation 5.13 and deter-
mined from experimental flow curves (see Figure 3.18)
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6. A Coherent Concept of Dynamic
Recrystallization
The most common way to describe dynamic recrystallization is a superposition of concepts of
static recrystallization with a deformation process [5–10, 38, 73]. As the mostly used feature,
the initiation criterion for static recrystallization is adapted which states that the energy stored
during deformation in terms of dislocations has to exceed a critical value, defined by a critical
strain or dislocation density [31]. The nucleation process itself is based on the bulging mecha-
nism, introduced by Bailey and Hirsch [19], in which prior high angle grain boundaries migrate
between certain anchor points in response to a difference of the stored energy. Hence, it is
tacitly assumed that there are mobile grain boundaries that can move to produce new recrys-
tallized grains. Some of these models are presented in chapter 2.3. However, there are certain
differences between the processes of static and dynamic recrystallization that cast some doubt
on these attempts.
On the one hand, the onset of static recrystallization requires a minimum of strain which de-
creases with increasing strain rate whereas dynamic recrystallization is initiated at a critical flow
stress (for ˙ = const.) which occurs at larger strains for higher strain rates [74]. On the other
hand, the microstructure evolution and adjustment of the recrystallized grain size is very differ-
ent. In static recrystallization, formed nuclei can grow until they impinge with other recrystal-
lized grains. Here, the number of nuclei and thus, the established grain size, is determined by
the amount of work hardening in the prior cold deformation. On the contrary, the recrystallized
grain size during dynamic recrystallization is already established in the first formed necklace
(as shown in chapter 5.3.1 and [6, 53, 74]), which is an important and unique feature of the
process. Moreover, the recrystallized grain size is related to the steady-state flow stress (equa-
tion (2.57)) which is only dependent on temperature and strain rate. For these reasons, dynamic
recrystallization should be treated independently from static recrystallization.
In the previous chapter the conducted experimental investigations of chapter 3 and the mod-
eling attempts of chapter 4 were attributed to the different stages of dynamic recrystallization
and evaluated to reveal the materials’ behavior during dynamic recrystallization. From the in-
terpretation of the results, concepts which were independent from static recrystallization were
proposed. In the transient stage, it could be demonstrated that the velocity of the moving grain
boundaries could be deduced from the corresponding time interval in single peak flow curves.
Therefore, an easy method to determine the activation energy of boundary migration, which is
a crucial ingredient for modeling approaches, is found that does not require additional exper-
iments. Furthermore, the proposed physical relationship between steady-state flow stress and
107
CHAPTER 6. A COHERENT CONCEPT OF DYNAMIC RECRYSTALLIZATION
Figure 6.1.: Schematic microstructure evolution during DRX. (a) Generation of dislocations, (b) Ar-
rangement in subgrain boundaries, (c) Bulging and concurrent dislocation generation, (d)
Development of the first necklace layer, (e) Formation of successive necklaces, (g) Stages
(a) - (f) demonstrate the formation of the first and second necklace layer [50]
grain size by Frommert and Gottstein [13] could be validated for single and multiple peak be-
havior based on evaluated strain rate jumps on two different materials and temperature jump
tests. For the determination of the transition flow stress in temperature jump tests, a new cri-
terion was introduced. By means of the experimental results and a former study by Gottstein
et al. [12], a modeling approach to describe the microstructure evolution from the onset of
dynamic recrystallization to the steady-state regime in single peak flow curves could be estab-
lished. Based on the current results and the former studies [12, 13], a coherent concept of the
microstructure evolution during dynamic recrystallization can be described. It should, however,
be noted that the description mostly focuses on the microstructural mechanisms that lead to
single peak flow curves because of their importance for industrial processes.
In contrast to previous models presented in chapter 2.3, their deficiency makes us to assume in
our model that the energy criterion is not sufficient to explain the onset of dynamic recrystal-
lization. Instead, the generation of mobile boundaries is seen as the critical step for dynamic
recrystallization to occur. Furthermore, the attainment of the dynamic recrystallized grain size
is explained as a consequence of the conversion of dislocation cell walls, which are immobile,
to mobile subboundaries.
From experimental investigations over the last decades, it is commonly known that most met-
als form cellular dislocation networks during deformation that are comprised of dense walls of
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dislocation tangles surrounding an almost dislocation free cell interior [16, 75]. In the course
of dynamic recovery, experimental observations showed a condensation of these cell walls at
large strains and a conversion to subgrain boundaries when approaching steady-state defor-
mation [49, 69]. This conversion takes place locally and especially at prior high angle grain
boundaries as the diffusion paths are faster. As subboundaries are essentially low angle grain
boundaries which contain imperfections, e.g. extrinsic boundary dislocations or a non-periodic
dislocation spacing, they assume the properties of a grain boundary. Therefore, the subbound-
aries can move and react to imposed forces, e.g. internal stresses, as well as acquire a surface
tension which exerts forces on connected high and low angle boundaries [12]. As materials
deform heterogeneously, the cellular network and subboundary conversion can be expected to
be at different stages in neighboring grains which results in an uneven junction distribution. For
this reason, imbalances at the grain boundary junctions cause local adjustments to establish a
new equilibrium (figure 6.1b) which results in boundary motion and bulging of the connected
high angle grain boundaries (figure 6.1c). It was assumed in chapter 4.2 that the driving force
of the described bulging process was similar to the grain boundary motion during normal grain
growth, i.e. on the basis of a force imbalance at junctions that resulted in boundary curvature.
The successful application in the model substantiates the criterion of mobile subboundaries to
initiate dynamic recrystallization and gives a microstructural explanation of the instability cri-
terion proposed by Poliak and Jonas [9].
Concurrent to the bulging, the material is further deformed which results in the generation of
new dislocations within the bulged, recrystallized region. As these new dislocations are sub-
jected to the same mechanisms and developments with progressing deformation, eventually a
new subboundary network is established inside the bulge that interacts with the moving bound-
ary. Hence, the attachment will arrest most of the boundary motion (figure 6.1d). As validated
in chapter 5.4.1, the dynamically recrystallized grain size is closely related to the subgrain size
in terms of their similar relationship to the flow stress. Therefore, the bulge or rather the new
grain is stabilized by the subgrain network at its steady-state grain size. This has been ex-
perimentally confirmed for coarse grained material by different authors [6, 53] and for finer
grained material in chapter 5.3.1 in the thesis in hand. However, due to an uneven junction
distribution at the arrested bulge, a new necklace generation is set off the unbalanced part of
the grain boundary (figure 6.1e and f). Multiple twinning is often observed in the recrystal-
lized microstructure [23, 25, 29] which may suggest that the separation of the recrystallized to
its parental grain is accomplished by twinning. Moreover, multiple twinning will change the
orientation distribution of the growing grains and eventually lead to the often found random
texture as predicted by Gottstein [76]. That description allows to explain the formation of not
only the first but also all following necklace layers which has been a drawback of the previous
models. In those models, it is either tacitly assumed that the grains somehow appear in the mi-
crostructure even if bulging from the new grains is unlikely to occur due to the high boundary
curvature or it is expected that new grains develop via "normal" nucleation at the interfaces of
initially deformed and recrystallized grains [77]. Experimental observations of well-developed
substructures within the dynamic recrystallized grains by Beladi and co-workers [23, 24] sub-
stantiate the presented considerations. Additionally, the extended 3IVM+ model to simulate
the transient stage (see chapter 4.2.2) which focused on the direct transition from the initial to
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steady-state microstructure, was able to depict the occurring single peak behavior.
After the transition to the steady-state regime, a dynamic equilibrium is established where new
grains are produced and older (more highly deformed) grains consumed. The system is char-
acterized by a constant flow stress and a grain size distribution with a log normal shape. For
the single peak behavior it could be demonstrated in chapter 5.4.2 that the steady-state flow
stress can be calculated by equation (5.13) from the grain size distribution if the distributions of
growing (nucleated) and shrinking (consumed) grains can be distinguished.
From the different appearances of the flow curve shapes, i.e. single or multiple peak behav-
ior, but concurrently direct occurrence of grains with steady-state size, some differences in the
microstructure evolution have to be present which may occur from differences in the fluxes of
growing and shrinking grains as an equilibrium is not yet attained (see chapter 5.4.2).
In conclusion, the concept introduces a new perspective on the microstructural processes of
dynamic recrystallization and allows an independent description based on a mobility criterion.
It is capable to describe and calculate the microstructure evolution from the start of deformation
up to the steady-state regime.
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7. Summary
In this present dissertation thesis experimental investigations and simulations were conducted
to improve the understanding of dynamic recrystallization. The aim of the study was to propose
a coherent concept of dynamic recrystallization based on the results of the experiments and
simulations along with some former work. The study’s focus was mainly drawn to the single
peak behavior owing to a higher relevance for industrial processes.
In the first part of the study high-temperature compression tests were conducted at constant and
transient deformation conditions on two materials, copper and the austenitic steel "alloy 800H".
The tests were carried out at strain rates of 5 · 10−4s−1 to 5 · 10−2s−1 and temperatures of 450◦C
and 500◦C for copper and 1100◦C and 1150◦C for alloy 800H. At transient deformation condi-
tions abrupt changes of the strain rate or as well of the temperature for the steel samples were
performed.
Several conclusions could be drawn from the determined values of the flow curves and mi-
crostructure images. First, a physical based relationship between the steady-state flow stress
σS and grain size DDRX, based on the grain size sensitivity of the flow stress, was validated by
means of the conducted jump tests. The relationship is described by σS = CDDRX , with C being
a constant. Due to a similar relationship between flow stress and subgrain size, a correlation
between recrystallized grain size and subgrain size could be drawn. Furthermore, it could be
demonstrated that the activation energy of grain boundary migration could be calculated from
the strain interval from the onset of dynamic recrystallization to steady-state for single peak
flow curves. Based on annealing experiments to obtain the activation energy of grain bound-
ary motion during normal grain growth, the method could be approved. Additionally, it was
demonstrated that not only the grain size but also its distribution stayed constant within the
steady-state regime. By means of distinguished distributions of growing (newly formed) and
shrinking (consumed) grains, the steady-state flow stress could be calculated as the weighted
sum of both contributions.
In the second part of the study a modeling of dynamic recrystallization in terms of the exper-
imental results was performed. For this purpose, the model 3IVM+, which was developed at
IMM, was extended to the processes of dynamic recrystallization. 3IVM+ was originally de-
veloped as a work-hardening model based on three internal variables, which were on the one
hand the dislocation densities of the mobile dislocations and on the other hand the dislocation
densities of immobile dislocations in the cell walls and cell interior in deformation structures.
By means of their evolution rates, the stress contributions of cell walls and interior and hence
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the overall flow stress and flow curve were determined. The onset of dynamic recrystallization
was simulated as the condensation of cell walls to subgrain boundaries that become mobile at a
critical point. The velocity of the grain boundaries during bulging is then determined by means
of the calculated activation energy and under the assumption that the driving force of dynamic
recrystallization matches approximately the driving force of normal grain growth. To simulate
the complete flow curve, the adjustment of the grain size to its steady-state value is incorporated
in the code. The recrystallized grain size is thereby calculated by its relation to the steady-state
flow stress mentioned above. These extensions to the model render the description of dynamic
recrystallization possible and allow the determination of single peak flow curves.
From the experimental results and the modeling a coherent concept of dynamic recrystallization
was derived which described the mechanisms as follows:
In contrast to the common interpretation, the onset of dynamic recrystallization is caused by the
mobilization of deformation induced subboundaries instead of only the attainment of a critical
energy within the material. The subgrain boundaries are developed by the condensation of
deformation cell walls and subsequently possess grain boundary properties like surface tension
and mobility. The imbalance at the junctions of subgrain and high angle grain boundaries then
results in a curvature driven grain boundary motion which resembles the nucleation of grains.
In the course of further deformation, a new subboundary network is developed which stabilizes
the new grains at their steady-state size, according to the correlation with the subgrain size.
In this manner, the necklaces with steady-state grain size are successively built until the initial
microstructure is completely consumed. In the following steady-state regime the grain size
distribution stays constant which can be described by means of the distribution functions of the
growing and shrinking grains.
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8. Zusammenfassung
In der vorliegenden Dissertation wurden experimentelle Untersuchungen und Simulationen der
Fließkurve durchgeführt, um die Mechanismen der dynamischen Rekristallisation besser zu
verstehen. Ziel der Arbeit war es, aus den Ergebnissen der Experimente und Simulationen,
sowie früherer Untersuchungen, ein eigenständiges Konzept der dynamischen Rekristallisation
aufzustellen. Dabei lag der Fokus größtenteils auf dem Verhalten von Fließkurven mit ein-
fachem Maximum, da diese eine hohe Relevanz für industrielle Prozesse haben.
Im ersten Teil der Arbeit wurden Hochtemperaturdruckversuche unter konstanten und transien-
ten Umformbedingungen in zwei verschiedenen Metallen, Kupfer und dem austenitische Stahl
„Alloy 800H“, durchgeführt. Kupfer wurde bei 450◦C und 500◦C mit Dehnraten zwischen
5 ·10−4s−1 und 5 ·10−2s−1 gestaucht. Der austenitische Stahl wurde bei gleichen Dehnraten aber
Temperaturen von 1100◦C und 1150◦C verformt. Bei transienten Umformbedingungen wurde
bei beiden Metallen während des Versuches abrupt die Dehnrate geändert und bei den Stahl-
proben alternativ auch die Temperatur.
Aus den ermittelten Werten der Fließkurven und Mikrostrukturaufnahmen konnten mehrere
Aussagen abgeleitet werden. Zunächst wurde mit Hilfe der Sprungversuche ein physikalisch
basierter Zusammenhang zwischen stationärer Fließspannung σS und Korngröße DDRX, der
auf der Korngrößenempfindlichkeit der Fließspannung basiert, bestätigt. Der Zusammenhang
lässt sich dadurch über σS = CDDRX beschreiben, wobei C eine Konstante ist. Aufgrund eines
ähnlichen Zusammenhangs zwischen Fließspannung und Subkorngröße konnten auch die sta-
tionäre Korngröße und die Subkorngröße in eine konstante Beziehung gesetzt werden. Des
Weiteren wurde gezeigt, dass mit Hilfe des Dehnungsintervalls vom Einsetzen bis zum sta-
tionären Zustand der dynamischen Rekristallisation bei Fließkurven mit einfachem Maximum
die Aktivierungsenergie der sich bewegenden Korngrenzen berechnet werden kann. Anhand
von Glühversuchen zur Bestimmung der Aktivierungsenergie der Korngrenzenwanderung beim
stetigen Kornwachstum konnte die Methode bestätigt werden. Für den stationären Zustand
der dynamischen Rekristallisation wurde zusätzlich gezeigt, dass nicht nur die Korngröße son-
dern auch ihre Verteilung über den kompletten Bereich konstant bleibt. Mit Hilfe der Differen-
zierung von wachsenden (neu entstandenen) und schrumpfenden (aufgezehrten) Körnern aus
der Verteilung konnte die stationäre Fließspannung als gewichtete Summe der beiden Beiträge
berechnet werden.
Im zweiten Teil der Arbeit wurde mit Hilfe der experimentellen Ergebnisse eine Modellierung
der dynamischen Rekristallisation durchgeführt. Dazu wurde das im IMM entwickelte Modell
113
CHAPTER 8. ZUSAMMENFASSUNG
3IVM+ um die Prozesse der dynamischen Rekristallisation erweitert. 3IVM+ ist ursprünglich
ein Verfestigungsmodell und arbeitet mit drei internen Variablen. Dies ist zum einen die Ver-
setzungsdichte der mobilen Versetzungen und zum anderen die Versetzungsdichten der immo-
bilen Versetzungen in den Zellwänden und im Zellinneren von Verformungsstrukturen. Mit
Hilfe der dazugehörenden Evolutionsraten werden die Spannungsanteile der Zellwände und des
Zellinneren und daraus die äußere Fließspannung und die Fließkurve bestimmt. Das Einset-
zen der dynamischen Rekristallisation wurde über die Reduktion der Zellwände zu Subkorn-
grenzen bis zu einem kritischen Punkt, ab dem diese Korngrenzen mobil werden, modelliert.
Die Geschwindigkeit der Korngrenzen zur Bildung neuer Körner wurde anschließend mit Hilfe
der berechneten Aktivierungsenergie und unter der Annahme, dass die treibende Kraft der dy-
namischen Rekristallisation in etwa der der stetigen Kornvergrößerung entspricht, simuliert.
Um die vollständige Fließkurve wiedergeben zu können, musste zusätzlich die Änderung der
Korngröße zum stationären Zustand in das Programm eingearbeitet werden. Die stationäre Ko-
rngröße berechnet sich dabei durch die beschriebene Beziehung zur stationären Fließspannung.
Mit diesen Erweiterungen der Modellierung war es möglich, die dynamische Rekristallisation
zu beschreiben und Fließkurven mit einfachem Maximum zu berechnen.
Aus den experimentellen Ergebnissen und der Modellierung konnte ein eigenständiges Konzept
der dynamischen Rekristallisation erarbeitet werden, welches den Mechanismus folgender-
maßen beschreibt:
Das Einsetzen der dynamischen Rekristallisation wird im Gegensatz zur gängigen Interpreta-
tion nicht durch das Erreichen einer kritischen Energie innerhalb des Materials, sondern durch
die Mobilisierung von verformungsinduzierten Subkorngrenzen verursacht. Dabei entstehen die
Subkorngrenzen durch die Reduktion von Verformungszellwänden und besitzen anschließend
alle Eigenschaften von normalen Korngrenzen, wie Oberflächenspannung und Mobilität. Da die
Verknüpfungspunkte zwischen Subkorn- und Großwinkelkorngrenzen nicht im Gleichgewicht
sind, kommt es zur krümmungsgetriebenen Bewegung der Großwinkelkorngrenzen und der Bil-
dung neuer Körner. Innerhalb der Körner entsteht durch die weitere Verformung ein neues Sub-
kornnetzwerk, welches das neu entstandene Korn mit seiner stabilen Größe, entsprechend der
Korrelation zur Subkorngröße, stabilisiert. Auf diese Weise werden sukzessiv neue Körner mit
stationärer Korngröße während der Warmumformung gebildet, bis das Ausgangsgefüge kom-
plett aufgezehrt ist. Im stationären Zustand bleibt die Korngrößenverteilung konstant, was mit
Hilfe der Verteilungsfunktionen der wachsenden und schrumpfenden Körner beschrieben wer-
den kann.
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A. Tables
A.1. Determination of the Activation Energy
Alloy 800H
T [◦C] ˙[s−1] c [] σc [MPa] s [] σs [MPa]
1100 5 · 10−2s−1 0.26 99.1 0.82 96.9
10−2s−1 0.19 72.5 0.65 70.4
5 · 10−3s−1 0.16 63.9 0.50 63.3
10−3s−1 0.15 51.8 0.48 47.6
5 · 10−4s−1 0.12 43.4 0.43 40.2
1150 5 · 10−2s−1 0.16 69.2 0.61 65.8
10−2s−1 0.12 49.7 0.52 48.2
5 · 10−3s−1 0.10 43.5 0.47 41.3
10−3s−1 0.08 32.1 0.35 30.7
5 · 10−4s−1 0.06 26.8 0.32 26.1
Table A.1.: stress and strain values of the onset of dynamic recrystallization and the onset of the steady-
state
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A.2. Determination of the Grain Size Sensitivity
T [◦C] ˙1[s−1] ˙1[s−1]  jump [] σs,1 [MPa] σt [MPa] σs,2 [MPa]
1100 10−2s−1 10−3s−1 0.5 71.4 49.0 42.1
10−3s−1 10−2s−1 0.5 43.8 61.7 69.9
5 · 10−4s−1 5 · 10−2s−1 0.4 40.4 86.8 96.6
5 · 10−2s−1 5 · 10−4s−1 0.6 99.5 41.8 40.5
1150 10−2s−1 10−3s−1 0.6 48.5 34.2 30.7
10−3s−1 10−2s−1 0.6 30.6 41.8 48.4
5 · 10−2s−1 5 · 10−3s−1 0.7 65.7 44.9 41.6
5 · 10−2s−1 5 · 10−3s−1 0.7 66.3 45.3 41.6
5 · 10−3s−1 5 · 10−2s−1 0.6 42.3 60.4 65.8
5 · 10−3s−1 5 · 10−4s−1 0.6 41.5 27.1 25.6
5 · 10−4s−1 5 · 10−3s−1 0.5 26.1 36.8 41.3
5 · 10−4s−1 5 · 10−2s−1 0.45 26.6 61.3 65.8
5 · 10−4s−1 5 · 10−2s−1 0.45 26.8 62.4 65.8
5 · 10−2s−1 5 · 10−4s−1 0.7 65.6 20.9 26.1
5 · 10−2s−1 5 · 10−4s−1 0.7 65.0 21.2 25.8
˙[s−1] T1[◦C] T2[◦C]  jump [] σs,1 [MPa] σt [MPa] σs,2 [MPa]
10−3s−1 1100 1150 0.55 36.9 31.7 27.6
1100 1150 0.54 35.2 29.9 25.6
1100 1150 0.58 33.8 28.8 24.7
1150 1100 0.52 26.1 32.3 37.4
1150 1100 0.57 23.8 30.4 36.4
5 · 10−4s−1 1100 1150 0.52 35.2 24.6 26.7
1100 1150 0.61 31.7 24.5 23.5
1100 1150 0.53 31.9 24.7 23.0
1150 1100 0.58 23.8 27.6 34.4
1150 1100 0.55 23.0 29.1 33.3
1150 1100 0.52 22.5 26.4 32.4
Table A.2.: Steady-state and transition flow stresses obtained from strain rate and temperature jump tests
on alloy 800H
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A.2. DETERMINATION OF THE GRAIN SIZE SENSITIVITY
T [◦C] ˙1[s−1] ˙1[s−1]  jump [] σs,1 [MPa] σt [MPa] σs,2 [MPa]
450 10−2s−1 10−3s−1 0.6 87.1 80.5 67.3
10−2s−1 10−3s−1 0.6 88.5 80.9 67.3
10−3s−1 10−2s−1 0.6 67.7 71.9 87.3
10−3s−1 10−2s−1 0.6 66.6 70.5 87.3
5 · 10−2s−1 5 · 10−3s−1 0.7 105.2 95.4 81.1
5 · 10−2s−1 5 · 10−3s−1 0.65 104.3 94.1 81.1
5 · 10−3s−1 5 · 10−2s−1 0.65 80.4 86.5 103.9
5 · 10−3s−1 5 · 10−2s−1 0.6 80.7 86.6 103.9
5 · 10−4s−1 5 · 10−3s−1 0.5 62.2 65.7 80.7
5 · 10−3s−1 5 · 10−4s−1 0.65 80.4 71.9 62.6
5 · 10−4s−1 5 · 10−2s−1 0.5 62.8 69.8 104.3
5 · 10−2s−1 5 · 10−4s−1 0.7 106.6 81.6 63.0
500 10−2s−1 10−3s−1 0.6 68.6 59.8 53.2
10−2s−1 10−3s−1 0.7 69.9 60.1 53.2
10−3s−1 10−2s−1 0.6 53.7 57.4 68.9
5 · 10−2s−1 5 · 10−3s−1 0.7 84.7 70.2 64.7
5 · 10−3s−1 5 · 10−2s−1 0.6 63.9 69.2 83.9
5 · 10−3s−1 5 · 10−4s−1 0.6 63.9 55.3 49.5
5 · 10−4s−1 5 · 10−3s−1 0.45 41.4 54.5 64.6
5 · 10−4s−1 5 · 10−2s−1 0.45 49.8 53.8 82.6
5 · 10−2s−1 5 · 10−4s−1 0.7 83.9 60.9 49.7
Table A.3.: Steady-state and transition flow stresses obtained from strain rate jump tests on copper
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B. Nomenclature
Symbol Description
b Burgers vector
c concentration
d distance
dhkl distance of two lattice planes
e Euler number
fDRV , fDRX dynamic recovery and recrystallization factor
fg, fs distribution functions of growing and shrinking grains
fi, fw fraction of cell interior and cell walls
h height
k Boltzmann factor
k1 dislocation storage coefficient
l length
m mobility
n number of active slip systems
p driving force
q constant
r grain radius
s rule of motion
t time
v, vd velocity of grain boundaries or dislocations
wa atomic weight
x displacement
A area
C constant
D grain size
Dgb diffusion coefficient in grain boundaries
E elastic (Young’s) modulus
ED stored energy of dislocations
F force
G shear modulus
dG free enthalpy
K constant
L mean free path of dislocations
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M Taylor factor
N number of grains
NA Avogadro’s number
N˙ nucleation rate
P probability
Q activation energy
R radius of curvature
S entropy
T Temperature
V volume
W work
XRX recrystallized volume fraction
Z Zener-Hollomon parameter
α constant
β constant
 strain
˙ strain rate
γ shear
γ˙ shear rate
γgb, γsur f specific interface or surface energy
θ hardening rate
ϑ deflection angle
κ constant
λ wavelength
ν Poisson ratio
ξ internal state variable
ρ dislocation density
σ flow stress
τ shear stress
ω vacancy migration frequency
Λ obstacle spacing
Ω number of microstates
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