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Abstract
Having defined a set S3E that includes all C4 solutions E of the hyperbolic Ernst
equation in a certain specified domain, we formulate and prove, using a new HHP and
equivalent integral equations of the Alekseev and Fredholm types, a generalized Geroch
conjecture concerning the transformation of one member of S3E into another member.
(The original Geroch conjecture, as interpreted by Kinnersley and Chitre, concerned
the transformation of one analytic solution of the elliptic Ernst equation into another
analytic solution.) A unique feature of these notes is that we provide a mathematical
proof for every nontrivial statement that we make.
It should be noted that some of the propositions and theorems that are included in
these notes were developed before we knew exactly what would be absolutely necessary
in order to accomplish our principal objectives most expeditiously.
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Part I
Basic properties of various potentials;
initial value problem
1 Introduction
Some years ago, when we were concerned with axis-accessible stationary axisymmetric vac-
uum fields governed by an elliptic Ernst equation we published a homogeneous Hilbert prob-
lem (HHP) on a closed contour1 with which we claimed we could effect a Kinnersley–Chitre
(K–C) transformation from one such spacetime to another. To expedite our demonstration,
we accepted (as has everyone who has ever devised a formalism for treating the same physi-
cal problem) certain unproven “working hypotheses” such as, for example, the existence of
a solution of the HHP, and the differentiability of the solution of the HHP. Some people
improperly refer to such assumptions as “axioms,” thereby suggesting that they require no
proof. We, however, proved all our working hypotheses together with a conjecture of Geroch
several years later.2
A. The set SE(x0,x1,x2) of E-potentials
Many methods have been introduced for the purpose of generating solutions of the vacuum
field equations for those spacetimes whose matrix tensors are locally expressible in the form
g(x3, x4) = dxa ⊗ dxbgab(x3, x4) + dxi ⊗ dxjgij(x3, x4),
where a, b ∈ {1, 2}; i, j ∈ {3, 4}, (1A.1)
and which, therefore, have two commuting Killing vectors, ∂1 and ∂2. Most of these methods
have not been concerned with the group structure of the solution manifold, but rather with
the practical problem of generating explicit analytic solutions corresponding to given initial
data (in the hyperbolic case) or given axis data (in the elliptic case). Therefore, there has
been a certain, perhaps excusable, tendency to state theorems in a rather casual manner,
and to provide only what might be called plausibility arguments. Afterall, once one has
an analytic solution, it can be checked by verifying directly that the Einstein equations are
satisfied, and its domain of validity can be extended using analytic continuation.
Such a cavalier attitude toward the statement of theorems and the formulation of their
proofs was not desirable when in 1980 we investigated the group structure of the finite
transformations, the infinite-dimensional algebra of which had been developed in 1977 by
Kinnersley and Chitre. There, in particular, we identified at the start the domains of the
analytic E-potentials and other fields that we introduced. When one leaves the realm of
analytic functions, as we propose to do in this set of notes, it becomes absolutely essential
1 I. Hauser and F. J. Ernst, A homogeneous Hilbert problem for the Kinnersley–Chitre transformations,
J. Math. Phys. 21, 1126-1140 (1980).
2I. Hauser and F. J. Ernst, A new proof of an old conjecture, in Gravitation and Geometry, Eds. Rindler
and Trautman, Bibliopolis, Naples (1987).
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to be precise in stating theorems and mathematically rigorous in proving them, whether one
is attempting to study the group structure of the solution manifold or simply attempting to
generate specific solutions of the field equations corresponding to given initial data.
In fact, we intend to motivate and to introduce a substantial enlargement of the family
of K–C transformations of those vacuum metrics (1A.1) for which the Killing vectors ∂1 and
∂2 are both spacelike. When ∂1 and ∂2 are spacelike, g11g22 − (g12)2 > 0 and there exist
coordinates x3 = r and x4 = s such that
g(r, s) = dxa ⊗ dxbgab(r, s) + (dr ⊗ ds+ ds⊗ dr)g34(r, s). (1A.2)
The null coordinates r, s are related to Weyl canonical coordinates
ρ :=
√
g11g22 − (g12)2 (1A.3)
and z by
z =
1
2
(s+ r), ρ =
1
2
(s− r) > 0. (1A.4)
The problem of solving the vacuum field equations for (1A.2) is reducible to the problem of
solving the hyperbolic Ernst equation
fd(ρ ⋆ dE)− ρdE ⋆ dE = 0, (1A.5)
where ⋆ is a two-dimensional duality operator such that
⋆ dr = dr, ⋆ ds = −ds, (1A.6)
d(ρ⋆dE) = d∧(ρ⋆dE) and dE ⋆dE = dE∧(⋆dE) in accordance with the convention of deleting
∧ from exterior derivatives and exterior products of differential forms, and E is related to
gab by
E = f + iχ, f := Re E = −g22, (1A.7)
and
dω = ρf−2 ⋆ dχ, ω = g12/g22. (1A.8)
Corresponding to the usual Ernst potential E = f + iχ, one can alternatively introduce
a 2× 2 matrix potential
E := If + Jχ, I :=
(
1 0
0 1
)
, J :=
(
0 1
−1 0
)
. (1A.9)
THEOREM 1A.1 (Ernst equation ⇔ d∆−∆∆ = 0)
The Ernst equation (1A.5) is equivalent to the matrix equation
d∆−∆∆ = 0, (1A.10a)
where
∆ := −
(
τ − z − ρ⋆
τ − z + ρ⋆
)1/2
dE
2f
σ3 +
dχ
2f
J (1A.10b)
depends not only upon z and ρ but also upon a complex spectral parameter τ .
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Proof: It will be understood that(
τ − z − ρ⋆
τ − z + ρ⋆
)1/2
dr =
(
τ − s
τ − r
)1/2
dr,
(
τ − z − ρ⋆
τ − z + ρ⋆
)1/2
ds =
(
τ − r
τ − s
)1/2
ds, (1A.11a)
such that the above 1-forms have the branchcut [r, s] in the τ -plane and have the values dr
and ds, respectively, at τ =∞. Moreover, σ3 :=
(
1 0
0 −1
)
is one of the Pauli matrices.
Employing the easily established property
(⋆α)β = −α(⋆β) (1A.11b)
of the two-dimensional duality operator, we obtain
∆∆ = −2
(
df
2f
)(
dχ
2f
)
J + 2
[(
τ − z − ρ⋆
µ
)
dE
2f
](
dχ
2f
)
Jσ3, (1A.11c)
using which it is straightforward to prove that Eq. (1A.10a) is equivalent to the pair of
equations
d
(
dχ
2f
)
= −2
(
df
2f
)(
dχ
2f
)
(1A.11d)
and
d
[(
τ − z − ρ⋆
µ
)
dE
2f
]
= 2
(
dχ
2f
)[
τ − z − ρ⋆
µ
]
dE
2f
J. (1A.11e)
Since Eq. (1A.11d) is satisfied identically, Eq. (1A.10a) is equivalent to the single equation
(1A.11e), which, in turn, can be expressed as
f
µ
d(ρ ⋆ dE)−
[
d
(
τ − z
µ
)
+ ρ ⋆ d
(
1
µ
)]
fdE =
ρ
µ
dE ⋆ dE, (1A.11f)
where
µ :=
√
(τ − z)2 − ρ2, lim
τ→∞
(µ
τ
)
= 1. (1A.11g)
Because
d
(
τ − z
µ
)
+ ρ ⋆ d
(
1
µ
)
= 0
identically, we have proved that Eq. (1A.10a) is equivalent to the Ernst equation (1A.5).
End of proof.
We shall focus attention on those solutions of Eq. (1A.5) that have the rectangular or
truncated rectangular domains (See Fig. 1.)
D := {x = (r, s) : r1 < r < r2, s2 < s < s1 and r < s}, (1A.12)
where x1 = (r1, s1) is the upper left vertex of the rectangle, with the understanding that
r1 = −∞ and/or s1 = +∞ are admissible, x2 = (r2, s2) is the lower right vertex, and the
lower left vertex (r1, s2) and upper right vertex (r2, s1) have ρ ≥ 0, i.e., satisfy
r1 ≤ s2, r2 ≤ s1. (1A.13)
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We shall frequently employ the notations
I(3) := {r : r1 < r < r2}, I(4) := {s : s2 < s < s1} (1A.14)
for the open real intervals involved in the definition of the domain D.
It must be noted that the concepts and results of this set of notes are all easily extendable,
by inspection, to domains that are the unions of D with certain sections of its boundary.
There are two important cases. One of these is
D ∪ {(r1, s) : s2 < s ≤ s1} ∪ {(r, s1) : r1 ≤ r < r2}. (1A.15a)
The other is possible only when s2 < r2 and it is
D ∪ {(z, z) : s2 < z < r2}, (1A.15b)
where the added boundary section lies on ρ = 0. We shall not complicate our exposition by
considering these domains with boundary sections as we develop our formalism; but it will
be a simple exercise for the reader to do so.
We shall also select a reference point x0 = (r0, s0) within each domain D and, as can
always be done, choose the coordinates and the arbitrary additive constant in χ = Im E so
that
E(x0) = −1. (1A.16)
The triples (x0,x1,x2) for which it is true that, for every x ∈ D, the null line segments
{(r, s0) : r1 < r < r2} and {(r0, s) : s2 < s < s1} both lie in D, will be called type A. This
definition is equivalent to the statement that [see (1A.13)]
r1 < r0 ≤ s2 and r2 ≤ s0 < s1 (type A) (1A.17)
For the domains (1A.15a), we choose x0 = x1 and classify (x0,x1,x2) as type A. For the
domains (1A.15b), it will be understood that (x0,x1,x2) is type A before one adds {(z, z) :
s2 < z < r2} to the domain.
In this set of notes we shall grant that (x0,x1,x2) is type A, for the concepts and proofs
for triples that are not type A are generally much more cumbersome than the ones for type
A. Accordingly, we shall focus attention on sets
SE(x0,x1,x2) := the set of all complex-valued functions E such that
dom E = D, the derivatives Er(x), Es(x) and
Ers(x) exist and are continuous at all x ∈ D, (1A.18)
f := Re E > 0 and E satisfies Eq. (1A.5) thoughout
D, the triple (x0,x1,x2) is type A, and E(x0) = −1.
Our choice of rectangular or truncated rectangular domains came at the end of a long
investigation, which started by considering all solutions of the hyperbolic Ernst equation
with convex open domains in the half-plane {(r, s) : r < s}, and which accepted the premise
that the existence theorem for solutions of the new HHP is valid. To accomodate an arbitrary
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choice of the reference point x0 in the convex open domain we formulated the new HHP in
a slightly more general way than we shall do in the present set of notes.
The result of this investigation was that any solution E with a convex open domain has
an extension E¯ which is also a solution and which has a domain that is of the rectangular
or truncated rectangular form D. Moreover, the same HHP which is used to effect the
transformation EM → E also effects EM → E¯ . There was clearly no point to considering
convex open domains other than those of the form D.
With regard to the domains D for which r1 = s2 and/or r2 = s1, there is the annoying
fact that no point x0 ∈ D exists for which (x0,x1,x2) is type A. Nevertheless, an Ernst
potential domain for which r1 = s2 and/or r2 = s1 may still be treated as the limit of a
one-parameter family of Ernst potential domains that do have type A triples. For example,
suppose dom E = {x : r1 = s2 < r < s < r2 = s1}. Let ǫ denote any positive real number less
than (r2−s2)/2, let Eǫ denote the restriction of E to the domain {x : r1+ ǫ ≤ r < s ≤ s1−ǫ}
and let x1ǫ := (r1+ ǫ, s1− ǫ). Then (x1ǫ,x1ǫ,x2) is type A; and the limit of dom Eǫ as ǫ→ 0
is dom E [in the sense that dom Eǫ ⊂ dom Eǫ′ when ǫ < ǫ′, and the union over all ǫ of the
sets dom Eǫ is dom E ].
The above discussion shows that no irreparable loss of generality occurs if one considers
only type A triples, since no Ernst potential domain of the form D is thereby actually
excluded from treatment by our formalism.
B. Incompleteness of Kinnersley–Chitre transformations
That the K–C transformations are incomplete is clear, for any member of SE(x0,x1,x2)
that is obtained from EM by a K–C transformation is analytic, whereas the solutions of the
hyperbolic (as opposed to the elliptic) Ernst equation are generally not analytic even when
they are C∞.
Moreover, the general member of the set SE(x0,x1,x2) is a functional of four indepen-
dent real-valued C1 functions of a single real variable, and these functions can be chosen
arbitrarily.3 However, the member of SE(x0,x1,x2) that is obtained from the general K–C
transformation of its Minkowski space member EM ∈ SE(x0,x1,x2), where
EM(x) = −1 for all x ∈ D, (1B.1)
is a functional of only two independent real-valued analytic functions of a single real variable.
As we embark upon this study, designed to rectify the limitations of the K–C group
described above, let us warn the reader that our analysis will involve the use of several
HHP’s that should not be confused with one another. One of these HHP’s is of earlier
vintage,4 and it is used to effect the solution of the initial value problem, in which the
complex Ernst potential is specified upon two null lines. In this set of notes this HHP will
be used to establish certain relatively elementary properties of the various potentials with
which we shall be concerned, and to explore the limits of certain of these potentials as one
3This observation applies also to the elliptic case when the axis is inaccessible, a point that did not elude
G. A. Alekseev. See Ref. 7.
4I. Hauser and F. J. Ernst, Initial value problem for colliding gravitational plane waves-I/II , J. Math.
Phys. 30, 872-887, 2322-2336 (1989).
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approaches certain important cuts in the complex plane. Using the knowledge gained by
this investigation, we shall be able to formulate a new HHP on arcs and identify a group
of mappings of one solution of the hyperbolic Ernst equation within a certain set S3E (that
includes all C4 solutions) into another such solution, concerning which we shall formulate a
generalized Geroch conjecture.5
Logically this work consists of three principal parts. The first part may be considered to
be prologue, and involves mostly elementary propositions concerning various potentials and
solving the initial value problem; the second part concerns everything up to and including the
statement of our new HHP on arcs and the statement of our generalized Geroch conjecture;
the third part comprises all the steps that we have to go through, using that new HHP, in
order to prove our generalized Geroch conjecture and certain other claims.
Whenever we are aware of (and have seen the proof of) a standard theorem, the exploita-
tion of which will help us achieve our objectives, we shall provide a reference for the proof
of that theorem; whenever we find it necessary first to generalize a standard theorem, we
shall provide a reference for the standard theorem and point out why we could not use the
standard theorem itself.6
As a result of this work we have identified a Geroch-like group K3 the general element
of which is a functional of six arbitrary real-valued C3 functions of a real variable. The
group K3 can generate, in principle, a set S3E of solutions of the Ernst equation such that
the general member of S3E is a functional of four of the real-valued functions on which the
general member of K3 depends. This is in accord with the initial value problem, where the
initial data comprise the complex Ernst potentials E (3) and E (4) on two null lines. The family
of elements of K3 which generate a given member of S3E can be computed from E (3) and E (4),
and vice versa.
It is sufficient to assume that E (3) and E (4) are C1 in order to derive from our new HHP
an equation analogous to the singular integral equation that G. A. Alekseev7 introduced
in 1985 in his treatment of the initial value problem for the case when the initial data
are analytic. Moreover, it is sufficient to assume a certain Ho¨lder condition in addition to
C2 differentiability of E (3) and E (4) in order to derive (from our Alekseev-type equation) a
Fredholm integral equation of the second kind that can also be used to handle the initial
value problem. However, our proof that our new HHP, our Alekseev-like integral equation,
and our Fredholm integral equation are equivalent to one another, and our proof that the
solution of each of these equivalent equations actually yields a solution of the hyperbolic
Ernst equation on the prescribed domain are only valid if one assumes that E (3) and E (4) are
initial data for a member of S3E .
5Initially we considered the simpler case of C∞ solutions.
6We would appreciate from readers any additional references to published proofs of more powerful math-
ematical theorems of which we appear to be unaware.
7G. A. Alekseev, The method of the inverse scattering problem and singular integral equation for interact-
ing massless fields, Dokl. Akad. Nauk SSSR 283, 577–582 (1985) [Sov. Phys. Dokl. (USA) 30, 565 (1985)],
Exact solutions in the general theory of relativity, Trudy Matem. Inst. Steklova 176, 215–262 (1987).
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Figure 1: An E-potential domain D and choice of x0 for which s2 < r2 and (x0,x1,x2) is
type A is illustrated. The null line segments through x0 are represented by the vertical and
horizontal dashed lines.
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2 Properties of and relations between the solutions Q
and F of two associated linear systems dQ = ∆Q and
dF = ΓF of the hyperbolic Ernst equation
The linear systems dQ = ∆Q and dF = ΓF are very similar to ones introduced many
years ago by G. Neugebauer8 and by W. Kinnersley and D. M. Chitre,9 respectively. Our
objective in Sec. 2 is to establish (for given Ernst potential E ∈ SE), using an approach
that we developed earlier in connection with our treatment of the initial value problem10 for
colliding gravitational plane waves, some important properties of the respective solutions Q
and F of these two linear systems.
Initially we shall consider fields Q and F that involve two points x and x′, and only
later set x′ equal to x0 to construct the fields Q and F .11
A. Notations for frequently encountered sets
In the hyperbolic case we employ null coordinates x3 and x4 such that
x3 = r := z − ρ, x4 = s := z + ρ. (2A.1)
Then
⋆ dxi = (−1)7−idxi. (i ∈ {3, 4}) (2A.2)
Dfns. of the subspaces C+, C−, C¯+ and C¯− of C
Let
C± := {τ ∈ C − {∞} : ±Im τ > 0} (2A.3a)
and
C¯± := C± ∪ R1 ∪ {∞}, (2A.3b)
where R1 is the real axis. Arguments of τ ∈ C¯± − {0,∞} will always be chosen so that
0 ≤ ± arg τ ≤ π (2A.3c)
End of Dfn.
Dfns. of the closed disks d(x) and d(x,x′)
8G. Neugebauer, Ba¨cklund transformations of axially symmetric stationary gravitational fields, Phys.
Lett. A 12, L67 (1979).
9W. Kinnersley and D. M. Chitre, Symmetries of the stationary Einstein-Maxwell field equations, III, J.
Math. Phys. 19, 1926–1931 (1978).
10I. Hauser and F. J. Ernst, Initial value problem for colliding gravitational plane waves-III/IV ,
J. Math. Phys. 31, 871–881 (1990), 32, 198–209 (1991).
11In this set of notes two-point functions will always be denoted by bold type. On the other hand, when x′
is replaced by a fixed point x0, the resulting function of the remaining variables will be denoted by ordinary
type.
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For all x,x′ ∈ D,
d(x) := the closed disk in C that is centered on the origin
and that has radius sup {|x3|, |x4|}, (2A.4a)
d(x,x′) := the closed disk in C that is centered on the origin
and that has radius sup {|x3|, |x4|, |x′3|, |x′4|}. (2A.4b)
End of Dfn.
Dfn. of the set |x, x′|
If x and x′ ∈ R1, then
|x, x′| := {λx+ (1− λ)x′ : 0 ≤ λ ≤ 1}; (2A.5)
i.e., |x, x′| is the closed interval with end points x and x′.
End of Dfn.
Dfns. of the sets I(i)(x,x′), I¯
(i)
(x,x′), I`
(i)
(x,x′), I(x,x′), I¯(x,x′), I`(x,x′) and Iˆ(x,x′)
Let12
I(i)(x,x′) := the open interval with end points xi and x′i, (2A.6a)
I¯
(i)
(x,x′) := the closure of I(i)(x,x′), (2A.6b)
I`
(i)
(x,x′) := |xi, x′i|, (2A.6c)
I(x,x′) := I(3)(x,x′) ∪ I(4)(x,x′), (2A.6d)
I¯(x,x′) := I¯(3)(x,x′) ∪ I¯(4)(x,x′), (2A.6e)
I`(x,x′) := I`
(3)
(x,x′) ∪ I`(4)(x,x′), (2A.6f)
Iˆ(x,x′) := the minimal closed real axis interval
that contains {x3, x′3, x4, x′4}, (2A.6g)
where x := (x3, x4) = (r, s) and x′ := (x′3, x′4) = (r′, s′) are arbitrary points in D :=
dom E . Finally, we introduce the abbreviations
I(i)(x) := I (i)(x,x0), (2A.7a)
I¯(i)(x) := I¯ (i)(x,x0), (2A.7b)
I`(i)(x) := I` (i)(x,x0), (2A.7c)
I(x) := I(x,x0), (2A.7d)
I¯(x) := I¯(x,x0), (2A.7e)
I`(x) := I`(x,x0), (2A.7f)
Iˆ(x) := Iˆ(x,x0). (2A.7g)
12We shall employ bold type for sets that are determined by specifying two arbitrary points x and x′ in
D := dom E .
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End of Dfn.
Note that I`
(i)
(x,x′) = {xi} whereas I¯ (i)(x,x′) is empty when xi = x′i. Also, note that
Iˆ(x,x′) = I¯(x,x′) ∪ [x′3, x′4] = I`(x,x′) ∪ [x3, x4]. (2A.8)
B. The Neugebauer-like linear system and the sets SQ±(x0,x1,x2)
Equation (1A.10a) is the integrability condition for the linear system
dQ(x, τ) = ∆(x, τ)Q(x, τ), (2B.1)
where Q is a 2× 2 matrix function which satisfies the “initial condition” Q(x0, τ) = I.
Dfns. of the functions M± and µ±
Let M± denote the function whose domain is C¯± and whose values are M±(0) := 0,
M±(∞) =∞ and, for each τ ∈ C¯± − {0,∞},
M±(τ) :=
√
|τ | exp
(
i
2
arg τ
)
, (2B.2a)
where
√|τ | always denotes the non-negative square root of τ . Furthermore, µ± will
denote the function with the domain {x : r ≤ s} × C¯± and the values
µ±(x, τ) :=M±(τ − r)M±(τ − s). (2B.2b)
It is to be understood that τ−1µ±(x, τ) has the value 1 at τ =∞.
End of Dfn.
Note thatM± and µ± are continuous. The restriction ofM± to C± is equal to the restriction
of the principal branch of τ 1/2 to C±. Under complex conjugation,
M−(τ) = [M+(τ ∗)]∗ (2B.2c)
and, for σ ∈ R1,
M±(σ) =
{ √
σ if σ ≥ 0,
±i√|σ| if σ < 0. (2B.2d)
Dfn. of the index κ
Let κ be an index whose value is determined (not always uniquely) by (x, σ) as follows:
κ =


1 if s ≤ σ,
−1 if σ ≤ r,
0 if r ≤ σ ≤ s
(2B.3a)
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End of Dfn.
Then
µ±(x, σ) = e±i
pi
2
(1−κ)√|σ − r||σ − s|. (2B.3b)
For fixed x = (r, s), we shall say that µ±(x, τ) is holomorphic on C¯± − {r, s,∞}, which
means that the function whose domain is C¯± − {r, s,∞} and which equals µ±(x, τ) on that
domain has a holomorphic extension to at least one open subset of C.
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κ = 1
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Figure 2: The three subspaces of {x : r < s} corresponding to a given value of σ and to
κ = 1, 0 and −1. The point (σ, σ) lies on the diagonal ρ = (s − r)/2 = 0. The horizontal
ray {(r, σ) : r < σ} is a subset of both the κ = 1 and the κ = 0 subspaces. The vertical ray
{(σ, s) : σ < s} is a subset of both the κ = 0 and the κ = −1 subspaces.
The function µ defined by Eq. (1A.11g) can be defined equivalently in terms of µ± as
follows:
µ(x, τ) := µ±(x, τ) for all x = (r, s) and τ ∈ C¯± − [r, s]. (2B.3c)
We recall that µ(x, τ) is a holomorphic function of τ throughout C − ([r, s] ∪ {∞}) and has
a pole of order one at τ =∞.
Dfns. of ν±i
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Let ν±i (i ∈ {3, 4}) denote the function whose domain is
dom ν±i := {(xi, x′i, τ) ∈ R2 × C¯± : τ 6= xi and τ 6= x′i} (2B.4a)
and whose values are
ν±i (x
i, x′i, τ) :=
M±(τ − x′i)
M±(τ − xi) (2B.4b)
for finite τ , and
ν±i (x
i, x′i,∞) = 1. (2B.4c)
End of Dfn.
Note that ν±i is finite-valued and continuous throughout its domain (2B.4a) and, for fixed
(xi, x′i), ν±i (x
i, x′i, τ) is a holomorphic function of τ on C¯± − {xi, x′i}.
From Eqs. (2A.6a), (2A.6c) and (2B.4b), one obtains
ν±i (x
i, x′i, σ) =


√
σ−x′i
σ−xi if σ ∈ R1 − I`
(i)
(x,x′)
±sgn(x′i − xi)i
√
σ−x′i
xi−σ if σ ∈ I(i)(x,x′).
(2B.5)
Dfns. of ν`i and ν¯i
Equations (2B.4c) and (2B.5) permit us to define functions13 ν`i and ν¯i with
dom ν`i := {(xi, x′i, τ) : (xi, x′i) ∈ R2 and τ ∈ C − I`(i)(x,x′)},
dom ν¯i := {(xi, x′i, τ) : (xi, x′i) ∈ R2 and τ ∈ C − I¯(i)(x,x′)}
(2B.6a)
and values
ν`i(x
i, x′i, τ) = ν¯i(xi, x′i, τ)
:= ν±i (x
i, x′i, τ) when τ ∈ C¯± − I` (i)(x,x′),
ν¯i(x
i, xi, xi) := 1, whereas ν`i(x
i, xi, xi) is not defined.
(2B.6b)
End of Dfn.
As is well known, ν`i is finite-valued and continuous, while, for fixed (x
i, x′i), ν¯ i(xi, x′i, τ) is
a holomorphic function of τ throughout C − I¯(i)(x,x′).
Dfns. of ν±, ν` and ν¯
Let ν± denote the function with
dom ν± := {(x,x′, τ) ∈ R2 ×R2 × C¯± : r ≤ s, r′ ≤ s′ and τ /∈ {r, r′, s, s′}} (2B.7a)
13In this set of notes we shall often employ on functions accents that suggest the τ -plane domains of the
functions. Typically, one has dom fˆ ⊂ dom f` ⊂ dom f¯ .
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and values
ν±(x,x′, τ) := ν±3 (r, r
′, τ)ν±4 (s, s
′, τ). (2B.7b)
Let ν` and ν¯ denote the functions whose domains are
dom ν` := {(x,x′, τ) ∈ R2 ×R2 × C : r ≤ s, r′ ≤ s′, τ ∈ C − I`(x,x′)},
dom ν¯ := {(x,x′, τ) ∈ R2 ×R2 × C : r ≤ s, r′ ≤ s′, τ ∈ C − I¯(x,x′)}, (2B.7c)
and whose values are given by
ν`(x,x′, τ) := ν`3(r, r′, τ)ν`4(s, s′, τ),
ν¯(x,x′, τ) := ν¯3(r, r′, τ)ν¯4(s, s′, τ).
(2B.7d)
End of Dfn.
The properties of ν±, ν` and ν¯ can be easily obtained from those of ν±i , ν` i and ν¯ i.
Thus, ν±, ν` and ν¯ are finite-valued, ν± and ν` are continuous, ν±(x,x′, τ) is a holomorphic
function of τ on C¯± − {r, r′, s, s′} and ν¯(x,x′, τ) is a holomorphic function of τ throughout
C − I¯(x,x′). From Eqs. (2B.4a), (2B.4b) and (2B.7b) we obtain the useful relation
ν±(x,x′, τ) =
µ±(x′, τ)
µ±(x, τ)
for all (x,x′, τ) ∈ dom ν±. (2B.8a)
From Eqs. (2B.3c), (2B.6b) and (2B.7d) we then obtain
ν¯(x,x′, τ) =
µ(x′, τ)
µ(x, τ)
for all (x,x′, τ) ∈ dom ν¯. (2B.8b)
Dfn. of ∆±
For each E ∈ SE(x0,x1,x2), let ∆± denote the 2× 2 matrix 1-form such that
dom ∆± := {(x, τ) : x ∈ D and τ ∈ C¯± − {r, s}} (2B.9a)
and ∆±(x, τ) is given by Eq. (1A.10b) provided we make the substitutions
(
τ − z − ρ⋆
τ − z + ρ⋆
)1/2
→ M
±(τ − z − ρ⋆)
M±(τ − z + ρ⋆) (2B.9b)
and (
τ − s
τ − r
)1/2
→ M
±(τ − s)
M±(τ − r) ,
(
τ − r
τ − s
)1/2
→ M
±(τ − r)
M±(τ − s) , (2B.9c)
in Eqs. (1A.10b) and (1A.11a). It is to be understood that the ratios in Eq. (2B.9b) and
(2B.9c) equal 1 when τ =∞.
End of Dfn.
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PROPOSITION 2B.1 (Properties of ∆±)
(i)
tr ∆± = 0. (2B.10a)
(ii) For all (x, τ) ∈ dom ∆+,
[∆+(x, τ)]∗ = ∆−(x, τ ∗). (2B.10b)
(iii) If τ = σ is real,
J1−κ∆−(x, σ)Jκ−1 = ∆+(x, σ). (2B.10c)
(iv)
d∆± −∆±∆± = 0. (2B.10d)
Proofs: Equations (2B.10a) to (2B.10c) follow by inspection from Eqs. (1A.10b), (1A.11a),
(2B.2c), (2B.3b) and (2B.9b). Equation (2B.10d) is readily deduced for ∆+ from the Ernst
equation (1A.5) by using the derivation in the proof of Thm. 1A.1, with the understanding
that (τ − α)1/2 = M+(τ − α) and that µ is to be replaced by µ+ in the derivation. The
equation for ∆− then follows from Eq. (2B.10b). End of proof.
Dfn. of SQ±(x0,x1,x2)
Let SQ±(x0,x1,x2) denote the set of all 2× 2 matrix functions Q± such that
dom Q± := D2 × C¯± (2B.11a)
and such that the following three conditions hold for all (x′, τ) ∈ D × C¯±:
(1)
Q±(x′,x′, τ) = I. (2B.11b)
(2) The function of x given by Q±(x,x′, τ) is finite-valued and continuous throughout
D.
(3) The same function of x is differentiable throughout {x ∈ D : (τ − r)(τ − s) 6= 0}
and there exists E ∈ SE(x0,x1,x2) such that
dQ±(x,x′, τ) = ∆±(x, τ)Q±(x,x′, τ). (2B.11c)
End of Dfn.
We shall henceforth suppress the argument ‘(x0,x1,x2)’ whenever there is no likely danger
of ambiguity.
PROPOSITION 2B.2 (Properties of Q± ∈ SQ±)
(i)
detQ± = 1. (2B.12a)
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(ii) Each E ∈ SE has no more than one corresponding Q+ ∈ SQ+ and no more than
one corresponding Q− ∈ SQ−.
(iii) Corresponding to each E ∈ SE , Q− exists if and only if Q+ exists, and, for each
(x,x′, τ) ∈ dom Q+,
Q−(x,x′, τ ∗) = [Q+(x,x′, τ)]∗. (2B.12b)
(iv) For all x, x′′, x′ ∈ D and τ ∈ C¯±,
Q±(x,x′′, τ)Q±(x′′,x′, τ) = Q±(x,x′, τ) (2B.12c)
and, as a special case,
[Q±(x,x′, τ)]−1 = Q±(x′,x, τ). (2B.12d)
(v) For all x, x′ ∈ D,
Q+(x,x′, σ) = Q−(x,x′, σ)
and is real if σ ∈ R1 − Iˆ(x,x′), (2B.12e)
while
−JQ+(x,x′, σ)J = Q−(x,x′, σ)
and is unitary if I(3)(x,x′) < σ < I(4)(x,x′).
(2B.12f)
(vi) For all x,x′ ∈ D,
Q+(x,x′,∞) = Q−(x,x′,∞) = e−σ3ψ(x)
(
1 −χ(x) + χ(x′)
0 1
)
eσ3ψ(x
′), (2B.12g)
where ψ := 1
2
ln(−f).
(vii) The restriction of Q± to {(x,x′, τ) : x,x′ ∈ D and τ ∈ C¯± − Iˆ(x,x′)} is finite-
valued and continuous, and, for fixed (x,x′), the function of τ given by Q±(x,x′, τ)
is holomorphic on C¯± − Iˆ(x,x′) [which means that the function has a holomorphic
extension to at least one open subset of C].
Proofs:
(i) For each (x′, τ) ∈ (dom E × C¯±), Eqs. (2B.11c) and (2B.10a) imply
d[detQ±(x,x′, τ)] = 0
at all x ∈ dom E such that (τ − r)(τ − s) 6= 0. If τ ∈ C± or if τ = ∞, then
detQ±(x,x′, τ) is independent of x throughout dom E . So, from Eq. (2B.11b), we
obtain detQ±(x,x′, τ) = detQ±(x′,x′, τ) = 1 at all x ∈ dom E .
If τ = σ ∈ R1, the proof is less simple. The statement that d[detQ±(x,x′, σ)] = 0 at
all x such that (σ − r)(σ − s) 6= 0 implies that detQ±(x,x′, σ) retains the same value
as x moves along any segmentally smooth path that lies in the interior of any of the
three regions in Fig. 2. The null lines through (σ, σ) cannot be crossed by the path.
Therefore [for fixed (x′, σ) and ±], there exist complex numbers N (κ) (κ = 1,−1, 0)
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such that detQ±(x,x′, σ) = N (κ) whenever (x, σ) has the index κ as defined by Eq.
(2B.3a).
However, we now consider the continuity condition (ii) in the definition of Q±. This
condition implies that detQ±(x,x′, τ) is a continuous function of x throughout dom E ,
and this is possible only if N (1) = N (−1) = N (0). The rest of the proof is obvious.
End of proof.
(ii) Since dQ± = ∆±Q±,
d(Q±)−1 = −(Q±)−1∆±. (2B.13a)
Therefore, ifQ± andQ′± both satisfy all of the defining conditions of theQ±-potential
for a given Ernst potential E , then d{[Q±(x,x′, τ)]−1Q′±(x,x′, τ)} = 0 for each (x′, τ)
in dom E × C¯± and for all x ∈ dom E such that (τ − r)(τ − s) 6= 0. The remainder of
the proof uses Eq. (2B.11b) and is similar to the proof just given of Prop. 2B.2(i). The
conclusion is that [Q±(x,x′, τ)]−1Q′±(x,x′, τ) = I at all x ∈ dom E . So, Q± = Q′±.
End of proof.
(iii) Apply Eq. (2B.10b) to Eq. (2B.11c). Then use the uniqueness theorem, Prop. 2B.2(ii),
that we just proved. End of proof.
(iv) By (2B.11c) and (2B.13a), the differential of [Q+(x,x′, τ)]−1 Q+(x,x′′, τ)Q+(x′′,x′, τ)
vanishes for each (x′′,x′, τ) ∈ (dom E)2 × C¯+ and at all x ∈ dom E such that (τ −
r)(τ − s) 6= 0. The rest of the proof uses Eq. (2B.11b) and parallels the proofs of
Prop. 2B.2(i) and Prop. 2B.2(ii). End of proof.
(v) Note that κ = 1, −1 and 0 when I(4)(x,x′) < σ, σ < I(3)(x,x′) and I(3)(x,x′) <
σ < I(4)(x,x′), respectively, and that the value of κ does not change as one moves
along a straight line from x′ to x in Fig. 2. Therefore, application of Eqs. (2B.10c) and
(2B.11b) to Eq. (2B.11c) yields
J1−κQ−(x,x′, σ)Jκ−1 = Q+(x,x′, σ). (2B.13b)
The reality ofQ±(x,x′, σ) when |κ| = 1 and the unitariness ofQ±(x,x′, σ) when κ = 0
then follow from Eq. (2B.13b) and the fact that M−1 = −JMTJ for any 2× 2 matrix
M with unit determinant. End of proof.
(vi) Equations (1A.10b), (2B.9b) and (2B.9c) yield
∆±(x,∞) = −dψσ3 − dχ
(
0 1
0 0
)
e−2ψ, (2B.13c)
whereupon the solution of Eqs. (2B.11b) and (2B.11c) at τ = ∞ is Eq. (2B.12g).
End of proof.
(vii) For any given x,x′ ∈ D,
L(x,x′) := {αx+ (1− α)x′ : 0 ≤ α ≤ 1} (2B.14a)
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lies entirely in D and is the straight line path from x′ to x. [Here αx + (1 − α)x′ :=
(αr + (1− α)r′, αs+ (1− α)s′).] Letting ∆±3 and ∆±4 be defined by the equation
∆±(x, τ) =
∑
i
dxi∆±i (x, τ) (2B.14b)
and letting14
Q±(α,x,x′, τ) := Q±(αx+ (1− α)x′,x′, τ) (2B.14c)
and
∆±(α,x,x′, τ) :=
∑
i
(xi − x′i)∆±i (αx+ (1− α)x′, τ), (2B.14d)
one finds from Eqs. (2B.11b) and (2B.11c) that
Q±(0,x,x′, τ) = I (2B.14e)
and that, on the interval 0 ≤ α ≤ 1,
∂Q±(α,x,x′, τ)
∂α
= ∆±(α,x,x′, τ)Q±(α,x,x′, τ). (2B.14f)
Moreover, from Eq. (2B.14c),
Q±(1,x,x′, τ) = Q±(x,x′, τ). (2B.14g)
It is understood, of course, that
dom Q± = dom ∆± := {(α,x,x′, τ) : 0 ≤ α ≤ 1, (x,x′) ∈ D2 and τ ∈ C¯± − Iˆ(x,x′)}.
(2B.14h)
Since τ /∈ Iˆ(x,x′), it is easy to show no singularity is encountered by ∆±(α,x,x′, τ)
on the interval 0 ≤ α ≤ 1. In fact, ∆± is continuous throughout its domain (2B.14h),
and, for fixed (α,x,x′), the function of τ that is given by ∆±(α,x,x′, τ) is holomorphic
on C¯± − Iˆ(x,x′). Therefore, from two standard theorems15 on ordinary differential
equations, Q± is continuous [as well as C1 in the variable α] throughout the domain
(2B.14h), and, for fixed (α,x,x′), the function of τ given by Q±(α,x,x′, τ) is holomor-
phic on C¯± − Iˆ(x,x′). The conclusion of the theorem now follows from Eq. (2B.14g).
End of proof.
We still have to prove that, for every given E ∈ SE , the corresponding Q± ∈ SQ± exists.
This will be done in Sec. 4 of these notes, where we shall also establish that Q± is continuous
and has certain differentiability properties.
14We shall underline the symbol for an auxiliary function that involves a parametrized curve. The param-
eter will be the first argument of the function, and that parameter will be in the closed interval [0, 1].
15The standard theorems to which we here refer are discussed in Differential Equations: Geometric Theory,
by S. Lefschetz, 2nd Ed., (Dover, NY, 1977), Ch. II and III.
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C. The K–C linear system and the sets SF±(x0,x1,x2)
In many of our earlier papers we have described the K–C linear system at great length.
Dfns. of ω, A and h
Corresponding to each E = f + iχ ∈ SE , let ω denote the real-valued function such that
dom ω := D, dω exists,
dω := ρf−2 ⋆ dχ (2C.1a)
and the gauge condition ω(x0) = 0 holds, and A and h denote the real 2 × 2 matrix
functions
A :=
(
1 ω
0 1
)(
1/
√−f 0
0
√−f
)
(2C.1b)
and
h := A
(
ρ2 0
0 1
)
AT . (2C.1c)
End of Dfn.
In the spacetime determined by E ,
h =
(
g11 g12
g21 g22
)
, (2C.2a)
where gab = ∂a · ∂b, and ∂1 and ∂2 are two commuting spacelike Killing vectors. In our
gauge, note that
A(x0) = I, h(x0) =
(
ρ20 0
0 1
)
, (2C.2b)
where ρ0 :=
1
2
(s0 − r0).
Dfn. of SH(x0,x1,x2)
Let SH(x0,x1,x2) denote the set of all 2 × 2 matrix functions16 H with dom H := D
such that there exists E ∈ SE for which
Re H = −h, (2C.3a)
d(Im H) exists and satisfies
ρd(Im H) = −hJ ⋆ dh, (2C.3b)
and the gauge condition
H(x0) = −
(
ρ20 0
2iz0 1
)
(2C.3c)
holds.
End of Dfn.
16W. Kinnersley, Symmetries of the stationary Einstein-Maxwell field equations, J. Math. Phys. 18, 1529–
1537 (1977). See also Ref. 1.
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PROPOSITION 2C.1 (Properties of H ∈ SH (for given E ∈ SE))
The Ernst equation (1A.5), as is well known, guarantees that the right sides of Eqs. (2C.1a)
and (2C.1b) are closed 1-forms. Hence, there exists exactly one H ∈ SH corresponding to
each E ∈ SE ; and dH and ∂2H/∂r∂s exist and are continuous throughout D. Moreover,
H22 = E , H −HT = 2zΩ, (2C.4)
where Ω := iJ and the matrices HrΩ and HsΩ are idempotent.
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Dfn. of Γ
Corresponding to each H ∈ SH , let Γ denote the 2 × 2 matrix 1-form whose domain is
{(x.τ) : x ∈ D and τ ∈ C − {r, s}} and whose values are given by
Γ(x, τ) :=
1
2
(τ − z + ρ⋆)−1dHΩ. (2C.5)
End of Dfn.
The function Γ satisfies18
dΓ− ΓΓ = 0, (2C.6)
which is the integrability condition for a linear system that will be considered in Secs. 2C.
The conventional Minkowski space member of SE is denoted by EM and has the values
EM(x) := −1 for all x ∈ D. (2C.7a)
The corresponding potentials A and h have the values
AM(x) = I, hM(x) =
(
ρ2 0
0 1
)
, (2C.7b)
for all x ∈ D, and the corresponding member of SH has the values
HM(x) = −
(
ρ2 0
2iz 1
)
(2C.7c)
for all x ∈ D.
Eqs. (2C.7a) and (1A.10b), ∆± =
(
0 0
0 0
)
when E = EM . Therefore, from Eqs.
(2B.11b) and (2B.11c), the member of SQ± that corresponds to EM has the value
QM±(x,x′, τ) = I (2C.7d)
at all (x,x′, τ) in D2 × C¯±.
17See Ref. 1.
18See Ref. 1.
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The matrix 1-form Γ for which H = HM will be denoted by ΓM . Useful solutions of the
linear equations
dPM± = ΓMPM± and dPM = ΓMPM (2C.7e)
such that
dom PM± := {(x, τ) ∈ D × C¯± : τ /∈ {r, s}} (2C.7f)
and
dom PM := {(x, τ) ∈ D × C : τ /∈ [r, s]} (2C.7g)
are given by
PM±(x, τ) =
(
1 −i(τ − z)µ±(x, τ)−1
0 µ±(x, τ)−1
)
1√
2
(
1 i
−i −1
)
(2C.7h)
and PM(x, τ) equals the same expression as above except that µ± is replaced by µ. From
Eq. (2B.3c),
PM(x, τ) = PM±(x, τ) for all x ∈ D and τ ∈ C¯± − [r, s]. (2C.7i)
When τ 6=∞, Eq. (2C.7h) has the convenient factorized form
PM±(x, τ) =
(
1 −i(τ − z)
0 1
)(
1 0
0 µ±(x, τ)−1
)
1√
2
(σ3 + Ω). (2C.7j)
PROPOSITION 2C.2 (Properties of PM± and PM)
(i) The functions PM± and PM are finite-valued and continuous throughout their re-
spective domains.
(ii) For fixed x, PM±(x, τ) is holomorphic on C¯±−{r, s} [which means that the function
of τ whose domain is C¯±−{r, s} and whose values on that domain are PM±(x, τ) has
a holomorphic extension to at least one open subset of C]. For fixed x, PM(x, τ) is a
holomorphic function of τ throughout C − [r, s].
(iii) Recall the definition of the closed disk d(x), Eq. (2A.4a).
FM±(x, τ) := PM±(x, τ)
1√
2
(
2τ 0
0 1
)
(2C.8a)
and its inverse are finite-valued and continuous functions of (x, τ) throughout {(x, τ) :
x ∈ D and τ ∈ C¯± − d(x)}, and, for fixed x, they are holomorphic functions of τ on
C¯± − d(x). Also,
FM±(x,∞) = Ω. (2C.8b)
(iv) Recall the definition of the closed disk d(x,x′), Eq. (2A.4b). Let FM± denote the
function whose domain is
dom FM± := {(x,x′, τ) ∈ D2 × C¯± : τ /∈ {r, r′, s, s′}} (2C.8c)
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and whose values are given by
FM±(x,x′, τ) := PM±(x, τ)[PM±(x′, τ)]−1 when τ 6=∞ (2C.8d)
and by
FM±(x,x′, τ) := FM±(x, τ)[FM±(x′, τ)]−1 when τ ∈ C¯± − d(x,x′). (2C.8e)
Then FM± is finite-valued and continuous; and, for all (x,x′, τ) in the above domain
(2C.8c),
FM±(x,x′,∞) = I (2C.8f)
and, if τ 6=∞,
FM±(x,x′, τ) =
(
1 −i(τ − z)
0 1
)(
1 0
0 ν±(x,x′, τ)
)(
1 i(τ − z′)
0 1
)
, (2C.8g)
where ν± is defined by Eq. (2B.7b). For each (x,x′) ∈ D2, FM±(x,x′, τ) is a holo-
morphic function of τ on C¯± − {r, s, r′, s′}.
(v) For each x ∈ D and σ ∈ R1 − {r, s},
PM−(x, σ) = PM+(x, σ)Ω1−κ, (2C.8h)
where κ is defined by Eq. (2B.3a). For each (x,x′) ∈ D2,
FM−(x,x′, σ) = FM+(x,x′, σ) for all σ ∈ R1 − I`(x,x′). (2C.8i)
(vi) Let F`
M
denote the function with the domain
dom F`
M
:= {(x,x′, τ) : (x,x′) ∈ D2 and τ ∈ C − I`(x,x′)} (2C.8j)
and with the values
F`
M
(x,x′, τ) := FM±(x,x′, τ) for all (x,x′, τ) ∈ dom F`M such that τ ∈ C¯±,
(2C.8k)
where we are employing Eq. (2C.8i) when τ ∈ R1 and Eq. (2C.8b) when τ = ∞.
Then F`
M
is finite-valued and continuous, F`
M
(x,x′, τ) is a holomorphic function of τ
throughout C − I¯(x,x′),
F`
M
(x,x′,∞) = I (2C.8l)
and, when τ 6=∞, F`M(x,x′, τ) is given by the expression (2C.8g) after ν±(x,x′, τ) is
replaced by ν`(x,x′, τ) as defined by Eq. (2B.7b). Let F¯
M
denote the extension of F`
M
to
dom F¯
M
:= {(x,x′, τ) : (x,x′) ∈ D2 and τ ∈ C − I¯(x,x′)} (2C.8m)
such that, when τ 6=∞, F¯M(x,x′0, τ) is given by Eq. (2C.8g) with ν±(x,x′, τ) replaced
by ν¯(x,x′, τ) as defined by Eq. (2B.7d). Then, F¯
M
(x,x′, τ) is a holomorphic function
of τ throughout C − I¯(x,x′).
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Proofs:
(i) This follows from the facts that τµ±(x, τ)−1 and τµ(x, τ)−1 are finite-valued and con-
tinuous functions of (x, τ) throughout the domains (2C.7f) and (2C.7g), respectively.
End of proof.
(ii) Moreover, for fixed x, τµ±(x, τ)−1 is a holomorphic function of τ on C¯± − {r, s}, and
τµ(x, τ)−1 is a holomorphic function of τ throughout C − [r, s]. End of proof.
(iii) After substituting (2C.7h) into (2C.8a) and then multiplying the four factors to form a
single 2× 2 matrix, it can be seen that FM±(x, τ) and its inverse are both expressible
as series in inverse powers of 2τ such that these series converge throughout the open
neighborhood C¯± − d(x) of ∞. The remainder of the proof is left for the reader.
End of proof.
(iv) The proof employs the preceding theorem, Prop. 2C.2(iii), and the properties of ν± that
are detailed in Sec. 2B. Substitution from Eq. (2C.7h) into the product (2C.8d) yields
the product (2C.8g), which (after multiplying the three factors to form a single 2 × 2
matrix) is easily shown to have a unique continuous extension to the domain (2C.8c)
such that (2C.8f) and the conclusion respecting holomorphy hold. End of proof.
(v) Equation (2C.8h) follows from Eqs. (2C.7h) and (2B.3b). Equation (2C.8i) then follows
from Eqs. (2C.8g), (2B.3b) and (2B.8a). End of proof.
(vi) From Eqs. (2C.8k), (2C.8f), (2C.8g), (2B.6b) and (2B.7d), we obtain Eq. (2C.8l) and
Eq. (2C.8g) with ν± replaced by ν`. The remainder of the proof employs the properties
of ν` and ν¯ that are detailed in Sec. 2B. End of proof.
Dfn. of ϕ± : SQ± → SF±
Let ϕ+ and ϕ− denote the mappings with the domains SQ+ and SQ− , respectively, where
the value ϕ±(Q±) corresponding to Q± ∈ SQ± is the 2× 2 matrix function F± with the
domain
dom F± := {(x,x′, τ) ∈ D2 × C¯± : τ /∈ {r, s, r′, s′}} (2C.9a)
such that, for each (x,x′, τ) ∈ dom F±,
F±(x,x′, τ) := A(x)PM±(x, τ)Q±(x,x′, τ)[PM±(x′, τ)]−1[A(x′)]−1
when τ 6=∞, (2C.9b)
where A is defined by Eq. (2C.1b) and is computed from the member of SE that corre-
sponds to Q±, and
F±(x,x′, τ) := A(x)FM±(x, τ)
(
(2τ)−1 0
0 1
)
Q±(x,x′, τ)
(
2τ 0
0 1
)
[FM±(x′, τ)]−1[A(x′)]−1 when τ ∈ C¯± − d(x,x′). (2C.9c)
End of Dfn.
The above equations (2C.9b) and (2C.9c) are mutually consistent as can be seen from
Prop. 2C.2(iii) and the following proposition, which is evident by inspection of Props.
2B.2(vi) and (vii):(
(2τ)−1 0
0 1
)
Q±(x,x′, τ)
(
2τ 0
0 1
)
is a finite-valued and continuous function of
(x,x′, τ) throughout {(x,x′, τ) ∈ D2 × C¯± : τ /∈ Iˆ(x,x′), τ 6= 0}, and,
for fixed (x,x′), is a holomorphic function of τ on C¯± − [Iˆ(x,x′) ∪ {0}].
(2C.10)
Dfn. of SF±(x0,x1,x2)
SF± := {ϕ±(Q±) : Q± ∈ SQ±}. (2C.11)
End of Dfn.
THEOREM 2C.3 (Properties of F± ∈ SF±)
(i) FM± = ϕ±(QM±) ∈ SF±.
(ii) At each (x,x′, τ) ∈ dom F±, dF±(x,x′, τ) exists and
dF±(x,x′, τ) = Γ(x, τ)F±(x,x′, τ). (2C.12a)
(iii) For all (x,x′, τ) ∈ dom F±,
detF±(x,x′, τ) = ν±(x,x′, τ). (2C.12b)
(iv) For all x,x′′,x′ ∈ D and τ ∈ C¯± − {r, s, r′′, s′′, r′, s′},
F±(x,x′′, τ)F±(x′′,x′, τ) = F±(x,x′, τ). (2C.12c)
For each x ∈ D and τ ∈ C¯± − {r, s},
F±(x,x, τ) = I. (2C.12d)
For all x,x′′ ∈ D and τ ∈ C¯± − {r, s, r′′, s′′},[
F±(x,x′′, τ)
]−1
= F±(x′′,x, τ). (2C.12e)
(v) The restriction of F± to {(x,x′, τ) ∈ dom F± : τ /∈ I`(x,x′)} is finite-valued
and continuous. For fixed (x,x′), the function of τ that is given by F±(x,x′, τ) is
holomorphic on C¯± − I`(x,x′).
(vi) For all x,x′ ∈ D,
F+(x,x′,∞) = F−(x,x′,∞) = I. (2C.12f)
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(vii) Let
A(x, τ) := (τ − z)Ω + Ωh(x)Ω. (2C.12g)
Then, for all (x,x′, τ) ∈ dom F± such that τ 6=∞,
[F∓(x,x′, τ ∗)]†A(x, τ)F±(x,x′, τ) = A(x′, τ) (2C.12h)
and, in view of the preceding Thm. 2C.3(vi), the above equation divided through by τ
holds at τ =∞.
(viii) For all (x,x′) ∈ D2 and σ ∈ R1 − I`(x,x′),
F+(x,x′, σ) = F−(x,x′, σ). (2C.12i)
Proofs:
(i) This follows from Eq. (2C.7b), Eq. (2C.7d) and Prop. 2C.2(iv). End of proof.
(ii) For the given member F± = ϕ±(Q±) of the set SF±, there exists E ∈ SE such that
(by definition of SQ±) Eq. (2B.11c) holds, and it is a simple exercise to prove that
this member of SE is uniquely determined by Q±. From E , one can compute the
corresponding H ∈ SH by using the definition given in Sec. 2C. It is well known19 that
H exists, is unique and (like E) is C1 and that the mixed partial derivative d ⋆ dH
exists and is continuous throughout D. From Eqs. (2C.3a) and (2C.3b),
dH = − (I + ρ−1hΩ⋆) dh, (2C.13a)
where recall that Ω := iJ . From Eqs. (2C.1a) and (2C.1b),
A−1dA = −
(
0 1
0 0
)
ρ ⋆ dχ
f
− σ3 df
2f
. (2C.13b)
Substitute the relations (2C.1c) and (2C.7b) into Eq. (2C.13a) and then use Eqs.
(2C.13a) (for HM) and (2C.13b) [and the identity MTΩM = Ω(detM) for any 2 × 2
matrix M ] to obtain
A−1dHΩA = dHMΩ− dE
f
(
Iρ ⋆+hMΩ
)
σ3. (2C.13c)
Use Eq. (2C.7h) to compute PM±σ3 − σ3PM± and PM±J − JPM±. Then, after re-
grouping terms, one obtains from Eqs. (1A.10b), (2C.5), (2C.13b) and (2C.13c),
PM±∆± =
(
A−1ΓA− ΓM − A−1dA)PM±. (2C.13d)
Therefore, from Eqs. (2B.11c) and (2C.7e),
d(APM±Q±) = Γ(APM±Q±)
19We shall give our own proof of this statement in Sec. 4.
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or, more explicitly,
d[A(x)PM±(x, τ)Q±(x,x′, τ)] = Γ(x, τ)
[
A(x)PM±(x, τ)Q±(x,x′, τ)
]
for all (x,x′) ∈ D2 and τ ∈ C¯± − {r, s}. (2C.13e)
Also, from Prop. 2C.2(iii),
d
[
A(x)FM±(x, τ)
√
2
(
(2τ)−1 0
0 1
)
Q±(x,x′, τ)
]
= Γ(x, τ)
[
A(x)FM±(x, τ)
√
2
(
(2τ)−1 0
0 1
)
Q±(x,x′, τ)
]
for all (x,x′) ∈ D2 and τ ∈ C¯± − d(x).
(2C.13f)
The conclusion (2C.12a) now follows from Eqs. (2C.9b), (2C.9c), (2C.13e) and (2C.13f).
End of proof.
(iii) From Eqs. (2C.1b), (2C.7h) and (2C.8a),
detA(x) = 1, detPM±(x, τ) = −[µ±(x, τ)]−1 and detFM±(x, τ) = −τ [µ±(x, τ)]−1.
(2C.13g)
Hence, from Eqs. (2B.12a), (2C.9b), (2C.9c) and (2B.8a), we find detF±(x,x′, τ) =
ν±(x,x′, τ) for all (x,x′, τ) ∈ dom F±. End of proof.
(iv) These follow from Prop. 2B.2(iv), Eqs. (2C.9b), (2C.9c) and (2C.12b) [which implies
that F±(x,x′′, τ) is invertible]. End of proof.
(v) The proof employs Eqs. (2C.12a) and (2C.12d) as well as Thms. 2C.3(ii) and (iv). The
proof is an exact parallel of the proof of Prop. 2B.2(vii). To obtain the proof of the
present theorem, simply make the following replacements in the proof of Prop. 2B.2(vii):
∆± → Γ,Q± → F± and Iˆ(x,x′)→ I`(x,x′). No other replacements are needed. [Note
that the present theorem holds even when τ is real and I`
(3)
(x,x′) < τ < I`
(4)
(x,x′).]
End of proof.
(vi) From the preceding theorem, Thm. 2C.3(v), F±(x,x′,∞) is finite and is a continuous
function of (x,x′) throughout D. From Eq. (2C.5), Γ(x,∞) =
(
0 0
0 0
)
. Therefore,
from Eqs. (2C.12a) and (2C.12d), F±(x,x′,∞) = I throughout D. End of proof.
(vii) First employ Eqs. (2C.7h), (2B.2b), (2B.2c), (2C.1c) and (2C.7b), and the fact that
ATΩA = I, to prove that
[PM∓(x, τ ∗)]†[A(x)]TA(x, τ)A(x)PM±(x, τ) = Ω if τ 6=∞. (2C.13h)
Therefore, from Props. 2B.2(i) and (iii),
[A(x)PM∓(x, τ ∗)Q∓(x,x′, τ ∗)]†A(x, τ)[A(x)PM±(x, τ)Q±(x,x′, τ)] = Ω if τ 6=∞.
(2C.13i)
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Therefore, from Eqs. (2C.9b, (2B.2b), (2B.2c) and (2C.1c),
[F∓(x,x′, τ ∗]†A(x, τ)F±(x,x′, τ)A(x′)T
(
1 0
−i(τ − z′) µ±(x′, τ)
)
σ3(
1 i(τ − z′)
0 µ±(x′, τ)
)
A(x′) = A(x′, τ)
(2C.13j)
for all (x,x′, τ) ∈ dom F± such that τ 6=∞. End of proof.
(viii) Apply Eq. (2B.3a), Prop. 2B.2(v) [Eqs. (2B.12e) and (2B.12f)] and Prop. 2C.2 [Eqs.
(2C.8h) to Eq. (2C.9b)]. End of proof.
PROPOSITION 2C.4 (More properties of Q± ∈ SQ±)
The restriction of Q± to {(x,x′, τ) : x,x′ ∈ D and τ ∈ C¯± − I`(x,x′)} is finite-valued
and continuous. For each (x,x′) ∈ D2, the function of τ that is given by Q±(x,x′, τ) is
holomorphic on C¯±− I`(x,x′); and, as a consequence, the functions of σ [see Prop. 2B.2(v)]
that are given by Q+(x,x′, σ) and Q−(x,x′, σ) are analytic throughout R1 − I`(x,x′).
Proof: This follows by inspection from Eq. (2C.9b), Thm. 2C.3(v) and Props. 2C.2(i) and (ii).
Note: Henceforth each function that we consider will be understood to be finite-valued
throughout its domain.
D. The sets SF`(x0,x1,x2), SF¯(x0,x1,x2) and SQˆ(x0,x1,x2)
We shall first define S
F`
. Then, before we define SF¯ and SQˆ, we shall define the functions
Γi, F`
(i)
and F¯
(i)
.
Dfn. of S
F`
(x0,x1,x2)
Let S
F`
denote the set of all 2× 2 matrix functions F` with
dom F` := {(x,x′, τ) : x,x′ ∈ D and τ ∈ C − I`(x,x′)} (2D.1a)
such that, for each x ∈ D and τ ∈ C − {r, s},
F`(x,x, τ) = I (2D.1b)
and there exists H ∈ SH such that, for each (x,x′, τ) ∈ dom F` , dF`(x,x′, τ) exists and
dF`(x,x′, τ) = Γ(x, τ)F`(x,x′, τ). (2D.1c)
End of Dfn.
Dfn. of Γi (for a given H ∈ SH)
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Let Γ3 and Γ4 denote the 2×2 matrix functions such that dom Γi := {(x, τ) : x ∈ D and
τ ∈ C − {xi} and
Γi(x, τ) :=
[∂H(x)/∂xi]Ω
2(τ − xi) (2D.2a)
for all (x, τ) ∈ dom Γi. So, from Eqs. (2C.5) and (2A.1),
Γ(x, τ) =
∑
i
dxiΓi(x, τ) (2D.2b)
for all (x, τ) ∈ dom Γ.
End of Dfn.
As regards the following definition, recall that I(3) := {r : r1 < r < r2} and I(4) := {s :
s2 < s < s1}.
Dfn. of F`
(i)
(for a given H ∈ SH)
Let F`
(3)
and F`
(4)
denote the 2× 2 matrix functions with
dom F`
(3)
:= {(r, r′, s, τ) : r, r′ ∈ I(3), s ∈ I(4),
r < s, r′ < s and τ ∈ C − I`(3)(x,x′)}, (2D.3a)
dom F`
(4)
:= {(s, s′, r, τ) : s, s′ ∈ I(4), r ∈ I(3),
r < s, r < s′ and τ ∈ C − I`(4)(x,x′)}, (2D.3b)
respectively, such that
F`
(i)
(xi, xi, x7−i, τ) := I for each xi ∈ I(i) and τ ∈ C − {xi} (2D.3c)
and such that, for all (xi, x′i, x7−i, τ) ∈ dom F` (i), ∂F` (i)(xi, x′i, x7−i, τ)/∂xi exists and
∂F`
(i)
(xi, x′i, x7−i, τ)
∂xi
= Γi(x, τ)F`
(i)
(xi, x′i, x7−i, τ), (2D.3d)
where x := (r, s) = (x3, x4).
End of Dfn.
PROPOSITION 2D.1 (Properties of F`
(i) ∈ dom F` (i))
(i)
F`
(i)
exists, is unique and is continuous; and, for fixed x and x′i,
F`
(i)
(xi, x′i, x7−i, τ) is a holomorphic function of τ throughout C − I`(i)(x,x′).
(2D.4a)
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(ii) Moreover, ∂F`
(i)
(xi, x′i, x7−i, τ)/∂x7−i exists and
∂F`
(i)
(xi, x′i, x7−i, τ)
∂x7−i
= Γ7−i(x, τ)F`
(i)
(xi, x′i, x7−i, τ)
− F` (i)(xi, x′i, x7−i, τ) [Γ7−i(x, τ)]xi=x′i (2D.4b)
at all (xi, x′i, x7−i, τ) ∈ dom F` (i).
Proof:
(i) The function of (x, τ) given by Γi(x, τ) is clearly continuous throughout dom Γi and
is (for fixed x) a holomorphic function of τ throughout C −{xi}. Hence, statement (i)
follows from standard theorems20 on ordinary differential equations.
(ii) We shall supply the proof only from i = 4, i.e., for the ordinary linear differential
equation
∂F`
(4)
(s, s′, r, τ)
∂s
= Γ4(x, τ)F`
(4)
(s, s′, r, τ). (2D.5a)
subject to the initial condition
F`
(4)
(s′, s′, r, τ) = I. (2D.5b)
The proof for i = 3 is similar.
From Eq. (2D.1c) and Prop. 2C.1, ∂Γ4(x, τ)/∂r exists and is a continuous function of
(x, τ) throughout dom Γ4. So, from a standard theorem
21 on the differentiability of so-
lutions with respect to a parameter, ∂F`
(4)
(s, s′, r, τ)/∂r also exists and is a continuous
function of (s, s′, r, τ) throughout dom F`
(4)
. It then follows from Eq. (2D.5a) that
∂
∂r
[
∂F`
(4)
(s, s′, r, τ)
∂s
]
exists and is a continuous function of (s, s′, r, τ) throughout dom F`
(4)
. Since the
first partial derivatives of F`
(4)
with respect to r and s also exist and are continuous
throughout dom F`
(4)
, the following partial derivatives both exist and are equal as
indicated.22
∂2F`
(4)
(s, s′, r, τ)
∂r∂s
=
∂2F`
(4)
(s, s′, r, τ)
∂s∂r
.
Furthermore, Eq. (2C.6) is expressible in the form
∂Γ4
∂r
− ∂Γ3
∂s
− (Γ3Γ4 − Γ4Γ3) = 0.
20See Ref. 15.
21See Sec. 4, Ch. II, of Ref. 15.
22See Ref. 1.
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Therefore, upon differentiating both sides of Eq. (2D.5a) with respect to r, one can
replace ∂Γ4/∂r by (∂Γ3/∂s)+Γ3Γ4−Γ4Γ3; and one then obtains, after replacing Γ4F` (4)
by ∂F`
(4)
/∂s and regrouping terms,
∂
∂s
(
∂F`
(4)
∂r
− Γ3F` (4)
)
= Γ4
(
∂F`
(4)
∂r
− Γ3F` (4)
)
. (2D.5c)
Next, let the 2× 2 matrix function U be defined by the equation
∂F`
(4)
∂r
− Γ3F` (4) = F` (4)U. (2D.5d)
Substitution from the above equation into Eq. (2D.5c) then yields, with the aid of Eq.
(2D.5a), ∂U/∂s = 0. Since U is independent of s, one obtains, after setting s = s′ in
Eq. (2D.5d) and then employing Eq. (2D.5b),
U(r, s′, τ) = −Γ3((r, s′), τ).
So, Eq. (2D.5d) becomes Eq. (2D.4b) for the case i = 4; viz.,
∂F`
(4)
(s, s′, r, τ)
∂r
= Γ(x, τ)F`
(4)
(s, s′, r, τ)− F` (4)(s, s′, r, τ)Γ3((r, s′), τ). (2D.5e)
End of proof.
If F` ∈ S
F`
exists such that Eq. (2D.1c) holds for a given H ∈ SH , then the reader can
easily prove from Eqs. (2D.1a) to (2D.3d) that F`
(3)
and F`
(4)
are extensions of the functions
of (r, r′, s, τ) and (s, s′, r, τ) that are given by F`(x, (r′, s), τ) and F`(x, (r, s′), τ), respectively.
Specifically,
F`(x, (r′, s), τ) = F`
(3)
(r, r′, s, τ) for all (r, r′, s, τ) ∈ dom F` (3) such that τ 6= s (2D.6a)
and
F`(x, (r, s′), τ) = F`
(4)
(s, s′, r, τ) for all (s, s′, r, τ) ∈ dom F` (4) such that τ 6= r. (2D.6b)
Dfn. of F¯
(i)
(for given H ∈ SH)
Let F¯
(3)
and F¯
(4)
denote the extensions of F`
(3)
and F`
(4)
to [compare with Eqs. (2D.3a)
and (2D.3b)]
dom F¯
(3)
:= {(r, r′, s, τ) : r, r′ ∈ I(3), s ∈ I(4),
r < s, r′ < s and τ ∈ C − I¯(3)(x,x′)}, (2D.7a)
dom F¯
(4)
:= {(s, s′, r, τ) : s, s′ ∈ I(4), r ∈ I(3),
r < s, r < s′ and τ ∈ C − I¯(4)(x,x′)}, (2D.7b)
respectively, such that
F¯
(i)
(xi, xi, x7−i, xi) := I. (2D.7c)
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End of Dfn.
One can readily see from (2D.3c) and Prop. 2D.1(i) that, for fixed (xi, x′i, x7−i),
F¯
(i)
(xi, x′i, x7−i, τ) is a holomorphic function of τ throughout C − I¯(i)(x,x′). (2D.8)
[CAUTION: However, F¯
(i)
is not generally continuous at those points (xi, x′i, x7−i, τ) of its
domain at which xi = x′i = τ .]
We shall now take advantage of Eqs. (2D.6a) and (2D.6b), together with the above
definition of F¯
(i)
(for given H ∈ SH), to help us define an extension of each member of
S
F`
. To grasp the following definition, it is essential to note that, for all (x,x′, τ) such that
x, x′ ∈ D and τ ∈ C − I¯(x,x′), the triple (x,x′, τ) is a member of dom F` if and only if it is
not true that s = s′ = τ and it is not true that r = r′ = τ .
Dfn. of SF¯(x0,x1,x2)
Corresponding to each member of S
F`
that is denoted by F` , we shall let F¯ denote that
extension of F` to the domain [compare with Eq. (2D.1a)]
dom F¯ := {(x,x′, τ) : x,x′ ∈ D and τ ∈ C − I¯(x,x′)} (2D.9a)
such that
F¯(x, (r′, s), s) := F¯
(3)
(r, r′, s, s), and (2D.9b)
F¯(x, (r, s′), r) := F¯ (4)(s, s′, r, r). (2D.9c)
Also, let
SF¯ := {F¯ : F` ∈ SF`}; (2D.9d)
and, for each member of SF¯ that is denoted by F¯ , we shall let F` denote the restriction
of F¯ to the domain (2D.1a).
End of Dfn.
From Eqs. (2D.1b), (2D.3c), (2D.7c), (2D.9b) and (2D.9c), note that
F¯(x,x, τ) = I for all x ∈ D and τ ∈ C. (2D.10)
PROPOSITION 2D.2 (Properties of F¯ ∈ SF¯)
(i) F` is continuous; and, for each (x,x′) ∈ D2, F¯(x,x′, τ) is a holomorphic function
of τ throughout C − I¯(x,x′).
(ii) For all (x,x′, τ) ∈ dom F¯ ,
det F¯(x, x′, τ) = ν¯(x,x′, τ). (2D.11a)
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(iii) For all (x,x′, τ) ∈ dom F¯ , [F¯(x,x′, τ)]−1 exists. Furthermore, for all (x,x′, τ) ∈
dom F` , d[F`(x,x′, τ)−1] exists and
d[F`(x,x′, τ)−1] = −F`(x,x′, τ)−1Γ(x, τ). (2D.11b)
(iv) There is no more than one F¯ ∈ SF¯ corresponding to each H ∈ SH for which Eq.
(2D.1c) holds throughout dom F` .
(v) For all x,x′,x′′ ∈ D and τ ∈ C − [I¯(x,x′) ∪ I¯(x′,x′′)],
F¯(x,x′, τ)F¯(x′,x′′, τ) = F¯(x,x′′, τ). (2D.11c)
For all (x,x′, τ) ∈ dom F¯ ,
[F¯(x,x′, τ)]−1 = F¯(x′,x, τ). (2D.11d)
(vi) For each (x,x′) ∈ D2, the expansion of F¯(x,x′, τ) in inverse powers of 2τ through-
out C − d(x,x′) is such that
F¯(x,x′, τ) = I + (2τ)−1[H(x)−H(x′)]Ω +O(τ−2). (2D.11e)
(vii) For all (x,x′, τ) ∈ dom F¯ such that τ 6=∞,
F¯
†
(x,x′, τ)A(x, τ)F¯(x,x′, τ) = A(x′, τ), (2D.11f)
where F¯
†
(x,x′, τ) := [F¯(x,x′, τ ∗)]†. In view of the preceding Prop. 2D.2(vi), Eq.
(2D.11f) with A(x, τ) and A(x′, τ) replaced by τ−1A(x, τ) and τ−1A(x′, τ), respectively,
holds at τ =∞.
Proofs: Henceforth, we shall tacitly employ the obvious proposition that the mapping F¯ 7→ F`
is a bijection of SF¯ onto SF` ; and, in the proofs of the above Prop. 2D.2(ii), (iv), (v) and (vii),
we shall tacitly employ the easily proved proposition that, for each x′ ∈ D and τ ∈ C−{r′, s′},
S(x′, τ) := {x ∈ D : (x,x′, τ) ∈ dom F`}
= {x ∈ D : τ ∈ C − I`(x,x′)} (2D.12)
is a convex open subset of R2 such that x′ ∈ S(x, τ). Specifically, S(x′, τ) = D if τ /∈ ]r1, s1[;
and, if τ = σ ∈ ]r1, s1[, then S(x′, τ) is the intersection of D with one of three regions that
are labeled κ = 1, 0 and −1 in Fig. 2 except that none of the points on the horizontal line
s = σ and on the vertical line r = σ are in S(x′, τ). In accordance with Eqs. (2B.3a), κ = 1
if s′ < σ, κ = 0 if r′ < σ < s′, and κ = −1 if σ < r′.
We shall now give the proofs of Prop. 2D.2(i) to (vii).
(i) We first consider the proof of the proposition that F` is continuous and that, for each
fixed (x,x′) ∈ D2, F`(x,x′, τ) is a holomorphic function of τ throughout C − I`(x,x′).
The proof employs Eqs. (2D.1a) to (2D.1c) in the definition of SF`. The proof is
an exact parallel of the proof of Prop. 2B.2(vii). To obtain the proof of the present
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proposition, simply make the following replacements in the proof of Prop. 2B.2(vii):
C¯± → C, Iˆ(x,x′) → I`(x,x′), Q± → F` and ∆± → Γ. No other replacements are
needed.
There remains only the proof that, for each fixed (x,x′) ∈ D2 such that s = s′
or/and r = r′, F¯(x,x′, τ) is a holomorphic function of τ throughout C − I¯(x,x′).
This proof has already been given [see Prop. 2D.1(i) and Eqs. (2D.6a) to (2D.8)]
since we have previously demonstrated that the function of τ given by F`(x, (r′, s), τ)
on the domain C − (I`(3)(x,x′) ∪ {s}) and by F`(x, (r, s′), τ) on the domain C −
(I`
(4)
(x,x′) ∪ {r}) have holomorphic extensions F¯(x, (r′, s), τ) := F¯ (3)(r, r′, s, τ) and
F¯(x, (r, s′), τ) := F¯ (4)(s, s′, r, τ) that cover the isolated points τ = s and τ = r,
respectively. End of proof.
(ii) For any 2× 2 matrix M with complex elements,
MTΩM = ΩdetM. (2D.13a)
We compute d(F`
T
ΩF`) with the aid of Eq. (2D.1c), the definition of Γ by Eq. (2C.5),
the second of Eqs. (2C.4), Eq. (2A.1) and Eq. (2A.2). From the definition of ν` by
Eqs. (2B.6a) through (2B.7d), we obtain d[det F`(x,x′, τ)] = dν`(x,x′, τ), whereupon
Eq. (2D.11a) follows from Eq. (2D.1b) and the fact that ν`(x,x, τ) = 1.
Equation (2D.11a) is proved by subjecting both sides of det F`(x,x′, τ) = ν`(x,x′, τ) to
holomorphic extension in the τ -plane when s = s′ and/or r = r′. We leave details for
the reader. End of proof.
(iii) Since ν¯(x,x′, τ) 6= 0 for all (x,x′, τ) ∈ dom F¯ , the preceding Prop. 2D.2(ii) implies
that [F¯(x,x′, τ)]−1 exists for all (x,x′, τ) ∈ dom F¯ . Equation (2D.11b) then follows
from Eq. (2D.1c) and the fact that d
[
F`(x,x′, τ)−1F`(x,x′, τ)
]
= 0. End of proof.
(iv) If F¯
′
and F¯ are both members of SF¯ corresponding to the same H ∈ SH , then Eqs.
(2D.1c) and (2D.11b) imply that d
[
F`(x,x′, τ)−1F`
′
(x,x′, τ)
]
= 0 at all (x,x′, τ) ∈
dom F` . The rest of the proof employs Eq. (2D.1b) and is straightforward. End of proof.
(v) Note that, for all x,x′, τ ∈ D,
C − (I`(x,x′) ∪ I`(x′,x′′)) ⊂ C − I`(x,x′′). (2D.13b)
Therefore, from Eq. (2D.1a) and the above Eq. (2D.13b), the triples (x′,x′′, τ), (x,x′, τ)
and (x,x′′, τ) are members of dom F` for all τ ∈ C − (I`(x,x′) ∪ I`(x′,x′′)); and, from
Eqs. (2D.1c) and (2D.11b),
d
[
F`(x,x′′, τ)−1F`(x,x′, τ)F`(x′, x′′, τ)
]
= 0. (2D.13c)
Hence, for all x′,x′′ ∈ D and τ ∈ C − I`(x′,x′′), F`(x,x′′, τ)−1F`(x,x′, τ)F`(x′,x′′, τ)
has the same value for all x ∈ S(x′, τ), defined by Eq. (2D.12); i.e., it has the same
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value for all x ∈ D such that τ ∈ (C − I`(x′,x′′)) − I`(x,x′). Therefore, from Eq.
(2D.1b),
F`(x,x′, τ)F`(x′,x′′, τ) = F`(x,x′′, τ)
for all x,x′,x′′ ∈ D and
τ ∈ C − (I`(x,x′) ∪ I`(x′,x′′)).
(2D.13d)
Equation (2D.11c) now follows by holomorphic extension (for fixed x, x′, x′′) of both
sides of the above Eq. (2D.13d) to the τ -plane domain C − [I¯(3)(x,x′) ∪ I¯(4)(x,x′)];
and Eq. (2D.11d) follows by setting x′′ = x in Eq. (2D.11c). End of proof.
(vi) Noting that F¯(x,x′, τ) = F`(x,x′, τ) when τ ∈ d(x,x′), apply Eqs. (2D.1c), (2C.5)
and (2D.1b) to the expansion of F¯(x,x′, τ) in inverse powers of 2τ . The details are
straightforward. End of proof.
(vii) From Eqs. (2C.1b), (2C.1c) and (2D.13a), and from the fact that Ω := iJ ,
hΩh = ρ2Ω. (2D.14a)
From Eq. (2C.3a), Eq. (2C.3b) is expressible in the form
ρd(iIm H) = hΩ ⋆ d(Re H), (2D.14b)
which, with the aid of Eq. (2D.14a) and the fact that ⋆⋆ = 1, is seen to be equivalent
to the equation
ρd(Re H) = hΩ ⋆ d(iIm H). (2D.14c)
Upon combining the above Eqs. (2D.14b) and (2D.14c), we obtain
ρdH = hΩ ⋆ dH ; (2D.14d)
and, from the definitions of Γ and A by Eqs. (2C.5) and (2C.12g), respectively, the
above Eq. (2D.14d) is seen to be equivalent to the equation
1
2
ΩdH(x)Ω = A(x, τ)Γ(x, τ). (2D.14e)
Upon multiplying Eq. (2D.1c) through on the left by A(x, τ) and using the above Eq.
(2D.14e), we obtain
A(x, τ)dF`(x,x′, τ) = 1
2
ΩdH(x)ΩF`(x,x′, τ). (2D.14f)
We further note, with the aid of Eqs. (2C.3a) and (2C.4), that (2C.12g) is expressible
in the form
A(x, τ) = τΩ− 1
2
Ω(H +H†)Ω. (2D.14g)
It is now simple to prove that the above Eqs. (2D.14f) and (2D.14g) imply
d
[
F`
†
(x,x′, τ)A(x, τ)F`(x,x′, τ)
]
= 0. (2D.14h)
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Therefore, from Eq. (2D.1b),
F`
†
(x,x′, τ)A(x, τ)F`(x,x′, τ) = A(x′, τ) (2D.14i)
The remainder of the proof employs holomorphic extension in the τ -plane and is
straightforward. End of proof.
PROPOSITION 2D.3 (Relation between SF± and SF`)
(i) For each F+ ∈ SF+ and F− ∈ SF−, the 2× 2 matrix function F` whose domain is
given by Eq. (2D.1a) and whose values are
F`(x,x′, τ) := F±(x,x′, τ) for all
x,x′ ∈ D and τ ∈ C¯± − I`(x,x′) (2D.15)
[where we are employing Eq. (2C.12f) when τ = ∞ and Eq. (2C.12i) when τ ∈ R1 −
I`(x,x′)] is the member of S
F`
corresponding to the H ∈ SH for which Eq. (2C.12a)
holds.
(ii) The function F`
M
that is defined in Prop. 2C.2(vi), Eqs. (2C.8j) and (2C.8k), is
the member of S
F`
for which H = HM . Its extension F¯
M
to the domain (2C.8m) is,
of course, the corresponding member of SF¯.
Proofs:
(i) Use Eq. (2C.12a) in Thm. 2C.3(ii) and Eq. (2C.12d) in Thm. 2C.3(iv) to prove that
F` satisfies Eqs. (2D.1c) and (2D.1b), respectively. End of proof.
(ii) Use the preceding Prop. 2D.3(i) together with Eqs. (2C.8j) and (2C.8k). End of proof.
Dfn. of the mapping ϕ : SF¯ → SQˆ
As regards the following definition, recall that Iˆ(x,x′) := I¯(x,x′)∪ [r′, s′] = I`(3)(x,x′)∪
I`
(4)
(x,x′) ∪ [r, s]; and recall that F¯(x,x′, τ) = F`(x,x′, τ) when τ ∈ C − (I`(3)(x,x′) ∪
I`
(4)
(x,x′)).
Let ϕ denote the mapping whose domain is SF¯ and whose value ϕ(F¯) corresponding to
each F¯ ∈ SF¯ is the 2× 2 matrix function Qˆ such that
dom Qˆ := {(x,x′, τ) : x,x′ ∈ D and τ ∈ C − Iˆ(x,x′)} (2D.16a)
and, for all (x,x′, τ) ∈ dom Qˆ,
Qˆ(x,x′, τ) := [A(x)PM(x, τ)]−1F¯(x,x′, τ)A(x′)PM(x′, τ). (2D.16b)
End of Dfn.
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Note the similarity of the above Eq. (2D.16b) to Eq. (2C.9b).
Dfn. of S
Qˆ
(x0,x1,x2)
Let
S
Qˆ
:= {ϕ(F¯) : F¯ ∈ SF¯}. (2D.17)
End of Dfn.
PROPOSITION 2D.4 (Properties of Qˆ ∈ S
Qˆ
)
(i)
det Qˆ = 1. (2D.18a)
(ii) For each x′ ∈ D and τ ∈ C − [r′, s′],
Qˆ(x′,x′, τ) = I. (2D.18b)
(iii) The function Qˆ is continuous. For each (x,x′) ∈ D2, the function of τ given by
Qˆ(x,x′, τ) is holomorphic throughout C − Iˆ(x,x′).
(iv) For each (x,x′) ∈ D2 such that I`(3)(x,x′) and I` (4)(x,x′) are disjoint and for each
σ ∈ R1 such that I`(3)(x,x′) < σ < I`(4)(x,x′), the two limits (ζ ∈ C+)
Qˆ(x,x′, σ±) := lim
ζ→0
Qˆ(x,x′, σ ± ζ) (2D.18c)
exist and are both analytic functions of σ and satisfy
Qˆ(x,x′, σ−) = −JQˆ(x,x′, σ+)J (2D.18d)
throughout the open interval between I`
(3)
(x,x′) and I`
(4)
(x,x′).
Proofs:
(i) This follows from Eqs. (2D.16b), (2C.1b), (2C.7i), (2C.13g), (2B.3c), (2B.8b) and
(2D.11a). End of proof.
(ii) Use Eqs. (2C.2b), (2D.16b) and (2D.1b). End of proof.
(iii) Use Eq. (2D.16b), Eq. (2C.1b), Props. 2C.2(i) and (ii), and Prop. 2D.2(i). End of proof.
(iv) From Eqs. (2C.7f), (2C.7g), (2C.7i), (2D.1a), (2D.16a) and (2D.16b) together with
Props. 2C.2(i) and (ii), and Prop. 2D.2(i), the two limits exist, are given by
Qˆ(x,x′, σ±) = [A(x)PM±(x, σ)]−1F¯(x,x′, σ)A(x′)PM±(x′, σ), (2D.19)
and are analytic functions of σ throughout I`
(3)
(x,x′) < σ < I`
(4)
(x,x′). Equation
(2D.18d) then follows from Eq. (2C.8h) (for κ = 0) and the above Eq. (2D.19).
End of proof.
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PROPOSITION 2D.5 (Relation between SQ± and SQˆ)
(i) For each Q+ ∈ SQ+ and Q− ∈ SQ−, the 2× 2 matrix function Qˆ whose domain is
given by Eq. (2D.16a) and whose values are
Qˆ(x,x′, τ) := Q±(x,x′, τ) for all x,x′ ∈ D and τ ∈ C¯± − Iˆ(x,x′) (2D.20a)
[where we are employing Eq. (2B.12e) when τ ∈ R1 − Iˆ(x,x′) and Eq. (2B.12g) when
τ = ∞] is a member of SQˆ; and, if F± := ϕ±(Q±) and F` is the member of SF` that
is defined in terms of F± by Eq. (2D.15), then Qˆ = ϕ(F¯). Moreover, as regards the
limits (2D.18c) in Prop. 2D.4(iv),
Qˆ(x,x′, σ±) = Q±(x,x′, σ) for all I`
(3)
(x,x′) < σ < I`
(4)
(x,x′). (2D.20b)
(ii) Recalling Prop. 2D.3(ii) and the definition (2D.17) of SQˆ, one sees that
Qˆ
M
:= ϕ(F¯
M
) (2D.20c)
is the member of S
Qˆ
corresponding to H = HM . The value of Qˆ
M
is, for all (x,x′, τ)
in its domain,
Qˆ
M
(x,x′, τ) = I. (2D.20d)
Proofs:
(i) For the given Q± ∈ SQ±, let F± := ϕ±(Q±), whereupon Eqs. (2C.9b) and (2D.20a)
yield
Qˆ(x,x′, τ) = [A(x)PM±(x, τ)]−1F±(x,x′, τ)A(x′)PM±(x′, τ)
for all x,x′ ∈ D and τ ∈ C¯± − Iˆ(x,x′). Theorem 2D.3(i), Eq. (2C.7i) and the
definitions (2D.16a), (2D.16b) and (2D.17) then supply the conclusion Qˆ = ϕ(F¯) ∈
S
Qˆ
, where F¯ is defined in terms of F± by Eq. (2D.15). Equation (2D.20b) follows
from Eq. (2D.20a) and Prop. 2C.4. End of proof.
(ii) From the definition (2C.8k) of F`
M
, Eq. (2C.7i), Thm. 2C.3(i), the definition of ϕ± in
Sec. 2C [in particular, Eq. (2C.9b)] and the definition of ϕ [in particular, Eq. (2D.16b)],
the values of Qˆ
M
:= ϕ(F¯
M
) are given by
Qˆ
M
(x,x′, τ) = Q±(x,x′, τ) (2D.21)
for all x, x′ ∈ D and τ ∈ C¯± − Iˆ(x,x′). Equation (2D.20d) then follows from Eq.
(2C.7d). End of proof.
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E. The sets SQ±(x0,x1,x2) and SF±(x0,x1,x2)
Dfn. of SQ±(x0,x1,x2)
Let SQ± denote the set of all 2× 2 matrix functions Q± such that
dom Q± := D × C¯± (2E.1a)
and such that the following three conditions hold for all τ ∈ C¯±:
(1)
Q±(x0, τ) = I. (2E.1b)
(2) The function of x given by Q±(x, τ) is continuous throughout D.
(3) The same function of x is differentiable throughout {x ∈ D : (τ − r)(τ − s) 6= 0}
and there exists E ∈ SE such that
dQ±(x, τ) = ∆±(x, τ)Q±(x, τ). (2E.1c)
End of Dfn.
The reader should compare the above definition to that of SQ± in Sec. 2B, Eqs. (2B.11a)
to (2B.11c). In the same way that we proved detQ± = 1 [Prop. 2B.2(i)], one proves that
detQ± = 1. This fact is used below.
PROPOSITION 2E.1 (Relation between SQ± and SQ±)
(i) Corresponding to each Q± ∈ SQ±, there exists exactly one Q± ∈ SQ± such that
Q±(x, τ) = Q±(x,x0, τ) (2E.2a)
for all (x, τ) ∈ dom Q±.
(ii) Corresponding to each Q± ∈ SQ±, there exists exactly one Q± ∈ SQ± such that
Q±(x,x′, τ) = Q±(x, τ)[Q±(x′, τ)]−1 (2E.2b)
for all (x,x′, τ) ∈ dom Q±.
Proofs:
(i) Suppose Q± ∈ SQ±. Since detQ± = 1, (Q±)−1 exists. Let Q± denote the 2×2 matrix
function whose domain is D2 × C¯± and whose values are given by
Q±(x,x′, τ) := Q±(x, τ)[Q±(x′, τ)]−1. (2E.3a)
Then, from Eqs. (2E.1a) to (2E.1c) and from Eqs. (2B.11a) to (2B.11c), Q± ∈ SQ±
and Eq. (2E.2a) holds for all (x, τ) ∈ dom Q±.
As regards uniqueness, suppose that Q±1 ∈ SQ± such that Q±(x, τ) = Q±1 (x,x0, τ) for
all (x, τ) ∈ dom Q±. Then, from Prop. 2B.2(iv) and Eq. (2E.3a),
Q±1 (x,x
′, τ) = Q±(x, τ)[Q±(x′, τ)]−1 = Q±(x,x′, τ) (2E.3b)
for all (x,x′, τ) ∈ D2 × C¯±. So, Q±1 = Q±. End of proof.
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(ii) Suppose Q± ∈ SQ±. Let Q± denote the 2×2 matrix function whose domain is D× C¯±
and whose values are given by
Q±(x, τ) := Q±(x,x0, τ). (2E.3c)
Then, from Eqs. (2E.1a) to (2E.1c) and from Eqs. (2B.11a) to (2B.11c), Q± ∈ SQ±.
Moreover, from Prop. 2B.2(iv) and Eq. (2E.3c), Eq. (2E.2b) holds for all (x,x′, τ) ∈
dom Q±. The proof of uniqueness is left for the reader. End of proof.
Other properties of members of SQ± are easily obtained by inspection from the above
theorem and Props. 2B.2 and 2C.4. We shall tacitly use some of these properties below.
Dfn. of SF±(x0,x1,x2)
Let SF± denote the set of all 2× 2 matrix functions F± with
dom F± := {(x, τ) ∈ D × C¯± : τ /∈ {r, s, r0, s0}} (2E.4a)
for which Q± ∈ SQ± exists such that
F±(x, τ) := A(x)PM±(x, τ)Q±(x, τ)[PM±(x0, τ)]−1
when x ∈ D and τ ∈ C¯± − {r, s, r0, s0,∞} (2E.4b)
and
F±(x, τ) := A(x)FM±(x, τ)
(
(2τ)−1 0
0 1
)
Q±(x, τ)
(
2τ 0
0 1
)
[FM±(x0, τ)]−1
when x ∈ D and τ ∈ C¯± − d(x,x0).
(2E.4c)
End of Dfn.
The above definition should be compared with the definition of SF± in Eqs. (2C.9a) to
(2C.10).
PROPOSITION 2E.2 (Relation between SF± and SF±)
(i) Corresponding to each F± ∈ SF± , there exists exactly one F± ∈ SF± such that
F±(x, τ) = F±(x,x0, τ) (2E.5a)
for all (x, τ) ∈ dom F±.
(ii) Corresponding to each F± ∈ SF±, there exists exactly one F± ∈ SF± such that
F±(x,x′, τ) = F±(x, τ)[F±(x′, τ)]−1 (2E.5b)
for all (x,x′) ∈ D1 and τ ∈ C¯± − {r, s, r′, s′, r0, s0}.
Proofs:
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(i) Suppose F± ∈ SF± . From the definition of SF± , there exists Q± ∈ SQ± such that
(2E.4a) and (2E.4b) hold. From Prop. 2E.1(i), there then exists exactly oneQ± ∈ SQ±
such that
F±(x, τ) = A(x)PM±(x, τ)Q±(x,x0, τ)[PM±(x0, τ)]−1
when x ∈ D and τ ∈ C¯± − {r, s, r0, s0,∞} (2E.6a)
and
F±(x, τ) = A(x)FM±(x, τ)
(
(2τ)−1 0
0 1
)
Q±(x,x0, τ)
(
2τ 0
0 1
)
[FM±(x0, τ)]−1
when x ∈ D and τ ∈ C¯± − d(x,x0).
(2E.6b)
Comparison of the above Eqs. (2E.6a) and (2E.6b) with Eqs. (2C.9b) and (2C.9c),
taken together with the fact that A(x0) = I [Eq. (2C.2b)], now yield
F±(x, τ) = F±(x,x0, τ) for all (x, τ) ∈ dom F±, (2E.6c)
where
F± := ϕ±(Q±) ∈ SF± (2E.6d)
according to the definition (2C.10) of SF±. That completes the existence part of the
proof.
As regards uniqueness, suppose F±1 ∈ SF± such that
F±(x, τ) = F±1 (x,x0, τ) for all (x, τ) ∈ dom F±. (2E.6e)
Let Q±1 be the member of SQ± for which
F±1 = ϕ
±(Q±1 ). (2E.6f)
Then, from the above Eqs. (2E.6c) to (2E.6f), and from the definition of ϕ± in Sec. 2C,
Q±1 (x,x0, τ) = Q
±(x,x0, τ) for all
x ∈ D and τ ∈ C¯± − {r, s, r0, s0}. (2E.6g)
Let E1 and E be the members of SE corresponding to Q±1 and Q±, respectively; and
let ∆±1 and ∆
± be the corresponding 2× 2 matrix 1-forms as defined by Eqs. (2B.9a)
to (2B.9c). Then, from Eqs. (2B.11c) and (2E.6g),
∆1(x, τ) = ∆(x, τ) for all
x ∈ D and τ ∈ C¯± − {r, s, r0, s0}. (2E.6h)
Therefore, since E1(x0) = E(x0) = −1, we have E1 = E , whereupon Q±1 = Q± accord-
ing to Prop. 2B.2(ii); and F±1 = F
± from Eqs. (2E.6d) and (2E.6f). End of proof.
(ii) Suppose F± ∈ SF±; i.e., there exists Q± ∈ SQ± such that F± = ϕ±(Q±). From
Prop. 2E.1(ii), there exists exactly one Q± ∈ SQ± such that Eq. (2E.2b) holds for all
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(x,x′, τ) ∈ dom Q±. It then follows from the definition of ϕ± by Eqs. (2C.9a) to
(2C.9c) that
F±(x,x′, τ) = F±(x, τ)[F±(x′, τ)]−1 for all
(x,x′) ∈ D2 and τ ∈ C¯± − {r, s, r′, s′, r0, s0}, (2E.6i)
where F±(x, τ) is defined in terms of Q± by Eqs. (2E.4a) to (2E.4c). That completes
the existence part of the proof. The proof of uniqueness is simple and is left for the
reader. End of proof.
F. The sets SF`(x0,x1,x2), SF¯(x0,x1,x2), SQˆ(x0,x1,x2)
The following definitions of F` (i) and F¯ (i) are tentative and will be used only in Sec. 2F and
Sec. 3A, while a subtly different employment of the symbols ‘F` (i)’ and ‘F¯ (i)’ will occur in
Sec. 3B.
Dfns. of F` (i) and F¯ (i) (for a given H ∈ SH)
Let F` (i) denote the function whose domain is
dom F` (i) := {(xi, τ) : xi ∈ I(i) and τ ∈ C − I`(i)(x)} (2F.1a)
and whose values are given by
F` (i)(xi, τ) := F` (i)(xi, xi0, x7−i0 , τ). (2F.1b)
Let F¯ (i) denote the function whose domain is
dom F¯ (i) := {(xi, τ) : xi ∈ I(i) and τ ∈ C − I¯(x)} (2F.1c)
and whose values are given by
F¯ (i)(xi, τ) := F¯ (i)(xi, xi0, x7−i0 , τ). (2F.1d)
Equivalently, F¯ (i) is the extension of F` (i) to the domain (2F.1c) such that
F¯ (i)(xi0, xi0) := I. (2F.1e)
End of Dfn.
The existence, uniqueness and some properties of F` (i) and of F¯ (i) can be obtained by in-
spection of Prop. 2D.1(i) and Eqs. (2D.6a) through (2D.8) and will be tacitly employed in
this section and in Sec. 3A.
Dfns. of SF`(x0,x1,x2) and SF¯ (x0,x1,x2)
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Let SF` denote the set of all 2× 2 matrix functions F` with the domain
dom F` := {(x, τ) : x ∈ D and τ ∈ C − I`(x)} (2F.2a)
such that
F`(x0, τ) := I for all τ ∈ C − {r0, s0}, (2F.2b)
dF` exists throughout dom F` and there exists H ∈ SH such that
dF`(x, τ) = Γ(x, τ)F`(x, τ) (2F.2c)
for all (x, τ) ∈ dom F` . Corresponding to each member of SF` that is denoted by F` , we
shall let F¯ denote that extension of F` to the domain
dom F¯ := {(x, τ) : x ∈ D and τ ∈ C − I¯(x)} (2F.2d)
such that
F¯((r, s0), s0) := F¯ (3)(r, s0) for all r ∈ I(3), and (2F.2e)
F¯((r0, s), r0) := F¯ (4)(s, r0) for all s ∈ I(4); (2F.2f)
and let
SF¯ := {F¯ : F` ∈ SF`}. (2F.2g)
End of Dfn.
Recall from the definition of a type A triple (x0,x1,x2) that I`(3)(x) < I`(4)(x) for all x ∈ D.
The set SF¯ can be equivalently (but less explicitly) defined as the set of all 2× 2 matrix
functions F¯ for which
dom F¯ := {(x, τ) : x ∈ D and τ ∈ C − I¯(x)},
and there exists H ∈ SH(x0,x1,x2) such that, at all x ∈ D and τ ∈ [C − I¯(x)] − {r0, s0},
dF(x, τ) exists and
dF(x, τ) = Γ(x, τ)F(x, τ)
subject to the initial condition
F(x0, τ) = I;
and, for each r ∈ I(3) and s ∈ I(4), F((r, s0), τ) and F((r0, s), τ) are continuous functions of
τ at τ = s0 and at τ = r0, respectively.
PROPOSITION 2F.1 (Relation between SF¯ and SF¯)
Suppose F¯ ∈ SF¯. Then the function F¯ whose domain is given by Eq. (2F.2d) and whose
values are given by
F¯(x, τ) := F¯(x,x0, τ) for all (x, τ) ∈ dom F¯ (2F.3)
is the member of SF¯ that corresponds to the same member of SH as F¯ . [See Prop. 2D.2(iii).]
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Proof: This follows by inspection from the definitions of SF` by Eqs. (2D.1a) to (2D.1c), of
SF` by Eqs. (2F.1a) to (2F.1c), of SF¯ by Eqs. (2D.9a) to (2D.9d) and of SF¯ by Eqs. (2F.2d)
to (2F.2g). End of proof.
PROPOSITION 2F.2 (Properties of F¯ ∈ SF¯)
(i) F` is continuous; and, for each x ∈ D, F¯(x, τ) is a holomorphic function of τ
throughout C − I¯(x).
(ii) For all (x, τ) ∈ dom F¯ ,
det F¯(x, τ) = ν¯(x,x0, τ). (2F.4a)
(iii) For all (x, τ) ∈ dom F¯ , [F¯(x, τ)]−1 exists. For all (x, τ) ∈ dom F` , d[F`(x, τ)−1]
exists and
d[F`(x, τ)−1] = −F`(x, τ)−1Γ(x, τ). (2F.4b)
(iv) There is no more than one F¯ ∈ SF¯ corresponding to each H ∈ SH for which Eq.
(2F.2c) holds throughout dom F` .
(v) For all r ∈ I(3) and τ ∈ C − I¯(3)(x),
F¯((r, s0), τ) = F¯ (3)(r, τ). (2F.4c)
For all s ∈ I(4) and τ ∈ C − I¯(4)(x),
F¯((r0, s), τ) = F¯ (4)(s, τ). (2F.4d)
For all (x, τ) ∈ dom F¯ ,
F¯(x, τ)[F¯ (3)(r, τ)]−1 = F¯ (4)(s, s0, r, τ), and (2F.4e)
F¯(x, τ)[F¯ (4)(s, τ)]−1 = F¯ (3)(r, r0, s, τ), (2F.4f)
(vi) For each x ∈ D, the expansion of F¯(x, τ) in inverse powers of 2τ throughout
C − d(x,x0) is such that
F¯(x, τ) = I + (2τ)−1[H(x)−H(x0)]Ω +O(τ−2). (2F.4g)
(vii) For all (x, τ) ∈ dom F¯ such that τ 6=∞,
F¯ †(x, τ)A(x, τ)F¯(x, τ) = A(x0, τ); (2F.4h)
and, with A(x, τ) and A(x0, τ) replaced by τ−1A(x, τ) and τ−1A(x0, τ), respectively,
the above equation holds at τ =∞.
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Proofs: Except for parts (v), the proofs of Prop. 2F.2 are exactly like those of Prop. 2D.2.
To prove Eqs. (2F.4c) and (2F.4d) in Prop. 2F.2(v), first use Eqs. (2D.2b) and (2F.2c) to
show that
∂F`((r, s0), τ)
∂r
= Γ3((r, s0), τ)F`((r, s0), τ), and (2F.5a)
∂F`((r0, s), τ)
∂r
= Γ4((r0, s), τ)F`((r0, s), τ). (2F.5b)
The above Eqs. (2F.5a) and (2F.5b), together with Eqs. (2F.1b), (2D.3d), (2F.2b) and
(2D.3c), yield
F`((r, s0), τ) = F` (3)(r, τ) for all r ∈ I(3) and τ ∈ C − (I`(3)(x) ∪ {s0}), (2F.5c)
F`((r0, s), τ) = F` (4)(s, τ) for all s ∈ I(4) and τ ∈ C − (I`(4)(x) ∪ {r0}). (2F.5d)
Equations (2F.4c) and (2F.4d) now follow from Eqs. (2F.5c), (2F.5d), (2F.2e) and (2F.2f).
To prove Eqs. (2F.4e) and (2F.4f), first use Eqs. (2D.2b), (2F.2c), (2F.5c) and (2F.5d)
to show that, for all (x, τ) ∈ dom F` ,
∂
∂x7−i
[
F`(x, τ)F` (i)(xi, τ)−1
]
= Γ7−i(x, τ)
[
F`(x, τ)F` (i)(xi, τ)−1
]
(2F.5e)
and that, for all xi ∈ I(i) and τ ∈ C − (I`(i)(x) ∪ {x7−i0 }),[
F`(x, τ)F` (i)(xi, τ)−1
]
x7−i=x7−i0
= I. (2F.5f)
Comparison of the above Eqs. (2F.5e) and (2F.5f) with Eqs. (2D.3d) and (2D.3c) [after
interchanging ‘i’ and ‘7− i’ in these last two equations] yields
F`(x, τ)F¯ (i)(xi, τ)−1 = F` (7−i)(x7−i, x7−i0 , xi, τ) for all (x, τ) ∈ dom F` . (2F.5g)
Equation (2F.4e) and (2F.4f) now follow after augmenting the above Eq. (2F.5g) by Eqs.
(2F.4c), (2F.4d) and [with scripts ‘i’ and ‘7− i’ interchanged] (2D.3c). End of proof.
PROPOSITION 2F.3 (The existence of F` ∈ SF` (for a given H ∈ SH))
For each given H ∈ SH , there exists F` ∈ SF` such that dF` = ΓF` with Γ := 12(τ − z +
ρ⋆)−1dH Ω.
Proof: From Prop. 2D.1(i) and the definition of F` (i) by Eqs. (2F.1a) and (2F.1b), the func-
tions F`
(i)
and F` (i) corresponding to the given H ∈ SH exist. Let F` denote the function
with the domain (2F.2a) and the values
F`(x, τ) := F` (4)(s, s0, r, τ)F` (3)(r, τ) (2F.6a)
for all (x, τ) ∈ dom F` . From Eqs. (2D.3d) and (2F.1b),
∂F` (3)(r, τ)
∂r
= Γ3((r, s0), τ)F` (3)(r, τ). (2F.6b)
44
Therefore, from Eqs. (2D.5a), (2D.5e), (2F.6a) and (2F.6b),
∂F`(x, τ)
∂r
= Γ3(x, τ)F`(x, τ), ∂F`(x, τ)
∂s
= Γ4(x, τ)F`(x, τ). (2F.6c)
The right sides of the above two equations are continuous functions of (x, τ) throughout
dom F` . [See Eq. (2F.1b), Eq. (2F.6a) and Prop. 2D.1(i).] Therefore, dF` exists and equals
ΓF` . End of proof.
PROPOSITION 2F.4 (Relation between SF` and SF±)
(i) Suppose F+ ∈ SF+ and F− ∈ SF− ; and F+ and F− correspond to the same member
of SH . Then the function F` whose domain is given by Eq. (2F.2a) and whose values
are given by
F`(x, τ) := F±(x, τ) for all x ∈ D and τ ∈ C¯± − I`(x) (2F.7a)
[where we are using Prop. 2E.2(i), together with Thm. 2C.3(vi) when τ = ∞ and
Thm. 2C.3(viii) when τ ∈ R1 − I`(x)] is a member of SF` corresponding to the same
member of SH as F±.
(ii) The member of SF¯ corresponding to H = HM ∈ SH exists and is the function F¯M
whose domain is given by Eq. (2F.2d) and whose values are
F¯M(x, τ) := F¯M(x,x0, τ) for all x ∈ D and τ ∈ C − I¯(x). (2F.7b)
Proofs: See the proofs of Thm. 2D.3. End of proof.
Dfn. of the set SQˆ
Let SQˆ(x0,x1,x2) denote the set of all 2× 2 matrix functions Qˆ with domain
dom Qˆ =
{
(x, τ) : x ∈ D, τ ∈ C − Iˆ(x)
}
(2F.8a)
and values determined by
F¯(x, τ) = A(x)PM(x, τ)Qˆ(x, τ)[PM(x0, τ)]−1. (2F.8b)
End of Dfn.
PROPOSITION 2F.5 (Properties of Qˆ ∈ SQˆ)
(i)
det Qˆ = 1. (2F.9a)
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(ii) For each τ ∈ C − {r0, s0},
Qˆ(x0, τ) = I. (2F.9b)
(iii) The function Qˆ is continuous. For each x ∈ D, the function of τ given by Qˆ(x, τ)
is holomorphic throughout C − Iˆ(x).
(iv) For each x ∈ D and σ ∈ R1 such that I¯(3)(x) < σ < I¯(4)(x), the two limits
(ζ ∈ C+)
Qˆ(x, σ±) := lim
ζ→0
Qˆ(x, σ ± ζ) (2F.9c)
exist and are both analytic functions of σ and satisfy
Qˆ(x, σ−) = −JQˆ(x, σ+)J (2F.9d)
thoughout the open interval between I¯(3)(x) and I¯(4)(x).
Proofs: The proofs are exactly like those of Prop. 2D.4 with ‘x′’ replaced by ‘x0’. End of proof.
Note: As regards the above Prop. 2F.5(iv), recall that the triple (x0,x1,x2) is always
chosen so that the intervals I`(3)(x) and I`(4)(x) are disjoint for every x ∈ D. In other words,
I`(3)(x) < I`(4)(x) for every x ∈ D.
PROPOSITION 2F.6 (Relation between SQˆ and SQˆ)
For each Qˆ ∈ S
Qˆ
, the function Qˆ with domain
dom Qˆ := {(x, τ) : x ∈ D and τ ∈ C − Iˆ(x)} (2F.10a)
whose values are given by
Qˆ(x, τ) := Qˆ(x,x0, τ) (2F.10b)
is a member of SQˆ corresponding to the same member of SH as Qˆ.
Proof: Suppose Qˆ ∈ SQˆ. From the definition of SQˆ, there exists F¯ ∈ SF¯ such that Eq.
(2D.16b) holds for all x,x′ ∈ D and τ ∈ C− Iˆ(x,x′). Upon letting x′ = x0 in Eq. (2D.16b),
one infers from Eq. (2C.2b) and Prop. 2F.2 that there exists F¯ ∈ SF¯ corresponding to the
same member of SH as Qˆ such that
Qˆ(x,x0, τ) = [A(x)P
M(x, τ)]−1F¯(x, τ)PM(x0, τ) (2F.11)
for all x ∈ D and τ ∈ C − Iˆ(x). It then follows from the definition of SQˆ that the function
Qˆ with the domain (2F.10a) and the values (2F.10b) is a member of SQˆ corresponding to
the same member of SH as Qˆ. End of proof.
PROPOSITION 2F.7 (Relation between SQˆ and SQ±)
(i) For each Q+ ∈ SQ+ and Q− ∈ SQ− , the function Qˆ whose domain is given by Eq.
(2F.10a) and whose values are
Qˆ(x, τ) := Q±(x, τ) for all x ∈ D and τ ∈ C¯± − Iˆ(x) (2F.12a)
[where we are using Prop. 2E.1(i), together with Prop. 2B.2(v) when τ ∈ R1 − Iˆ(x)
and Prop. 2B.2(vi) when τ =∞] is a member of SQˆ.
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(ii) The member of SQˆ corresponding to H = HM ∈ SH exists and is given by
QˆM(x, τ) = I (2F.12b)
for all x ∈ D and τ ∈ C − Iˆ(x).
Proofs: See the proofs of Prop. 2D.5. End of proof.
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3 Initial value problem for SE(x0,x1,x2), SH(x0,x1,x2)
and SF¯(x0,x1,x2)
The main theorems in Sec. 3 concern the existence of a unique E ∈ SE , a unique H ∈ SH
and a unique F¯ ∈ SF¯ for any prescribed values of E on the two null lines in D that pass
through the point x0. Specifically, these theorems assert that, for any given complex-valued
C1 functions E (3) and E (4) which have the domains
I(3) := {r : r1 < r < r2}, I(4) := {s : s2 < s < s1}, (3.1)
respectively, and which satisfy
Re E (i)(xi) < 0 for all xi ∈ I(i) and E (3)(r0) = E (4)(s0) = −1, (3.2)
there exist exactly one E ∈ SE , exactly one H ∈ SH and exactly one F¯ ∈ SF¯ such that
E = H22,
E(r, s0) = E (3)(r) for all r ∈ I(3), E(r0, s) = E (4)(s) for all s ∈ I(4); (3.3)
and
dF` = ΓF` =
[
1
2
(τ − z + ρ⋆)−1 dHΩ
]
F` . (3.4)
We shall also present theorems on the differentiability and holomorphy properties of H and
F¯ for any given specification of the differentiability classes (or of the analyticities) of the
initial value functions E (3) and E (4).
The proofs of these theorems originate with the authors and employ an HHP (homoge-
neous Hilbert problem) and an equivalent Fredholm integral equation of the second kind.
Except for some notations and conventions and except for the domain of the Ernst poten-
tial in {x : r < s}, the proofs of most of the theorems in Sec. 3 are essentially the same
as those given in two earlier papers by the authors on the IVP (initial value problem) for
colliding gravitational plane wave pairs.23 Therefore, instead of repeating those proofs, we
shall provide the reader with a complete list of notational and other adjustments which must
be made in our earlier papers to bring them into accord with our present needs.
A. Introduction to the HHP adapted to (F¯ (3), F¯ (4))
Our decision as to how to handle the IVP corresponding to any given C1 initial value
functions E (3) and E (4) as defined by Eqs. (3.1) and (3.2) was motivated by the following
proposition:
PROPOSITION 3A.1 (Selected properties of F¯ ∈ SF¯)
(i) For each x ∈ D, F¯(x, τ) is a holomorphic function of τ throughout C − I¯(x).
23 See Ref. 10.
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(ii) For each x ∈ D,
F¯(x,∞) = I. (3A.1a)
and
H(x) = H(x0) +
{
2τ
[F¯(x, τ)− I]Ω}
τ=∞ , (3A.1b)
where H(x0) is given by Eq. (2C.3c).
(iii) For each i ∈ {3, 4} and x ∈ D, the product F¯(x, τ)[F¯ (i)(xi, τ)]−1 has a holomorphic
extension in the τ -plane to C − I¯(7−i)(x).
Proof: Statement (i) is simply part of Prop. 2F.2(i). Statement (ii) is derived from Eq.
(2F.4g) in Prop. 2F.2(vi). Statement (iii) is obtained from (2D.8), (2F.4e) and (2F.4f).
End of proof.
Consideration of the above propositions led us to a four-step procedure for solving the
aforementioned IVP:
(1) The defining equations for H ∈ SH in Sec. 2C can be used to compute
H(3)(r) := H(r, s0) for all r ∈ I(3), (3A.2a)
H(4)(s) := H(r0, s) for all s ∈ I(4) (3A.2b)
directly from E (3) and E (4), respectively. The expressions which are obtained by this
computation can then be used as new definitions of H(3) and H(4); and this is exactly
what we shall do in Sec. 3B. Unlike the above Eqs. (3A.2a) and (3A.2b), these new
definitions do not presuppose the existence of H .
(2) From Eqs. (2D.2a), (2D.3c), (2D.3d), (2F.1b), (3A.2a) and (3A.2b), F` (i) is the 2 × 2
matrix solution on the domain (2F.1a) of the one-parameter family of ordinary differ-
ential equations
∂F` (i)(xi, τ)
∂xi
= Γ(i)(xi, τ)F` (i)(xi, τ) (3A.2c)
subject to the condition
F` (i)(xi0, τ) = I, (3A.2d)
where x30 := r0, x
4
0 := s0 and
Γ(i)(xi, τ) :=
H˙(i)(xi)Ω
2(τ − xi) . (3A.2e)
The above pair of Eqs. (3A.2c) and (3A.2d) can be used to define F` (i) directly without
presupposing [as we did in Eqs. (3A.2a) and (3A.2b)] the existence of H ; and that
is exactly what we shall do in Sec. 3B. The function F¯ (i) will then be defined as the
extension of F` (i) to the domain (2F.1c) such that F¯ (i)(xi0, xi0) := I.
(3) The next step in solving the IVP is to seek a 2 × 2 matrix function F¯ which has the
domain (2F.2d) and which satisfies the following three conditions for each x ∈ D and
i ∈ {3, 4}:
F¯(x, τ) is a holomorphic function of τ throughout C − I¯(x), (3A.2f)
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F¯(x,∞) = I, (3A.2g)
F¯(x, τ)[F¯ (i)(xi, τ)]−1 has a holomorphic extension which covers I¯(x). (3A.2h)
Equation (2F.2d) together with the above Eqs. (3A.2f) to (3A.2h) constitutes what we
call “the HHP adapted to (F¯ (3), F¯ (4)).”
It is clear that a solution F¯ of this HHP can be sought without presupposing any prior
definition of F¯ . In Sec. 3C we shall formally define the HHP adapted to (F¯ (i), F¯ (4)) to
be the set of all 2 × 2 matrix functions F¯ which have the domain (2F.2d) and satisfy
the conditions (3A.2f) to (3A.2h). Any member of this set will be called a solution of
the HHP adapted to (F¯ (3), F¯ (4)).
(4) A function H is defined in terms of a given solution F¯ by Eqs. (3A.1b); and one then
lets E := H22. Also, let F` denote the restriction of the given solution to the domain
(2F.2a).
It will turn out that there exists one and only one solution F¯ of the HHP adapted to
(F¯ (3), F¯ (4)), that
F¯((r, s0), τ) = F¯ (3)(r, τ) for all (r, τ) ∈ dom F¯ (3)
F¯((r0, s), τ) = F¯ (4)(s, τ) for all (s, τ) ∈ dom F¯ (4), (3A.3a)
that
H(r, s0) = H
(3)(r) for all r ∈ I(3) and H(r0, s) = H(4)(s) for all s ∈ I(4), (3A.3b)
and that
E(r, s0) = E (3)(r) for all r ∈ I(3) and E(r0, s) = E (4)(s) for all s ∈ I(4). (3A.3c)
It will also turn out that F¯ ∈ SF¯ , H ∈ SH and E ∈ SE ; and H is the member of SH for
which Eq. (3.4) holds. Moreover, it will be evident that F¯ is the only member of SF¯ that
satisfies Eqs. (3A.3a), H is the only member of SH that satisfies Eqs. (3A.3b) and E is the
only member of SE that satisfies Eqs. (3A.3c).
B. The initial value functions E (i), H(i) and F¯ (i)
Dfns. of ρ(i), z(i), ρ0 and z0
Let ρ(i) and z(i) denote the real-valued functions such that dom ρ(i) = dom z(i) = I(i),
ρ(i)(xi) := (−1)i−1x
7−i
0 − xi
2
(3B.1a)
and
z(i)(xi) :=
x7−i0 + x
i
2
. (3B.1b)
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Observe that Eq. (3B.1a) is equivalent to the pair of equations
ρ(3)(r) =
s0 − r
2
, ρ(4)(s) =
s− r0
2
, (3B.1c)
and Eq. (3B.1b) is equivalent to the pair of equations
z(3)(r) =
s0 + r
2
, z(4)(s) =
s+ r0
2
. (3B.1d)
Comparison of the above Eqs. (3B.1c) and (3B.1d) with Eqs. (2A.1) shows that ρ(i) and
z(i) are the restrictions of ρ and z, respectively, to the two null lines in D that pass
through x0. Let
ρ0 :=
s0 − r0
2
, z0 :=
s0 + r0
2
. (3B.1e)
End of Dfn.
Dfns. of f (i) and χ(i) (for given E (i))
f (i) := Re E (i) < 0 throughout I(i), (3B.2a)
χ(i) := Im E (i). (3B.2b)
End of Dfn.
Dfn. of ω(i) (for given E (i))
Let ω(i) denote the real-valued function such that dom ω(i) = I(i),
ω(i)(xi0) = 0, (3B.3a)
dω(i) exists, and
dω(i) = ρ(i)[f (i)]−2 ⋆ dχ(i). (3B.3b)
End of Dfn.
The above definition should be compared with the definition of ω [see Eq. (2C.1a)]. The
pair of Eqs. (3B.3a) and (3B.3b) is clearly equivalent to the single equation
ω(i)(xi) =
∫ xi
xi0
dλ
[
x7−i0 − λ
2
] [
f (i)(λ)
]−2
χ˙(i)(λ) (3B.4)
for all xi ∈ I(i), where we have used Eqs. (3B.1a) and (2A.2).
Dfns. of A(i), h(i) and g
(i)
ab (for given E (i))
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Let
A(i) :=
(
1 ω(i)
0 1
)(
1/
√
−f (i) 0
0
√
−f (i)
)
(3B.5a)
and
h(i) := A(i)
(
[ρ(i)]2 0
0 1
)
[A(i)]T . (3B.5b)
Let
g
(i)
ab := matrix element of h
(i) in a-th row and b-th column. (3B.5c)
End of Dfn.
The above Eqs. (3B.5a) to (3B.5c) should be compared with Eqs. (2C.1b) to (2C.2a). Note
that
h(i) is real, symmetric and positive definite, (3B.6a)
det h(i) = [ρ(i)]2, (3B.6b)
g
(i)
12 = g
(i)
21 = −f (i)ω(i), (3B.6c)
g
(i)
22 = −f (i) (3B.6d)
and, from Eqs. (3B.1e), (3.2) and (3B.3a),
h(i)(xi0) =
(
ρ20 0
0 1
)
(3B.7)
for both i = 3 and i = 4. From Eq. (3B.2a), Eq. (3B.2b) and the premise that E (i) is C1, the
real-valued functions F (i) and χ(i) are C1. Therefore, from Eq. (3B.4), ω(i) is C1; and, from
Eqs. (3B.1a), (3B.5a) and (3B.5b), h(i) is C1. This result is used in the following definition.
Dfn. of H(i) (for given E (i))
Let H(i) denote the 2× 2 matrix function such that dom H(i) = I(i),
Re H(i) = −h(i), (3B.8a)
d(Im H(i)) exists,
ρ(i)d(Im H(i)) = −h(i)J ⋆ dh(i) (3B.8b)
and
Im H(i)(xi0) =
(
0 0
−2iz0 0
)
. (3B.8c)
End of Dfn.
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Equations (3B.8a) to (3B.8c) should be compared with Eqs. (2C.3a) to (2C.3c). Recalling
that Ω = iJ , one sees that the above definition of H(i) is equivalent to the single equation
H(i)(xi) = −h(i)(xi) +
(
0 0
−2iz0 0
)
−
∫ xi
xi0
dλ
(
2
x7−i0 − λ
)
h(i)(λ)Ωh˙(i)(λ) (3B.9)
for all xi ∈ I(i), where we have used Eqs. (3B.1a) to (3B.1e) and (2A.2) to obtain the
integrand in the above integral.
PROPOSITION 3B.1 (Properties of H(i))
(i)
H(i)(xi0) = −
(
ρ20 0
2iz0 1
)
. (3B.10a)
(ii)
H(i) − (H(i))T = 2z(i)Ω. (3B.10b)
(iii)
H
(i)
22 = E (i). (3B.10c)
(iv)
H(i) is C1. (3B.10d)
Proofs:
(i) Use Eqs. (3B.7), (3B.8c) and (3B.9).
(ii) Use the fact that ΩT = −Ω together with Eqs. (3B.9), (2D.13a), (3B.6b), (3B.1a) and
(3B.1b).
(iii) From Eq. (3B.4) and since χ(i) and ω(i) are C1,
χ(i)(xi) =
∫ xi
xi0
dλ
(
2
x7−i0 − λ
)
[f (i)(λ)]2ω˙(i)(λ). (3B.11)
Equation (3B.10c) then follows from the fact that the only non-zero elements of Ω are
Ω12 = i and Ω21 = −i taken together with Eqs. (3B.9), (3B.5c), (3B.6d), (3B.6c) and
(3B.11).
(iv) This follows from Eq. (3B.9) and the already noted fact that h(i) is C1.
End of proof.
Dfn. of Γ(i) (for given E (i))
Let Γ(i) denote the 2× 2 matrix function whose domain is
dom Γ(i) :=
{
(xi, τ) : xi ∈ I(i) and τ ∈ C − {xi}} (3B.12)
and whose values are given by Eq. (3A.2e).
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End of Dfn.
PROPOSITION 3B.2 (Properties of Γ(i))
(i) For each (xi, τ) ∈ dom Γ(i),
tr Γ(i)(xi, τ) =
1
2(τ − xi) . (3B.13)
(ii) Γ(i) is continuous. For each xi ∈ I(i), Γ(i) is a holomorphic function of τ throughout
C − {xi} and vanishes at τ =∞.
Proofs:
(i) From Eqs. (3B.1b) and (3B.10b), tr
(
H˙(i)Ω
)
= 1, whereupon Eq. (3B.13) follows from
Eq. (3A.2e).
(ii) This follows from Eq. (3A.2e) and Prop. 3B.1(iv).
End of proof.
Dfn. of F` (i) (for a given E (i))
Let F` (i) denote any 2× 2 matrix function with
dom F` (i) :=
{
(xi, τ) : xi ∈ I(i) and τ ∈ C − I`(i)(x)
}
(3B.14a)
such that
F` (i)(xi0, τ) := I for all τ ∈ C − {xi0}, (3B.14b)
and ∂F` (i)(xi, τ)/∂xi exists and
∂F` (i)(xi, τ)
∂xi
= Γ(i)(xi, τ)F` (i)(xi, τ) for all (xi, τ) ∈ dom F` (i). (3B.14c)
End of Dfn.
PROPOSITION 3B.3 (Properties of F` (i))
(i) For a given E (i), F` (i) exists, is unique and is continuous. For each xi ∈ I(i), the
function of τ given by F` (i)(xi, τ) is holomorphic throughout C − I`(i)(x).
(ii) For each (xi, τ) ∈ dom F` (i),
det F` (i)(xi, τ) = ν`i(xi, xi0, τ), (3B.15a)
where ν`i is defined by Eqs. (2B.6a) and (2B.6b).
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(iii) For each (xi, τ) ∈ dom F` (i), the inverse of F` (i)(xi, τ) exists, ∂
[
F` (i)(xi, τ)−1
]
/∂xi
exists and
∂
[
F` (i)(xi, τ)−1
]
∂xi
= −
[
F` (i)(xi, τ)−1
]
Γ(i)(xi, τ). (3B.15b)
(iv) For each xi ∈ I(i), the expansion of F` (i)(xi, τ) in inverse powers of 2τ throughout
C minus the closed disk d(xi, xi0) with center at the origin and radius sup {|xi|, |xi0|} is
such that
F` (i)(xi, τ) = I + (2τ)−1 [H(i)(xi)−H(i)(xi0)]Ω +O(τ−2), (3B.15c)
where H(i)(xi0) is given by Eq. (3B.10a).
(v) For all (xi, τ) ∈ dom F` (i) such that τ 6= 0,
F` (i)†(xi, τ)A(i)(xi, τ)F` (i)(xi, τ) = A(i)(xi0, τ) =
(
1 i(τ − z0)
−i(τ − z0) ρ20
)
, (3B.15d)
where
A(i)(xi, τ) := (τ − z(i))Ω + Ωh(i)(xi)Ω; (3B.15e)
and [in view of Prop. 3B.3(iv)] Eq. (3B.15d) with A(i)(xi, τ) and A(i)(xi0, τ) replaced
by τ−1A(i)(xi, τ) and τ−1A(i)(xi0, τ), respectively, holds at τ =∞.
Proofs: In the proofs of (i), (ii) and (iv), we tacitly use the obvious fact that, for each
τ ∈ C − {xi0},
S(i)(τ) :=
{
xi ∈ I(i) : (xi, τ) ∈ dom F` (i)
}
=
{
xi ∈ I(i) : τ ∈ C − I`(i)(x)
}
(3B.16a)
is I(i) or is an open subinterval of I(i) such that xi0 ∈ S(i)(τ).
(i) This follows from Eq. (3B.12), Prop. 3B.2(ii), and standard theorems24 on a family of
ordinary differential equations such as the one given by Eqs. (3B.14a) to (3B.14c).
(ii) From Eq. (3B.14c) and Prop. 3B.2(i),
∂
[
det F` (i)(xi, τ)
]
∂xi
=
1
2(τ − xi)
[
det F` (i)(xi, τ)
]
; (3B.16b)
and, from Eqs. (2B.6a) and (2B.6b),
1
2(τ − xi) =
1
ν`i(xi, x
i
0, τ)
∂ν` i(x
i, xi0, τ)
∂xi
(3B.16c)
for all (xi, τ) ∈ dom F` (i). Equation (3B.15a) now follows from Eqs. (3B.16b), (3B.16c)
and (3B.14b).
24See Secs. 2, 3 and 5, Ch. II, of Ref. 15.
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(iii) From Eq. (3B.15a) and the fact that ν` i(x
i, xi0, τ) 6= 0 for all (xi, τ) ∈ dom F` (i),[
F` (i)(xi, τ)
]−1
exists for all (xi, τ) ∈ dom F` (i). The existence of ∂
[
F` (i)(xi, τ)−1
]
/∂xi
and Eq. (3B.15b) then follows form the existence of ∂F` (i)(xi, τ)/∂xi and Eq. (3B.14c).
(iv) From Props. 3B.3(i) and 3B.2(ii) and Eq. (3B.14c), F` (i)(xi, τ) and ∂F` (i)(xi, τ)/∂xi
are both continuous functions of (xi, τ) thoughout dom F` (i) and (for fixed xi ∈ I(i))
are both holomorphic functions of τ throughout C − I`(i)(x). It then follows from well
known theorems on holomorphic functions that there exists an infinite sequence of 2×2
matrix functions F` (i)n such that dom F` (i)n = I(i), F` (i)n is C1 and, for all xi ∈ I(i) and
τ ∈ C − d(xi, xi0),
F` (i)(xi, τ) =
∞∑
n=0
(2τ)−nF¯ (i)n (xi) (3B.16d)
and
∂F` (i)(xi, τ)
∂xi
=
∞∑
n=0
(2τ)−n ˙`F
(i)
n (x
i). (3B.16e)
Moreover, the above power series are absolutely convergent and are uniformly conver-
gent on any compact subspace of
{
(xi, τ) : xi ∈ I(i) and τ ∈ C − d(xi, xi0)
}
. Equation
(3B.15c) now follows in a straightforward way after substituting from Eqs. (3A.2e),
(3B.16d) and (3B.16e) into Eq. (3B.14c) and then using Eq. (3B.14b). [Note: Similar
proofs are used for Thm. 2D.2(vi) and Prop. 2F.2(vi).]
(v) The proof is similar to that of Eq. (2D.14i). Simply replace ρ, z, h, H , A(x, τ)
and F`(x,x′, τ) in the proof of Thm. 2D.2(vii) by ρ(i), z(i), h(i), H(i), A(i)(xi, τ) and
F` (i)(xi, τ), respectively.
End of proof.
Dfn. of F¯ (i) (for a given E (i))
Let F¯ (i) denote the extension of F` (i) to the domain
dom F¯ (i) := {(xi, τ) : xi ∈ I(i) and τ ∈ C − I¯(i)(x)} (3B.17a)
such that
F¯ (i)(xi0, xi0) := I. (3B.17b)
End of Dfn.
PROPOSITION 3B.4 (Properties of F¯ (i))
(i) For each xi ∈ I(i), the function of τ given by F¯ (i)(xi, τ) is holomorphic throughout
C − I¯(i)(x).
(ii) For each (xi, τ) ∈ dom F¯ (i),
det F¯ (i)(xi, τ) = ν¯i(xi, xi0, τ) (3B.18)
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(iii) The result of replacing F` (i) by F¯ (i) in Eq. (3B.15d) of Prop. 3B.3(v) holds for all
(xi, τ) ∈ dom F¯ (i).
Proofs: Use Prop. 3B.3(i), (ii) and (v) together with Eqs. (2B.6b), (3B.14b) and (3B.17b).
End of proof.
C. Formulating the HHP adapted to (F¯ (3), F¯ (4)) to solve the initial
value problem
Dfn. of the HHP adapted to (F¯ (3), F¯ (4))
The HHP adapted to (F¯ (3), F¯ (4)) is the set of all 2× 2 matrix functions F¯ with
dom F¯ = {(x, τ) : x ∈ D and τ ∈ C − I¯(x)} (3C.1a)
such that, for each x ∈ D and i ∈ {3, 4}, the function of τ that is given by
F¯(x, τ) [F¯ (i)(xi, τ)]−1
has a holomorphic extension J¯ (7−i)(x, τ) to the domain C − I¯(7−i)(x); and
F¯(x,∞) = I. (3C.1b)
Any member F¯ of the HHP adapted to (F¯ (3), F¯ (4)) will be called a solution of the HHP.
For each solution F¯ , we let F` denote the restriction of F¯ to
dom F` :=
{
(x, τ) : x ∈ D and τ ∈ C − I`(x)
}
(3C.1c)
and J` (i) denote the restriction of J¯ (i) to
dom J` (i) :=
{
(x, τ) : x ∈ D and τ ∈ C − I`(i)(x)
}
. (3C.1d)
End of Dfn.
An immediate consequence of the above definition of the HHP is that, for each x ∈ D
and i ∈ {3, 4},
F¯(x, τ) = J¯ (7−i)(x, τ)F¯ (i)(xi, τ) for all τ ∈ C − I¯(x) (3C.2a)
and [from Prop. 3B.4(i)] the function of τ given by F¯(x, τ) is holomorphic throughout C −
I¯(x). Employing Eq. (3C.1b), one then sees that the function H whose domain is D and
whose values are defined by
H(x) := HM(x0) +
{
2τ
[F¯(x, τ)− I]Ω}
τ=∞ (3C.2b)
exists. We also let
E := H22, h := −Re H. (3C.2c)
It remains, of course, to prove that F¯ exists and is unique. One also has to prove that
(granting existence) F¯ ∈ SF¯ , H ∈ SH and E ∈ SE .
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THEOREM 3C.1 (Properties of a solution of the HHP)
If F¯ is a solution of the HHP adapted to (F¯ (3), F¯ (4)), then the following statements (i)
through (vii) hold:
(i) For all r ∈ I(3) and τ ∈ I¯(3)(x)
F¯((r, s0), τ) = F¯ (3)(r, τ); (3C.3a)
and, for all s ∈ I(4) and τ ∈ I¯(4)(x),
F¯((r0, s), τ) = F¯ (4)(s, τ). (3C.3b)
(ii) For all τ ∈ C,
F¯(x0, τ) = I. (3C.3c)
(iii)
det F¯ = ν¯. (3C.3d)
Corollary: F¯−1 exists.
(iv) There is not more than one solution of the HHP adapted to (F¯ (3), F¯ (4)).
(v)
dom H = D, H(x0) = −
(
ρ20 0
2iz0 1
)
. (3C.3e)
(vi) For all r ∈ I(3),
H(r, s0) = H
(3)(r), E(r, s0) = E (3)(r); (3C.3f)
and, for all s ∈ I(4),
H(r0, s) = H
(4)(s), E(r0, s) = E (4)(s). (3C.3g)
(vii) For all (x, τ) ∈ dom F¯ such that τ 6=∞,
F¯ †(x, τ)
{
τΩ− 1
2
Ω[H(x) +H†(x)]Ω
}
F¯(x, τ) = τΩ + Ω
(
ρ20 −iz0
iz0 1
)
Ω; (3C.3h)
and the above equation divided through by τ clearly holds at τ =∞. As a corollary of
Eqs. (2B.8b), (3C.3d) and (3C.3h),
det
{
τΩ− 1
2
Ω[H(x) +H†(x)]Ω
}
= −µ(x, τ)2. (3C.3i)
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Proof: Parts (i) to (vii) of Thm. 3C.1 are, except for certain notations and conventions
and except for the domain of the Ernst potential in {x : r < s}, essentially the same as
Thms. 1 to 7, respectively, in the third of four earlier papers (IVP1, IVP2, IVP3 and IVP4)
by the authors on the initial value problem for colliding gravitational plane wave pairs. The
papers that are relevant to our present subject are IVP3 and IVP4.25 Since the proofs in
those papers are quite detailed, the reader should have no difficulty in adapting them to the
current set of notes by employing our tables of corresponding notations and conventions26 In
particular, see Sec. VI of IVP3 for the proofs of Thms. 3C.1(i) through (vii). End of proof.
THEOREM 3C.2 (More properties of a solution of the HHP)
If F¯ is a solution of the HHP adapted to (F¯ (3), F¯ (4)) such that, for both i = 3 and i = 4,
dJ` (i) and ∂2J` (i)/∂r∂s (as well as J` (i)) exist and are continuous
functions of (x, τ) throughout the domain (3C.1d),
(3C.4a)
then the following statements (i) to (vi) hold:
(i) F`(x, τ), dF`(x, τ) and ∂2F`(x, τ)/∂r∂s exist and are continous functions of (x, τ)
throughout the domain (3C.1c).
Corollary: dH and ∂2H/∂r∂s exist and are continuous throughout D.
(ii) Throughout dom F` ,
dF` = ΓF` , (3C.4b)
where
Γ(x, τ) :=
1
2
(τ − z + ρ⋆)−1dH(x)Ω (3C.4c)
and
z :=
1
2
(s+ r), ρ :=
1
2
(s− r). (3C.4d)
(iii)
1
2
(H +H†)ΩdH = (z − ρ⋆)dH. (3C.4e)
(iv)
1
2
(H −HT ) = zΩ. (3C.4f)
Corollary: H := −Re H is symmetric.
(v)
det h = ρ2. (3C.4g)
Corollary: h is positive definite throughout D.
25See Ref. 10.
26 See Appendix A.
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(vi)
hΩdH = ρ ⋆ dH. (3C.4h)
Corollary:
d(ρ ⋆ dH) = dhΩdH. (3C.4i)
Corollary: E satisfies the Ernst equation; and
E(r, s0) = E (3)(r) for all r ∈ I(3) (3C.4j)
and
E(r0, s) = E (4)(s) for all s ∈ I(4). (3C.4k)
Proof: The proofs are essentially the same as the proofs of Thms. 8 through 13, respectively,
in Sec. VI of IVP3.
The corollary to Thm. 3C.2(v) follows easily from the corollary to Thm. 3C.2(iv), from
Thm. 3C.2(v) itself, the fact that h(x0) =
(
ρ20 0
0 1
)
[see Eqs. (3C.2c) and (3C.3e)] and the
continuity of h [corollary to Thm. 3C.2(i)].
As for the second corollary to Thm. 3C.2(vi), the fact that E := H22 is a solution of the
Ernst equation
fd(ρ ⋆ dE) = ρdE ⋆ dE
is derived from the (2, 2) matrix elements of Eqs. (3C.4h) and (3C.4i) by a well known
and simple algebraic procedure. One uses the definition h := −Re H in the derivation.
End of proof.
D. An equivalent Fredholm integral equation of the second kind
Our proofs that the solution of the HHP adapted to (F¯ (3), F¯ (4)) exists and that this solution
has certain differentiability-continuity properties employ a Fredholm integral equation of the
second kind that is equivalent to this HHP. To help us define this integral equation, let Cx
denote the set of all
Λ = Λ3 ∪ Λ4 (3D.1a)
such that Λ3 and Λ4 are smooth, simple, positively oriented and non-intersecting closed
contours in the finite complex plane; and
I`(3)(x) ⊂ Λ+3 , I`(4)(x) ⊂ Λ+4 , I`(3)(x) ⊂ Λ−4 , I`(4)(x) ⊂ Λ−3 , (3D.1b)
where Λ+i and Λ
−
i are those open subsets of C that lie inside and outside Λi, respectively,
and that have Λi as their common boundary. Also, let K¯i (i = 3, 4) denote the function with
the domain
dom K¯i :=
{
(xi, σ, τ) : xi ∈ I(i) and (σ, τ) ∈ [C − I¯(i)(x)]2} , (3D.1c)
the values
K¯i(x
i, σ, τ) :=
[
F` (i)(xi, σ)
]−1
F` (i)(xi, τ)− I
σ − τ (3D.1d)
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when xi 6= xi0, and the values
K¯i(x
i
0, σ, τ) := 0 (3D.1e)
for all (σ, τ) ∈ C2. Let K`i denote the restriction of K¯i to the domain
dom K`i :=
{
(xi, σ, τ) ∈ dom K¯i : σ 6= xi0 and τ 6= xi0
}
. (3D.1f)
The kernel of the integral equation is the function K¯ whose domain is
dom K¯ :=
{
(x,Λ, σ, τ) : x ∈ D,Λ ∈ Cx, σ ∈ Λ and τ ∈ C − I¯(x)
}
(3D.1g)
and whose values are
K¯(x,Λ, σ, τ) := K¯i(x
i, σ, τ) when σ ∈ Λi. (3D.1h)
Let K` denote the restriction of K¯ to
dom K` =
{
(x.Λ, σ, τ) ∈ dom K¯ : τ 6= r0 and τ 6= s0
}
. (3D.1i)
(When computing F¯ from the integral equation, one uses K¯. When computing the restriction
F` , one uses K`.)
Dfn. of Fredholm equation problem
The Fredholm equation problem corresponding to any given (F¯ (3), F¯ (4)), x ∈ D and Λ ∈ Cx
is the set of all 2×2 matrices F¯(x, τ) that are continuous functions of τ on Λ and satisfy
the integral equation
F¯(x, τ)− 1
2πi
∫
Λ
dσ F¯(x, σ)K¯(x,Λ, σ, τ) = I (3D.2)
for all τ ∈ Λ. Any member of this set will be called a solution of the Fredholm equation
corresponding to (F¯ (3), F¯ (4)), x and Λ.
End of Dfn.
THEOREM 3D.1 (HHP–Fredholm equation equivalence)
(i) Let F¯ denote a solution of the HHP adapted to (F¯ (3), F¯ (4)). Then, for each choice
of x ∈ D and Λ ∈ Cx, F¯(x, τ) with τ restricted to Λ is a solution of the Fredholm
equation corresponding to (F¯ (3), F¯ (4)), x and Λ.
(ii) Conversely, suppose that F¯(x, τ) is a solution of the Fredholm equation correspond-
ing to (F¯ (3), F¯ (4)), x and Λ. Then (for fixed x) the holomorphic extension of F¯(x, τ)
to the domain C − I¯(x) exists and is obtained simply by letting τ ∈ C − I¯(x) on the
right hand side of Eq. (3D.2); and this holomorphic extension is a solution of the HHP
adapted to (F¯ (3), F¯ (4)). Moreover, the solution of the HHP that is thus obtained is
independent of the choice of Λ ∈ Cx since there can be no more than one solution of
the HHP according to Thm. 3C.1(iv).
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Proof: The proof of statement (i) is essentially the same as the one given in Sec. VIIA of
IVP3, and the proof of statement (ii) is essentially the same as the proof of Thm. 14 in
Sec. VIIB of IVP3. End of proof.
THEOREM 3D.2 (Existence and uniqueness, etc.)
(i) Let N3 and N4 denote any positive integers. Suppose E (3) is CN3 and E (4) is CN4.
Then the following statements hold:
(a) The functions H(j), F` (j) and K`j are each CNj (j = 3, 4).
(b) For all 0 ≤ m ≤ Nj and for each given xj ∈ I(j), ∂mF` (i)(xj , τ)/(∂xj)m is a
holomorphic function of τ throughout C − I`(j)(x) and ∂mK`j(xj , σ, τ)/(∂xj)m is a
holomorphic function of (σ, τ) throughout [C − I`(j)(x)]2.
(ii) There exists exactly one solution of the Fredholm integral equation corresponding to
(F¯ (3), F¯ (4)), x and Λ. Hence, from Thm. 3D.1, there exists exactly one solution of the
HHP adapted to (F¯ (3), F¯ (4)).
(iii)
(a) If E (3) is CN3 and E (4) is CN4, then for all 0 ≤ m ≤ N3 and 0 ≤ n ≤ N4,
∂m+nF`(x, τ)
(∂r)m(∂s)n
exist and are continuous functions of (x, τ) throughout dom F` . For fixed x, the
same partial derivatives are holomorphic functions of τ throughout C − I`(x).
Moreover, from Eq. (3C.2b) and the preceding statement concerning the continuity
and holomorphy (for fixed x) of the partial derivatives of F` , a well known theorem
tells us that the partial derivatives
∂m+nH(x)
(∂r)m(∂s)n
for 0 ≤ m ≤ N3 and 0 ≤ n ≤ N4
also exist and are continuous functions of x throughout D.
(b) If E (3) and E (4) are C∞, so are F` and H.
(c) If E (3) and E (4) are holomorphic, so are F` and H.
(iv) For the same premises and notations as in Thm. 3D.2(iii)(a),
∂m+nJ` (j)(x, τ)
(∂r)m(∂s)n
for 0 ≤ m ≤ N3 and 0 ≤ n ≤ N4
exist and are continuous functions of (x, τ) throughout dom J` (j).
Proofs: The proofs of (i), (ii), (iii) and (iv) are essentially the same as the proofs of Thms. 1,
2, 9 and 10 in Secs. IIE, IIIA, VD and VD, respectively, of IVP4. The reader will find that the
proofs of Thms. (ii) and (iii) are far from trivial. In particular, the proof of Thm. (iii) requires
a lengthy and intricate analysis that is detailed in Secs. IV and V of IVP4. End of proof.
Note: From the above Thm. 3D.2(iv) for the case N3 = N4 = 1, it can be seen that the
unique solution F¯ of the HHP adapted to (F¯ (3), F¯ (4)) satisfies the premise of Thm. 3C.2.
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E. Principal results of Part I
GSSM 1 (Properties of SF¯ (x0,x1,x2))
(i) For each H ∈ SH(x0,x1,x2), the corresponding F¯ ∈ SF¯(x0,x1,x2) exists and is
unique; and, for each x ∈ D, F¯(x, τ) is a holomorphic function of τ throughout C −
I¯(x) and, in at least one neighborhood of τ =∞,
F¯(x, τ) = I + (2τ)−1 [H(x)−H(x0)] Ω +O(τ−2).
(ii) For each F¯ ∈ SF¯ (x0,x1,x2), there is only one H ∈ SH(x0,x1,x2) for which
dF¯(x, τ) = Γ(x, τ)F¯(x, τ).
(iii) With the understanding that
dom ν¯ := {(x, τ) : x ∈ D and τ ∈ C − I¯(x)}
and that ν¯(x,∞) = 1, we have
det F¯(x, τ) = ν¯(x, τ) :=
(
τ − r0
τ − r
)1/2(
τ − s0
τ − s
)1/2
.
(iv) The member of SF¯ (x0,x1,x2) that corresponds to EM is given by
F¯M(x, τ) =
(
1 −i(τ − z)
0 1
)(
1 0
0 ν¯(x, τ)
)(
1 i(τ − z0)
0 1
)
. (3E.1)
Proof: The proof of GSSM 1(i) is given by the combined proofs of Props. 2F.2(i), 2F.2(iv),
2F.2(vi) and 2F.3. GSSM 1(ii) is an obvious consequence of Eq. (2C.7e), Eq. (2F.2c) and the
fact that D is connected. The proof of GSSM 1(iii) is the proof of Prop. 2F.2(ii). Finally,
GSSM 1(iv) clearly follows from Prop. 2F.1 and Prop. 2C.2. End of proof.
GSSM 2 (Properties of SH(x0,x1,x2))
(i) For each E ∈ SE(x0,x1,x2), there is exactly one H ∈ SH(x0,x1,x2) such that E =
H22.
(ii) If, for each i ∈ {3, 4}, E (i) is Cni (ni ≥ 1), then, for all 0 ≤ k < n3 and 0 ≤ m ≤ n4,
the partial derivatives ∂k+mH(x)/∂rk∂sm exist and are continuous throughout D. If,
for each i ∈ {3, 4}, E (i) is analytic, then H is analytic.
Proof: The proof of GSSM 2(i) is given by the proof of Prop. 2C.1. The proof of GSSM 2(ii)
is contained in the proof of Thm. 3D.2(iii). End of proof.
GSSM 3 (Property of SE(x0,x1,x2)) For each choice of complex valued functions E (3)
and E (4) for which (for i ∈ {3, 4}) dom E (i) = I(i), E (i) is C1, f (i) := Re E (i) < 0 throughout
I(i), and E (3)(r0) = −1 = E (4)(s0), there exists exactly one E ∈ SE(x0,x1,x2) such that
E (3)(r) = E(r, s0) and E (4)(s) = E(r0, s)
for all r ∈ I(3) and s ∈ I(4), respectively.
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Proof: From Thm. 3D.2(i) for the case N3 = N4 = 1, E := H22, dE and ∂2E/∂r∂s exist and
are continuous throughout D; and, from the second corollary of Thm. 3C.2(vi), E satisfies
the Ernst equation and the initial value conditions
E(r, s0) = E (3)(r) for all r ∈ I(3),
E(r0, s) = E (4)(s) for all s ∈ I(4). (3E.2a)
Since E (3)(r0) = E (4)(s0) = −1 by definition, E(x0) = −1. Therefore, E ∈ SE .
The only part of GSSM 3 that is left to be proved is the assertion that, for given initial
data (E (3), E (4)), there exists no more than one E ∈ SE such that Eqs. (3E.2a) hold. [This is
well known, but it is instructive to see how easily the result is derived with the aid of the
HHP adapted to (F¯ (3), F¯ (4)).] Suppose E1, E2 ∈ SE such that
E1(r, s0) = E2(r, s0) = E (3)(r) for all r ∈ I(3),
E1(r0, s) = E2(r0, s) = E (4)(s) for all s ∈ I(4). (3E.2b)
From GSSM 2(i), E1, E2 uniquely determine H1, H2 ∈ SH such that
E1 = (H1)22, E2 = (H2)22; (3E.2c)
and, according to GSSM 1(i), H1, H2 then uniquely determine F¯1, F¯2 ∈ SF¯ such that (b ∈
{1, 2})
F¯b(x, τ) = I + (2τ)−1 [Hb(x)−Hb(x0)] Ω +O(τ−2) (3E.2d)
in a neighborhood of τ = ∞. However, from Prop. 3A.1, F¯1 and F¯2 are both solutions of
the HHP adapted to (F¯ (3), F¯ (4)). So, from Thm. 3C.1(iv), F¯1 = F¯2; and Eqs. (3E.2c) and
(3E.2d) then yield E1 = E2. End of proof.
Throughout the rest of these notes we shall distinguish the theorems that constitute
the principal results of this work by GSSM, which acronym is based upon the title “Group
Structure of the Solution Manifold of the Hyperbolic Ernst Equation.”
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Part II
Quest for a new HHP and a
generalized Geroch conjecture
4 Existence and continuity of Q+; its employment to
construct other spectral potentials and generalized
Abel transforms V (3), V (4) of initial data E (3), E (4)
The proofs of the theorems in Secs. 2 and 3 were relatively simple compared to those that we
shall now describe. In the HHP that we developed27 to effect K–C transformations among
analytic solutions of the Ernst equation, a closed contour surrounding the cut Iˆ(x) was
involved. Here, where we are foregoing the pleasures of analytic functions, we must instead
formulate the HHP on the arcs I¯(3)(x) and I¯(4)(x). However, in order to define the HHP in
a plausible way, we must first figure out what properties should be demanded of a solution of
such an HHP. For this a comprehensive study of limits as one approaches I¯(x) is necessary,
especially at the end points of the arcs I¯(3)(x) and I¯(4)(x). It turns out to be easier to
investigate these limits using the Q-potential than it would be using the F -potential, even
though the HHP itself is easier to formulate in terms of the F -potential.
The chief task of Sec. 4 will be to prove that, for each given E ∈ SE , a unique Q+ ∈ SQ+
exists and that Q+ is continuous. We shall then be able to construct in terms of Q+
all the other potentials in which we are interested, and to show that those potentials are
continuous and unique for any given E ∈ SE . Finally, we shall undertake a detailed study of
Q+(x, (σ, s), σ) and Q+(x, (r, σ), σ) and introduce the important functions V (3) and V (4).
A. Introduction to the existence-continuity proofs
Recall that we have not yet proved the existence and continuity of the spectral potential
Q± ∈ SQ± corresponding to any given E ∈ SE . This potential was defined and discussed in
Sec. 2B, where we proved that [Props. 2B.2(iii) and (iv)]
Q±(x,x′′, τ)Q±(x′′,x′, τ) = Q±(x,x′, τ) for all x,x′′,x′ ∈ D and τ ∈ C¯± (4A.1a)
and (as a corollary)
[Q±(x,x′, τ)]−1 = Q±(x′,x, τ) (4A.1b)
for each Q± ∈ SQ±. Furthermore, [Prop. 2E.1] for each given E ∈ SE , the corresponding
Q± ∈ SQ± exists iff the corresponding Q± ∈ SQ± exists; and Q± is given in terms of Q± by
Q±(x, τ) = Q±(x,x0, τ) (4A.1c)
while Q± is given in terms of Q± by
Q±(x,x′, τ) = Q±(x, τ)[Q±(x′, τ)]−1. (4A.1d)
27Ibid.
65
Note that Eq. (4A.1d) is implied by Eqs. (4A.1a) to (4A.1c). Also, since Q±(x0, τ) = I by
definition (Sec. 2E), Eqs. (4A.1a) to (4A.1c) are implied by Eq. (4A.1d). Hence,
Eq. (4A.1d) is equivalent to the triad of Eqs. (4A.1a) to (4A.1c). (4A.1e)
We shall now use one of the classical methods of reducing the solving of the a total
differential equation such as dQ± = ∆±Q± to the solving of a pair of ordinary linear differ-
ential equations along characteristic lines in D. For this purpose let us consider the values
of Q±(x,x′, τ) along null lines corresponding to fixed r = r′ or fixed s = s′, defining
Q(4)±(s, s′, r, τ) := Q±(x, (r, s′), τ) (tentative dfn.) (4A.2a)
Q(3)±(r, r′, s, τ) := Q±(x, (r′, s), τ) (tentative dfn.) (4A.2b)
for all (s, s′, r, τ) and (r, r′, s, τ), respectively, such that x := (r, s), (r, s′), (r′, s) ∈ D and
τ ∈ C¯±. Then, application of Eqs. (4A.1a) and (4A.1c) yields
Q±(x, τ) = Q(4)±(s, s0, r, τ)Q(3)±(r, r0, s0, τ) = Q(4)±(s, s0, r, τ)Q(3)±(r, τ), (4A.2c)
where
Q(3)±(r, τ) := Q±((r, s0), τ). (4A.2d)
The reason for introducing the above Eq. (4A.2c) is that each of the two factors on the
right side of this equation may be defined as a solution of an ordinary homogeneous linear
differential equation. Specifically, upon letting [see Eqs. (2B.9a) to (2B.9c) for the definition
of ∆±]
∆±(x, τ) = dr∆±3 (x, τ) + ds∆
±
4 (x, τ), (4A.3a)
one finds that Eqs. (4A.2a), (4A.2b), (2B.11b) and (2B.11c) yield, for s 6= τ ,
∂Q(4)±(s, s′, r, τ)
∂s
= ∆±4 (x, τ)Q
(4)±(s, s′, r, τ) (4A.3b)
and, for r 6= τ ,
∂Q(3)±(r, r′, s, τ)
∂r
= ∆±3 (x, τ)Q
(3)±(r, r′, s, τ) (4A.3c)
subject to the initial conditions
Q(4)±(s′, s′, r, τ) = I (4A.3d)
and
Q(3)±(r′, r′, s, τ) = I, (4A.3e)
respectively. The above Eqs. (4A.2c) to (4A.3e) suggest the following plan:
1. Define Q(4)± and Q(3)± as solutions of the ordinary differential equations (4A.3b)
and (4A.3c) subject to the initial conditions (4A.3d) and (4A.3e), respectively, and to
certain simple continuity conditions [instead of defining them in terms of Q± by Eqs.
(4A.2a) and (4A.2b)].
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2. Then demonstrate the existence, continuity and other interesting properties of Q(3)±
and Q(4)± by employing the Picard method of successive approximations and certain
well known theorems on infinite sequences of functions.
3. Then demonstrate that the right side of Eq. (4A.2c) is indeed Q±(x, τ), whereupon
the existence, continuity and other properties of Q± will automatically follow from the
existence, continuity and other properties of its factors.
The second phase of the above plan is needed, since the usual well known theorems on
the existence, continuity, holomorphy and differentiability of a solution of an ordinary linear
differential equation are not applicable here. This is because the functions ∆±i (x, τ) that
are employed in the differential equations (4A.3b) and (4A.3c) do not satisfy all premises of
these well known theorems. Specifically, ∆±i (x, τ) has a non-finite singularity at each point
of the domain of Q(i)± at which x = τ ; and ∂∆±i (x, τ)/∂y has non-finite singularities at
those points of dom Q(i)± at which x = τ and at which y = τ . These singularities make
the proofs of the existence, continuity and certain other properties of Q(i)± somewhat of a
challenge.
B. The sets Di, D±i , D±0i, D±i0, D±0i0 and Di, D±i , D±0i, D±i0, D±0i0
We shall be employing numerous pairs of related equations such as Eqs. (4A.2a) and (4A.2b),
(4A.3b) and (4A.3c), and (4A.3d) and (4A.3e). The two equations in each of these pairs
can be consolidated into a single equation by employing the free script i ∈ {3, 4} in an
appropriate way. However, to avoid the introduction of cumbersome explicit superscripts,
we shall instead employ (for a fixed choice of index i) the abbreviations
x := xi, x′ := x′i, x′′ := x′′i, y := x7−i, y′ := x′7−i, y′′ := x′′7−i, (4B.1)
whenever there is no danger of ambiguity. We shall also adjust the definitions of our functions
to the needs of this consolidation program. In this connection we find it convenient to
introduce special notations for the domains of the functions.
Dfns. of Di, D±i , D±0i, D±i0 and D±0i0
Recalling that x3 := r and x4 := s, we let
Di := {(x, y) : (r, s) ∈ D} (4B.2a)
or, equivalently,
D3 := D,
D4 := {(s, r) : (r, s) ∈ D}. (4B.2b)
We also let28
D±i := Di × C¯±, (4B.2c)
D±0i := {(x, y, τ) ∈ D±i : τ 6= x}, (4B.2d)
D±i0 := {(x, y, τ) ∈ D±i : τ 6= y}, (4B.2e)
D±0i0 := {(x, y, τ) ∈ D±i : τ /∈ {x, y}. (4B.2f)
28Observe that the position of the 0 subscript(s) is an indication of which value(s) of τ are to be excluded.
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End of Dfn.
Dfns. of Di, D
±
i , D
±
0i, D
±
i0, and D
±
0i0
Recalling that x′3 := r′ and x′4 := s′, we let
Di := {(x, x′, y) : (x, y) and (x′, y′) are both members of Di} (4B.3a)
or, equivalently,
D3 := {(r, r′, s) : (r, s) ∈ D and (r′, s) ∈ D}
D4 := {(s, s′, r) : (r, s) ∈ D and (r, s′) ∈ D}. (4B.3b)
We also let29
D±i := Di × C¯±, (4B.3c)
D±0i := {(x, x′, y, τ) ∈ D±i : τ 6= x}, (4B.3d)
D±i0 := {(x, x′, y, τ) ∈ D±i : τ 6= y}, (4B.3e)
D±0i0 := {(x, x′, y, τ) ∈ D±i : τ /∈ {x, y}}. (4B.3f)
End of Dfn.
C. Existence, continuity and differentiability of Q(i)+
Dfns. of γ±i (i = 3, 4)
Let γ±i denote the function with domain
dom γ±i := {(x, τ) ∈ D × C¯± : x 6= τ} (4C.1a)
and values
γ±i (x, τ) :=
M±(τ − y)
M±(τ − x) when τ 6=∞ (4C.1b)
and
γ±i (x,∞) = 1, (4C.1c)
where we recall that x3 := r, x4 := s and M± is defined by Eq. (2B.2a).
End of Dfn.
PROPOSITION 4C.1 (Properties of γ±i )
29We shall employ bold type for the sets that involve two points x and x′.
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(i) For all (x, τ) ∈ dom γ±i ,
γ±i (x, τ) =
µ±(x, τ)
τ − x , (4C.2a)
∂[µ±(x, τ)− τ ]/∂x exists, and
∂[µ±(x, τ)− τ ]
∂x
= −1
2
γ±i (x, τ), (4C.2b)
where µ± was defined by Eq. (2B.2b). For each (x, τ) ∈ dom γ+i ,
γ−i (x, τ
∗) = [γ+i (x, τ)]
∗. (4C.2c)
(ii) For each (y, τ) ∈ I(7−i)×C¯±, the function of x that is given by γ±i (x, τ) is summable
(Lebesgue-integrable) over any bounded subinterval of {x ∈ I(i) : r < s}.
(iii) γ±i is continuous. Note: All functions that we have defined and shall define in these
notes are, with the sole exceptions of M±, µ±, µ and [µ], finite-valued throughout their
prescribed domains.
(iv) For each τ ∈ C¯±, the function of x whose domain is {x ∈ D : r 6= τ, s 6= τ} and
whose values are given by γ±i (x, τ) is analytic and, therefore, also C
∞.
(v) For each x ∈ D and for all non-negative integers m and n, the function of τ whose
domain is C¯± − {r, s} and whose values are given by
∂m+nγ±i (x, τ)
(∂r)m(∂s)n
is holomorphic [i.e., by definition, this function has an extension whose domain is an
open subset of C and which is holomorphic].
Proof: The above theorem is a part of the theory of elementary functions. End of proof.
Dfn. of ∆±i
Let ∆±i denote the 2 × 2 matrix function whose domain is the same as that of γ±i and
whose values are given by
∆±i (x, τ) := −γ±i (x, τ)
∂E(x)/∂x
2f(x)
σ3 +
∂χ(x)/∂x
2f(x)
J. (4C.3)
End of Dfn.
Note: The above definition is consistent with Eq. (4A.3a) and the definition of ∆± by Eqs.
(2B.9a) to (2B.9c).
PROPOSITION 4C.2 (Properties of ∆±i )
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(i)
tr ∆±i = 0. (4C.4a)
(ii) For each (x, τ) ∈ dom ∆+i ,
∆−i (x, τ
∗) = [∆+i (x, τ)]
∗. (4C.4b)
(iii) If τ = σ is real,
J1−κ∆−i (x, σ)J
κ−1 = ∆+i (x, σ). (4C.4c)
(iv) At each (x, τ) ∈ dom ∆±i such that τ 6= y, ∂∆±i (x, τ)/∂y exists for both i = 3 and
i = 4; and
∂∆±4 (x, τ)
∂x3
− ∂∆
±
3 (x, τ)
∂x4
−∆±3 (x, τ)∆±4 (x, τ) + ∆±4 (x, τ)∆±3 (x, τ) = 0. (4C.4d)
(v) ∆±i is continuous. Also, ∂∆
±
i (x, τ)/∂y is a continuous function of (x, τ) throughout
{(x, τ) ∈ dom ∆±i : τ 6= y}.
(vi) For each x ∈ D, the function of τ whose domain is C¯± − {r, s} and whose values
are given by ∆±i is holomorphic.
Proof: For the proofs of the above statements (i), (ii), (iii) and (iv), see the proofs of the
corresponding statements in Prop. 2B.1; and, in the proof of (iv), use the facts that E (and,
therefore, E) is C1 and that ∂2E(x)/∂r∂s exists and is continuous throughout D. The proof
of statement (v) employs Props. 4C.1(iii) and (v). The proof of (vi) employs Prop. 4C.1(iv).
End of proof.
We now return to the definitions of Q(4)± and Q(3)± that are to replace the tentative
definitions (4A.2a) and (4A.2b).
Dfn. of Iˇ(i)(y)
Corresponding to each y ∈ I(7−i), let
Iˇ(i)(y) := {x ∈ I(i) : (x, y) ∈ Di} (4C.5a)
or, equivalently,
Iˇ(3)(x) := {σ ∈ I(3) : σ < s} and Iˇ(4)(x) := {σ ∈ I(4) : r < σ}. (4C.5b)
End of Dfn.
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Figure 3: The subinterval Iˇ(3)(x4) of the interval I(3). In this example, Iˇ(4)(x3) = I(4).
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Dfn. of Q(i)± (for a given E ∈ SE)
Let Q(i)+ denote any 2× 2 matrix function such that
dom Q(i)+ := D+i (4C.6a)
and the following conditions are satisfied for each (x′, y, τ) ∈ D+i :
Q(i)+(x, x′, y, τ) is a continuous function of x throughout Iˇ(i)(y), (4C.6b)
Q(i)+(yi, x′, y, τ) = I, (4C.6c)
and, at all x ∈ Iˇ(i)(y) at which x 6= τ , the derivative ∂Q(i)+(x, x′, y, τ)/∂x exists and
∂Q(i)+(x, x′, y, τ)
∂x
= ∆+i (x, τ)Q
(i)+(x, x′, y, τ). (4C.6d)
[Note that Eq. (4C.6d) holds for all (x, x′, y, τ) ∈ D+0i.]
Corresponding to each Q(i)+, we let Q(i)− denote the 2×2 matrix function whose domain
is
dom Q(i)− := D−i (4C.6e)
and whose values are given by
Q(i)−(x, x′, y, τ ∗) :=
[
Q(i)+(x, x′, y, τ)
]∗
for all (x, x′, y, τ) ∈ D+i . (4C.6f)
End of Dfn.
PROPOSITION 4C.3 (Properties of Q(i)+ (for a given E ∈ SE))
(i) If Q(i)+ exists,
detQ(i)± = 1. (4C.7a)
(ii) There is not more than one Q(i)+.
(iii) Grant that Q(i)+ exists. Then, for each (y, τ) ∈ I(7−i) × C¯+ and for all x, x′ and
x′′ ∈ Iˇ(i)(y),
Q(i)+(x, x′′, y, τ)Q(i)+(x′, x′, y, τ) = Q(i)+(x, x′, y, τ) (4C.7b)
and
[Q(i)+(x, x′, y, τ)]−1 = Q(i)+(x′, x, y, τ). (4C.7c)
(iv) Grant that Q(i)+ exists. Then, for each (x, x′, y) ∈ Di,
Q(i)−(x, x′, y, σ) = Q(i)+(x, x′, y, σ) [and is, therefore, real]
if σ ∈ R1 − (|x, y| ∪ |x′, y|) (4C.7d)
and if σ =∞,
and
−JQ(i)−(x, x′, y, σ)J = Q(i)+(x, x′, y, σ) and is unitary
for all σ in the real open interval (4C.7e)
between {y} and |x, x′|.
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Proof: The proofs of the above statements (i) to (iv) can be obtained by formally making
the substitutions
Q±(x, (r′, s), τ)→ Q(3)±(r, r′, s, τ) and Q±(x, (r, s′), τ)→ Q(4)±(s, s′, r, τ)
in the proofs of the corresponding statements (i), (ii), (iv) and (v) of Prop. 2B.2. End of proof.
Dfn. of γ+0i
Let γ+0i denote the function with domain
dom γ+0i := D+0i (4C.8a)
and values [recalling that x := (x3, x4)]
γ+0i(x, y, τ) := γ
+
i (x, τ). (4C.8b)
End of Dfn.
Several properties of γ+0i can easily be obtained by inspection from the properties of γ
+
i
that are given in Prop. 4C.1. Other properties of interest are given in the following theorem.
THEOREM 4C.4 (Other properties of γ+0i)
(i) For any given closed subintervals
[a1, a2] ⊂ I(i) and [b1, b2] ⊂ I(7−i) (4C.9a)
such that
Ui := [a1, a2]
2 × [b1, b2] ⊂ Di (4C.9b)
there exists at least one positive real number M(Ui) such that
sgn(x− x′)
∫ x
x′
dλ|γ+0i(λ, y, τ)| ≤ M(Ui) for all (x, x′, y, τ) ∈ Ui × C¯+. (4C.9c)
(ii) Consider any complex-valued function φ(i)+ whose domain is
dom φ(i)+ := D+i (resp. D
+
i0) (4C.9d)
such that, for each (x′, x, τ ′) ∈ D+i (resp. D+i0), the function of x that is given by
φ(i)+(x, x′, y, τ) is continuous throughout Iˇ(i)(y). Then the function ψ(i)+ whose do-
main is the same as that of φ(i)+ and whose values are
ψ(i)+(x, x′, y, τ) :=
∫ x
x′
dλγ+0i(λ, y, τ)φ
(i)+(λ, x′, y, τ) for all (x, x′, y, τ) ∈ dom φ(i)+
(4C.9e)
exists; and, for each (x′, y, τ) ∈ D+i (resp. D+i0), ψ(i)+(x, x′, y, τ) is a continuous func-
tion of x throughout Iˇ(i)(y). Moreover, ∂ψ(i)+(x, x′, y, τ)/∂x exists and equals
∂ψ(i)+(x, x′, y, τ)
∂x
= γ+0i(x, y, τ)φ
(i)+(x, x′, y, τ) for all (x, x′, y, τ) ∈ D+0i (resp. D+0i0).
(4C.9f)
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(iii) Let φ(i)+ and ψ(i)+ be defined as in the preceding part (ii) of this theorem. If φ(i)+
is continuous, then ψ(i)+ is continuous.
(iv) Let φ(i)+ and ψ(i)+ be defined as in the preceding part (ii) of this theorem, and
assume that φ(i)+ is continuous. If ∂φ(i)+(x, x′, y, τ)/∂y exists and is a continuous
function of (x, x′, y, τ) thoughout D+i0, then ∂ψ
(i)+(x, x′, y, τ)/∂y also exists and is a
continuous function of (x, x′, y, τ) throughout D+i0. Moreover, at all (x, x
′, y, τ) ∈ D+i0,
∂ψ(i)+(x, x′, y, τ)
∂y
=
∫ x
x′
dλ
∂
∂y
[
γ+0i(λ, y, τ)φ
(i)+(λ, x′, y, τ)
]
(4C.9g)
= −ψ
(i)+(x, x′, y, τ)
2(τ − y) +
∫ x
x′
dλγ+0i(λ, y, τ)
[
∂φ(i)+(λ, x′, y, τ)
∂y
]
.
Proof:
(i) Select a positive real number R which is sufficiently large so that
[a1, a2] ∪ [b1, b2] ⊂ {τ : |τ | < R}. (4C.10a)
[For example, let R equal twice the supremum of {|σ| : σ ∈ [a1, a2] ∪ [b1, b2]}.] Let
t := (2τ)−1, τ1 := Re τ when |τ | ≤ R and t1 = Re t when |τ | ≥ R. (4C.10b)
From Eqs. (4C.1a) to (4C.1c) and (4C.8a) to (4B.1), one obtains, for all (x, x′, y) ∈ Ui,
sgn(x− x′)
∫ x
x′
dλ|γ+0i(λ, y, τ)| = sgn(x− x′)
∫ x
x′
dλ
√
|τ − y|
|τ − λ|
≤ sgn(x− x′)
√
|τ − y|
∫ x
x′
dλ
1√|τ1 − λ|
= 2sgn(x− x′)
√
|τ − y|[
sgn(τ1 − x′)
√
|τ1 − x′|+ sgn(x− τ1)
√
|τ1 − x|
]
for all τ ∈ C¯+ such that |τ | ≤ R, (4C.10c)
and
sgn(x− x′)
∫ x
x′
dλ|γ+0i(λ, y, τ)| = sgn(x− x′)
∫ x
x′
dλ
√
|1− 2ty|
|1− 2tλ|
≤ sgn(x− x′)
√
|1− 2ty|[√
1− 2t1x′ −
√
1− 2t1x
t1
]
for all τ ∈ C¯+ such that |τ | ≥ R.(4C.10d)
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Now, the right side of the above Eqs. (4C.10c) and (4C.10d) are continuous functions of
(x, x′, y, τ) and of (x, x′, y, t) throughout the compact spaces Ui × {τ ∈ C¯+ : |τ | ≤ R}
and Ui × {t : Im t ≤ 0 and |t| ≤ (2R)−1}, respectively. Therefore,
M′(Ui) := the supremum of the set of all right sides of
(4C.10c) for which (x, x′, y) ∈ Ui, τ ∈ C¯+ (4C.10e)
and |τ | ≤ R,
M′′(Ui) := the supremum of the set of all right sides of
(4C.10d) for which (x, x′, y) ∈ Ui, Im t ≤ 0 (4C.10f)
and |t| ≤ (2R)−1
are both finite (positive real numbers). Let
M(Ui) := sup {M′(Ui),M′′(: Ui)} (4C.10g)
whereupon (4C.10c) to (4C.10g) yield (4C.9c).
(ii) For each (y, τ) ∈ I(7−i)× C¯+, the function of x that is given by γ+0i(x, y, τ) is summable
over any bounded subinterval of Iˇ(i)(y). [See Prop. 4C.1(ii).] Therefore, for each
(x′, y, τ) ∈ D+i (resp. D+i0), the function of x that is given by γ+0i(x, y, τ)φ(i)+(x, x′, y, τ)
is summable over any bounded subinterval of Iˇ(i)(y) [since a summable function times
a continuous function is summable]. Therefore, ψ(i)+ as defined by Eq. (4C.9e) exists,
whereupon from a well-known theorem, ψ(i)+(x, x′, y, τ) is an absolutely continuous
function of x on each finite subinterval of Iˇ(i)(y); and, therefore, ψ(i)+(x, x′, y, τ) is a
continuous function of x throughout Iˇ(i)(y).
Furthermore, from Prop. 4C.1(iii), γ+0i(x, y, τ)φ
(i)+(x, x′, y, τ) is a continuous function
of x throughout Iˇ(i)(y)−{τ}. Therefore, ∂ψ(i)+(x, x′, y, τ)/∂x exists at all x ∈ Iˇ(i)(y)
at which x 6= τ , and Eq. (4C.9f) holds.
(iii) Consider any given point (u, u′, v, ξ) in D+i (resp. D
+
i0). Recall that ξ 6= v when
(u, u′, v, ξ) ∈ D+i0.
We start by selecting a1, a2 ∈ I(i) so that
a1 < u < a2, a1 < u
′ < a2, (a1, v), (a2, v) ∈ Di, (4C.11a)
whereupon
[a1, a2]× {v} ⊂ Di. (4C.11b)
We then select a sufficiently small real positive number β so that
[a1, a2]× [v − β, v + β] ⊂ Di (4C.11c)
and
ξ /∈ [v − β, v + β] when dom φ(i)+ = D+i0. (4C.11d)
With the choices that we have made above,
Ui := [a1, a2]
2 × [v − β, v + β] ⊂ Di (4C.11e)
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and
Ui × {ξ} ⊂ D+i (resp. D+i0). (4C.11f)
We treat the cases ξ = ∞ and ξ 6= ∞ in different ways. When ξ = ∞, we select a
bounded and closed semi-circular neighborhood Si of the origin t = 0 in the space
{t = (2τ)−1 : τ ∈ C¯+} (4C.11g)
such that the radius R of Si satisfies
2R|c| < 1 for all c ∈ [a1, a2] and c ∈ [v − β, v + β]. (4C.11h)
Then, if
Ai := {τ = (2t)−1 : t ∈ Si}, (4C.11i)
one has
Ui × Ai ⊂ D+i0 ⊂ D+i ; (4C.11j)
and
γ+0i(λ, y, τ) :=
M+(τ − y)
M+(τ − λ) =
M+(1− 2ty)
M+(1− 2tλ) (4C.11k)
is a continuous function of (λ, y, τ) throughout [a1, a2] × [v − β, v + β] × Ai [which
means that it is a continuous function of (λ, y, t) throughout [a1, a2]× [v − β, v + β]×
Si]. Therefore, the integrand in Eq. (4C.9e) is a continuous function of (λ, x
′, y, τ)
throughout Ui ×Ai. Therefore,
ψ(i)+ is continuous at each of the points
(u, u′, v, ξ) ∈ dom φ(i)+ for which ξ =∞. (4C.11l)
Note: Recall that we assign the relative topology to each subset of the extended com-
plex plane.
When ξ 6=∞, we select a bounded and closed rectangular neighborhood Bi of the point
ξ in the space C¯+ (resp. C¯+−{v}) such that each edge of Bi is parallel to or collinear
with the real or the imaginary axis. Then Ui × Bi ⊂ D+i (resp. D+i0), and, from the
multi-variable Weierstrass approximation theorem30, there exists an infinite sequence of
polynomials φ(i)+n (with complex coefficients) each of which has the domain [C−{∞}]5
such that, as n → ∞, φ(i)+n (x, x′, y,Re τ, Im τ) → φ(i)+(x, x′, y, τ) uniformly over the
compact space Ui × Bi. In other words,
for each ǫ > 0, there exists a positive integer N(ǫ,Ui ×Bi) such that,
for all n > N(ǫ,Ui × Bi) and all (x, x′, y, τ) ∈ Ui × Bi,
|φ(i)+(x, x′, y, τ)− φ(i)+n (x, x′, y, τ1, τ2)| < ǫ, where τ1 := Re τ, τ2 := Im τ .
(4C.11m)
30A proof of the Weierstrass approximation theorem can be found on p. 154 of Ch. 7 of Introduction to
Topology and Modern Analysis by George F. Simmons (McGraw-Hill, New York 1963). As for the multi-
variable version, see problem 1 on p. 161.
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Now let
ψ(i)+n (x, x
′, y, τ) :=
∫ x
x′
dλγ+0i(λ, y, τ)φ
(i)+
n (λ, x
′, y, τ1, τ2)
for all n > 0 and (x, x′, y, τ) ∈ Ui × Bi. (4C.11n)
[The existence of ψ(i)+n is demonstrated by the same argument that was used to estab-
lish the existence of ψ(i)+ in part (ii) of this theorem.] Then, from the definition of ψ(i)+
by Eq. (4C.9e) and from (4C.11m), for all n > N(ǫ,Ui×Bi) and (x, x′, y, τ) ∈ Ui×Bi,
|ψ(i)+(x, x′, τ, y)−ψ(i)+n (x, x′, τ, y)| ≤ sgn(x− x′)
∫ x
x′
dλ|γ+0i(λ, y, τ)|φ(i)+(λ, x′, y, τ)
− φ(i)+n (λ, x′, y, τ1, τ2)|
< ǫ sgn(x− x′)
∫ x
x′
dλ|γ+0i(x, y, τ)|.
Therefore, from part (i) of this theorem [see Eqs. (4C.9a) to (4C.9c)] there exists a
positive real numberM1(Ui) such that |ψ(i)+(x, x′, y, τ)−ψ(i)+n (x, x′, y, τ)| < ǫM1(Ui)
for all n > N(ǫ,Ui ×Bi) and all (x, x′, y, τ) ∈ Ui × Bi. So, we have proved that
as n→∞, ψ(i)+n uniformly converges to the restriction of ψ(i)+ to Ui×Bi. (4C.11o)
Furthermore, from Eqs. (4C.11n), (4C.2a), (4C.2b) and (4C.8b),
ψ(i)+n (x, x
′, y, τ) =
∫ x
x′
dλγ+0i(λ, y, τ)
[
φ(i)+n (λ, x
′, y, τ1, τ2)− φ(i)+n (τ, x′, y, τ1, τ2)
]
−2 [(τ − x)γ+0i(x, y, τ)− (τ − x′)γ+0i(x′, y, τ)]φ(i)+n (τ, x′, y, τ1, τ2)
for all n > 0 and (x, x′, y, τ) ∈ Ui ×Bi. (4C.11p)
Since (τ−x)γ+0i(x, y, τ) = µ+(x, τ), both terms in the above Eq. (4C.11p) are continuous
functions of (x, x′, y, τ) throughout Ui ×Bi. So we have proved that
ψ(i)+n is continuous for all n > 0. (4C.11q)
From the above statements (4C.11o) and (4C.11q), the restriction of ψ(i)+ to Ui ×Bi
is continuous. Therefore,
ψ(i)+ is continuous at every point (u, u′, v, ξ) ∈ dom φ(i)+ for which ξ 6=∞.
(4C.11r)
Upon combining the statements (4C.11l) and (4C.11r), we obtain the final conclusion;
namely, ψ(i)+ is continuous throughout its domain.
(iv) Let
G(i)+(x, x′, y, τ) := −φ
(i)+(x, x′, y, τ)
2M+(τ − y) +M
+(τ − y)
[
∂φ(i)+(x, x′, y, τ)
∂y
]
for all (x, x′, y, τ) ∈ D+i0. (4C.12a)
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From the given premises,
G(i)+(x, x′, y, τ) exists and is a continuous function of (x, x′, y, τ) throughout D+i0;
(4C.12b)
and
∂
∂y
[
γ+0i(x, y, τ)φ
(i)+(x, x′, y, τ)
]
=
G(i)+(x, x′, y, τ)
M+(τ − x) exists at all (x, x
′, y, τ) ∈ D+0i0.
(4C.12c)
For each given (x, x′, y, τ) ∈ D+i0, one can always select a sufficiently small ǫ > 0 so
that
(x, x′, y′, τ) ∈ D+i0 for all y − ǫ ≤ y′ ≤ y + ǫ. (4C.12d)
From the statement (4C.12b), there then exists a positive real number M(x, x′, y, τ, ǫ)
such that
|G(i)+(λ, x′, y′, τ)| ≤ M(x, x′, y, τ, ǫ) for all λ ∈ |x, x′| and y−ǫ ≤ y′ ≤ y+ǫ. (4C.12e)
Moreover, [M+(τ−λ)]−1 is a summable function of λ over the interval |x, x′|. Therefore,
from Eqs. (4C.9e), (4C.12c) and (4C.12e) and a standard theorem31 on the partial dif-
ferentiation of a Lebesgue integral with respect to a parameter, ∂ψ(i)+(x, x′, y′, τ)/∂y′
exists for all y − ǫ < y′ < y + ǫ and is given by
∂ψ(i)+(x, x′, y′, τ)
∂y′
=
∫ x
x′
dλ
∂
∂y′
[
γ+0i(λ, y
′, τ)φ(i)+(λ, x′, y′, τ)
]
=
∫ x
x′
dλ
G(i)+(λ, x′, y′, τ)
M+(τ − λ) .
Since this statement holds for each (x, x′, y, τ) ∈ D+i0, ∂ψ(i)+(x, x′, y, τ)/∂y exists for
each (x, x′, y, τ) ∈ D+i0 and [from Eq. (4C.12a)] is given by Eq. (4C.9g). Furthermore,
from Eq. (4C.9g) and part (iii) of this theorem, ∂ψ(i)+(x, x′, y, τ)/∂y is a continuous
function of (x, x′, y, τ) throughout D+i0.
End of proof.
COROLLARY 4C.5 (Mixed partial derivatives of ψ(i))
Let φ(i)+ and ψ(i)+ be defined as in Thm. 4C.4(iv), assume that φ(i)+ is continuous, and
that ∂φ(i)+(x, x′, y, τ)/∂y exists and is a continuous function of (x, x′, y, τ) throughout D+i0.
Then ∂2ψ(i)+(x, x′, y, τ)/∂x∂y and ∂2ψ(i)+(x, x′, y, τ)/∂y∂x exist at all (x, x′, y, τ) ∈ D+0i0,
and
∂2ψ(i)+(x, x′, y, τ)
∂x∂y
=
∂2ψ(i)+(x, x′, y, τ)
∂y∂x
=
∂
∂y
[
γ+0i(x, y, τ)φ
(i)+(x, x′, y, τ)
]
(4C.13)
and is a continuous function of (x, x′, y, τ) throughout D+0i0.
31Sec. 39, Cor. 3.92 in Integration, by Edward J. McShane (Princeton University Press, 1944) p. 217. In
Sec. 39, the author unnecessarily restricts his parameter t to an open interval (a, b). His proof, however, is
valid for all t ∈ [a, b].
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Proof: Use Thms. 4C.4(ii) and (iv). End of proof.
Dfn. of ∆+0i (for a given E ∈ SE)
Let ∆+0i denote the 2× 2 matrix function with
dom ∆+0i := D+0i = dom γ+0i (4C.14a)
and values
∆+0i(x, y, τ) := ∆
+
i (x, τ). (4C.14b)
End of Dfn.
From the definition of ∆+i by Eq. (4C.3),
∆+0i(x, y, τ) = −γ+0i(x, y, τ)
∂E(x)/∂x
2f(x)
σ3 +
∂χ(x)/∂x
2f(x)
J (4C.15a)
for all (x, y, τ) ∈ D+0i. Furthermore, Eq. (4C.6d) [in the definition of Q(i)+ by Eqs. (4C.6a)
to (4C.6d)] is expressible in the form
∂Q(i)+(x, x′, y, τ)
∂x
= ∆+0i(x, y, τ)Q
(i)+(x, x′, y, τ) for all (x, x′, y, τ) ∈ D+0i. (4C.15b)
Several properties of ∆+0i can be seen by inspection of Thm. 4C.2, Thm. 4C.4 and Cor. 4C.5.
The properties which are perhaps most needed are given in the following theorem.
THEOREM 4C.6 (Some properties of ∆+0i)
(i) ∆+0i is continuous, and ∂∆
+
0i(x, y, τ)/∂y exists, is a continuous function of (x, y, τ)
throughout D+0i0, and
∂∆+0[7−i](y, x, τ)
∂x
− ∂∆
+
0i(x, y, τ)
∂y
+∆+0[7−i](y, x, τ)∆
+
0i(x, y, τ)
−∆+0i(x, y, τ)∆+0[7−i](y, x, τ) = 0 (4C.16a)
at all (x, y, τ) ∈ D+0i0.
(ii) Let Ui be defined by Eqs. (4C.9a) and (4C.9b) in Thm. 4C.4. Then there exists a
positive real number M2(Ui) such that
sgn(x− x′)
∫ x
x′
dλ||∆+0i(λ, y, τ)|| ≤ M2(Ui) for all (x, x′, y, τ) ∈ Ui × C¯+, (4C.16b)
where ||M || denotes the norm (by any of the conventional definitions) of a 2×2 matrix
M . Note: From Eq. (4C.15a), Eq. (4C.8b), Prop. 4C.1(ii) and the fact that E (and,
therefore, E) is C1, the Lebesgue integral in (4C.16b) exists.
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(iii) Suppose that Φ(i)+ is a 2× 2 matrix function whose domain is
dom Φ(i)+ = D+i (resp. D
+
i0) (4C.16c)
such that, for each (x′, y, τ) ∈ D+i (resp. D+i0), the function of x given by Φ(i)+(x, x′, y, τ)
is continuous throughout Iˇ(i)(y). Then the function Ψ(i)+ whose domain is the same
as that of Φ(i)+ and whose values are given by
Ψ(i)+(x, x′, y, τ) :=
∫ x
x′
dλ∆+0i(λ, y, τ)Φ
(i)+(λ, x′, y, τ) for all (x, x′, y, τ) ∈ dom Φ(i)+
(4C.16d)
exists; and, for each (x′, y, τ) ∈ D+i (resp. D+i0), Ψ(i)+(x, x′, y, τ) is a continuous func-
tion of x throughout Iˇ(i)(y). Moreover, ∂Ψ(i)+(x, x′, y, τ)/∂x exists and equals
∂Ψ(i)+(x, x′, y, τ)
∂x
= ∆+0i(x, y, τ)Φ
(i)+(x, x′, y, τ) for all (x, x′, y, τ) ∈ D+0i (resp. D+0i0).
(4C.16e)
(iv) Let Φ(i)+ be any 2 × 2 matrix function with the domain (4C.16c). If Φ(i)+ is
continuous, then the function Ψ(i)+ whose domain is the same as that of Φ(i)+ and
whose values are given by Eq. (4C.16d) is continuous.
(v) Let Φ(i)+ and Ψ(i)+ be defined as in the preceding part (ii) of this theorem, and as-
sume that Φ(i)+ is continuous and that ∂Φ(i)+(x, x′, y, τ)/∂y exists and is a continuous
function of (x, x′, y, τ) throughout D+i0. Then ∂Ψ
(i)+(x, x′, y, τ)/∂y also exists and is a
continuous function of (x, x′, y, τ) throughout D+i0; and
∂Ψ(i)+(x, x′, y, τ)
∂y
=
∫ x
x‘
dλ
∂
∂y
[
∆+0i(λ, y, τ)Φ
(i)+(x, x′, y, τ)
]
at all (x, x′, y, τ) ∈ D+i0.
(4C.16f)
Furthermore, ∂2Ψ(i)+(x, x′, y, τ)/∂x∂y and ∂2Ψ(i)+(x, x′, y, τ)/∂y∂x exist and are equal
at all (x, x′, y, τ) ∈ D+0i0, and
∂Ψ(i)+(x, x′, y, τ)
∂x∂y
=
∂
∂y
[
∆+0i(x, y, τ)Φ
(i)+(x, x′, y, τ)
]
. (4C.16g)
Proofs:
(i) Use Props. 4C.2(iv) and (v).
(ii) Use Eq. (4C.15a), the fact that E is C1, and Thm. 4C.4(i).
(iii) Use Eq. (4C.15a), the fact that E is C1, and Thm. 4C.4(ii).
(iv) Use Eq. (4C.15a), the fact that E is C1, and Thm. 4C.4(iii).
(v) Use Eq. (4C.15a), the fact that E is C1, the fact that ∂2E(x)/∂r∂s exists and is
continuous throughout D, Thm. 4C.4(iv) and Cor. 4C.5.
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End of proof.
THEOREM 4C.7 (Picard integral equation for Q(i)+)
The definition of Q(i)+ in Sec. 4C is equivalent to the statement that Q(i)+ is a 2× 2 matrix
function with the domain D+i such that the continuity condition (4C.6b) holds and such that
Q(i)+(x, x′, y, τ) = I +
∫ x
x′
dλ∆+0i(x, y, τ)Q
(i)+(λ, x′, y, τ) (4C.17)
for all (x, x′, y, τ) ∈ D+i , where the above integral is defined in the sense of Lebesgue.
Proof: Use Thm. 4C.6(iii). End of proof.
THEOREM 4C.8 (Existence and continuity of Q(i) (for a given E ∈ SE))
For each E ∈ SE , Q(i)+ exists and is continuous.
Proof: The proof will be given in three phases:
(1) We introduce the following Picard sequence of successive approximations for each
(x, x′, y, τ) in D+i :
Φ
(i)+
0 (x, x
′, y, τ) := I (4C.18a)
and, for all n ≥ 0,
Φ
(i)+
n+1(x, x
′, y, τ) := I +
∫ x
x′
dλ∆+0i(λ, y, τ)Φ
(i)+
n (λ, x
′, y, τ). (4C.18b)
The principle of mathematical induction, the part of Thm. 4C.6(iii) that concerns
existence, and Thm. 4C.6(iv) yield
Φ(i)+n exists and is continuous for all n ≥ 0. (4C.18c)
Equations (4C.18a) to (4C.18c) are collectively equivalent, as one proves by mathe-
matical induction, to the following statement:
Φ(i)+n =
n∑
k=0
Q
(i)+
k for all n ≥ 0, (4C.19a)
where, for all (x, x′, y, τ) ∈ D+i and all k ≥ 0,
Q
(i)+
0 (x, x
′, y, τ) := I, (4C.19b)
Q
(i)+
k+1(x, x
′, y, τ) :=
∫ x
x′
dλ∆+0i(λ, y, τ)Q
(i)+
k (λ, x
′, y, τ), (4C.19c)
and
Q
(i)+
k exists and is continuous. (4C.19d)
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From Eqs. (4C.19b) and (4C.19c), one obtains, for all k ≥ 1,
||Q(i)+1 (x, x′, y, τ)|| ≤ sgn(x− x′)
∫ x
x′
dλ||∆+0i(λ, y, τ)||,
||Q(i)+k+1(x, x′, y, τ)|| ≤ sgn(x− x′)
∫ x
x′
dλ||∆+0i(λ, y, τ)|| ||Q(i)+k (λ, x′, y, τ)||.
Therefore, for all k ≥ 1,
||Q(i)+k (x, x′, y, τ)|| =
1
k!
[
sgn(x− x′)
∫ x
x′
dλ||∆+0i(λ, y, τ)||
]k
. (4C.20)
(2) We next define Ui as we did in Thm. 4C.4 by Eqs. (4C.9a) and (4C.9b), whereupon
Eq. (4C.20) and Thm. 4C.6(ii) imply the existence of a positive real number M2(Ui)
such that
||Q(i)+k (x, x′, y, τ)|| ≤
1
k!
[M2(Ui)]k for all k ≥ 1 and (x, x′, y, τ) ∈ D+i .
Therefore, from Eq. (4C.19a),
||Φ(i)+n+1(x, x′, y, τ)|| ≤
n+1∑
k=0
1
k!
[M2(Ui)]k for all n ≥ −1 and (x, x′, y, τ) ∈ D+i .
(4C.21a)
The comparison test of absolute and uniform convergence and the above Eq. (4C.21a)
imply that the restriction of Φ(i)+n to Ui × C¯+ converges absolutely and uniformly as
n→ ∞. However, for each point (u, u′, v) in the space Di, Ui can always be selected
so that it is a neighborhood of (u, u′, v). Therefore,
Φ(i)+(x, x′, y, τ) := lim
n→∞
Φ(i)+n (x, x
′, y, τ) exists for all (x, x′, y, τ) ∈ D+i (4C.21b)
and the convergence is absolute throughout D+i and is uniform on any compact sub-
space of D+i .
Moreover, from (4C.18c), the restriction of Φ(i)+ to each compact subspace of D+i
is continuous, because the limit of any uniformly convergent sequence of continuous
functions is also continuous. Therefore, Φ(i)+ is continuous.
(3) It now follows from the existence part of Thm. 4C.6(iii) that∫ x
x′
dλ∆+0i(λ, y, τ)Φ
(i)+(λ, x′, y, τ)
exists for all (x, x′, y, τ) ∈ D+i ; and, from Eq. (4C.18b),
Φ
(i)+
n+1(x, x
′, y, τ) = I +
∫ x
x′
dλ∆+0i(λ, y, τ)Φ
(i)+(λ, x′, y, τ) (4C.22a)
+
∫ x
x′
dλ∆+0i(λ, y, τ)
[
Φ(i)+n (λ, x
′, y, τ)−Φ(i)+(λ, x′, y, τ)
]
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for all n ≥ 0 and (x, x′, y, τ) ∈ D+i . By employing Thm. 4C.6(ii) and the fact that
the restriction of Φ(i)+n to Ui × C¯+ converges uniformly to the restriction of Φ(i)+ to
Ui × C¯+, the reader can easily prove that the second integral on the right side of the
above Eq. (4C.22a) converges to zero as n→∞. So, one obtains
Φ(i)+(x, x′, y, τ) = I +
∫ x
x′
dλ∆+0i(λ, x
′, y, τ)Φ(i)+(λ, x′, y, τ) for all (x, x′, y, τ) ∈ D+i .
(4C.22b)
We conclude from Prop. 4C.3(ii), Thm. 4C.7, the continuity of Φ(i)+, and the above
Eq. (4C.22b) that a unique
Q(i)+ := Φ(i)+ =
∞∑
n=0
Q(i)+n (4C.22c)
exists and is continuous.
End of proof.
THEOREM 4C.9 (Existence and continuity of partial derivative)
At each (x, x′, y, τ) ∈ D+i0, ∂Q(i)+(x, x′, y, τ)/∂y exists, has the value
∂Q(i)+(x, x′, y, τ)
∂y
= ∆+0[7−i](y, x, τ)Q
(i)+(x, x′, y, τ)−Q(i)+(x, x′, y, τ)∆+0[7−i](y, x′, τ),
(4C.23)
and is a continuous function of (x, x′, y, τ) throughout D+i0.
Proof: The proof will be given in five stages:
(1) For each (x, x′, y, τ) ∈ D+i0, there clearly exists a positive real number b such that, if
Ui denotes the rectangle
Ui := |x, x′| × [y − b, y + b], (4C.24a)
then
Ui ⊂ Di and τ /∈ [y − b, y + b]. (4C.24b)
Equivalently,
(λ, x′, y′, τ) ∈ D+i0 for every (λ, y′) ∈ Ui. (4C.24c)
In the stages (2) and (3) of this proof, (x, x′, y, τ) will remain fixed, and we shall
consider the set of all (λ, y′) ∈ Ui.
(2) From Props. 4C.3(i) and 4C.8, Q(i)+(λ, x′, y′, τ)−1 exists and
Q(i)+(λ, x′, y′, τ)−1 = −JQ(i)+(λ, x′, y′, τ)J for all (λ, y′) ∈ Ui; (4C.25a)
and, from the differential equation (4C.15a),
∂Q(i)+(λ, x′, y′, τ)
∂λ
= ∆+0i(λ, y
′, τ)Q(i)+(λ, x′, y′, τ),
∂[Q(i)+(λ, x′, y′, τ)−1]
∂λ
= −Q(i)+(λ, x′, y′, τ)−1∆+0i(λ, y′, τ)
for all (λ, y′) ∈ Ui at which λ 6= τ. (4C.25b)
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So,
∂
∂λ
[
Q(i)+(λ, x′, y, τ)−1Q(i)+(λ, x′, y′, τ)
]
=
Q(i)+(λ, x′, y, τ)−1
[
∆+0i(λ, y
′, τ)−∆+0i(λ, y, τ)
]
Q(i)+(λ, x′, y′, τ)
for all (λ, y′) ∈ Ui at which λ 6= τ. (4C.25c)
Note that, for each y′ ∈ [y − b, y + b], the function of λ given by
γ+0i(λ, y
′, τ) :=M+(τ − y′)/M+(τ − λ) (4C.25d)
is continuous on |x, x′|−{τ} and summable on |x, x′|. As can be seen from the expres-
sion (4C.15a) for ∆+0i and the fact that E is C1,
∆+0i(λ, y
′, τ) = γ+0i(λ, y, τ)Λi(λ, y
′, τ, y) where Λi(λ, y′, τ, y)
is a continuous function of (λ, y′) throughout Ui.
(4C.25e)
Therefore, since
∆+0i(λ, y
′, τ)−∆+0i(λ, y, τ) = γ+0i(λ, y, τ) [Λi(λ, y′, τ, y)−Λi(λ, y, τ, y)] , (4C.25f)
and since Q(i)+ is continuous, the function of λ given (for fixed y′) by the right side
of Eq. (4C.25c) is continuous on |x, x′| − {τ} and summable on |x, x′|. Therefore,
employing the continuity condition (4C.6b) and the initial condition (4C.6c) in the
definition of Q(i)+, one obtains, after integrating (4C.25c) over λ ∈ |x, x′| and then
multiplying through by Q(i)+(x, x′, y, τ),
Q(i)+(x, x′, y′, τ)−Q(i)+(x, x′, y, τ) = Q(i)+(x, x′, y, τ)∫ x′
x
dλQ(i)+(λ, x′, y, τ)−1
[
∆+0i(λ, y
′, τ)−∆+0i(λ, y, τ)
]
Q(i)+(λ, x′, y′, τ)
for all y′ ∈ [y − b, y + b]. (4C.25g)
(3) Since the function of (λ, y′) given by Q(i)+(λ, x′, y′, τ) is continuous on the compact
space Ui,
Mi(x, x
′, y, τ) := the supremum of the set of all
||Q(i)+(λ, x′, y′, τ)|| for which (λ, y′) ∈ Ui
< ∞. (4C.26a)
Moreover, since ∂2E(x)/∂r∂s exists and is a continuous function of x throughout D,
it can be seen from Eqs. (4C.15a) and (4C.25e) that
∂Λi(λ, y
′, τ, y)/∂y′ exists and is a continuous
function of (λ, y′) throughout Ui, and
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∂∆+0i(λ, y
′, τ)
∂y′
= γ+0i(λ, y, τ)
∂Λi(λ, y
′, τ, y)
∂y′
(4C.26b)
at all (λ, y′) at which λ 6= τ.
Hence
Ms(x, x
′, y, τ) := the supremum of the set of all
||∂Λi(λ, y′, τ, y)/∂y′|| for which (λ, y′) ∈ Ui
< ∞. (4C.26c)
and, from Eq. (4C.25f),
∣∣∣∣
∣∣∣∣∆+0i(λ, y′, τ)−∆+0i(λ, y, τ)y′ − y
∣∣∣∣
∣∣∣∣ =
∣∣∣∣γ+0i(λ, y, τ)y′ − y
∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣
∫ y′
y
dy′′
∂Λi(λ, y
′′, τ, y)
∂y′′
∣∣∣∣∣
∣∣∣∣∣
≤ |γ+0i(λ, y, τ)|Ms(x, x′, y, τ)
for all (λ, y′) ∈ Ui. (4C.26d)
We now see from (4C.25a), (4C.26a) and (4C.26d) that the integrand in Eq. (4C.25g),
divided by y′ − y, satisfies∣∣∣∣
∣∣∣∣Q(i)+(λ, x′, y, τ)−1
[
∆+0i(λ, y
′, τ)−∆+0i(λ, y, τ)
y′ − y
]
Q(i)+(λ, x′, y′, τ)
∣∣∣∣
∣∣∣∣
≤ |γ+0i(λ, y, τ)|[Mi(x, x′, y, τ)]2Ms(x, x′, y, τ)
< ∞ for all (λ, y′) ∈ Ui. (4C.26e)
(4) So, since |γ+0i(λ, y, τ)| is a summable function of λ on |x, x′|, Lebesgue’s theorem on an
integral whose integrand depends on a parameter (y′ in our case) and is dominated, as
in our statement (4C.26e), asserts that the integral in Eq. (4C.25g), divided by y′− y,
converges as y′ → y, and that the limit is∫ x
x′
dλQ(i)+(λ, x′, y, τ)−1 lim
y′→y
{[
∆+0i(λ, y
′, τ)−∆+0i(λ, y, τ)
y′ − y
]
Q(i)+(λ, x′, y′, τ)
}
.
Therefore, from Eq. (4C.25g),
∂Q(i)+(x, x′, y, τ)/∂y exists and
∂Q(i)+(x, x′, y, τ)
∂y
= Q(i)+(x, x′, y, τ) (4C.27)∫ x
x′
dλQ(i)+(λ, x′, y, τ)−1
∂∆+0i(λ, y, τ)
∂y
Q(i)+(λ, x′, y, τ).
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(5) We next use Eq. (4C.16a) to replace ∂∆+0i(λ, y, τ)/∂y in the integrand of Eq. (4C.27),
and Eqs. (4C.25b) are then used to obtain
∂Q(i)+(x, x′, y, τ)
∂y
= Q(i)+(x, x′, y, τ) (4C.28)∫ x
x′
dλ
∂
∂λ
[
Q(i)+(λ, x′, y, τ)−1∆+0[7−i](y, λ, τ)Q
(i)+(λ, x′, y, τ)
]
,
where Q(i)+(λ, x′, y, τ)−1∆+0[7−i](y, λ, τ)Q
(i)+(λ, x′, y, τ) is [for fixed (x′, y, τ) ∈ D+i0] a
continuous function of λ throughout |x, x′|. The conclusion (4C.23) then follows from
Eqs. (4C.6c) and (4C.28). Finally, (4C.23) implies that ∂Q(i)+(x, x′, y, τ)/∂y is a con-
tinuous function of (x, x′, y, τ) throughoutD+i0, because Q
(i)+ is continuous throughout
D+i and ∆
+
0[7−i] is continuous throughout D+i0.
End of proof.
COROLLARY 4C.10 (Mixed partial derivatives of Q(i))
Both ∂2Q(i)+(x, x′, y, τ)/∂x∂y and ∂2Q(i)+(x, x′, y, τ)/∂y∂x exist, are equal, and are contin-
uous functions of (x, x′, y, τ) throughout D+0i0.
Proof: Use Thm. 4C.6(i), Eq. (4C.15a) and Eq. (4C.23). End of proof.
D. Schwarz extendability from D+i and from D
+
0i
We shall next consider a Neumann series for Q(i)+(x, x′, y, τ) that is different from the one,
Q(i)+ =
∞∑
n=0
Q(i)+n ,
that was defined by Eq. (4C.22c) in Thm. 4C.8. The new series will provide a better under-
standing of the dependences of Q(i)+(x, x′, y, τ) on y and on τ .
Dfns. of θi, Li and R
(i)+
Let θi and Li be the functions with the domains
dom θi = dom Li := Di (4D.1a)
and the values
θi(x, y) :=
∫ x
x0
dλ
[
∂χ(x)/∂x
2f(x)
]
x=λ
, (4D.1b)
Li(x, y) := −e−2Jθi(x,y)
[
∂E(x)/∂x
2f(x)
]
(4D.1c)
for each (x, y) ∈ Di. Let R(i)+ be the function with domain D+i such that
Q(i)+(x, x′, y, τ) = eJθi(x,y)R(i)+(x, x′, y, τ)e−Jθi(x
′,y). (4D.1d)
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End of Dfn.
With the above definitions (4D.1a) to (4D.1d), the expression (4C.15a) for ∆+0i(x, y, τ)
becomes
∆+0i(x, y, τ) = γ0i(x, y, τ)e
2Jθi(x,y)Li(x, y)σ3 +
∂θi(x, y)
∂x
J ; (4D.2a)
and, after a brief calculation, the differential equation (4C.15b) for Q(i)+ is seen to be
equivalent to the following differential equation for R(i)+:
∂R(i)+(x, x′, y, τ)
∂x
= γ0i(x, y, τ)Li(x, y)σ3R
(i)+(x, x′, y, τ). (4D.2b)
THEOREM 4D.1 (Equivalence theorem)
The definition of Q(i)+ in Eqs. (4C.6a) to (4C.6c) is equivalent to the statement that R(i)+
is a 2× 2 matrix function with domain
dom R(i)+ = D+i (4D.3a)
such that, for each (x′, y, τ) ∈ D+i , R(i)+(x, x′, y, τ) is a continuous function of x throughout
Iˇ(i)(y); and
R(i)+(x, x′, y, τ) = I +
∫ x
x′
dλγ+0i(λ, y, τ)Li(λ, y)σ3R
(i)+(λ, x′, y, τ)
for all (x, x′, y, τ) ∈ D+i . (4D.3b)
Proof: Similar to the proof of Thm. 4C.7. Use Thm. 4C.4(ii). End of proof.
Just as we did for Q(i)+ in Sec. 4C, we can generate the solution of Eq. (4D.3b) in the
form of a Neumann series,
R(i)+ =
∞∑
n=0
R(i)+n , (4D.4a)
where
R
(i)+
0 (x, x
′, y, τ) := I (4D.4b)
and, for all n ≥ 0,
R
(i)+
n+1(x, x
′, y, τ) :=
∫ x
x′
dλγ0i(λ, y, τ)Li(λ, y)σ3R
(i)+
n (λ, x
′, y, τ); (4D.4c)
and (just as we did for Q(i)+ in Sec. 4C) we can employ Thm. 4C.4(i) and the fact that
Li is continuous to prove that the above series (4D.4a) is absolutely convergent and is also
uniformly convergent in any compact subspace of D+i .
Since Li(λ, y) is a real linear combination of the matrices I and J , and since σ3Jσ3 =
−J = JT , the even numbered terms in the Neumann series (4D.4a) are clearly given by Eq.
(4D.4b) and, for all n ≥ 0, by
R
(i)+
2n+2(x, x
′, y, τ) = (τ − y)
∫ x
x′
dλ2
∫ λ2
x′
dλ1
{
Li(λ2, y)L
T
i (λ1, y)
M+(τ − λ2)M+(τ − λ1)R
(i)+
2n (λ1, x
′, y, τ)
}
;
(4D.5a)
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and the odd numbered terms are then given, for all n ≥ 0, by
R
(i)+
2n+1(x, x
′, y, τ) =
∫ x
x′
dλγ+0i(λ, y, τ)Li(λ, y)σ3R
(i)+
2n (λ, x
′, y, τ). (4D.5b)
For a further analysis of the above integrals, the following variant of Thm. 4C.4 will be
useful.
THEOREM 4D.2 (Integral transforms employing the kernel M+(τ − λ)−1)
(i) Let Ui ⊂ Di be defined as in Thm. 4C.4(i). Then there exists a positive real number
m(Ui) such that
sgn(x− x′)
∫ x′
x
dλ|M+(τ − λ)−1| < m(Ui) for all (x, x′, y, τ) ∈ Ui × C¯+. (4D.6a)
(ii) Consider any complex-valued function φ(i)+ whose domain is D+i such that, for
each (x′, y, τ) ∈ D+i , the function of x given by φ(i)+(x, x′, y, τ) is continuous through-
out Iˇ(i)(y). Then the function ψ(i)+ whose domain is D+i and whose value for each
(x, x′, y, τ) ∈ D+i is
ψ(i)+(x, x′, y, τ) :=
∫ x
x′
dλ
φ(i)+(λ, x′, y, τ)
M+(τ − λ) (4D.6b)
exists; and, for each (x′, y, τ), ψ(i)+(x, x′, y, τ) is a continuous function of x throughout
Iˇ(i)(y). Moreover, ∂ψ(i)+(x, x′, y, τ)/∂x exists and
∂ψ(i)+(x, x′, y, τ)
∂x
=
φ(i)+(x, x′, y, τ)
M+(τ − x) for all (x, x
′, y, τ) ∈ D+0i. (4D.6c)
(iii) Let φ(i)+ and ψ(i)+ be defined as in the preceding part (ii) of this theorem. Then,
if φ(i)+ is continuous, so is ψ(i)+.
(iv) Let φ(i)+ and ψ(i)+ be defined as in the preceding part (ii), and assume that φ(i)+
is continuous and that ∂φ(i)+(x, x′, y, τ)/∂y exists and is a continuous function of
(x, x′, y, τ) throughout D+i . Then ∂ψ
(i)+(x, x′, y, τ)/∂y exists, is a continuous func-
tion of (x, x′, y, τ) throughout D+i , and
∂ψ(i)+(x, x′, y, τ)
∂y
=
∫ x
x′
dλ
∂φ(i)+(λ, x′, y, τ)/∂y
M+(τ − λ) . (4D.6d)
Clearly, ∂2ψ(i)+(x, x′, y, τ)/∂y∂x and ∂2ψ(i)+(x, x′, y, τ)/∂x∂y exist, are equal and
∂2ψ(i)+(x, x′, y, τ)
∂x∂y
=
∂φ(i)+(x, x′, y, τ)/∂y
M+(τ − x) at all (x, x
′, y, τ) ∈ D+0i. (4D.6e)
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Proofs: The proofs of the above statements (i), (ii), (iii) and (iv) are obtained by replacing
‘γ+0i(λ, y, τ)’ by ‘M+(τ − λ)’ and ‘M1(Ui)’ by ‘m(Ui)’ in the proofs of parts (i), (ii), (iii)
and (iv) of Thm. 4C.4, respectively. [Eqs. (4C.10c) and (4C.10d) in those proofs are to be
divided through by
√|τ − y|.] End of proof.
We shall also be considering integral transforms such as Eq. (4D.5b), where the kernel is
[µ+(λ1, λ2, τ)]
−1 = [M+(τ − λ1)M+(τ − λ2)]−1 with λ1, λ2 ∈ |x, x′|.
Dfns. of µ±, [µ] and µ
We let µ+ and µ− denote those functions whose domains are (R1)2× C¯+ and (R1)2× C¯−,
respectively, such that
µ±(α, β, τ) :=M±(τ − α)M±(τ − β) for all α, β ∈ R1 and τ ∈ C¯±. (4D.7a)
We shall let [µ] denote that extension of µ+ such that
dom [µ] := (R1)2 × C (4D.7b)
and
[µ](α, β, τ) := [µ+(α, β, τ ∗)]∗ = µ−(α, β, τ) for all α, β ∈ R1 and τ ∈ C¯−. (4D.7c)
Thus, [µ](α, β, τ) = µ±(α, β, τ) when τ ∈ C¯±, and [µ] is an extension of µ− as well as of
µ+. The functions µ+ and µ− will be called the components of the relation [µ]; and we
recall that the restriction of [µ] to {(α, β, τ) : α, β ∈ R1, τ ∈ C − |α, β|} is denoted by µ.
Note: Strictly, [µ] is not a function since [µ](α, β, σ) has the two distinct values
µ±(α, β, σ) = ±i
√
(σ − α)(σ − β) when α 6= β and σ ∈ |α, β| − {α, β}. (4D.7d)
End of Dfn.
Dfn. of a function φ(i)+ that is Schwarz extendable from D+i and Dfns. of φ
(i)−,
[φ(i)] and φ(i)
Suppose that φ(i)+ is a complex valued (or matrix valued with complex elements) func-
tion with the domain D+i such that φ
(i)+ is continuous and, for each (x, x′, y) ∈ Di,
φ(i)+(x, x′, y, τ) is a holomorphic function of τ throughout C+ and
φ(i)+(x, x′, y, σ) is real for all σ ∈ R1 − |x, x′| (which, because of
the continuity of φ(i)+, implies that φ(i)+(x, x′, y,∞) is real). (4D.8a)
Then we shall let φ(i)− denote the function whose domain is D−i and whose value at each
(x, x′, y, τ) in this domain is
φ(i)−(x, x′, y, τ) := [φ(i)+(x, x′, y, τ ∗)]∗; (4D.8b)
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and we shall let [φ(i)] denote that extension of φ(i)+ such that
dom [φ(i)] := Di × C (4D.8c)
and
[φ(i)](x, x′, y, τ) := φ(i)±(x, x′, y, τ) when τ ∈ C¯±. (4D.8d)
The functions φ(i)+ and φ(i)− will be called the components of [φ(i)]. Furthermore, φ(i)
will denote the restriction of [φ(i)] to
dom φ(i) := {(x, x′, y, τ) : (x, x′, y) ∈ Di, τ ∈ C − I¯(i)(x,x′) (4D.8e)
where x = (x, y) and x′ = (x′, y) if i = 3
and x = (y, x) and x′ = (y, x′) if i = 4}.
From the Schwarz reflection principle,32 φ(i)(x, x′, y, τ) is a holomorphic function of τ
throughout C− I¯ (i)(x,x′). A function φ(i)+ will henceforth be called Schwarz extendable
from D+i iff it satisfies all of the conditions given in the sentence which contains (4D.8a).
End of Dfn.
Note: The set of all complex (or 2 × 2 matrix) valued functions which are Schwarz
extendable from D+i is a commutative ring.
THEOREM 4D.3 (Functions which are Schwarz extendable from D+i )
(i) If φ(i)+ is Schwarz extendable from D+i , then φ
(i)− is continuous and, for each
(x, x′, y) ∈ Di, φ(i)(x, x′, y, τ) is a holomorphic function of τ throughout C−, and
φ(i)−(x, x′, y, σ) = φ(i)+(x, x′, y, σ) and is real for all
σ ∈ R1 − |x, x′| and at σ =∞, σ = x and σ = x′. (4D.9a)
Also, if ζ denotes any point in C+,
lim
ζ→σ
φ(i)(x, x′, y, σ ± ζ) = φ(i)±(x, x′, y, σ) at all σ ∈ |x, x′| − {x, x′} =: I(i)(x,x′).
(4D.9b)
(ii) If φ
(i)+
1 and φ
(i)+
2 are Schwarz extendable from D
+
i , then the function ψ
(i)+ whose
domain is D+i and whose value for each (x, x
′, y, τ) ∈ D+i is
ψ(i)+(x, x′, y, τ) :=
∫ x
x′
dλ2
∫ λ2
x′
dλ1
φ
(i)+
2 (λ2, x
′, y, τ)φ(i)+1 (λ1, x
′, y, τ)
µ+(λ1, λ2, τ)
(4D.9c)
is also extendable from D+i ; and
ψ(i)−(x, x′, y, τ) :=
∫ x
x′
dλ2
∫ λ2
x′
dλ1
φ
(i)−
2 (λ2, x
′, y, τ)φ(i)−1 (λ1, x
′, y, τ)
µ−(λ1, λ2, τ)
. (4D.9d)
Also, [ψ(i)](x, x′, y, τ) is obtained when φ(i)−1 , φ
(i)−
2 and µ
− in the above integrand are
replaced by [φ
(i)
1 ], [φ
(i)
2 ] and [µ], respectively; and ψ
(i)(x, x′, y, τ) is obtained when φ(i)−1 ,
φ
(i)−
2 and µ
− are replaced by φ(i)1 , φ
(i)
2 and µ, respectively.
32H. A. Schwarz, J. fu¨r Math. 70, 105-120 (1869). See, for example, E. C. Titchmarsh, Theory of Functions
(1932), p. 155.
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(iii) Suppose that each member φ(i)+n of an infinite sequence of functions is Schwarz
extendable from D+i and that, for each choice of Ui ⊂ Di as defined in Thm. 4C.4(i),
the restriction of φ(i)+n to Ui × C¯+ uniformly converges as n→ ∞. Then there exists
exactly one function φ(i)+ whose domain is D+i and whose value at each (x, x
′, y, τ) ∈
D+i is φ
(i)+(x, x′, y, τ) := limn→∞φ
(i)+
n (x, x
′, y, τ); and φ(i)+ is Schwarz extendable
from D+i .
Proofs:
(i) The proof is elementary.
(ii) Use Thms. 4D.2(ii) and (iii) (twice in succession) to establish the existence and conti-
nuity of ψ(i)+. The remainder of the proof is elementary.
(iii) Use the theorems on any uniformly convergent sequence of continuous functions and
on any uniformly convergent sequence of holomorphic functions.
End of proof.
THEOREM 4D.4 (The functions T (i)+ and U (i)+)
(i) For each (x, x′, y, τ) ∈ D+i , let
S
(i)+
0 (x, x
′, y, τ) := I (4D.10a)
and, for each integer n ≥ 0,
S
(i)+
2n+2(x, x
′, y, τ) :=
∫ x
x′
dλ2
∫ λ2
x′
dλ1
Li(λ2, y)L
T
i (λ1, y)
µ+(λ1, λ2, τ)
S
(i)+
2n (λ1, x
′, y, τ)
and (4D.10b)
S
(i)+
2n+1(x, x
′, y, τ) :=
∫ x
x′
dλ
LTi (λ, y)
M+(τ − λ)S
(i)+
2n (λ, x
′, y, τ). (4D.10c)
Then, for all n ≥ 0, the functions S(i)+n exist; and S(i)+2n is Schwarz extendable from
D+i . The function whose domain is D
+
i and whose values are given by M+(τ −
x′)S(i)+2n+1(x, x
′, y, τ) is also Schwarz extendable from D+i .
(ii) Moreover, for all n ≥ 0 and (x, x′, y, τ) ∈ D+i ,
[M+(τ − x) ∂
∂x
]
S(i)+n (x, x
′, y, τ) and
∂S(i)+n (x, x
′, y, τ)/∂y exist, are continuous functions of (x, x′, y, τ) throughout D+i , and
M+(τ − x)∂S
(i)+
2n+2(x, x
′, y, τ)
∂x
= Li(x, y)S
(i)+
2n+1(x, x
′, y, τ),
M+(τ − x)∂S
(i)+
2n+1(x, x
′, y, τ)
∂x
= Li(x, y)S
(i)+
2n (x
′, x, y, τ),
S(i)+n (x, x, y, τ) = δn0I. (4D.10d)
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(iii) For all n ≥ 0 and (x, x′, y, τ) ∈ D+i ,
R(i)+n (x, x
′, y, τ) = [σ3M+(τ − y)]nS(i)+n (x, x′, y, τ) (4D.10e)
and is a continuous function of (x, x′, y, τ) throughout D+i .
(iv) Let T (i)+ and U (i)+ denote the functions whose domains are D+i and whose values
for each (x, x′, y, τ) ∈ D+i are
T (i)+(x, x′, y, τ) :=
∞∑
n=0
(τ − y)nS(i)+2n (x, x′, y, τ) (4D.10f)
and
U (i)+(x, x′, y, τ) :=
∞∑
n=0
(τ − y)nS(i)+2n+1(x, x′, y, τ). (4D.10g)
Then T (i)+ and U (i)+ exist and, for each (x, x′, y, τ) ∈ D+i ,
T (i)+(x, x′, y, τ) = I +
∫ x
x′
dλ2
∫ λ2
x′
dλ1 (4D.10h)
(τ − y)Li(λ2, y)LTi (λ1, y)
µ+(λ1, λ2, τ)
T (i)+(λ1, x
′, y, τ),
U (i)+(x, x′, y, τ) =
∫ x
x′
dλ
LTi (λ, y)
M+(τ − λ)T
(i)+(λ, x′, y, τ) (4D.10i)
and
R(i)+(x, x′, y, τ) = T (i)+(x, x′, y, τ) + σ3M+(τ − y)U (i)+(x, x′, y, τ).(4D.10j)
Furthermore, T (i)+ is Schwarz extendable from D+i , U
(i)+ is continuous, and the func-
tion whose domain is D+i and whose value at each (x, x
′, y, τ) ∈ D+i is M+(τ −
x′)U (i)+(x, x′, y, τ) is Schwarz extendable from D+i .
(v) For all (x, x′, y) ∈ Di,
R(i)+(x, x′, y, y) = I. (4D.10k)
Proof:
(i) First use the principle of mathematical induction and Thm. 4D.3(ii) to prove that, for
all n ≥ 0, S(i)+2n exists and is Schwarz extendable from D+i ; and, also,
the function with domain D+i and values
(τ − y)nS(i)+2n (x, x′, y, τ) is Schwarz extendable from D+i .
(4D.11a)
The above statement (4D.11a) will be used later in the proof.
From its definition by Eq. (4D.10c) and from Thms. 4D.2(ii) and (iii), S
(i)+
2n+1 exists
and is continuous. Furthermore, note that
M+(τ − x′)S(i)+2n+1(x, x′, y, τ) = 2
∫ x
x′
dλ2
∫ λ2
x′
dλ1
Li(λ2, y)S
(i)+
2n (λ2, x
′, y, τ)
µ+(λ1, λ2, τ)
+
∫ x
x′
dλ2L
T
i (λ2, y)S
(i)+
2n (λ2, x
′, y, τ). (4D.11b)
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The second integral on the right side of the above equation clearly defines a function
which is Schwarz extendable from D+i . Therefore, from the above Eq. (4D.11b) and
from Thm. 4D.3(ii), the function whose domain is D+i and whose values are given by
M+(τ − x′)S(i)+2n+1(x, x′, y, τ) is Schwarz extendable from D+i . End of proof.
(ii) Apply Thms. 4D.2(ii) and (iv) to Eqs. (4D.10a) to (4D.10c) to obtain the third of Eqs.
(4D.10d). End of proof.
(iii) Apply the principle of mathematical induction to Eqs. (4D.4b), (4D.5a), (4D.5b), and
(4D.10a) to (4D.10c). End of proof.
(iv) We already know that the infinite series on the right side of Eq. (4D.4a) uniformly con-
verges toR(i)+(x, x′, y, τ) on any given compact subspace ofD+i . Therefore, employing
Eq. (4D.10e), one sees that
∞∑
n=0
R
(i)+
2n (x, x
′, y, τ) =
∞∑
n=0
(τ − y)nS(i)+2n (x, x′, y, τ)
uniformly converges on any given compact subspace of D+i . Therefore, from the defini-
tion of T (i)+ by Eq. (4D.10f), the statement (4D.11a) and Thm. 4D.3(iii), T (i)+ exists
and is Schwarz extendable from D+i .
Equation (4D.10h) is obtained by multiplying both sides of Eq. (4D.10b) by (τ − y)n,
summing over all n ≥ 0 and using Eq. (4D.10a), and then applying the theorem on
term by term integration of a uniformly convergent series and using the definition
(4D.10f) of T (i)+.
Next, by applying Thms. 4D.2(ii) and (iii) to the following integral, and then using
Eq. (4D.10f) to replace T (i)+ by a uniformly convergent series of continuous terms,
and then applying the theorem on term by term integration of a uniformly convergent
series, one obtains
∫ x
x′
dλ
LTi (λ,y)
M+(τ−λ)T
(i)+(λ, x′, y, τ) exists for all (x, x′, y, τ) ∈ D+i ,
is a continuous function of (x, x′, y, τ) throughout D+i ,
and equals
∑∞
n=0(τ − y)n
∫ x
x′
dλ
LTi (λ,y)
M+(τ−λ)S
(i)+
2n (λ, x
′, y, τ),
which (according to the full theorem on term by term integration
of a uniformly convergent series) is also uniformly convergent
on any given compact subspace of D+i .
(4D.11c)
So, from the above statement (4D.11c) and the definition (4D.10c) of S
(i)+
2n+1, one
sees that U (i) as defined by Eq. (4D.10g) exists and is given in terms of T (i)+ by
Eq. (4D.10i); and, furthermore, the series in Eq. (4D.10g) uniformly converges to
T (i)+ on any given compact subspace of D+i , whereupon part (i) of this theorem
[the part concerning the Schwarz extendability of M+(τ − x′)T (i)+2n+1(x, x′, y, τ)] and
Thm. 4D.3(iii) imply that the function whose domain is D+i and whose values are
given by M+(τ − x′)U (i)+(x, x′, y, τ) is Schwarz extendable from D+i .
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Since T (i)+ is continuous, Eq. (4D.10i) and Thm. 4D.2(iii) imply that U (i)+ is contin-
uous.
Finally, Eq. (4D.10j) is obtained from (4D.4a), (4D.10e), (4D.10f) and (4D.10g).
End of proof.
(v) Use Eqs. (4D.10f), (4D.10a) and (4D.10j). End of proof.
Note that from the definition of T (i)+ and U (i)+ by Eqs. (4D.10f) and (4D.10g) and from
Eq. (4D.10d),
T (i)+(x, x, y, τ) = I and U (i)+(x, x, y, τ) = 0 for all (x, y, τ) ∈ D+i . (4D.12)
The above statement can also be deduced from Eqs. (4C.6c), (4D.1b), (4D.1d), (4D.10j) and
the fact that U (i)+ is continuous.
Dfns. of M(i)+ and N (i)+
Let M(i)+ and N (i)+ denote the functions with the domain D+0i and the values
M(i)+(x, x′, y, τ) := eJθi(x,y)T (i)+(x, x′, y, τ)e−Jθi(x
′,y)
and (4D.13)
N (i)+(x, x′, y, τ) := e−Jθi(x,y)U (i)+(x, x′, y, τ)e−Jθi(x
′,y). (4D.14)
End of Dfn.
From Eqs. (4D.1d), (4D.10j) and the above definitions (4D.13),
Q(i)+(x, x′, y, τ) = M(i)+(x, x′, y, τ) + σ3M+(τ − y)N (i)+(x, x′, y, τ)
for all (x, x′, y, τ) ∈ D+i . (4D.15a)
From Eqs. (4D.13) and Thm. 4D.4(iv),
N (i)+ is continuous, and M(i)+ and the function whose domain is D+i
and whose values are given byM+(τ − x′)N (i)+(x, x′, τ, y) are
both Schwarz extendable from D+i ;
(4D.15b)
and, from Eqs. (4D.12),
M(i)+(x, x, y, τ) = I and N (i)+(x, x, y, τ) = 0 for all (x, y, τ) ∈ D+i . (4D.15c)
Dfn. of a function which is Schwarz extendable from D+0i
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A complex valued (or matrix valued with complex elements) function φ(i)+ will be called
Schwarz extendable fromD+0i if its domain isD
+
0i, it is continuous and, for each (x, x
′, y) ∈
Di, φ
(i)+(x, x′, y, τ) is a holomorphic function of τ throughout C+ and
φ(i)+(x, x′, y, σ) is real for all σ ∈ R1 − I`(i)(x,x′)
[which, because of the continuity of φ(i)+, implies that
φ(i)+(x, x′, y, x′) is real when x′ 6= x and φ(i)+(x, x′, y,∞) is real].
(4D.16)
φ(i)−, [φ(i)] and φ(i) are defined as they were for a function which is Schwarz extendable
from D+i ; and, from the Schwarz reflection principle, φ
(i)+(x, x′, y, τ) is a holomorphic
function of τ throughout C − I`(i)(x,x′).
End of Dfn.
As the reader can easily prove from Eq. (4D.10i), the fact that T (i)+ is Schwarz extendable
from D+i , and Eq. (4D.13),
the functions with the domains D+0i and values
U (i)+(x, x′, y, τ)/M+(τ − x) and N (i)+(x, x′, y, τ)/M+(τ − x)
are Schwarz extendable from D+0i.
(4D.17)
E. Construction of Q±, Q±, F±, F±, F` , F` , Qˆ and Qˆ from Q(i)+
THEOREM 4E.1 (Existence and continuity of Q+ ∈ SQ+ for each E ∈ SE)
Corresponding to each E ∈ SE , the function Q+ whose domain is D × C¯+ and whose value
for each (x, τ) in this domain is
Q+(x, τ) := Q(4)+(s, s0, r, τ)Q(3)+(r, r0, s0, τ) (4E.1a)
is the member of SQ+ such that
dQ+ = ∆+Q+, (4E.1b)
where ∆+ is defined in terms of E by Eqs. (2B.9a) to (2B.9c). Moreover, Q+ is continuous.
Proof: The sets SQ± were defined in Sec. 4D. [See Eqs. (2E.1a) to (2E.1c).]
From Eqs. (4E.1a) and (4C.6c), Q+(x0, τ) = I for all τ ∈ C¯+. So, condition (i) in the
definition of SQ+ is satisfied by Q+.
From Thm. 4C.8, the left hand factor on the right side of Eq. (4E.1a) is a continuous
function of (s, r, τ) throughout D4× C¯+, while the right hand factor is a continuous function
of (r, τ) throughout I(3) × C¯+. [Note: Iˇ(i)(xi0) = I(i), since r < s0 for all r ∈ I(3) and
r0 < s for all s ∈ I(4).] Therefore, A+(x, τ) is a continuous function of (x, τ) throughout
dom Q+ := D × C¯+.
It follows from the continuity of Q+ that condition (ii) in the definition of SQ+ is satisfied
by Q+.
From Eq. (4C.6d), Thm. 4C.2(v) and Thm. 4C.8, ∂Q(4)(s, s0, r, τ)/∂s exists, and
∂Q(4)(s, s0, r, τ)
∂s
= ∆+4 (x, τ)Q
(4)+(s, s0, r, τ) (4E.2a)
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and is a continuous function of (s, r, τ) throughout {(s, r, τ) ∈ D+4 : s 6= τ};
and ∂Q(3)+(r, r0, s, τ)/∂r exists, and
∂Q(3)+(r, r0, s0, τ)
∂r
= ∆+3 ((r, s0), τ)Q
(3)+(r, r0, s0, τ) (4E.2b)
and is a continuous function of (r, τ) throughout {(r, τ) ∈ I(3) × C¯+ : r 6= τ}. From Eq.
(4C.14b) and Thm. 4C.9 [see Eq. (4C.23)], ∂Q(4)+(s, s0, r, τ)/∂r exists, and
∂Q(4)+(s, s0, r, τ)
∂r
= ∆+3 (x, τ)Q
(4)+(s, s0, r, τ)−Q(4)+(s, s0, r, τ)∆+3 ((r, s0), τ) (4E.2c)
and is a continuous function of (s, r, τ) throughout {(s, r, τ) ∈ D+4 : r 6= τ}. It now follows
from the above statements which contain Eqs. (4E.2a) to (4E.2c) that, at all (x, τ) ∈ D×C¯+
at which τ /∈ {r, s}, dQ+(x, τ) exists and equals ∆+(x, τ)Q+(x, τ). So, all three conditions
in the definition of SQ+ are satisfied by Q+. End of proof.
THEOREM 4E.2 (Existence and continuity of Q+ ∈ SQ+ for each E ∈ SE)
Corresponding to each E ∈ SE , the function Q+ whose domain is D2 × C¯+ and whose value
for each (x,x′, τ) in this domain is
Q+(x,x′, τ) := Q+(x, τ)[Q+(x′, τ)]−1 (4E.3a)
is the member of SQ+ such that
dQ+ = ∆+Q+, (4E.3b)
where ∆+ is defined in terms of E by Eqs. (2B.9a) to (2B.9c). Moreover, Q+ is continuous.
Note: From Thm. 4C.3(i) and Eq. (4E.1a),
detQ+(x, τ) = 1 for all (x, τ) ∈ dom Q+. (4E.3c)
Therefore, [Q+(x′, τ)]−1 exists for all (x′, τ) ∈ dom Q+.
Proof: Use the preceding Thm. 4E.1 to prove that Q+ as defined by Eq. (4E.3a) satisfies all
three conditions in the definition of SQ+ in Sec. 2B. [See Eqs. (2B.11a) to (2B.11c).] Clearly,
Q+ is continuous, because Q+ is continuous. End of proof.
COROLLARY 4E.3 (Existences and continuities of Q− and Q− for each E ∈ SE)
Corresponding to each E ∈ SE , the functions Q− and Q− whose domains are D2 × C¯− and
D × C¯−, and whose values are given by
Q−(x,x′, τ) := [Q+(x.x′, τ ∗)]∗ for all (x,x′, τ) ∈ dom Q−, (4E.4a)
Q−(x, τ) := [Q+(x, τ ∗)]∗ for all (x, τ) ∈ dom Q− (4E.4b)
are the members of SQ− and SQ− such that
dQ− = ∆−Q− and dQ− = ∆−Q−, (4E.4c)
respectively, where ∆− is defined in terms of E by Eqs. (2B.9a) to (2B.9c). Moreover, Q−
and Q− are continuous.
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Proof: Use the preceding Thms. 4E.1 and 4E.2 together with Prop. 2B.1. End of proof.
Note that, from Eqs. (4C.6f), (4E.1a) and (4E.4b),
Q±(x, τ) = Q(4)±(s, s0, r, τ)Q(3)±(r, r0, s0, τ) for all (x, τ) ∈ D × C¯±; (4E.5a)
and, from Eqs. (4E.3a), (4E.4a) and (4E.4b),
Q±(x,x′, τ) = Q±(x, τ)[Q±(x′, τ)]−1 for all (x,x′, τ) ∈ dom Q±, (4E.5b)
and, since Q±(x0, τ) = I,
Q±(x, τ) = Q±(x,x0, τ) for all (x, τ) ∈ dom Q±. (4E.5c)
Several properties of Q± are given by Props. 2B.2 and 2C.4. We leave it for the reader to
prove from the definitions of SQ± and Q(i)± in Secs. 2B and 4C, respectively, and from the
uniqueness theorems 2B.2(ii) and 4C.3(ii) that
Q(3)±(r, r′, s, τ) = Q±((r, s), (r′, s), τ) for all (r, r′, s, τ) ∈ dom Q(3)±, (4E.5d)
Q(4)±(s, s′, r, τ) = Q±((r, s), (r, s′), τ) for all (s, s′, r, τ) ∈ dom Q(4)±. (4E.5e)
Also, from Prop. 2B.2(iv) and the above Eqs. (4E.5c to (4E.5e),
A±(x, τ) = Q(3)±(r, r0, s, τ)Q(4)±(s, s0, r0, τ). (4E.5f)
The reader will note that we could have used the above equation instead of Eq. (4E.1a) to
define Q+.
The set SF± was defined by Eqs. (2C.9a) to (2C.9c), and SF± was defined by Eqs. (2E.4a)
to (2E.4c). The reader should review these definitions at this time.
THEOREM 4E.4 (Existences and continuities of F± and F± for each E ∈ SE)
Corresponding to each E ∈ SE , there exists exactly one F± ∈ SF± and exactly one F± ∈ SF± ,
and F± and F± are continuous throughout their respective domains (2C.9a) and (2E.4a).
Proof: This follows from the definition of F± in terms of (A,Q±, PM±), the definition of
F± in terms of (A,Q±, PM±), the existences and continuities of Q± and Q±, Thm. 2C.2(i)
on the continuity of PM±, and the continuity of A as is evident from its definition by Eqs.
(2C.1a) and (2C.1b). End of proof.
The relations between F± ∈ SF± and F± ∈ SF± corresponding to the same E ∈ SE were
given by Prop. 2E.2. In particular,
F±(x, τ) = F±(x,x0, τ) for all (x, τ) ∈ dom F±. (4E.6)
Several properties of F± were given by Thm. 2C.3; and several properties of F± can be
obtained from Thms. 2C.3(i), (ii), (iii) and (v) by using Eq. (4E.6). Some pertinent properties
of F± are given by the following theorems.
THEOREM 4E.5 (Properties of F± ∈ SF±)
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(i) The member of SF± that corresponds to EM is given by
FM±(x, τ) =
(
1 −i(τ − z)
0 1
)(
1 0
0 ν±(x,x0, τ)
)(
1 i(τ − z0)
0 1
)
, (4E.7a)
where ν± is defined by Eqs. (2B.4a) to (2B.4c), (2B.7a) and (2B.7b).
(ii) At each (x, τ) ∈ dom F±, dF±(x, τ) exists, and
dF±(x, τ) = Γ(x, τ)F±(x, τ). (4E.7b)
(iii) For all (x, τ) ∈ dom F±,
detF±(x, τ) = ν±(x,x0, τ). (4E.7c)
(iv) For each x ∈ D, F±(x, τ) is a holomorphic function of τ throughout C±; and the
boundary values of F±(x, τ) satisfy
F+(x, σ) = F−(x, σ) for all σ ∈ R1 − I`(x), (4E.7d)
and
F+(x,∞) = F−(x,∞) = I. (4E.7e)
(v) For each x ∈ D, α ∈ {r0, s0} and β ∈ {r, s}, the following limits exist and are equal
as indicated:
lim
τ→α
F+(x, τ) = lim
τ→α
F−(x, τ), (4E.7f)
lim
τ→β
[F+(x, τ)]−1 = lim
τ→β
[F−(x, τ)]−1, (4E.7g)
where, of course, τ ∈ C¯± − {r, s, r0, s0}.
Proofs:
(i) Use Eqs. (2C.8g) and (4E.6). End of proof.
(ii) Use Eqs. (2C.12a) and (4E.6). End of proof.
(iii) Use Eqs. (2C.12b) and (4E.6). End of proof.
(iv) Use Thm. 2C.3(v) and Eq. (4E.6) to obtain the statement that F±(x, τ) is a holomor-
phic function of τ throughout C±. Then use Thms. 2C.3(viii) and (vi), together with
Eq. (4E.6) to obtain Eqs. (4E.7d) and (4E.7e). End of proof.
(v) This proof will be given in three parts (1), (2) and (3); and the proof will be given in
a form which displays the dependence of F± on the functions M(i) and N (i).
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(1) From Eqs. (4D.15a) and (4E.4a),
Q(i)±(x, x′, y, τ) = M(i)±(x, x′, y, τ) + σ3M±(τ − y)N (i)±(x, x′, y, τ)
for all (x, x′, y) ∈ Di and τ ∈ C¯±, (4E.8a)
where, for all (x, x′, y) ∈ Di and τ ∈ C¯−,
M(i)−(x, x′, y, τ) := [M(i)+(x, x′, y, τ ∗]∗, (4E.8b)
and
N (i)−(x, x′, y, τ) := [N (i)+(x, x′, y, τ ∗]∗. (4E.8c)
It will be convenient to express M(i)± and N (i)± as linear combinations of the
2× 2 matrices I and J :
M(i)± = IM(i)±0 + JM
(i)±
2 ,
N (i)± = IN (i)±3 + JN
(i)±
1 ,
(4E.8d)
where M
(i)±
0 , M
(i)±
2 , N
(i)±
3 and N
(i)±
1 are complex valued functions, each of
which has the domain D+i . As we know from Thm. 4D.4(iv),
M
(i)+
0 and M
(i)+
2 are Schwarz extendable from D
+
i , (4E.8e)
N
(i)±
3 and N
(i)±
1 are continuous, (4E.8f)
and the functions with the domain D+i and the values
M+(τ − x′)N (i)+3 (x, x′, y, τ) and M+(τ − x′)N (i)+1 (x, x′, y, τ)
are Schwarz extendable from D+i .
(4E.8g)
Furthermore, from (4D.17) and (4D.15c), the functions with the domain D+0i and
the values
N
(i)+
3 (x, x
′, y, τ)/M+(τ − x) and N (i)+1 (x, x′, y, τ)/M+(τ − x)
are Schwarz extendable from D+0i;
(4E.8h)
and
M
(i)±
0 (x
′, x′, y, τ) = 1 and
M
(i)±
2 (x
′, x′, y, τ) = N (i)±3 (x
′, x′, y, τ) = N (i)±1 (x
′, x′, y, τ) = 0
for all (x′, y, τ) ∈ D+i .
(4E.8i)
(2) Next, let F (i)± denote the function whose domain is
dom F (i)± := {(x, x′, y, τ) : (x, x′, y) ∈ Di, τ ∈ C¯± − {x, x′}} (4E.9a)
and whose values are
F (i)±(x, x′, y, τ) := A(x)PM±(x, τ)Q(i)±(x, x′, y, τ)[A(x′)PM±(x′, τ)]−1 (4E.9b)
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where we recall that
x := (r, s) =
{
(x, y) when i = 3
(y, x) when i = 4
(4E.9c)
and it is to be understood that
x′ :=
{
(r′, s) = (x′, y) when i = 3
(r, s′) = (y, x′) when i = 4.
(4E.9d)
From the continuity of A, the continuity of PM± [Thm. 2C.2(i)] and the continuity
of Q(i)±, we obtain
F (i)± is continuous. (4E.9e)
After a straightforward (but not brief) calculation, Eqs. (4E.8a), (4E.8d), (4E.9b),
and the expression for PM±(x, τ) that is given by Eq. (2C.7j), yield
F (i)±(x, x′, y, τ) = A(x)
(
1 −i(τ − z)
0 1
)
(
M
(i)±
0 − iM(i)±2 i(τ − y)M+(τ − x′)(N (i)±3 + iN (i)±1 )
−i(N (i)±3 − iN (i)±1 )/M+(τ − x) (M(i)±0 + iM(i)±2 )ν±i (x, x′, τ)
)
(
1 i(τ − z′)
0 1
)
A(x′)−1, (4E.9f)
where we have suppressed the argument symbol ‘(x, x′, y, τ)’ that follows each of
the symbols ‘M
(i)±
0 ’, ‘M
(i)±
2 ’, ‘N
(i)±
3 ’ and ‘N
(i)±
1 ’. Above,
z =
1
2
(x+ y), z′ =
1
2
(x′ + y), (4E.9g)
and we recall that
ν±i (x, x
′, τ) :=
M±(τ − x′)
M±(τ − x) . (4E.9h)
Now, from the defining equations (4E.9a) and (4E.9b) of the function F (i)± and
from Eq. (4C.6c),
F (i)±(x′, x′, y, τ) = I for all (x′, y, τ) ∈ D+0i. (4E.9i)
Therefore, with the aid of (4D.9a), (4D.16), (4E.8e) to (4E.8h), and the above
statement (4E.9i), one deduces that the following limits exist for each (x, x′, y) ∈
Di and are equal as indicated:
limτ→x′ F
(i)+(x, x′, y, τ) = limτ→x′ F
(i)−(x, x′, y, τ),
where τ ∈ C¯+ − {x, x′} in the first of the above limits,
and τ ∈ C¯− − {x, x′} in the second limit.
(4E.9j)
Moreover, recalling that the inverse of Q(i)±(x, x′, y, τ) is Q(i)±(x′, x, y, τ), one
deduces from Eq. (4E.9b) that
[F (i)±(x, x′, y, τ)]−1 = F (i)±(x′, x, y, τ) for all (x, x′, y, τ) ∈ dom F (i)±. (4E.9k)
100
Therefore, from the above statements (4E.9j) and (4E.9k), one deduces that the
following limits exist and are equal as indicated:
lim
τ→x
[F (i)+(x, x′, y, τ)]−1 = lim
τ→x
[F (i)−(x, x′, y, τ)]−1. (4E.9l)
Furthermore, since y ∈ R1 − |x, x′|, Thm. 4D.3(i) [Eq. (4D.9a)] together with
(4D.16), (4E.8e), (4E.8f), (4E.8h) and (4E.9e) enable us to deduce from Eq.
(4E.9f) that the following limits exist and are equal as indicated:
F (i)+(x, x′, y, y) = limτ→yF
(i)+(x, x′, y, τ) =
limτ→y F
(i)−(x, x′, y, τ) = F (i)−(x, x′, y, y);
(4E.9m)
and, from Eq. (4E.9k), a like statement holds for [F (i)±(x, x′, y, τ)]−1.
(3) We next employ Eqs. (4E.5a), (4E.9a) and (4E.9b) to deduce that [recall that
A(x0) = I]
F±(x, τ) := A(x)PM±(x, τ)Q±(x, τ)[PM±(x0, τ)]−1
= F (4)±(s, s0, r, τ)F
(3)±(r, r0, s0, τ) (4E.10)
for all (x, τ) ∈ dom F±.
The final conclusions (4E.7f) and (4E.7g) readily follow from the above Eqs.
(4E.9j), (4E.9l), (4E.9m) and (4E.10).
End of proof.
The set S
F`
was defined in Sec. 2D [Eqs. (2D.1a) to (2D.1c)]; and, for each F ∈ S
F`
, an
extension F¯ of the function F` was defined by Eqs. (2D.9a) to (2D.9c). The set SF of all
of these extensions was then defined by Eq. (2D.9d). Various properties of F` ∈ S
F`
and of
the corresponding F¯ ∈ SF¯ were given by Prop. 2D.2; and the relation between SF± and SF`
was spelled out by Prop. 2D.3. Equation (2D.15) in Prop. 2D.3 enables us to construct the
member of S
F`
corresponding to a given E ∈ SE from the members of SF+ and SF− that
correspond to the same given E .
THEOREM 4E.6 (Uniqueness theorem)
There exists exactly one F` ∈ S
F`
(and, therefore, exactly one F¯ ∈ SF¯) corresponding to
each given E ∈ SE .
Proof: Use Prop. 2D.3 and Thm. 4E.4 together with the uniqueness theorem, Prop. 2D.2(iv).
End of proof.
The set SF` and the set of corresponding extensions SF¯ were defined by Eqs. (2F.2a) to
(2F.2g), the relation between SF¯ and SF¯ was given by Eq. (2F.3) in Prop. 2F.1, various
properties of F` ∈ SF` and of its extension F¯ were given by Prop. 2F.2, and the existence of
F` ∈ SF` corresponding to each H ∈ SH was established by Thm. 2F.3. The construction of
F` ∈ SF` corresponding to a given H ∈ SH in terms of the members F± ∈ SF± corresponding
to E = H22 was given by Eq. (2F.7a) in Prop. 2F.4.
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GSSM 4 (Limits of F¯)
Let ζ ∈ C+. For each x ∈ D and i ∈ {3, 4}, let τ ∈ C − I¯(x), σ ∈ I(i)(x) and α and β be
points of I¯(i)(x) such that α ∈ {r0, s0} and β ∈ {r, s}. Then the limits limζ→0 F¯(x, σ ± ζ)
exist and
lim
ζ→0
F¯(x, σ ± ζ) = F±(x, σ). (4E.11a)
Also, the following limits all exist and are equal as indicated:
lim
σ→α
F±(x, σ) = lim
τ→α
F¯(x, τ), (4E.11b)
lim
σ→β
[F±(x, σ)−1] = lim
τ→β
[F¯(x, τ)−1]. (4E.11c)
Proof: Note that σ ∈ I(i)(x), α ∈ I¯(i)(x) and β ∈ I¯(i)(x) exist iff I(i)(x) is not empty; and,
if I(i)(x) is not empty, then I¯(i)(x) = I`(i)(x) and
F¯(x, τ) = F`(x, τ) for all τ in at least
one open neighborhood of I¯(i)(x). (4E.12a)
From Prop. 2F.4,
F`(x, τ) = F±(x, τ) for all τ ∈ C¯± − I`(x), (4E.12b)
where F± is the member of SF± that corresponds to the same E ∈ SE as does the given
F¯ ∈ SF¯ . The conclusion (4E.11a) now follows from Eqs. (4E.12a), (4E.12b) and the fact
that F+ and F− are continuous (Thm. 4E.4); and the conclusions (4E.11b) and (4E.11c)
follow from Eq. (4E.12a), Eq. (4E.12b) and Thm. 4E.5(v). End of proof.
The set S
Qˆ
was defined by Eqs. (2D.16a), (2D.16b) and (2D.17); and several properties
of Qˆ ∈ S
Qˆ
, including its continuity, were given by Thm. 2D.4. The existence and uniqueness
of Qˆ ∈ S
Qˆ
corresponding to each given E ∈ SE is readily deduced from Thm. 4E.6 and the
definition [Eqs. (2D.16a) and (2D.16b] of Qˆ in terms of (PM , A, F`). Theorem 2D.5 provides
the method of constructing Qˆ directly from those members of SQ+ and SQ− that correspond
to the same member of SE as does Qˆ. There will be no need in these notes to derive any
properties of Qˆ that have not already been covered in Sec. 2D.
The set SQˆ was defined by Eqs. (2F.8a) and (2F.8b).
PROPOSITION 4E.7 (Existence and uniqueness of Qˆ ∈ SQˆ)
There exists exactly one Qˆ ∈ SQˆ corresponding to each given E ∈ SE [or, equivalently (by
GSSM 2), to each given H ∈ SH ].
Proof: Use Thm. 2F.3 on the existence of F` for each given H ∈ SH , Thm. 2F.2(iv) on the
uniqueness of F` for each given H ∈ SH , and the definition of Qˆ in terms of (PM , A, F`) by
Eqs. (2F.8a) and (2F.8b). End of proof.
Several properties of Qˆ ∈ SQˆ (including its continuity) are provided by Prop. 2F.5, the
construction of Qˆ from the member of SQˆ that corresponds to the same member of SE as
does Qˆ is covered by Thm. 2F.6, and the construction of Qˆ from those members of SQ+ and
SQ− that correspond to the same member of SE as does Qˆ is detailed in Prop. 2F.7.
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GSSM 5 (Properties of SQˆ)
(i) The definition of SQˆ by Eqs. (2F.8a) and (2F.8b) is equivalent to the statement that
SQˆ is the set of all 2× 2 matrix functions Qˆ that have the domain
dom Qˆ := {(x, τ) : x ∈ D, τ ∈ C − Iˆ(x)}, (4E.13a)
that satisfy
Qˆ(x0, τ) = I for all τ ∈ C − [r0, s0], (4E.13b)
and that satisfy the conditions that dQˆ and E ∈ SE exist such that dQˆ = ∆Qˆ, where
∆ is defined by Eqs. (1A.10b) and (1A.11a).
(ii) If Qˆ ∈ SQˆ, then
det Qˆ = 1 (4E.14a)
and
Qˆ∗(x, τ) := [Qˆ(x, τ ∗)]∗ = Qˆ(x, τ) for all (x, τ) ∈ dom Qˆ. (4E.14b)
Furthermore, for each x ∈ D, Qˆ(x, τ) is a holomorphic function of τ throughout C −
Iˆ(x), and
Qˆ(x,∞) = 1√−f(x)
(
1 −χ(x)
0 −f(x)
)
. (4E.14c)
(iii) Let ζ denote any point in C+. Then for each x ∈ D and each σ ∈ R1, the limits
as ζ → 0 of Qˆ(x, σ + ζ) and Qˆ(x, σ − ζ) exist, and are given by
lim
ζ→0
Qˆ(x, σ ± ζ) = Q±(x, σ). (4E.15a)
Also,
Q−(x, σ) = [Q+(x, σ)]∗ (4E.15b)
and Q+(x, σ) is a continuous function of σ throughout R1.
(iv) Moreover, Q+(x, σ) = Q−(x, σ) is a real analytic function of σ at all σ < I¯(3)(x)
and σ > I¯(4)(x), while Q+(x, σ) is an analytic (but not generally real) function of σ in
the interval I¯(3)(x) < σ < I¯(4)(x).
(v) At all σ ∈ R1 − {r, s}, dQ+(x, σ) exists and equals ∆+(x, σ)Q+(x, σ), where ∆+ is
defined in terms of E by Eqs. (2B.9a) to (2B.9c).
Proofs:
(i) First suppose that Qˆ ∈ SQˆ is defined as in Eqs. (2F.8a) and (2F.8b). Let E denote the
member of SE corresponding to the given Qˆ. From Thm. 4E.1 and Cor. 4E.3, there
exist Q+ ∈ SQ+ and Q− ∈ SQ− such that dQ±(x, τ) exists and
dQ±(x, τ) = ∆±(x, τ)Q±(x, τ) for all x ∈ D and τ ∈ C¯± − {r, s}, (4E.16a)
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where ∆± is defined in terms of E by Eqs. (2B.9a) to (2B.9c). Then, from Thm. 2F.7(i)
and the uniqueness part of Prop. 4E.7,
Qˆ(x, τ) = Q±(x, τ) for all x ∈ D and τ ∈ C¯± − Iˆ(x). (4E.16b)
The definitions of ∆ by Eqs. (1A.10b) and (1A.11a) and of ∆± by Eqs. (2B.9a) to
(2B.9c) yield
∆(x, τ) = ∆±(x, τ) for all x ∈ D and τ ∈ C¯± − Iˆ(x). (4E.16c)
Therefore, from Eq. (2E.1b) and the above Eqs. (4E.16a) to (4E.16c), Qˆ is a 2 × 2
matrix function which has the domain (4E.13a) which satisfies the condition (4E.13b),
and which satisfies the conditions that dQˆ exists and equals ∆Qˆ.
As regards the converse, suppose that Qˆ is a given 2 × 2 matrix function which has
the domain (4E.13a), which satisfies the condition (4E.13b), and which satisfies the
conditions that dQˆ exists and that E ∈ SE exists such that
dQˆ = ∆Qˆ, (4E.16d)
where ∆ is defined in terms of E by Eqs. (1A.10b) and (1A.11a). From Thm. 4E.1 and
Cor. 4E.3, there exist Q± ∈ SQ± such that
dQ±(x, τ) = ∆±(x, τ)Q±(x, τ) for all x ∈ D and τ ∈ C¯± − {r, s}, (4E.16e)
where ∆± is defined in terms of E by Eqs. (2B.9a) to (2B.9c); and, from Thm. 2F.7(i),
the function Qˆ′ whose domain is the same as that of Qˆ and whose values are given by
Qˆ′(x, τ) := Q±(x, τ) for all x ∈ D and τ ∈ C¯± − Iˆ(x) (4E.16f)
is a member of SQˆ. Recall that det Qˆ′ = 1 and that, therefore, Qˆ′(x, τ)−1 exists for all
(x, τ) in its domain. It follows from Eqs. (4E.16c) to (4E.16f) that
d[Qˆ′(x, τ)−1Q(x, τ)] = 0 for all (x, τ) ∈ dom Qˆ.
However, for each τ ∈ C − [r0, s0], the space {x ∈ D : τ /∈ Iˆ(x)} is connected. Hence,
upon using Eqs. (4E.13b), (4E.16f) and (2E.1b), we obtain
Qˆ′(x, τ)−1Qˆ(x, τ) = Qˆ′(x0, τ)−1Qˆ(x0, τ) = I for all (x, τ) ∈ dom Qˆ.
So, Qˆ = Qˆ′ ∈ SQˆ. End of proof.
(ii) Equation (4E.14a) is the same as Prop. 2F.5(i). Equation (4E.14b) follows from Eqs.
(4E.4b) and (4E.16b). The statement that Qˆ(x, τ) is a holomorphic function of τ
throughout C − Iˆ(x) is contained in Prop. 2F.5(iii). Equation (4E.14c) follows from
Eq. (4E.16b), (4E.5c) and Prop. 2B.2(vi). End of proof.
We shall now give an instructive alternative proof that Qˆ(x, τ) is a holomorphic func-
tion of τ throughout C−Iˆ(x). From Eqs. (4E.5a), (4E.4b), (4D.15a), (4E.8b), (4E.8c)
and (4D.7a),
Q±(x, τ) =
[
M(4)±(s, s0, r, τ) + σ3µ
±(r, s, τ)P (4)±(s, s0, r, τ)
]
[
M(3)±(r, r0, s0, τ) + σ3µ
±(r, s0, τ)P
(3)±(r, r0, s0, τ)
]
(4E.17a)
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for all x ∈ D and τ ∈ C¯± − {r, s}, where
P (i)±(x, x′, y, τ) :=
N (i)±(x, x′, y, τ)
M±(τ − x) . (4E.17b)
Recall that M(i)+ is Schwarz extendable from Di [Eq. (4D.15b)] and P
(i)+ is Schwarz
extendable from D0i [Eq. (4D.17)]. From the definition of M
(i) by Eqs. (4D.8a) to
(4D.8e), the like definition of P (i) by Eq. (4D.16), the definition of µ by Eqs. (4D.7a)
to (4D.7c), and Eqs. (4E.16b) and (4E.17a),
Qˆ(x, τ) =
[
M(4)(s, s0, r, τ) + σ3µ(r, s, τ)P
(4)(s, s0, r, τ)
]
[
M(3)(r, r0, s0, τ) + σ3µ(r, s0, τ)P
(3)(r, r0, s0, τ)
]
(4E.17c)
for all x ∈ D and
τ ∈ C − ([s, s0] ∪ [r, s] ∪ [r, r0] ∪ [r, s0]) = C − Iˆ(x). (4E.17d)
Recall that (for fixed x) µ(r, s, τ) is a holomorphic function of τ throughout C −
[r, s], M(4)(s, s0, r, τ) and P
(4)(s, s0, r, τ) are holomorphic functions of τ through-
out C − I`(4)(x), µ(r, s0, τ) is a holomorphic function of τ throughout C − [r, s0],
and M(3)(r, r0, s0, τ) and P
(3)(r, r0, s0, τ) are holomorphic functions of τ throughout
C − I`(3)(x). Therefore, Qˆ(x, τ) is a holomorphic function of τ throughout C − Iˆ(x).
End of proof.
(iii) The existences of the limits of Qˆ(x, σ ± ζ) as ζ → 0 and the values (4E.15a) of
these limits are direct consequences of Eq. (4E.16b) and the fact that Q+ and Q− are
continuous [Thm. 4E.1 and Cor. 4E.3].
Equation (4E.15b) follows from Eq. (4E.4b); and, since Q+ is continuous, Q+(x, σ) is
a continuous function of σ throughout R1. End of proof.
(iv) From Eqs. (4E.15b) and (4E.16b),
Q+(x, σ) = Q−(x, σ) = Qˆ(x, σ) and is real for all σ ∈ R1 − Iˆ(x); (4E.18a)
and, since Qˆ(x, τ) is a holomorphic function of τ throughout C − Iˆ(x), Qˆ(x, σ) is a
real analytic function of σ throughout R1 − Iˆ(x).
From Eq. (4E.17a), the definitions of Schwarz extendability from Di and D0i, the
Schwarz reflection principle and Eq. (4D.7d),
Q±(x, σ) =
[
M(4)(s, s0, r, σ)± iσ3
√
(σ − r)(s− σ)P (4)(s, s0, r, σ)
]
[
M(3)(r, r0, s, σ)± iσ3
√
(σ − r)(s0 − σ)P (3)(r, r0, s0, σ)
]
for all I`(3)(x) < σ < I`(4)(x); (4E.18b)
and Q+(x, σ) and Q−(x, σ) are analytic functions of σ throughout the open interval
I`(3)(x) < σ < I`(4)(x). (Note: Of course, more can be said in the exceptional case when
r = r0 and s = s0.) The above Eq. (4E.18b) should be compared with Eq. (4E.17c).
End of proof.
(v) Obvious.
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F. Generalized Abel transforms V (3) and V (4) of initial data func-
tions E (3) and E (4)
Based upon prior knowledge of the Weyl case33 we expected the values of Q(i)+(x, σ, y, σ)
for σ ∈ Iˇ(i)(y) to be particularly significant for our formalism. From the definition (4D.1d)
of R(i)+,
Q(i)+(x, σ, y, σ) = eJθi(x,y)R(i)+(x, σ, y, σ)e−Jθi(σ,y) for all (x, y) ∈ Di
and σ ∈ Iˇ(i)(y) [i.e., for all (x, σ, y) ∈ Di]. (4F.1)
We, therefore, start with an analysis of R(i)+(x, σ, y, σ) for all (x, y) ∈ Di and σ ∈ Iˇ(i)(y).
According to Eq. (4D.10j), when σ 6= x,
R(i)+(x, σ, y, σ) = T (i)+(x, σ, y, σ) + µ+(x, y, σ)
U (i)+(x, σ, y, σ)
M+(σ − x) ; (4F.2)
and [Thm. 4D.4(iv) and Eq. (4D.17)] since the functions given by T (i)+(x, x′, y, τ) and
U (i)+(x, x′, y, τ)/M+(τ − x) are Schwarz extendable from Di and D0i, respectively,
T (i)+(x, σ, y, σ) and U (i)+(x, σ, y, σ)/M+(σ − x) are real linear combinations of I and J .
(4F.3)
A point which may not be immediately evident is that, although the denominator in
U (i)+(x, σ, y, σ)/M+(σ − x) vanishes at σ = x, this ratio is extendable to a continuous
function of (x, σ, y) over the entire domain Di. This will soon become obvious.
Dfns. of T (i)+ and U (i)+
Let T (i)+ and U (i)+ denote the functions whose domains are
dom T (i)+ = dom U (i)+ := [0, 1]×Di (4F.4a)
and whose values are
T (i)+(ξ, x, σ, y) := T (i)+(σ − ξ2(σ − x), σ, y, σ), (4F.4b)
U (i)+(ξ, x, σ, y) := −2
∫ ξ
0
dηLTi (σ − η2(σ − x), y)T (i)+(η, x, σ, y). (4F.4c)
End of Dfn.
PROPOSITION 4F.1 (Properties of T (i)+ and U (i)+)
(i) T (i)+ and U (i)+ are continuous.
33Our notes on the Weyl case were archived (#9303021) at the Los Alamos preprint library in 1993.
106
(ii) For all (x, σ, y) ∈ Di,
T (i)+(0, x, σ, y) = I, (4F.5a)
T (i)+(1, x, σ, y) = T (i)+(x, σ, y, σ), (4F.5b)
U (i)+(0, x, σ, y) = 0. (4F.5c)
(iii) For all (x, σ, y) ∈ Di such that σ 6= x,
U (i)+(1, x, σ, y) =
U (i)+(x, σ, y, σ)
M+(σ − x) . (4F.5d)
(iv) For all (x, σ, y) ∈ Di,
R(i)+(x, σ, y, σ) = T (i)+(1, x, σ, y) + σ3µ
+(x, y, σ)U (i)+(1, x, σ, y). (4F.5e)
Proofs:
(i) This follows from Eq. (4F.4b), Eq. (4F.4c) and the facts that T (i)+ and Li are con-
tinuous. (The statement that T (i)+ is continuous is part of our definition of Schwarz
extendability from Di.) End of proof.
(ii) These follow from Eq. (4F.4b), Eq. (4F.4c) and the fact that T (i)+(x, x, y, τ) = I
[which, in turn, derives from Eqs. (4D.10d) and (4D.10f)]. End of proof.
(iii) In the expression for U (i)+(1, x, σ, y) which is defined by Eq. (4F.4c), introduce the
new integration variable
λ = σ − η2(σ − x), (σ 6= x). (4F.6a)
Then (λ ∈ |σ, x|)
dλ = −2(σ − x)ηdη = −2(σ − x)
√
σ − λ
σ − xdη, (4F.6b)
and, since
(σ − x)
√
σ − λ
σ − x = µ
+(x, λ, σ) for both σ > x and σ < x, (4F.6c)
one obtains, with the aid of Eq. (4F.4b),
U (i)+(1, x, σ, y) =
∫ x
σ
dλ
LTi (λ, y)
µ+(x, λ, σ)
T (i)+(λ, σ, y, σ). (4F.6d)
Comparison of the above result with Eq. (4D.10i) nets Eq. (4F.5d). End of proof.
(iv) Employing Eqs. (4F.2) and (4F.5d), one sees that Eq. (4F.5e) holds for all (x, σ, y) ∈ Di
for which σ 6= x. However, R(i)+ and U (i)+ are both continuous. Therefore, Eq. (4F.5e)
holds at σ = x as well. End of proof.
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PROPOSITION 4F.2 (Equivalent differential equations)
For all (ξ, x, σ, y) ∈ dom T (i)+,
T (i)+(ξ, x, σ, y) = I + 4(σ − x)(σ − y)
∫ ξ
0
dη2
∫ η2
0
dη1 (4F.7a)
Li(σ − η22(σ − x), y)LTi (σ − η21(σ − x), y)T (i)+(η1, x, σ, y);
and the pair of differential equations that are equivalent to the pair of integral equations
(4F.4c) and (4F.7a) are as follows:
∂T (i)+(ξ, x, σ, y)
∂ξ
= −2(σ − x)(σ − y)Li(σ − ξ2(σ − x), y)U (i)+(ξ, x, σ, y),
and (4F.7b)
∂U (i)+(ξ, x, σ, y)
∂ξ
= −2LTi (σ − ξ2(σ − x), y)T (i)+(ξ, x, σ, y) (4F.7c)
subject to the initial conditions (4F.5a) and (4F.5c).
Proof: To derive Eq. (4F.7a), introduce the new integration variables
η1 =
√
σ − λ1
σ − x and η2 =
√
σ − λ2
σ − x
into Eq. (4D.10h), and use Eqs. (4F.4b) and (4F.6c). [Recall that we employ the Lebesgue
definition of integrals.] The proof of the rest of the proposition is left for the reader.
End of proof.
THEOREM 4F.3 (Continuity)
(i) Suppose E (i) is Cni (ni ≥ 1). Then, for each y ∈ I(7−i), T (i)+(ξ, x, σ, y) and
U (i)+(ξ, x, σ, y) are Cni−1 functions of (ξ, x, σ) throughout [0, 1] × [Iˇ(i)(y)]2; and, for
each (x, σ, y) ∈ Di, these are Cni functions of ξ.
(ii) Suppose E (i) is analytic. Then, for each (ξ, y) ∈ [0, 1]×I(7−i), the functions of (x, σ)
that are given by T (i)+(ξ, x, σ, y) and U (i)+(ξ, x, σ, y) are analytic throughout [Iˇ(i)(y)]2.
Proofs:
(i) If E (i) is Cni, then it follows from Thm. 3D.2(iii) that Li(x, y) is a Cni−1 function of x
throughout Iˇ(i)(y). The conclusions of this part of the theorem then follow from the
differential equations (4F.7b) and (4F.7c), the initial conditions (4F.5a) and (4F.5c),
and a standard theorem on ordinary differential equations.34 End of proof.
34See Ref. 15, Ch. II, Sec. 4.
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(ii) If E (i) is analytic, then it has a holomorphic extension to an open neighborhood of the
real axis interval I(i) in the space C.35 Then, from an obvious variant of part (c) of
Thm. 3D.2(iii), the function of x given by Li(x, y) has a holomorphic extension to an
open neighborhood J (i)(y) of the real axis interval Iˇ(i)(y) in the space C.
We may then consider the integral equation (4F.7a) for real ξ ∈ [0, 1], real y ∈ I(7−i),
and complex (x, σ) ∈ [J (i)(y)]2. In the usual way, one proves that the Neumann series
N∑
n=0
T
(i)+
2n (ξ, x, σ, y), (4F.8a)
where
T
(i)+
0 (ξ, x, σ, y) := I (4F.8b)
and, for all n ≥ 0,
T
(i)+
2n+2(ξ, x, σ, y) := 4(σ − x)(σ − y)
∫ ξ
0
dη2
∫ η2
0
dη1 (4F.8c)
Li(σ − η22(σ − x), y)LTi (σ − η21(σ − x), y)T (i)+2n (η1, x, σ, y),
uniformly converges as N →∞ to
T ′(i)+(ξ, x, σ, y) :=
∞∑
n=0
T
(i)+
2n (ξ, x, σ, y) for all (4F.8d)
for all ξ ∈ [0, 1], y ∈ I(7−i) and (x, σ) ∈ [J (i)(y)]2.
Moreover, since the solution of the integral equation (4F.7a) is unique,
T ′(i)+(ξ, x, σ, y) = T (i)+(ξ, x, σ, y) for all (ξ, x, σ, y) ∈ [0, 1]×Di. (4F.8e)
Now, it is clear that each term T
(i)+
2n (ξ, x, σ, y) of the Neumann series is a holomorphic
function of (x, σ) throughout [J (i)(y)]2. Therefore, from the well known theorem on a
uniformly convergent series of holomorphic functions, T ′(i)+(ξ, x, σ, y) is a holomorphic
function of (x, σ) throughout [J (i)(y)]2. It follows from Eq. (4F.8e) that T (i)+(ξ, x, σ, y)
is a real analytic function of (x, σ) throughout [Iˇ(i)(y)]2; and it then follows from Eq.
(4F.4c) that U (i)+(ξ, x, σ, y) is a real analytic function of (x, σ) throughout [Iˇ(i)(y)]2.
End of proof.
Note: We could have given a considerably abbreviated proof of part (ii) of the above the-
orem by using Thm. (10.3) in Ch. II, Sec. 5, of the aforementioned reference by S. Lefschetz.
However, we felt that a proof which takes advantage of the fact that the integral equation
that we are considering is linear would be better understood by most readers. The Neumann
series for the solution of the linear integral equation can also be used to prove part (i) of the
above theorem; but the proof would then be considerably longer.
35 Several Complex Variables by S. Bochner and W. T. Martin (Princeton University Press, Princeton
1948), Ch. II, Sec. 2, Thm. 6.
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We shall now focus attention on the dependences of T (i)(1, x, σ, y) and U (i)(1, x, σ, y)
on σ (for a fixed x). Here we shall begin using a (potentially confusing) notation in which
the fixed parameter x will appear as a label within parentheses as an integral part of the
name of the function, as in the symbols C(i)(x) and D(i)(x) below. The value of such a
function, say f(x), at a particular point σ ∈ dom f(x) will be denoted either by f(x)(σ) or
by f(x, σ). Lest you are not yet sufficiently confused, we shall often suppress the label x,
denoting the value of the function f(x) at σ ∈ dom f(x) by f(σ). These same conventions
will be employed frequently in what follows, so be forewarned!
Dfns. of C(i)(x), D(i)(x), A(i) B(i) and V (i)
Recall that x := (r, s) = (x, y) when i = 3, and x = (y, x) when i = 4. For each x ∈ D,
let C(i)(x) and D(i)(x) denote the functions whose domains are
dom C(i)(x) = dom D(i)(x) := Iˇ(i)(y) (4F.9a)
and whose values are, for all σ ∈ Iˇ(i)(y),
C(i)(x, σ) := C(i)(x)(σ)
:= eJθi(x,y)T (i)(1, x, σ, y)e−Jθi(σ,y)eJθ7−i(y,σ), (4F.9b)
D(i)(x, σ) := D(i)(x)(σ)
:= e−Jθi(x,y)U (i)(1, x, σ, y)e−Jθi(σ,y)eJθ7−i(y,σ). (4F.9c)
Let
A(i) := C(i)(x0), B
(i) := D(i)(x0). (4F.9d)
Note that, since Iˇ(i)(y0) = I(i),
dom A(i) = dom B(i) = I(i). (4F.9e)
Let V (i) denote the function whose domain is
dom V (i) := I(i) (4F.9f)
and whose values are, for all σ ∈ I(i),
V (i)(σ) := Q(i)+(x0, σ, y0, σ) (4F.9g)
[where recall that (x0, y0) = (r0, s0) if i = 3, and (x0, y0) = (s0, r0) if i = 4]. Equivalently,
as one sees from Eq. (2B.12d) and Eqs. (4E.5c) to (4E.5e),
V (3)(σ) = Q+(x0, (σ, s0), σ)
= [Q+((σ, s0), σ)]−1, (4F.9h)
V (4)(σ) = Q+(x0, (r0, σ), σ)
= [Q+((r0, σ), σ)]−1, (4F.9i)
for all σ ∈ I(3) and σ ∈ I(4), respectively.36
36See Appendix B for the values of V (3) and V (4) for several familiar metrics and for an explanation of
why we have referred to these functions as generalized Abel transforms of the initial data.
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End of Dfn.
THEOREM 4F.4 (Properties of C(i)(x) and D(i)(x))
For each x ∈ D, i ∈ {3, 4} and integer ni ≥ 1:
(i) C(i)(x), D(i)(x), A(i) and B(i) are real-valued linear combinations of the 2×2 matrices
I and J .
(ii) If E (i) is Cni (resp. analytic), then C(i)(x), D(i)(x), A(i) and B(i) are Cni−1 (resp.
analytic).
(iii) For each σ ∈ I(i),
V (i)(σ) = A(i)(σ) + µ+(x0, σ)σ3B
(i)(σ). (4F.10a)
(iv) For each σ ∈ Iˇ(i)(y),
Q+(x, σ)V (i)(σ) = C(i)(x, σ) + µ+(x, σ)σ3D(i)(x, σ). (4F.10b)
(v) If E (i) is Cni (resp. analytic), then F±(x, σ) is a Cni−1 (resp. analytic) function of
σ throughout I(i)(x).
Proofs:
(i) Obvious.
(ii) From the definition of θi by Eqs. (4D.1a) and (4D.1b), and from an obvious corollary
of Thm. 3D.2(iii),
θi(σ, y) and θ7−i(y, σ) are C
ni (resp. analytic)
functions of σ throughout Iˇ(i)(y). (4F.11a)
So, from the definitions (4F.9a) to (4F.9d), and from Thm. 4F.3, C(i)(x), D(i)(x), A(i)
and B(i) are Cni−1 (resp. analytic). End of proof.
(iii) From the definition of θi by Eqs. (4D.1a) and (4D.1b),
θi(x0, y) = 0 and θ7−i(y0, x) = 0. (4F.11b)
So, from Eqs. (4F.9g), (4D.1d) and (4F.5e),
V (i)(σ) = R(i)+(x0, σ, y0, σ)e
−Jθi(σ,y0) (4F.11c)
=
[
T (i)+(1, x0, σ, y0) + µ
+(x0, σ)σ3U
(i)+(1, x0, σ, y0)
]
e−Jθ(σ,y0).
Equation (4F.10a) now follows from Eqs. (4F.9b), (4F.9c), (4F.9d), (4F.11b) and
(4F.11c). End of proof.
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(iv) From Eqs. (4E.5c), (4E.5d), (4E.5e) and (4F.9g), and from Prop. 2B.2(iv) [Eq. (2B.12c)],
Q+(x, σ)V (3)(σ) = Q+(x,x0, σ)Q+(x0, (σ, s0), σ)
= Q+(x, (σ, s0), σ)
= Q+((r, s), (σ, s), σ)Q+((σ, s), (σ, s0), σ)
= Q(3)+(r, σ, s, σ)Q(4)+(s, s0, σ, σ)
for all σ ∈ Iˇ(i)(s). A like derivation for the product Q+(x, σ)V (4)(σ) nets for both
i = 3 and i = 4
Q+(x, σ)V (i)(σ) = Q(i)+(x, σ, y, σ)Q(7−i)+(y, y0, σ, σ) for all σ ∈ Iˇ(i)(y). (4F.11d)
From Thm. 4D.4(v) [Eq. (4D.10k)], Eq. (4D.1d) and Eq. (4F.11b),
Q(7−i)+(y, y0, σ, σ) = e
Jθi(y,σ). (4F.11e)
Also, from Eqs. (4D.1d) and (4F.5e),
Q(i)+(x, σ, y, σ) = (4F.11f)
eJθi(x,y)
[
T (i)+(1, x, σ, y) + µ+(x, σ)σ3U
(i)+(1, x, σ, y)
]
e−Jθi(σ,y).
Equation (4F.10b) now follows from Eqs. (4F.11d), (4F.11e), (4F.11f), (4F.9b) and
(4F.9c). End of proof.
(v) From Eqs. (4F.10a) and (4F.10b) and from part (i) of this theorem,
Q±(x, σ) = [C(i)(x, σ) + µ±(x, σ)σ3D(i)(x, σ)] [A(i)(σ) + µ±(x0, σ)σ3B(i)(σ)]−1
for all σ ∈ Iˇ(i)(y), (4F.11g)
where we have used Eq. (4E.4b) and (2B.3b), and we recall that M−1 = −JMTJ for
any 2× 2 matrix M for which detM = 1. From Eq. (2C.7j),
FM±(x, τ) = PM±(x, τ)[PM±(x0, τ)]−1
=
(
1 −i(τ − z)
0 1
)(
1 0
0 ν±(x,x0, τ)
)(
1 i(τ − z0)
0 1
)
for all x ∈ D and τ ∈ C¯± − {r, s, r0, s0}, (4F.11h)
PM±(x, τ)J [PM±(x, τ)]−1 =
( −i 2(τ − z)
0 i
)
for all x ∈ D and τ ∈ C¯± − {r, s}, (4F.11i)
and
PM±(x, τ)µ±(x, τ)σ3[P
M±(x, τ)]−1 =
( −τ + z −iρ2
−i τ − z
)
(4F.11j)
for all x ∈ D and τ ∈ C¯± − {r, s},
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Also, note that I(i)(x) ⊂ Iˇ(i)(y) ⊂ I(i)(y0) = I(i); and |x, x0| and |y, y0| are disjoint.
Therefore, from the defining equation (2E.4b) for F± and from the above Eqs. (4F.11g)
to (4F.11j),
F±(x, σ) =
[
C˜(i)(x, σ) +
( −σ + z −iρ2
−i σ − z
)
D˜(i)(x, σ)
]
FM±(x, σ)
[
A˜(i)(σ) +
( −σ + z0 −iρ20
−i σ − z0
)
B˜(i)(σ)
]−1
for all x ∈ D, i ∈ {3, 4} and σ ∈ I(i)(x), (4F.11k)
where
C˜(i)(x, σ) := PM±(x, σ)C(i)(x, σ)[PM±(x, σ)]−1,
D˜(i)(x, σ) := PM±(x, σ)D(i)(x, σ)[PM±(x, σ)]−1,
A˜(i)(σ) := PM±(x0, σ)A(i)(σ)[PM±(x0, σ)]−1,
B˜(i)(σ) := PM±(x0, σ)B(i)(σ)[PM±(x0, σ)]−1,
(4F.11l)
and FM±(x, σ) is given by Eq. (4F.11h) with
ν±(x, σ) = ±i
√
σ − x0
x− σ
√
σ − y0
σ − y sgn(σ − x)
for all x ∈ D and σ ∈ I(i)(x). (4F.11m)
The conclusion of this part of the theorem now follows from parts (i) and (ii) of this
theorem taken together with the above Eqs. (4F.11h), (4F.11i), (4F.11k), (4F.11l) and
(4F.11m). End of proof.
Dfn. of H(γ)
Suppose f is a real- or complex-valued function the domain of which is a union of disjoint
intervals of R1, and [a, b] is a given closed subinterval of dom f . Then f is said to obey
a Ho¨lder condition of index 0 < γ ≤ 1 on [a, b]; i.e., to be H(γ) on [a, b], if there exists
M(a, b, γ) > 0 such that |f(x′)− f(x)| ≤M(a, b, γ)|x′ − x|γ for all x, x′ ∈ [a, b].37
End of Dfn.
THEOREM 4F.5 (Ho¨lder condition for Q(i)+)
For each x ∈ D, the function of σ that is given by Q(i)+(x, σ, y, σ) is H(1/2) on each closed
subinterval of Iˇ(i)(y).
Proof: The proof will be given in three parts.
37N. I. Muskhelishvili, Singular Integral Equations, 2nd Edition, Dover (1992), Ch. 1, Sec. 3 and Sec. 6.
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(1) Each closed subinterval of Iˇ(i)(y) is contained in at least one closed interval [a, b] ⊂
Iˇ(i)(y) such tbat x ∈ [a, b]. Therefore, to prove this theorem, it is sufficient to prove
that Q(i)+(x, σ, y, σ) (for fixed x) is H(1/2) on an arbitrary [a, b] ∈ Iˇ(i)(y) for which
x ∈ [a, b]. Henceforth in this proof, we shall grant that x ∈ [a, b]; and we shall let, for
each x ∈ D and each choice of [a, b],
M
(i)
1 (x, a, b) := sup {||Q(i)+(x, σ, y, σ)|| : σ ∈ [a, b]}, (4F.12a)
M
(3)
2 (x, a, b) := sup
{∣∣∣∣∂E((λ, s))/∂λ2f((λ, s))
∣∣∣∣ : λ ∈ [a, b]
}
, (4F.12b)
M
(4)
2 (x, a, b) := sup
{∣∣∣∣∂E((r, λ))/∂λ2f((r, λ))
∣∣∣∣ : λ ∈ [a, b]
}
, (4F.12c)
M
(i)
3 (x, a, b) :=
√
b− a + sup
{√
|a− y|,
√
|b− y|
}
. (4F.12d)
Since Q(i)+ is continuous, M
(i)
1 (x, a, b) is finite. Likewise, M
(i)
2 (x, a, b) and M
(i)
3 (x, a, b)
are finite.
(2) Since Q(i)+(x, σ, y, σ) is a continuous function of σ throughout Iˇ(i)(y), the statement
that it is H(1/2) on [a, b] is equivalent to the statement that it is H(1/2) on both [a, x]
and [x, b].
From Eqs. (4C.6c) and (4C.15b), one obtains, for all σ, σ′ ∈ Iˇ(i)(y),
Q(i)+(x, σ, y, σ)−Q(i)+(x, σ′, y, σ′) =
Q(i)+(x, σ′, y, σ′)
{∫ σ′
σ
dλ∆+0i(λ, y, σ)Q
(i)+(λ, σ, y, σ)+ (4F.12e)
∫ x
σ′
dλ
[
Q(i)+(λ, σ′, y, σ′)−1
(
∆+0i(λ, y, σ)−∆+0i(λ, y, σ′)
)
Q(i)+(λ, σ, y, σ)
]}
.
Therefore, from Eqs. (4C.15a) and (4F.12a) to (4F.12c),
||Q(i)+(x, σ′, y, σ′)−Q(i)+(x, σ, y, σ)|| ≤
M
(i)
1 (x, a, b)
{
M
(i)
1 (x, a, b)M
(i)
2 (x, a, b)
∫ σ′
σ
dλ
(∣∣∣∣M+(σ − y)M+(σ − λ)
∣∣∣∣+ 1
)
+
M
(i)
1 (x, a, b)
2M
(i)
2 (x, a, b)
∫ σ′
x
dλ
∣∣∣∣M+(σ − y)M+(σ − λ) − M
+(σ′ − y)
M+(σ′ − λ)
∣∣∣∣
}
for all σ, σ′ ∈ [x, b] such that σ′ > σ. (4F.12f)
One readily shows that, for both i = 3 and i = 4,
∫ σ′
σ
dλ
(∣∣∣∣M+(σ − y)M+(σ − λ)
∣∣∣∣ + 1
)
=√
|σ − y|√σ′ − σ + (σ′ − σ) ≤M (i)3 (x, a, b)
√
σ′ − σ (4F.12g)
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where M
(i)
3 (x, a, b) is defined by Eq. (4F.12d). Therefore, the inequality (4F.12f) be-
comes
||Q(i)+(x, σ′, y, σ′)−Q(i)+(x, σ, y, σ)|| ≤
M
(i)
4 (x, a, b)
√
σ′ − σ +M (i)5 (x, a, b)Λ(i)(x, σ, σ′)
for all σ, σ′ ∈ [a, b] such that σ′ > σ, (4F.12h)
where
M
(i)
4 (x, a, b) := M
(i)
1 (x, a, b)
2M
(i)
2 (x, a, b)M
(i)
3 (x, a, b), (4F.12i)
M
(i)
5 (x, a, b) := M
(i)
1 (x, a, b)
3M
(i)
2 (x, a, b), (4F.12j)
and
Λ(i)(x, σ, σ′) :=
∫ σ′
x
dλ
∣∣∣∣M+(σ − y)M+(σ − λ) − M
+(σ′ − y)
M+(σ′ − λ)
∣∣∣∣
for all σ, σ′ ∈ [x, b] such that σ′ > σ. (4F.12k)
(3) Since, when i = 3, x = x3 = r and y = x4 = s, we have
Λ(3)(x, σ, σ′) =
∫ σ
r
dλ
∣∣∣∣∣i
√
s− σ
σ − λ − i
√
s− σ′
σ′ − λ
∣∣∣∣∣
+
∫ σ′
σ
dλ
∣∣∣∣M+(σ − s)M+(σ − λ) + M
+(σ′ − s)
M+(σ′ − λ)
∣∣∣∣
≤
∫ σ
r
dλ
(√
s− σ
σ − λ −
√
s− σ′
σ′ − λ
)
+
∫ σ′
σ
dλ
(∣∣∣∣M+(σ − s)M+(σ − λ)
∣∣∣∣+
∣∣∣∣M+(σ′ − s)M+(σ′ − λ)
∣∣∣∣
)
= 2
√
s− σ√σ − r − 2√s− σ′√σ′ − r + 2√s− σ′√σ′ − σ
+ 2
√
s− σ√σ′ − σ + 2√s− σ′√σ′ − σ. (4F.12l)
The functions of σ given by
√
s− σ and √σ − r are both H(1/2) on [x, b]. Therefore, the
function of σ given by
√
s− σ√σ − r is H(1/2) on [x, b]. Therefore, from (4F.12l), there
exists a finite M
(3)
6 (x, a, b) > 0 such that
Λ(3)(x, σ, σ′) ≤M (3)6 (x, a, b)
√
σ′ − σ for all σ, σ′ ∈ [x, b] for which σ′ > σ. (4F.12m)
The reader can likewise show that a finite M
(4)
6 (x, a, b) > 0 exists such that
Λ(4)(x, σ, σ′) ≤M (4)6 (x, a, b)
√
σ′ − σ for all σ, σ′ ∈ [x, b] for which σ′ > σ. (4F.12n)
So, one obtains from (4F.12h), (4F.12m) and (4F.12n),
||Q(i)+(x, σ′, y, σ′)−Q(i)+(x, σ, y, σ)|| ≤
M (i)(x, a, b)
√
σ′ − σ for all σ′, σ ∈ [x, b] for which σ′ > σ, (4F.12o)
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where
M (i)(x, a, b) := M
(i)
4 (x, a, b) +M
(i)
5 (x, a, b)M
(i)
6 (x, a, b). (4F.12p)
Hence, we have shown that Q(i)+(x, σ, y, σ) (for fixed x) is H(1/2) on [x, b]; and we shall
leave the similar proof that it is H(1/2) on [a, x] as an exercise for the reader. End of proof.
THEOREM 4F.6 (Ho¨lder condition for V (i))
(i) For each x ∈ D, the function of σ given by Q+(x, σ)V (i)(σ) is H(1/2) on each closed
subinterval of Iˇ(i)(y).
(ii) V (i) is H(1/2) on each closed subinterval of I(i).
Proofs:
(i) From Eqs. (4F.11d) and (4F.11e),
Q+(x, σ)V (i)(σ) = Q(i)+(x, σ, y, σ)eJθ7−i(y,σ). (4F.13)
From the preceding Thm. 4F.5, the function of σ given by Q(i+(x, σ, y, σ) is H(1/2) on
each closed subinterval of Iˇ(i)(y); and, from (4F.11a), θ7−i(y, σ) is a continuously dif-
ferentiable function of σ throughout Iˇ(i)(y). Therefore, the product (4F.13) is H(1/2)
on each closed subinterval of Iˇ(i)(y). End of proof.
(ii) Use the fact that Q(x0, σ)V (i)(σ) = V (i)(σ). End of proof.
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5 HHP’s corresponding to (v, F¯0,x) and to (v, F¯0); gen-
eralized Geroch conjecture
A. Important sets and groups
Readers who are familiar with our earlier treatment of Kinnersley-Chitre transformations
will recognize that we have not yet revealed what is to be the analog of those spacetime-
independent SL(2, R) matrices v(τ) (or u(t)) that played such an important role in formu-
lating the Kinnersley–Chitre realization of the Geroch group.
Our quest for a suitable formulation of the new HHP will begin with the set
SV(x0,x1,x2) := the set of all ordered pairs V = (V (3), V (4)),
where V (i) is a 2× 2 matrix function with the
domain I(i) and there exists Qˆ ∈ SQˆ(x0,x1,x2) (5A.1a)
such that Eqs. (4F.9h) and (4F.9i) hold,
and the H(1/2) version of the B-group of Kinnersley and Chitre; namely,
B(I(i)) := the multiplicative group of all
exp
(
Jϕ(i)
)
=
(
cosϕ(i) sinϕ(i)
− sinϕ(i) cosϕ(i)
)
(5A.1b)
such that ϕ(i) is any real-valued function
that has the domain I(i) and is H(1/2)
on every closed subinterval of I(i).
Specifically, we shall be concerned with the set
k(x0, I(3), I(4)) := the set of all ordered pairs (V (3)w(3), V (4)w(4))
such that (V (3), V (4)) ∈ SV(x0,x1,x2) and (5A.1c)
(w(3), w(4)) ∈ B(I(3), I(4)) := B(I(3))× B(I(4)).
For any members v = (v(3), v(4)) and v′ = (v(3)′, v(4)′) of k(x0, I(3), I(4)), we let vv′ :=
(v(3)v(3)′, v(4)v(4)′). It is not known whether k(x0, I(3), I(4)) is a group with respect to this
multiplicative operation; but it is obvious that k(x0, I(3), I(4)) ⊂ K(x0, I(3), I(4)), where
K(x0, I(3), I(4)) is a group that we shall now identify.
From Eqs. (4F.10a), (5A.1b) and (5A.1c), one sees that, if v = (v(3), v(4)) ∈ k(x0, I(3), I(4)),
then v(i) is H(1/2) on every closed subinterval of I(i) and is expressible in the form
v(i)(σ) = α(i)(σ) + µ+(x0, σ)σ3β
(i)(σ), (5A.1d)
where α(i)(σ) and β(i)(σ) are real linear combinations of the matrices I and J and are
continuous functions of σ throughout I(i). This suggests our next step.
Dfn. of the group K(x0, I(3), I(4)) and its subgroups
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We let K(x0, I(i)) denote the multiplicative group of all 2× 2 matrix functions v(i) such
that
dom v(i) = I(i), det v(i) = 1, (5A.2a)
v(i) is H(1/2) on every closed subinterval of I(i), and there exist 2 × 2 matrix functions
α(i) and β(i) which are each real linear combinations of the matrices I and J , have I(i)
as their common domain, are C0, and satisfy
v(i)(σ) = α(i)(σ) + µ+(x0, σ)σ3β
(i)(σ) (5A.2b)
for all σ ∈ I(i).
We shall say that f is Cn+ if its nth derivative Dnf exists throughout dom f and Dnf
obeys a Ho¨lder condition of arbitrary index on each closed subinterval of dom f . (The
index may be different for different closed subintervals of dom f .) The same terminology
is used if f(x) is a matrix with real or complex elements, and |f(x)| is its norm.
We shall be employing certain proper subgroups of K(x0, I(i)). For each integer n ≥ 1,
Kn(x0, I(i)) will denote the subgroup of all v(i) ∈ K(x0, I(i)) such that α(i) and β(i) are
Cn. Kn+(x0, I(i)) will denote the subgroup of all v(i) ∈ Kn(x0, I(i)) such that α(i) and
β(i) are Cn+. Likewise, K∞(x0, I(i)) is the subgroup of all v(i) ∈ Kn+(x0, I(i)) for which
α(i) and β(i) are C∞; and Kan(x0, I(i)) will denote the subgroup of all v(i) ∈ K∞(x0, I(i))
for which α(i) and β(i) are analytic.
Also,
K(x0, I(3), I(4)) := K(x0, I(3))×K(x0, I(4)), (5A.2c)
and Kn(x0, I(3), I(4)), Kn+(x0, I(3), I(4)), K∞(x0, I(3), I(4)) and Kan(x0, I(3), I(4)) will
denote the direct products Kn(x0, I(3))×Kn(x0, I(4)), etc. Henceforth, we shall abbrevi-
ate our equations by deleting the arguments ‘(x0,x1,x2)’ and ‘(x0, I(3), I(4))’ when there
is little danger of ambiguity; and we shall employ ✷ as a generic superscript that stands
for n, n+, ∞ or ‘an’ (analytic).
Recalling that k ⊂ K, we let
k✷ := {v ∈ k : v ∈ K✷} (5A.2d)
and
S✷
V
:= {V ∈ SV : there exists w ∈ B(I(3), I(4)) for which Vw ∈ k✷}. (5A.2e)
The peculiar structure of the above definition (5A.2e) is due to the possibility that V
and w may exist for which V /∈ Kn, w /∈ Kn, but Vw ∈ Kn. Though we have never
come across an example of this kind of (V,w), we must allow for its existence until a
proof to the contrary is devised.
End of Dfn.
It will be found expedient to let S✷E and S✷F denote the sets of all E ∈ SE and F ∈ SF ,
respectively, for which the corresponding V is a member of S✷
V
. Recalling Theorem 5, one
118
sees that {E ∈ SE : E (3) and E (4) are Cn+1} ⊂ SnE . In fact, further analysis (on the special
case of the real members of SE) shows that {E ∈ SE : E (3) and E (4) are Cn+1} is a proper
subset of SnE [since there are cases where V ∈ SnV and the corresponding E (3) and E (4) are
Cn or Cn−1, but are not Cn+1 or Cn, respectively]. In contrast, {E ∈ SE : E (3) and E (4) are
C∞} = S∞E , and {E ∈ SE : E (3) and E (4) are analytic } = SanE .
By considering real E ∈ SE , we have proved that k is a proper subset of K. It is as yet
unknown whether kn = Kn or kn+ = Kn+ when n = 1 or n = 2. Later in these notes,
however, we shall deduce the far from obvious fact that k3(x0, I(3), I(4)) = K3(x0, I(3), I(4)).
A multiplicative group K˜(x0, I(3), I(4)) that is isomorphic to K(x0, I(3), I(4)) and that
provides an alternative way to identify our extension of the K–C group is defined as follows.
For each v ∈ K(x0, I(3), I(4)), we let
v(i)+ := v(i), v(i)− := [v(i)]∗, (5A.3a)
whereupon Eqs. (2B.3b) and (5A.2b) yield
v(i)±(σ) = α(i)(σ) + µ±(x0, σ)σ3β
(i)(σ). (5A.3b)
Equation (2C.7h) supplies us with the relations
PM(x, τ)J [PM(x, τ)]−1 =
( −i 2(τ − z)
0 i
)
, (5A.3c)
PM(x, τ)µ(x, τ)σ3[P
M(x, τ)]−1 =
( −τ + z −iρ2
−i τ − z
)
. (5A.3d)
The reader may now use Eqs. (5A.3b), (5A.3c) and (5A.3d) to prove that
v˜(i)(σ) := PM+(x0, σ)v
(i)+(σ)[PM+(x0, σ)]
−1
= PM−(x0, σ)v
(i)−(σ)[PM−(x0, σ)]
−1 and (5A.3e)
is a C✷ function of σ throughout I(i) if v(i) ∈ K✷(x0, I(i)),
where, of course, PM+(x, σ) and PM−(x, σ) are the limits of PM(x, τ) as τ → σ from
above and from below the real axis, respectively. Even though PM±(x0, σ) does not exist
when σ ∈ {r0, s0}, the product PM±(x0, σ) v(i)±(σ) [PM±(x0, σ)]−1 clearly has a continuous
extension to the entire interval I(i); and this extension is C✷ if α(i) and β(i) are C✷.
Dfn. of the group K˜(x0, I(3), I(4)) and its subgroups
For any given v = (v(3), v(4)) in the group K(x0, I(3), I(4)), we shall let v˜(i) denote the
function whose domain is I(i) and whose values are defined by Eq. (5A.3e); and we shall
let
K˜(x0, I(3), I(4)) := {v˜ : v ∈ K(x0, I(3), I(4))}, (5A.4a)
where
v˜ := (v˜(3), v˜(4)), (5A.4b)
and K˜✷ will denote the subgroup of all v˜ ∈ K˜ such that v ∈ K✷.
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End of Dfn.
Since
SV(x0,x1,x2) ⊂ k(x0, I(3), I(4)) ⊂ K(x0, I(3), I(4)) (5A.5a)
and
B(I(3), I(4)) ⊂ k(x0, I(3), I(4)), (5A.5b)
our definitions of v˜(i) and v˜ are also applicable to members of SV, B and k.
GSSM 6 (The group K˜✷)
The group K˜✷ defined above is identical to the multiplicative group of all ordered pairs v˜ =
(v˜(3), v˜(4)) of 2× 2 matrix functions such that, for both i = 3 and i = 4,
dom v˜(i) = I(i), det v˜(i) = 1, v˜(i) is C✷ (5A.6a)
and
v˜(i)(σ)†AM(x0, σ)v˜(i)(σ) = AM(x0, σ) for all σ ∈ I(i), (5A.6b)
where A(x, τ) is defined by Eq. (2C.12g), and hM is given by Eq. (2C.7b).
Proof: The proof will be given in three parts:
(1) In this first part we assume that v˜ = (v˜(3), v˜(4)) ∈ K˜✷. From the definition of K˜✷
given above, the three conditions (5A.6a) in the theorem are all satisfied. It remains
to prove that the condition (5A.6b) is also satisfied.
Equations (5A.3e) and (5A.3a) yield, for all σ ∈ I(i) − {r0, s0},
v˜(i)(σ)†AM(x0, σ)v˜(i)(σ) =
[
PM−(x0, σ)v
(i)−(σ)PM−(x0, σ)
−1]†AM(x0, σ)[
PM+(x0, σ)v
(i)+(σ)PM+(x0, σ)
−1]
=
[
PM−(x0, σ)
†]−1 v(i)(σ)T[
PM−(x0, σ)
†AM(x0, σ)PM+(x0, σ)
]
v(i)(σ)PM+(x0, σ)
−1. (5A.7a)
However, from Eqs. (2C.12g), (2C.7f), (2B.2b), (2B.2c) and (2C.7b,
PM∓(x, τ ∗)†AM(x, τ)PM±(x, τ) = Ω for all x ∈ D and τ ∈ C¯± − {r, s}. (5A.7b)
Also, since det v(i) = 1,
v(i)(σ)TΩv(i)(σ) = Ω for all σ ∈ I(i). (5A.7c)
Therefore, upon employing (5A.7b), and then employing (5A.7c), and then employing
(5A.7b) once again, Eq. (5A.7a) becomes
v˜(i)(σ)†AM(x0, σ)v(i)(σ) = AM(x0, σ).
Now, it is ture that the above result has so far been deduced only for σ ∈ I(i) −
{r0, s0}. However, both sides of this result are continuous functions of σ throughout
I(i). Therefore, the condition (5A.6b) is satisfied.
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(2) The rest of the proof will concern the converse of what we proved in part (1). Suppose
that v˜ = (v˜(3), v˜(4)) is a given ordered pair of 2× 2 matrix functions which satisfy the
conditions (5A.6a) and (5A.6b). For both i = 3 and i = 4, let
v(i)(σ) := PM+(x0, σ)
−1v˜(i)(σ)PM+(x0, σ) (5A.8a)
for all σ ∈ I(i) − {r0, s0}. From the condition (5A.6b) and the definition (5A.8a),[
PM+(x0, σ)
†]−1 v(i)(σ)†PM+(x0, σ)†AM(x0, σ)
PM+(x0, σ)v
(i)(σ)PM+(x0, σ)
−1 = AM(x0, σ)
for all σ ∈ I(i) − {r0, s0}. Upon applying Eq. (2C.8h) to the above equation, one gets[
Ω1−κ0v(i)(σ)†Ω1−κ0
] [
PM−(x0, σ)†AM(x0, σ)PM+(x0, σ)
]
v(i)(σ) =
PM−(x0, σ)†AM(x0, σ)PM+(x0, σ);
and, therefore, from Eq. (5A.7b),[
Ω1−κ0v(i)(σ)†Ω1−κ0
]
Ωv(i)(σ) = Ω, (5A.8b)
where κ0 =


1 when s0 < σ,
−1 when σ < r0,
0 when r0 < σ < s0.
However, from conditions (5A.6a) and the definition (5A.8a),
det v(i)(σ) = 1 (5A.8c)
for all σ ∈ I(i) − {r0, s0}; or, equivalently,
v(i)(σ)TΩv(i)(σ) = Ω (5A.8d)
for all σ ∈ I(i) − {r0, s0}. Comparison of the above Eqs. (5A.8c) and (5A.8d) nets
v(i)(σ)∗ = Ω1−κ0v(i)(σ)Ω1−κ0 (5A.8e)
for all σ ∈ I(i) − {r0, s0}.
For each σ ∈ I(i)−{r0, s0}, let α(i)1 (σ), α(i)2 (σ), β(i)1 (σ) and β(i)2 (σ) denote those complex
numbers for which
v(i)(σ) = α
(i)
1 (σ)I + α
(i)
2 (σ)J + σ3
[
β
(i)
1 (σ)I + β
(i)
2 (σ)J
]
. (5A.8f)
It is then clear that the condition (5A.8e) is equivalent to the quadruple of conditions
α1(σ)
∗ = α1(σ), α2(σ)
∗ = α2(σ),
β1(σ)
∗ = (−1)1−κ0β1(σ), β2(σ)∗ = (−1)1−κ0β2(σ),
for all σ ∈ I(i) − {r0, s0}. (5A.8g)
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(3) We next employ Eq. (5A.8f), the definition (5A.8a), and Eqs. (4F.11i) and (4F.11j)
to compute v˜(i)(σ) in terms of α
(i)
1 (σ), α
(i)
2 (σ), β
(i)
1 (σ) and β
(i)
2 (σ). The result of this
straightforward calculation is
v˜(i)(σ) = PM+(x0, σ)v
(i)(σ)PM+(x0, σ)
−1
= α
(i)
1 (σ)I + α
(i)
2 (σ)
( −i 2(σ − z0)
0 i
)
+
β
(i)
1 (σ)
µ+(x0, σ)
σ3
( −(σ − z0) −iρ20
i −(σ − z0)
)
+
β
(i)
2 (σ)
µ+(x0, σ)
σ3
(
i(σ − z0) −2[µ+(x0, σ)]2 − ρ20
1 i(σ − z0)
)
for all σ ∈ I(i) − {r0, s0}. (5A.9a)
Equation (5A.9a) can obviously be expressed in the form
v˜(i)(σ) = A
(i)
1 (σ)I + A
(i)
2 (σ)
( −i 2(σ − z0)
0 i
)
+B
(i)
1 (σ)σ3
( −(σ − z0) −iρ20
i −(σ − z0)
)
+B
(i)
2 (σ)σ3
(
i(σ − z0) −2[µ+(x0, σ)]2 − ρ20
1 i(σ − z0)
)
,
where, for all σ ∈ I(i) − {r0, s0},
α
(i)
1 (σ) = A
(i)
1 (σ),
α
(i)
2 (σ) = A
(i)
2 (σ),
β
(i)
1 (σ) = µ
+(x0, σ)B
(i)
1 (σ),
β
(i)
2 (σ) = µ
+(x0, σ)B
(i)
2 (σ).
(5A.9b)
From the conditions (5A.6a),
dom A
(i)
1 = dom A
(i)
2 = dom B
(i)
1 = dom B
(i)
2 = I(i); (5A.9c)
and
A
(i)
1 , A
(i)
2 , B
(i)
1 and B
(i)
2 are C
✷. (5A.9d)
Noting that
µ+(x0, σ)
∗ = (−1)1−κ0µ+(x0, σ), (5A.9e)
we see that
A
(i)
1 (σ), A
(i)
2 (σ), B
(i)
1 (σ) and B
(i)
2 (σ) are real. (5A.9f)
Now, let
A(i) := A
(i)
1 + A
(i)
2 J,
B(i) := B
(i)
1 +B
(i)
2 J,
(5A.9g)
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whereupon the statements (5A.9c) and (5A.9d) are equivalent to the statements
dom A(i) = dom B(i) = I(i) (5A.9h)
and
A(i) and B(i) are C✷. (5A.9i)
For all σ ∈ I(i) − {r0, s0}, Eqs. (5A.8f) and (5A.9b) give us
v(i)(σ) = A(i)(σ) + σ3µ
+(x0, σ)B
(i)(σ) (5A.9j)
and, from (5A.9f),
A(i)(σ) and B(i)(σ) are real. (5A.9k)
So far we have proved Eqs. (5A.8c) [det v(i)(σ) = 1], (5A.9j) and (5A.9k) only for all
σ ∈ I(i) such that σ /∈ {r0, s0}. The basic reason for the restriction σ /∈ {r0, s0} goes
back to the definition of v(i)(σ) by Eq. (5A.8a). The fact is that the definition (5A.8a)
is good only for all σ ∈ I(i) − {r0, s0}.
However, A(i)(σ) and B(i)(σ) are defined in terms of matrix elements of v˜(i)(σ) for all
σ ∈ I(i). So, we may use the right side of Eq. (5A.9j) to define v(i)(r0) and v(i)(s0) as
v(i)(r0) := A
(i)(r0), v
(i)(s0) := B
(i)(s0). (5A.9l)
Then v(i)(σ) is given by Eq. (5A.9j) for all σ ∈ I(i); and, since A(i) and B(i) are
continuous, the newly extended v(i) is continuous throughout I(i), det v(i)(σ) = 1 for
all σ ∈ I(i), and A(i)(σ) and B(i)(σ) are real for all σ ∈ I(i). Moreover, since A(i) and
B(i) are C✷ and since the function of σ given by µ+(x0, σ) is H(1/2) on each closed
subinterval of I(i), v(i)(σ) is also H(1/2) on each closed subinterval of I(i).
In short, we have proved that v = (v(3), v(4)) ∈ K✷.
End of proof.
COROLLARY 5A.1 (The group K˜)
The group K˜ as defined above is identical to the multiplicative group of all ordered pairs
v˜ = (v˜(3), v˜(4)) of 2× 2 matrix functions such that, for both i = 3 and i = 4,
dom v˜(i) = I(i), det v˜(i) = 1, v˜(i) is H(1/2) on each closed subinterval of I(i) (5A.10)
and the condition (5A.6b) holds.
Proof: The proof is the same as that of the preceding theorem except that the condition of
beingC✷ is replaced by the more general condition of beingH(1/2) on each closed subinterval
of I(i). End of proof.
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B. A theorem that suggested the form of our new HHP
GSSM 7 (Motivation)
For all v ∈ K and for all SF¯ members F¯ and F¯0 whose corresponding SV members are V
and V0, respectively, the following statements (i) and (ii) are equivalent to one another:
(i) There exists w ∈ B(I(3), I(4)) such that
v = VwV−10 . (5B.1a)
(ii) For each x ∈ D, i ∈ {3, 4} and σ ∈ I(i)(x),
F+(x, σ)v˜(i)(σ)[F+0 (x, σ)]−1 = F−(x, σ)v˜(i)(σ)[F−0 (x, σ)]−1. (5B.1b)
Moreover, if E (i) and E (i)0 are Cni (resp. analytic) and w(i) is Cni−1 (resp. analytic),
then the function of σ that equals each side of Eq. (5B.1b) has a Cni−1 (resp. analytic)
extension Y˜ (i)(x) to the interval
dom Y˜ (i)(x) = Iˇ(i)(x7−i) (5B.1c)
and, if v ∈ K✷ and F¯0 ∈ S✷F¯ , then V ∈ S✷V and F¯ ∈ S✷F¯ .
Proof: The proof will be given in three parts:
(1) From Thms. 4F.4(i) and (iv),
Π(i)±(x, σ) := Q±(x, σ)V (i)±(σ)
= C(i)(x, σ) + σ3µ
±(x, σ)D(i)(x, σ)
for all x ∈ D and σ ∈ Iˇ(i)(x7−i), (5B.2a)
where
V (i)+ := V (i), V (i)− := (V (i))∗. (5B.2b)
Therefore, from Eqs. (4F.11i), (4F.11j) and (4F.11l),
Π˜(i)(x, σ) := PM+(x, σ)Π(i)+(x, σ)[PM+(x, σ)]−1
= PM−(x, σ)Π(i)−(x, σ)[PM−(x, σ)]−1
= C˜(i)(x, σ) +
( −(σ − z) −iρ2
−i σ + z
)
D˜(i)(x, σ)
for all x ∈ D and σ ∈ Iˇ(i)(x7−i), (5B.2c)
where C˜(i) and D˜(i) are defined by Eqs. (4F.11l). As regards the above definition
of Π˜(i), it is true that PM±(x, σ) does not exist at σ ∈ {r, s}; but the product
PM±(x, σ)Π(i)±(x, σ)[PM±(x, σ)]−1 clearly has a continuous extension to Iˇ(i)(x7−i).
In fact, from Eq. (5B.2c), Eqs. (4F.11l), (4F.11j) and Thm. 4F.4(ii), one obtains
If E (i) is Cni (ni ≥ 1) (resp. analytic), then for each x ∈ D, the functions
of σ given by Π˜(i)(x, σ) is Cni−1 (resp. analytic) throughout Iˇ(i)(x7−i). (5B.2d)
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(2) We next use Eq. (2E.4b) together with Eq. (5A.3e) to obtain
F±(x, σ)v˜(i)(σ)[F±0 (x, σ)]−1 =
A(x)PM±(x, σ)Q±(x, σ)v(i)±(σ)[Q±0 (x, σ)]−1[PM±(x, σ)]−1A0(x)−1,
whereupon Eqs. (5B.2b) and (5B.2c) give us
F±(x, σ)v˜(i)(σ)[F±0 (x, σ)]−1 =
A(x)Π˜(i)(x, σ)PM±(x, σ)w(i)±(σ)[PM±(x, σ)]−1[Π˜(i)(x, σ)]−1A0(x)
−1
for each x ∈ D, i ∈ {3, 4} and σ ∈ I(i)(x), (5B.3a)
where
w(i)± := [V (i)±]−1v(i)±V (i)±0 . (5B.3b)
Recall that v(i)+ := v(i) and v(i)− := v(i)∗ for each v ∈ K. Let w := (w(3), w(4)) be the
member of K given by
w(i) := [V (i)]−1v(i)V (i)0 . (5B.3c)
Then
w(i)+ = w(i) and w(i)− = w(i)∗. (5B.3d)
With the aid of Eqs. (2C.8h) one now deduces the following statement from Eq. (5B.3a):
Statement (ii) of the theorem is true iff
w(i)∗(σ) = Ω1−κw(i)(σ)Ω1−κ
for all σ ∈ I(i)(x), where κ =


1 if s < σ,
−1 if σ < r,
0 if s < σ < r.
(5B.3e)
However, since w ∈ K, w(i)(σ) has the form (by definition of K)
w(i)(σ) = a(i)(σ) + µ+(x0, σ)σ3b
(i)(σ) for all σ ∈ I(i)
where a(i)(σ) and b(i)(σ) are real linear
combinations of I and J ; (5B.3f)
and, therefore,
w(i)(σ)∗ = a(i)(σ) + (−1)1−κ0µ+(x0, σ)σ3b(i)(σ) for all σ ∈ I(i)
where κ0 =


1 if s0 ≤ σ,
−1 if σ ≤ r0,
0 if s0 ≤ σ ≤ r0.
(5B.3g)
With the aid of the above relations (5B.3f) and (5B.3g), one infers from (5B.3e) that
Statement (ii) of the theorem is true iff
(−1)1−κb(i)(σ) = (−1)1−κ0b(i)(σ)
for each choice of x ∈ D, i ∈ {3, 4} and σ ∈ I(i)(x). (5B.3h)
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However, from the meanings of the indices κ and κ0 in Eq. (5B.3e) and (5B.3g) and
from the fact that |r, r0| < |s, s0|,
κ− κ0 = 1 or − 1 for all σ ∈ I(i)(x) (5B.3i)
(as the reader can quickly verify by considering all possible cases). Therefore, the
proposition (5B.3h) becomes
Statement (ii) of the theorem is true iff b(i)(σ) = 0
for each choice of x ∈ D, i ∈ {3, 4} and σ ∈ I(i)(x).
Since one can choose any x in D, however, the above proposition implies
Statement (ii) of the theorem is true iff b(i)(σ) = 0
for each i ∈ {3, 4} and σ ∈ I(i) − {r0, s0};
and, since b(i) is continuous, we finally obtain
Statement (ii) of the theorem is true iff b(i)(σ) = 0 for all
i ∈ {3, 4} and σ ∈ I(i). Equivalently, statement (ii) of the
theorem is true iff w ∈ B(I(3), I(4)) and w = V−1vV0. (5B.3j)
In other words, we have proved that statement (ii) of the theorem is true iff statement
(i) of the theorem is true.
(3) Granting that statements (i) and (ii) are true, we now return to Eq. (5B.3a), which
becomes
F±(x, σ)v˜(i)(σ)[F±0 (x, σ)]−1 = A(x)Π˜(i)(x, σ)[
I cosφ(i)(σ) +
( −i 2(σ − z)
0 i
)
sinφ(i)(σ)
]
[Π˜(i)(x, σ)]−1A0(x)
−1, (5B.4a)
where w(i) has been expressed in its exponential form
w(i) = exp [Jφ(i)] (5B.4b)
and where we have used Eq. (4F.11i). From the above Eq. (5B.4a) and from the
proposition (5B.2d), one immediately sees that, if E (i) and E (i)0 are Cni (resp. analytic),
and w(i) is Cni−1 (resp. analytic), then the function of σ that equals (for each x ∈ D)
F±(x, σ)v˜(i)(σ)[F±0 (x, σ)]−1
has the Cni−1 (resp. analytic) extension
Y˜ (i)(x) = A(x)Π˜(i)(x)eJφ
(i)
[Π˜
(i)
0 (x)]
−1A0(x)
−1 (5B.4c)
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to the domain Iˇ(i)(x7−i). [It is understood that Π˜(i)(x) is the function with the domain
Iˇ(x7−i) such that Π˜(i)(x)(σ) := Π˜(i)(x, σ).]
Finally, suppose v ∈ K✷ and F¯0 ∈ S✷F¯ . Then, by definition of S✷F¯ , V0 ∈ S✷V, i.e., there
exists w′ ∈ B(I(3), I(4)) such that V0w′ ∈ K✷. Therefore, since
Vww′ = vV0w
′ ∈ K✷,
it follows that V ∈ S✷
V
and (by definition of S✷F¯ ) F¯ ∈ S✷F¯ .
End of proof.
C. The HHP’s corresponding to (v, F¯0,x) and to (v, F¯0)
In the following definitions recall our convention that F¯(x), F±(x), ν¯(x), etc., are names of
functions in which the x plays the role of a parameter that distinguishes one function from
another.
Dfn. of the HHP corresponding to (v, F¯0,x)
For each v ∈ K(x0, I(3), I(4)), F¯0 ∈ SF¯ (x0,x1,x2) and x ∈ D, the HHP corresponding to
(v, F¯0,x) will mean the set of all 2× 2 matrix functions F¯(x) such that
(1) F¯(x) is holomorphic throughout dom F¯(x) := C − I¯(x),
(2) F¯(x,∞) = I,
(3) F±(x) exist, and
Y (i)(x, σ) := F+(x, σ)v˜(i)(σ)[F+0 (x, σ)]−1
= F−(x, σ)v˜(i)(σ)[F−0 (x, σ)]−1 (5C.1)
for each i ∈ {3, 4} and σ ∈ I(i)(x),
(4) F¯(x) is bounded at x0 and ν¯(x)−1F¯(x) is bounded at x, and the function Y (x)
whose domain is I(x) and whose values are given by Y (x, σ) := Y (i)(x, σ) for each
σ ∈ I(i)(x) is bounded at x0 and at x.
The members of the HHP corresponding to (v, F¯0,x) will be called its solutions.
End of Dfn.
Note: G+(x) and G−(x) denote the functions that have the common domain I(x) and
the values (Im ζ > 0)
G±(x, σ) := lim
ζ→0
G¯(x, σ ± ζ). (5C.2)
It is understood that G+(x) and G−(x) exist if and only if the above limits exist for every
σ ∈ I(x).
In item (4), ν¯(x) denotes the function whose domain is C−I¯(x) and whose values ν¯(x, τ)
are defined in GSSM 1.
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In the following definition, it is understood that dom G¯(x) = C − I¯(x) and dom Z(x) =
I(x).
Dfn. of boundedness at x0 and at x
It is to be understood that G¯(x) is bounded at x0 if there exists a neighborhood nbd(x0)
of the set {r0, s0} in the space C such that
{G¯(x, τ) : τ ∈ nbd(x0)} (5C.3a)
is bounded. Likewise, G¯(x) is said to be bounded at x if there exists a neighborhood
nbd(x) of the set {r, s} in the space C such that
{G¯(x, τ) : τ ∈ nbd(x)} (5C.3b)
is bounded.
We say that Z(x) is bounded at x0 if there exists a neighborhood nbd(x0) of the set
{r0, s0} in the space R1 such that
{Z(x, σ) : σ ∈ nbd(x0)} (5C.3c)
is bounded. Likewise, Z(x) is bounded at x if there exists a neighborhood nbd(x) of the
set {r, s} in the space R1 such that
{Z(x, σ) : σ ∈ nbd(x)} (5C.3d)
is bounded.
End of Dfn.
Dfn. of the HHP corresponding to (v, F¯0)
The HHP corresponding to (v, F¯0) will mean the set of all functions F¯ [which are not
presumed to be members of SF¯ (x0,x1,x2)] such that dom F¯ = {(x, τ) : x ∈ D, τ ∈
C−I¯(x)} and such that, for each x ∈ D, the functions F¯(x) whose domains are C−I¯(x)
and whose values are F¯(x, τ) is a solution of the HHP corresponding to (v, F¯0,x). The
members of the HHP corresponding to (v, F¯0) will be called its solutions.
End of Dfn.
PROPOSITION 5C.1 (Relation of F¯0 and V0)
For each F¯0 ∈ SF¯ whose corresponding member of SV is V0, and for each w ∈ B(I(3), I(4)),
F¯0 is a solution of the HHP corresponding to (V0w, F¯M).
Proof: For each x ∈ D and i ∈ {3, 4},
(1) Prop. 3A.1(i) states that F¯0(x) is holomorphic throughout its domain C − I¯(x),
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(2) GSSM 4 states that F±(x) exist and, from Thm. 7 and the fact that VM = (I, I),
Y
(i)
0 (x, σ) := F+0 (x, σ)V˜ (i)0 (σ)w˜(i)(σ)[FM+(x, σ)]−1
= F−0 (x, σ)V˜ (i)0 (σ)w˜(i)(σ)[FM−(x, σ)]−1
for all σ ∈ I(i)(x); (5C.4a)
and GSSM 4 and Prop. 2F.2(ii) imply that F¯0(x) is bounded at x0 and ν¯(x)−1F¯0(x)
is bounded at x, while the function Y0(x) whose domain is I(x) and whose values are
given by Y
(i)
0 (x, σ) at each σ ∈ I(i)(x) satisfies the condition
Y0(x) is bounded at x and at x0. (5C.4b)
Thus, F¯0 is a solution of the HHP corresponding to (Vw, F¯M).
End of proof.
GSSM 8 (Reduction theorem)
For each x ∈ D and 2× 2 matrix function F¯(x) with the domain C − I¯(x), for each v ∈ K
and F¯0 ∈ SF¯ whose corresponding member of SV is V0, and for each w ∈ B(I(3), I(4)), the
following two statements are equivalent to one another:
(1) The function F¯(x) is a solution of the HHP corresponding to (v, F¯0,x).
(2) The function F¯(x) is a solution of the HHP corresponding to (vV0w, F¯M ,x).
Proof: Suppose that statement (i) is true. Then F¯(x) satisfies all four conditions (1) through
(4) in the definition of the HHP corresponding to (v, F¯0,x). In particular, from conditions
(3) and (4),
Y (i)(x, σ) := F+(x, σ)v˜(i)(σ)[F+0 (x, σ)]−1
= F−(x, σ)v˜(i)(σ)[F−0 (x, σ)]−1
for all i ∈ {3, 4} and σ ∈ I(i)(x); (5C.5a)
and
Y (x) is bounded at x and at x0. (5C.5b)
So, from the preceding Prop. 5C.1 and Eqs. (5C.4a) and (5C.5a),
X(i)(x, σ) := F+(x, σ)u˜(i)(σ)[FM+(x, σ)]−1
= F−0 (x, σ)u˜(i)(σ)[FM−(x, σ)]−1
for all i ∈ {3, 4} and σ ∈ I(i)(x), (5C.5c)
where
u := v(V0w) (5C.5d)
(which is a member of K, since SV ⊂ K and B ⊂ K); and, furthermore,
X(x) = Y (x)Y0(x) (5C.5e)
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and, from (5C.4b), (5C.5b) and (5C.5e),
X(x) is bounded at x and x0. (5C.5f)
Therefore, we have proved that statement (ii) is true if statement (i) is true.
Next, suppose statement (ii) is true. Then F¯(x) satisfies all four conditions in the
definition of the HHP corresponding to (u, F¯M ,x), where u is defined by Eq. (5C.5d). In
particular, from conditions (3) and (4), Eq. (5C.5c) and the statement (5C.5f) hold. Since
det V
(i)
0 = detw
(i) = 1 and since det F¯0(x) = det F¯M(x) = ν¯(x) [Prop. 2F.2(ii)], Eq. (5C.4a)
yields det Y (i)(x) = 1. Therefore, both sides of Eq. (5C.4a) are invertible, and
[Y
(i)
0 (x, σ)]
−1 = FM+(x, σ)[V˜ (i)0 (σ)w˜(i)(σ)]−1[F+0 (x, σ)]−1
= FM−(x, σ)[V˜ (i)0 (σ)w˜(i)(σ)]−1[F−0 (x, σ)]−1
for all i ∈ {3, 4} and σ ∈ I(i)(x); (5C.5g)
and, from (5C.4b),
Y0(x)
−1 is bounded at x and at x0. (5C.5h)
So, by multiplying both sides of Eq. (5C.5c) by the corresponding sides of Eq. (5C.5g),
and then using (5C.5d), (5C.5f) and (5C.5h), we establish that F¯ is a solution of the HHP
corresponding to (v, F¯0,x). End of proof.
This tells us that to answer the questions of existence and of membership in SF¯ (x0,x1,x2)
of the solution of the HHP corresponding to (v, F¯0) for arbitrary v ∈ K(x0, I(3), I(4)) and
F¯0 ∈ SF¯(x0,x1,x2), one need only answer the same questions regarding the HHP corre-
sponding to (v, F¯M) for arbitrary v ∈ K(x0, I(3), I(4)).
GSSM 9 (Properties of HHP solution)
Suppose that v ∈ K, F¯0 ∈ SF¯ and x ∈ D exist such that a solution F¯(x) of the HHP
corresponding to (v, F¯0,x) exists. Then
(i) F+(x), F−(x) and Y (x) are continuous throughout I(x),
(ii) F±(x) are bounded at x0, and [ν±(x)]−1F±(x) are bounded at x,
(iii) det F¯(x) = ν¯(x), det Y (x) = 1,
(iv) the solution F¯(x) is unique, and
(v) the solution of the HHP corresponding to (v, F¯0,x0) is given by
F¯(x0, τ) = I :=
(
1 0
0 1
)
(5C.6)
for all τ ∈ C.
Proofs:
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(i) The statement that F+(x) and F−(x) are continuous is a direct consequence of a
theorem by P. Painleve´ which is stated and proved by N. I. Muskhelishvili.38 The
continuity of Y (x) then follows from its definition by Eq. (5C.1), the fact that v˜(i) is
continuous [Eq. (5A.3e)] and the fact that F+0 and F−0 are continuous [Thm. 4E.4].
End of proof.
(ii) From Eq. (5C.1),
F±(x) = Y (i)(x)F±0 (x)[v˜(i)]−1 (5C.7a)
for each i ∈ {3, 4}. The function Y (x) is bounded at x and at x0 according to condition
(4) in the definition of the HHP; and v˜(i) and its inverse are continuous throughout
I(i). As regards F±0 (x), Eqs. (2C.12b) and (2E.5a) yield
detF±0 (x, τ) = ν±(x,x0, τ)
for all τ ∈ C¯± − {r, s, r0, s0}, (5C.7b)
whereupon
F±0 (x, τ)−1 = −[ν±(x,x0, τ)]−1J [F±0 (x, τ)]TJ
for all τ ∈ C¯± − {r, s, r0, s0}. (5C.7c)
Therefore, from Eqs. (4E.11b) and (4E.11c) in GSSM 4, F±0 (x) is bounded at x0, and
[ν±(x)]−1F±0 (x) is bounded at x.
So, from Eq. (5C.7a), F±(x) is bounded at x0, and [ν¯(x)]−1F±(x) is bounded at x.
End of proof.
(iii) Let
Z1(x) := det F¯(x)/ν¯(x), (5C.8a)
whereupon Eq. (5C.7b) and conditions (1), (2), (3) and (4) of the definition of the
HHP imply that
Z1(x) is holomorphic throughout C − I¯(x), (5C.8b)
Z1(x,∞) = 1, (5C.8c)
the limits Z±1 (x) exist and
det Y (x, σ) = Z+1 (x, σ) = Z
−
1 (x, σ) for all σ ∈ I(x), (5C.8d)
ν¯(x)Z1(x) is bounded at x0 and
ν¯(x)−1Z1(x) is bounded at x,
(5C.8e)
and
det Y (x) = Z±1 (x) is bounded at x and at x0. (5C.8f)
At this point and at several other points in this set of notes, we shall employ a trilogy
of elementary theorems; namely, a theorem of Riemann on analytic continuation across
38See Ref. 37, Ch. 2, Sec. 14, pp. 33-34.
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an arc, a theorem of Riemann on isolated singularities of holomorphic functions, and
a (generalized) theorem of Liouville39 on entire functions that do not have an essential
singularity at τ =∞.
From the above statements (5C.8b) and (5C.8d) together with the theorem on analytic
continuation across an arc, Z1(x) has a holomorphic extension to the domain C −
{r, s, r0, s0}; and, from the statements (5C.8e) and (5C.8f), together with the theorem
on isolated singularities of holomorphic functions, Z1(x) has a further holomorphic
extension Zex1 (x) to C. Finally, the theorem of Liouville, together with Eq. (5C.8c),
then yields
Zex1 (x, τ) = 1 for all C. (5C.8g)
Thus, we have shown that det F¯(x) = ν¯(x), whereupon Eq. (5C.8d) yields det Y (x) =
1. End of proof.
(iv) Suppose that F¯ ′(x) is also a solution of the HHP corresponding to (v, F¯0,x). Since
det F¯(x) = ν¯(x), F¯(x) is invertible. Let
Z2(x) := F¯ ′(x)F¯(x)−1, (5C.9a)
whereupon conditions (1), (2), (3) and (4) in the definition of the HHP imply that
Z2(x) is holomorphic throughout C − I¯(x), (5C.9b)
Z2(x,∞) = I, (5C.9c)
the limits Z±2 (x) exist and
Y ′(x)Y (x)−1 = Z+2 (x)
= Z−2 (x) throughout I(x), (5C.9d)
Z2(x) is bounded at x and at x0 (5C.9e)
and
Y ′(x)Y (x)−1 = Z±2 (x) is bounded at x and at x0. (5C.9f)
The same kind of reasoning that was used in the proof of part (iii) of the theorem nets
Z(x) = I. So F¯ ′(x) = F¯(x). End of proof.
(v) When x = x0, I(x) and its closure I¯(x) are empty. So, condition (1) of the HHP
definition implies that F¯(x0) is holomorphic throughout C, whereupon condition (2)
tells us that F¯(x0) has the value I throughout C. [F±(x) are empty sets when x = x0;
and conditions (3) and (4) hold trivially when x = x0.] End of proof.
39 For the theorem of Riemann on analytic continuation across an arc, see Sec. 24, Ch. 1, of A Course of
Higher Mathematics, Vol. III, Part Two, by V. I. Smirnov (Addison-Wesley, 1964). For the theorem of Rie-
mann on isolated singularities and the generalized Liouville theorem, see Secs. 133 and 167-168, respectively,
of Theory of Functions of a Complex Variable, Vol. 1, by C. Caratheodory, 2nd English edition (Chelsea
Publishing Company, 1983).
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D. Our generalized Geroch conjecture
We shall conclude Part II of these notes with a statement of our generalized Geroch con-
jecture. First, we conjecture that the set k3(x0, I(3), I(4)) and the group K3(x0, I(3), I(4))
are, in fact, identical. [See Eqs. (5A.1c) and (5A.2c).] We shall, accordingly, regard the
Kinnersley–Chitre realization of the Geroch group and our generalization of that group to
be groups of permutations of S3F¯ , i.e., one-to-one mappings of that set onto itself.40
Next, we conjecture that there exists, for each v ∈ K3, exactly one solution F¯ of the
HHP corresponding to (v, F¯0). This will allow us to define a mapping
[v] : S3F¯ → S3F¯ (5D.1a)
such that, for each F¯0 ∈ S3F¯ ,
[v](F¯0) = F¯ (5D.1b)
is that unique solution of the HHP corresponding to (v, F¯0). Then we shall be able to define
K3(x0, I(3), I(4)) := {[v] : v ∈ K3(x0, I(3), I(4))}. (5D.1c)
Now, the center of K(x0, I(i)) is, as the reader can verify,
Z(i) := {δ(i),−δ(i)}, (5D.2a)
where
δ(i)(σ) = I for all σ ∈ I(i). (5D.2b)
The center of K(x0, I(3), I(4)) is thus Z(3) × Z(4).
Finally, our principal goal in Part III of these notes will be to prove the following con-
jecture.41
GENERALIZED GEROCH CONJECTURE
(i) The mapping [v] is the identity map on S3F¯ iff v ∈ Z(3) × Z(4).
(ii) The set K3 is a group of permutations of S3F¯ such that the mapping v → [v] is a
homomorphism of K3 onto K3; and the mapping {vw : w ∈ Z(3) × Z(4)} → [v] is an
isomorphism [viz, the isomorphism of K3/(Z(3) × Z(4)) onto K3].
(iii) The group K3 is transitive [i.e., for each F¯0, F¯ ∈ S3F¯ there exists at least one element
of K3 that transforms F¯0 into F¯ ].
40Precisely how the K–C realization of the Geroch group fits within our larger group is described in
Appendix C.
41A remarkable feature of our generalized Geroch group is described in Appendix E.
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Part III
Proof of our generalized Geroch
conjecture
6 An Alekseev-type singular integral equation that is
equivalent to the HHP when v ∈ K1+
Using an ingenious argument G. A. Alekseev42 derived a singular integral equation, supposing
that F¯(τ) was analytic in a neighborhood of {r, s} except for branch points of index 1/2
at τ = r and τ = s. We shall now show that the same type integral equation arises in
connection with solutions of our new HHP that need not be analytic.
A. Preliminary propositions
In the following proposition and in later propositions and theorems, it will be understood
that for each (x,x′) ∈ D2 such that I (3)(x,x′) < I(4)(x,x′) and for each complex-valued
function F whose domain contains I(x,x′) and which is summable on the intervals I (3)(x,x′)
and I(4)(x,x′), ∫
I¯(x,x′)
dσF (σ) :=
∫ b3
a3
dσF (σ) +
∫ b4
a4
dσF (σ), (6A.1a)
where
a3 := inf {r, r′}, a4 := inf {s, s′}, b3 := sup {r, r′}, b4 := sup {s, s′}. (6A.1b)
In other words, I¯
(i)
(x,x′) = I¯
(i)
(x′,x) will henceforth be regarded as an arc whose orienta-
tion is in the direction of increasing σ ∈ I¯(i)(x,x′).
Dfn. of an extension of F±(x) for each solution F¯(x) of the HHP corresponding
to (v, F¯0,x)
For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D and solution F¯(x) of the HHP corresponding to
(v, F¯0,x), we shall henceforth let F±(x) denote the function whose domain is
dom F±(x) := C¯± − {r, s, r0, s0} (6A.2a)
and whose values are given by
F±(x, τ) := F±(x)(τ) := F¯(x, τ) when τ ∈ C¯± − I`(x) (6A.2b)
and by
F±(x, σ) := F±(x)(σ) := lim
ζ→0
F¯(x, σ ± ζ) (where Im ζ > 0) when σ ∈ I(x). (6A.2c)
42See Ref. 7.
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This newly defined F±(x) is thus an extension of the function F±(x) that was defined by
Eq. (5C.2). Likewise, ν±(x) will denote the function whose domain is C¯± − {r, s, r0, s0}
and whose values are given by
ν±(x)(τ) := ν±(x,x0, τ) for all τ ∈ C¯± − {r, s, r0, s0}, (6A.2d)
where ν± is defined by Eqs. (2B.4a) to (2B.7b).
End of Dfn.
PROPOSITION 6A.1 (Properties of F±(x))
For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D and solution F¯(x) of the HHP corresponding to (v, F¯0,x),
the following statements hold:
(i)
F+(x, σ) = F−(x, σ) = F¯(x, σ) for all σ ∈ R1 − I`(x). (6A.3)
(ii) F±(x) is continuous, and the restriction of F±(x) to C± is holomorphic.
(iii) F±(x) is bounded at x0 and [ν±(x)]−1F±(x) is bounded at x, which means that
there exist neighborhoods nbd(x0) and nbd(x) of the sets {r0, s0} and {r, s}, respec-
tively, in the space C¯± such that
{F±(x, τ) : τ ∈ nbd(x0)− {r, s, r0, s0}}
and
{ν±(x,x0, τ)−1F±(x, τ) : τ ∈ nbd(x)− {r, s, r0, s0}}
are bounded.
(iv) The functions of σ whose domains are R1−{r, s, r0, s0} and whose values are given
by F±(x, σ) and by ν±(x,x0, σ)−1F±(x, σ) are summable on each closed subinterval of
R1.
Proofs:
(i) This follows directly from Eq. (6A.2b) in the definition of F±. End of proof.
(ii) This follows from GSSM 9(i) and the fact that, by definition, F¯(x, τ) is a holomorphic
(and, therefore, also continuous) function of τ throughout C − I¯(x). End of proof.
(iii) This follows from GSSM 9(ii) and the fact that, by definition of the HHP, F¯(x) is
bounded at x0, and ν¯(x)
−1F¯(x) is bounded at x. End of proof.
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(iv) With x′ = x0, let ai and bi(i = 3, 4) be defined by Eqs. (6A.1b); and let
ǫ3 := inf
{
1
2
|r − r0|, 1
2
|a4 − b3|
}
,
ǫ4 := inf
{
1
2
|s− s0|, 1
2
|a4 − b3|
}
.
Since F±(x, σ) and ν±(x,x0, σ)−1F±(x, σ) are defined and are continuous functions
of σ throughout R1 − {r, s, r0, s0}, it is sufficient to prove that these functions are
summable on the closed intervals
[r0 − ǫ3, r0 + ǫ3], [r − ǫ3, r + ǫ3], [s0 − ǫ4, s0 + ǫ4], [s− ǫ4, s+ ǫ4] (6A.4a)
in order to establish part (iv) of this theorem.
From parts (ii) and (iii) of this theorem,
F±(x, σ) is a bounded and continuous function of σ on
[r0 − ǫ3, r0 + ǫ3]− {r0} and on [s0 − ǫ4, s0 + ǫ4]− {s0}; (6A.4b)
and
ν±(x,x0, σ)−1F±(x, σ) is a bounded and continuous function
of σ on [r − ǫ3, r + ǫ3]− {r} and on [s− ǫ4, s+ ǫ4]− {s}. (6A.4c)
However, a well known theorem43 asserts that the product of any complex-valued func-
tion which is summable on [a, b] ⊂ R1 by a function which is bounded and continuous
on [a, b]− (any given finite set) is also summable on [a, b]; and recall that ν±(x,x0, σ)
and ν±(x,x0, σ)−1 are summable on any closed subinterval of R1. Therefore, one
infers from (6A.4b) and (6A.4c) that F±(x, σ) and ν±(x,x0, σ)−1F±(x, σ) are both
summable functions of σ on all of the intervals (6A.4a). End of proof.
Note: We claim no originality for the next theorem or for the two lemmas associated
with that theorem. We include proofs, however, since we know of no references which are
easily accessible and which provide proofs with exactly the premises that we employ. For
example, unlike some current references on singular integral equations, we are not presently
assuming that F±(x, σ) (for fixed x) obeys a Ho¨lder condition on each closed subinterval of
I(x).
Dfns. of R(x, τ, σ) and C±(σ, α)
For each x ∈ D, τ ∈ C − {r0, s0, r, s} and σ ∈ I`(x), let
R(x, τ, σ) := inf
{
1
2
|b− σ| : b ∈ {r0, s0, r, s, τ} and b 6= σ
}
; (6A.5a)
and, for each real number α such that
0 < α ≤ R(x, τ, σ), (6A.5b)
43This is a special case of Corollary 22.4s in Ref. 31. Also, see Thm. 21.4s in Ref. 31.
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let
C±(σ, α) := {τ ′ ∈ C¯± : |τ ′ − σ| = α} (6A.5c)
with an assigned counterclockwise orientation.
End of Dfn.
We shall now present two lemmas, the first of which concerns the end points {r0, s0, r, s}
of the closed interval I¯(x), and the second of which concerns the interior points, i.e., I(x).
LEMMA 6A.2 (End point theorem)
For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D, solution F¯(x) of the HHP corresponding to (v, F¯0,x) and
τ ∈ C − {r0, s0, r, s}, (6A.6a)
the ratios
F±(x, τ ′)
τ ′ − τ and
ν±(x0,x, τ ′)F±(x, τ ′)
τ ′ − τ
are both continuous functions of τ ′
throughout their common domain
C¯± − {r0, s0, r, s}. (6A.6b)
Furthermore, for each
c ∈ {r0, s0, r, s}, (6A.6c)
the punctured closed semi-disk
{τ ′ ∈ C¯± : 0 < |τ ′ − c| ≤ R(x, τ, c)} is a subset
of the domain C¯± − {r0, s0, r, s}; (6A.6d)
and
1
2πi
∫
C±(c,α)
dτ ′
F±(x, τ ′)
τ ′ − τ → 0 as α→ 0, (6A.6e)
1
2πi
∫
C±(c,α)
dτ ′
ν±(x0,x, τ ′)F±(x, τ ′)
τ ′ − τ → 0 as α→ 0. (6A.6f)
As regards the above relations involving ν±, recall that
ν±(x0,x, τ
′) = ν±(x,x0, τ
′)−1. (6A.6g)
Proof: The proof will be given in four parts.
(1) Statement (6A.6b) follows from Prop. 6A.1(ii) and the fact that ν±(x0,x, τ ′) and
(τ ′ − τ)−1 are both continuous functions of τ ′ throughout C¯± − {r0, s0, r, s}.
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(2) From Eq. (6A.5a), if τ ′ ∈ C¯± such that
0 < α := |τ ′ − c| ≤ R(x, τ, c), (6A.7a)
we infer that, for each b ∈ {r0, s0, r, s, τ} such that b 6= c,
|τ ′ − b| ≥ |b− c| − |τ ′ − c| ≥ 2R(x, τ, c)− α ≥ R(x, τ, c) > 0. (6A.7b)
Therefore, if 0 < |τ ′ − c| ≤ R(x, τ, c), then |τ ′ − b| > 0 for all b ∈ {r0, s0, r, s, τ},
whereupon statement (6A.6d) follows.
(3) From statement (6A.6d) and from Props. 6A.1(ii) and (iii), we obtain the following
two statements:
If c ∈ {r0, s0}, there exists a positive real number
M(x, τ, c) such that ||F±(x, τ ′)|| ≤M(x, τ, c) for
all τ ′ ∈ C¯± for which 0 < |τ ′ − c| ≤ R(x, τ, c);
(6A.7c)
If c ∈ {r, s}, there exists a positive real number M(x, τ, c)
such that ||ν±(x0,x, τ)F±(x, τ)|| ≤M(x, τ, c) for
all τ ′ ∈ C¯± for which 0 < |τ ′ − c| ≤ R(x, τ, c).
(6A.7d)
Now, if (6A.7a) holds and b ∈ {r0, s0, r, s}, then
|τ ′ − b| ≤ |b− c|+ |τ ′ − c| = |b− c|+ α. (6A.7e)
Therefore, upon applying the above inequality (6A.7e) to the numerators and the
inequality (6A.7b) to the denominators of the following ratios, and upon using the
relations s− r = 2ρ and s0 − r0 = 2ρ0, one obtains the relations∣∣∣∣ν±(x,x0, τ ′)τ ′ − τ
∣∣∣∣ ≤ 2ρ0 + α√αR(x, τ, c)3/2 when c ∈ {r, s}
and 0 < |τ ′ − c| ≤ R(x, τ, c) (6A.7f)
and ∣∣∣∣ν±(x0,x, τ ′)τ ′ − τ
∣∣∣∣ ≤ 2ρ+ α√αR(x, τ, c)3/2 when c ∈ {r0, s0}
and 0 < |τ ′ − c| ≤ R(x, τ, c). (6A.7g)
It is now a simple matter of using (6A.7c), (6A.7d), (6A.7f) and the identity (6A.6g)
to prove that ∣∣∣∣
∣∣∣∣F±(x, τ ′)τ ′ − τ
∣∣∣∣
∣∣∣∣ ≤
{
M(x,τ,c)
R(x,τ,c)
if c ∈ {r0, s0},
(2ρ0+α)M(x,τ,c)√
αR(x,τ,c)3/2
if c ∈ {r, s} (6A.7h)
and ∣∣∣∣
∣∣∣∣ν±(x0,x, τ ′)F±(x, τ ′)τ ′ − τ
∣∣∣∣
∣∣∣∣ ≤
{
M(x,τ,c)
R(x,τ,c)
if c ∈ {r, s},
(2ρ+α)M(x,τ,c)√
αR(x,τ,c)3/2
if c ∈ {r0, s0} (6A.7i)
for all 0 < |τ ′ − c| ≤ R(x, τ, c).
138
(4) The conclusion (6A.6e) now follows from (6A.7h) and the familiar inequality∣∣∣∣
∣∣∣∣ 12πi
∫
C±(c,α)
dτ ′
F±(x, τ ′)
τ ′ − τ
∣∣∣∣
∣∣∣∣ ≤ 12α sup
{∣∣∣∣
∣∣∣∣F±(x, τ ′)τ ′ − τ
∣∣∣∣
∣∣∣∣ : τ ′ ∈ C±(c, α)
}
.
The conclusion (6A.6f) similarly follows from (6A.7i).
End of proof.
LEMMA 6A.3 (Interior point theorem) For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D, solution
F¯(x) of the HHP corresponding to (v, F¯0,x) and
σ ∈ I(x), (6A.8a)
let
R(x, σ) := inf
{
1
2
|b− σ| : b ∈ {r0, s0, r, s}
}
(6A.8b)
[which is identical to R(x, σ, σ) as defined by Eq. (6A.5a)]. Then the closed semi-disk
{τ ′ ∈ C¯± : |τ ′ − σ| ≤ R(x, σ)} is a subset of
the domain C¯± − {r0, s0, r, s} of F±(x); (6A.8c)
and, for 0 < α ≤ R(x, σ),
1
2πi
∫
C±(σ,α)
dτ ′
F±(x, τ ′)
τ ′ − σ →
1
2
F±(x, σ) as α→ 0, (6A.8d)
1
2πi
∫
C±(σ,α)
dτ ′
ν±(x0,x, τ ′)F±(x, τ ′)
τ ′ − σ →
1
2
ν±(x0,x, σ)F±(x, σ) as α→ 0. (6A.8e)
Note: The above integrals exist by virtue of statement (6A.6b) in the preceding lemma.
Proof: Statement (6A.8c) is an obvious consequence of the definition (6A.8b).
We introduce a new integration variable ϕ such that
0 ≤ ϕ ≤ π and τ ′ = σ ± αeiϕ when τ ′ ∈ C±(σ, α), (6A.9a)
whereupon
1
2πi
∫
C±(σ,α)
dτ ′
F±(x, τ ′)
τ ′ − σ =
1
2π
∫ π
0
dϕF±(x, σ ± αeiϕ). (6A.9b)
From Prop. 6A.1(ii) and (6A.8c), F±(x, τ ′) is a uniformly continuous function of τ ′ through-
out the closed semi-disk {τ ′ ∈ C¯± : |τ ′ − σ| ≤ R(x, σ)}. Therefore, the limit of the integral
(6A.9b) as α → 0 exists and is given by (6A.8d). The statement (6A.8e) is proved in the
same way. End of proof.
Henceforth, whenever there is no danger of ambiguity, the arguments ‘x’ and ‘x0’ will
be suppressed. For example, ‘F¯(τ)’ and ‘F±(σ)’ will generally be used as abbreviations for
‘F(x, τ)’ and ‘F±(x, σ)’, respectively; and ‘ν¯(τ)’, ‘ν±(σ)’ and ‘I¯’ will generally stand for
‘ν¯(x,x0, τ)’, ‘ν
±(x,x0, σ)’ and ‘I¯(x)’, respectively.
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GSSM 10 (Alekseev preliminaries)
(i) Suppose that the solution F¯(x) of the HHP corresponding to (v, F¯0,x) exists. Then,
for each τ ∈ C − I¯(x),
F+(σ′)− F−(σ′)
σ′ − τ and [ν
+(σ′)]−1
F+(σ′) + F−(σ′)
σ′ − τ
are summable over σ′ ∈ I¯(x), with assigned
orientation in the direction of increasing σ′, (6A.10a)
and
F¯(τ) = I + 1
2πi
∫
I¯
dσ′
F+(σ′)− F−(σ′)
σ′ − τ , (6A.10b)
while
[ν¯(τ)]−1 F¯(τ) = I + 1
2πi
∫
I¯
dσ′[ν+(σ′)]−1
F+(σ′) + F−(σ′)
σ′ − τ . (6A.10c)
(ii) Moreover, for each σ ∈ I(x),
F+(σ′)− F−(σ′)
σ′ − σ and [ν
+(σ′)]−1
F+(σ′) + F−(σ′)
σ′ − σ
are summable over σ′ ∈ I¯(x) in the
principal value (PV) sense, (6A.10d)
and
1
2
{F+(σ) + F−(σ)} = I + 1
2πi
∫
I¯
dσ′
F+(σ′)−F−(σ′)
σ′ − σ , (6A.10e)
while
1
2
[ν+(σ)]−1
{F+(σ)− F−(σ)} = I + 1
2πi
∫
I¯
dσ′[ν+(σ′)]−1
F+(σ′) + F−(σ′)
σ′ − σ . (6A.10f)
Proofs:
(i) Statement (6A.10a) follows from Prop. 6A.1(iv) and the fact that (σ′ − τ)−1 is a
continuous function of σ′ throughout I¯(x).
Next, select any piecewise smooth, simple positively oriented contours Λ(3) and Λ(4)
such that (using the plus sign to designate a union of arcs)
Λ := Λ(3) + Λ(4) ⊂ C − {∞}, (6A.11a)
I¯(i)(x) ⊂ Λ(i)int := that bounded open subset
of C whose boundary is Λ(i), (6A.11b)
Λ(3) ∩ Λ(4) = ∅, and (6A.11c)
τ ∈ Λext := that open subset of C whose
boundary is Λ and which has ∞ as a member. (6A.11d)
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From Cauchy’s integral formula and the HHP condition F¯(∞) = I,
F¯(τ) = I − 1
2πi
∫
Λ
dτ ′
F¯(τ ′)
τ ′ − τ . (6A.11e)
For the purpose of this proof, it is convenient to let Λ(i) be any member of a specific
family of rectangular contours. Recall the definitions of ai and bi by Eqs. (6A.1b) (with
x′ set equal to x0). Since I¯(x) is a bounded closed subset of C and since τ /∈ I¯(x),
l(x, τ) := inf
[{
1
4
|τ − σ| : σ ∈ I¯(x)
}
∪
{
1
4
|b− c| : (b, c) ∈ {r0, s0, r, s}2 and b 6= c
}]
(6A.11f)
is finite and positive. In the rest of the proof, we let Λ(3) and Λ(4) be positively oriented
contours which are rectangular and have the following vertices for each i ∈ {3, 4}:
ai − α± i
√
2α, bi + α± i
√
2α, (6A.11g)
where α is any real number in the range
0 < α ≤ l(x, σ). (6A.11h)
It is easy to show that this choice of Λ(3) and Λ(4) satisfies the requisite conditions
(6A.11a) to (6A.11d). Consider the subarcs
Λ(i)± := {τ ′ ∈ Λ(i) : τ ′ ∈ C¯±} (6A.11i)
of Λ(i), and let
Λ± := Λ(3)± + Λ(4)±. (6A.11j)
Then Eq. (6A.11e) is expressible in the alternative form
F¯(τ) = I − 1
2πi
∫
Λ+
dτ ′
F+(τ ′)
τ ′ − τ −
1
2πi
∫
Λ−
dτ ′
F−(τ ′)
τ ′ − τ . (6A.11k)
We now recall that well known generalization44 of Cauchy’s integral theorem which
asserts that the integral of a function about a simple piecewise smooth contour K is
zero if the given function is holomorphic throughout Kint and is continuous throughout
K ∪ Kint. Upon applying this generalization of Cauchy’s integral theorem to each of
the simple positively oriented contours
Λ(i)+ − C+(ai, α) + [ai + α, bi − α]− C+(bi, α)
and
Λ(i)− − C−(ai, α) + [ai + α, bi − α]− C−(ai, α),
44See Remark 2 in Sec. 2, Ch. II, of Analytic Functions by M. A. Evgrafov (Dover Publications, 1978).
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where C±(σ, α) is defined by Eq. (6A.5c), and, upon using Prop. 6A.1(ii) and the
statement (6A.6b) in Lem. 6A.2, one obtains∫
Λ(i)±
dτ ′
F±(τ ′)
τ ′ − τ −
∫
C±(ai,α)
dτ ′
F±(τ ′)
τ ′ − τ
±
∫ bi−α
ai+α
dσ′
F±(σ′)
σ′ − τ −
∫
C±(bi,α)
dτ ′
F±(τ ′)
τ ′ − τ = 0. (6A.11l)
Substitution from the above Eq. (6A.11l) into Eq. (6A.11k) then yields, after commut-
ing and collecting terms,
F¯(τ) = I + 1
2πi
∫ b3−α
a3+α
dσ′
F+(σ′)− F−(σ′)
σ′ − τ
+
1
2πi
∫ b4−α
a4+α
dσ′
F+(σ′)−F−(σ′)
σ′ − τ
− 1
2πi
∫
C+(a,b,α)
F+(τ ′)
τ ′ − τ −
1
2πi
∫
C−(a,b,α)
F−(τ ′)
τ ′ − τ , (6A.11m)
where
C±(a,b, α) := C±(a3, α) + C±(b3, α) + C±(a4, α) + C±(b4, α). (6A.11n)
The above Eqs. (6A.11m) and (6A.11n) hold for all real α in the interval (6A.11h).
From a well known theorem45 on Lebesgue integrals,
∫ bi−α
ai+α
dσ′
F±(σ′)
σ′ − τ →
∫ bi
ai
dσ′
F±(σ′)
σ′ − τ → as α→ 0. (6A.11o)
Upon applying statement (6A.6e) in Lem. 6A.2 and the above statement (6A.11o) to
Eq. (6A.11m), one obtains the conclusion (6A.10b).
The conclusion (6A.10c) is proved in the same way with the aid of statement (6A.6f).
All that one has to do is to replace ‘F¯(τ)’, ‘F±(τ ′)’ and ‘F±(σ′)’ in the above proof of
Eq. (6A.10b) by ‘ν¯(τ)−1F¯(τ)’, ‘[ν±(τ ′)]−1F±(τ ′)’ and ‘[ν±(σ′)]−1F±(σ′)’, respectively,
and then use the fact that ν−(σ′) = −ν+(σ′) for all σ′ ∈ I(x). End of proof.
(ii) We select Λ(3) and Λ(4) as before so that they satisfy the conditions (6A.11a) to
(6A.11c); but, this time, in place of the condition (6A.11d),
σ ∈ Λint := Λ(3)int + Λ(4)int. (6A.12a)
So, in place of Eq. (6A.11e), we have
0 = I − 1
2πi
∫
Λ
dτ ′
F¯(τ ′)
τ ′ − σ . (6A.12b)
45See Cor. 27.7 in Ref. 31.
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In the rest of this proof, we let Λ(3) and Λ(4) be positively oriented contours which are
rectangular and which have the following vertices for each i ∈ {3, 4}:
ai − α± i
√
2β, bi + α± i
√
2β, (6A.12c)
where α and β are any real numbers such that
0 < α < β ≤ m(x, σ) (6A.12d)
and
m(x, σ) := inf
{
1
4
|b− c| : (b, c) ∈ {r0, s0, r, s, σ}2 and b 6= c
}
. (6A.12e)
The subarcs Λ(i)± and Λ± are defined as before by Eqs. (6A.11i) and (6A.11j), where-
upon Eq. (6A.12b) is expressible in the form
0 = I − 1
2πi
∫
Λ+
dτ ′
F+(τ ′)
τ ′ − σ −
1
2πi
∫
Λ−
dτ ′
F−(τ ′)
τ ′ − σ . (6A.12f)
In the remainder of this proof, we shall assume that σ ∈ I(3)(x). Upon applying
the generalized Cauchy integral theorem to each of the four simple positively oriented
contours
Λ(3)± − C±(a3, α)± [a3 + α, σ − β]− C±(σ, β)± [σ + β, b3 − α]− C±(b3, α) (6A.12g)
and
Λ(4)± − C±(a4, α)± [a4 + α, b4 − α]− C±(b4, α), (6A.12h)
one obtains, with the aid of Prop. 6A.1(ii) and statement (6A.6b),∫
Λ(3)±
dτ ′
F±(τ ′)
τ ′ − σ −
∫
C±(a3,α)
dτ ′
F±(τ ′)
τ ′ − σ
±
∫ σ−β
a3+α
dσ′
F±(σ′)
σ′ − σ −
∫
C±(σ,β)
dτ ′
F±(τ ′)
τ ′ − σ
±
∫ b3−α
σ+β
dσ′
F±(σ′)
σ′ − σ −
∫
C±(b3,α)
dτ ′
F±(τ ′)
τ ′ − σ = 0 (6A.12i)
and ∫
Λ(4)±
dτ ′
F±(τ ′)
τ ′ − σ −
∫
C±(a4,α)
dτ ′
F±(τ ′)
τ ′ − σ
±
∫ b4−α
a4+α
dσ′
F±(σ′)
σ′ − σ −
∫
C±(b4,α)
dτ ′
F±(τ ′)
τ ′ − σ = 0. (6A.12j)
143
Substitution from the above Eqs. (6A.12i) and (6A.12j) into Eq. (6A.12f) yields, after
collecting terms and after transforming the integrals over C±(σ, β) to the left side of
the equation,
1
2πi
∫
C+(σ,β)
dτ ′
F+(τ ′)
τ ′ − σ +
1
2πi
∫
C−(σ,β)
dτ ′
F−(τ ′)
τ ′ − σ
= I +
1
2πi
∫ σ−β
a3+α
dσ′
F+(σ′)−F−(σ′)
σ′ − σ
+
1
2πi
∫ b3−α
σ+β
dσ′
F+(σ′)−F−(σ′)
σ′ − σ
+
1
2πi
∫ b4−α
a4+α
dσ′
F+(σ′)−F−(σ′)
σ′ − σ
− 1
2πi
∫
C+(a,b,α)
dτ ′
F+(τ ′)
τ ′ − σ −
1
2πi
∫
C−(a,b,α)
dτ ′
F−(τ ′)
τ ′ − σ , (6A.12k)
where C±(a,b, α) is defined by Eq. (6A.11n). The above Eq. (6A.12k) holds for all α
and β such that 0 < α < β ≤ m(x, σ) [Eq. (6A.12d)]. Keeping β fixed, we let α → 0
in the above Eq. (6A.12k), whereupon statement (6A.6e) in Lem. 6A.2 yields
1
2πi
∫
C+(σ,β)
dτ ′
F+(τ ′)
τ ′ − σ +
1
2πi
∫
C−(σ,β)
dτ ′
F−(τ ′)
τ ′ − σ
= I +
1
2πi
∫ σ−β
a3
dσ′
F+(σ′)− F−(σ′)
σ′ − σ
+
1
2πi
∫ b3
σ+β
dσ′
F+(σ′)−F−(σ′)
σ′ − σ
+
1
2πi
∫ b4
a4
dσ′
F+(σ′)− F−(σ′)
σ′ − σ . (6A.12l)
[To obtain the above result, one uses the same theorem on Lebesgue integrals that
provided us with Eq. (6A.11o).]
The next step in the proof is to employ statement (6A.8d) of Lem. 6A.3. This statement
tells us that the left side of Eq. (6A.12l) converges as β → 0, whereupon Eq. (6A.12l)
tells us that
1
2πi
∫ b3
a3
dσ′
F+(σ′)−F−(σ′)
σ′ − σ (6A.12m)
:= lim
β→0
[
1
2πi
∫ σ−β
a3
dσ′
F+(σ′)− F−(σ′)
σ′ − σ +
1
2πi
∫ b3
σ+β
dσ′
F+(σ′)− F−(σ′)
σ′ − σ
]
exists; and statement (6A.8d) and Eq. (6A.12l) then yield the final conclusion that,
when σ ∈ I(3)(x), [F+(σ′) − F−(σ)]/(σ′ − σ) is summable over σ′ ∈ I¯(x) in the PV
sense; and Eq. (6A.10e) holds. The proof for the case σ ∈ I(4)(x) is similar; and we
have already provided the substitutions that are to be made in the wording of the
above proof in order to obtain the proof of Eq. (6A.10f). End of proof.
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B. Derivation of two Alekseev-type singular integral equations
Proceeding from either equations (6A.10b) and (6A.10e) or from equations (6A.10c) and
(6A.10f), one can construct a singular integral equation of the Alekseev type and, if v ∈ K1+,
a Fredholm equation of the second kind.
We begin by observing that Eq. (3E.1) implies that, for each σ ∈ I(x) ∪ {r0, s0},
1
2
{FM+(σ) + FM−(σ)} = ( 1 −i(σ − z)
0 1
)(
1 0
0 0
)(
1 i(σ − z0)
0 1
)
,(6B.1a)
and
1
2
[ν+(σ)]−1
{FM+(σ)− FM−(σ)} =(
1 −i(σ − z)
0 1
)(
0 0
0 1
)(
1 i(σ − z0)
0 1
)
. (6B.1b)
If F¯ is a solution of the HHP corresponding to (v, F¯M), Eq. (5C.1) tells us that, for any
σ ∈ I(x),
F±(σ)v˜(i)(σ) = Y (i)(σ)FM±(σ), (6B.2)
and, therefore,
1
2
{F+(σ) + F−(σ)} v˜(i)(σ) =
Y (i)(σ)
(
1 −i(σ − z)
0 1
)(
1 0
0 0
)(
1 i(σ − z0)
0 1
)
, (6B.3a)
and
1
2
[ν+(σ)]−1
{F+(σ)− F−(σ)} v˜(i)(σ) =
Y (i)(σ)
(
1 −i(σ − z)
0 1
)(
0 0
0 1
)(
1 i(σ − z0)
0 1
)
. (6B.3b)
This motivates the introduction two new 2× 2 matrices.
Dfn. of functions W (i)(x) and Y (i)(x)
For each v ∈ K, we letW (i)(x) denote the function whose domain is I(i) and whose value
for each σ ∈ I(i) is
W (i)(x, σ) := W (i)(x)(σ) := v˜(i)(σ)
(
1 −i(σ − z0)
0 1
)
, (6B.4a)
and, for each solution F¯(x) of the HHP corresponding to (v, F¯M ,x), we let Y (i)(x) denote
the function whose domain is I(i)(x) and whose value for each σ ∈ I(i)(x) is
Y (i)(x, σ) := Y (i)(x)(σ) := Y (i)(x, σ)
(
1 −i(σ − z)
0 1
)
. (6B.4b)
145
End of Dfn.
In terms of these matrices we may write [suppressing ‘x’]
F±(σ)W (i)(σ) = Y (i)(σ)
(
1 0
0 ν±(σ)
)
(6B.5)
as well as
1
2
{F+(σ) + F−(σ)}W (i)(σ) = Y (i)(σ)( 1 0
0 0
)
, (6B.6a)
and
1
2
[ν+(σ)]−1
{F+(σ)−F−(σ)}W (i)(σ) = Y (i)(σ)( 0 0
0 1
)
. (6B.6b)
We shall here consider the HHP corresponding to (v, F¯M ,x), where v ∈ K and x ∈ D.
Let us recall Eq. (5C.1), which is the third condition in the definition of the HHP. This
equation is as follows when F¯0 = F¯M :
Y (i)(x, σ) := F+(x, σ)v˜(i)(σ)[FM+(x, σ)]−1
= F−(x, σ)v˜(i)(σ)[FM−(x, σ)]−1
for each i ∈ {3, 4} and σ ∈ I(i)(x). (6B.7a)
Condition (4) in the definition of the HHP stipulated that the function Y (x) whose domain
is I(x) and whose values are given by
Y (x, σ) := Y (x)(σ) := Y (i)(x, σ) (6B.7b)
satisfies
Y (x) is bounded at x0 and at x. (6B.7c)
Moreover, from GSSM 9(i) and (iii),
Y (x) is continuous throughout I(x) (6B.7d)
and
det Y (x) = 1. (6B.7e)
Dfns. of W (x), Y(x), Wa(x) and Ya(x)
Let W (x) and Y(x) denote the functions46 with domain I(x) and values
W (x, σ) := W (x)(σ) := W (i)(x, σ) and
Y(x, σ) := Y(x)(σ) := Y (i)(x, σ)
for each i ∈ {3, 4} and σ ∈ I(i)(x).
(6B.8a)
Moreover, let
Wa(x, σ) := a
th column of W (x, σ) and
Ya(x, σ) := ath column of Y(x, σ), where a ∈ {1, 2}. (6B.8b)
46We shall frequently suppress x.
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End of Dfn.
THEOREM 6B.1 (Alekseev-type equation)
For each v ∈ K, x ∈ D, solution F¯(x) of the HHP corresponding to (v, F¯M ,x), τ ∈ C−I¯(x)
and σ ∈ I(x), both the following statements (i) and (ii) hold:
(i)
ν+(σ′)Y2(σ′)W T1 (σ′)(σ′ − τ)−1 is summable over σ′ ∈ I¯(x), (6B.9a)
F¯(τ) = I + 1
πi
∫
I¯
dσ′ν+(σ′)Y2(σ′)W
T
1 (σ
′)J
σ′ − τ , (6B.9b)
ν+(σ′)Y2(σ′)W T1 (σ′)(σ′ − σ)−1 is summable over σ′ ∈ I¯(x)
in the PV sense,
(6B.9c)
Y1(σ) = W1(σ) + 1
πi
∫
I¯
dσ′ν+(σ′)Y2(σ
′)
W T1 (σ
′)JW1(σ)
σ′ − σ , (6B.9d)
and
0 = W2(σ) +
1
πi
∫
I¯
dσ′ν+(σ′)Y2(σ′)W
T
1 (σ
′)JW2(σ)
σ′ − σ . (6B.9e)
(ii)
[ν+(σ′)]−1Y1(σ′)W T2 (σ′)(σ′ − τ)−1 is summable over σ′ ∈ I¯(x), (6B.10a)
ν¯(τ)−1F¯(τ) = I + 1
πi
∫
I¯
dσ′[ν+(σ′)]−1Y1(σ′)W
T
2 (σ
′)J
σ′ − τ , (6B.10b)
[ν+(σ′)]−1Y1(σ′)W T2 (σ′)(σ′ − σ)−1 is summable over σ′ ∈ I¯(x)
in the PV sense,
(6B.10c)
Y2(σ) = W2(σ)− 1
πi
∫
I¯
dσ′[ν+(σ′)]−1Y1(σ
′)
W T2 (σ
′)JW2(σ)
σ′ − σ , (6B.10d)
and
0 = W1(σ) +
1
πi
∫
I¯
dσ′[ν+(σ′)]−1Y1(σ′)W
T
2 (σ
′)JW1(σ)
σ′ − σ . (6B.10e)
Proof: The statements (6B.9a) to (6B.9c) and (6B.10a) to (6B.10c) are obtained by using
Eqs. (6B.6a) and (6B.6b) together with the relation
W (σ)−1 = −JW T (σ)J
to replace F+(σ′) − F−(σ′) and [ν+(σ′)]−1[F+(σ′) + F−(σ)] in statements (6A.10a) to
(6A.10d) of Thm. 10. The same replacements are to be made in the integrands on the
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right sides of Eqs. (6A.10e) and (6A.10f) in Thm. 10. Equations (6B.9d) is then obtained by
multiplying both sides of Eq. (6A.10e) byW1(σ) and replacing the product on the left side of
the equation with the first column of (6B.6a). Equation (6B.9e) is obtained by multiplying
both sides of Eq. (6A.11b) by W2(σ) and replacing the product on the left side of the equa-
tion with the second column of (6B.6a). Equation (6B.10d) is obtained by multiplying both
sides of Eq. (6A.10f) by W2(σ) and replacing the product on the left side with the second
column of (6B.6b) multiplied by [ν+(σ)]−1. Equation (6B.10e) is obtained by multiplying
both sides of Eq. (6A.10f) by W1(σ) and replacing the product on the left side with the first
column of (6B.6b). End of proof.
Equation (6B.10e) has the form of the singular integral equation which Alekseev obtained
in the analytic case; and Eq. (6B.9e) is an alternative singular integral equation of the same
type.
C. Extension of the function Y(x) from I(x) to I¯(x)
Since CTJC = 0 (the zero matrix) for any 2 × 2 matrix C, Eqs. (6B.9d) and (6B.10d) are
expressible in the following forms for each i ∈ {3, 4}:
Y (i)1 (σ) = W (i)1 (σ)
+
1
πi
∫ bi
ai
dσ′ν+(σ′)Y (i)2 (σ′)W (i)1 (σ′)TJ
[
W
(i)
1 (σ)−W (i)1 (σ′)
σ′ − σ
]
+
1
πi
∫ b7−i
a7−i
dσ′ν+(σ′)Y (7−i)2 (σ′)W (7−i)1 (σ′)TJ
[
W
(i)
1 (σ)
σ′ − σ
]
, (6C.1a)
Y (i)2 (σ) = W (i)2 (σ)
− 1
πi
∫ bi
ai
dσ′[ν+(σ′)]−1Y (i)1 (σ′)W (i)2 (σ′)TJ
[
W
(i)
2 (σ)−W (i)2 (σ′)
σ′ − σ
]
− 1
πi
∫ b7−i
a7−i
dσ′[ν+(σ′)]−1Y (7−i)1 (σ′)W (7−i)2 (σ′)TJ
[
W
(i)
2 (σ)
σ′ − σ
]
, (6C.1b)
for all σ ∈ I(i)(x), where recall that ai := inf {xi, xi0} and bi := sup {xi, xi0}.
Now, from Prop. 6A.1(iv), Eq. (6B.6a) and Eq. (6B.6b),
ν+(σ′)Y2(σ′)W1(σ′)TJ
and [ν+(σ′)]−1Y1(σ′)W2(σ′)TJ
are summable over σ′ ∈ I¯(x).
(6C.1c)
From GSSM 6 and the definition of W (i) by Eq. (6B.4a), the following statement holds for
each x ∈ D and i ∈ {3, 4}:
If v ∈ K1, then W (i) is C1 throughout I(i),
[W (i)(σ′)−W (i)(σ)](σ′ − σ)−1 is a continuous
function of (σ′, σ) throughout I(i) × I(i), and
W (i)(σ)(σ′ − σ)−1 is a C1 function of (σ′, σ)
throughout I¯(7−i)(x)× Iˇ(i)(x7−i).
(6C.1d)
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From the above statements (6C.1c) and (6C.1d), and from the theorem that asserts the
summability over a finite interval of the product of a summable function by a continuous
function, the extension of Y (i)(x) that is defined below exists.
Dfn. of Yˇ (i)(x) when v ∈ K1
For each v ∈ K1, x ∈ D, solution F¯(x) of the HHP corresponding to (v, F¯M ,x) and
i ∈ {3, 4}, let Yˇ (i)(x) denote the function whose domain is Iˇ(x7−i) and whose value for
each σ ∈ Iˇ(i)(x7−i) is given by [suppressing ‘x’]
Yˇ (i)1 (σ) := right side of Eq. (6C.1a), (6C.2a)
Yˇ (i)2 (σ) := right side of Eq. (6C.1b). (6C.2b)
End of Dfn.
Such an extension can also be defined when v ∈ K✷, where ✷ is n ≥ 1, n+ (with n ≥ 1),
∞ or ‘an’. The next theorem and three lemmas associated with that theorem pertain to
these cases.
LEMMA 6C.1 (Continuity and differentiability of W (i))
(i) If v ∈ K✷, then W (i) is C✷ throughout its domain I(i), and the function whose
domain is I¯(7−i)(x) × Iˇ(i)(x7−i) and whose values for each (σ′, σ) in this domain is
W (i)(σ)(σ′ − σ)−1 is also C✷.
(ii) If v ∈ K✷, then the function of (σ′, σ) whose domain is I(i) ×I(i) and whose value
for each (σ′, σ) in this domain is [W (i)(σ)−W (i)(σ′)]/(σ′ − σ) is Cn−1 if ✷ is n ≥ 1,
is C(n−1)+ if ✷ is n+ (n ≥ 1), is C∞ if ✷ is ∞, and is Can if ✷ is ‘an’.
Proofs:
(i) Use GSSM 6 and the definition of W (i) by Eq. (6B.4a). End of proof.
(ii) The conclusions when ✷ is n, ∞ or ‘an’ are well known. As regards the case when ✷
is n+ (n ≥ 1), we shall use the relation
W (i)(σ)−W (i)(σ′)
σ − σ′ =
∫ 1
0
dt(DW (i))(tσ + (1− t)σ′), (6C.3a)
where DpW (i) (1 ≤ p ≤ n) denotes the function whose domain is I(i) and whose value
for each σ ∈ I(i) is
(DpW (i))(σ) :=
∂pW (i)(σ)
∂σp
; (6C.3b)
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and DW (i) := D1W (i). From Eq. (6C.3a), one obtains, for all 0 ≤ m ≤ n− 1,
Um(σ
′, σ) :=
∂n−1
∂σm(∂σ′)n−1−m
[
W (i)(σ)−W (i)(σ′)
σ′ − σ
]
=
∫ 1
0
dt tm(1− t)n−1−m(DnW (i))(tσ + (1− t)σ′)
for all (σ′, σ) ∈ I(i) × I(i). (6C.3c)
By definition of the class Cn+ of functions of a single real variable, each [c, d] ⊂ I(i)
has at least one corresponding real number 0 < γ(c, d) ≤ 1 and at least one positive
real number M(c, d) such that∣∣∣∣(DnW (i))(σ2)− (DnW (i))(σ1)∣∣∣∣ ≤ M(c, d)|σ2 − σ1|γ(c,d)
for all (σ1, σ2) ∈ [c, d]2. (6C.3d)
For each [c, d] ⊂ I(i) and [c′, d′] ⊂ I(i), let
c⊔ := inf {c, c′} and d⊓ := sup {d, d′}, (6C.3e)
whereupon Eqs. (6C.3c) and (6C.3d) yield
||Um(σ′, σ2)− Um(σ′, σ1)||
≤
∫ 1
0
dt tm+1(1− t)n−m−1M(c⊔, d⊓)|σ2 − σ1|γ(c⊔,d⊓)
≤ M(c⊔, d⊓)|σ2 − σ1|γ(c⊔,d⊓) for all 0 ≤ m ≤ n− 1,
(σ2, σ1) ∈ [c, d]2 and σ′ ∈ [c′, d′]; (6C.3f)
and, likewise,
||Um(σ′2, σ)− Um(σ′1, σ)||
≤ M(c⊔, d⊓)|σ′2 − σ′1|γ(c
⊔,d⊓) for all 0 ≤ m ≤ n− 1,
(σ′1, σ
′
2) ∈ [c′, d′]2 and σ ∈ [c, d]. (6C.3g)
Therefore,
||Um(σ′2, σ2)− Um(σ′1, σ1)||
≤ M(c⊔, d⊓)
{
|σ2 − σ1|γ(c⊔,d⊓) + |σ′2 − σ′1|γ(c
⊔,d⊓)
}
for all 0 ≤ m ≤ n− 1,
(σ1, σ2) ∈ [c, d]2 and (σ′1, σ′2) ∈ [c′, d′]2. (6C.3h)
We have thus shown that, in addition to the fact that [W (i)(σ′) −W (i)(σ)](σ′ − σ)−1
is (given the premises of our theorem) Cn−1, each of its partial derivatives of order
n = 1 satisfies a Ho¨lder condition47 on each closed subinterval of the space I(i) × I(i).
End of proof.
47For the concept of Ho¨lder conditions for functions of several real variables, see Ch. I, Sec. 4, p. 12, of
Ref. 37.
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LEMMA 6C.2 (Integral of product)
Suppose [a, b] ⊂ R1, S is a connected open subset of Rm (m ≥ 1), f is a real-valued function
defined almost everywhere on and summable over [a, b], and g is a real-valued function whose
domain is [a, b] × S and which is continuous. Let σ := (σ1, . . . , σm) denote any member of
S, and let F denote the function whose domain is S and whose value at each σ ∈ S is
F (σ) :=
∫ b
a
dσ′f(σ′)g(σ′, σ). (6C.4a)
Then the following statements hold:
(i) F is continuous.
(ii) If ∂g(σ′, σ)/∂σk exists for each k ∈ {1, . . . , m} and is a continuous function of
(σ′, σ) throughout [a, b]× S, then F is C1 and
∂F (σ)
∂σk
=
∫ b
a
dσ′f(σ′)
∂g(σ′, σ)
∂σk
(6C.4b)
for all k ∈ {1, . . . , m} and σ ∈ S. In particular, F is C1 if g is C1.
(iii) Assume (for simplicity) that m = 1. If there exists a positive integer p such that
∂pg(σ′, σ)/(∂σ)p exists and is a continuous function of (σ′, σ) throughout [a, b] × S,
then F is bCp and
∂pF (σ)
∂σp
=
∫ b
a
dσ′f(σ′)
∂pg(σ′, σ)
∂σp
(6C.4c)
for all σ ∈ S. In particular, F is Cp if g is Cp.
(iv) Assume (for simplicity) that m = 1. If [c, d] ⊂ S and g obeys a Ho¨lder condition
on [a, b]× [c, d], then F obeys a Ho¨lder condition on [c, d].
(v) Assume (for simplicity) that m = 1. If g is analytic [i.e., if g has an analytic
extension to an open subset [a− ǫ, b+ ǫ]× S of R2, then F is analytic.
Proofs:
(i) For each σ ∈ S, let
|σ| := sup {|σ1|, . . . , |σm|}. (6C.5a)
For each
[c, d] := [c1, d1]× · · · × [cm, dm] ⊂ S, (6C.5b)
g(σ′, σ) is a uniformly continuous function of (σ′, σ) throughout [a, b]×[c, d]. Therefore,
for each ǫ > 0, there exists δ(ǫ, c, d) > 0 such that
|g(σ′, σ)− g(σ′, ξ)| < ǫ whenever σ′ ∈ [a, b],
σ ∈ S, ξ ∈ S and |σ − ξ| < δ(ǫ, c, d). (6C.5c)
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Therefore, from Eq. (6C.4a),
|F (σ)− F (ξ)| < ǫ
∫ b
a
dσ′|f(σ′)| whenever
σ ∈ S, ξ ∈ S and |σ − ξ| < δ(ǫ, c, d). (6C.5d)
Therefore, for each choice of [c, d] ⊂ S, F (σ) is a (uniformly) continuous function of σ
throughout [c, d]. Therefore, F is continuous. End of proof.
(ii) For each [c, d] ⊂ S, there exists a positive real number M(c, d) such that∣∣∣∣∂g(σ′, σ)∂σk
∣∣∣∣ < M(c, d) for all k ∈ {1, . . . , m}
and (σ′, σ) ∈ [a, b]× [c, d].
Therefore, ∣∣∣∣f(σ′)∂g(σ′, σ)∂σk
∣∣∣∣ < |f(σ′)|M(c, d) for all k ∈ {1, . . . , m}
and (σ′, σ) ∈ [a, b]× [c, d].
However, (since the norm of a summable function is also summable) the right side of
the above inequality is summable over [a, b]. Therefore, from a well known theorem,48
∂F (σ)/∂σk exists and is given by Eq. (6C.4b) for all k ∈ {1, . . . , m} and σ ∈ [c, d];
and, since this is true for every choice of [c, d] ⊂ S, ∂F (σ)/∂σk exists and is given by
Eq. (6C.4b) for all k ∈ {1, . . . , m} and σ ∈ S. Moreover, from part (i) of our theorem,
these partial derivative are continuous functions of σ throughout S. End of proof.
(iii) This follows by induction from the preceding part (ii) of our theorem (specialized to
m = 1). End of proof.
(iv) By definition of the Ho¨lder condition for functions of two real variables, there exist
positive real numbers M(c, d), M ′(c, d), γ(c, d) and γ′(c, d) [where we are suppressing
the dependence on (a, b)] such that
0 < γ(c, d) ≤ 1, 0 < γ′(c, d) ≤ 1, (6C.6a)
and
|g(σ′, σ)− g(σ′, ξ)| ≤ M ′(c, d)|σ′ − ξ′|γ′(c,d) +M(c, d)|σ − ξ|γ(c,d)
for all (σ′, ξ′) ∈ [a, b]2 and (σ, ξ) ∈ [c, d]2. (6C.6b)
Therefore, from Eq. (6C.4a),
|F (σ)− F (ξ)| ≤ M(c, d)
∫ b
a
dσ′|f(σ′)| |σ − ξ|γ(c,d)
for all (σ, ξ) ∈ [c, d]2; (6C.6c)
i.e., F obeys a Ho¨lder condition on [c, d]. End of proof.
48See footnote 31.
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(v) Since g is analytic, it has a holomorphic extension49 [g] to a connected open neighbor-
hood of [a, b]× S in the space C2. For each point (σ′,x) ∈ [a, b]× S, there then exists
at least one δ(σ′, ξ) > 0 such that
d(σ′, δ(σ′, ξ))× d(ξ, δ(σ′, ξ)) ⊂ dom [g],
where d(σ′, δ(σ′, ξ)) and d(ξ, δ(σ′, ξ)) are those open disks in C whose centers are σ′
and ξ, respectively, and which both have the radius δ(σ′, ξ). Hence
I(σ′, δ(σ′, ξ))× d(ξ, δ(σ′, ξ)) ⊂ dom [g], (6C.7a)
where I(σ′, δ(σ′, ξ)) is that open interval in R1 whose midpoint is σ′ and whose length
is 2δ(σ′, ξ). For fixed ξ, the set of all I(σ′, δ(σ′, ξ)) such that σ′ ∈ [a, b] covers [a, b]. So,
by the Heine-Borel theorem, there exists a finite set of points σ′k ∈ [a, b] (k = 1, . . . , N)
such that
[a, b] ⊂ ∪Nk=1I(σ′k, δ(σ′k, ξ)). (6C.7b)
Now, let δ(ξ) := inf {δ(σ′k, ξ) : 1 ≤ k ≤ N}. Then, from (6C.7a),
I(σ′k, δ(σ
′
k, ξ))× d(ξ, δ(ξ)) ⊂ dom [g]; (6C.7c)
and, from (6C.7b) and (6C.7c),
[a, b]× d(ξ, δ(ξ)) ⊂ dom [g]. (6C.7d)
So, we have proved that, for each ξ ∈ S, there exists δ(x) > 0 such that the above
relation (6C.7d) holds.
As the next step in the proof, for each ξ ∈ S, let
G(ξ) := the restriction of [g] to [a, b]× d(ξ, δ(ξ)), (6C.7e)
and, for each (σ′, τ) ∈ [a, b]× d(ξ, δ(ξ)),
G(ξ, σ′, τ) := G(ξ)(σ′, τ),
G1(ξ, σ
′, τ) := Re G(ξ, σ′, τ),
G2(ξ, σ
′, τ) := Im G(ξ, σ′, τ),
and
σ := σ1 := Re τ, σ2 := Im τ, (6C.7f)
whereupon, from the definition of [g] as a holomorphic extension of g from σ := σ1,
G1(ξ, σ
′, σ) = g(σ′, σ) and G2(ξ, σ′, σ) = 0
for all σ′ ∈ [a, b] and ξ − δ(ξ) < σ < ξ + δ(ξ), (6C.7g)
Gk(ξ, σ
′, τ) (for each k ∈ {1, 2}) is a continuous
function of (σ′, σ1, σ2) throughout [a, b]× d(ξ, δ(ξ)), (6C.7h)
49See Ref. 35.
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∂Gk(ξ, σ
′, τ)/∂σl (for each k ∈ {1, 2} and l ∈ {1, 2}) exists and is
a continuous function of (σ′, σ1, σ2) throughout [a, b]× d(ξ, δ(ξ)) (6C.7i)
and
∂G1(ξ, σ
′, τ)
∂σ1
=
∂G2(ξ, σ
′, τ)
∂σ2
,
∂G1(ξ, σ
′, τ)
∂σ2
= −∂G2(ξ, σ
′, τ)
∂σ1
(6C.7j)
at all (σ′, τ) ∈ [a, b]× d(ξ, δ(ξ)). So, upon letting
Fk(ξ, τ) :=
∫ b
a
dσ′f(σ′)Gk(ξ, σ
′, τ) for each k ∈ {1, 2} and τ ∈ d(ξ, δ(ξ)), (6C.7k)
[which exist because of (6C.7h) and the summability of f ] the statement (6C.7g) and
Eqs. (6C.4a) (for m = 1) yield
F1(ξ, σ) = F (σ) and F2(ξ, σ) = 0 for all ξ − δ(ξ) < σ < ξ + δ(ξ), (6C.7l)
the statement (6C.7h) and part (i) (form = 2) of our theorem yield, for each k ∈ {1, 2},
Fk(ξ, τ) is a continuous function of (σ
1, σ2) throughout d(ξ, δ(ξ)), (6C.7m)
the statement (6C.7i) and part (ii) (for m = 2) of our theorem yield, for each (k, l) ∈
{1, 2}2,
∂Fk(ξ, τ)/∂σ
l exist and are continuous
functions of (σ1, σ2) throughout d(ξ, δ(ξ))
(6C.7n)
and Eqs. (6C.7j) and (6C.4b) then yield the Cauchy-Riemann equations
∂F1(ξ, τ)
∂σ1
=
∂F2(ξ, τ)
∂σ2
and
∂F1(ξ, τ)
∂σ2
= −∂F2(ξ, τ)
∂σ1
for all τ ∈ d(ξ, δ(ξ)). (6C.7o)
Finally, (6C.7n) and (6C.7o) imply that
F1(ξ, τ) + iF2(ξ, τ) is a holomorphic function of τ throughout d(ξ, δ(ξ)),
whereupon (6C.7l) enables us to infer that
F (σ) is a real analytic function of σ for all ξ − δ(ξ) < σ < ξ + δ(ξ);
and, since the above statement holds for all ξ ∈ S, F is analytic. End of proof.
LEMMA 6C.3 (Generalization of Lem. 6C.2)
All of the conclusions of the preceding lemma remain valid when the only alteration in the
premises is to replace the statement that f and g are real valued by the statement that they are
complex valued or are finite matrices (such that the product fg exists) with complex-valued
elements.
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Proof: Use the definition∫ b
a
dσ′h(σ′) :=
∫ b
a
dσ′Re h(σ′) + i
∫ b
a
dσ′Im h(σ′)
for any complex-valued function h whose real and imaginary parts are summable over [a, b].
The rest is obvious. End of proof.
THEOREM 6C.4 (Continuity of Yˇ (i)(x))
For each v ∈ K✷, x ∈ D, solution F¯(x) of the HHP corresponding to (v, F¯M ,x) and
i ∈ {3, 4}, Yˇ (i)(x) [see Eqs. (6C.2a) and (6C.2b)] is Cn−1 if ✷ is n, is C(n−1)+ if ✷ is n+,
is C∞ if ✷ is ∞ and is Can if ✷ is ‘an’.
Proof: Apply Lemmas 6C.1, 6C.2 and 6C.3 to the definitions (6C.2a) and (6C.2b) of Yˇ (i)1 (x)
and Yˇ (i)2 (x). It is then easily shown that the second term on the right side of each of the
Eqs. (6C.1a) and (6C.1b) [with σ ∈ Iˇ(i)(x7−i)] is Cn−1 if ✷ is n, is C(n−1)+ if ✷ is n+, is
C∞ if ✷ is ∞ and is Can if ✷ is ‘an’. The first and third terms on the right sides of each
of the Eqs. (6C.1a) and (6C.1b) are, on the other hand, both C✷ even when ✷ is n or is
n+. However, a Cn function is also a Cn−1 function; and a Cn+ function is also a C(n−1)+
function. End of proof.
COROLLARY 6C.5 (On Y(x) when v ∈ K✷)
(i) Suppose v ∈ K1, x ∈ D and the solution F¯(x) of the HHP corresponding to
(v, F¯M ,x) exists. Then Y(x) has a unique continuous extension to I¯(x). Henceforth,
Y(x) will denote this extension.
(ii) If v ∈ K✷, then (the extension) Y(x) is Cn−1 if ✷ is n, is C(n−1)+ if ✷ is n+, is
C∞ if ✷ is ∞ and is Can if ✷ is ‘an’.
Proof: An extension is defined by [suppressing x]
Y(σ) := Yˇ (3)(σ) when σ ∈ I¯(3)(x) and (6C.8a)
Y(σ) := Yˇ (4)(σ) when σ ∈ I¯(4)(x), (6C.8b)
whereupon statement (ii) of this corollary follows from Thm. 6C.4. The uniqueness follows,
of course, from the fact that a function defined and continuous on an open subset of R1 has
no more than one continuous extension to the closure of that subset. End of proof.
D. Equivalence of the HHP to an Alekseev-type equation when
v ∈ K1+
We are free to use either one of the Alekseev-type singular integral equations (6B.9e) or
(6B.10e). We choose to employ (6B.10e) in the following theorem and its corollary.
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GSSM 11 (HHP-Alekseev equivalence theorem)
Suppose v ∈ K1+ and x ∈ D, and suppose that F¯(x) and Y1(x) are 2× 2 matrix functions,
respectively, such that
dom F¯(x) = C − I¯(x), dom Y1(x) = I¯(x) and Y1(x) is C0+. (6D.1)
Then the following two statements are equivalent to one another:
(i) The function F¯(x) is a solution of the HHP corresponding to (v, F¯M ,x), and Y1(x)
is the function whose restriction to I(x) is defined in terms of F+(x) + F−(x) by
Eq. (6B.6a) [where x is suppressed] and whose existence and uniqueness [for the given
F¯(x)] is asserted by Cor. 6C.5 when ✷ is 1+.
(ii) The restriction of Y1(x) to I(x) is a solution of the singular integral equation
(6B.10e), and F¯(x) is defined in terms of Y1(x) by Eq. (6B.10b) [where x is sup-
pressed].
Proof: That (i) implies (ii) has already been proved. [See Thm. 6B.1 and Cor. 6C.5.] The
proof that (ii) implies (i) will be given in four parts:
(1) Assume that statement (ii) is true. From the definition of F¯(x) by Eq. (6B.10b),
F¯(x) is holomorphic; (6D.2a)
and, from two theorems of Plemelj50
F+(x) and F−(x) exist (6D.2b)
and, since ν−(σ) = −ν+(σ) for all σ ∈ I(x),
1
2
[F+(σ) + F−(σ)] = −Y1(σ)W T2 (σ)J (6D.2c)
and
1
2
[ν+(σ)]−1
[F+(σ)− F−(σ)] = I − 1
πi
∫
I¯
dσ′[ν+(σ′)]−1Y1(σ′)W
T
2 (σ
′)J
σ′ − σ (6D.2d)
for all σ ∈ I(x). Upon multiplying Eqs. (6D.2c) and (6D.2d) through by W2(σ) on
the right, one obtains, for all σ ∈ I(x),
1
2
[F+(σ) + F−(σ)]W2(σ) =
(
0
0
)
, (6D.2e)
and
1
2
[ν+(σ)]−1
[F+(σ)− F−(σ)]W2(σ) = Y2(σ), (6D.2f)
50See Secs. 16 and 17 of Ch. II of Ref. 37 (pp. 37-43).
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where Y2(x) has the domain I¯(x) and the values
Y2(σ) :=W2(σ)
− 1
πI
∫
I¯
dσ′[ν+(σ′)]−1Y1(σ′)W
T
2 (σ
′)J [W2(σ)−W2(σ′)]
σ′ − σ
for all σ ∈ I¯(x). (6D.2g)
From Lemmas 6C.1(ii), 6C.2(iv) and 6C.3,
Y2(x) is C0+. (6D.2h)
Upon multiplying Eqs. (6D.2c) and (6D.2d) through byW1(σ) on the right, upon using
the fact that detW (σ) = 1 is equivalent to the equation
W T2 (σ)JW1(σ) = −(1), (6D.2i)
and, upon using Eq. (6B.10e), one obtains, for all σ ∈ I(x),
1
2
[F+(σ) + F−(σ)]W1(σ) = Y1(σ) (6D.2j)
and
1
2
[F+(σ)− F−(σ)]W1(σ) =
(
0
0
)
. (6D.2k)
(2) We next note that the four equations (6D.2e), (6D.2f), (6D.2j) and (6D.2k) are collec-
tively equivalent to the single equation
F±(σ)W (σ) = Y(σ)
(
1 0
0 ν±(σ)
)
for all σ ∈ I(x), (6D.3a)
where Y(σ) is defined to be the 2×2 matrix whose first and second columns are Y1(σ)
and Y2(σ), respectively. From the definition ofW (σ) by Eqs. (6B.4a) and (6B.8a), and
from the expression for F¯M(τ) that is given by Eq. (3E.1), Eq. (6D.3a) is equivalent
to the statement
F+(σ)v˜(i)(σ)[FM+(σ)]−1 = F−(σ)v˜(i)(σ)[FM−(σ)]−1
= Y (σ) for all σ ∈ I(i)(x), (6D.3b)
where
Y (σ) := Y(σ)
(
1 i(σ − z)
0 1
)
for all σ ∈ I¯(x). (6D.3c)
From the above Eq. (6D.3c) and from statements (6D.1) and (6D.2h),
the function Y (x) whose domain is I¯(x) and whose value for each
σ ∈ I¯(x) is Y (x)(σ) := Y (x, σ) is C0+ and is, therefore, continuous. (6D.3d)
So,
Y (x) is bounded at x and at x0. (6D.3e)
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(3) We now return to the definition of F¯(x) in terms of Y1(x) by Eq. (6B.10b). From
Lemma 6C.1(i) when ✷ is 1, and from statement (6D.1) concerning Y1(x) being C0+
on its domain I¯(x), note that the factors in the numerator of the integrand in Eq.
(6B.10b) have the following properties:
Y1(σ′)[W2(σ′)]TJ is defined for all σ′ ∈ I¯(x)
and obeys a Ho¨lder condition on I¯(x); (6D.4a)
and
[ν±(σ′)]−1 is H(1/2) on each closed subinterval of I(x)
and converges to zero as σ′ → r and as σ′ → s. (6D.4b)
Also, recall that
ν¯(τ) is that branch of (τ − r0)1/2(τ − s0)1/2(τ − r)−1/2(τ − s)−1/2
which has the cut I¯(x) and the value 1 at τ =∞. (6D.4c)
Several theorems on Cauchy intgrals near the end points of the lines of inegration are
given in Ref. 37, Sec. 29, Ch. 4. In particular, by applying Muskelishvili’s Eq. (29.4)
to our Eq. (6B.10b), one obtains the following conclusion from the above statements
(6D.4a) and (6D.4b):
ν¯(τ)−1F¯(τ) converges as τ → r and as τ → s. (6D.4d)
Moreover, by applying Muskelishvili’s Eqs. (29.5) and (29.6) to our Eq. (6B.10b), one
obtains the following conclusion from the above statements (6D.4a) to (6D.4c):
F¯(τ) converges as τ → r0 and as τ → s0. (6D.4e)
(4) From the above statements (6D.2a), (6D.2b), (6D.3b), (6D.3e), (6D.4d) and (6D.4e),
all of the defining conditions for a solution of the HHP corresponding to (v, F¯M ,x) are
satisfied by F¯(x) as defined in terms of Y1(x) by Eq. (6B.10b).
End of proof.
We already know from GSSM 9(iv) that there is not more than one solution of the HHP
corresponding to (v, F¯M ,x).
COROLLARY 6D.1 (Uniqueness of Y1(x))
For each v ∈ K1+ and x ∈ D, there is not more than one 2× 1 matrix function Y1(x) such
that
dom Y1(x) = I(x), (6D.5a)
Y1(x) is C0+ (6D.5b)
and Y1(x, σ) := Y1(x)(σ) satisfies the singular integral equation (6B.10e) for all σ ∈ I(x).
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Proof: Suppose that Y1(x) and Y ′1(x) are 2×1 matrix functions, both of which have domain
I¯(x), are C0+ and satisfy Eq. (6B.10e) for all σ ∈ I(x) and for the same given v ∈ K1+. Let
F¯(x) and F¯ ′(x) be the 2×2 matrix functions with domain C−I¯(x) that are defined in terms
of Y1(x) and Y ′1(x), respectively, by Eq. (6B.10b). Then, from the preceding GSSM 11, F¯(x)
and F¯ ′(x) are both solutions of the HHP corresponding to (v, F¯M ,x); and, therefore, from
GSSM 9(iv),
F¯(x) = F¯ ′(x); (6D.6a)
and, from Eq. (6D.2j) in the proof of GSSM 11 and from statements (6D.5a) and (6D.5b),
Y1(x) = Y ′1(x). (6D.6b)
End of proof.
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7 A Fredholm integral equation of the second kind that
is equivalent to the Alekseev-type singular integral
equation when v ∈ K2+
If v ∈ K1+ and the particular solution Y1(x) of Eq. (6B.10e) that has a C0+ extension to
I¯(x) exists, then it can be shown that Y1(x) is also a solution of a Fredholm integral equation
of the second kind.
A. Derivation of Fredholm equation from Alekseev-type equation
Dfns. of d21, L1, k21, U1(x) and K21(x)
For each v ∈ K✷ for which ✷ is 1+, n or n+ with n ≥ 2, ∞ or ‘an’, and for each x ∈ D,
let d21, L1, k21, U1(x) and K21(x) denote the functions such that
dom d21 = dom L1 = dom k21 := I¯(x)2, (7A.1a)
dom U1(x) := I¯(x), (7A.1b)
dom K21(x) := I¯(x)× [I¯(x)− {r, s}] if v ∈ K1+ but v /∈ K2, (7A.1c)
dom K21(x) := I¯(x)2 if v ∈ K2; (7A.1d)
and, for each (σ′, σ) ∈ I¯(x)2,
d21(σ
′, σ) := W22(σ
′)W11(σ)−W12(σ′)W21(σ), (7A.1e)
L1(σ
′, σ) :=
W1(σ
′)−W1(σ)
σ′ − σ , (7A.1f)
k21(σ
′, σ) :=
d21(σ
′, σ)− 1
σ′ − σ , (7A.1g)
while, for all σ ∈ I¯(x), [suppressing x,]
U1(σ) := U1(x)(σ) := W1(σ)− 1
πi
∫
I¯
dσ′ν+(σ′)L1(σ
′, σ). (7A.1h)
Furthermore, for all (σ′, σ) ∈ dom K21(x), [suppressing x]
K21(σ
′, σ) := K21(x)(σ
′, σ)
:= k21(σ
′, σ)− 1
πi
∫
I¯
dσ′′ν+(σ′′)
[
k21(σ
′, σ′′)− k21(σ′, σ)
σ′′ − σ
]
. (7A.1i)
End of Dfn.
Note: One should keep in mind that I¯(x)2 := I¯(x) × I¯(x) is the union of four disjoint
Cartesian products I¯(i)(x)×I¯(j)(x) and that to say that a function φ is C0+ on I¯(x)2 means
that it is C0+ on each of these four components; and this, in turn, is equivalent to the
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statement51 that there exist positive real numbers Mi(x,x0) and γi(x,x0) ≤ 1 such that, for
all σ′1, σ
′
2 ∈ I¯(i)(x) and all σ1, σ2 ∈ I¯(j)(x), [suppressing x, x0,]
|φ(σ′1, σ)− φ(σ′2, σ)| ≤ Mi|σ′1 − σ′2|γi for all σ ∈ I¯(j)
and
|φ(σ′, σ1)− φ(σ′, σ2)| ≤ Mj |σ1 − σ2|γj for all σ′ ∈ I¯(i).
Likewise, to say that a function φ is C0+ on I¯(x)× [I¯(x)−{r, s}] means that, for all i and j
and for each choice of cj ∈ I(j)(x), φ isC0+ on I¯(i)(x)×|cj , xj0|; and this, in turn, is equivalent
to the statement that there exist positive real numbersMi(x,x0, c
j) and γi(x,x0, c
j) ≤ 1 such
that, for all σ′1, σ
′
2 ∈ I¯(i)(x) and all σ1, σ2 ∈ |cj, xj0|,
|φ(σ′1, σ)− φ(σ′2, σ)| ≤ Mi|σ′1 − σ′2|γi for all σ ∈ |cj, xj0|
and
|φ(σ′, σ1)− φ(σ′, σ2)| ≤ Mj |σ1 − σ2|γj for all σ′ ∈ I¯(i)(x).
The reader may find it interesting to examine the above concepts in the cases r = r0 or
s = s0.
PROPOSITION 7A.1 (U1 and K21)
For each σ ∈ I¯(x)− {r, s},
U1(σ) = − 1
πi
∫
I¯
dσ′ν+(σ′)
W1(σ
′)
σ′ − σ ; (7A.2a)
and, for each (σ′, σ) ∈ I¯(x)× [I¯(x)− {r, s}],
K21(σ
′, σ) = − 1
πi
∫
I¯
dσ′′ν+(σ′′)
d21(σ
′, σ′′)
(σ′′ − σ)(σ′ − σ′′) . (7A.2b)
Proof: Substituting from Eq. (7A.1f) into Eq. (7A.1h), one obtains
U1(σ) =W1(σ)
+W1(σ)
1
πi
∫
I¯
dσ′ν+(σ′)(σ′ − σ)−1 − 1
πi
∫
I¯
dσ′ν+(σ′)
W1(σ
′)
σ′ − σ ,
whereupon Eq. (7A.2a) follows because of the well known equation
1
πi
∫
I¯
dσ′ν+(σ′)(σ′ − σ)−1 = −1 for all σ ∈ I¯(x)− {r, s}, (7A.3a)
which one can derive by the usual contour integration technique with the aid of the facts
ν−(σ) = −ν+(σ) and ν¯(σ) = 1. From Eq. (7A.3a), as well as the identity
(σ′′ − σ)−1(σ′ − σ′′)−1 = (σ′ − σ)−1 [(σ′′ − σ)−1 + (σ′ − σ′′)−1] , (7A.3b)
51See Sec. 4 of Ref. 37.
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one obtains
1
πi
∫
I¯
dσ′′ν+(σ′′)(σ′′ − σ)−1(σ′ − σ′′)−1 = 0 for all σ ∈ I¯(x)− {r, s}. (7A.3c)
Upon substituting the expression for k21(σ
′, σ′′) that is given by its definition (7A.1g) into
the definition (7A.1i), and upon using Eqs. (7A.3a) and (7A.3c), one obtains Eq. (7A.2b).
End of proof.
PROPOSITION 7A.2 (Properties of L1, k21, U1(x) and K21(x))
For each x ∈ D and v ∈ K✷, Li, k21 and U1(x) are Cn−1 if ✷ is n and n ≥ 2, are C(n−1)+
if ✷ is n+ and n ≥ 2, are C∞ if ✷ is ∞ and are Can if ✷ is ‘an’.
If v ∈ K1+, then L1, k21 and U1(x) are C0+; and K21(x) is also C0+ {but, as we recall,
its domain is only I¯(x)× [I¯(x)− {r, s}]}.
Proof: Except for the special case of K21(x) when v ∈ K1+ but v /∈ K2, the proof is effected
by straightforward applications of Lemmas 6C.1, 6C.2 and 6C.3 to the definitions (7A.1f)
to (7A.1i). One should keep in mind the domains defined by Eqs. (7A.1a), (7A.1b) and
(7A.1d).
As regards the special case of K21(x) when v ∈ K1+ but v /∈ K2, note that k21 is C0+
but is not C1. Therefore,
k21(σ
′, σ′′)− k21(σ′, σ)
σ′′ − σ
is not a continuous function of (σ′′, σ′, σ) on the diagonal square σ′′ = σ of the cube I¯(x)3;
and the Lemma 6C.2(i) for the case m = 2 is not, therefore, applicable. There are, however,
other theorems that we can apply. From Eqs. (7A.3a) and (7A.1i),
K21(σ
′, σ) = − 1
πi
∫
I¯
dσ′′ν+(σ′′)
k21(σ
′, σ′′)
σ′′ − σ
for all (σ′, σ) ∈ I¯(x)× [I¯(x)− {r, s}]. (7A.4a)
Note that
ν+(σ′′)k21(σ′, σ′′) is a C0+ function of (σ′, σ′′) on
I¯(x)× [I¯(x)− {r, s}] and vanishes at σ′′ ∈ {r, s}. (7A.4b)
Therefore, from Sec. 12 in Ref. 37, the PV integral (7A.4a) exists for all (σ′, σ) in I¯(x) ×
[I¯(x) − {r, s}]; and the theorem in Sec. 20 of that reference enables us to conclude that
K21(x) is C
0+ on the domain (7A.1c). End of proof.
THEOREM 7A.3 (Fredholm equation)
Suppose that, for a given v ∈ K1+ and x ∈ D, a solution Y1(x) of the Alekseev-type equation
(6B.10e) exists and is C0+ on I¯(x). Then
Y1(σ)− 1
πi
∫
I¯
dσ′ν+(σ′)−1Y1(σ′)K21(σ′, σ)
= U1(σ) for all σ ∈ I¯(x) if v ∈ K2
and for all σ ∈ I¯(x)− {r, s} if v /∈ K2. (7A.5)
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Proof: We shall be employing a variant of the Poincare´-Bertrand commutator theorem in
this proof. Suppose that L is a smooth oriented line or contour in C − {∞} and φ is a
complex-valued function whose domain is L × L and which obeys a Ho¨lder condition on
L× L. Then the conventional Poincare´-Bertrand theorem asserts[
1
πi
∫
L
dτ ′′,
1
πi
∫
L
dτ ′
]
φ(τ ′, τ ′′)
(τ ′′ − τ)(τ ′ − τ ′′) = φ(τ, τ) for all τ ∈ L
minus its end points, (7A.6a)
where the above bracketed expression is the commutator of the path integral operators. We
are, of course, concerned here only with the case L = I¯(x); and our variant asserts that, for
any function φ which is C0+ on I¯(x)2,[
1
πi
∫
I¯
dσ′′ν+(σ′′),
1
πi
∫
I¯
dσ′ν+(σ′)−1
]
φ(σ′, σ′′)
(σ′′ − σ)(σ′ − σ′′) = 0 for all
σ ∈ I(x). (7A.6b)
An elegant and thorough proof of the Poincare´-Bertrand theorem (7A.6a) is given by Sec. 23
of Muskhelishvili’s treatise, and what we have done is to construct a proof of (7A.6b) that
parallels his proof step by step. Our proof of (7A.6b) will be given in an appendix to these
notes and will include a demonstration that the interated PV integrals in Eq. (7A.6b) exist.
We shall now apply Eq. (7A.6b) to the Alekseev-type equation (6B.10e), which we express
in the form
1
πi
∫
I¯
dσ′ν+(σ′)−1
Y1(σ′)d21(σ′, σ′′)
σ′ − σ′′ = −W1(σ
′′) for all σ′′ ∈ I(x). (7A.6c)
Since the postulated solution Y1(x) is C0+ on I¯(x), the product Y1(x)d21 is C0+ on I¯(x)2.
Also, detW (σ) = d21(σ, σ) = 1. Therefore, upon multiplying both sides of Eq. (7A.6c) by
(σ′′ − σ)−1 and then applying the PV integral operator
1
πi
∫
I¯
dσ′′ν+(σ′′),
Eq. (7A.6b) gives us
Y1(σ) + 1
πi
∫
I¯
dσ′′ν+(σ′′)
Y1(σ′)d21(σ′, σ′′)
(σ′′ − σ)(σ′ − σ′′)
= − 1
πi
∫
I¯
dσ′′ν+(σ′′)
W1(σ
′′)
σ′′ − σ for all σ ∈ I(x). (7A.6d)
So, from Prop. 7A.1 [Eqs. (7A.2a) and (7A.2b)], Eq. (7A.5) holds for all σ ∈ I(x). It remains
to prove that Eq. (7A.5) holds for all σ ∈ I¯(x) when v ∈ K2 and for all σ ∈ I¯(x) − {r, s}
when v /∈ K2.
In both cases,
Y1(x) is continuous on I¯(x); (7A.6e)
and, from Prop. 7A.2,
U1(x) is continuous on I¯(x) (7A.6f)
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and
K21(x) is continuous on dom K21(x). (7A.6g)
A brief review of the proof of Lem. 6C.2 shows that this lemma remains valid if S is a closed
or a semi-closed subinterval of R1. Therefore, from (7A.6g) and Lem. 6C.2(i) [with a closed
or a semi-closed S ⊂ R1], the integral in Eq. (7A.5) is a continuous function of σ throughout
I¯(x) if v ∈ K2, and throughout I¯(x) − {r, s} if v /∈ K2; and it then follows from (7A.6e)
and (7A.6f) that Eq. (7A.5) holds for all σ ∈ I¯(x) if v ∈ K2, and for all σ ∈ I¯(x)− {r, s} if
v /∈ K2. End of proof.
B. Equivalence of Alekseev-type equation and Fredholm equation
when v ∈ K2+
The Fredholm equation (7A.5) generally has a singular kernel and is generally not equivalent
to the Alekseev-type equation (6B.10e). In this section we shall restrict our attention to the
case v ∈ K2+.
In the proof of the next theorem, we shall employ the following corollaries of the Poincare´-
Bertrand variant: [
1
πi
∫
I¯
dσ′′ν+(σ′′),
1
πi
∫
I¯
dσ′ν+(σ′)−1
]
φ(σ′, σ′′)
σ′′ − σ
= 0 for all functions φ that are C0+
on I¯(x)2 and for all σ ∈ I(x); (7B.1a)
and
1
πi
∫
I¯
dσ′′ν+(σ′′)−1
1
πi
∫
I¯
dσ′ν+(σ′)
ψ(σ′)
(σ′′ − σ)(σ′ − σ′′)
= ψ(σ) for all ψ that are C0+
on I¯(x) and for all σ ∈ I(x). (7B.1b)
To prove statement (7B.1a), set
φ(σ′, σ′′) =
φ(σ′, σ′′)(σ′ − σ′′)
σ′ − σ′′
in the operand, and then apply (7A.6b). To prove (7B.1b), first consider that the linear
space of all complex-valued operands of the PV integral operators
1
πi
∫
I¯
dσ′′ν+(σ′′) and
1
πi
∫
I¯
dσ′ν+(σ′)−1
[i.e., the linear space of all φ(σ′, σ′′)(σ′′−σ)−1(σ′−σ′′)−1 such that φ is C0+ on I¯(x)2] is one-
to-one mapped onto itself by the transposition of x and x0, that this transposition induces
ν+ → (ν+)−1, and that one consequence is the equivalence of (7A.6b) with the following
164
statement: [
1
πi
∫
I¯
dσ′′ν+(σ′′)−1,
1
πi
∫
I¯
dσ′ν+(σ′)
]
φ(σ′, σ′′)
(σ′′ − σ)(σ′ − σ′′)
= φ(σ, σ) for all complex-valued φ such that
φ is C0+ on I¯(x)2, and for all σ ∈ I(x). (7B.1c)
The statement (7B.1b) is now easily obtained from the above statement (7B.1c) and the
following statement [which is derived from Eq. (7A.3c) by transposing x and x0]:
1
πi
∫
I¯
dσ′′ν+(σ′′)−1(σ′′ − σ)−1(σ′ − σ′′)−1 = 0 for all σ ∈ I¯(x)− {r0, s0}. (7B.1d)
GSSM 12 (Alekseev-Fredholm equivalence theorem)
Suppose v ∈ K2+, x ∈ D and Y1(x) is a 2 × 1 column matrix function with domain I¯(x).
Then U1(x) is C
1+ and K21(x) is C
0+. Also, the following two statements are equivalent to
one another:
(i) Y1(x) is C0+ and is the solution of Eq. (6B.10e) for all σ ∈ I(x).
(ii) Y1(x) is summable over I¯(x) and is a solution of Eq. (7A.5) for all σ ∈ I¯(x).
Proof: From Prop. 7A.2, U1(x) is C
1+ and K21(x) is C
0+; and Thm. 7A.3 already asserts
that statement (i) implies statement (ii). It remains only to prove that statement (ii) implies
statement (i).
Grant statement (ii). Since U1(x) is C
1+ and K21(x) is C
0+ on I¯(x) and since Y1(x) is
summable over I¯(x), Eq. (7A.5) and Lem. 6C.2(iv) yield
Y1(x) is C0+ on I¯(x). (7B.2a)
Next, use Eqs. (7A.2a) and (7A.4a) to replace U1(σ) and K21(σ
′, σ) in Eq. (7A.5). Since
k21 is C
1+ by Prop. 7A.2, we can use statement (7B.1a) to obtain the following equivalent
of the Fredholm equation (7A.5):
Y1(σ) + 1
πi
∫
I¯
dσ′ν+(σ′)
ψ(σ′) +W1(σ′)
σ′ − σ = 0, (7B.2b)
where
ψ(σ) :=
1
πi
∫
dσ′ν+(σ′)−1Y1(σ′)k21(σ′, σ). (7B.2c)
From Lem. 6C.2(iv) and (7B.2a),
ψ is C0+ on I¯(x). (7B.2d)
Next, after replacing ‘σ’ by ‘σ′′’ in Eq. (7B.2b) and then applying the operator
1
πi
∫
I¯
dσ′′ν+(σ′′)−1
1
σ′′ − σ ,
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one finds from Eq. (7B.1b) that
1
πi
∫
I¯
dσ′′ν+(σ′′)−1
Y1(σ′′)
σ′′ − σ + ψ(σ) +W1(σ) = 0. (7B.2e)
Substitute from Eq. (7B.2c) into the above Eq. (7B.2e), and then use Eq. (7A.1g) to replace
k21(σ
′, σ) in the integrand, whereupon two terms involving Y1 cancel one another; and the
result is the Alekseev-type singular integral equation in the form
1
πi
∫
I¯
dσ′ν+(σ′)−1Y1(σ′)d21(σ
′, σ)
σ′ − σ +W1(σ) = 0 for all σ ∈ I(x), (7B.2f)
where Y1(x) is C0+ according to Eq. (7B.2a). End of proof.
Let us summarize the results given by GSSM 11 and GSSM 12 when v ∈ K2+.
THEOREM 7B.1 (Summary)
Suppose v ∈ K2+, x ∈ D, and F¯(x) and Y1(x) are 2 × 2 and 2 × 1 matrix functions,
respectively, such that
dom F¯(x) = C − I¯(x) and dom Y1(x) = I¯(x). (7B.3)
Then the following three statements are equivalent to one another:
(i) The function F¯(x) is the solution of the HHP corresponding to (v, F¯M ,x), and
Y1(x) is the function whose restriction to I(x) is defined by Eq. (6B.6a) and whose
extension to I¯(x) is then defined by Eqs. (6B.9d) and (6B.10d). [The existence and
uniqueness of this extension is asserted by Cor. 6C.5.]
(ii) The function Y1(x) is C0+ and its restriction to I(x) is a solution of the Alekseev-
type equation (6B.10e) [or (7B.2f)]; and F¯(x) is defined in terms of Y1(x) by Eq.
(6B.10b).
(iii) The function Y1(x) is summable over I¯(x) and is a solution of the Fredholm equa-
tion (7A.5) for all σ ∈ I¯(x).
Proof: Directly from GSSM 11 and GSSM 12. End of proof.
COROLLARY 7B.2 (Uniqueness of solutions)
When v ∈ K2+, each of the solutions defined in (i), (ii) and (iii) of the preceding theorem
is unique if it exists.
Proof: This follows from the preceding theorem and the uniqueness theorem [GSSM 9(iv)]
for the HHP. End of proof.
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C. Homogenized equations, propositions, theorems, etc.
By considering a homogeneous version of the Fredholm equation (7A.5), we found it possible
to employ the Fredholm alternative theorem to establish the existence of the solution of the
HHP corresponding to (v, F¯M) when v ∈ K2+. In order to avoid having to restate many of
our equations, propositions, theorems, corollaries and lemmas for the homogeneous case, we
shall instead define various conventions.
Dfn. of HHP0
The HHP that is defined as in Sec. 5C except that the condition (2) is replaced by the
condition
F¯(x,∞) = 0 (HHP0 condition) (7C.1)
will be called the HHP0 corresponding to (v, F¯0,x).
End of Dfn.
Clearly, the 2×2 matrix function F¯(x) with the domain C−I¯(x) and the value F¯(x, τ) =
0 for all τ in this domain is a solution of the HHP0 corresponding to (v, F¯0,v). It will be
called the zero solution.
Dfn. of equation number with attached subscript ‘0’
Each equation which occurs in these notes from GSSM 10 to Thm. 7B.1, inclusive, and
which has a term that is an integral whose integrand involves ‘F¯ ’, ‘F±’, ‘Y ’ or ‘Y (i)’ (or
one of their columns) will be called an integral equation. Each of these integral equations
is expressible in the form
F (F¯ ,F+,F−,Y ,Y (i)) = J,
where neither side of the above equation is identically zero, J is given and is indepen-
dent of the choice of (F¯ ,F+,F−,Y ,Y (i)) and F (F¯ ,F+,F−,Y ,Y (i)) is a homogeneous
functional of the first degree; i.e.,
F (αF¯ , αF+, αF−, αY , αY (i)) = αF (F¯ ,F+,F−,Y ,Y (i)) for all finite complex numbers α.
We shall let the corresponding homogeneous integral equation
F (F¯ ,F+,F−,Y ,Y (i)) = 0
be designated by the symbol that results when the subscript ‘0’ is attached to the equation
number for the inhomogeneous integral equation. For example, Eqs. (6A.10b)0, (6A.10c)0,
(6A.10e)0, (6A.10f)0, (6B.9b)0 and (6B.10b)0 will designate the results of deleting the unit
matrix terms from Eqs. (6A.10b), (6A.10c), (6A.10e), (6A.10f), (6B.9b) and (6B.10b),
respectively; and (7B.2b)0 will denote the result of deleting ‘W1(σ
′)’ from the integrand
in Eq. (7B.2b).
End of Dfn.
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The first theorems on the HHP corresponding to (v, F¯0,x) are given in Sec. 5C.
Dfn. of theorem label (etc.) with attached subscript ‘0’
When a new valid assertion results from subjecting a labelled assertion to the following
substitutions, that new valid assertion will bear the same label with an attached subscript
‘0’.
(1) ‘HHP’ → ‘HHP0’
(2) F¯(x,∞) = I’ → ‘F¯(x,∞) = 0’ in condition (2) of the HHP
(3) each integral equation → the corresponding homogeneous integral equation
(4) each equation number for an integral equation → the same equation number with
an attached subscript ‘0’.
End of Dfn.
With this convention, the complete list of new valid propositions, theorems, corollaries
and lemmas is as follows: 80, 90(i) and (ii), 6A.10, 6A.20, 6A.30, 100, 6C.40, 6C.50, 7A.30,
120, 7B.10.
D. Existence and uniqueness of HHP solution
For our immediate purpose, we shall need the following explicit version of Thm. 7B.1:
THEOREM 7D.1 (Theorem 7B.10)
Suppose v ∈ K2+, x ∈ D, and F¯(x) and Y1(x) are 2 × 2 and 2 × 1 matrix functions,
respectively, such that
dom F¯(x) = C − I¯(x) and dom Y1(x) = I¯(x). (7D.1)
Then the following three statements are equivalent to one another:
(i) The function F¯(x) is a solution of the HHP0 corresponding to (v, F¯M ,x); and Y1(x)
is the continuous function whose restriction to I(x) is defined in terms of F±(x) by
Eq. (6B.6a), and whose existence and uniqueness are asserted by Cor. 6C.5.
(ii) The function Y1(x) is C0+ and its restriction to I(x) is a solution of Eq. (6B.10e)0;
and F¯(x) is defined in terms of Y1(x) by Eq. (6B.10b)0.
(iii) The function Y1(x) is summable over I¯(x) and is a solution of the homogeneous
Fredholm integral equation (7A.5)0 for all σ ∈ I¯(x).
Proof: This theorem summarizes Thms. 110 and 120 for the case v ∈ K2+. End of proof.
The following theorem is clearly a key one.
THEOREM 7D.2 (Only a zero solution of HHP0)
For each v ∈ K, F¯0 ∈ SF¯ and x ∈ D, the only solution of the HHP0 corresponding to
(v, F¯0,x) is its zero solution.
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Proof: The proof will be given in four parts:
(1) From Thm. 2C.3(viii) and Prop. 2E.2(i), and from the hypothesis F¯0 ∈ SF¯ ,[F∓0 (x, τ ∗)]†A0(x, τ)F±0 (x, τ) = A0(x0, τ) for all τ ∈ C¯± − {r, s, r0, s0,∞}, (7D.2a)
where
A0(x, τ) := (τ − z)Ω + Ωh0(x)Ω (7D.2b)
and h0(x) is defined in terms of E0 ∈ SE by Eqs. (2C.1a) to (2C.1c). Since
h0(x0) := h
M(x0) =
(
ρ20 0
0 1
)
(7D.2c)
in our gauge,
A0(x0, τ) = AM(x0, τ). (7D.2d)
Equation (7D.2a) is clearly expressible in the alternative form
F±0 (x, τ)
[AM(x0, τ)]−1 [F∓0 (x, τ ∗)]† = [A0(x, τ)]−1
for all τ ∈ C¯± − {r, s, r0, s0,∞}, (7D.2e)
since [F±0 (x, τ)]−1 exists for all τ ∈ C¯± − {r, s, r0, s0}, and
[A0(x, τ)]−1 = B0(x, τ)
ρ2 − (τ − z)2 , (7D.2f)
where
B0(x, τ) := h0(x)− (τ − z)Ω (7D.2g)
exists for all τ ∈ C − {r, s}.
(2) Next, condition (3) in the definition of the HHP (and the HHP0) that is given in
Sec. 5C asserts that F±(x) exist, and Eq. (5C.1) is expressible in the form
F±(x, σ) = Y (i)(σ)F±0 (x, σ)[v˜(i)(σ)]−1 for each i ∈ {3, 4} and σ ∈ I(x). (7D.3a)
From Cor. 5A.1,
[v˜(i)(σ)]−1[AM(x0, σ)]−1[v˜(i)(σ)†]−1 = AM(x0, σ)−1 for all σ ∈ I(i) − {r, s}. (7D.3b)
Therefore, from Eqs. (7D.3a), (7D.3b) and (7D.2e),
F±(x, σ)[AM(x0, σ)]−1[F∓(x, σ)]† = Y (x, σ)[A0(x, σ)]−1Y (x, σ)†
for all σ ∈ I(x); (7D.3c)
or, equivalently, with the aid of Eqs. (7D.2f), (7D.2g) and (7D.2c),[
ρ2 − (σ − z)2
ρ20 − (σ − z0)2
]
F±(x, σ)BM (σ)[F∓(x, σ)]† =
Y (x, σ)B0(x, σ)Y (x, σ)† for all σ ∈ I(x), (7D.3d)
where
BM (τ) :=
(
ρ20 −i(τ − z0)
i(τ − z0) 1
)
. (7D.3e)
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(3) Next, let Z(x) denote the function with the (tentative) domain C − I¯(x) and the
values
Z(x, τ) := Z(x)(τ)
:= ν¯(x,x0, τ)
−1F¯(x, τ)BM(τ)[ν¯(x,x0, τ ∗)−1F¯(x, τ ∗)]†
for all τ ∈ C − I¯(x), (7D.4a)
where note that
ν¯(x,x0, τ)
−2 =
(τ − r)(τ − s)
(τ − r0)(τ − s0) =
(τ − z)2 − ρ2
τ − z0)2 − ρ20
. (7D.4b)
We again appeal to the trilogy of elementary theorems due to Riemann and Liouville.52
Using these, we shall define an extension of Z(x), and we shall let Z(x) denote this
extension as well.
From condition (1) in the definition of the HHP (and the HHP0), and from Eqs. (7D.4a),
(7D.3e) and (7C.1),
Z(x, τ) is a holomorphic function of τ throughout C − I¯(x), (7D.4c)
and
Z(x,∞) = 0. (7D.4d)
Let (Im ζ > 0)
Z±(x, σ) := lim
ζ→0
Z(x, σ ± ζ) for all σ ∈ I(x), (7D.4e)
which exist according to condition (3) in the definition of the HHP (and the HHP0).
Then, from Eqs. (7D.4a), (7D.4b) and (7D.3d),
Z+(x, σ) = Z−(x, σ) = Y (x, σ)B0(x, σ)Y (x, σ)† for all σ ∈ I(x). (7D.4f)
The above equation permits us to define a single valued extension of Z(x) to the
domain C − {r, s, r0, s0} by letting
Z(x, σ) := Z±(x, σ) = Y (x, σ)B0(x, σ)Y (x, σ)† for all σ ∈ I(x), (7D.4g)
whereupon, from (7D.4c), (7D.4g) and the theorem on analytic continuation across an
arc,
Z(x, τ) is a holomorphic function of τ throughout C − {r, s, r0, s0}. (7D.4h)
We next apply condition (4) in the definition of the HHP (and HHP0). Since, according
to condition (4), ν¯(x)−1F¯(x) and Y (x) are both bounded at x, Eqs. (7D.4a) and
(7D.4g) yield
There exists a positive real number M1(x) such that
||Z(x, τ)|| < M1(x) as τ → r and as τ → s
through any sequence of points in C − {r, s, r0, s0}.
(7D.4i)
52See Ref. 39.
170
Since F¯(x) and Y (x) are both bounded at x0, Eqs. (7D.4a), (7D.4b) and (7D.4g) yield
There exists a positive real number M2(x) such that
||(τ − r0)(τ − s0)Z(x, τ)|| < M2(x)as τ → r0 and as τ → s0
through any sequence of points in C − {r, s, r0, s0}.
(7D.4j)
However, since Y (x) is bounded at x0, Eq. (7D.4g) yields
There exists a positive real number M3(x) such that
||Z(x, σ)|| < M3(x) as σ → r0 and as σ → s0
through any sequence of points in I(x).
(7D.4k)
The theorem on isolated singularities, together with statements (7D.4h) to (7D.4k),
now informs us that
Z(x) has a holomorphic extension [which we also denote by Z(x)] to C, (7D.4l)
whereupon Eq. (7D.4d) and the (generalized) theorem of Liouville yield
Z(x, τ) = 0 for all τ ∈ C. (7D.4m)
(4) Putting (7D.4a) and (7D.4m) together, one obtains
F¯(x, σ)BM(σ)F¯(x, σ)† = 0 for all σ ∈ C − I¯(x). (7D.5a)
Note from Eq. (7D.3e), BM (σ) is hermitian,
tr BM (σ) = 1 + ρ20 and
detBM (σ) = (s0 − σ)(σ − r0). (7D.5b)
Recall that |r, r0| < |s, s0| for any type A triple (x0,x1,x2); and it is clear that
BM(σ) is hermitian and positive definite for all |r, r0| < σ < |s, s0|. (7D.5c)
Therefore, Eq. (7D.5a) implies
F¯(x, σ) = 0 for all σ such that |r, r0| < σ < |s, s0|. (7D.5d)
However, F¯(x, τ) is a holomorphic function of τ throughout C−I¯(x), and this domain
contains the open interval between |r, r0| and |s, s0|. So,
F¯(x, τ) = 0 for all τ ∈ C − I¯(x). (7D.5e)
End of proof.
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THEOREM 7D.3 (Only a zero solution of (7A.5)0)
The only solution of Eq. (7A.5)0 [a homogeneous Fredholm integral equation of the second
kind] is its zero solution.
Proof: Let Y1(x), with domain I¯(x), denote a solution of Eq. (7A.5)0; and let F¯(x), with
domain C − I¯(x), be defined in terms of Y1(x) by Eq. (6B.10b)0. Using Thm. 7D.1, one
obtains
F¯(x) is a solution of the HHP0 corresponding to (v, F¯M ,x), (7D.6a)
whereupon Thm. 7D.2 delivers
F¯(x, τ) = 0 for all τ ∈ C − I¯(x). (7D.6b)
It follows that
F±(x, σ) = 0 for all σ ∈ I(x), (7D.6c)
whereupon, from Thm. 7D.2(i), Eq. (6B.6a) and the continuity of Y1(x),
Y1(x, σ) = 0 for all σ ∈ I¯(x). (7D.6d)
End of proof.
At this point, we note that Eq. (7A.5) is a regular Fredholm equation in disguise when
v ∈ K2+. The transformation53 that is detailed by Eqs. (D1) to (D19) [see, in particular,
Thm. D.1] yields the following equation, which is equivalent to Eq. (7A.5) and has a C0+
kernel and a C1+ inhomogeneous term:
y1(x, θ)− 2
π
∫
Θ
dθ′y1(x, θ
′)κ21(x, θ
′, θ)
= u1(x, θ) for all θ ∈ Θ := [0, π/2] ∪ [π, 3π/2], (7D.7a)
where
y1(x, θ) := Y1(x, σ(x, θ)), (7D.7b)
u1(x, θ) := U1(x, σ(x, θ)), (7D.7c)
κ21(x, θ
′, θ) := q(x, θ′)K21(x, σ(x, θ
′), σ(x, θ)) (7D.7d)
and
q(x, θ) :=


(r0 − r) cos2 θ
√
s−σ(x,θ)
s0−σ(x,θ) when θ ∈ [0, π/2],
(s0 − s) cos2 θ
√
σ(x,θ)−r
σ(x,θ)−r0 when θ ∈ [π, 3π/2].
(7D.7e)
Equations (7A.1h) and (7A.1i) are expressible in the following forms, in which x and x0
are no longer suppressed:
U1(x, σ) = W1(σ)− 2
π
∫
Θ
dθ′p(x, θ′)L1(σ(x, θ
′), σ), (7D.7f)
K21(x, σ
′, σ) = k21(σ
′, σ)− 2
π
∫
Θ
dθ′′p(x, θ′′)λ(σ′, σ(x, θ′′), σ), (7D.7g)
53See Appendix D.
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where
p(x, θ) :=


(r0 − r) sin2 θ
√
s0−σ(x,θ)
s−σ(x,θ) when θ ∈ [0, π/2],
(s0 − s) sin2 θ
√
σ(x,θ)−r0
σ(x,θ)−r when θ ∈ [π, 3π/2].
(7D.7h)
THEOREM 7D.4 (Fredholm determinant not zero)
The Fredholm determinant corresponding to the kernel κ21(x) is not zero. Therefore, there
exists exactly one solution of Eq. (7D.7a) for each given v ∈ K2+ and x ∈ D; or, equivalently,
there exists exactly one solution of Eq. (7A.5) for each given v ∈ K2+ and x ∈ D.
Proof: This follows from Thm. 7D.3 and the Fredholm alternative. End of proof.
Thus, in summation, we have the following theorem:
GSSM 13 (Existence and uniqueness of HHP solution)
(i) If v ∈ K2+, then the HHP0 corresponding to (v, F¯M ,x) is equivalent to the ho-
mogeneous Fredholm equation of the second kind that is obtained from Eq. (7A.5) by
deleting the term U1(σ), provided that the term W1(σ) is also deleted from the expres-
sion (6B.10d) for Y2(σ).
(ii) For any given x ∈ D, and v ∈ K, the HHP0 corresponding to (v, F¯M ,x) has the
unique solution F¯(x, τ) = 0 for all τ ∈ C − I(x).
(iii) Therefore, if v ∈ K2+, the only solution of the homogeneous Fredholm equation
is the zero solution. Hence from the Fredholm alternative theorem, the inhomogeneous
Fredholm equation (7A.5) has exactly one solution. We conclude that there exists one
and only one solution of the HHP corresponding to (v, F¯M) when v ∈ K2+.
Proof: Directly from Thms. 7D.1, 7D.2, 7D.3 and 7D.4. End of proof.
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8 Properties of the HHP solution F¯(x, τ )
A. The 2×2matrix H(x) associated with each solution of the HHP
corresponding to (v, F¯0,x) when v ∈ K
PROPOSITION 8A.1 (Properties of H(x) and h(x))
For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D and solution F¯(x) of the HHP corresponding to (v, F¯0,x),
there exists exactly one 2× 2 matrix H(x) such that
F¯(x, τ) = I + (2τ)−1 [H(x)−HM(x)]Ω+O(τ−2)
in at least one neighborhood of τ =∞. (8A.1a)
Moreover,
H(x0) = H
M(x0), (8A.1b)
H(x)−H(x)T = 2zΩ, (8A.1c)
h(x) := −Re H(x) is symmetric, (8A.1d)
and
h(x0) =
(
ρ20 0
0 1
)
. (8A.1e)
Proof: From conditions (1) and (2) in the definition of the HHP, there exists exactly one
2× 2 matrix B(x) such that
F¯(x, τ) = I + (2τ)−1B(x) +O(τ−2)
in at least one neighborhood of τ =∞.
Let
H(x) := HM(x0) +B(x)Ω,
whereupon statement (8A.1a) follows. From GSSM 9(v) [Eq. (5C.6)], B(x0) = 0, whereupon
Eq. (8A.1b) follows.
Next, from GSSM 9(iii),
det F¯(x, τ) = ν¯(x,x0, τ)
= 1 + (2τ)−1(r + s− r0 − s0) +O(τ−2)
= 1 + τ−1(z − z0) +O(τ−2)
in at least one neighborhood of τ =∞. (8A.2a)
Moreover, from Eq. (2C.7c),
HM(x0)− [HM(x0)]T = 2z0Ω. (8A.2b)
For any 2× 2 matrix M , MΩMT = ΩdetM . In particular,
F¯(x, τ)ΩF¯(x, τ)T = Ων¯(x,x0, τ). (8A.2c)
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The next step is to consider Eq. (8A.2c) in at least one neighborhood of τ = ∞ for which
the expansions given by Eqs. (8A.1a) and (8A.2a) hold. The reader can then easily deduce
Eq. (8A.1c) by using Eq. (8A.2b) and the relations ΩT = −Ω and Ω2 = I.
The statement (8A.1d) follows from Eq. (8A.1c) and the relation Ω∗ = −Ω. Equation
(8A.1e) is derived from Eqs. (8A.1b) and (2C.7c). End of proof.
THEOREM 8A.2 (Quadratic relation)
For each v ∈ K, F¯0 ∈ SF¯ , x ∈ D and solution F¯(x) of the HHP corresponding to (v, F¯0,x),
let h(x) be defined as in the preceding proposition, and let
A(x0, τ) = (τ − z)Ω + Ωh(x)Ω. (8A.3a)
Then
F¯ †(x, τ)A(x, τ)F¯(x, τ) = A(x0, τ) for all τ ∈ [C − I¯(x)]− {∞}, (8A.3b)
where
F¯ †(x, τ) := [F¯(x, τ ∗)]† for all τ ∈ C − I¯(x). (8A.3c)
Proof: Note that parts (1) and (2) in the proof of Thm. 7D.2 remain valid here. For the sake
of convenience, we repeat below Eq. (7D.3d) from part (2) of that proof.
[ν¯(x,x0, σ)]
−2F±(x, σ)BM(σ)[F∓(x, σ)]† = Y (x, σ)B0(x, σ)Y (x, σ)†
for all σ ∈ I(x), (8A.4a)
where
BM(τ) :=
(
ρ20 −i(τ − z0)
i(τ − z0) 1
)
, (8A.4b)
B0(x, τ) := h0(x)− (τ − z)Ω
= [ρ2 − (τ − z)2]A0(x, τ)−1, (8A.4c)
ν¯(x,x0, τ)
−2 =
(τ − r)(τ − s)
(τ − r0)(τ − s0)
=
(τ − z)2 − ρ2
(τ − z0)2 − ρ20
. (8A.4d)
Next, let Z(x) denote the function with the (tentative) domain [C − I¯(x)] − {∞} and
the values
Z(x, τ) := ν¯(x,x0, τ)
−1F¯(x, τ)BM(τ) [ν¯(x,x0, τ ∗)−1F¯(x, τ ∗)]† . (8A.5a)
From conditions (1) and (2) in the definition of the HHP, and from Eqs. (8A.4b) and (8A.5a),
Z(x, τ) is a holomorphic function of τ
throughout [C − I¯(x)]− {∞}
and has a simple pole at τ =∞.
(8A.5b)
175
Note that Eq. (8A.1e) enables us to express (8A.4b) in the form
BM (τ) = h(x0)− (τ − z0)Ω. (8A.5c)
Also, note that Eqs. (8A.1c) and (8A.1d) imply that
H(x) +H(x)† = −2h(x) + 2zΩ (8A.5d)
and that Eq. (8A.4d) yields
ν¯(x,x0, τ)
−2 = 1 + 2τ−1(z0 − z) +O(τ−2)
in at least one neighborhood of τ =∞. (8A.5e)
Upon using the relation ν¯(x,x0, τ
∗)∗ = ν¯(x,x0, τ) and upon inserting (8A.1a), (8A.5c) and
(8A.5e) into the right side of Eq. (8A.5a), one obtains the following result with the aid of
Eqs. (8A.1b) and (8A.4d):
Z(x, τ) = −(τ − z)Ω + h(x) +O(τ−1)
in at least one neighborhood of τ =∞. (8A.5f)
We again appeal to the trilogy of elementary theorems due to Riemann and Liouville.54
We let Z±(x, σ) be defined for all σ ∈ I(x) by Eq. (7D.4e), whereupon Eqs. (8A.4a) and
(8A.5a) yield
Z+(x, σ) = Z−(x, σ) = Y (x, σ)B0(x, σ)Y (x, σ)† for all σ ∈ I(x). (8A.6a)
The above equation permits us to define a single valued extension of Z(x) to the domain
C − {r, s, r0, s0,∞} by letting
Z(x, σ) := Z±(x, σ) = Y (x, σ)B0(x, σ)Y (x, σ)† for all σ ∈ I(x), (8A.6b)
whereupon (8A.5b), (8A.6b) and the theorem on analytic continuation across an arc tell us
that
Z(x, τ) is a holomorphic function of τthroughout
C − {r, s, r0, s0,∞} and has a simple pole at τ =∞. (8A.6c)
We next use condition (4) in the definition of the HHP, and we obtain the statements (7D.4i),
(7D.4j) and (7D.4k) exactly as we did in the proof of Thm. 7D.2. The theorem on isolated
singularities, together with the statements (8A.6c), (7D.4i), (7D.4j) and (7D.4k) now inform
us that
Z(x) has a holomorphic extension [which we also denote
by Z(x)] to C − {∞} and has a simple pole at τ =∞, (8A.6d)
whereupon Eq. (8A.5f) and the theorem on entire functions that do not have an essential
singularity at τ =∞ yield
Z(x, τ) = −(τ − z)Ω + h(x) for all τ ∈ C − {∞}. (8A.6e)
54See Ref. 39.
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We are now close to completing our proof. From GSSM 9(iii), Eqs. (8A.5a), (8A.4b) and
(8A.4d),
detZ(x, τ) = ρ2 − (τ − z)2. (8A.7a)
Therefore, from Eqs. (8A.3a) and (8A.6e), the matrix −(τ − z)Ω + h(x) is invertible when
τ /∈ {r, s,∞}, and
[−(τ − z)Ω + h(x)]−1 = A(x, τ)
ρ2 − (τ − z)2 . (8A.7b)
[Above, we have used the fact that M−1 = ΩMTΩ/ detM for any invertible 2 × 2 matrix
M .]
One then obtains from Eqs. (8A.5a), (8A.5c), (8A.6e) and (8A.7b),
F¯(x, τ)[A(x0, τ)]−1F¯ †(x, τ) = A(x, τ)−1
for all τ ∈ [C − I¯(x)]− {∞},
whereupon the conclusion (8A.3b) follows. End of proof.
THEOREM 8A.3 (More properties of h(x))
Grant the same premises as in the preceding two theorems, and let h(x) be defined as before.
Then
det h(x) = ρ2 (8A.8)
and
h(x) is positive definite (8A.9)
as well as real and symetric.
Proof: Since h(x) is symmetric
det [h(x)− (τ − z)Ω] = det h(x)− (τ − z)2.
Therefore, Eq. (8A.6e) and (8A.7a) imply that det h(x) = ρ2.
From Eqs. (8A.5a), (8A.6e) and (8A.4d),
Z(x, σ) =
(σ − r)(s− σ)
(σ − r0)(s0 − σ)F¯(x, σ)B
M(σ)F¯(x, σ)†
= −(σ − z)Ω + h(x) for all |r, r0| < σ < |s, s0|. (8A.10a)
Equation (8A.4b) provides us with
detBM(σ) = (s0 − σ)(σ − r0) and tr BM(σ) = 1 + ρ20. (8A.10b)
Therefore,
(σ − r)(s− σ)
(σ − r0)(s0 − σ)B
M(σ)
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is a positive definite hermitian matrix when |r, r0| < σ < |s, s0|. Therefore, the left side
of Eq. (8A.10a) is a positive definite hermitian matrix when |r, r0| < σ < |s, s0| and must,
therefore, have a real positive trace when |r, r0| < σ < |s, s0|. So,
tr [−(σ − z)Ω + h(x)] = tr h(x) > 0; (8A.10c)
and, since the determinant of h(x) is also positive, h(x) is positive definite. End of proof.
We caution the reader that the function H whose domain is D and whose value at each
x ∈ D is given by Eq. (8A.1a), where F¯ is the solution of the HHP corresponding to (v, F¯0),
is not necessarily a member of SH . It is one of the tasks of this section to prove that H ∈ SH
when v ∈ K3.
B. Fredholm equation solution Y1 corresponding to v ∈ K3
When v ∈ K2+, the solution F¯ of the HHP may not be a member of SF¯ . However, when
v ∈ K3, the kernel K21(x, σ′, σ) and the inhomogeneous term U1(x, σ) in the Fredholm
equation (7A.5) are C1 and C2 functions of (x, σ′, σ) and (x, σ), respectively. This makes
it possible to employ techniques introduced earlier by the present authors to establish that
the HHP solution F¯ is indeed a member of S3F¯ .
We again refer the reader to the mappings θ(x) : I¯(x) → Θ and σ(x) : Θ → I¯(x) that
are defined in Appendix D, for we shall here be discussing the solution y1 of the Fredholm
equation (7D.7a) with kernel κ21 and inhomogeneous term u1 rather than the solution Y1 of
the Fredholm equation (7A.5) with kernel K21 and inhomogeneous term U1.
Dfns. of y1, u1 and κ21 when v ∈ K2+
Let y1, u1 and κ21 denote the functions such that
dom y1 = dom u1 := D ×Θ, (8B.1a)
dom κ21 := D ×Θ2 (8B.1b)
and the values y1(x, θ), u1(x, θ) and κ21(x, θ
′, θ) for each (x, θ) ∈ D × Θ and each
(x, θ′, θ) ∈ D × Θ2 are given by Eqs. (7D.7b) to (7D.7e). Note: Thus, for each x ∈ D,
y1(x, θ) is the solution of the Fredholm equation of the second kind (7D.7a); and, as we
already know, this solution exists and is unique when v ∈ K2+.
End of Dfn.
Dfn. of λ21 when v ∈ K2+
For each v ∈ K2+ and x ∈ D, let λ21 denote the function such that
dom λ21 := I¯(x)3 (8B.2a)
and
λ21(σ
′, σ′′, σ) :=
k21(σ
′, σ′′)− k21(σ′, σ)
σ′′ − σ (8B.2b)
for each (σ′, σ′′, σ) ∈ I¯(x)3.
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End of Dfn.
The following lemma is required for the proof of Thm. 8B.3.
LEMMA 8B.1 (Differentiability properties of u1 and κ21 when v ∈ K3)
When v ∈ K3, u1 is C2 and κ21 is C1. Moreover, ∂2κ21(x, θ′, θ)/∂r∂s exists and is a
continuous function of (x, θ′, θ) throughout D×Θ2 [whereupon, from a theorem of the calculus,
∂2κ21/∂s∂r also exists and is equal to ∂
2κ21/∂r∂s].
Proof: The proof will be given in three parts:
(1) From Eqs. (D8) and (D9), σ(x, θ) is a real analytic function of θ throughout D×Θ,
σ(x, θ) ∈ |r, r0| when θ ∈ [0, π/2], (8B.3a)
σ(x, θ) ∈ |s, s0| when θ ∈ [π, 3π/2], (8B.3b)
∂σ(x, θ)
∂s
= 0 when θ ∈ [0, π/2], (8B.3c)
and
∂σ(x, θ)
∂r
= 0 when θ ∈ [π, 3π/2]. (8B.3d)
Therefore,
W (σ(x, θ)) is a C3 function of (x, θ) throughout D ×Θ, (8B.3e)
∂W (σ(x, θ))
∂s
= 0 when θ ∈ [0, π/2], (8B.3f)
and
∂W (σ(x, θ))
∂r
= 0 when θ ∈ [π, 3π/2]; (8B.3g)
and, from Eqs. (7A.1e) to (7A.1g),
d21(σ(x, θ
′), σ(x, θ)) is a C3 function of (x, θ′, θ) throughout D ×Θ2, (8B.3h)
and
L(σ(x, θ′), σ(x, θ)) and k21(σ(x, θ′), σ(x, θ)) are
C2 functions of (x, θ′, θ) throughout D ×Θ2, (8B.3i)
where, of course,
L(σ′, σ) :=
W (σ′)−W (σ)
σ′ − σ for all (σ
′, σ) ∈ I¯(x)2. (8B.3j)
Furthermore, from Eq. (8B.2b) and statement (8B.3i),
λ21(σ(x, θ
′), σ(x, θ′′), σ(x, θ)) is a C1 function of
(x, θ′, θ′′, θ) throughout D ×Θ3. (8B.3k)
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(2) The next step is to prove that
∂λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ))
∂r∂s
exists and is a continuous function of
(x, θ′, θ′′, θ) throughout D ×Θ3. (8B.4)
To prove the above statement, we consider three distinct cases, (a), (b) and (c):
(a) Consider the case
(θ′′, θ) ∈ [0, π/2]× [π, 3π/2] or (θ′′, θ) ∈ [π, 3π/2]× [0, π/2]. (8B.5a)
From (8B.3a) and (8B.3b), and from the relation |r, r0| < |s, s0|,
σ(x, θ′′)− σ(x, θ) 6= 0 for all (x, θ′′, θ) ∈ D × [0, π/2]× [π, 3π/2]
and for all (x, θ′′, θ) ∈ D × [π, 3π/2]× [0, π/2]. (8B.5b)
Therefore, from Eq. (8B.2b) and statement (8B.3i),
λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ)) is a C2
function of (x, θ′, θ′′, θ) throughout the
union of D ×Θ× [0, π/2]× [π, 3π/2]
and D ×Θ× [π, 3π/2]× [0, π/2];
(8B.5c)
and, in particular,
∂2
∂r∂s
λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ))
exists and is a continuous function
of (x, θ′, θ′′, θ) throughout the union
of D ×Θ× [0, π/2]× [π, 3π/2]
and D ×Θ× [π, 3π/2]× [0, π/2]. (8B.5d)
(b) Consider the case
(θ′′, θ) ∈ [0, π/2]2 and θ′ ∈ [π, 3π/2], or
(θ′′, θ) ∈ [π, 3π/2]2 and θ′ ∈ [0, π/2]. (8B.6a)
From (8B.3a) and (8B.3b), and from the relation |r, r0| < |s, s0|,
σ(x, θ′)− σ(x, θ′′) 6= 0 and σ(x, θ′)− σ(x, θ) 6= 0
for all x ∈ D and for all (θ′, θ′′, θ) which satisfy (8B.6a). (8B.6b)
Therefore, from Eq. (7A.1g) and statement (8B.3h),
k21 (σ(x, θ
′), σ(x, θ′′)) and k21 (σ(x, θ
′), σ(x, θ)) are
C3 functions of (x, θ′, θ′′, θ) throughout the union of
D × [π, 3π/2]× [0, π/2]2and D × [0, π/2]× [π, 3π/2]2. (8B.6c)
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Therefore, from Eq. (8B.2b),
λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ)) is a C2 function of
(x, θ′, θ′′, θ) throughout the same union of sets
mentioned above in (8B.6c); (8B.6d)
and, in particular,
∂2
∂r∂s
λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ))
exists and is a continuous function of
(x, θ′, θ′′, θ) throughoutout the union of
D × [π, 3π/2]× [0, π/2]2 and
D × [0, π/2]× [π, 3π/2]2. (8B.6e)
(c) Consider the case
(θ′, θ′′, θ) ∈ [0, π/2]3 or (θ′, θ′′, θ) ∈ [π, 3π/2]3. (8B.7a)
It is easy to see from Eqs. (8B.3c) and (8B.3d) that
∂2
∂r∂s
λ21 (σ(x, θ
′), σ(x, θ′′), σ(x, θ)) exists
and equals zero throughout the union of
D × [0, π/2]3 and D × [π, 3π/2]3. (8B.7b)
That completes our three cases. The statement (8B.4) now follows from (8B.5d),
(8B.6e) and (8B.7b).
(3) From Eqs. (7D.7c) to (7D.7g),
u1(x, θ) = W1(σ(x, θ))− 2
π
∫
Θ
dθ′p(x, θ′)L1 (σ(x, θ
′), σ(x, θ))
for all (x, θ) ∈ D ×Θ (8B.8)
and
κ21(x, θ
′, θ) = q(x, θ′)
[
k21 (σ(x, θ
′), σ(x, θ))− 2
π
∫
Θ
dθ′′p(x, θ′′)λ21 (σ(x, θ
′), σ(x, θ))
]
for all (x, θ′, θ) ∈ D ×Θ2, (8B.9)
where p(x, θ) is defined by Eq. (7D.7h), and q(x, θ) is defined by Eq. (7D.7e). From
statements (D18) and (D19),
p(x, θ) and q(x, θ) are real analytic
functions of (x, θ) throughout D ×Θ. (8B.10)
From statements (8B.3e), (8B.3i), (8B.3k), (8B.4) and (8B.10), it is clear that the
functions u1 and κ21 whose values are given by Eqs. (8B.8) and (8B.9), respectively,
satisfy the conclusions of our lemma.
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End of proof.
Dfn. of a function that is CN1,...,NL on X ⊂ RL
Suppose that X is an open subset of RL or a closed or semi-closed subinterval of RL,
x = (x1, . . . , xL) denotes any point inX , T is a topological space, t denotes any point in T ,
and N1, . . . , NL are L non-negative integers. Suppose, furthermore, that F : (X × T )→
C and that, for each L-tuple of integers (n1, . . . , nL) such that 0 ≤ nk ≤ Nk for all
k = 1, . . . , L,
∂n1···nL1···L F (x, t) :=
(
∂
∂x1
)n1
· · ·
(
∂
∂xk
)nk
· · ·
(
∂
∂xL
)nL
F (x, t) (8B.11)
exists and is a continuous function of (x, t) throughout X × T . [It is understood that
(∂/∂xk)0 = 1.] Then, we shall say that F is CN1,...,NL on X .
Also, if F : X → C and ∂n1···nL1···L F (x) exists and is a continuous function of x throughout
X for each choice of (n1, . . . , nL) that satisfies 0 ≤ nk ≤ Nk for all 1 ≤ k ≤ L, then we
shall say that F is CN1,...,NL on X .
End of Dfn.
Note: If F is CN1,...,NL on X , then a theorem of the calculus tells us that, for each
(n1, . . . , nL) satisfying 0 ≤ nk ≤ Nk for all 1 ≤ k ≤ L, the existence and value of ∂n1···nL1···L F
are unchanged when the operator factors ∂/∂xk are subject to any permutation.
The following lemma is applicable to a broad class of Fredholm integral equations and is
clearly capable of further generalization in several directions. A 2× 2 matrix version of the
lemma for the case L = 2 was covered in a paper by the authors on the initial value problem
for colliding gravitational plane wave pairs.55 As regards the current notes, the lemma will
play a key role in the proof of Thm. 8B.3.
LEMMA 8B.2 (Fredholm minor M and determinant ∆)
Let X, x and Nk (k = 1, . . . , L) be assigned the same meanings as in the preceding definition;
and let Y denote a compact, oriented, m-dimensional differentiable manifold, y denote any
point in Y , and dy denote a volume element at point y (the value of a distinguished non-zero
m-form at y). Suppose that K : X×(Y ×Y )→ C and K is CN1,...,NL on X. Let us regard K
as an L-parameter family of Fredholm kernels that is employed in Fredholm integral equations
of the form
f(x, y)−
∫
Y
dy′f(x, y′)K(x, y′, y) = g(x, y) for all (x, y) ∈ X × Y, (8B.12)
where X is the parameter space. Then, the corresponding Fredholm minor M and Fredholm
determinant ∆ are CN1,...,NL on X.
55I. Hauser and F. J. Ernst, J. Math. Phys. 32, 198 (1991), Sec. V.
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Proof: The Fredholm construction of M and ∆ are given by
M(x, y′, y) =
∞∑
n=0
(−1)n
n!
M (n)(x, y′, y), (8B.13a)
∆(x) =
∞∑
n=0
(−1)n
n!
∆(n)(x), (8B.13b)
where
M (0)(x, y′, y) := K(x, y′, y), (8B.13c)
M (n)(x, y′, y) :=
∫
Y
dy1 · · ·
∫
Y
dynD
(n+1)
(
x
∣∣∣∣ y y1 · · · yny′ y1 · · · yn
)
for all n > 0, (8B.13d)
∆(0)(x) := 1, (8B.13e)
∆(n+1)(x) :=
∫
Y
dyM (n)(x, y, y) for all n ≥ 0, (8B.13f)
and
D(n)
(
x
∣∣∣∣ y1 · · · yny′1 · · · y′n
)
:= the determinant of that n× n
matrix whose element in the kth
row and lth column is K(x, y′k, yl). (8B.13g)
In particular,
D(0)
(
x
∣∣∣∣ yy′
)
:= K(x, y′, y). (8B.13h)
For each bounded and closed subspace U of X , let
||Ku|| := sup
{|∂n1···nL1···L K(x, y′, y)| : (x, y′, y) ∈ U × Y 2,
and 0 ≤ nk ≤ Nk for all k = 1, . . . , L} . (8B.14a)
Also let
V :=
∫
Y
dy. (8B.14b)
Then, from Eqs. (8B.13c) and (8B.13d), and from a generalization of Hadamard’s inequality
that was formulated and proved by the authors in the aforementioned paper on the initial
value problem for colliding gravitational plane wave pairs [see Thm. 7 in that paper],
|∂n1···nL1···L Mn(x, y′, y)| ≤ V n||KU ||n+1(n+ 1)N1+...+NL+(n+1)/2
for all (x, y′, y) ∈ U × Y 2 and all
(n1, . . . , nL) such that 0 ≤ nk ≤ Nk
for each k = 1, . . . , L. (8B.14c)
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It follows that, for each positive integer N ,
N∑
n=0
1
n!
∣∣∂n1···nL1···L M (n)(x, y′, y)∣∣ ≤
N∑
n=0
V n||KU ||n+1
n!
(n+ 1)N1+...+NL+(n+1)/2
for all (x, y′, y) ∈ U × Y 2 and all
choices (the usual) of (n1, . . . , nl). (8B.14d)
The application of the ratio test to the series on the right side of the above inequality (8B.14d)
is straightforward and deomonstrates that this series converges as N →∞. Hence, from the
comparison test, the series on the left side of (8B.14d) converges for all (x, y′, y) ∈ U × Y 2
and all choices of (n1, . . . , nL). The theorems
56 of the calculus on the continuity and term-
by-term differentiability of a uniformly convergent infinite series of functions then supply us
with the following conclusions:
For all choices of (n1, . . . , nL) for which 0 ≤ nk ≤ Nk(1 ≤ k ≤ L),
∂n1···nL1···L M(x, y
′, y) exists and is a continuous function of (x, y′, y)
throughout X × Y 2;
(8B.14e)
and
∂n1···nL1···L M(x, y
′, y) =
∞∑
n=0
(−1)n
n!
[
∂n1···nL1···L M
(n)(x, y′, y)
]
, and
the infinite series converges absolutely
and converges uniformly on each
compact subspace of X × Y 2. (8B.14f)
Hence, M is CN1,...,NL on X . The proof that ∆ is also bCN1,...,NL on X is left for the
reader. End of proof.
The following theorem concerns the solution y1(x, θ) of the Fredholm equation (7D.7a)
for all (x, θ) ∈ D ×Θ.
THEOREM 8B.3 (Differentiability properties of y1 when v ∈ K3)
If v ∈ K3, then y1 is C1,1 on D; i.e., ∂y1(x, θ)/∂r, ∂y1(x, θ)/∂s and ∂2y1(x, θ)/∂r∂s exist
and are continuous functions of (x, θ) throughout D ×Θ.
Proof: Consider the inhomogenous Fredholm equation of the second kind (7D.7a). According
to Thm. 7D.4, the Fredholm determinant for Eq. (7D.7a) is not zero for all choices of x ∈ D.
Therefore, a unique solution of the Fredholm equation exists and is given by
y1(x, θ) = u1(x, θ) +
2
π
∫
Θ
dθ′u1(x, θ
′)R(x, θ′, θ) (8B.15a)
56See Sec. 2, Ch. IV, of Differential and Integral Calculus by R. Courant (Interscience Publishers, Inc.,
1936).
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for all (x, θ) ∈ D × Θ, where the resolvent kernel R(x, θ′θ) is the following ratio of the
Fredholm minor and determinant:
R(x, θ′, θ) =
M(x, θ′, θ)
∆(x)
. (8B.15b)
From Lem. 8B.1, κ21 is C
1. Moreover, ∂2κ21(x, θ
′, θ)/∂r∂s exists and is a continuous function
of (x, θ′, θ) throughout D ×Θ2. Therefore,
κ21 is C
1,1 on D. (8B.15c)
The preceding Lem. 8B.2 is now applied to the present case, for which
X = D, Y = Θ, L = 2, m = 1, dy = 2dθ/π. (8B.15d)
Thereupon, one obtains
R is C1,1 on D. (8B.15e)
Lemma 8B.1 also tells us that (amongst other things)
u1 is C
1,1 on D. (8B.15f)
Therefore, from Eq. (8B.15a), statements (8B.15e) and (8B.15f), and the theorems57 of the
calculus on the continuity and differentiability of an integral with respect to parameters,
y1 is C
1,1 on D. (8B.15g)
End of proof.
Note that, in terms of standard notation and terminology, λ = 1 for our particular
Fredholm equation; and the statement that ∆(x) 6= 0 is equivalent to the statement that 1
is not a characteristic value (eigenvalue) of our kernel.
C. Concerning the partial derivatives of Y, F¯ , H and F± when
v ∈ K3
Dfns. of Y (i), Y and the partial derivatives of Y
Henceforth, Y (i) (i ∈ {3, 4}) will denote the function whose domain is
dom Y := {(x, σ) : x ∈ D, σ ∈ Iˇ(x7−i)} (8C.1)
and whose values are given by
Y (i)(x, σ) := Yˇ(x)(σ), (8C.2)
where Yˇ(x) is the extension of Y (i)(x) that is defined by Eqs. (6C.2a) and (6C.2b). We
shall let Y denote the function whose domain is
dom Y := {(x, σ) : x ∈ D, σ ∈ I¯(x)}
57See Ref. 56.
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and whose values are given by
Y(x, σ) := Y (i)(x, σ) whenever σ ∈ I¯(i)(x).
[Thus, Y(x, σ) = Y(x)(σ).] Also, for each x ∈ D, i ∈ {3, 4} and σ ∈ I¯(i)(x), we shall let
∂l+m+nY(x, σ)
∂rl∂sm∂σn
:=
∂l+m+nY (i)(x, σ)
∂rl∂sm∂σn
,
if the above partial derivative of Y (i) exists.
End of Dfn.
Formerly, we let Y (i)(x, σ) := Y (i)(x)(σ) and Y(x, σ) := Y(x)(σ); but a reexamination
of all assertions that we made made about Y (i)(x, σ) and Y(x, σ) in the past shows that
they remain valid if we substitute our new definitions for the old ones in those assertions.
For example, Cor. 6C.5 and its proof remain valid if one replaces ‘∂n[Y(x)(σ)]/∂σn’ by
∂nY(x, σ)/∂σn’ and employs the new definition of the latter partial derivative. This new
definition differs, however, from our former (usually tacit) understanding of the meaning of
∂nY(x, σ)/∂σn. The point is that the domain of Y (i), as defined above, is an open subset
of R3; and (though the domain of Y is not an open subset of R3) the partial derivatives of
Y are now defined in terms of partial derivatives of Y (i) and, therefore, employ sequences of
points in R3 which may converge to a given point along any direction in R3. This has formal
advantages when one employs the derivatives of Y at the boundary of its domain.
Dfn. of L(i)(σ′, σ) for each x ∈ D and i ∈ {3, 4}
For each σ′ ∈ I¯(x) and σ ∈ I(i), let
L(i)(σ′, σ) :=
W (σ′)−W (i)(σ)
σ′ − σ .
End of Dfn.
Employing the transformation defined by Eqs. (D1) to (D9), Thm. D.1 [(D10) and (D11)],
the definition of p(x, θ) by Eq. (7D.7h), the definition of q(x, θ) by Eq. (7D.7e) and the
definition of L(i)(σ′, σ) that we just gave, one finds that Eqs. (6C.1a), (6C.1b) and (6B.10b)
are expressible in the forms (in which ‘x’ is no longer suppressed)
Y (i)1 (x, σ) = W (i)1 (σ)−
2
π
∫
Θ
dθ′p(x, θ′)y2(x, θ
′)W T1 (σ(x, θ
′))JL(i)1 (σ(x, θ
′), σ)
for all x ∈ D and σ ∈ Iˇ(i)(x7−i)
[after the extension defined by (6C.2a)], (8C.3)
Y (i)2 (x, σ) = W (i)2 (σ) +
2
π
∫
Θ
dθ′q(x, θ′)y1(x, θ
′)W T2 (σ(x, θ
′))JL(i)2 (σ(x, θ
′), σ)
for all x ∈ D and σ ∈ Iˇ(i)(x7−i)
[after the extension defined by (6C.2a)], (8C.4)
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and
ν¯(x,x0, τ)
−1F¯(x, τ) = I − 2
π
∫
Θ
dθ′q(x, θ′)y1(x, θ
′)
W2(σ(x, θ
′))J
σ(x, θ′)− τ
for all x ∈ D and τ ∈ C − I¯(x). (8C.5)
Furthermore, from Eqs. (8A.1a), (8A.2a) and (8C.5),
H(x) = HM(x0) + 2(z − z0)Ω− 4i
π
∫
Θ
dθ′q(x, θ′)y1(x, θ
′)W T2 (σ(x, θ
′))
for all x ∈ D. (8C.6)
When proving the following theorem, one should bear in mind that σ(x, θ), p(x, θ) and
q(x, θ) are analytic functions of (x, θ) throughout D ×Θ.
THEOREM 8C.1 (Differentiability properties of Y (i), F¯ and H when v ∈ K3)
If v ∈ K3, then
∂Y (i)(x, σ)/∂r, ∂Y (i)(x, σ)/∂s, ∂2Y (i)(x, σ)/∂r∂s,
∂2Y (i)(x, σ)/∂σ2, ∂2Y (i)(x, σ)/∂r∂σ, and ∂2Y (i)(x, σ)/∂s∂σ
exist and are continuous functions of (x, σ) throughout
{(x, σ) : x ∈ D, σ ∈ Iˇ(i)(x7−i)}.
(8C.7a)
Also, upon letting F` denote the restriction of F¯ to
dom F` := {(x, τ) : x ∈ D, τ ∈ C − I`(x)},
one has
∂F`(x, τ)/∂r, ∂F`(x, τ)/∂s, and ∂2F`(x, τ)/∂r∂s
exist and are continuous functions of (x, τ)
throughout dom F` ; and, for each x ∈ D, these
partial derivatives are holomorphic functions
of τ throughout C − I`(x).
(8C.7b)
Furthermore,
H is C1,1 on D. (8C.7c)
Proof: From Thm. 8B.3, statement (8B.3e) and the fact that L(i) is C2, one concludes
from Eq. (8C.4) that ∂Y (i)2 (x, σ)/∂r, ∂Y (i)2 (x, σ)/∂s, ∂2Y (i)2 (x, σ)/∂r∂s, ∂2Y (i)2 (x, σ)/∂σ2,
∂2Y (i)2 (x, σ)/∂r∂σ and ∂2Y (i)2 (x, σ)/∂s∂σ exist and are continuous functions of (x, σ) through-
out {(x, σ) : x ∈ D, σ ∈ Iˇ(i)(x7−i)}. Then, from Eq. (8C.3), one obtains like conclusions for
Y (i)1 (x, σ), whereupon the statement (8C.7a) follows.
Statements (8C.7b) and (8C.7c) follow from Thm. 8B.3, statement (8B.3e), the known
differentiability and holomorphy properties of ν¯(x,x0, τ)
−1 on dom F` , and the theorem58 on
the holomorphy of functions given by Cauchy-type integrals. End of proof.
The following two lemmas will be used to prove Thm. 8C.4.
58Where?
187
LEMMA 8C.2 (d(ν¯(x0,x, τ)F`(x, τ)))
Recall that ν¯(x,x0, τ)
−1 = ν¯(x0,x, τ). If v ∈ K3, then the first partial derivatives of
ν+(x0,x, σ
′)Y1(x, σ′)W T2 (σ′)J
σ′ − τ (8C.8a)
with respect to r and with respect to s are summable over σ′ ∈ I¯(x); and
d
[
ν¯(x0,x, τ)F`(x, τ)
]
= − 1
πi
∫
I¯
dσ′
d [ν+(x0,x, σ
′)Y1(x, σ′)]W T2 (σ′)J
σ′ − τ
for all (x, τ) ∈ dom F` . (8C.8b)
Proof: We shall tacitly employ statements (8C.7a) and (8C.7b) of Thm. 8C.1 in some steps
of this proof. We shall supply the proof only for ∂[ν¯(x0,x, τ)F`(x, τ)]/∂r and leave the proof
for the partial derivative with respect to s for the reader. The summability over I¯(x) of the
partial derivative with respect to r of (8C.8a) is seen from the facts that
ν+(x0,x, σ
′) = M+(σ′ − r)M+(σ′ − s) [M+(σ′ − r0)M+(σ′ − s0)]−1 (8C.9a)
and
∂ν+(x0,x, σ
′)
∂r
= −1
2
M+(σ′ − s) [M+(σ′ − r)M+(σ′ − r0)M+(σ′ − s0)]−1(8C.9b)
are both summable over I¯(x), and a summable function times a continuous function over a
bounded interval is summable.
In the proofs of this lemma and the next lemma, we shall employ the shorthand notations
f(x, σ′) := Y1(x, σ′)W T2 (σ′)J,
g(x, σ′) := ν¯(x0,x, τ)F¯(x, τ), (8C.9c)
whereupon Eq. (6B.10b) becomes
g(x, τ) = I − 1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
f(x, σ′)
σ′ − τ
= I − g1(x, τ)− f(x, r)g2(x, τ), (8C.9d)
where
g1(x, τ) :=
1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
f(x, σ′)− f(x, r)
σ′ − τ , (8C.9e)
and
g2(x, τ) :=
1
πi
∫
I¯
dσ′
ν+(x0,x, σ
′)
σ′ − τ . (8C.9f)
We shall first deal with the term f(x, r)g2(x, τ). It is easy to show that
g2(x, τ) = ν(x0,x, τ)− 1. (8C.9g)
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Therefore, for all (x, τ) ∈ dom F` ,
∂g2(x, τ)
∂r
= − 1
2(τ − r) ν¯(x0,x, τ). (8C.9h)
Also, note that
1
πi
∫
I¯
dσ′
∂ν+(x0,x, σ
′)/∂r
σ′ − τ = −
1
2πi
∫
I¯
dσ′
ν+(x0,x, σ
′)
(σ′ − r)(σ′ − τ)
= − ν¯(x0,x, τ)
2(τ − r) . (8C.9i)
So, from Eqs. (8C.9f), (8C.9h) and (8C.9i),
∂
∂r
[f(x, r)g2(x, τ)] =
1
πi
∫
I¯
dσ′
∂ [ν+(x0,x, σ
′)f(x, r)] /∂r
σ′ − τ
for all (x, τ) ∈ dom F` . (8C.9j)
That takes care of the term f(x, r)g2(x, τ).
We shall next deal with the term g1(x, τ). From statement (8C.7a) in Thm. 8C.1 and
from Eq. (8C.9c), one can see that
∂
∂r
{M+(σ′ − r)M+(σ′ − s) [f(x, σ′)− f(x, r)]} (8C.9k)
exists and is a continuous function of (x, σ′) throughout {(x, σ′) : x ∈ D, σ′ ∈ I¯(x)}. [We
leave details for the reader.] No loss of generality will be incurred if we tentatively introduce
a closed and bounded convex neighborhood N of the point x0 in the space D, whereupon it
is seen that
{(x, σ′) : x ∈ N , σ′ ∈ I¯(x)}
is a bounded closed subspace of R3; and, therefore,
M(N ) := (8C.9l)
sup
{∣∣∣∣
∣∣∣∣ ∂∂r {M+(σ′ − r)M+(σ′ − s) [f(x, σ′)− f(x, r)]}
∣∣∣∣
∣∣∣∣ : x ∈ N , σ′ ∈ I¯(x)
}
is finite; and the integrand in the expression for g1(x, τ) that is given by Eq. (8C.9e) satisfies∣∣∣∣
∣∣∣∣ ∂∂r
[
ν+(x0,x, σ
′)
f(x, σ′)− f(x, r)
σ′ − τ
]∣∣∣∣
∣∣∣∣ ≤ [√|σ′ − r0||σ′ − s0| |σ′ − τ |]−1M(N ). (8C.9m)
Since the right side of the above inequality is summable over I¯(x) and is independent of x, a
well-known theorem59 on differentiation of a Lebesgue integral with respect to a parameter
tells us that ∂g1(x, τ)/∂r exists (which, it happens, we already know) and is given by
∂g1(x, τ)
∂r
=
1
πi
∫
I¯
dσ′
∂
∂r
{ν+(x0,x, σ′) [f(x, σ′)− f(x, r)]}
σ′ − τ (8C.9n)
59See Ref. 31
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for all x ∈ N and τ ∈ C − I`(x), where we have used the fact that the contribution to
∂g1(x, τ)/∂r due to differentiation of the integral with respect to the endpoint r ∈ {a3, b3}
of the integration interval I¯(3)(x) vanishes, because the integrand in Eq. (8C.9e) vanishes
when σ′ = r.
However, since N can always be chosen so that it covers any given point in D, Eq. (8C.9n)
holds for all (x, τ) ∈ dom F` ; and upon combining (8C.9n), (8C.9j) and (8C.9d), one obtains
∂g(x, τ)
∂r
= − 1
πi
∫
I¯
dσ′
∂[ν+(x0,x, σ
′)f(x, σ′)]/∂r
σ′ − τ
for all (x, τ) ∈ dom F` , (8C.9o)
which is the coefficient of dr in Eq. (8C.8b). End of proof.
Before we give the next lemma, note that application of the Plemelj relations to Eq.
(6B.10b) yields
1
2
[F+(x, σ) + F−(x, σ)] = −Y1(x, σ)W T2 (σ)J
for all x ∈ D and σ ∈ I(x), (8C.10)
and
1
2
ν+(x0,x, σ)[F+(x, σ)−F−(x, σ)] = I − 1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
Y1(x, σ′)W T2 (σ′)J
σ′ − σ
for all x ∈ D and σ ∈ I(x). (8C.11)
We could also have obtained Eq. (8C.10) directly from Eq. (6B.6a); and Eq. (8C.11) could
have been obtained simply by substituting (8C.10) into Eq. (6A.10f).
LEMMA 8C.3 (Differentiability properties of F± when v ∈ K3)
As in the preceding lemma, suppose that v ∈ K3 and F¯ is the solution of the HHP corre-
sponding to (v, F¯M). Then the following three statements hold:
(i) The partial derivatives ∂F±(x, σ)/∂r, ∂F±(x, σ)/∂s and ∂2F±(x, σ)/∂r∂s exist and
are continuous functions of (x, σ) throughout {(x, σ) : x ∈ D, σ ∈ I(x)}.
(ii) The 1-form
d[ν+(x0,x, σ
′)Y1(x, σ′)]W T2 (σ′)J
σ′ − σ (8C.12a)
is, for each x ∈ D and σ ∈ I(x), summable over I¯(x) in the PV sense.
(iii) For all x ∈ D and σ ∈ I(x),
d
{
1
2
ν+(x0,x, σ)[F+(x, σ)− F−(x, σ)]
}
=
− 1
πi
∫
I¯
dσ′
d[ν+(x0,x, σ
′)Y1(x, σ′)]W T2 (σ′)J
σ′ − σ . (8C.12b)
Proofs:
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(i) This follows from statement (8C.7a), Eq. (8C.10) and Eq. (6B.6b). End of proof.
The proofs of parts (ii) and (iii) will be supplied only for the coefficients of dr in Eqs.
(8C.12a) and (8C.12b). The proofs for the coefficients of ds are left to the reader.
(ii) As functions of σ′, W T2 (σ
′) is C3, Y1(x, σ′) is C2 and ∂Y1(x, σ′)/∂r is C1 on I¯(x);
and ν+(x0,x, σ
′) and ∂ν+(x0,x, σ′)/∂r are summable over I¯(x). Therefore, for a
sufficiently small ǫ > 0,
∂
∂r
[ν+(x0,x, σ
′)Y1(x, σ′)]W T2 (σ′)J
σ′′ − σ (8C.13a)
is summable over I¯(x)−]σ − ǫ, σ + ǫ[. Moreover, since the numerator of (8C.13a) is a
C1 function of σ′, it is well known that (8C.13a) is summable over [σ− ǫ, σ + ǫ] in the
PV sense.
Therefore, (8C.13a) is summable over I¯(x) in the PV sense. End of proof.
(iii) In terms of the shorthand notations (8C.9c), Eq. (8C.11) is expressible in the form
1
2
[g+(x, σ) + g−(x, σ)] = I − 1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
f(x, σ′)
σ′ − σ , (8C.13b)
where Thm. 8C.1 furnishes the following properties of f(x, σ′):
∂f(x, σ′)/∂r, ∂f(x, σ′)/∂s, ∂2f(x, σ′)/(∂σ′)2,
∂2f(x, σ′)/∂r∂s, ∂2f(x, σ′)/∂r∂σ′ and ∂2f(x, σ′)/∂s∂σ′
exist and are continuous functions of (x, σ′)
throughout {(x, σ′) : x ∈ D, σ′ ∈ I¯(x)}.
(8C.13c)
Let us introduce the additional shorthand notations
f0(x, σ
′, σ) :=
f(x, σ′)− f(x, σ)
σ′ − σ , (8C.13d)
f1(x, σ
′, σ) := f0(x, σ
′, σ)− f0(x, r, σ), (8C.13e)
g1(x, σ) :=
1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)f1(x, σ
′, σ), (8C.13f)
g2(x, σ) :=
1
πi
∫
I¯
dσ′
ν+(x0,x, σ
′)
σ′ − σ (8C.13g)
and
g3(x, σ) :=
1
πi
∫
I¯
dσ′ν+(x0,x, σ
′). (8C.13h)
Then Eq. (8C.13b) is expressible in the form
1
2
[g+(x, σ) + g−(x, σ)] = I − g1(x, σ)− f(x, σ)g2(x, σ)− f0(x, r, σ)g3(x, σ). (8C.13i)
Let us first consider the above terms that contain g2 and g3. Upon interchanging x
and x0 in Eq. (7A.3a), one obtains
g2(x, σ) = −1; (8C.13j)
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and the usual contour integration technique yields
g3(x, σ) =
1
2
(r + s− r0 − s0). (8C.13k)
Therefore, by using Eq. (7B.1d) and the fact that
∂ν+(x0,x, σ
′)/∂r = −1
2
(σ′ − r)−1ν+(x0,x, σ′),
the reader can prove that
∂g2(x, σ)
∂r
=
1
πi
∫
I¯
dσ′
∂ν+(x0,x, σ
′)/∂r
σ′ − σ (8C.13l)
and
∂g3(x, σ)
∂r
=
1
πi
∫
I¯
dσ′∂ν+(x0,x, σ
′)/∂r, (8C.13m)
whereupon
∂[f(x, σ)g2(x, σ)]
∂r
=
1
πi
∫
I¯
dσ′
∂[f(x, σ)ν+(x0,x, σ
′)]/∂r
σ′ − σ , (8C.13n)
and
∂[f(x, σ)g3(x, σ)]
∂r
=
1
πi
∫
I¯
dσ′
∂
∂r
[
f0(x, r, σ)ν
+(x0,x, σ
′)
]
. (8C.13o)
That completes the analysis of the terms in Eq. (8C.13i) that contain g2 and g3.
We next consider g1. From (8C.13c) to (8C.13e), one sees that
For each σ ∈ I(x), ∂f1(x, σ′, σ)/∂r and (σ′ − r)−1f1(x, σ′, σ)
exist and are continuous functions of (x, σ′)
throughout {(x, σ′) : x ∈ D, σ′ ∈ I¯(x)}.
(8C.13p)
Therefore, as regards the integrand in the definition (8C.13f) of g1(x, σ), one readily
deduces (by an argument similar to the one used in the proof of the preceding lemma)
that, corresponding to each closed and bounded neighborhood N of the point x0 in the
space D, and each σ ∈ I(x), there exists a positive real number M(N , σ) such that∣∣∣∣
∣∣∣∣ ∂∂r [ν+(x0,x, σ′)f1(x, σ′, σ)]
∣∣∣∣
∣∣∣∣ ≤ M(N , σ)√|σ′ − r0||σ′ − s0|
for all x ∈ N and σ′ ∈ I¯(x)− {r0, s0}.(8C.13q)
The remainder of the proof employs the same theorem on differentiation of a Lebesgue
integral with respect to a parameter that was used in the proof of the preceding lemma.
The result is
∂g1(x, σ)
∂r
=
1
πi
∫
I¯
dσ′
∂
∂r
[
ν+(x0,x, σ
′)f1(x, σ
′, σ)
]
. (8C.13r)
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Upon combining the results given by Eqs. (8C.13n), (8C.13o) and (8C.13r), one obtains
with the aid of Eqs. (8C.13b), (8C.13d) to (8C.13f), and Eq. (8C.13i),
∂
∂r
1
2
[g+(x, σ) + g−(x, σ)] = − 1
πi
∫
I¯
dσ′
∂[ν+(x0,x, σ
′)f(x, σ′)]/∂r
σ′ − σ
for all x ∈ D and σ ∈ I(x). (8C.13s)
End of proof.
The point of the preceding two lemmas is the following crucial theorem.
THEOREM 8C.4 (Limits of dF¯ when v ∈ K3)
Suppose v ∈ K3 and F¯ is the solution of the HHP corresponding to (v, F¯M). Then, the
following three statements hold:
(i) For each x ∈ D and σ ∈ I(x), dF`(x, σ ± ζ) converges as ζ → 0 (Im ζ > 0) and
lim
ζ→0
dF`(x, σ ± ζ) = dF±(x, σ). (8C.14a)
Note: The existences of dF`(x, τ) and dF±(x, σ) are guaranteed by Thm. 8C.1 [state-
ment (8C.7b)] and by Lem. 8C.3(i), respectively.
(ii) F¯(x, τ) converges as τ → r0 and as τ → s0 [τ ∈ C − I¯(x)]; and ν¯(x0,x, τ)F¯(x, τ)
converges as τ → r and as τ → s.
(iii) For each i ∈ {3, 4},
(τ − xi)∂F`(x, τ)
∂xi
(8C.14b)
converges as τ → r0 and as τ → s0, while
ν¯(x0,x, τ)(τ − xi)∂F`(x, τ)
∂xi
(8C.14c)
converges as τ → r and as τ → s.
Proofs:
(i) We shall prove statement (i) for the coefficient of dr in dF`(x, τ) and leave the proof
for the coefficient of ds to the reader.
Employ the shorthand notation
f(x, σ′) := Y1(x, σ′)W T2 (σ′)J (8C.15a)
in the integrand of Eq. (6B.10b), which then becomes
ν¯(x0,x, τ)F¯(x, τ) = I − 1
πi
∫
I¯
dσ′ν¯(x0,x, σ
′)
f(x, σ′)
σ′ − τ
for all (x, τ) ∈ dom F¯ , (8C.15b)
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whereupon, from Eq. (8C.8b) in Lem. 8C.2, and from Eq. (8C.9i),
− ν¯(x0,x, τ)
2(τ − r) F¯(x, τ) + ν¯(x0,x, τ)
∂F¯(x, τ)
∂r
=
− Φ(x, τ) + ν¯(x0,x, τ)
2(τ − r) f(x, r)
for all (x, τ) ∈ dom F` , (8C.15c)
where
Φ(x, τ) :=
1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
φ(x, σ′)
σ′ − τ (8C.15d)
and
φ(x, σ′) :=
∂f(x, σ′)
∂r
− f(x, σ
′)− f(x, r)
2(σ′ − r) . (8C.15e)
From Eq. (8C.15e) and the properties of f(x, σ′) given by statement (8C.13c)
∂φ(x, σ′)/∂σ′ exists and is a continuous function of
(x, σ′) throughout {(x, σ′) : x ∈ D, σ′ ∈ I¯(x)}. (8C.15f)
Therefore, ν¯(x0,x, σ
′)φ(x, σ′) obeys a Ho¨lder condition of index 1 on each closed subin-
terval of I(x); and it follows from the theorem in Sec. 16 in Muskhelishvili’s treatise60
that (8C.15d) satisfies
Φ±(x, σ) := lim
ζ→0
Φ(x, σ ± ζ) exists for all σ ∈ I(x). (8C.15g)
Moreover, from the Plemelj relations [Eq. (17.2) in Sec. 17 of Muskhelishvili’s treatise],
Φ±(x, σ) = ±ν+(x0,x, σ)φ(x, σ) + 1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
φ(x, σ′)
σ′ − σ . (8C.15h)
[The existence of the above PV integral is demonstrated in Sec. 12 of Muskhelishvili’s
treatise.] From Eq. (8C.15c), condition (3) in the definition of the HHP [the one about
the existence of F±(x)] and statement (8C.15g),
lim
ζ→0
∂F`(x, σ ± ζ)
∂r
exists for each x ∈ D and σ ∈ I(x); (8C.15i)
and, with the aid of Eqs. (8C.10), (8C.15a) and (8C.15h),
lim
ζ→0
1
2
[
∂F`(x, σ + ζ)
∂r
+
∂F` (x, σ − ζ)
∂r
]
= −∂f(x, σ)
∂r
(8C.15j)
60See footnote 37.
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and
lim
ζ→0
1
2
∂
∂r
[
ν¯(x0,x, σ + ζ)F`(x, σ + ζ) + ν¯(x0,x, σ − ζ)F`(x, σ − ζ)
]
= − 1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
φ(x, σ′)
σ′ − σ . (8C.15k)
However, from Eq. (7B.1d),
1
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
f(x, r)
(σ′ − r)(σ′ − σ) = 0.
Therefore, from Eq. (8C.15e), Eq. (8C.15k) becomes
lim
ζ→0
1
2
∂
∂r
[
ν¯(x0,x, σ + ζ)F`(x, σ + ζ) + ν¯(x0,x, σ − ζ)F`(x, σ − ζ)
]
= − 1
πi
∫
I¯
dσ′
∂[ν+(x0,x, σ
′)f(x, σ′)]/∂r
σ′ − σ . (8C.15l)
Next, from Eqs. (8C.10) and (8C.15a),
1
2
[
∂F+(x, σ)
∂r
+
∂F−(x, σ)
∂r
]
= −∂f(x, σ)
∂σ
; (8C.15m)
and, from Eq. (8C.12b) in Lem. 8C.3,
1
2
∂
∂r
{
ν+(x0,x, σ)[F+(x, σ)− F−(x, σ)]
}
=
− 1
πi
∫
I¯
dσ′
∂[ν+(x0,x, σ
′)f(x, σ′)]/∂r
σ′ − σ . (8C.15n)
A comparison of the above Eqs. (8C.15m) and (8C.15n) with Eqs. (8C.15m) and
(8C.15l), together with the fact that
lim
ζ→0
∂ν¯(x0,x, σ ± ζ)
∂r
=
∂ν±(x0,x, σ)
∂r
,
now yields
lim
ζ→0
∂F`(x, σ ± ζ)
∂r
=
∂F±(x, σ)
∂r
. (8C.15o)
Statements (8C.15i) and (8C.15o) complete the proof of part (i) of our theorem for
∂F¯(x, τ)/∂r. End of proof.
(ii) Since
ν+(x0,x, σ) =
M+(σ − r)M+(σ − s)
M+(σ − r0)M+(σ − s0) , (8C.15p)
one has
ν+(x0,x, σ)f(x, σ) = 0 when σ = r and when σ = s. (8C.15q)
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Therefore, from statement 10 in Sec. 29 of Muskhelishvili’s treatise, and from our Eq.
(8C.15b),
ν¯(x0,x, τ)F¯(x, τ) converges as τ → r and as τ → s [τ ∈ C − I¯(x)]. (8C.15r)
Furthermore, from Eqs. (8C.9f), (8C.9g) and (8C.15b),
F¯(x, τ) = ν¯(x,x0, τ)I + [ν¯(x,x0, τ)− 1]f(x, r0)
− ν¯(x,x0, τ)
πi
∫
I¯
dσ′ν+(x0,x, σ
′)
[
f(x, σ′)− f(x, r0)
σ′ − r
]
. (8C.15s)
From statement (8C.13c), ∂f(x, σ′)/∂σ′ exists and is a continuous function of σ′
throughout I¯(x). Therefore, as one can see from Eq. (8C.15p),
ν+(x0,x, σ)[f(x, σ
′)− f(x, r0)] = 0 when σ = r0; (8C.15t)
and it then follows from Eq. (8C.15s) and the same statement 10 in Sec. 29 of Muskhe-
lishvili that was used before that
F¯(x, τ) converges [to −f(x, r0)] as τ → r0. (8C.15u)
Similarly, one proves that
F¯(x, τ) converges [to −f(x, s0)] as τ → s0. (8C.15v)
Statements (8C.15r), (8C.15u) and (8C.15v) together constitute part (ii) of our theo-
rem. End of proof.
(iii) We shall prove this part of our theorem for i = 3, and the proof for i = 4 is left to the
reader.
We start with the definition (8C.15d) of Φ(x, τ). The proof that we have just given
for part (ii) of this theorem is also applicable to Φ(x, τ). Specifically, the proof of part
(ii) remains valid if one makes all of the following substitutions in its wording and
equations:
Therefore, the conclusion of part (ii) of our theorem remains valid if one makes the
substitution ‘ν¯(x0,x, τ)F¯(x, τ)’ → ‘Φ(x, τ)’. So, for all (x, τ) ∈ dom F¯ ,
Φ(x, τ) converges as τ → r and as τ → s, and
ν¯(x,x0, τ)Φ(x, τ) converges as τ → r0 and as τ → s0. (8C.15w)
When the above statement (8C.15w) is applied to Eq. (8C.15c), one obtains the state-
ment in part (iii) of our theorem for the case i = 3. End of proof.
Note: The meanings that we assigned above to ‘f(x, σ′)’, ‘φ(x, σ′)’ and ‘Φ(x, τ)’ will not
be used in the remainder of these notes. They were temporary devices for the purpose of
abbreviating the proofs of the preceding theorem and two lemmas.
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D. The HHP solution F¯ is a member of S3F¯ when v ∈ K3
THEOREM 8D.1 (∂F`/∂xi = ΓiF`)
When v ∈ K3, F¯ is the solution of the HHP corresponding to (v, F¯M) and H is the function
defined by Eq. (8A.1a) in Prop. 8A.1, then [from Thm. 8C.1] dF`(x, τ) and dH(x) exist;
and, for each i ∈ {3, 4},
∂F` (x, τ)
∂xi
= Γi(x, τ)F`(x, τ) for all (x, τ) ∈ dom F` , (8D.1a)
where
Γi(x, τ) :=
1
2(τ − xi)
∂H(x)
∂xi
Ω. (8D.1b)
Proof: From GSSM 9(ii), F¯(x, τ)−1 exists for all (x, τ) ∈ dom F¯ ; and, for the continuous
extension of Y that is defined by Cor. 6C.5 (also, see the beginning of Sec. 8C) and Eq.
(6B.4b), Y (x, σ)−1 exists for all x ∈ D and σ ∈ I¯(x). From Thm. 8C.1, dF¯(x, τ), dY (x, σ)
and dH(x) exist and are continuous functions of (x, τ), (x, σ) and x throughout dom F¯ ,
dom Y := {(x, σ) : x ∈ D, σ ∈ I¯(x)}
and D, respectively; and, for each x ∈ D, dF¯(x, τ) is a holomorphic function of τ throughout
C − I`(x). It then follows, with the aid of conditions (1) through (3) in the definition of the
HHP, Eq. (8A.1a) in Prop. 8A.1, and Thm. 8C.4(i) that, for each x ∈ D,
Zi(x, τ) := (τ − xi)∂F¯ (x, τ)
∂xi
F¯(x, τ)−1 exists and is a holomorphic
function of τ throughout C − I`(x), (8D.2a)
Zi(x, τ) =
1
2
∂H(x)
∂xi
Ω+O(τ−1) in at least
one neighborhood of τ =∞, (8D.2b)
Z±i (x, σ) exists for each σ ∈ I(x) (8D.2c)
and
Z+i (x, σ) = Z
−
i (x, σ)
= (σ − xi)∂Y (x, σ)
∂xi
Y (x, σ)−1 + Y (x, σ)
1
2
∂HM(x)
∂xi
ΩY (x, σ)−1
for all σ ∈ I¯(x), (8D.2d)
where we have used the fact that the defining equation in condition (3) for the HHP corre-
sponding to (v, F¯M ,x) is expressible in the form
F±(x, σ) = Y (j)(x, σ)FM±(x, σ)[v˜(j)(σ)]−1 for all σ ∈ I(j)(x); (8D.2e)
and we have used the fact that, since F¯M± ∈ SF± ,
∂FM±(x, τ)
∂xj
= ΓMi (x, τ)FM±(x, τ) for all τ ∈ C¯± − {r, s, r0, s0}. (8D.2f)
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We next define a continuous extension of Zi(x) [which we also denote by Zi(x)] to the
domain C − {r, s, r0, s0} by letting
Zi(x, σ) := Z
±
i (x, σ). (8D.2g)
Then, from the statement (8D.2a) and the theorem of Riemann that we have already used
in a different context,
Zi(x, τ) is a holomorphic function of τ throughout C − {r, s, r0, s0}. (8D.2h)
However, from Eq. (8D.2a) and Thms. 8C.4(ii) and (iii),
ν¯(x,x0, τ)Zi(x, τ) converges as τ → r0 and as τ → s0,
and ν¯(x0,x, τ)Zi(x, τ) converges as τ → r and as τ → s. (8D.2i)
Also, from Eq. (8D.2d) and the continuity on I¯(x) of dY (x, σ) and Y (x, σ)−1 = ΩY (x, σ)TΩ,
Zi(x, σ) converges as σ → r0, σ → s0, σ → r, σ → s. (8D.2j)
Combining (8D.2h), (8D.2i) and (8D.2j), one obtains, by reasoning that should now be
familiar to us, Zi(x, τ) = Zi(x,∞), whereupon the conclusion of our theorem follows from
Eqs. (8D.2a) and (8D.2b). End of proof.
COROLLARY 8D.2 (dF` = ΓF`)
For each (x, τ) ∈ dom F` ,
dF`(x, τ) = Γ(x, τ)F`(x, τ), (8D.3a)
where
Γ(x, τ) :=
1
2
(τ − z + ρ⋆)−1dH(x)Ω
=
∑
i
dxiΓi(x, τ). (8D.3b)
Proof: Obvious. End of proof.
THEOREM 8D.3 (AΓ = 1
2
ΩdHΩ)
Suppose v ∈ K3 and F¯ is the solution of the HHP corresponding to (v, F¯M). Then
AΓ = 1
2
ΩdHΩ, (8D.4)
where H, A and Γ are defined by Eqs. (8A.1a), (8A.3a) and (8D.3b), respectively.
Proof: The proof will be given in three parts:
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(1) We start by obtaining two results that we shall need for the proof. For each H ′ ∈ SH ,
note that [Eq. (2C.3a)]
Re H ′ = −h′ (8D.5a)
and that the defining differential equation (2C.3b) for Im H ′ in terms of Re H ′ is
expressible in the following form, since ⋆⋆ = 1:
h′Ωd(Re H ′) = ρ ⋆ (iIm H ′). (8D.5b)
Recall that h′ is symmetric and det h′ = ρ2. So,
(h′Ω)2 = ρ2I. (8D.5c)
From Eq. (8D.5c), Eq. (8D.5b) is equivalent to the equation
h′Ωd(iIm H ′) = ρ ⋆ d(Re H ′); (8D.5d)
and, therefore, Eq. (8D.5b) is equivalent to the equation
h′ΩdH ′ = ρ ⋆ dH ′. (8D.5e)
Furthermore, the above Eq. (8D.5e) yields
A′Γ′ = [(τ−z)Ω+Ωh′Ω]1
2
(τ−z+ρ⋆)−1dH ′Ω = 1
2
(τ−z+ρ⋆)−1[(τ−z)ΩdH ′Ω+ρ⋆ΩdH ′Ω].
So, Eq. (8D.5e) implies
A′Γ′ = 1
2
ΩdH ′Ω for each H ′ ∈ SH . (8D.5f)
The reader should have no difficulty in proving that, conversely, Eq. (8D.5f) implies
(8D.5e). We shall use the above result later in our proof.
(2) We now obtain a second result that we shall need for the proof. From Eq. (8A.3a) in
Thm. 8A.2,
[F∓(x, σ)]†A(x, σ)F±(x, σ) = A(x0, σ) for all σ ∈ I(x). (8D.6a)
Now, recall that A(x0, σ) = AM(x0, σ) in our gauge. Also, recall that
[F¯ ′(x, τ ∗)]†A′(x, τ)F¯ ′(x, τ) = AM(x0, σ) for all F¯ ′ ∈ SF¯ . (8D.6b)
Therefore, we obtain the following result by using Eqs. (8D.2e) [condition (3) in the
definition of the HHP corresponding to (v, F¯M ,x), (8D.6a), (5A.6b) [in Thm. 6] and
(8D.6b) [for F¯ ′ = F¯M ]:
Y †(x, σ)A(x, σ)Y (x, σ) = AM(x, σ) for all σ ∈ I(x).
However, recall that Y (x, σ) is now a continuous function of σ throughout I¯(x). There-
fore,
Y †(x, σ)A(x, σ)Y (x, σ) = AM(x, σ) for all σ ∈ I¯(x). (8D.6c)
We shall use this result below.
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(3) From the definition of A and Γ, each component of A(x, τ)Γ(x, τ) is a holomorphic
function of τ throughout C − {r, s} and has no essential singularity at τ = r and at
τ = s. In fact, if there are any singularities at these points, they are simple poles.
That much is obvious.
From Eqs. (8D.3a), (8D.2e) and (8D.2f),
A(x, σ)Γ(x, σ) = A(x, σ)[dF±(x, σ)][F±(x, σ)]−1
= A(x, σ) [dY (x, σ) + Y (x, σ)ΓM(x, σ)] [Y (x, σ)]−1
for all σ ∈ I(x). (8D.7a)
The above equation becomes, after using Eq. (8D.6c),
A(x, σ)Γ(x, σ) = {A(x, σ)dY (x, σ) + [Y (x, σ)†]−1AM(x, σ)ΓM(x, σ)} [Y (x, σ)]−1,
which becomes, after using Eq. (8D.5f) with H ′ = HM ,
A(x, σ)Γ(x, σ) =
{
A(x, σ)dY (x, σ) + [Y (x, σ)†]−1 1
2
ΩdHM(x)Ω
}
[Y (x, σ)]−1.
(8D.7b)
From Thm. 8C.1 and the fact that det Y (x, σ) = 1, the right side of the above equation
is a continuous function of σ throughout I¯(x). Therefore, A(x, τ)Γ(x, τ) is extendable
to a holomorphic function of τ throughout C; and it follows that
A(x, τ)Γ(x, τ) = [A(x, τ)Γ(x, τ)]τ=∞ = 1
2
ΩdH(x)Ω.
End of proof.
COROLLARY 8D.4 (hΩdH = ρ ⋆ dH)
Suppose H is defined as in the preceding theorem. Then
hΩdH = ρ ⋆ dH. (8D.8)
Proof: Multiply both sides of Eq. (8D.4) through by 2Ω(τ − z+ ρ⋆) on the left, and by Ω on
the right; and then set τ = z. End of proof.
In the following theorem we assert a result that is stronger than simply that the HHP
solution F¯ is a member of S3F¯ when v ∈ K3.
GSSM 14 (HHP solution F¯ ∈ S✷F¯)
(i) For each v ∈ K✷, where ✷ is n ≥ 3, n+ (n ≥ 3), ∞ or ‘an’, and, for each F¯0 ∈ S✷F¯ ,
there exists exactly one solution F¯ of the HHP corresponding to (v, F¯0).
(ii) Let H be defined in terms of F¯ by Eq. (8A.1a), and let E := H22. Then E ∈ SE ,
and H is identical with the unique member of SH that is constructed from E by using
Eqs. (2C.1a) to (2C.3c).
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(iii) Furthermore, F¯ is identical with the member of SF¯ that is defined in terms of H
in Sec. 2F [and whose existence and uniqueness for a given H ∈ SH is asserted in
Thm. 1.]
(iv) Finally, let Qˆ denote the member of SQˆ that is defined in terms of F¯ by Eq. (2F.8b),
and let V denote the member of SV that is defined in terms of Qˆ by Eq. (5A.1a). Then
V ∈ S✷
V
and, therefore (by definition), E ∈ S✷E , H ∈ S✷H and F¯ ∈ S✷F¯ .
Proofs:
(i) Let V0 denote the member of SV that corresponds to F¯0. Since F¯0 ∈ S✷F¯ , there exists
(by definition of S✷F¯ ) w ∈ B(I3, I(4)) such that
V0w ∈ k✷ ⊂ K✷; (8D.9a)
and, since K✷ is a group,
vV0w ∈ K✷. (8D.9b)
From GSSM 13, there exists exactly one solution F¯ of the HHP corresponding to
(vV0w, F¯M); and, from GSSM 8, it then follows that F¯ is also a solution of the HHP
corresponding to (v, F¯0). Finally, from GSSM 9(iv), there is no other solution of the
HHP corresponding to (v, F¯0). End of proof.
(ii) From the premises of this theorem, v ∈ K3. Therefore, from statement (8C.7c) in
Thm. 8C.1,
dH exists and is continuous (8D.10a)
throughout D; and since
(d2H)(x) = drds
[
∂2H(x)
∂r∂s
− ∂
2H(x)
∂s∂r
]
(8D.10b)
and
(d ⋆ dH)(x) = −drds
[
∂2H(x)
∂r∂s
+
∂2H(x)
∂s∂r
]
, (8D.10c)
it is true that
d2H exists and vanishes (8D.10d)
and
d ⋆ dH exists and is continuous (8D.10e)
throughout D. Also, Eq. (8D.8) in Cor. 8D.4 asserts that
ρ ⋆ dH = hΩdH, (8D.10f)
where we recall from Eq. (8A.1b) in Prop. 8A.1 that
h := −Re H = hT (8D.10g)
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and, from Thm. 8A.3,
det h = ρ2 and f := Re E = −g22 < 0, (8D.10h)
where gab denotes the element of h in the ath row and bth column. Since ⋆⋆ = 1, Eq.
(8D.10f) is equivalent to the equation
ρdH = hΩ ⋆ dH (8D.10i)
from which we obtain
ρdH†ΩdH = dH†ΩhΩ ⋆ dH. (8D.10j)
Upon taking the hermitian conjugates of the terms in the above equation, and upon
noting that Ω† = Ω, h† = h,
(ωη)T = −ηTωT and ω ⋆ η = −(⋆ω)η for any n× n matrix 1-forms, (8D.10k)
one obtains
− ρdH†ΩdH = dH†ΩhΩ ⋆ dH. (8D.10l)
From Eqs. (8D.10l) and (8D.10j),
dH†ΩdH = 0. (8D.10m)
[The above result (8D.10m) was first obtained by the authors in a paper61 which
introduced an abstract geometric definition of the Kinnersley potential H and which
derived other properties of H that we shall not need in these notes.]
We next consider the (2, 2) matrix elements of Eqs. (8D.10f) and (8D.10m). With the
aid of Eqs. (8D.10g) and (8D.10h), one obtains
ρ ⋆ dE = i(g12dE + fdH12) (8D.10n)
and
dH∗12dE − dE∗dH12 = 0. (8D.10o)
From Eq. (8D.10n),
fd(ρ ⋆ dE)− ρdE ⋆ dE = if(dg12dE + dfdH12 − dEdH12)
= if
[
−1
2
(dH12 + dH
∗
12)dE +
1
2
(dE + dE∗)dH12 − dEdH12
]
=
if
2
(−dH∗12dE + dE∗dH12).
Therefore, from Eq. (8D.10o),
fd(ρ ⋆ dE)− ρdE ⋆ dE = 0. (8D.10p)
61I. Hauser and F. J. Ernst, J. Math. Phys. 21, 1116-1140 (1980). See Eq. (37).
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Furthermore, from Eqs. (2C.3c), (8A.1b) and (8D.10h),
E(x0) = −1 and Re E < 0. (8D.10q)
Therefore,
E ∈ SE , (8D.10r)
since E satisfies the Ernst equation (8D.10p) and the requisite gauge conditions (8D.10q)
Next, let
χ := Im E and ω := g12/g22. (8D.10s)
Then, by taking the imaginary parts of the terms in Eq. (8D.10n), one deduces
dω = ρf−2 ⋆ dχ. (8D.10t)
Furthermore, Eqs. (8D.10g) and (8D.10h) enable us to express h in the form
h = A
(
ρ2 0
0 1
)
AT , (8D.10u)
where
A :=
(
1 ω
0 1
)(
1/
√−f 0
0
√−f
)
. (8D.10v)
Finally, the imaginary parts of the terms in Eq. (8D.10i) give us
ρd(Im H) = −hJ ⋆ dh. (8D.10w)
A comparison of Eqs. (8A.1b), (8A.1d) and (8D.10t) to (8D.10w) with the definition
of SH that is given in Sec. 2B demonstrates that H is precisely that member of SH
that is computed from E by using Eqs. (2C.1a) to (2C.3c). End of proof.
(iii) From statement (8C.7b) in Thm. 8C.1,
dF¯(x, τ) exists for all x ∈ D and τ ∈ C − I`(x) = [C − I¯(x)]− {r0, s0}; (8D.11a)
and, from Cor. 8D.2,
dF¯(x, τ) = Γ(x, τ)F¯(x, τ) for all x ∈ D and τ ∈ C − I`(x). (8D.11b)
Furthermore, from GSSM 9(v),
F¯(x0, τ) = I for all τ ∈ C. (8D.11c)
Finally, consider that I¯(x) = I¯(3)(x) when s = s0, and I¯(x) = I¯(4)(x) when r = r0;
and, from condition (1) in the definition of the HHP, F¯(x, τ) is a holomorphic function
of τ throughout C − I¯(x). Therefore,
F¯((r, s0), τ) and F¯((r0, s), τ)
are continuous functions of τ at
τ = s0 and at τ = r0, respectively.
(8D.11d)
From the above statements (8D.11a) to (8D.11d) and from the definition of SF¯ in
Sec. 2F, it follows that F¯ ∈ SF¯ . End of proof.
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(iv) From condition (3) in the definition of the HHP and from GSSM 7, there exists w′ ∈
B(I(3), I(4)) such that
v = Vw′V−10 . (8D.12a)
Therefore,
V = vV0(w
′)−1. (8D.12b)
However, from the proof of part (i) this theorem [see Eq. (8D.9b)], there then exists
w ∈ B(I(3), I(4)) such that
V(w′w) = vV0w ∈ K✷. (8D.12c)
Therefore, since w′w ∈ B(I(3), I(4)), it follows from the definition of S✷
V
given by
Eq. (5A.2e) that V ∈ S✷
V
. Hence, by definition, E ∈ S✷E , H ∈ S✷H and F¯ ∈ S✷F¯ .
End of proof.
COROLLARY 8D.5 (k✷ = K✷)
Suppose that ✷ is n ≥ 3, n+ (n ≥ 3), ∞ or ‘an’. Then
k✷ := {Vw : V ∈ SV,w ∈ B(I(3), I(4)),Vw ∈ K✷} = K✷. (8D.13)
Proof: From its definition
k✷ ⊂ K✷. (8D.14a)
Now, suppose v ∈ K✷. Since
VM = (δ(3), δ(4)), (8D.14b)
where
δ(i)(σ) := I for all σ ∈ I(i), (8D.14c)
we know that
F¯M ∈ SanF¯ ⊂ S✷F¯ . (8D.14d)
Therefore, from the preceding theorem, there exists F¯ ∈ S✷F¯ such that F¯ is the solution of
the HHP corresponding to (v, F¯M); and, if V denotes the member of S✷
V
that corresponds
to F¯ , Eq. (8D.12a) in the proof of the preceding theorem informs us that w′ ∈ B(I(3), I(4))
exists such that v = Vw′. So v ∈ k✷.
We have thus proved that
K✷ ⊂ k✷, (8D.14e)
whereupon (8D.14a) and (8D.14b) furnish us with the conclusion k✷ = K✷. End of proof.
E. Proof of our generalized Geroch conjecture
Dfn. of Z(i)
Let Z(i) denote the subgroup of K(x0, I(i)) that is given by
Z(i) := {δ(i),−δ(i)}, (8E.1)
where δ(i) is defined by Eq. (8D.14c).
204
End of Dfn.
PROPOSITION 8E.1 (Center of K)
The center of K(x0, I(i)) is Z(i). Hence the center of K is Z(3) × Z(4).
Proof: Left for the reader. Hint: See the proof of Lem. 8E.2(i). End of proof.
Dfn. of [v] for each v ∈ K3
For each v ∈ K3, let [v] denote the function such that
dom [v] := S3F¯ (8E.2a)
and, for each F¯0 ∈ S3F¯ ,
[v](F¯0) := the solution of the HHP corresponding to (v, F¯0). (8E.2b)
Note that the existence of [v] is guaranteed by GSSM 8 and GSSM 13(iii).
End of Dfn.
Dfn. of K✷(x0, I(3), I(4)) when ✷ is n ≥ 3, n+ (n ≥ 3), ∞ or ‘an’
Let
K✷ := {[v] : v ∈ K✷}. (8E.3)
End of Dfn.
The following lemma concerns arbitrary members v and v′ of K, and arbitrary members
F¯0 and F¯ of SF¯ . Therefore, the lemma could have been given as a proposition in Sec. 5D.
However, we have saved it for now, because the lemma is directly applicable in the proof of
the next theorem.
LEMMA 8E.2 (Properties of K)
(i) Suppose that v ∈ K, F¯0 ∈ SF¯ and F¯ ∈ SF¯ . Then F¯ is the solution of the HHP
corresponding to (v, F¯0) if and only if V−1vV0 ∈ B(I(3), I(4)), where V0 and V are
the members of SV corresponding to F¯0 and F¯ , respectively.
In particular, the solution of the HHP corresponding to (v, F¯0) is F¯0 if and only if
V−10 vV0 ∈ B(I(3), I(4)); and the solution of the HHP corresponding to (v, F¯M) is F¯M
if and only if v ∈ B(I(3), I(4)).
(ii) In addition to the premises of part (i) of this lemma, suppose that v′ ∈ K. There-
upon, if F¯ is the solution of the HHP corresponding to (v, F¯0), and F¯ ′ is the solution
of the HHP corresponding to (v′, F¯), then F¯ ′ is the solution of the HHP corresponding
to (v′v, F¯0).
If F¯ is the solution of the HHP corresponding to (v, F¯0), then F¯0 is the solution of the
HHP corresponding to (v−1, F¯).
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Proofs:
(i) This theorem follows from GSSM 7 and the properties of members of SF¯ that are given
in GSSM 1 [specifically, the properties F¯(x,∞) = I and (iv)] and GSSM 4. The reader
can easily fill in the details of the proof. End of proof.
(ii) This follows from the obvious facts that the equations
Y (i)(x, σ) := F+(x, σ)v˜(i)(σ)[F+0 (x, σ)]−1
= F−(x, σ)v˜(i)(σ)[F−0 (x, σ)]−1
and
Y ′(i)(x, σ) := F ′+(x, σ)v˜′(i)(σ)[F+(x, σ)]−1
= F ′−(x, σ)v˜′(i)(σ)[F−(x, σ)]−1
imply
Y ′(i)(x, σ)Y (i)(x, σ) = F ′+(x, σ)v˜′(i)(σ)v˜(i)(σ)[F+0 (x, σ)]−1
= F ′−(x, σ)v˜′(i)(σ)v˜(i)(σ)[F−0 (x, σ)]−1
and
[Y (i)(x, σ)]−1 = F+0 (x, σ)[v˜(i)(σ)]−1[F+(x, σ)]−1
= F+0 (x, σ)[v˜(i)(σ)]−1[F+(x, σ)]−1
for all i ∈ {3, 4} and σ ∈ I(i). End of proof.
In the following theorem we assert a result that is stronger than the assertion that we
conjectured at the end of part II of these notes, where ✷ was 3.
GSSM 15 (Generalized Geroch conjecture)
Suppose that ✷ is n ≥ 3, n+ (n ≥ 3),∞ or ‘an’, and v ∈ K✷. Then the following statements
hold:
(i) The mapping v is the identity map on S✷F¯ if and only if [v] ∈ Z(3) × Z(4).
(ii) The set K✷ is a group of permutations of S✷F¯ . The mapping v → [v] is a homo-
morphism of K✷ onto K✷; and the mapping {vw : w ∈ Z(3) × Z(4)} → [v] is an
isomorphism [viz., the isomorphism of K✷/(Z(3) × Z(4)) onto K✷].
(iii) The group K✷ is transitive.
Proofs:
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(i) The statement that [v] is the identity mapping on S✷F¯ means that each F¯0 ∈ SF¯ is the
solution of the HHP corresponding to (v, F¯0); and, from Lem. 8E.2(i), this is equivalent
to the following statement:
For each V0 ∈ S✷V,V−10 vV0 ∈ B(I(3), I(4)). (8E.4a)
Since k✷ = K✷ (Cor. 8D.5), each v′ ∈ K✷ is also a member of k✷, and this means
that there exist V′ ∈ SV and w′ ∈ B(I(3), I(4)) such that v′ = V′w′. Therefore, from
statement (8E.4a),
For each v′ ∈ K✷, there exists w′ ∈ B(I(3), I(4))
such that w′(v′)−1vV′(w′)−1 ∈ B(I(3), I(4)).
So, since B(I(3), I(4)) is a group,
For each v′ ∈ K✷, (v′)−1vv′ ∈ B(I(3), I(4)). (8E.4b)
In particular, since VM ∈ K✷ [see Eqs. (8D.14b) to (8D.14d)] and (VM)−1vVM = v,
v ∈ B(I(3), I(4)). (8E.4c)
Therefore, there exist
α
(i)
0 : I(i) → R1 and α(i)1 : I(i) → R1 (8E.4d)
such that
v(i) = Iα
(i)
0 + Jα
(i)
1 ; (8E.4e)
and, since v ∈ K✷ and det v(i) = 1,
α
(i)
0 and α
(i)
1 are C
✷ (8E.4f)
and
(α0)
2 + (α1)
2 = 1. (8E.4g)
Also, the function whose domain is I(i) and whose values are given by
u(i)(σ) = I cosh[µ+(x0, σ)] + σ3 sinh[µ
+(x0, σ)]
is a member of Kan(x0, I(i)) ⊂ K✷(x0, I(i)). Upon letting v′ = (u(3), u(4)) in Eq.
(8E.4b), and upon using Eq. (8E.4e), one obtains
Iα
(i)
0 + Jα
(i)
1 [u
(i)]2 ∈ B(I(i));
and this is true if and only if
α
(i)
1 (σ) sinh[2µ
+(x0, σ)] = 0 for all σ ∈ I(i). (8E.4h)
However, α
(i)
1 is continuous. Therefore, the condition (8E.4h) can hold if and only
if α
(i)
1 is identically zero, whereupon (8E.4e) and (8E.4g) yield v
(i) = ±δ(i). Hence
v ∈ Z(3) × Z(4) is a necessary and sufficient condition for [v] = the identity map on
S✷F¯ . End of proof.
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(ii) Suppose V ∈ K✷ and suppose F¯ ∈ S✷F¯ and the corresponding member of S✷V is V.
From the definition of S✷F¯ and Cor. 8D.5, there exists w ∈ B(I(3), I(4)) such that
Vw ∈ k✷ = K✷.
Therefore, since v ∈ K✷ and K✷ is a group,
v−1Vw ∈ K✷ = k✷.
Therefore, from the definition of k✷, there exist V0 ∈ SV and w′ ∈ B(I(3), I(4)) such
that
v−1Vw = V0w
′.
So, since B(I(3), I(4)) is a group,
V−1vV0 ∈ B(I(3), I(4)).
It then follows from Lem. 8E.2(i) that F¯ is the solution of the HHP corresponding to
(v, F¯0), where F¯0 is the member of S✷F¯ that corresponds to V0.
We have thus shown that every member F¯ of S✷F¯ is in the range of [v]; i.e.,
[v] is a mapping of S✷F¯ onto S✷F¯ . (8E.5a)
Next, suppose F¯0 and F¯ ′0 are members of S✷F¯ such that
F¯ := [v](F¯0) = [v](F¯ ′0).
Then, F¯ is the solution of the HHP’s corresponding to (v, F¯0) and to (v, F¯ ′0), where-
upon Lem. 8E.2(ii) informs us that F¯ ′0 is the solution of the HHP corresponding to
(v−1v, F¯0). Hence, F¯ ′0 = F¯0.
We have thus shown that [v] is one-to-one. Upon combining this result with (8E.5a),
we obtain
For each v ∈ K✷, [v] is a permutation of S✷F¯{ i.e., [v] is a one-to-one mapping of S✷F¯ onto S✷F¯ }.
(8E.5b)
Furthermore, the reader can easily show from Lem. 8E.2(ii) that, if
[v′] ◦ [v] := the composition of the mappings [v′] and [v], (8E.5c)
then
[v′] ◦ [v] = [v′v]. (8E.5d)
Lemma 8E.2(ii) also yields
[v]−1 = [v−1]. (8E.5e)
Therefore, since K✷ is a group, K✷ is a group with respect to composition of mappings.
The remainder of the proof is straightforward and is left to the reader. End of proof.
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(iii) Let F¯0 and F¯ be any members of S✷F¯ such that the corresponding members of S✷V are
V0 and V, respectively. By definition of S✷V, there exist members w0 and w of the
group B(I(i), I(4)) such that
V0w0 and Vw are members of k
✷ = K✷.
Then, from Lem. 8E.2(i), F¯ is the solution of the HHP corresponding to (v, F¯0), where
v := Vw(w0)
−1V−10 ,
and is clearly a member of K✷. So, for each F¯0 ∈ S✷F¯ and F¯ ∈ S✷F¯ , there exists
[v] ∈ K✷ such that F¯ = [v](F¯0); and that is what is meant by the statement that K✷
is transitive. End of proof.
Part IV
Appendices
209
A Table of notational correspondences
Symbol or convention in IVP3 and IVP4 Symbol or convention in current paper
u, v In effect, we let u = r and v = s in
the current paper.
(r, s) x := (r, s)
−1 ≤ r < 1 r1 < r < r2
−1 < s ≤ 1 s2 < s < s1
{(r, 1) : −1 ≤ r < 1} and {(r, s0) : r1 < r < r2} and
{(−1, s) : −1 < s ≤ 1} are {(r0, s) : s2 < s < s1} are
the null lines on which the the null lines on which the
initial data are prescribed. initial data are prescribed.
In IVP papers, x1 = x0 = (−1, 1). x1 and x0 are distinct points.
[−1, r] ∪ [s, 1] I`(x) := I`(3)(x) ∪ I`(4)(x)
No corresponding notations in IVP3-4 I(x) and I¯(x)
D3r C − I`(3)(x)
D2s C − I`(4)(x)
D(r,s) C − I`(x)
DIV D
D dom F`
χ3, χ2 and χ ν`3, ν`4 and ν`
No corresponding notations in IVP3-4 ν¯3, ν¯4 and ν¯
A(r, s, τ) Γ(x, τ)
S(u, v) and S(r, s) ρ−1h(x)
E := (ρ+ ig12)/g22 We use E = f + iχ instead.
H(u, v) and H(r, s) H(x)
H(−1, 1) = −I, H(x0) = −
(
ρ20 0
2iz0 1
)
,
since, in IVP3-4, ρ = 1 and z = 0 since we do not impose specific values
at (r, s) = (−1, 1). on r0 and s0 in the current paper.
P (u, v, τ) and P(r, s, τ) F`(x, τ)
No corresponding notation in IVP3-4 F¯(x, τ)
P3 and P2 F` (3) and F` (4)
No corresponding notations in IVP3-4 F¯ (3) and F¯ (4)
Q3 and Q2 J` (3) and J` (4)
No corresponding notations in IVP3-4 J¯ (3) and J¯ (4)
Γ3 and Γ2 (contours in C) Λ3 and Λ4
K3(u, σ, τ) and K3(r, σ, τ) K`3(r, σ, τ)
K2(v, σ, τ) and K2(s, σ, τ) K`4(s, σ, τ)
K(u, v,Γ3,Γ2, σ, τ) and K(r, s,Γ3,Γ2, σ, τ) K`(x,Λ, σ, τ)
No corresponding notations in IVP3-4 K¯3, K¯4, K¯
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B V (3) and V (4) for some simple metrics
The matrix functions V (3) and V (4) play an essential role in our formalism. In the case of
many familiar metrics, these functions can be evaluated explicitly. For example, in the case of
Minkowski space, where E = EM , ∆ is identically zero. Therefore, the corresponding member
of the set SQˆ has the value Qˆ(x, τ) = I for all (x, τ) in its domain, and the corresponding
V (i) has the value
V M(i)(σ) = I for all σ ∈ I(i). (B1)
As a second example, the member of SE that represents the Kasner metric of index zero
[restricted, of course, to the domain D] has the value
EK(x) = −(ρ/ρ0). (B2)
The corresponding member of SQˆ is found to be
QˆK(x, τ) = N(x, τ)[N(x0, τ)]
−1, (B3)
where
N(x, τ) :=
(
ζ(x, τ) 0
0 ζ(x, τ)−1
)
, (B4)
ζ(x, τ) :=
M(τ − r) +M(τ − s)√
s− r , (B5)
and
M(τ − r) := the branch of (τ − r)1/2 for which
M±(σ − r) =
{ √
σ − r if σ ≥ r
±i√r − σ if σ ≤ r.
(B6)
Recalling that (x0,x1,x2) is type A, one obtains
V K(3)(σ) = −iσ3N+(x0, σ) for all σ ∈ I(3),
V K(4)(σ) = N+(x0, σ) for all σ ∈ I(4). (B7)
Finally, consider the example of the general vacuum Weyl metric. Here, EW ∈ SE is
expressible in the form
EW = f = − exp(2ψ), ψ(x0) = 0. (B8)
One readily obtains
V W (i)(σ) = exp
[−µ+(x0, σ)σ3f (i)(σ)] , (B9)
where
f (3)(σ) = [sgn(σ − r0)]
∫ σ
r0
dr
ψr(r, s0)√
(σ − r)(σ − r0)
, (B10)
f (4)(σ) = [sgn(σ − s0)]
∫ σ
s0
ds
ψs(r0, s)√
(σ − s)(σ − s0)
, (B11)
and sgn(x) denotes the sign of x. The integrals over r and s are Abel transforms such as
those that occur in the tautochrone problem of classical mechanics.62
62See Ref. 4.
211
C The Kinnersley–Chitre subgroups KKC and KKC
First let us define
Iˆ := {σ ∈ R1 : r1 < σ < s1} (C1)
and let K(x0, Iˆ) be defined exactly as we defined K(x0, I(3)) and K(x0, I(4)) except that
the domain of each element of the group K(x0, Iˆ) is Iˆ.
We next identify that subgroup of K3 which represents the K–C group of permutations
of S3F¯ . This subgroup will be denoted by KKC and is the set of all v ∈ K for which there
exists
vˆ ∈ K(x0, Iˆ) (C2)
such that ˜ˆv is analytic and (i = 3, 4)
v(i) = the restriction of vˆ to I(i). (C3)
It is important to note that the statement that ˜ˆv is analytic is clearly equivalent to the
statement that the functions αˆ and βˆ that are real linear combinations of I and J and that
occur in the equation
vˆ(σ) = αˆ(σ) + µ+(x0, σ)σ3βˆ(σ) (C4)
are analytic functions of σ throughout Iˆ. From a basic theorem63 on holomorphic functions,
αˆ and βˆ have holomorphic extensions α and β to a connected open neighborhood of Iˆ in the
space C such that the neighborhood is symmetric with respect to the real axis. If one lets
v(τ) := α(τ) + µ(x0, τ)σ3β(τ) (C5)
for all τ in this neighborhood of Iˆ, then
det v = 1, v∗ = v, (C6)
and vˆ(σ) is the limit of v(τ) as τ → σ from the upper half-plane. The HHP corresponding
to (v, F¯0,x) now has the equivalent form
Y (x, τ) = F¯(x, τ)v˜(τ)[F¯0(x, τ)]−1 (C7)
for all τ on a simple closed contour Λ that is chosen so that v˜(τ) is holomorphic on Λ and
within the region ΛINT enclosed by Λ, while Iˆ(x) lies in ΛINT . The functions of τ given
by Y (x, τ) and F¯(x, τ) are required to be holomorphic on Λ ∪ ΛINT and on C − ΛINT ,
respectively, and one also requires that F¯(x,∞) = I. This completely summarizes one form
of the HHP that is used to effect K–C transformations.
The K–C group of permutations of SF¯ will be denoted by KKC and is, of course, the set
of all [v] ∈ K3 such that v ∈ KKC. Of course, since we have proved that K3 exists, KKC
exists. Even this is not without significance, as with our HHP of 1980 we only established
the existence of a K–C group of transformations among solutions in which the “axis” ρ = 0
is accessible.
63See Ref. 35.
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D The mappings θ(x) : I¯(x)→ Θ and σ(x) : Θ→ I¯(x)
In integrals such as those in Thm. 6B.1, it is sometimes useful to introduce a new variable
of integration for the purpose of getting rid of the singularities of the integrands at σ′ ∈
{r0, s0, r, s}. This is especially important when one has to consider derivatives of the integrals
with respect to r and s.
We shall begin by defining several mappings that will be used in formulating the theorem
that is to follow.
Dfns. of Θ, θ(x) and σ(x)
Let Θ denote that union of arcs
Θ :=
[
0,
π
2
]
+
[
π,
3π
2
]
(D1)
whose assigned orientations are in the direction of increasing θ ∈ [0, π/2] and θ ∈
[π, 3π/2]. For each x ∈ D, let
θ(x) : I¯(x)→ Θ (D2)
be a mapping such that
θ(x)(σ) := θ(x, σ), (D3)
where
0 ≤ θ(x, σ) ≤ π
2
and cos[2θ(x, σ)] := 2σ−(r0+r)
r0−r
when σ ∈ I¯(3)(x)
(D4)
and
π ≤ θ(x, σ) ≤ 3π
2
and cos[2θ(x, σ)] := 2σ−(s0+s)
s0−s
when σ ∈ I¯(4)(x).
(D5)
Also let
σ(x) : Θ→ I¯(x) (D6)
be a mapping such that
σ(x)(θ) := σ(x, θ), (D7)
where
σ(x, θ) := r0 cos
2 θ + r sin2 θ when θ ∈
[
0,
π
2
]
(D8)
and
σ(x, θ) := s0 cos
2 θ + s sin2 θ when θ ∈
[
π,
3π
2
]
. (D9)
End of Dfn.
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THEOREM D.1 (On the transformation σ′ → θ′)
The mapping θ(x) is monotonic and is a continuous bijection (one-to-one and onto) of I(x)
onto Θ, and σ(x) is its inverse mapping. Moreover, σ(x) is analytic [which means that
it has an analytic extension to an open subset of R1]. Finally, one obtains the following
transformation of integral operators:
1
πi
∫ b3
a3
dσ′ν+(σ′) → 2(r0 − r)
π
∫ π/2
0
dθ′ sin2 θ′
√
s0 − σ(x, θ′)
s− σ(x, θ′) , (D10)
1
πi
∫ b4
a4
dσ′ν+(σ′) → 2(s0 − s)
π
∫ 3π/2
π
dθ′ sin2 θ′
√
σ(x, θ′)− r0
σ(x, θ′)− r , (D11)
1
πi
∫ b3
a3
dσ′[ν+(σ′)]−1 → 2(r0 − r)
π
∫ π/2
0
dθ′ cos2 θ′
√
s− σ(x, θ′)
s0 − σ(x, θ′) , (D12)
1
πi
∫ b4
a4
dσ′[ν+(σ′)]−1 → 2(s0 − s)
π
∫ 3π/2
π
dθ′ cos2 θ′
√
σ(x, θ′)− r
σ(x, θ′)− r0 , (D13)
where ai := inf {xi, xi0} and bi := sup {xi, xi0}.
Proof: The proof is straightforward. The reader may find the following relations helpful:
ν+(σ) = ±i
√
r0 − σ
σ − r
√
s0 − σ
s− σ when a
3 < σ < b3 and ± (r0 − r) > 0, (D14)
ν+(σ) = ±i
√
σ − r0
σ − s0
√
s0 − σ
σ − s when a
4 < σ < b4 and ± (s0 − s) > 0, (D15)
tan θ =
√
r0 − σ(x, θ)
σ(x, θ)− r when θ ∈
[
0,
π
2
]
, (D16)
tan θ =
√
s0 − σ(x, θ)
σ(x, θ)− s when θ ∈
[
π,
3π
2
]
. (D17)
The above Eqs. (D16) and (D17) are derived directly from Eqs. (D8) and (D9).
End of proof.
As regards the transformed integral operators in (D10) to (D13), note that√
s− σ(x, θ′)
s0 − σ(x, θ′) is a real positive-valued analytic
function of (x, θ′) on D ×
[
0,
π
2
]
(D18)
and √
σ(x, θ′)− r
σ(x, θ′)− r0 is a real positive-valued analytic
function of (x, θ′) on D ×
[
π,
3π
2
]
. (D19)
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The above statements are obtained from Eq. (D8), Eq. (D9) and the fact that I`(3)(x) <
I`(4)(x). Note: To say that a function is analytic on a closed or semi-closed interval64 in Rp
means that the function has an analytic extension to an open interval in the space Rp.
64 For p > 1 a direct product of p one-dimensional intervals is involved.
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E Three involutions of the set SF¯ of F¯-potentials
For the stationary axisymmetric vacuum spacetimes, the Kramer–Neugebauer involution65
does not generally preserve the reality of the metric tensor. This peculiar complication does
not, however, occur for the spacetimes that we are considering in this paper. Let IKN denote
the mapping whose domain is SF¯ and whose values are given by
IKNE := (ρ0f)−1(ρ− ig12), (E1)
where ρ0 := (s0−r0)/2 and g12(0) = 0. As is well known, the right side of the above equation
is also a member of SE , and
IKN
(
(ρ0f)
−1(ρ− ig12)
)
= E . (E2)
Thus, IKN is an involution of SE ; i.e., it is a permutation of SE such that I 2KN is the identity
map on SE .
Note: The K–N involution is generally defined without restricting its domain to a special
gauge of E-potentials and without the factor ρ−10 in Eqs. (E1) and (E2). However, it suits the
purpose of this paper to let IKN : SE → SE . Incidentally, we expect no confusion to result
from our failure to use a more explicit notation [e.g., IKN(x0,x1,x2)]. We shall, in fact, take
even greater notational liberties by employing ‘IKN ’ as a generic operator on functions that
are determined by E . For example, if H ∈ SH , then IKNH will denote the member of SH
such that IKNE = (IKNH)22; and, if F¯ ∈ SF¯ , then IKNF¯ will denote the member of SF¯
such that
(IKNF¯)(x, τ) = I + (2τ)−1
[
(IKNH)(x)−HM(x0)
]
Ω+O(τ−2) (E3)
in a neighborhood of τ =∞.
For the stationary axisymmetric vacuum spacetimes, C. Cosgrove66 derived an ingenious
result for the effect of the K–N involution on the Kinnersley–Chitre potential F . We have
used his result as a guide to obtain the effect of IKN on Qˆ ∈ SQˆ. We shall not enter into
the details of our work but simply state that
(IKNQˆ)(x, τ) = N(x, τ)JQˆ(x, τ)J−1N(x0, τ)−1, (E4)
where N(x, τ) is defined by Eqs. (B4) to (B6). From the above Eq. (E4) and Eqs. (4F.9h)
and (4F.9i) for V (3) and V (4), we obtained
IKNV (3) = V K(3)Jσ3V (3)σ3J−1, (E5)
IKNV (4) = V K(4)JV (4)J−1, (E6)
65D. Kramer and G. Neugebauer, On axially symmetric stationary solutions of the Einstein field equations
for the vacuum, Comm. Math. Phys. 10, 132 (1968).
66 C. M. Cosgrove, Relationships between the group-theoretic and soliton-theoretic techniques for generating
stationary axisymmetric gravitational solutions, J. Math. Phys. 21, 2417-2447 (1980); Relationship between
the inverse scattering techniques of Belinskii-Zakharov and Hauser-Ernst in general relativity, J. Math. Phys.
23, 615 (1982).
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where V K(3) and V K(4) are associated with the Kasner metric, and are given by Eqs. (B7).
Multiplying Eqs. (E5) and (E6) from the right by J [V (3)]−1 and J [V (4)]−1, respectively, one
can express these equations in the following equivalent form:
(IKNV)wV−1 = VKw
(
σ3V
(3)σ3[V
(3)]−1, δ(4)
)
, (E7)
where w and δ are the members of B(I(3), I(4)) for which
w(i)(σ) = J and δ(i)(σ) = I for all σ ∈ I(i). (E8)
Using the methods employed in the proof of GSSM 14, one can show that IKN F¯ is the
solution of the HHP corresponding to (v, F¯) if v is the member ofK that is equal to the right
side of Eq. (E7). However, since V (3) does not generally commute with σ3, (IKNV)wV−1 is
generally different for different choices of F¯ ∈ S3F¯ . It is easy to show that the same conclusion
is obtained when one uses a member w of B(I(3), I(4)) other than the one defined by Eq.
(E8). Therefore,
IKN /∈ K3. (E9)
Let I3 denote that permutation of SE for which the values of E ∈ SE on the null lines
through x0 transform as follows:
(I3E)(r, s0) := E∗(r, s0), (I3E)(r0, s) := E(r0, s). (E10)
From the above Eqs. (E10) and from Eq. (2B.1), one obtains (employing ‘I3’ as a generic
operator in the same way that we employed ‘IKN ’)
(I3Qˆ)((r, s0), τ) = σ3Qˆ((r, s0), τ)σ3, (E11)
(I3Qˆ)((r0, s), τ) = Qˆ((r0, s), τ). (E12)
Therefore, from the expressions (4F.9h) and (4F.9i) for V (3) and V (4),
I3(V (3), V (4)) =
(
σ3V
(3)σ3, V
(4)
)
. (E13)
It is clear that I3 is an involution of SF¯ and that, for reasons similar to those we gave above
for IKN ,
I3 /∈ K3. (E14)
Although neither IKN nor I3 is a member of K3, the reader can now show without
difficulty that
IKNI3 = I3IKN (E15)
and
IKNI3V = VKwVw−1, (E16)
where w is the member of B(I(3), I(4)) that is defined in Eqs. (E8). Hence, IKNI3F¯ is the
solution of the HHP corresponding to (v, F¯), where
v = (IKNI3V)wV−1 = VKw. (E17)
Thus, we have the following remarkable theorem.
217
GSSM 16 (IKNI3 ∈ K3) The product IKNI3 = I3IKN is a member of K3 and is given by
[VKw] = IKNI3, where w(i)(σ) = J for all σ ∈ I(i).
One can similarly show that IKN and I3 are not members of K∞ and not members of Kan,
but IKNI3 is a member of these groups.
At this time we have no deeper understanding of the curious facts that we have described
in this appendix. Nevertheless, we feel that there may indeed be some deeper significance,
and we would encourage our readers to try to discern what that deeper significance might
be. In addition, one might ask how one would execute an I3 involution SF¯ → SF¯ in practice.
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