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Abstract
The arclength continuation method is proposed for index-1 DAEs with singular points. In particular, the cusp points,
the tangency points and equilibrium points are investigated. The numerical iterative matrix is studied at a singular point.
The numerical examples are given to illustrate the robustness of the continuation method. c© 1999 Elsevier Science B.V.
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1. Introduction
Consider the dierential-algebraic equation (DAE)
du
dx
= f(u; v); (1.1a)
0 = g(u; v) (1.1b)
for x> 0 with the initial condition u(0) = U0 where u; v 2 R . We assume g(U0; v) = 0 can be
solved locally uniquely for v=V0, and that gv(U0; V0) is nonsingular. This initial condition is called
consistent [1].
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Now let g0:=g(u0; v0) = 0: If g0v = gv(u0; v0) is nonzero, then by the Implicit Function Theorem,
v= v(u) near v0 for small enough u− u0, and (1.1a) and (1.1b) can be reduced to a single ODE of
the form
u0 = f(u; v(u)); u(0) = u0:
This is known as the index-1 case. It is well analysed and the numerical methods are applied to
it successfully. However if g0v is zero then (1.1a) and (1.1b) can be of higher index [1], or there
may in fact be no solution. If the constraints become singular at a single point, the solution may
bifurcate at that point. An index-2 case arise if gv = 0 for all points on the solution curve (and a
nondegeneracy condition holds [1]).
In this note we are concerned with the case when the constraint g(u; v) = 0 is singular at a
single point, i.e., g0v = 0; gv(u; v) 6= 0 for all (u; v) close to (u0; v0). Many dierent phenomena may
arise here and there may be multiple solutions, just like in the theory of bifurcation of solutions
of g(u; v) = 0. A special singular point, impasse point, has been analysed in [2,8,9,12,13]. In [9],
the index-1 DAE (1.1a) and (1.1b) with a singular point is changed to a singular ODE problem by
eliminating algebraic variables from the constraints. A regularization strategy is studied for index-1
dierential-algebraic equations with rank-decient constraints in [7].
In [5], the numerical solution of implicit ordinary dierential equations of the form F(x; u; u0) =
0 is discussed when the solution is singular, i.e., the case Fu0 is singular. The implicit ordi-
nary dierential system is transformed to a dierential equation on a surface as in the following
Proposition.
Proposition 1.1 (Brenan et al. [1]). Suppose that F(x; u; u0) = 0 is a solvable ODE. Then
u0 = v; (1.2a)
0 = F(x; u; v) (1.2b)
is a semi-explicit DAE of index-1.
This relationship between implicit dierential equations and semi-explicit DAEs is well known
(e.g., [1,10]) though the connection was not explicitly used in [5]. Independently [5] and [10]
discussed the solution of (1.2a) and (1.2b) and introduced the idea of a parametrisation of the
solution curve using continuation techniques common in numerical bifurcation theory at the time
[6,11]. In this note we show that the continuation techniques can be applied to solve index-1 DAEs
with singular points (1.1a) and (1.1b).
The main aims of this note are to show that the standard arc-length parametrisation is the natural
constraint to add to pass through singular points. The plan of this note is as follows. In Section 2,
the arclength continuation method is studied for index-1 DAEs with singular points (1.1a) and (1.1b).
In Section 3, the special singular points, i.e., the cusp points, tangency points and equilibrium points
are discussed. Further, the iterative matrix is studied at a singular point. The numerical results are
shown in Section 4. The conclusions are in Section 5.
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2. Arclength parametrisation
Let S be the solution surface of g(u; v)=0 and let (x(t); u(t); v(t)) be a parametric, representation
of a solution of (1.1a) and (1.1b). Then the DAE (1.1a) and(1.1b) becomes
_u− f _x = 0; (2.1a)
g(u(t); v(t)) = 0; (2.1b)
where _x = dx=dt, and _u= du=dt.
We dene z(t) = (x(t); u(t); v(t)) and obtain the dierential-algebraic system
(−f; 1; 0): _z = 0; (2.2a)
g(u(t); v(t)) = 0; (2.2b)
l(t): _z = 1 (2.2c)
with initial conditions
z(0) = (x(0); u(0); v(0));
where v(0) is a solution of g(u(0); v(0)) = 0.
In (2.2c), l(t) can be thought of as a normalisation of the parameter t. There are many ways to
choose l(t), but in this paper, the arclength parametrisation is used in (2.2a){(2.2c), that is,
l(t) = _z(t):
After dierentiation of (2.2b), we obtain the system of dierential equations
A(t)
0
@ _x_u
_v
1
A=
0
@ 00
1
1
A (2.3)
with
A(t) =
0
@ −f 1 00 gu gv
_x _u _v
1
A:
Clearly from (2.2a){(2.2c), _z 62 spanf(−f; 1; 0); (0; gu; gv)g and if gv 6= 0 then A is nonsingular.
Thus, adding the normalisation (2.2c) has not caused problem in the index-1 case. Hence we can
compute paths of solutions of (2.2a){(2.2c) easily.
3. Singular points
The benet in introducing the normalisation (2.2c) is seen in this section. Clearly, even if gv=0,
A may be nonsingular.
We shall discuss three special singular points, cusp points, tangency points and equilibrium points.
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3.1. Cusp points
Here we consider the cusp points of the constraint equation (1.1b). Assume that s(t)  (x();
u(); v()) is the fold curve of the solution surface. Assume along the fold curve
g(u(); v()) = 0; (3.1)
gv(u(); v()) = 0; (3.2)
g2x + g
2
u 6= 0;

dx
d
2
+

du
d
2
+

dv
d
2
6= 0: (3.3)
Assume also that s() is not a solution of (1.1a) and (1.1b), i.e.,
guf 6= 0 (3.4)
and that the fold is quadratic, i.e.,
gvv 6= 0: (3.5)
The rst useful result is given in the following lemma (cf. Lemma 1:1 of [5,13]). We use the
obvious notation, u(t0) = u0, etc.
Lemma 3.1. Assume (3:4) and (3:5). Then (a) _x(t0)=0; x(t0)=−g0vv=guf(6= 0); and (b) det(A(t0))=
g0uf
0(6= 0).
Proof. From the rst two rows of (2.3), guf _x = 0 since g0v = 0. Thus _x0 = 0. Also, _u = 0 using
(2.1a). Thus _v0 = 1, and so det(A(t0)) = fgu _v 6= 0.
Finally x0 = u 0=f0 =−g0vv=guf 6= 0 using (3.5).
The expression for u 0 comes from dierentiating the second row of (2.3) with respect to t.
Thus we see that cusp points in the sense of [5] are precisely impasse points in the sense of
[2,8,13].
Consider now the iteration matrix when solving (2.2a){(2.2c) with BDF formulae. As is done
in [1] we shall consider only the rst-order backward dierence formula (i.e., the implicit Euler
method) in the proof.
Theorem 3.2. For h; the steplength; small enough; the numerical iteration matrix of (2:2a){(2:2c)
using BDF formulae is nonsingular at a cusp point.
Proof. The implicit Euler formula for (2.2a){(2.2c) is
un+1 − un
h
− f(un+1; vn+1)xn+1 − xnh = 0; (3.6a)
g(un+1; vn+1) = 0; (3.6b)

xn+1 − xn
h
2
+

un+1 − un
h
2
+

vn+1 − vn
h
2
− 1 = 0; (3.6c)
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which we rewrite in the form,
F(zn; zn+1) = 0;
where zn = (xn; un; vn).
The iterative matrix is
@F
@Zn+1
=
0
B@ −
1
hf
1
h − 1hfu(xn+1 − xn) − 1hfv(xn+1 − xn)
0 gu gv
2
h2 (xn+1 − xn) 2h2 (un+1 − un) 2h2 (vn+1 − vn)
1
CA :
If zn+1 is the cusp point, gv(un+1; vn+1) = 0; and
det

@F
@zn+1

=
2
h3
gu(un+1; vn+1)[− f(vn+1 − vn) + fv(xn+1 − xn]
=− 2
h2
guf

vn+1 − vn
h

+
2
h2
gufv

xn+1 − xn
h

:
Since
vn+1 − vn
h
 _vn+1 = 1;
xn+1 − xn
h
 _xn+1 = 0
for small enough h, and guf = det(A). Thus det(@F=@zn+1)  −(2=h2)det(A).
Hence it has no diculty in computing the solution of (1.1a) and (1.1b) through a cusp=impasse
point. This is borne out in practice, as the results in Section 4 show.
Note that the cusp point itself is structurally stable, and if it were desired accurately, a method
based on nding a zero of _x0 should work well, since x0 6= 0 from Lemma 3.1(a).
Remark 3.3. Here we have provided the analysis for the scalar case. However, the extension to the
case u 2 Rn; v 2 Rm; f 2 Rn; g 2 Rm; gu 2 Rmn; gv 2 Rmm is straightforward.
The denition of a cusp point can be dened as follows:
10. g(u(t); v(t)) = 0,
20. det gv = 0; dim ker gv = 1,
30. guf 62 im gv,
40. gvv(v0; v0) 62 im gv,
50. Assume z(t) = (x(t); u(t); v(t)); ( _z; _z) 6= 0.
The system of (2.3) becomes
A _z =
0
@ 00
1
1
A;
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where
A=
0
B@−f(u; v) I 00 gu gv
_x _u T _vT
1
CA:
Because dim ker gv = 1 and guf 62 im gv at a cusp point, it shows [13] that
rank
−f(u; v) I 0
0 gu gv

= n+ m:
Hence A is nonsingular. It means that the DAEs (2.2a){(2.2c) are the index-1 problem.
3.2. Tangency points
In [5] the distinction between cusp points and tangency points was made for ordinary dierential
equations. Here we consider the tangence points for index-1 dierential-algebraic equations. Briey,
tangency points arise when the fold curve of the constraint is itself a solution of the DAE, i.e.,
guf = 0
but we retain the other assumptions (3.3) and (3.5) on the fold curve. We consider the case
g0u 6= 0; f = 0 (3.7)
subject to the nondegeneracy condition
g0uf
0
v 6= 0: (3.8)
We notice that the condition gufv 6= 0 is the condition of the index-2 DAE system
u0 = f(u; v); (3.9a)
0 = g(u): (3.9b)
Dierentiating (3.9b) and substituting (3.9a) for u0, it gives
0 = guf(u; v):
If gufv(u; v) is invertible in a neighbourhood of the solution, (3.9a) and (3.9b) is called index-2
system.
System (3.9a) and (3.9b) includes a class of problems of type (1.1a) and (1.1b) with singular gv.
If we assume that gv has constant rank in a neighbourhood of the solution, we can eliminate certain
algebraic variables from 0 = g(u; v) until the system is of the form (3.9a) and (3.9b) [4].
Note that in this case
_u= 0; _x2 + _v2 = 1:
However if _x = 0, either gvv = 0 contradicting (3.5), or _v= 0, contradiction (2.2c). Thus,
_x 6= 0 (3.10)
at a tangency point under (3.7), (3.8).
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It is obvious that in this case det(A)=0. However in [5], an analysis was given for tangency points
which was similar to that for transcritical bifurcation points of g(u; v)=0, i.e., two distinct solutions
of g(u; v) = 0 cross transversally. Experience with numerical continuation codes for g(u; v) = 0 [6]
shows that often they experience no diculty at such points and the obvious question to ask is will
the implicit Euler formula perform similarly at a tangency point?
As in the previous section, we analysis the iteration matrix of (2.2a){(2.2c) using BDF formulae
for this singular point.
Theorem 3.4. For h; the steplength small enough; the iteration matrix of (2:2a){(2:2c) using BDF
formulae at a tangency point subject to (3:7); (3:8) is nonsingular.
Proof. The iteration matrix for (2.2a){(2.2c) using the implicit Euler method is given in the proof
of Theorem 3.2. If zn+1 is a tangency point subject to (3.3), (3.5) (3.7) we have
det

@F
@zn+1

=− 2
h3
gufv(xn+1 − xn)2  −2hgufv( _x)
2
which is nonzero using (3.8) and (3.10).
Example 2 in the next section has f0 = 0; f0v = 1 and g
0
u = 1, and as predicted by Theorem 3.4,
we has no diculty computing the solution through (u; v) = (0; 0) which is, in, fact, an equilibrium
point for the problem.
Remark 3.5. For the vector space, the denition of a tangency point is dened as follows
100. g(u(t); v(t)) = 0,
200. det gv = 0; dim ker gv = 1,
300. guf 2 im gv,
400. gvv(v0; v0) 62 im gv,
500. Assume z(t) = (x(t); u(t); v(t)); ( _z; _z) 6= 0.
Since guf 2 im gv and dimker gv = 1, it implies that
rank
−f(u; v) I 0
0 gu gv

<n+ m:
Therefore the matrix A in (2.3) is singular at a tangency point.
3.3. Equilibrium points
Finally, we study a very special singular point, i.e., the equilibrium point where f(u; v) = 0. The
solution of (2.2a){(2.2c) is
_u= 0; _x = c; _v=
p
1− c2:
By dierentiating (2.2a) and (2.2b) with respect to t and evaluating at the equilibrium point we
obtain
u=fv(c
p
1− c2);
0= gu u+ gvv _v
2
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or 
1
gu

u=
 
fvc
p
1− c2
−gvv(1− c2)
!
:
For this to have a solution we require
gufvc
p
1− c2 =−gvv(1− c2):
The following we will consider two cases for c.
(1) For c 6= 1,
(gufv)2c2 = g2vv(1− c2)
the solution for c is,
c = gvvp
g2uf2v + g2vv
:
(2) For c =1, it implies that _v= 0.
We wish to analyse the solution
_u− f(u; v) _x = 0; (3.11a)
g(u(t); v(t)) = 0; (3.11b)
near the initial point (x0; u0; v0) = (x^(0); u^(0); v^(0)), where f(u^(0); v^(0)) = 0.
Suppose u= u(x; v) for (x; v) near (x0; v0), where
g(u(x; v); v) = 0
with u(x0; v0) = u0.
Since gu 6= 0, it guarantees the existence of a unique, smooth u(x; v) by the Implicit Function
Theorem.
By dierentiating (3.3) with respect to x and v, we nd
guux = 0; guuv + gv = 0:
It implies that ux = 0, and uv = 0 at t = 0 due to gu 6= 0, and gv = 0.
Dierentiation of (3.3) with respect to t and use of ux = f, we have
gu(ux _x + uv _v) + gv _v= 0 (3.12)
or
guf _x + gv _v= 0: (3.13)
A convenient way to nd the solution curves of (3.13) is to
d
dt

x
v

=

gv
−guf

: (3.14)
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It is easily shown that solution curves of (3.14) are solution curves of (3.13), and then (3.11a) and
(3.11b).
We can now apply the standard critical point analysis to (3.14). By gv(u0; v0) = 0 and
guf(u0; v0) = 0; (or f(u0; v0) = 0); (x0; u0; v0) is a critical point of (3.14).
We set x = x0 + x^; u= u0 + u^; v= v0 + v^, and linearise (3.14) about (x0; u0; v0) to nd
d
dt

x^
v^

= C

x^
v^

; (3.15)
where
C =

gvuf gvv
−(guuf2 + gufuf) guvf + gufv

:
At the critical point f = 0, we have
C =

0 gvv
0 gufv

:
So C has the eigenvalues 1 =0; 2 = gufv. It means that the critical point of (3.14) is a degenerate
case.
Property 3.6. (d=d)(guf)=0 = gufv _v.
Proof. (d=d)(guf)=0 = (guu _u+ guv _v)f + gufu _u+ gufv _vj=0 = gufv _v:
4. Numerical experiments
In this section, we test some examples to illustrate the robustness of the continuation method
for index-1 DAEs with a singular point. We used DASSL which approximates derivatives using
kth order BDF formulae, 16k65 [1] to solve the system given by (2.2a) and (2.2b). Throughout
the testing, the relative error tolerance (RTOL) and absolute error tolerance (ATOL) were xed at
0:5  10−5. The root mean square (RMS) norm (DASSL default) was used for all convergence tests.
All testing was done in double precision.
Example 1. Consider
du
dx
= v; (4.1)
0 = 4v2 − 9x (4.2)
with initial condition (u(0); v(0)) = (1;−1:5), which has the solution
u2 = x3:
@g=@v is singular at v=0. There is no solution for x< 0. It is a cusp point [5] and an impasse point
(see Figs. 1 and 2).
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Fig. 1. Example 1.
Fig. 2. Example 1.
Example 2. Consider the RC circuit, the vR − rR curve of the non-linear resistor is described by
vR = i3R. The dierential-algebraic equations of this circuit are given by [2]
du
dx
=−v; (4.3)
0 = u− v3; (4.4)
where u:=vc= vR and v:=iR, with initial condition (u(0); v(0))=(−1;−1). @g=@v is singular at v=0.
Thus (0; 0) is a singular point, which is a tangency point shown in Figs. 3 and 4.
Example 3. Consider
du
dx
= 1; (4.5)
0 = u+ v2 (4.6)
with initial conditions u(0) =−1 and v(0) =−1. The problem has the unique solution u(t) = t − 1
and v(t) =−(1− t)1=2. It can not be continued beyond t = 1. So (0; 0) is an impasse point [8] and
a cusp point shown in Fig. 5.
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Fig. 3. Example 2.
Fig. 4. Example 2.
Fig. 5. Example 3.
Example 4. Consider [2]
du
dx
=−v+ 1; (4.7)
0 = u− v3 + v (4.8)
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Fig. 6. Example 4.
with initial conditions u(0) = 0 and v(0) =−1. The problem has two singular points, since @g=@v=
−3v2 + 1 = 0 has two solutions. It can be shown that the singular points are cusp points. Further
v = 1 is the equilibrium point, which is a degenerate case as discussed in Section 3. Fig. 6 shows
the results.
Example 5. Consider a nonlinear single-loop RLC network [3,1]. The v − i characteristic of the
resistance R is the four-cusped hypocycloid with parametric representation
v1 = cos3(x1) and i1 = sin
3(x1): (4.9)
The ’− i characteristic of the inductance L is the ellipse with parametric representation
’2 = cos(x2) and i2 = 2 sin(x2): (4.10)
The q− v characteristic of the capacitance C is the cycloid with parametric representation
q3 = x3 − sin(x3) and v3 = 1− cos(x3): (4.11)
The KVL and KCL equations are
v1(x1) +
d’2
dx2
 dx2
dt
+ v3(x2) = 0; (4.12a)
i1(x1) = i2(x2); (4.12b)
q3(x3)
dx3
 dx3
dt
= i2(x2): (4.12c)
The substitution of (4.9){(4.11) into (4:12) yields the desired set of dynamic equilibrium equations
in parametric form
sin x2 0
0 1− cos x3
 d x2
dt
d x3
dt
!
=

cos3 x1 − cos x3 + 1
2 sin x2

; (4.13a)
0 = sin3(x1)− 2 sin(x2): (4.13b)
This problem is more dicult. Because not only is gx1 singular at x1 = 0, but the dierential
equations are singular at (x2; x3)=(0; 0). The arclength continuation method can solve it successfully
as shown in Fig. 7.
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Fig. 7. Example 5: a four-cusped hypocycloid.
5. Conclusions
The index-1 DAEs with singular points are discussed. The arclength continuation method is stud-
ied for index-1 DAEs with singular points (1.1a) and (1.1b). The cusp points, tangency points
and equilibrium points are investigated. In particular, the augmented system (i.e., DAEs) with the
arclength continuation equation is well-dened index-1 DEAs at a cusp point. Although it is ill-posed
problem at a tangency point, the numerical iterative matrix is nonsingular at this point. For the
equilibrium points, the index-1 DAEs problem is a degenerate case.
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