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The research described here was performed for the National
Aeronautics and Space Administration, and deals with the APOLLO
Mission Reliability Assessment Study. In this Memorandum, the
author uses Bayesian analysis to specify parameters of a prior
distribution for two cases: (i) reliability of a unit that
either performs satisfactorily throughout a mission or does
not, and (2) failure rate of a unit that fails according to
the exponential distribution. Prediction of demand for spares
is considered in each case. The cases can be read independently.
An estlmate of reliability is the posterior mean. Alterna-
tively, the posterior distribution can be used to obtain a (sub-
jective) confidence interval for reliability. The posterior
distribution is also useful in a decision-theoretic approach
to resource allocation for maximal system reliability; such a
study is planned as a sequel to the present work.
This Memorandum should be of interest to those working on
reliability estimation; allocation of investment among system
components to achieve maximum system reliability; and stockage
applications.
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SUMMARY
This Memorandum specifies the parameters of a prior distribution
for two cases: the reliability of a unit that either performs satis-
factorily throughout a mission or does not; and the failure rate of a
unit that fails according to the exponential distribution.
Bayesian analysis is an obvious approach in estimating reliability
parameters from mixed data sources such as: (I) test results; (2)
information on analogous components; and (3) engineering estimates.
The prior distribution, of necessity subjective, is (ideally) based
on (2) and (3) alone. Test results are then merged with the prior
via Bayes' rule to obtain a posterior distribution. Roughly, the
spread of the prior distribution is inversely proportional to the
degree of prior belief, and determines how heavily it will be weighted
when combining it with test data.
A topic that most writers on Bayesian analysis avoid is how to
specify the parameters of the prior distribution based on (2) and (3).
We give a method for specifying these parameters that requires only
information corresponding (i) to the most likely value of reliability
and (ii) to the subjective odds that the error in this estimate is
less than a given percent, w_ have computed tables of parameters of
the prior distribution corresponding to these subjective inputs.
These appear in the Appendix.
As an application of Bayesian analysls, we consider prediction
of demand for spares in both the GO NO-GO and constant failure rate
cases.
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I. SPECIFYING THE PARAMETERS OF A PRIOR DISTRIBUTION FOR
RELIABILITY OF A GO NO-GO UNIT
Suppose we have a unit that works with probability p but that
the precise value of p is unknown. If we were totally ignorant about
the value of p, then our prior belief would be reflected by a uniform
distribution over [0,i]. However, intuition tells us that total
ignorance is an anomaly; that is, our prior distribution is really
not flat. A smooth, unlmodal prior distribution having support (0,I)
with peak over what we believe to be the most likely value of p seems
appropriate. In addition, the beta distribution is a natural con-
Jugate [5] prior distribution; i.e., the posterior distribution is
again a beta distribution (with parameters transformed according to
Bayes' rule). The beta density with positive parameters (a,b) is
given by
c pa-l(l-p)b-l, 0 < p < 1(i.I) _(p la,b) =
O, elsewhere
with c as a normalizing factor. The mean and variance are, respectively:
(1.2) _ = a/(a+b),
2
(I.3) _ = ab/[(a+b)2(a+b+l)l,__
and, for a, b > i, there is a unique mode at
(1.4) @ = (a-l)/(a+b-2).
After observing test data, say a sample with m successes and
n failures, the posterior density is 8(pla+m, b+n) from the Bayes'
rule relation: posterior density = prior density x likelihood function
x a normalizing factor independent of p. As more test data are observed,
the posterior distribution is updated. (The updating procedure is valid
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only if all units are stochastically identical. If, for example,
design changes are made, as a result of failure modeanalysis, a
new prior distribution should be constructed from scratch).
It remains to specify the parameters (a,b). The procedure we
give is heuristic and, while not the simplest mathematically, uses
information that corresponds to subjective notions. For example,
one is less likely to have a feel for the variance of the prior
distribution than for the error in his estimate of the most likely
value of p. Of course, if we were interested in psychological con-
sistency, we could ask for an estimate of the variance as well --
but we shall ignore such considerations here. If the designer/
engineer being asked these questions has seen any test data, it is
probably impossible for him to ignore them. Therefore, in this
case, it is suggested that the prior distribution be based on all
information the designer knows. On the other hand, if the designer
has not seen any test data, this is all to the good; test results
are then accounted for in the posterior distribution. Whenever
possible, the parameters of the prior distribution should be speci-
fied before any tests are performed.
Supposethat our subjective assessment of the most likely value
of p is _; then we set
(1.5) ($-l)/(a+b-2) = _.
For example, if _ and $ were subjective estimates of the mean
and variance, respectively, of the prior distribution, then solving
the equations (1.2) and (1.3) yields
= =^-2 )
£ = @-2 _(i__)2 _ (i-_).
The analysis of the case where one estimates the mean rather
than the mode is analogous. We give no details for the former case,
except that numerical results for both cases are given in Tables I
and 2 in the Appendix.
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Next, we ask what odds we would give that the true value of p lie_
in (_-k_, _+k_), where 0 < k < i. For example, if k = .I, then
we ask what the chance is that the error in our estimate is less
than i0 percent. Suppose that the subjective odds are x to y;
then, setting v = x/(x+y), we have
(1.6)
Thus, to find _ and _, it suffices to specify p, k, and v. If
the views of several people are solicited, it is suggested that the
decision-maker take weighted averages, the weights [_i] depending
on the technical backgrounds and personalities of the people in-
volved. Some may be conservative in their estimates, while others
are optimistic. It is suggested that in asking the questions the
decision-maker fix the value of v. If person i responds (_i,ki),
then _ = Z_i_i/Z_ i_ and k = z_iki/E_ j.
Equations (1.5) and (1.6) can be resolved by using the tables
of the incomplete beta function [3], but to expedite matters we
have provided a table of (a,5) in the Appendix corresponding to
selected values of (u,v,k), where u = _.
Defining
(1.7)








(1.8) _[g(u,v,k);u,v,k] = 0 ,
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it follows from (1.5) and (1.6) that
A
(1.9) b = g(p,v,k),
(I.i0) : [p(b-2) + l]/(l-p).
A uniform prior is suggested, if there is not enough prior information
to quantify sensibly; however, it is felt that introspection will
generally reveal the contrary.
In base stockage application [2], appropriate levels of spares
inventory must be determined. To provision spares properly, an
estimate of the demand distribution is required. For this, the
Poisson approximation may be useful. Assuming that p is near one
and the sample size n (say, aircraft landings or space vehicle
launchings) is large, the probability of k failures, corresponding
to demands for spares of a given type, is closely approximated by
(1.11) f(klp,n ) = [n(l-p)] k e-n(l-P)/kl.
Removing the conditioning on p, the demand distribution is
(1.12) f(klp,n ) _(pla,b) dp.
An approximation to g(kla,b,n ) is obtained by using the mean of the
prior distribution [a/(a+b)] in place of p in (i. Ii). We do not
know how good this approximation is.
We assume that the failure distribution over successive missions
is geometric (i.e., no memory). The part in question is assumed stressed
(used) exactly once per mission -- orj with obvious modifications_ twice
per mission. If it is stressed continuously, the results of Sec. 2 can
be applied; of course, if all missions have the same length, we get a
reduction back to the case considered here.
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If the distribution of n, say @(n), is known,
bution of the numberof failures is
then the distrl-
(1.13) h(k[a,b)= _g(k[a,b,n) $(n).
n
To the author this indirect route to demand prediction seems preferable
to a direct attack because the former is more physically motivated.
A device sometimes used is to inflate the estimate of demand
deliberately in order to cause a larger provisioning of buffer stocks,
with the object of reducing the incidence of stockouts due to demand
fluctuation. The author feels that the approach outlined in the next
paragraph is more rational.
With an unbiased estimate of demand, the proper inventory level
can be determined by a decision-theoretic approach. Let L(k,s) be the
loss when k units are demanded and s units are stocked. The minimal
expected loss L° is
(1.14) L° = min
k--O
L(k,s) h(kla,b ) .
Minimizing L(k,s), where k is the estimate of mean demand, may be
grossly incorrect.
Predicting n via a Bayesian approach -- perhaps in conjunction
with spectral analysis of time series -- may be appropriate. This
involves simply one more conditioning-unconditioning in (1.13). Since
the values of n over successive time periods may be autocorrelated,
spectral analysis may be useful in finding a suitable parametric form
for the distribution of n. For a treatment of spectral analysis, see
Yaglom [6].
For example,
L(k,s) = c I s + c2 max(0,s-k) + c3 max(0,k-s),
where c I is the unit purchase cost, c2 is the unit holding cost, and
c3 is the unit stockout cost.
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2. SPECIFYING THE PARAMETERS OF A PRIOR DISTRIBUTION FOR
FAILURE RATE
Suppose that a unit has constant failure rate 8, fixed but
unknown. We assume a (natural conjugate [5]) prior distribution
with density of the form
(2.1) g(81a,b ) ab 8b-I -= e aS/r(b) ,
where the parameters (a,b) are to be specified.
are:
Its mean and variance
(2.2) _ = b/a,
(2.3) 2 = b/a 2,
respectively. There is a unique mode at (b-l)/a, b _ i, but it is
felt that the mean time to failure is more amenable to subjective
assessment in this case.
If the subjective estimate of the mean time to failure is _,
then using (2.2) we set
(2.4) : li7,.
Based on subjective odds, let v be the chance that the failure rate




Equations (2.4) and (2.5) could be resolved by using tables of th_
incomplete gammafunction [4], but this would be a tedious job.
To save time, for selected values of k and v, Table 3 of the Appendix
provides the corresponding h, where
A A_
(2.6) a = h_,




6(h;k,v) = v -Ik g(Olh,h) dO ,
(2.9) 6[p(k,v);k,v] = O,
we see that
* ^2
If we had used a subjective estimate, say o , of the variance
of the prior distribution instead of (2.5), then using (2.3) and (2.4)
we would have the explicit expressions
= 1/0% 2
= 2




COg(olh,h) do = r(h,hk)/r(h,O),
-u a-I
F(a,x) = e u du.
A standard subroutine for computing F(a,x) is available.
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(2.10) _ = p(k,v).
In specifying the parameters of the prior distribution, we refer
to the suggestions given in Sec. i for handling data already on hand.
Failure data (except that used in forming the prior distribution) are
incorporated in the posterior distribution by Bayes' rule. Having
observed failures at ages tl, ..., tk, and a nonfailed group with




This gives us our current prior distribution, which is updated as more
observations are recorded. If, for example, the unit corresponding to





ti + (t'-tj), b+k+l).
We now give an application to demand prediction. Suppose each of
n units operates continuously until failure, at which time it is
replaced instantaneously (for practical purposes) by a unit as good
as new. These failures generate the demands for spares and/or repair.
If each unit has constant failure rate 0, the probability of k demands
in time T is p(kln0T), where
(2.11) p(kl%) . k e-Xk/k_;
*If the failure distribution were l-e -0x_ (Weibull with known
i = i, .. m.
shape parameter _), replace ti by ti, . ,
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that is, demandis Poisson with rate n@. Removingthe conditiDning
on _, the probability of k demandsis
(2.12) f(kla,b,n,T ) = _ p(kln@T) g(01a,b) dg.
_0
If n and/or T is a randomvariable, we can further uncondition in a
similar manner.
REMARKS.If, in fact, the life distribution of the jth unit has mean
_j and is nonlattice but not necessarily exponential, then [i], with
n
" (l/n) _ and n-_= ,
j=l
the stationary demand distribution becomes p(klneT ). If planned
replacement takes place at age _, the same result holds if we replace
_j by the mean of the distribution truncated at _. (In a more sophisti-
cated replacement policy, the planned replacement age should ideally
depend on the current inventory level.) If replacement can take a
significant amount of time (due, for example, to stockouts or non-
negligible repair times)_ then the replacement time distribution should
be convolved with the failure distribution, and the mean of the result-
ing distribution used in place of _j.
For aircraft spares provisioning, a somewhat different model of
the demand process may be appropriate. Suppose that a part, used only
when the aircraft is flying, has constant failure rate @ during flight
and failure rate 0 on the ground. Let flights to the base originate
from points {I, ..., m}, with respective flying times [Wl, ..., Wm].
See Sec. 1 for the case where the unit is not stressed continu-
ously during flight.
-i0-
During a period of length T, let ni be the numberof flights to the
base from point i. The probability of k demandsduring time T is
ni ki




(2.14) vi - l-e ,
(2.15)
m
Sk = {(kl,...,km):_k i = k I •
i=l





D(klT) _ Plkl_ nivi)
i=l
When the ni's and 0 are unknown, we condition and then uncondition
in the usual way. If _ has a prior distribution g(ela,b ) given by
(2.1), then




In this Appendix we give tables of parameters of prior distri-
butions corresponding to subjective assessments of reliability, as
described in Secs. i and 2. The entries in the tables were computed
using a program written by Mrs. Sarah Higgins, with the assistance of
Robert Mobley and the author. Several test cases were computed by
hand (using tables) for each program, with agreement to more than
four significant figures throughout. The programs are believed to be
completely debugged and are listed here for the convenience of those
who may want values that are not tabulated. Tables 1 and 2 refer to
Sec. I (beta prior). Table 3 refers to Sec. 2 (gamma prior). Aster-
isks in the tables indicate that the rootfinder did not locate a root

























































PRIOR DISTRIBUTION FOR SELECTED VALUES
OF u, v, AND k
Mode Mean







































































































































































































































































































































































PARAMETERS OF GAMMA PRIOR DISTRIBUTION FOR
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RM-5084-NASA, A Bayesian Approach to Reliability Assessment,
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PURPOSE: To specify the parameters of a prior distribution for two cases: the
reliability of a unit that either performs satisfactorily throughout a mis-
sion or does not, and the failure rate of a unit that fails according to the
exponential distribution. Prediction of demand for spares is considered in
_ach case.
SCOPE: Bayesian analysis is an obvious approach to estimating reliability param-
eters from such mixed data sources as test results, information on analogous
components, and engineering estimates. The prior distribution, of necessity
subjective, is ideally based solely on the latter two sources. This study
gives a method for specifying the parameters of the prior distribution, re-
quiring only information corresponding to the most likely value of reliability,
and to the subjective odds that the error in this estimate is less than a given
percentage. Testing data are then merged with the prior distribution via Bayes
rule to obtain a posterior distribution. Roughly speaking, the spread of the
prior distribution is inversely proportional to the degree of prior belief and
determines how heavily the distribution will be weighted when it is combined
with test data. Tables of the parameters of the prior distribution, computed
according to the method described, appear in the Appendix.
BACKGROUND: This research was done by RAND for the National Aeronautics and Space
Administration in connection with the Apollo mission reliability assessment
study. It should be of interest to those working on reliability estimation,
allocation of investment among system components to achieve maximum system
reliability, and stockage applications.
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