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Abstract
We construct a prequantum 2-Hilbert space for any line bundle gerbe whose
Dixmier-Douady class is torsion. Analogously to usual prequantisation, this
2-Hilbert space has the category of sections of the line bundle gerbe as its
underlying 2-vector space. These sections are obtained as certain morphism
categories in Waldorf’s version of the 2-category of line bundle gerbes. We
show that these morphism categories carry a monoidal structure under which
they are semisimple and abelian. We introduce a dual functor on the sections,
which yields a closed structure on the morphisms between bundle gerbes and
turns the category of sections into a 2-Hilbert space. We discuss how these
2-Hilbert spaces fit various expectations from higher prequantisation. We then
extend the transgression functor to the full 2-category of bundle gerbes and
demonstrate its compatibility with the additional structures introduced. We
discuss various aspects of Kostant-Souriau prequantisation in this setting, in-
cluding its dimensional reduction to ordinary prequantisation.
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1 Introduction and summary
In this paper we develop a construction of a 2-Hilbert space from a line bundle gerbe. This
is a categorification of the first part of geometric quantisation, where a Hilbert space is
constructed from sections of a prequantum line bundle over a symplectic manifold. Recall
that the first Chern class of a prequantum line bundle is (an integer multiple of) the
cohomology class of the symplectic form of the base manifold.
1.1 Motivation and context
Our motivation for studying this construction is essentially twofold. Firstly, categorification
of a mathematical construction or object usually leads to a deeper understanding, akin to
deformations and other generalisations. Secondly, within string theory the need for higher
geometric quantisation arises in various contexts, and the construction of a 2-Hilbert space
is a first step towards such a procedure. Let us explain both points in more detail.
Categorification [1] is in general not a unique process. It is meant to provide a recipe
for lifting notions based on sets (or 0-categories) to related notions using categories (or,
rather generally, notions based on n-categories to related notions involving n+1-categories).
There are essentially two main variants of what is more precisely called vertical categori-
fication which have appeared in the string theory literature. The first variant amounts to
constructing sections of decategorification maps; that is, one tries to find for a given set S
a category C together with a ‘nice’ map p from the isomorphism classes h0C to S. The
standard examples are 1) S = N0 and C the category of finite sets with p the cardinality
and 2) S = N0 and C the category of finite-dimensional vector spaces with p the dimension.
A second variant of vertical categorification is that of (weak) internalisation in another
category or even in a higher category. Here one separates a mathematical notion into
sets, structure maps and structure relations. The sets become objects in the category,
the structure maps become morphisms and the structure relations become commutative
diagrams. In this way a group internal to the category of smooth manifolds is simply a Lie
group. On the other hand, a group internal to Cat, the category of small categories, is a
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categorified group or 2-group. (In fact, the latter also yields a section of a decategorification
map.)
Definitions of mathematical objects that allow for a straightforward categorification
are usually particularly useful, since they separate essential from non-essential aspects
and allow for a direct identification of trivial relations. Two important examples of such
definitions, which we shall encounter in this paper, are the definition of a principal bundle
as a functor from the Cˇech groupoid of a cover to the delooping of the structure group and
the definition of sections of a line bundle L as morphisms from the trivial line bundle to
L. Both definitions are readily categorified, see e.g. [2, 3], which allows us to define and
study sections of higher line bundles. The latter will form the 2-vector spaces underlying
the 2-Hilbert spaces we are after. In the process of developing various aspects of the
first steps in higher geometric quantisation, our awareness of the various mathematical
structures involved in the corresponding steps of ordinary geometric quantisation increased
significantly.
However, there is another more direct reason for constructing 2-Hilbert spaces, and
that is their appearance in various situations in string theory that are currently of interest.
Rather generally, M-theory requires a lift of the noncommutative deformations arising
in string theory to higher noncommutative geometry, involving nonassociative structures.
For example, D-branes ending on other D-branes usually form partially noncommutative
manifolds. In particular, open Dp-branes ending transversally on D(p + 2)-branes will
form what is known as a “fuzzy funnel”. Here each point in the worldvolume of the Dp-
brane polarises into a fuzzy or quantised 2-sphere. The lift to M-theory of the D2–D4-brane
system yields an open M2-brane ending on an M5-brane with a quantised 3-sphere expected
to arise. Just as the 2-sphere comes with a symplectic volume form, defining a prequantum
line bundle whose sections form the prequantum Hilbert space, the 3-sphere comes with
a multisymplectic volume form, defining a prequantum gerbe whose sections are supposed
to form a prequantum 2-Hilbert space. A more detailed explanation of this point is found
e.g. in [4].
Higher quantisation becomes equally prominent in flux compactifications of string the-
ory and in double field theory [5]. In particular, the NS–NSH-flux defines a multisymplectic
3-form which is integral by (generalised) Dirac quantisation, hence it defines a prequan-
tum gerbe on the string background and again a prequantum 2-Hilbert space. Applying
successive T-duality transformations to such compactifications inevitably brings one into a
‘non-geometric’ regime of string theory, where the target space can no longer be described
as a classical Riemannian manifold. Non-geometric string theory requires in particular
the quantisation of twisted Poisson structures involving nonassociative observable alge-
bras. For example, on the simplest 3-dimensional multisymplectic manifolds R3, T 3 and
S3, closed strings which wind and propagate in the ensuing non-geometric backgrounds
probe a noncommutative and even nonassociative deformation of the original geometry [6–
8], which is closely related to the appearance of categorified and other higher geometric
structures [9]; in these settings the noncommutative and nonassociative geometry is most
efficiently described by structures internal to a certain representation category [10, 11]. The
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nonassociative observable algebras arising in non-geometric string theory can typically be
embedded as subspaces of (associative) Poisson algebras of differential operators [12]; an
approach to geometric quantisation of twisted Poisson manifolds is pursued along these
lines in [13].
We shall concisely summarise the steps involved in geometrically quantising a symplectic
manifold in Section 1.3. The purpose of this paper is then to identify categorified versions
of the ingredients in each step to the extent possible. We shall start from a multisymplectic
3-form ω on some manifold M . If ω is integral (this is the usual quantisation condition),
then it represents the characteristic class of a U(1)-bundle gerbe. We can now define
sections of its associated line bundle gerbes and we find that they form a structure that
matches a categorified notion of a Hilbert space.
The result is an analogue of the prequantum Hilbert space of ordinary geometric quan-
tisation. There one would use a polarisation on the manifold to halve the state space to
the actual Hilbert space. A categorified notion of polarisation remains an important open
problem in higher quantisation, and unfortunately we do not gain any new insights into
this issue from our perspective.
In some simple cases, however, we can understand e.g. the explicit action of categorified
versions of the isometry group of the manifold on the 2-Hilbert space, which is a subgroup
of the categorified multisymplectomorphisms. We also find that an expected higher Lie
algebra of quantum observables acts as categorified endomorphisms on this 2-Hilbert space.
The configuration space for a closed string moving through a target space M is the loop
space1 LM . Therefore it is only natural to ask about quantisations of this mapping space.
Interestingly, the categorified line bundles we encountered above can be transported to loop
space via the transgression map, where they turn into ordinary line bundles, cf. [14]. For
a number of reasons, it is interesting to study the translation of the various 2-categorical
structures we found before to the loop space picture. As an example, the transgressed line
bundle on the loop spaces of compact semi-simple Lie groups has close relations with the
representation theory of the central extensions of the loop group, cf. [15, 16]. A detailed
explanation of how quantisation of loop spaces nicely matches the quantum geometry
of open M2-branes ending on M5-branes in a constant C-field background as well as the
noncommutative geometry of closed strings in non-geometric T-duality frames can be found
in [17].
Further motivation for studying higher prequantum geometry and a summary of the
structures involved can be found in [18] as well as in the much more detailed exposition [19].
The papers [20–22] discuss higher prequantisation from a perspective omitting an explicit
notion of higher Hilbert space.
1.2 Summary of results
Throughout this paper we have attempted to include reviews of relevant mathematical
notions and their interrelationships to the extent that we would have found useful at the
1Or, more precisely, its unparameterised version, the knot space KM .
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start of this project, and we hope that other readers will benefit from our exposition.
In particular, we review the theory of Lie groupoids and their various morphisms, which
is useful for regarding gerbes as central groupoid extensions. We also introduce 2-vector
spaces as module categories over rig categories, cf. [23, 24]. This allows for a unified
perspective on various 2-vector spaces in the literature, such as those of Baez-Crans [25]
and Kapranov-Voevodsky [26].
Gerbes are presented from three different perspectives: first, as abelian principal 2-
bundles given in terms of Cˇech cocycles; second, as Murray’s bundle gerbes and third,
as central groupoid extensions. The associated line bundles are introduced and they are
the objects of Waldorf’s convenient 2-category LBGrb∇(M) [2], which is also explained in
detail.
We extend the morphism category in LBGrb∇(M) by a direct sum functor, which even-
tually turns LBGrb∇(M) into a closed symmetric monoidal 2-category whose morphism
categories are semisimple abelian and cartesian symmetric monoidal categories by The-
orem 4.29. On the morphism category of LBGrb∇(M), we then define an inner product
structure. In particular, we can restrict this inner product to sections of line bundle gerbes,
which are full subcategories of HomLBGrb∇(M), and we obtain a notion of line bundle gerbe
metric in Definition 4.35.
In Definition 5.3 we give a suitable notion of 2-Hilbert space, of which the morphism
subcategories corresponding to sections of line bundle gerbes form special instances, see
Theorem 5.9. Our definition is similar in spirit but not equivalent to the 2-Hilbert spaces
introduced in [26] and [27]. We also find that the Lie 2-algebra of classical observables can
be embedded in the category of endomorphisms of sections in Proposition 5.11.
We discuss the example of 2-Hilbert spaces arising from prequantum gerbes over R3
in much detail. In particular, we find that the string 2-group String(3) acts naturally on
these 2-Hilbert spaces, cf. Theorem 6.5.
In our last section, we turn to the transgression functor, taking the prequantum gerbe
to a line bundle over loop space. We give a definition, which by Theorem 7.4 is a functor
between h1LBGrb
∇(M), the 2-isomorphism classes in the 2-category of line bundle gerbes,
and the category of hermitean fusion line bundles over loop space, both regarded as closed
and symmetric monoidal additive categories. The proof of this theorem requires a number
of technical results, including an explicit construction of the transgressed connection, which
are interesting in their own right and which can be found in Sections 7.4 and 7.5.
The Grothendieck completion of h1LBGrb
∇(M) given in Definition 7.12 also allows us to
extend the transgression functor to a functor of closed and symmetric monoidal categories
enriched over abelian groups, see Theorem 7.14.
Finally, we give the appropriate Kostant-Souriau prequantisation map over loop space
in Proposition 7.16, and we briefly comment on its string theory reduction.
1.3 Overview of geometric prequantisation
Let us concisely recall the basics of geometric prequantisation in a language that will allow
for a straightforward translation to higher geometric quantisation. The relevant original
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literature is [28–32]; see also [33] for a review. We shall be referring to the following points
throughout the text:
(1) On a symplectic manifold (M,ω), there is a Hamiltonian vector field Xf ∈ X(M) for
each observable f ∈ C∞(M) such that ιXfω = −df . This induces a Poisson algebra
structure {f, g}ω := −ιXf ιXgω on C∞(M) which, as a Lie algebra, is a central extension
of the Lie algebra of Hamiltonian vector fields on M : [Xf , Xg] = X{f,g}ω .
(2) A prequantum line bundle of a symplectic manifold (M,ω) is the associated line bundle
L to a principal U(1)-bundle endowed with a connection ∇ of curvature F∇ = −2pi iω. If
such a line bundle L exists, that is, [ω] ∈ H2(M,ZM ), then we call (M,ω) quantisable.
Each prequantum line bundle admits a hermitean metric h compatible with the connection.
If M is Ka¨hler, compatibility with the complex structure determines h up to multiplication
by a positive constant.
(3) This prequantum line bundle was called the tautological 0-gerbe2 for ω in [34]. It is
readily constructed if we generalise from open covers to the surjective submersion known
as the path fibration. Let M be 1-connected and choose a base point x0 in M . Denote the
space of paths based at this point by PM ; it is fibred over M by the endpoint evaluation
map ∂.3 The fibred product PM [2] consisting of pairs of paths (γ1, γ2) with the same
endpoint can now be identified with the based loop space ΩM : From each pair of paths
(γ1, γ2) ∈ PM [2], we can form a based loop ` := γ¯2 ◦γ1 ∈ ΩM modulo some technicalities;4
inversely, given a loop ` ∈ ΩM , we can split it into two paths with endpoints z = `(1).
We can now define a function f : ΩM → U(1) by
f(`) = exp
(
2pi i
∫
Σ
ω
)
with ∂Σ = ` . (1.1)
Since [ω] ∈ H2(M,ZM ), this function depends only on ` and not on the choice of Σ. The
function f is a cocycle, as
f(γ1, γ2) f(γ2, γ3) = exp
(
2pi i
∫
Σ12
ω + 2pi i
∫
Σ23
ω
)
= exp
(
2pi i
∫
Σ12∪Σ23
ω
)
= f(γ1, γ3) ,
(1.2)
where we decomposed each loop ` = γ¯2◦γ1 into its two based paths (γ1, γ2). Thus f defines
a principal U(1)-bundle Pω over M , and we can define a connection ∇ω on Pω with gauge
2This produces, in fact, the dual of the tautological line bundle O(−1) over CPn for the canonical
symplectic form.
3We will not go into the details of infinite-dimensional geometry here, but one could view PM as a
Fre´chet manifold or even as a diffeological space [35, 36], and ∂ is then a surjective submersion.
4To ensure a smooth joining, we should introduce “sitting instances” at the endpoints; that is, we
reparametrise the paths such that they are constant in a neighbourhood of their endpoints.
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potential
Aω = 2pi i
∫
I
ev∗ω , (1.3)
where ev : PM × I → M denotes the evaluation. This connection satisfies dAω = ∂∗F∇ω ,
and the line bundle Lω associated to (Pω,∇ω) is the prequantum line bundle with first
Chern class [ω].
(4) The prequantum Hilbert space of a quantisable manifold (M,ω) is now constructed
from the vector space Hˆ = Γ(M,L) of sections of L; we can identify Hˆ = homVBdl(M)(I0, L)
where I0 is the trivial line bundle over M . Note that Hˆ is a left module over the ring of
smooth functions C∞(M) = homVBdl(M)(I0, I0), and since there is a trivial embedding of
C as constant functions into C∞(M), it is a complex vector space.
(5) If M is compact of dimension 2n and L is hermitean, the vector space Hˆ is additionally
a pre-Hilbert space if endowed with the scalar product
〈ε1, ε2〉 =
∫
M
dµM h(ε1, ε2) , (1.4)
where dµM is some volume form on M . This can be the canonical Liouville form dµM =
1
n! ω
n, but we can also introduce an additional measure µ′M = µM ρ for some smooth
positive function ρ on M . Completion with respect to this scalar product then turns
Hˆ into a Hilbert space. If M is non-compact, we restrict Hˆ to the subspace of square-
integrable smooth sections Hˆres of the prequantum line bundle L; in this case we have to
ensure that ρ decays fast enough to allow for an interesting space Hˆres.
(6) The observables in C∞(M) = homVBdl(M)(I0, I0) can be recovered as the real sections
of the trivial line bundle I0 over M or, equivalently, as real bundle endomorphisms of I0.
(7) If the symplectic form underlying a Ka¨hler manifold (M,ω) has a symmetry group of
isotropies, then we find an induced action of this isotropy group on the Hilbert space of
sections. This usually extends to the double cover of the isotropy group or its spin group
and the Hilbert space decomposes into a direct sum of irreducible representations, see
e.g. [37] for a large class of examples. All this is readily seen if we replace the prequantum
line bundles with appropriate equivariant prequantum line bundles.
(8) The space Γ(M,L) is endowed with an action of the Lie algebra (C∞(M), {−,−}ω)
given by the Kostant-Souriau prequantisation map
Q : C∞(M) −→ EndC(Γ(M,L)) , f 7−→ ∇LXf + 2pi i f , (1.5)
and this representation extends to the full prequantum Hilbert space.
As stated before, a full quantisation requires the introduction of the notion of polarisation
(typical examples being a realisation of M as a cotangent bundle M = T ∗N or a choice of
Ka¨hler structure on M). Restricting to polarised sections (defined via half-densities on N
or holomorphic sections of L⊗K1/2 with K1/2 the square root of the canonical line bundle
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of M) then reduces the prequantum Hilbert space to the actual quantum Hilbert space.
The appropriate notion of polarisation for higher prequantisation remains unclear, see the
discussion in [17, 38], and we have nothing to say on this problem in the present paper.
The categorification of these statements will be discussed in the ensuing sections: State-
ments (1), (2) and (3) in Section 4.6, statements (4) and (5) in Section 5.2. Statement (6)
will be addressed in Section 5.3 and statement (7) in Section 6.3. Finally, a higher equiv-
alent version of statement (8) is obtained in Section 7.7 after transgression to loop space.
1.4 Outline
Since the discussion will be rather technical at times, let us give a short outline of the
contents of this paper.
Section 2 gives a review of the relevant background material on Lie groupoids, Cˇech
and Deligne cohomology, Lie 2-groupoids, 2-vector spaces and representations of 2-groups.
Section 3 starts with Hitchin-Chatterjee gerbes and their functorial definition, reviews
Murray’s U(1)-bundle gerbes as well as gerbes in the form of central groupoid extensions,
and compares their morphisms. Connective structures are introduced and various examples
are reviewed.
Section 4 contains the definition of line bundle gerbes associated to U(1)-bundle gerbes,
as well as a discussion of the morphisms and 2-morphisms underlying Waldorf’s 2-cate-
gory of line bundle gerbes. There we also identify monoidal and closed structures on this
2-category, and define observables in multisymplectic geometry as well as the notion of
prequantum line bundle gerbe.
Section 5 is concerned with constructing the 2-Hilbert spaces. After giving a suitable
definition, we identify the corresponding 2-Hilbert space structures on the category of
sections of a line bundle gerbe and embed expected observables into 2-endomorphisms on
these 2-Hilbert spaces.
Section 6 gives an explicit example of higher prequantisation, looking at the case of
R3. We present the 2-Hilbert space as well as the explicit action of the string 2-group of
isotropies on R3 onto this 2-Hilbert space.
Section 7 begins with a review of Waldorf’s version of transgression, which we then
extend to a transgression functor living on an appropriate reduced closed and symmetric
monoidal additive category of line bundle gerbes.
In the final Section 8, we present an outlook on the non-torsion case. Three appendices
contain some technical results concerning morphisms of line bundle gerbes, the proof of one
of our main theorems (Theorem 4.26) and some detailed background on the transgression
of differential forms to mapping spaces.
1.5 Notation
In the following we briefly summarise our notation for the reader’s convenience.
Generic categories and groupoids will be labelled by calligraphic letters C ,G ,V , . . . .
We also write C = (C1 ⇒ C0) to depict the maps s, t from the morphisms C1 to their
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source and target objects C0. We write C op for the opposite category with the same
objects as C but with the directions of morphisms reversed (equivalently with the source
and target maps s, t interchanged). We denote the category of morphisms in a 2-category
C by C1 = (C1,1 ⇒ C1,0). By homC we mean (1-)morphisms (a → b) ∈ C1 in a 1- or
2-category C and by 2homC we denote 2-morphisms (f ⇒ g) ∈ C1,1; isomorphisms in C
are denoted isomC .
We write Cat for the category of small categories, Set for the category of sets and
Mfd for the category of smooth manifolds. By Vect we denote the category of finite-
dimensional complex vector spaces. The category of finite-rank vector bundles on M ∈ Mfd
is VBdl(M), and its extensions to hermitean vector bundles and hermitean vector bundles
with connection are denoted by HVBdl(M) and HVBdl∇(M), respectively.
Further 2-categories we shall introduce comprise the 2-category of 2-vector spaces
2VectR over a rig category R, cf. Definition 2.23, and the 2-category of hermitean line
bundle gerbes with connective structure over M , LBGrb∇(M), cf. Definition 4.17.
Given a manifold M , X(M) is the Lie algebra of vector fields on M . Given a base point
on M , ΩM and PM denote its based loop and path spaces, respectively, cf. statement (3)
of Section 1.3. The free loop space is denoted by LM := C∞(S1,M).
We use G = (P, σY ) for most U(1)-bundle gerbes and L = (L, σY ) for line bundle
gerbes, where σY : Y  M refers to a surjective submersion, and P and L are principal
and line bundles over the fibre product Y [2] := Y ×M Y , cf. Definitions 3.4 and 4.2. We
depict a U(1)-bundle gerbe by a diagram
P

Y [2] //// Y
σY

M
(1.6)
where the middle row denotes the Cˇech groupoid of σY , cf. Definition 2.6. Morphisms
between line bundle gerbes are denoted by (E, ζZ), cf. Definition 4.5, and (φ, ωW ) refers
to a 2-morphism, cf. Definition 4.15, where ζZ and ωW denote surjective submersions with
domains Z and W .
The descent bundle of a descent datum (E,ϕ) in the stack VBdl : Mfdop → Cat with re-
spect to a surjective submersion σY : Y M is written DσY (E,ϕ)→M . This extends to a
canonical functor DσY from the category of descent data Des(VBdl, σ
Y ) to VBdl(M), which
is an equivalence of categories with canonical inverse D−1
σY
: VBdl(M)→ Des(VBdl, σY ) that
sends E ∈ VBdl(M) to the pair (σY ∗E, id).
Finally, for any morphism φ : E → F of vector bundles, by φt : F ∗ → E∗ we mean
the transpose or Banach space adjoint, never the Hilbert space adjoint which is metric
dependent and which we denote by φ∗ : F → E. When φ is an isomorphism we also write
φ−t := (φ−1)t.
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2 Preliminaries on higher structures
In this section we recall definitions of various higher structures and their properties that
we will need in this paper, beginning with a quick review of 2-categories, and emphasising
the role played by the Cˇech complex of a manifold.
2.1 2-categories
Definition 2.1 A strict 2-category is a category enriched over Cat.
That is, a strict 2-category C consists of a class of objects C0 together with a cat-
egory C1(a, b) of morphisms C1,1(a, b) ⇒ C1,0(a, b) over pairs a, b ∈ C0. The elements
of C1,0 are also called 1-morphisms, while the elements of C1,1, the morphisms between
morphisms, are called 2-morphisms. There are now two compositions: the vertical com-
position of 2-morphisms, denoted by ◦, and the functorial horizontal composition of 1-
and 2-morphisms, denoted by •C or simply •. This definition is readily iterated to strict
n-categories. The canonical example is the strict 2-category Cat of categories, functors and
natural transformations.
Besides the strict 2-functors, which are simply functors enriched over Cat, we will also
require the notion of a normalised pseudofunctor.
Definition 2.2 A normalised pseudofunctor, also called a normalised weak 2-functor, Φ
between two strict 2-categories C and D consists of a function Φ0 : C0 → D0, a functor
Φab1 : C1(a, b)→ D1(Φ0(a),Φ0(b)), and an invertible 2-morphism Φabc2 : Φab1 (x)•D Φbc1 (y)⇒
Φac1 (x •C y) for all a, b, c ∈ C0 and x, y ∈ C1,0 such that the diagram
Φac1 (x • y) • Φcd1 (z)
Φacd2
&.
(Φab1 (x) • Φbc1 (y)) • Φcd1 (z)
Φabc2 •id
/7
=

Φad1 ((x • y) • z)
=

Φab1 (x) • (Φbc1 (y) • Φcd1 (z))
id•Φbcd2 '/
Φad1 (x • (y • z))
Φab1 (x) • Φbd1 (y • z)
Φabd2
08
(2.1)
commutes for all a, b, c, d ∈ C0 and x, y, z ∈ C1,0.
Analogously, there is the notion of pseudonatural transformations.
Definition 2.3 Given two normalised pseudofunctors Φ,Ψ : C → D , a pseudonatural
transformation, or weak natural 2-transformation, α : Φ ⇒ Ψ consists of 1-morphisms
αa1 : Φ0(a) → Ψ0(a) for each a ∈ C0 together with invertible 2-morphisms αab2 (x) for all
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a, b ∈ C0 and x ∈ C1,0(a, b) defined by
Φ0(b)
Φab1 (x) //
αb1

Φ0(a)
αa1

Ψ0(b)
Ψab1 (x)
//
αab2 (x)
2:
Ψ0(a)
(2.2)
such that the diagram
Ψab1 (x) • (αb1 • Φbc1 (y)) = +3 (Ψab1 (x) • αb1) • Φbc1 (y)
αab2 (x)•id+3 (αa1 • Φab1 (x)) • Φbc1 (y)
=

Ψab1 (x) • (Ψbc1 (y) • αc1)
id •αbc2 (y)
KS
αa1 • (Φab1 (x) • Φbc1 (y))
id •Φabc2

(Ψab1 (x) • Ψbc1 (y)) • αc1
Ψabc2 • id
+3
=
KS
Ψac1 (x • y) • αc1 αac2 (x•y)
+3 αa1 • Φac1 (x • y)
(2.3)
commutes for all a, b, c ∈ C0 and x, y ∈ C1,0.
Remark 2.4 We shall also encounter weak 2-categories or bicategories in our discussion.
Since we will not require many details, let us just sketch their definition. A weak 2-category
is a 2-category in which the horizontal composition is unital only up to 2-isomorphisms,
which are known as left and right unitors,
lf : f • ids(f) =⇒ f and rf : idt(f) • f =⇒ f , (2.4)
for any 1-morphism f . Moreover, the horizontal composition is associative only up to a
2-isomorphism, known as the associator,
af,g,h : (f • g) • h =⇒ f • (g • h) , (2.5)
for 1-morphisms f, g, h. The unitors and the associator have to satisfy certain coherence
axioms, see e.g. [39] for details.
The most general notion of 2-functor between bicategories is that of a lax 2-functor,
which differs from our normalised weak 2-functor in two ways. Firstly, it is not normalised
and there is an additional 2-morphism Φa2 : idΦ0(a) ⇒ Φaa1 (ida). Secondly, the 2-morphisms
Φabc2 are not necessarily invertible. A detailed discussion of the various 2-functors and
natural 2-transformations between bicategories is found e.g. in [40]. 
2.2 Lie groupoids and their morphisms
Definition 2.5 A groupoid is a small category in which all morphisms are isomorphisms.
A Lie groupoid is a groupoid object in Mfd.5 Morphisms between Lie groupoids are inter-
nal functors between the corresponding groupoid objects in Mfd. Lie groupoids and their
morphisms form the category LieGrpd.
5Since Mfd does not possess all pullbacks, we have to demand that the internal source and target maps
s, t are surjective submersions.
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Simple examples of Lie groupoids include the discrete Lie groupoid M ⇒ M for a
manifold M , and the delooping of a Lie group G, BG := (G ⇒ ∗), where ∗ denotes the
singleton set.
Consider now a surjective submersion σY : Y M between two manifolds M,Y ∈ Mfd.
The k-fold fibre product Y [k] := Y ×M Y ×M · · ·×M Y consists of k-tuples (y1, . . . , yk) with
yi ∈ Y and σY (y1) = · · · = σY (yk). An example of a Lie groupoid, which is important to
our discussion, is the Cˇech groupoid of σY .
Definition 2.6 The Cˇech groupoid Cˇ (Y  M) of a surjective submersion σY : Y  M
between two manifolds M,Y ∈ Mfd has objects Y and morphisms Y [2] with structure maps
s(y1, y2) = y2, t(y1, y2) = y1 and idy = (y, y), composition (y1, y2) • (y2, y3) = (y1, y3), and
the inverse of a morphism (y1, y2)
−1 = (y2, y1) for y, y1, y2, y3 ∈ Y .
To establish a relation between the Cˇech groupoid of a surjective submersion σY :
Y  M and the base manifold M , the morphisms in LieGrpd are not enough; instead,
we should introduce generalised morphisms, which are also known as Hilsum-Skandalis
morphisms [41, 42]. Below we summarise some relevant definitions and results. For a more
detailed review, see e.g. [43, 44]
Definition 2.7 A (left-) principal bibundle from a Lie groupoid H = (H1 ⇒H0) to a Lie
groupoid G = (G1 ⇒ G0) is a smooth manifold B together with a smooth map τ : B → G0
and a surjective submersion σ : B H0. This defines a double fibration
G1
    
B
τ

σ
    
H1
}} }}
G0 H0
(2.6)
which is endowed with left- and right-action maps
G1 ×s,τG0 B −→ B and B ×
σ,t
H0
H1 −→ B , (2.7)
such that the following relations are satisfied:
(i) g1(g2b) = (g1 g2)b for all (g1, g2, b) ∈ G1 ×s,tG0 G1 ×
s,τ
G0
B;
(ii) (bh1)h2 = b(h1 h2) for all (b, h1, h2) ∈ B ×σ,tH0 H1 ×
s,t
H0
H1;
(iii) b idH (σ(b)) = b and idG (τ(b)) b = b for all b ∈ B;
(iv) g(bh) = (gb)h for all (g, b, h) ∈ G1 ×s,τG0 B ×
σ,t
H0
H1;
(v) The map G1 ×s,τG0 B → B ×H0 B, (g, b) 7→ (gb, b) is an isomorphism.
The (horizontal) composition of bibundles B : G → F and B′ :H → G is defined as
B •B′ = (B ×G0 B′ )
/
G1 , (2.8)
where the quotient is by the diagonal G1-action.
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A morphism of bibundles B,B′ : H → G is an element of homMfd(B,B′ ) which is
equivariant with respect to the left- and right action maps.
A bibundle equivalence is a bibundle B : H → G which is simultaneously a bibundle
B : G →H .
Bibundles indeed generalise morphisms of Lie groupoids. Given such a morphism φ :
H → G , we define its bundlisation as the bibundle
G1
 
φˆ =H0 ×φ0,sG0 G1
t
xx
pi
&& &&
H1
~~ ~~
G0 H0
(2.9)
where t is the target map in G and pi is the trivial projection. The left- and right-action
maps are given by
g′(x, g) := (x, g′ ◦ g) and (x, g)h := (s(h), g ◦ φ1(h)) (2.10)
for g, g′ ∈ G1, h ∈H1 and (x, g) ∈ φˆ. This motivates the following definition.
Definition 2.8 The weak 2-category Bibun has Lie groupoids as objects, bibundles as 1-
morphisms and bibundle morphisms as 2-morphisms. Horizontal composition in this bicat-
egory is composition of bibundles. An equivalence in Bibun is a bibundle equivalence.
The category Bibun can be viewed as the 2-category of “stacky manifolds”, since Lie
groupoids are presentations of differentiable stacks and bibundle equivalence amounts to
Morita equivalence.
We can now readily establish a relation between the Cˇech groupoid Cˇ (Y M) and the
manifold M : The former is equivalent to the discrete Lie groupoid M ⇒M via a bibundle
with total space Y , and obvious structure and action maps:
Y [2]
!! !!
Y
idY

σY
    
M
~~ ~~
Y M
(2.11)
We shall make use of bibundles in two other contexts. Firstly, certain bibundle equiva-
lences encode stable isomorphisms between U(1)-bundle gerbes as explained in Section 3.1.
Secondly, we can restrict the weak 2-category Bibun to Lie groupoids with a single object
which has linear spaces as morphisms, and correspondingly we restrict to bibundles with
linear left- and right-actions as well as to linear bibundle morphisms; in particular, there
is the category Bimod of unital associative algebras, bimodules and bimodule morphisms
which appears in Sections 2.5 and 2.6.
2.3 Deligne cohomology
The nerve N Cˇ (Y  M) of the Cˇech groupoid Cˇ (Y  M) of a surjective submersion
σY : Y  M is a simplicial manifold with (k − 1)-simplices given by the k-fold fibre
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products Y [k] = Y ×M Y ×M · · · ×M Y :
N Cˇ (Y M) = · · ·Y [4] −→−→−→−→ Y [3]
−→−→−→ Y
[2] −→−→ Y (2.12)
The face maps fki : Y
[k] → Y [k−1] can be combined into a coboundary operator on differ-
ential forms δˇ : Ωp(Y [k])→ Ωp(Y [k+1]) by
(δˇα)(s) :=
k∑
j=0
(−1)j (fkj )∗α(s) (2.13)
for α ∈ Ωp(Y [k]) and s ∈ Y [k+1]; then δˇ◦ δˇ = 0. This gives rise to the exact complex [45, 46]
0 −→ Ωp(M) (σ
Y )∗−−−→ Ωp(Y ) δˇ−−→ Ωp(Y [2]) δˇ−−→ Ωp(Y [3]) δˇ−−→ · · · (2.14)
Similarly, we define for each function g from Y [k] to an abelian group A a map δˇg : Y [k+1] →
A given by
(δˇg)(s) :=
k∑
j=0
(−1)j g(fkj s) . (2.15)
Finally, we also define for an A-bundle P → Y [k−1] an A-bundle δˇP over Y [k] by
δˇP = (fk0 )
∗(P ) ⊗ ((fk1 )∗(P ))∗ ⊗ (fk2 )∗(P ) ⊗ · · · (2.16)
A simple choice for a surjective submersion is Y = U =
⊔
a Ua, the total space of an
open cover (Ua)a∈Λ of M . In this case, the space U[k] is just the disjoint union of all k-fold
intersections Ua1···ak := Ua1 ∩ · · · ∩ Uak , including self-intersections Ua ∩ Ua, of sets in the
cover.
Definition 2.9 Given a sheaf S of abelian groups over M and an open cover U of M , let
Cˇ• =
⋃
k Cˇ
k be the cosimplicial object with Cˇk(U,S) := S(U[k]). Elements of Cˇk(U,S) are
k-cochains. The coboundary operator δˇ on Cˇ• is the Cˇech differential. The complex (Cˇ•, δˇ)
is the Cˇech complex, containing Cˇech k-cocycles and Cˇech k-coboundaries. We denote the
k-th Cˇech cohomology group by Hˇk(U,S).
We can remove the dependence on the cover U by taking the direct limit over all covers
of a manifold M . This yields the Cˇech cohomology groups Hˇk(M,S).
If A is an abelian Lie group, let AM denote the sheaf of smooth A-valued functions on
a manifold M , and AM the sheaf of locally constant A-valued functions on M . Evidently,
ZM = ZM .
Example 2.10 Consider an open cover U =
⊔
a Ua of a manifold M and U(1)M the sheaf
of smooth U(1)-valued functions on M . Then a Cˇech 1-cocycle f = (fab) is a collection of
maps fab : Uab → U(1) satisfying fab fbc = fac on Uabc. Thus f encodes a principal U(1)-
bundle Pf over M subordinate to the cover U. Equivalent such principal U(1)-bundles are
in the same Cˇech cohomology class in Hˇ1(U,U(1)
M
). The exponential map gives rise to
the short exact sequence
0 −→ ZM −→ RM exp(2pi i−)−−−−−−→ U(1)M −→ 0 (2.17)
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which induces a long exact cohomology sequence containing
· · · −→ Hˇ1(U,RM ) −→ Hˇ1(U,U(1)M )
σ−−→ Hˇ2(U,ZM ) −→ Hˇ2(U,RM ) −→ · · · (2.18)
Since the sheaf RM of smooth real functions on M is a fine sheaf and therefore the coho-
mology groups Hˇk(U,RM ) are trivial, the connecting homomorphism σ is an isomorphism
and we have Hˇ1(U,U(1)
M
) ∼= Hˇ2(U,ZM ). By mapping Hˇ2(U,ZM ) into Hˇ2(U,RM ) and
using the Cˇech-de Rham isomorphism, we obtain a 2-form in the de Rham cohomology
group H2dR(M) representing the first Chern class
6 of Pf . 
To endow the principal U(1)-bundle of the example above with a connection, we need
to generalise from Cˇech cohomology to Deligne cohomology.
Definition 2.11 The Deligne complex in degree n is the complex
D•(n) = U(1)
M
d log−−−→ i Ω1M d−−→ · · · d−−→ i ΩnM (2.19)
where i ΩnM is the sheaf of iR-valued differential n-forms on M , and
d log g = g∗µU(1) = g−1 dg (2.20)
with µG the Maurer-Cartan form on a Lie group G. The set C
k(M,D•(n)) of Cˇech k-
cochains for the sheaf D•(n) gives the Deligne k-cochains in degree n. The collection of
sets Ck(M,D•(n)) forms a complex with differential δD given by the evident graded sum
of the Cˇech differential and the differential in D•(n). The resulting hypercohomology group
Hk(M,D•(n)) is the k-th Deligne cohomology group in degree n.
Our conventions differ from a perhaps more common but equivalent choice, cf. [2];
another way of representing Deligne cohomology is found in [14], which contains a degree
shift compared to our conventions here.
Proposition 2.12 ([14]) For a good open cover U, denote the composition of the pro-
jection of a Deligne k-cocycle (g, α1, . . . , αn) ∈ Hk(M,D•(n)) onto its component g ∈
Hˇk(U,U(1)
M
) ∼= Hk(M,U(1)
M
) with the isomorphism Hk(M,U(1)
M
)→ Hk+1(M,ZM ) by
prD : H
k(M,D•(n)) −→ Hk+1(M,ZM ) . (2.21)
This map has the following properties:
(1) It is an isomorphism for k > n.
(2) For k = n there is an exact sequence of abelian groups
0 −→ 2pi i Ωncl,Z(M) −→ i Ωn(M) t
n−−→ Hn(M,D•(n)) prD−−→ Hn+1(M,ZM ) −→ 0
(2.22)
where Ωncl,Z(M) denotes the closed global n-forms on M with integer periods.
6As explained in detail below, it represents the first Chern class modulo torsion.
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That is, for k > n all information encoded in the class [g, α1, . . . , αn] can be recovered
from the class prD(g). For k ≤ n, the highest degree form αn is not closed. Hence we can
project to that part of a Deligne cocycle and apply the exterior derivative. As the latter
squares to zero, this map is well-defined on cohomology classes. For the same reason and
by the Deligne cocycle condition we have δˇ dαn = 0. As the Cˇech complex is a resolution,
this implies that there exists a unique element β of i Ωk+1(M) such that dαn = δˇβ. This is
called the curvature of the Deligne class, and we have constructed a group homomorphism
curv : Hk(M,D•(n)) −→ 2pi i Ωk+1cl,Z (M) . (2.23)
Proposition 2.13 ([2]) The curvature curv : Hk(M,D•(n)) → 2pi i Ωk+1cl,Z (M) has the
following properties:
(1) It is an isomorphism for 0 ≤ k < n.
(2) For k = n there is a short exact sequence of abelian groups
0 −→ Hn(M,U(1)) −→ Hn(M,D•(n)) curv−−→ 2pi i Ωn+1cl,Z (M) −→ 0 (2.24)
The images of the maps prD and curv are closely related. From the short exact sequence
(2.17), we obtain homomorphisms Hn+1(M,ZM ) → Hn+1(M,R) ∼= Hn+1dR (M). Their im-
ages now agree with the image of the curvature of the Deligne class under −i : i Ωn+1cl,Z (M)→
Hn+1dR (M). The representation in de Rham cohomology, however, loses information since
Ωk+1cl,Z (M)
dΩk(M)
∼= H
k+1(M,ZM )
Tor(Hk+1(M,ZM ))
(2.25)
and the kernel of the homomorphism from integer to real cohomology is precisely the
torsion subgroup of Hk+1(M,ZM ).
Corollary 2.14 (1) The curvature curv(α) of α ∈ Cn(M,D•(n)) is exact if and only if
prD(α) is torsion.
(2) If [α] ∈ Tor(Hn(M,D•(n))), then its curvature n+ 1-form is exact.
Example 2.15 Equivalent principal U(1)-bundles with connection are now described by
the first Deligne cohomology group in degree 1. A representative for this class is a Deligne
1-cocycle in degree 1,
(fab, Aa) ∈ C1(U,D•(1)) ∼= C1(U,U(1)M )⊕ C
0(U, i Ω1M ) , (2.26)
such that the cocycle relations
fab fbc fca = 1 on Uabc and Aa −Ab = d log fab on Uab (2.27)
are fulfilled. The equivalence relations, also known as gauge transformations, are described
by Deligne 1-coboundaries: A coboundary (ga) ∈ C0(U,U(1)M ) between two Deligne 1-
cocycles (fab, Aa) and (f˜ab, A˜a) satisfies
f˜ab = g
−1
a fab gb and A˜a = Aa + d log ga . (2.28)
16
We thus have a Cˇech 1-cocycle (fab) defining smooth transition functions of a principal
U(1)-bundle on M together with local connection 1-forms Aa on the patches Ua: ∇|Ua =
d +Aa.
The projection prD(fab, Aa) yields the first Chern class of the principal U(1)-bundle,
while curv gives its curvature F∇ which is a global 2-form on M . For non-vanishing torsion,
the curvature 2-form F∇ is not sufficient to describe the full first Chern class, as then there
can be non-trivial flat bundles; an example of such a case is the canonical bundle on an
Enriques surface. 
Remark 2.16 It is now natural to seek similar interpretations for the n-th Deligne co-
homology groups in degree n. They define geometric objects that one might call local
Hitchin-Chatterjee (n− 1)-gerbes or certain kinds of abelian principal n-bundles. We will
come back to them in Section 3. 
2.4 Lie 2-groupoids and Lie 2-groups
The notion of a Lie groupoid is now readily categorified. A particularly elegant and general
way of doing this is to use Kan simplicial manifolds. Here, however, we are merely interested
in Lie 2-groupoids, which are straightforwardly defined. We can categorify using either
strict 2-categories or bicategories, leading to strict and weak 2-groupoids.
Definition 2.17 A (strict) 2-groupoid is a (strict) 2-category in which both 1- and 2-mor-
phisms are (strictly) invertible.
One readily internalises this definition in the strict 2-category MfdCat whose objects are
categories internal to Mfd, 1-morphisms are functors in Mfd and 2-morphisms are natural
transformations in Mfd.
Definition 2.18 A (strict) Lie 2-groupoid is a (strict) 2-groupoid internal to MfdCat.
Just as any set X can be lifted to a discrete category X ⇒ X with all morphisms being
identities, any Lie groupoid G1 ⇒ G0 can be lifted to a strict Lie 2-groupoid G1 ⇒ G1 ⇒ G0
with all 2-morphisms being identities. In particular, we thus obtain the Cˇech 2-groupoid
Cˇ (Y M) of a surjective submersion.
A Lie group G is encoded in the morphisms of its delooping, which is the one object
Lie groupoid BG = (G⇒ ∗). Analogously, we can define Lie 2-groups via their delooping.
Definition 2.19 A (strict) Lie 2-group is the monoidal category of morphisms of a (strict)
Lie 2-groupoid with one object.
Equivalently, a strict Lie 2-group is a category internal to the category of Lie groups
LieGrp or a group object internal to MfdCat. An important example of a strict Lie 2-group
is BU(1) = (U(1)⇒ ∗) with delooping
BBU(1) = (U(1)⇒ ∗⇒ ∗) . (2.29)
Applying the tangent functor to a Lie 2-group, we obtain a linear category which is part
of the structure of a Lie 2-algebra. The notion of a Lie 2-algebra is a vertical categorification
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of that of a Lie algebra; that is, a Lie 2-algebra is a linear category endowed with a functorial
bilinear operation, called a Lie bracket functor, which is skew-symmetric and satisfies the
Jacobi identity up to natural transformations, called respectively alternator and Jacobiator,
that in turn fulfill certain coherence laws [47]. We are exclusively interested in semistrict
Lie 2-algebras, for which the alternator is trivial. A full Lie functor, taking a Lie 2-group
to a semistrict Lie 2-algebra (even Lie ∞-groupoids to Lie ∞-algebroids) was given by
Sˇevera [48].
It will also prove useful for us to note that strict 2-groups are categorically equivalent
to crossed modules of Lie groups [49].
Definition 2.20 A crossed module of Lie groups is a pair of Lie groups G and H, together
with an action . : G × H → H as automorphisms and a group homomorphism θ : H → G
such that
θ(g . h) = g θ(h) g−1 and θ(h1) . h2 = h1 h2 h−11 . (2.30)
In particular, given a crossed module of Lie groups H
θ−−→ G, the corresponding strict
Lie 2-group reads as G n H ⇒ G with s(g, h) = g, t(g, h) = θ(h) g and idg = (g,1). The
horizontal composition is given by the group multiplication on the semidirect product GnH
and the vertical composition is the group multiplication on H.
Applying the tangent functor to a crossed module of Lie groups H
θ−−→ G, we obtain
a crossed module of Lie algebras θ : Lie(H) → Lie(G) with an action . satisfying obvious
relations.7 This crossed module of Lie algebras is categorically equivalent to a semistrict
Lie 2-algebra [25], and can also be obtained by applying Sˇevera’s Lie functor [48] to the
strict Lie 2-group corresponding to H
θ−−→ G.
2.5 2-vector spaces
One of the crucial ingredients in our later discussion will be 2-vector spaces. Let us therefore
also discuss their definition in appropriate detail.
A complex vector space is a C-module, and therefore a 2-vector space should be a
module category for some other category C , where C is a categorified ground field taking
over the role of C. From our previous discussion, one might be tempted to use the category
C ⇒ ∗ as a categorified ground field, but our later constructions will motivate the use of
Vect, which is also in line with more general principles of categorification.
In regarding a complex vector space as a C-module, we demand compatibility with
addition and multiplication in C. On a categorified ground field such as Vect, we cannot
expect the inverses of addition and multiplication to exist. We therefore focus on the
following type of categories.
Definition 2.21 A category R with two monoidal structures ⊗ and ⊕, where ⊗ distributes
over ⊕, is a rig category.
The suitable notion of module category for rig categories generalises notions of left-
module categories as e.g. in [50].
7With a slight abuse of notation, here we use the same notation for θ, . and their differentials.
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Definition 2.22 Given a rig category R, a left R-module category is a monoidal category
(V ,⊕V ) together with a functor ρ : R × V → V and natural transformations capturing
distributivity, associativity and unitality of ρ,
dlU,V,W : ρ(U,V ⊕V W)
∼=−→ ρ(U,V)⊕V ρ(U,W) ,
drU,V,W : ρ(U ⊕R V,W)
∼=−→ ρ(U,W)⊕V ρ(V,W) ,
aU,V,W : ρ(U ⊗R V,W)
∼=−→ ρ(U, ρ(V,W)) ,
lW : ρ(1R ,W)
∼=−→W .
(2.31)
We demand that ρ(0R ,W) = ρ(V, 0V ) = 0V and that the obvious coherence axioms are
satisfied.
In particular, R is trivially a module category over itself.
This directly yields the definition of the 2-category of 2-vector spaces.
Definition 2.23 Given a rig category R, a 2-vector space is a left R-module category. The
weak 2-category 2VectR consists of left R-module categories, functors weakly commuting
with the module actions between them and natural transformations between those.
A straightforward yet important example is the following.
Example 2.24 The simplest possible choice for a rig category is the discrete category
C⇒ C with obvious monoidal structures. The resulting 2-vector spaces 2VectC⇒C consist
simply of categories having complex vector spaces as sets of objects and morphisms. These
are categories internal to Vect, and therefore they are precisely the 2-vector spaces of Baez
and Crans [25]. Baez-Crans 2-vector spaces are sufficient to describe a theory of semistrict
Lie 2-algebras as defined in Section 2.4, but they are rather restrictive in other regards.
We shall encounter them again in our discussion of the Lie 2-algebra of observables on a
2-plectic manifold that we undertake in Section 4.6. 
The next obvious candidate for a categorified ground field is Vect. By themselves, the
resulting left Vect-module categories are awkward, but one can consider left Vect-module
categories with basis [24]. To understand what a basis of a 2-vector space might be, recall
that a vector space V can be identified with the set of homomorphisms from a basis B to
C: V ∼= homSet(B,C). Analogously, we define the following.
Definition 2.25 A 2-basis of a 2-vector space V is a category B such that V is equivalent
to homCat(B,Vect).
Just as in the case of vector spaces, we cannot possibly expect a 2-vector space to
come with a unique 2-basis. We shall focus on 2-bases given by Vect-enriched categories
B such that the 2-vector spaces are in fact algebroid modules. Since Vect itself is enriched
in Vect, we replace homCat(B,Vect) with the corresponding functor enriched in Vect. In
these cases, we have the following statement.
Proposition 2.26 Two 2-vector spaces with bases B1 and B2 are equivalent if their bases
are Morita equivalent, cf. Section 2.2.
19
This is a direct consequence of the fact that two algebroids have equivalent module
categories if they are Morita equivalent.
Consider now the discrete category BX = (X ⇒ X) for some set X, which can be
enriched in Vect by adding the ground field C over each morphism.
Definition 2.27 The free 2-vector space VX over X is the 2-vector space with 2-basisBX ,
VX := homCat(BX ,Vect) . (2.32)
Explicitly, VX consists of X-indexed families of vector spaces and X-indexed families
of morphisms between vector spaces. A further specialisation is now the following.
Definition 2.28 (cf. [26]) A Kapranov-Voevodsky 2-vector space is a free 2-vector space
over an n-element set X. We have
homCat(BX ,Vect) ∼= Vectn . (2.33)
We call n the 2-rank of Vectn.
An equivalence V ∼= Vectn carries over to V additional properties stemming from those
of Vect, like for instance that V is a semisimple abelian category (cf. also [27]) where binary
limits and colimits coincide with the additive monoidal structure.
We shall be mostly interested in free 2-vector spaces over sets. Before continuing,
however, let us briefly comment on the more general case [23, 24]. A Vect-enriched 2-basis
B = (B1 ⇒ B0) is in fact an algebroid and we regard them as objects in a weak 2-category
of algebroids, bibundles and bibundle morphisms. This weak 2-category can be regarded
as a linearised version of Bibun. Restricting to 2-bases with a single object, we obtain the
weak 2-category Bimod of algebras, bimodules and bimodule morphisms. This gives rise
to the following result.
Proposition 2.29 The Vect-enriched functor homCat(−,Vect) embeds the weak 2-category
Bimod into 2VectVect. In particular, an algebra a is mapped to the category of (left-) a-
modules, which is a left Vect-module category. A bimodule acts on a right a-module by right
multiplication, which also induces the action of bimodule morphisms.
We will not go further into the theory of 2-vector spaces and the 2-category they form,
and close the present discussion with the notion of the dual of a 2-vector space.
Definition 2.30 The dual 2-vector space of a 2-vector space V is given by
V ∗ = hom2VectVect(V ,Vect) . (2.34)
2.6 Lie 2-group representations
As an immediate application of 2-vector spaces, let us consider some examples of repre-
sentations of Lie 2-groups on 2-vector spaces. The general discussion is very involved and
goes far beyond the scope of this paper, see e.g. [51–54].
A representation of a Lie group G is simply a functor from BG to Vect. Accordingly,
the higher version of this notion is as follows.
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Definition 2.31 A 2-representation of a strict Lie 2-group G is a normalised pseudofunc-
tor from the Lie 2-groupoid BG to 2VectVect.
Again, since the weak 2-category 2VectVect is rather inconvenient, we have to restrict
to meaningful 2-vector spaces. We are particularly interested in the categorified version of
the fundamental representation of BU(1). For the Lie group U(1), the relevant vector space
is homSet(∗,C) ∼= C. There is a canonical representation of strict Lie 2-groups, which is
given by the following.
Proposition 2.32 ([24]) Given a crossed module of Lie groups H
θ−−→ G and a repre-
sentation % of H such that the action of G on H extends to algebra automorphisms of the
representation algebra 〈%(H)〉, there is the following 2-representation of the corresponding
strict Lie 2-group: The single object is mapped to 〈%(H)〉, an element of G is mapped to the
algebra automorphism corresponding to the action of G and an element h of H is mapped
to %(h). The resulting pseudofunctor Ψ% is then composed with the pseudofunctor from
Proposition 2.29 embedding Bimod into 2VectVect.
Example 2.33 Let us specialise to the fundamental representation %f of U(1). The pseudo-
functor Ψ%f of Proposition 2.32 maps the single object ∗ to C ∈ Bimod0, the single mor-
phism ∗ to idC ∈ Bimod1,0 and the group U(1) to an element of Bimod1,1 ⊂ GL(1,C) = C×.
The 2-vector space underlying this representation has basis C ⇒ ∗ and it is the category
of left C-modules: homCat(C⇒ ∗,Vect) ∼= ModC ∼= Vect, as expected. 
Let us give one more example that will appear in our later discussion.
Example 2.34 Given a strict Lie 2-group G := (U(1) n U(n) ⇒ U(n)), the fundamental
representation %f of U(n) induces an interesting 2-representation on Baez-Crans 2-vector
spaces. Recall that the category 2VectC⇒C consists of Baez-Crans 2-vector spaces, cf.
Example 2.24, linear functors between these and natural transformations between those.
We now have a normalised pseudofunctor Ψ%f : BG → 2VectC⇒C with Ψ%f0 (∗) = Cn,
Ψ%f1,1
(
g
(h,g)−−−→ e(h) g
)
=
(
%f(g)
(%f (e(h)),%f (g))−−−−−−−−−−→ %f(e(h) g)
)
,
Ψ%f1,0(g) = (%f(g)) ,
(2.35)
where e : U(1)→ U(n) is the diagonal embedding, and Ψ%f2 is trivial. 
3 U(1)-bundle gerbes
In this section we review the main definitions, results and examples concerning bundle
gerbes that will play a prominent role throughout this paper.
3.1 Definitions
The original definition of a gerbe dates back to Giraud [55]. Here we are interested in
the geometrically more accessible bundle gerbes, which were introduced by Murray [45],
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see also [46], and, in a more restricted form, by Hitchin and Chatterjee [56, 57]. We first
give the very general definition of principal 2-bundles as studied e.g. in [58–60], and then
specialise to bundle gerbes.
Definition 3.1 Given a strict Lie 2-group G and a surjective submersion σY : Y  M ,
a principal 2-bundle (Φ, σY ) with structure 2-group G subordinate to σY is a normalised
pseudofunctor Φ from the Cˇech 2-groupoid Cˇ (Y  M) to BG . We also refer to these
bundles simply as principal G -bundles. An isomorphism of principal 2-bundles is a pseudo-
natural isomorphism between the underlying pseudofunctors.
Ordinary principal bundles with structure Lie group G are principal 2-bundles with
structure 2-group G ⇒ G. We are particularly interested in principal 2-bundles with
structure group BU(1).
Definition 3.2 A Hitchin-Chatterjee gerbe subordinate to a surjective submersion σY :
Y  M is a principal BU(1)-bundle (Φ, σY ). It is local if Y  M is an ordinary open
cover U =
⊔
a Ua M .
Let us work through the details. A normalised pseudofunctor Φ between Cˇ (Y  M)
and BBU(1) contains a trivial function Φ0 : Y → ∗ together with a trivial functor Φ1 :
(Y [2] ⇒ Y ) → BU(1) = (U(1) ⇒ ∗). The only non-trivial information is contained in
Φ2 : Y
[3] → U(1) with
Φ
(y1,y3,y4)
2 Φ
(y1,y2,y3)
2 = Φ
(y1,y2,y4)
2 Φ
(y2,y3,y4)
2 (3.1)
for (y1, y2, y3, y4) ∈ Y [4]. In other words, Φ2 forms a U(1)M -valued Cˇech 2-cocycle over Y . If
we imagine a trivial principal U(1)-bundle over Y [2] with fibres P(y1,y2) over (y1, y2) ∈ Y [2],
then Φ2 provides an isomorphism Φ
(y1,y2,y3)
2 : P(y1,y2) ⊗ P(y2,y3) → P(y1,y3).
Isomorphisms of Hitchin-Chatterjee gerbes given by pseudonatural transformations are
Cˇech 2-coboundaries, and thus local Hitchin-Chatterjee gerbes up to isomorphism form
Cˇech cohomology classes in H2(M,U(1)
M
) ∼= H3(M,ZM ). This gives rise to the charac-
teristic class of the gerbe.
Definition 3.3 The Dixmier-Douady class of a local Hitchin-Chatterjee gerbe (Φ, σU) is
the cohomology class [Φ2] ∈ H2(M,U(1)M ) ∼= H3(M,ZM ).
Inversely, any Dixmier-Douady class defines a non-empty isomorphism class of local
Hitchin-Chatterjee gerbes. We will generalise the notion of Dixmier-Douady class below.
We now follow [45] and lift the Cˇech cocycle Φ2 to an isomorphism of potentially non-
trivial U(1)-bundles over Y [2].
Definition 3.4 A U(1)-bundle gerbe (P, σY ) subordinate to a surjective submersion σY :
Y  M is a principal U(1)-bundle P over Y [2] together with a smooth isomorphism µ of
U(1)-bundles, called the bundle gerbe multiplication,
µ(y1,y2,y3) : P(y1,y2) ⊗ P(y2,y3)
∼=−−→ P(y1,y3) for (y1, y2, y3) ∈ Y [3] , (3.2)
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which is associative in the sense that the diagram
P(y1,y2) ⊗ P(y2,y3) ⊗ P(y3,y4) P(y1,y3) ⊗ P(y3,y4)
P(y1,y2) ⊗ P(y2,y4) P(y1,y4)
µ(y1,y2,y3) ⊗ 1
1⊗ µ(y2,y3,y4) µ(y1,y3,y4)
µ(y1,y2,y4)
(3.3)
commutes. A local U(1)-bundle gerbe is a U(1)-bundle gerbe subordinate to a surjective
submersion given by an open cover.
Let us briefly recall a few standard constructions. Given a map f ∈ homMfd(N,M),
there is the pullback of a surjective submersion σY : Y M ,
f∗(Y )

fˆ // Y

N
f
//M
(3.4)
This induces a map fˆ [2] : f∗(Y )[2] → Y [2] and we can define the pullback of a bundle gerbe
(P, σY ) along f as (fˆ [2]∗P, σf∗(Y )). Every principal bundle P has a dual bundle P ∗ with
inverse transition functions; therefore every bundle gerbe (P, σY ) has a dual (P, σY )∗ =
(P ∗, σY ). There is a product between bundle gerbes (P, σY ) and (Q, σX) over a manifold
M , (P, σY )⊗ (Q, σX) = (P ⊗Q,Y ×M X), where P ⊗Q is the product of the pullbacks of
P and Q to (Y ×M X)[2] = Y [2] ×M X [2].
Given a sufficiently fine open cover U =
⊔
a Ua  M , there are sections sa : Ua → Y
such that one has maps
pab : Uab −→ P (3.5)
with pab(u) ∈ P(sa(u),sb(u)) for all u ∈ Uab. Using the bundle gerbe multiplication, they
define an element [g] ∈ H2(M,U(1)
M
) by
pab(u) pbc(u) = pac(u) gabc(u) , (3.6)
for all u ∈ Uabc, which is independent of the choice of cover and sections, cf. [61]. The
following definition then extends Definition 3.3.
Definition 3.5 The Dixmier-Douady class of a U(1)-bundle gerbe (P, σY ) is the Cˇech co-
homology class of the 2-cocycle g defined in (3.6).
Let us now come to triviality and stable isomorphism.
Definition 3.6 A U(1)-bundle gerbe (P, σY ) is trivial if there is a principal U(1)-bundle
R→ Y such that P ∼= δˇR.8 We say that R is a trivialisation of (P, σY ).
8Here δˇ is defined in Section 2.3.
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Two U(1)-bundle gerbes (P, σY ) and (Q, σX) are stably isomorphic if (P, σY )∗⊗(Q, σX)
is trivial.
We then have the following result [45].
Proposition 3.7 A U(1)-bundle gerbe is trivial if and only if its Dixmier-Douady class is
trivial. Two U(1)-bundle gerbes are stably isomorphic if and only if their Dixmier-Douady
classes agree.
We can now compare U(1)-bundle gerbes with local Hitchin-Chatterjee gerbes, cf. [62].
Proposition 3.8 Every U(1)-bundle gerbe is stably isomorphic to a local Hitchin-Chat-
terjee gerbe.
Finally, let us give an alternative definition in terms of central groupoid extensions that
will prove to be useful. This definition readily extends to gerbes over differentiable stacks,
cf. [63].
Definition 3.9 ([64]) Let G = (G1 ⇒ G0) be a Lie groupoid. A U(1)-central Lie groupoid
extension of G consists of a Lie groupoid H = (H1 ⇒ G0) together with a morphism
φ ∈ homBibun(H ,G ) and a left U(1)-action on H1, making φ1 :H1 → G1 a (left-) principal
U(1)-bundle, such that (s1g1) ◦ (s2g2) = (s1s2)(g1 ◦ g2) for all s1, s2 ∈ U(1) and (g1, g2) ∈
H1 ×G0 H1.
It is then not too difficult to obtain the following result, cf. e.g. [65].
Proposition 3.10 A U(1)-bundle gerbe over a manifold M is a U(1)-central Lie groupoid
extension H of the Cˇech groupoid Cˇ (Y  M) = (Y [2] ⇒ Y ) of a surjective submersion
σY : Y M .
Explicitly, there is a sequence of Lie groupoids for a U(1)-bundle gerbe (P, σY ) given
by
U(1)

P

Y [2]

M

∗ Y Y M
// //
∼= // (3.7)
where the last map is the bibundle or Morita equivalence (2.11). In this language, stable
isomorphisms between U(1)-bundle gerbes correspond to bibundle equivalences between
U(1)-central Lie groupoid extensions.
3.2 Connective structures
From our discussion in Section 2.3 (cf. Remark 2.16), we glean that the appropriate no-
tion of a local Hitchin-Chatterjee gerbe with connection should be described by a Deligne
2-cocycle in degree 2. Let us now generalise this observation to U(1)-bundle gerbes follow-
ing [45]. This is done by endowing the principal bundle of the U(1)-bundle gerbe with a
connection.
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Definition 3.11 Let (P, σY ) be a U(1)-bundle gerbe. A bundle gerbe connection is a con-
nection ∇ on P that respects the smooth isomorphism of principal bundles over Y [3].
An immediate consequence of this definition is δˇF∇ = 0. We can now use repeatedly the
fact that the coboundary operator δˇ : Ωp(Y [k]) → Ωp(Y [k+1]) induces the exact sequence
(2.14). First of all, there is a 2-form B ∈ i Ω2(Y ) such that δˇB = F∇, which is called a
curving of ∇. The pair (∇, B) is also called a connective structure. Given a curving, we
note that δˇ dB = d δˇB = dF∇ = 0 and therefore dB = (σY )∗H for some closed 3-form
H ∈ i Ω3(M), which we call the curvature of (∇, B). The de Rham class [ 12pi i H] ∈ H3dR(M)
is integral as it is the image of the Dixmier-Douady class of the U(1)-bundle gerbe (P, σY )
in real cohomology.
Remark 3.12 All previously introduced notions such as pullback, dual and product read-
ily generalise to U(1)-bundle gerbes with connective structure. 
We can now define isomorphism classes of U(1)-bundle gerbes with connective structure,
extending Definition 3.6.
Definition 3.13 A U(1)-bundle gerbe with connective structure (P, σY , A,B) is trivial if
there is a principal U(1)-bundle with connection (R, a) over Y such that P ∼= δˇR and
A = δˇa. Then (R, a) is a trivialisation of (P, σY , A,B).
Two U(1)-bundle gerbes with connective structures (P1, σ
Y1 , A1, B1) and (P2, σ
Y2 , A2,
B2) are stably isomorphic if (P1, σ
Y1 , A1, B1)
∗ ⊗ (P2, σY2 , A2, B2) is trivial.
Let us look at a connective structure for a local U(1)-bundle gerbe (P, σU) overM , where
U =
⊔
a Ua is an open cover of M , in some more detail. The U(1)-bundle gerbe is given in
terms of principal bundles Pab over Uab together with the bundle gerbe multiplication
µabc : Pab ⊗ Pbc −→ Pac (3.8)
over Uabc. Let us now assume that U is a good cover with all double intersections Uab
contractible. Then the principal U(1)-bundles Pab are trivial, and the bundle gerbe mul-
tiplication µ can be encoded in functions gabc : Uabc → U(1). Associativity of the bundle
gerbe multiplication amounts to
gacd gabc = gabd gbcd . (3.9)
A bundle gerbe connection is given by 1-forms Aab ∈ i Ω1(Uab), where the compatibility
with µ reads as
(δˇA)abc = Abc −Aac +Aab = −d log gabc (3.10)
over Uabc. Since δˇ dA = d δˇA = 0, there are 2-forms Ba ∈ i Ω2(Ua) such that
Ba −Bb = dAab (3.11)
over Uab. Again (δˇ dB)ab = (d δˇB)ab = 0, and therefore there is a global 3-form H ∈
i Ω3(M) such that
H = dBa (3.12)
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over Ua.
Note that (gabc, Aab, Ba) yields a Deligne cocycle in H
2(M,D•(2)) as defined in Sec-
tion 2.3. The image of prD recovers the Dixmier-Douady class and the image of curv agrees
here with H, the curvature 3-form of the connective structure on the U(1)-bundle gerbe.
Since any U(1)-bundle gerbe is stably isomorphic to one subordinate to a good open
cover, we have the following result.
Proposition 3.14 Stable isomorphism classes of U(1)-bundle gerbes with connective struc-
tures are classified by the Deligne cohomology group H2(M,D•(2)).
3.3 Examples
Let us briefly list some interesting examples of U(1)-bundle gerbes.
Example 3.15 The most trivial example of a trivial U(1)-bundle gerbe is obtained from
the trivial principal U(1)-bundle P over a manifold M . We cover M by itself, Y = M , with
σY = idM and Y
[2] ∼= M . The bundle gerbe multiplication over Y [3] ∼= M is the identity:
P ⊗ P ∼= P . 
Example 3.16 A more general description of trivial U(1)-bundle gerbes (P, σY ) over a
manifold M arises from a surjective submersion σY : Y M and a principal U(1)-bundle
Q→ Y by setting P(y1,y2) = Q∗y1 ⊗Qy2 . 
Example 3.17 While surjective submersions based on (good) open covers might be most
familiar, it is very useful to consider also the path fibration ∂ : PM M , see Section 1.3,
statement (3). U(1)-bundle gerbes subordinate to the surjective submersion ∂ are defined
by principal U(1)-bundles P according to the diagram
P

ΩM //// PM
∂

M
(3.13)
Such concrete examples of U(1)-bundle gerbes will frequently appear in the following.
A principal U(1)-bundle over the free loop space LM of M with a product structure
as above, given for pairs of concatenable loops in this case, is called a fusion bundle over
LM . It is shown in [35, 36] that the category of fusion bundles on LM is equivalent to
the category of U(1)-bundle gerbes on M . This example will be central to the discussion
in Section 7. 
Example 3.18 Consider a central extension of groups U(1) → Ĝ → G. The obstruction
to lifting a principal G-bundle pi : QM to a principal Ĝ-bundle is a class in H3(M,ZM ),
and we can construct the corresponding U(1)-bundle gerbe explicitly [45]. There is a map
g : Q[2] → G with y1 g(y1, y2) = y2. Pulling back the U(1)-bundle Ĝ→ G along g yields the
lifting bundle gerbe (g∗Ĝ, pi).
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Of particular interest is the lifting bundle gerbe for the central extension U(1) →
U(H)→ PU(H) associated to the unitary group of an infinite-dimensional separable Hilbert
space H. 
Example 3.19 We can combine Examples 3.17 and 3.18 in the following way. For a
compact 1-connected simple Lie group G, the central extensions of the based loop group [15],
1 −→ U(1) −→ Ω̂kG −→ ΩG −→ 1 , (3.14)
with k ∈ H3(G,ZG) ∼= Z, provide principal U(1)-bundles over ΩG which are compatible
with the multiplication on ΩG. Hence this yields the U(1)-bundle gerbes (P, σY ) = (Ω̂kG, ∂)
with Y = PG. 
Example 3.20 Let G = (G1 ⇒ G0) be a strict Lie 2-group with homG (1,1) ∼= U(1). Then
there is a U(1)-bundle gerbe given by
G1
s×t

G0×h0GG0 // // G0
q

h0G
(3.15)
where h0 assigns to a small category G the set of isomorphism classes of objects in G ,
and q : G0  h0G projects an object of G to its equivalence class. The bundle gerbe
multiplication is given by vertical composition in the associated 2-category BG = (G1 ⇒
G0 ⇒ ∗), or equivalently the group product in G1. This example is found implicitly in [66].
We will come back to this particular class of U(1)-bundle gerbes in Section 6.
In particular, applying this example to the string 2-group model from [67], one obtains
the U(1)-bundle gerbes from Example 3.17. 
4 The 2-category of line bundle gerbes
The central objects in this paper will be line bundle gerbes, which will take the role of
categorified prequantum line bundles. These are associated to U(1)-bundle gerbes in the
same way that line bundles are associated to principal U(1)-bundles. Line bundle gerbes
define a 2-category, which we describe in great detail in this section.
4.1 Line bundle gerbes
A vector bundle E associated to a principal G-bundle P subordinate to a surjective sub-
mersion σY : Y  M can be defined by composing the functor defining P , ΦP : Cˇ (Y 
M) → BG, with the functor Ψ% : BG → Vect defining the representation % of interest.
Analogously, we can define 2-vector bundles associated to principal 2-bundles, using 2-
representation pseudofunctors as defined in Section 2.6.
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Definition 4.1 Let G be a strict Lie 2-group and Ψ : BG → Bimod a 2-representation of G .
Given a principal G -bundle subordinate to a surjective submersion σY : Y  M defined
by a normalised pseudofunctor Φ : Cˇ (Y  M) → BG , the associated 2-vector bundle
corresponding to Ψ is the composition Ψ ◦ Φ.
Let us specialise to the case G = BU(1) with 2-representation Ψ%f as given in Ex-
ample 2.33. A principal BU(1)-bundle is simply a Hitchin-Chatterjee gerbe (P, σY ), and
composing Φ with the 2-representation Ψ%f maps Y [2] to the C-bimodule C. We thus
obtain a trivial line bundle over Y [2] corresponding to the associated line bundle to P with
respect to the fundamental representation %f of U(1). Generalising this to arbitrary line
bundles over Y [2] leads to the more evident definition of line bundle gerbes associated to
U(1)-bundle gerbes.
Definition 4.2 Given a U(1)-bundle gerbe (P, σY ), its associated line bundle gerbe (L, σY )
consists of the associated line bundle L to P over Y [2] with respect to the fundamental
representation %f of U(1) together with the induced bundle gerbe multiplication
9
µ(y1,y2,y3) : L(y1,y2) ⊗ L(y2,y3) −→ L(y1,y3) for (y1, y2, y3) ∈ Y [3] . (4.1)
Remark 4.3 This notion of a line bundle gerbe indeed extends that as a normalised
pseudofunctor from the Cˇech 2-groupoid Cˇ (Y  M) to the 2-category of C-bimodules
BimodC constructed above Definition 4.2. 
Next we add two additional structures to these line bundle gerbes: hermitean metrics
and connections. Unless stated otherwise, pullbacks of vector bundles are endowed with
the pullback metric and connection in the following.
Definition 4.4 (1) A hermitean line bundle gerbe is a line bundle gerbe (L, σY ) together
with a hermitean metric h on L and a multiplication µ which is an isometric isomor-
phism.
(2) A connective structure on a U(1)-bundle gerbe (P, σY ) induces a connective structure
on the associated line bundle gerbe (L, σY ) consisting of a connection ∇L on the line
bundle L such that the multiplication µ is parallel:
0 = (∇Lµ)(y1,y2,y3) = ∇L ◦ µ(y1,y2,y3) − µ(y1,y2,y3) ◦
(∇L ⊗ 1+ 1⊗∇L) , (4.2)
together with a curving 2-form B, cf. Section 3.2. If (L, σY ) is hermitean, we call a
connective structure hermitean if ∇Lh = 0.
In the following all line bundle gerbes will be hermitean and endowed with a connective
structure; we shall use the notation L = (L, µ, h,∇L, B, σY ) and often omit the adjective
‘line’ when there is no risk of confusion.
For any such bundle gerbe L, we define its dual bundle gerbe as
L∗ = (L∗, µ−t, h−1,∇L∗ ,−B, σY ) . (4.3)
9With a slight abuse of notation, we use the same symbol for the bundle gerbe multiplication on U(1)-
bundle gerbes and their associated line bundle gerbes.
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The connection ∇L∗ is the connection induced on the dual line bundle L∗ which is defined
via (∇L∗X β)(ε) = £X(β(ε))− β(∇LXε) , (4.4)
where X ∈ X(Y [2]), β and ε are sections of L∗ and L, respectively, and £ denotes the Lie
derivative. For any morphism φ : E → F of vector bundles, we denote by φt : F ∗ → E∗
its transpose, in contrast to the (Hilbert space) adjoint φ∗ : F → E which depends on the
choice of metric.
The tensor product of two bundle gerbes L1 ⊗ L2 is defined in the obvious manner as
L1 ⊗ L2 :=
(
L1 ⊗ L2, µ1 ⊗ µ2, h1 ⊗ h2, ∇L1⊗L2 , B1 +B2, σY1×MY2
)
, (4.5)
where ∇L1⊗L2 = ∇L1 ⊗ 1+ 1⊗∇L2 .
The standard trivial bundle gerbe of curving ρ is the line bundle gerbe associated to the
U(1)-bundle gerbe in Example 3.15. It is described by the data
Iρ =
(
M ×C, µI , hI , d, ρ, idM
)
, (4.6)
where µI is multiplication in the fibres of the trivial line bundle M × C, and the trivial
metric, connection and surjective submersion are used. There is, however, freedom in the
choice of curving since for the trivial surjective submersion idM : M → M every 2-form
ρ ∈ i Ω2(M) satisfies δˇρ = ρ− ρ = 0.
A hermitean bundle gerbe with connective structure L = (L, µ, h,∇L, B, σY ) is trivial
if there is a hermitean line bundle with connection subordinate to σY such that L is
isomorphic to the obvious pullback. Two bundle gerbes Li = (Li, µi, hi,∇Li , Bi, σYi),
i = 1, 2, are stably isomorphic if the tensor product L∗1 ⊗ L2 is trivial. Clearly two bundle
gerbes associated to stably isomorphic U(1)-bundle gerbes are stably isomorphic, as stable
isomorphisms factor through the representation included.
4.2 1-morphisms
A morphism from a line bundle gerbe (L, σY ) to a line bundle gerbe (J, σZ) is a pair of
maps (f, g), where f : Y → Z is a map covering the surjective submersions, and g : L→ J
is a bundle map compatible with the bundle gerbe multiplication and covering the induced
map f [2] : Y [2] → Z [2]. By restricting these morphisms to isometric connection preserving
morphisms, we obtain a category of hermitean bundle gerbes on M with hermitean con-
nective structure. However, this definition is not satisfactory, as the isomorphism classes
of objects would not be in bijective correspondence with the Deligne cohomology group
H2(M,D•(2)): Whereas isometric connection preserving isomorphisms induce stable iso-
morphisms, the converse is not generally true.
On the other hand, morphisms of associated 2-vector bundles from Definition 4.1 are
given by pseudonatural transformations between the underlying pseudofunctors. These
include the morphisms above in the case that the line bundles L and J are trivial, but
further allow for a larger class of morphisms.
In [2, 68], Waldorf extended the stable isomorphisms to a suitable notion of morphisms
of bundle gerbes.
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Definition 4.5 ([2]) Given two bundle gerbes Li = (Li, µi, hi,∇Li , Bi, σYi), i = 1, 2, a
1-morphism from L1 to L2 is a quintuple (E,α, g,∇E , ζZ) of the following data: ζZ : Z 
Y1×MY2 is a surjective submersion with projections ζZi = prYi ◦ ζZ : Z → Yi inducing
maps Z [2] → Y [2]i , E → Z is a hermitean vector bundle with metric g, α is an isometric10
isomorphism over Z [2] of hermitean line bundles with connection such that11
α(z1,z2) : L1,(z1,z2) ⊗ Ez2 −→ Ez1 ⊗ L2,(z1,z2) (4.7)
is compatible with the bundle gerbe multiplications on L1 and L2 in the sense that the
diagram
L1,(z1,z2) ⊗ L1,(z2,z3) ⊗ Ez3 L1,(z1,z3) ⊗ Ez3
L1,(z1,z2) ⊗ Ez2 ⊗ L2,(z2,z3)
Ez1 ⊗ L2,(z1,z2) ⊗ L2,(z2,z3) Ez1 ⊗ L2,(z1,z3)
µ1,(z1,z2,z3) ⊗ 1
α(z1,z3)
1⊗ α(z2,z3)
α(z1,z2) ⊗ 1
1⊗ µ2,(z1,z2,z3)
(4.8)
commutes over (z1, z2, z3) ∈ Z [3], and ∇E is a hermitean connection on E compatible with
α, that is, α is parallel with respect to the induced connection.
Given 1-morphisms (E,α, g,∇E , ζZ) : L1 → L2 and (E′, α′, g′,∇E′ , ζZ′) : L2 → L3,
their composition (E,α, g,∇E , ζZ) • (E′, α′, g′,∇E′ , ζZ′) is given by(
pr∗ZE ⊗ pr∗Z′E′ , (pr[2]∗Z α) ◦ (pr[2]∗Z′ α′ ) , (ζZ ◦ prZ)×Y2(ζZ
′ ◦ prZ′)
)
(4.9)
for the induced surjective submersion Z×Y2Z ′  Y1×M Y3, together with the corresponding
pullback connection and metric.
For brevity, we will often refer to such a morphism (E,α, g,∇E , ζZ) simply as (E,α).
Remark 4.6 These 1-morphisms are generalisations of stable isomorphisms, which are
recovered in the case Z = Y1 ×M Y2 and the vector bundle E is of rank 1. Relaxing the
former restriction renders the composition of morphisms associative which is desirable for
purely geometric constructions, while relaxing the latter condition enables a description of
bundle gerbe modules by morphisms. We shall return to these points in some more detail
later on. 
10This constrains the bundle metric g in terms of hi and α.
11The fibres of the line bundles Li,(z1,z2) arise from pullbacks from Y
[2]
i to Y
[2]
1 ×M Y [2]2 and further to
Z [2] along the obvious maps.
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Example 4.7 Consider local bundle gerbes L1 and L2 both subordinate to an open cover
U of M . Then a morphism (E,α) : L1 → L2 is a family (Ea → Ua) of hermitean vector
bundles of rank n with connections together with bundle isomorphisms
αab : L1,ab ⊗ Eb
∼=−→ Ea ⊗ L2,ab (4.10)
over Uab. If the cover is good, we can just as well use trivial bundles so that the transition
maps collapse to U(n)-valued functions αab : Uab → U(n). The compatibility condition
(4.8) translates to a U(1)-twisted version of the cocycle identity over triple overlaps given
by
g2,abc αab αbc = αac g1,abc . (4.11)
The same result is obtained if we consider Li as associated 2-vector bundles to a local
Hitchin-Chatterjee gerbe, cf. Definition 4.1. Then pseudonatural transformations between
the defining pseudofunctors are encoded by twisted hermitean vector bundles as described
in (4.11).
The morphisms induced by αab are parallel, but they do not live on the bundles Ea.
Instead, the line bundles constituting the bundle gerbes come into play, such that the
corresponding local expression for the compatibility of α with the respective connections
∇Li,ab = d +Ai,ab and ∇Ea = d + aa (4.12)
reads as
(A1,ab + ab) = Ad(α
−1
ab ) ◦ (A2,ab + aa) + α−1ab dαab , (4.13)
where the last term is shorthand for the Maurer-Cartan form on U(n) at αab. For L1 ∼= I0
trivial, these constitute the relations defining twisted vector bundles with connections, as
studied for instance in [38, 69], and the definition of morphism in [38] agrees with ours
restricted to these twisted vector bundles with connection.
On curvature 2-forms F∇Li,ab = dAi,ab we obtain
(F∇L1,ab + F∇Eb ) = Ad(α
−1
ab ) ◦ (F∇L2,ab + F∇Ea ) (4.14)
over Uab. Substituting the curvatures on Li,ab by the respective curvings, this is equivalent
to (
F∇Ea − (B2,a −B1,a)1
)
= Ad(α−1ab ) ◦
(
F∇Eb − (B2,b −B1,b)1
)
, (4.15)
where 1 denotes the central embedding of the generator of u(1) into u(n). In particu-
lar, since the adjoint representation forgets the U(1)-twists, the homomorphism bundles
Hom(E,F ) descend, for any pair of morphisms (E,α), (F, β) : L1 → L2, to a vector bundle
on M . From the local expression above, it follows that the family (F∇Ea − (B2,a −B1,a)1)
then induces a 2-form on M with values in this descent bundle. The machinery of this sec-
tion enables us to see that these statements do in fact hold true for 1-morphisms between
bundle gerbes in the general case. 
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Remark 4.8 The twisted vector bundles mentioned in Example 4.7, which describe mor-
phisms from the trivial bundle gerbe I0 into L2, can also be regarded as associated 2-vector
bundles to a principal G -bundle with structure 2-group G = (U(1) n U(n) ⇒ U(n)) with
respect to the 2-representation Ψ%f induced by the fundamental representation %f of U(n),
cf. Example 2.34. This observation is relevant for a discussion of constraints on the cur-
vature of the hermitean vector bundles underlying morphisms of bundle gerbes. We shall
return to this point later on. 
Remark 4.9 The morphism sets introduced in [2, 68] are very closely related to the
notion of bundle gerbe modules from [70, 71]. The main differences are the introduction
of an additional surjective submersion in [2, 68], on which the vector bundle E is defined,
and the inclusion of infinite-rank Hilbert bundles in [70, 71]. In the latter case the focus
is on twisted K-theory, so that the categorical structures of bundle gerbes, such as the
composition of morphisms, are not relevant there. In fact, we can already see that the
composition of morphisms relies crucially on the flexibility in the choice of the surjective
submersion ζZ : Z  Y1 ×M Y2.
In general, allowing for infinite rank seems to cure certain drawbacks of the morphisms
as defined above, but at the cost of several features which are desirable for our approach to
2-Hilbert spaces. Throughout this article, we will make several remarks on the infinite-rank
case. 
The identity morphism on a bundle gerbe L = (L, µ, h,∇L, B, σY ) is given by
idL =
(
L, β, h,∇L, idY [2]
)
, (4.16)
with β(y1,y2,y3,y4) = µ
−1
(y1,y2,y4)
◦ µ(y1,y3,y4) over (y1, y2, y3, y4) ∈ Y [4]. Similarly to the case of
line bundles, there exists a canonical isomorphism
δL =
(
L,α, h,∇L, idY [2]
) ∈ isomLBGrb∇(M)(L∗ ⊗ L, I0) , (4.17)
where
α(y1,y2,y3,y4) =
(
1⊗ δL,(y2,y3) ⊗ δL,(y2,y4)
) ◦ (µ−1(y1,y2,y3) ⊗ µt(y2,y3,y4) ⊗ 1) . (4.18)
The morphism δL is the canonical isomorphism from L
∗ ⊗ L to the trivial line bundle,
inducing the natural pairing L∗(y1,y3) ⊗ L(y2,y4) → C.
Example 4.10 The morphisms Iρ1 → Iρ2 consist of a surjective submersion Z  M ,
together with a descent datum for a hermitean vector bundle with connection on Z. Since
these form a stack, every morphism induces a unique hermitean vector bundle with con-
nection on M .
In particular, we can consider trivial gerbes on M = R3, and choose ρ1 = 0 and ρ2
such that dρ2 = −2pi i dx∧dy∧dz = −2pi i volR3 ; that is, Iρ2 provides a bundle gerbe with
connection on R3 whose curvature 3-form H is −2pi i times the volume form on R3. 
Remark 4.11 In our definition of 1-morphisms of bundle gerbes we do not impose a
condition on the trace of the curvature of the vector bundle E → Z, in contrast to the
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original definition of [2, 68]. There 1-morphisms were defined to satisfy
tr
(
F∇E − (ζZ∗2 B2 − ζZ∗1 B1)1
)
= 0 . (4.19)
However, the 1-morphisms as we chose to define them can be recast in the formalism
of bimodules of bundle gerbes [2]. In our convention, an L1–L2-bimodule of curvature
ρ ∈ i Ω2(M) would be a morphism (E,α) : L1 → L2 ⊗ Iρ which satisfies the condition
(4.19) on the trace of F∇E with the respective curvings of its source and target. If we
start from an arbitrary 1-morphism (E,α) : L1 → L2, one can show that the 2-form
ωE = tr(F∇E − (ζZ∗2 B2 − ζZ∗1 B1)1) satisfies δˇωE = 0, which follows from the fact that α
is parallel. Therefore ωE = (σZ)∗ρ for some ρ ∈ i Ω2(M), and (E,α) provides an L1–L2-
bimodule of curvature ρ. 
Definition 4.12 An isomorphism (E,α, g,∇E , ζZ) ∈ isomLBGrb∇(M)(L1,L2) is flat if it
satisfies
F∇E = (ζ
Z∗
2 B2 − ζZ∗1 B1)1 , (4.20)
where B1 and B2 are the curvings of L1 and L2, respectively.12
A trivialisation of a bundle gerbe L with connective structure is a flat isomorphism
L → Iρ for some ρ ∈ i Ω2(M). A bundle gerbe is trivial if it admits a trivialisation in this
sense.
Flat isomorphism classes of bundle gerbes form a group under the tensor product. We
then have the following statements.
Theorem 4.13 ([2]) (1) Two bundle gerbes are flat isomorphic if and only if they define
the same Deligne class.
(2) The assignment of the Dixmier-Douady class induces a group isomorphism from the
group of flat isomorphism classes of bundle gerbes to H2(M,D•(2)).
(3) A bundle gerbe L is trivialisable if and only if its Dixmier-Douady class vanishes,
that is, dd(L) = 0.
(4) If (T, β) ∈ isomLBGrb∇(M)(L, Iρ) and (T ′, β′ ) ∈ isomLBGrb∇(M)(L, Iρ′) are two trivial-
isations of L, then ρ− ρ′ ∈ 2pi i Ω2cl,Z(M).
For any trivialisation (T, β) : L → Iρ we have F∇T − (ζZ∗2 ρ − ζZ∗1 B)1 = 0, where
F∇T defines an integral cohomology class. Therefore ζZ∗2 ρ − ζZ∗1 B ∈ 2pi i Ω2cl,Z(Z). This
shows that only certain 2-forms ρ are admissible as trivialisations of L, and they depend
on the curving B of L. From this we can again deduce that if there exist two trivialisations
(T, β) : L → Iρ and (T ′, β′ ) : L → Iρ′ of L over the same surjective submersion ζZ , then13
ζZ∗2 ρ− ζZ∗2 ρ′ =
(
ζZ∗2 ρ− ζZ∗1 B
)− (ζZ∗2 ρ′ − ζZ∗1 B) ∈ 2pi i Ω2cl,Z(Z) , (4.21)
12 This refined definition is the notion of isomorphism of bundle gerbes used in e.g. [2, 36, 68].
13Over different surjective submersions ζZ 6= ζZ′ we form the fibred product Z ×M Z′ and pull the
remaining data back to this space.
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whence, as ζZ is a surjective submersion, ρ − ρ′ ∈ 2pi i Ω2cl,Z(M) as well; this establishes
statement (4) in Theorem 4.13.
Remark 4.14 Let us come back to Definition 4.5 of 1-morphisms of bundle gerbes. As
noted for example in [71], from any morphism of bundle gerbes (E,α) : L1 → L2 with
rk(E) = n, one can construct an isomorphism(
det(E), det(α)
)
: L⊗n1
∼=−→ L⊗n2 . (4.22)
In particular, the difference
dd(L⊗n2 )− dd(L⊗n1 ) = n
(
dd(L2)− dd(L1)
)
= 0 ∈ H3(M,ZM ) (4.23)
of the Dixmier-Douady classes of the gerbes vanishes. Hence dd(L2)− dd(L1) is a torsion
element of H3(M,ZM ).
However, this isomorphism is, in general, not flat since we do not necessarily have
F det(E) = tr(F∇E ) = n (ζZ∗2 B2 − ζZ∗1 B1). This additional condition on the curvature is
much stronger than the restriction on the difference of the Dixmier-Douady classes of the
gerbes: Since the trace of that curvature is a representative of the first Chern class of E,
and hence a closed form, we obtain
ζZ∗2 dB2 − ζZ∗1 dB1 = 0 . (4.24)
This implies that the representatives Hi of the Dixmier-Douady classes of Li obtained on
M via (σYi)∗Hi = dBi coincide as forms on M , rather than just defining the same de Rham
cohomology class.
One possibility would be to allow for morphisms of infinite rank, that is, to construct
morphisms from bundles of separable Hilbert spaces rather than just from finite-rank her-
mitean vector bundles. Much of the theory of bundle gerbes still goes through (see e.g. [71]
for an approach to sections). The trace condition, however, becomes incompatible with
tensor products in the case where one allows for infinite rank and requires trace-class prop-
erties on the connection. As we will point out in Section 5, more serious problems then
arise in our construction of a 2-Hilbert space from a bundle gerbe. 
4.3 2-morphisms
In [2, 68], Waldorf introduced 2-morphisms corresponding to these morphisms of bundle
gerbes, which give rise to a (strictly associative) 2-category of bundle gerbes LBGrb∇(M).
The 1-morphisms employ vector bundles, which come with natural morphisms between
them.
Definition 4.15 ([2, 68]) Let (E,α, g,∇E , ζZ) and (E′, α′, g′,∇E′ , ζZ′) be 1-morphisms
between bundle gerbes L1 and L2. A 2-morphism from (E,α) to (E′, α′ ) is an equivalence
class of pairs (φ, ωW ), where ωW : W  Zˆ := Z ×Y12 Z ′ with Y12 := Y1 ×M Y2 is a
surjective submersion, and φ ∈ homHVBdl∇(M)(ωW∗Z E,ωW∗Z′ E′ ) is a morphism of hermitean
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vector bundles with connection compatible with α and α′, where ωWZ := prZ ◦ ωW ; that is,
there is a commutative diagram
L1,(w1,w2) ⊗ Ew2 Ew1 ⊗ L2,(w1,w2)
L1,(w1,w2) ⊗ E′w2 E′w1 ⊗ L2,(w1,w2)
α(w1,w2)
α′
(w1,w2)
1⊗ φw2 φw1 ⊗ 1 (4.25)
in HVBdl∇(W [2]), where W [2] = W×MW .14
Two pairs (φ, ωW ) and (φ˜, ωW˜ ) are equivalent if there is a commutative diagram
X
W W˜
Zˆ
ξ ξ˜
ωW ωW˜
(4.26)
of surjective submersions such that ξ∗φ = ξ˜∗φ˜.
Next we want to define identity 2-morphisms; this requires a rather technical discussion,
introducing two special isomorphisms of vector bundles, which we hide in Appendix A.
Proposition 4.16 ([2], p. 42) Let (E,α, g,∇E , ζZ) ∈ homLBGrb∇(M)(L1,L2) be a 1-mor-
phism of bundle gerbes. The pair 1(E,α) := (d(E,α), idZ×Y12Z), where d(E,α) is defined in
Lemma A.2, represents the identity 2-morphism on (E,α).
We can now package our definitions into a 2-category [2, 68].
Definition 4.17 The 2-category of line bundle gerbes LBGrb∇(M) has objects hermitean
line bundle gerbes with connection. Its 1-morphisms are those of Definition 4.5 and the
2-morphisms are those of Definition 4.15.
Given 1-morphisms (E,α, ζZ), (E′, α′, ζZ′), (E′′, α′′, ζZ′′) : L2 → L3, and (F, β, ζX),
(F ′, β′, ζX′) : L1 → L2, the vertical composition of 2-morphisms (φ, ωW ) : (E′, α′, ζZ′) ⇒
(E′′, α′′, ζZ′′) and (φ˜, ωW˜ ) : (E,α, ζZ)⇒ (E′, α′, ζZ′) is the equivalence class of
(φ, ωW )◦ (φ˜, ωW˜ ) = ((pr∗Wφ)◦ (pr∗W˜ φ˜) , (prZ ◦ωW ◦prW )×Y12 (prZ′′ ◦ωW˜ ◦prW˜ )) . (4.27)
Horizontal composition of a pair of 2-morphisms (φ˜, ωW˜ ) : (E,α, ζZ) ⇒ (E′, α′, ζZ′)
and (φ, ωW ) : (F, β, ζX)⇒ (F ′, β′, ζX′) is given by
(φ˜, ωW˜ ) • (φ, ωW ) = (ψ, ωU ) , (4.28)
14Here the fibres of the line bundles Li,(w1,w2) come from pullbacks to Zˆ
[2] and then further to W [2],
while the fibres of the vector bundles Ewi and E
′
wi arise from pullbacks to W and then further to W
[2].
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with
U = (X ×Y2 Z)×Y13 (W ×Y2 W˜ )×Y13 (X ′ ×Y2 Z ′ ) ,
ωU = prX×Y2Z ×Y13 prX′×Y2Z′ ,
ψ = d(E′,α′ )•(F ′,β′ ) ◦ (φ⊗ φ˜ ) ◦ d(E,α)•(F,β) ,
(4.29)
where the horizontal composition of 1-morphisms is given in (4.9).
Remark 4.18 The 2-category LBGrb∇(M) has a full sub-2-category LBGrb∇triv(M) having
as objects all trivial bundle gerbes Iρ with ρ ∈ i Ω2(M). This 2-category is closed under
the tensor product of gerbes, since Iρ ⊗ Iρ′ = Iρ+ρ′ . Hence LBGrb∇triv(M) has the same
2-categorical structure as the full LBGrb∇(M). 
The fact that HVBdl∇ is a stack has strong implications for the structure of the 2-
category LBGrb∇(M). Before moving on, however, let us comment on the reasons for
introducing the additional surjective submersions ζZ : Z  Y12 in Definition 4.5 and
ωW : W  Zˆ in Definition 4.15. To this end, let homLBGrb∇FP(M)(L1,L2) be the subcategory
of the category of morphisms homLBGrb∇(M)(L1,L2) in which we allow only 1-morphisms
with Z = Y12 and only 2-morphisms with W = Zˆ. We then have the following statement.
Theorem 4.19 ([2], Theorem 2.4.1) The inclusion functor
S : homLBGrb∇FP(M)
(L1,L2) −→ homLBGrb∇(M)(L1,L2) (4.30)
is an equivalence of categories. By adding the identity morphism on objects in LBGrb∇(M),
we can extend this inclusion functor to a lax 2-functor of bicategories LBGrb∇FP(M) →
LBGrb∇(M). We denote the inverse constructed in [2, 68] by R. In particular, the respective
2-isomorphism classes of these bicategories are identical.
Although the morphism categories are equivalent, LBGrb∇(M) has the advantage that
it is a 2-category in which horizontal composition of 1-morphisms is associative, while this
is not the case for the bicategory LBGrb∇FP(M). In this way, the extension of LBGrb
∇
FP(M)
to LBGrb∇(M) evades the use of descent theory in the definition of compositions. Further
details on this matter can be found in Appendix A.
Example 4.20 Let us revisit the example of morphisms homLBGrb∇(M)(I0, Iρ). The sub-
category homLBGrb∇FP(M)
(I0, Iρ) consists of hermitean vector bundles with connection on M
and parallel morphisms of vector bundles. Then
homLBGrb∇(M)(I0, Iρ) ∼= homLBGrb∇FP(M)(I0, Iρ) ∼= HVBdl
∇(M) (4.31)
by Theorem 4.19. 
We can also give an easy characterisation of the (weakly) invertible morphisms in
homLBGrb∇(M)(L1,L2) as follows.
Proposition 4.21 ([2]) A 1-morphism (E,α) : L1 → L2 of bundle gerbes is (weakly)
invertible if and only if its vector bundle E is of rank 1.
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The notion of stable isomorphisms of bundle gerbes therefore just corresponds to iso-
morphisms in homLBGrb∇FP(M)
(L1,L2). A consequence of the equivalence of categories from
Theorem 4.19 is therefore the following.
Corollary 4.22 Two bundle gerbes L1, L2 ∈ LBGrb∇(M) are 1-isomorphic15 if and only
if they are stably isomorphic.
As a further application, we can now construct the kernel of a 2-morphism.
Proposition 4.23 Let (φ, ωW ) : (E,α) ⇒ (E′, α′ ) be a 2-morphism of bundle gerbes
on M .
(1) The kernel of φ defines a hermitean vector bundle with connection on W , which
descends to Z along ωWZ = prZ ◦ ωW . This descent bundle has a natural embedding ı
into E, and we set
Kφ = ı
(
DωWZ
(
ker(φ), (ω
W [2]∗
Z d(E,α))| ker(φ)
))
. (4.32)
(2) The vector bundle Kφ → Z, together with the restriction of α to L1,(z1,z2) ⊗ Kφ,z2
over (z1, z2) ∈ Z [2], is a 1-morphism of bundle gerbes from the source s(E,α) to the
target t(E,α).
(3) This 1-morphism of bundle gerbes is a kernel of the 2-morphism (φ, ωW ).
Proof. (1): The kernel of φ is a hermitean vector bundle with connection over W , since φ is
a parallel homomorphism. It has a canonical embedding into ωW∗Z E as a sub-bundle. From
Lemma A.3 it follows that the bundle ker(φ) together with the morphism ω
W [2]∗
Z d(E,α) is a
descent datum in the stack HVBdl∇ for the surjective submersion W  Y12. As Z  Y12
is a surjective submersion as well, there is an inclusion W×ZW ↪→ W ×Y12 W , so that by
restriction we obtain a descent datum for W  Z. The embedding ker(φ) ↪→ ωW∗Z E is
a descent morphism, so that the descent bundle carries a canonical embedding into E as
vector bundles over Z.
(2): The compatibility condition (4.25) for 2-morphisms in LBGrb∇(M) implies that α
induces a morphism of vector bundles(
ω
W [2]∗
Z α
)
(w1,w2)
: L1,(w1,w2) ⊗ ker(φ)w2
∼=−→ ker(φ)w1 ⊗ L2,(w1,w2) (4.33)
over (w1, w2) ∈W [2]. By Lemma A.2 (2), it is compatible with the descent datum induced
by the identity on Li and ω
W [2]∗
Z d(E,α) on ω
W∗
Z E. Thus α restricts to give a bundle gerbe
1-morphism (Kφ, α|Kφ , ζ
Z).
(3): For any other 2-morphism (φ˜, ωW˜ ) : (E′′, α′′ )⇒ (E,α) such that (φ, ωW )◦(φ˜, ωW˜ ) = 0,
the pullback of φ˜ to W×ZW˜ factors through the pullback of the kernel of φ. This factor
morphism of vector bundles is uniquely defined since the kernel is defined fibrewise, i.e. in
the abelian category of vector spaces, and hence yields a unique 2-morphism (E′′, α′′ ) ⇒
ker(φ, ωW ).
15This means that there is a 1-isomorphism in LBGrb∇(M) between them.
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Remark 4.24 We can similarly define the cokernel coker(φ, ωW ) as the descent of coker(φ)
along ωWZ′ to Z
′; due to the unitarity of α′, we may use the orthogonal complement im(φ)⊥
to construct the cokernel. A 2-morphism is monic (epic) if its kernel (cokernel) is the zero
1-morphism. Using orthogonal complements together with kernels of vector bundles and
descent as above, we infer that every monic (epic) 2-morphism is a kernel (cokernel). 
The existence of kernels and cokernels of 2-morphisms, together with the enrichment
over abelian groups, suggests that there may be an abelian structure on the morphism
categories. This point will be addressed in detail in the following.
4.4 Monoidal structure
As stated in Section 1.3, the prequantum Hilbert space on a quantisable symplectic mani-
fold is obtained from sections of the prequantum line bundle L. Thus we wish to generalise
the notion of section from line bundles to line bundle gerbes. A definition of sections of
a vector bundle E which readily categorifies is that of a morphism from the trivial line
bundle M ×C to E. In particular, the evaluation
ev1 : homVBdl(M)(M ×C, E)
∼=−→ Γ(M,E) , εx 7−→ εx(1) (4.34)
is an isomorphism of modules over C∞(M). In fact, the module action of C∞(M) on the
sections homVBdl(M)(M ×C, E) can be viewed as being induced by pre-composition with
elements of homVBdl(M)(M × C,M × C) ∼= C∞(M). Since homVBdl(M)(M × C, E) forms
a vector space over the field of constant functions, we recover the vector space structure
underlying the prequantum Hilbert space.
For the more general module action of C∞(M) on homVBdl(M)(E,F ) for a pair of vector
bundles E and F on M , we can use the monoidal structure on the category VBdl(M): We
map a pair consisting of a section ε ∈ homVBdl(M)(E,F ) and a function f ∈ homVBdl(M)(M×
C,M ×C) to
f ⊗ ε ∈ homVBdl(M)
(
(M ×C)⊗ E, (M ×C)⊗ F ) = homVBdl(M)(E,F ) . (4.35)
In the following we make explicit the straightforward lift of the above constructions to
the case of line bundle gerbes.
Definition 4.25 The category of sections of a line bundle gerbe L is
Γ(M,L) = homLBGrb∇(M)(I0,L) . (4.36)
This category is a module category over homLBGrb∇(M)(I0, I0) under the tensor product
in LBGrb∇(M), which is equivalent to the category HVBdl∇(M), cf. Example 4.20.16
To obtain a 2-vector space underlying our eventual prequantum 2-Hilbert space, we
need an additional monoidal structure. An obvious candidate here is the direct sum, which
has some nice properties.
16Waldorf showed in [2] that in fact any morphism category in LBGrb∇(M) is a module category over
HVBdl∇0 (M), the category of hermitean vector bundles with connection of vanishing traced curvature, with
the module action stemming from the monoidal structure in LBGrb∇(M).
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Theorem 4.26 Let (E,α, g,∇E , B, ζZ) and (E′, α′, g′,∇E′ , B′, ζZ′) be 1-morphisms in
homLBGrb∇(M)(L1,L2).
(1) Consider the assignment
(E,α, g,∇E , B, ζZ)⊕ (E′, α′, g′,∇E′ , B′, ζZ′) = (F, β, h,∇F , BF , ζZˆ) (4.37)
with (F, h,∇F ) the direct sum of the pullbacks of (E, g,∇E) and (E′, g′,∇E′) to Zˆ =
Z ×Y12 Z ′, BF the sum of the pullbacks of B and B′, and
β(zˆ1,zˆ2) :=
(
drL2,(zˆ1,zˆ2)
)−1 ◦ (α(zˆ1,zˆ2) ⊕ α′(zˆ1,zˆ2)) ◦ dlL1,(zˆ1,zˆ2) , (4.38)
where dl,rL denote the distribution isomorphisms d
l
L : L⊗ (E⊕F )→ (L⊗E)⊕ (L⊗F )
and drL : (E⊕F )⊗L→ (E⊗L)⊕(F⊗L). This assignment turns homLBGrb∇(M)(L1,L2)
into a symmetric monoidal category.
(2) The tensor product on LBGrb∇(M) is a monoidal functor on the morphism categories
in LBGrb∇(M) (in addition to the horizontal composition •); that is, the tensor
product induced on the morphism categories by the monoidal structure on LBGrb∇(M)
distributes over the direct sum in the sense that there exist natural transformations
acting as
dlF,E,E′ : F ⊗ (E ⊕ E′ )
∼=
=⇒ (F ⊗ E)⊕ (F ⊗ E′ ) (4.39)
and
drE,E′,F : (E ⊕ E′ )⊗ F
∼=
=⇒ (E ⊗ F )⊕ (E′ ⊗ F ) . (4.40)
The proof of Theorem 4.26 is rather involved and hence is deferred to Appendix B.
Next we work out further structure of the morphism categories homLBGrb∇(M)(L1,L2).
Theorem 4.27 Every morphism category homLBGrb∇(M)(L1,L2) is a semisimple abelian
and cartesian symmetric monoidal category, with binary products and coproducts coinciding
and given by the direct sum.
Proof. Let us first show that the direct sum is both a product and a coproduct in
homLBGrb∇(M)(L1,L2). We can construct 2-monomorphisms from two summands (E,α, ζZ)
and (E′, α′, ζZ′) into the direct sum morphism (E,α, ζZ)⊕ (E′, α′, ζZ′) by pulling the sum-
mand back to Zˆ using the usual embedding of a vector bundle into a direct sum. We
now use the fact that given bundle gerbe morphisms (E,α, ζZ), (F, β, ζZ) over the same
surjective submersion ζZ , and given a parallel morphism φ between these vector bun-
dles intertwining α and β, then φ induces a unique 2-morphism (E,α, ζZ) ⇒ (F, β, ζZ).
Similarly, the projections to the summands are constructed via the projections from the
Whitney sum of the bundles over Zˆ = Z×Y12Z ′. Then, when pulled back to appropri-
ate surjective submersions as indicated above, the situation reduces to that of ordinary
vector bundles with connections, and it follows that the direct sum is in fact the product
and coproduct. Hence the morphism categories are cartesian monoidal, and furthermore
symmetric by Theorem 4.26.
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Semisimplicity follows from the fact that every 2-endomorphism (φ, ωW ) induces a
splitting of a morphism into the eigenspaces of φ as
(E,α) ∼=
⊕
λ∈σ(φ)
ker
(
(φ, ωW )− λ1(E,α)
)
. (4.41)
By Proposition 4.23, kernels of 2-morphisms again form 1-morphisms in LBGrb∇(M).
Therefore, as long as there exists a 2-morphism on (E,α) which is not a non-zero multiple of
the identity 2-morphism, then (E,α) can be decomposed into its eigenspaces. This means
that every 1-morphism decomposes (non-canonically) into 1-morphisms with the property
that their only 2-endomorphisms are constant multiples of the identity 2-morphism on
them, and the result now follows.
Remark 4.28 The existence of kernels of 2-morphisms, and therefore the fact that the
category homLBGrb∇(M)(L1,L2) is abelian, is lost if we do not require the morphisms of
vector bundles appearing in the representatives of 2-morphisms to be parallel. 
Finally, for every triple of bundle gerbes L1, L2, L3 there is an equivalence of categories
∆L2 : homLBGrb∇(M)
(L1 ⊗ L2, L3) ∼=−→ homLBGrb∇(M)(L1, L∗2 ⊗ L3) ,
∆L2 =
(−⊗ idL∗2) ◦ δ−1L2 , (4.42)
where δL : L∗ ⊗L → I0 is the canonical isomorphism (4.17). As a composition of functors
with (weak) inverses, this is indeed an equivalence. This provides us with an adjunction of
endo-2-functors on LBGrb∇(M),
−⊗L2 a L∗2 ⊗− , (4.43)
and thereby shows that the monoidal structure on LBGrb∇(M) is closed.
The structures found so far are now summarised in the following statement.
Theorem 4.29 The 2-category LBGrb∇(M) is a closed symmetric monoidal 2-category
whose morphism categories are semisimple abelian and cartesian symmetric monoidal cat-
egories.
4.5 Closed structure
The next step towards a definition of prequantum 2-Hilbert spaces from sections of line
bundle gerbes is the introduction of a local inner product on the 1- and 2-morphisms.
Recall that for any hermitean line bundle (L, h) over a manifold M , the Riesz repre-
sentation theorem provides us with an isometric anti-isomorphism [h : L → L∗ over each
point x ∈M as well as its inverse ]h : L∗ → L. We can use this to define an inner product
on morphisms between hermitean line bundles (L1, h1) and (L2, h2) as
h : homHVBdl(M)(L1, L2)⊗ homHVBdl(M)(L1, L2) −→ C∞(M) ,
h(ψ, φ)
∣∣
x
= ([h2 ◦ ψ ◦ ]h1)(˜`)
(
φ(`)
)
,
(4.44)
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where ` ∈ L1|x and ˜`∈ L∗1|x such that ˜`(`) = 1.
By restricting to morphisms homHVBdl(M)(M×C, L) corresponding to sections Γ(M,L)
and choosing vectors ` of unit length h1(`, `) = 1, this inner product simplifies to
h(ψ, φ)
∣∣
x
= h(ψ(`), φ(`)) . (4.45)
Let us now categorify these observations. We wish to establish some functor Θ from the
category homLBGrb∇(M)(L1,L2) to homLBGrb∇(M)(L∗1,L∗2). A natural choice on 1-morphisms
(E,α, g,∇E , ζZ) ∈ homLBGrb∇(M)(L1,L2) is given by
Θ
(
E,α, g,∇E , ζZ) = (E∗, α−t, g−1,∇E∗ , ζZ) . (4.46)
This satisfies the compatibility condition with the bundle gerbe multiplications on L∗1 and
L∗2 as we see from
α−t(z1,z3) ◦
(
µ−t1,(z1,z2,z3) ⊗ 1
)
=
(
α(z1,z3) ◦ (µ1,(z1,z2,z3) ⊗ 1)
)−t
=
(
(1⊗ µ2,(z1,z2,z3)) ◦ (α(z1,z2) ⊗ 1) ◦ (1⊗ α(z2,z3))
)−t
=
(
1⊗ µ−t2,(z1,z2,z3)
) ◦ (α−t(z1,z2) ⊗ 1) ◦ (1⊗ α−t(z2,z3))
(4.47)
over (z1, z2, z3) ∈ Z [3]. Here we used the fact that pullbacks of morphisms of vector bundles
respect taking the transpose and inverse.
Next let us check that Θ is compatible with mapping 2-morphisms to 2-morphisms.
Consider a representative (φ, ωW ) : (E,α)⇒ (F, β) of a 2-morphism in LBGrb∇(M). Then
(φw1 ⊗ 1) ◦ α(w1,w2) = β(w1,w2) ◦ (1⊗ φw2) (4.48)
which implies
(φtw1 ⊗ 1) ◦ β−t(w1,w2) = α
−t
(w1,w2)
◦ (1⊗ φtw2) (4.49)
over (w1, w2) ∈W [2]. This is the compatibility relation for a contravariant functor. We can
readily extend this contravariant functor on the morphism category to a 2-contravariant
2-functor17 on all of LBGrb∇(M) by using the evident Riesz isomorphisms to map L to L∗.
Definition 4.30 The Riesz functor Θ : LBGrb∇(M)→ LBGrb∇(M) is the strict 2-contra-
variant 2-functor acting on objects, 1-morphisms, and 2-morphisms as
Θ(L) = L∗ ,
Θ
(
E,α, g,∇E , ζZ) = (E∗, α−t, g−1,∇E∗ , ζZ) ,
Θ
(
φ, ωW
)
=
(
φt, sw ◦ ωW ) ,
(4.50)
with sw the swap map
sw : Z×Y12Z ′ −→ Z ′×Y12Z , (z, z′ ) 7−→ (z′, z) . (4.51)
17By this we mean a 2-functor which is contravariant on 2-morphisms.
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Proposition 4.31 With the above definition, Θ : LBGrb∇(M) → LBGrb∇(M) is a 2-
contravariant 2-functor which respects the monoidal structure on LBGrb∇(M) as well as
those on the morphism categories.
Proof. Functoriality on 1-morphisms follows from the fact that taking duals of vector
bundles is compatible with tensor products, and that the trivial line bundle is self-dual.
On 2-morphisms, compatibility with vertical composition is just the well-known fact that
(φ ◦ ρ)t = ρt ◦ φt. Preservation of units follows because of d−t(E,α) = d(E∗,α−t) = dΘ(E,α), cf.
Lemma A.2, so that
Θ(1(E,α)) = Θ
(
d(E,α), idZ×Y12Z
)
=
(
dt(E,α), sw ◦ idZ×Y12Z
)
=
(
d−1
(E∗,α−t), sw ◦ idZ×Y12Z
)
=
(
d(E∗,α−t), idZ×Y12Z
)−1
=
(
1(E∗,α−t)
)−1
= 1Θ(E,α) .
(4.52)
Compatibility of Θ with the monoidal structures on LBGrb∇(M) and its morphism cate-
gories follows from the compatibility of tensor products and direct sums with taking duals,
transposes, and inverses of morphisms of hermitean vector bundles with connections.
The Riesz functor Θ differs significantly from the dual functor defined in [2, 68]. Not
only does it act on the directions of 1- and 2-morphisms in the opposite way, but, more
importantly, when acting on HVBdl∇(M) as a subcategory of homLBGrb∇(M)(I0, Iρ) the
Riesz functor yields the dual vector bundle rather than acting as the identity. This can
again be understood as the difference between the Hilbert space adjoint of a map (which is
obtained from Riesz duals) and the vector or Banach space transpose: Sending an operator
to the former is an antilinear map, whereas sending it to the latter is a linear map. In
particular, on scalars the first map is complex conjugation, which is crucial for constructing
hermitean inner products, while the second map is the identity. The functor Θ is more
closely related to what is called the adjoint of a 1-morphism in [72]. The difference in
our definition is that Θ is constructed to act 2-contravariantly on 2-morphisms, since we
allow for non-invertible 2-morphisms which prevents us from reversing the direction of the
2-morphism in Definition 4.30 by adding an inverse on φt.
Lemma 4.32 The functors R and S establishing the equivalence from Theorem 4.19 satisfy
R ◦Θ = Θ ◦ R and S ◦Θ = Θ ◦ S . (4.53)
They are compatible with the monoidal structure ⊗ on LBGrb∇(M), as well as the monoidal
structure ⊕ on the morphism categories.
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Proof. The functor R is descent for each morphism. Descent is compatible with duals,
direct sums, and tensor products of vector bundles with connections, and with transposes
and inverses of descent morphisms.
Using the Riesz functor, we can now define a “categorified inner product” on the mor-
phism categories in LBGrb∇(M) as((
(E,α), (F, β)
))
= Θ(E,α)⊗ (F, β) ∈ homLBGrb∇(M)(L∗1 ⊗ L3, L∗2 ⊗ L4) (4.54)
for (E,α) ∈ homLBGrb∇(M)(L1,L2) and (F, β) ∈ homLBGrb∇(M)(L3,L4). This inner product
extends to the following 2-contravariant 2-functor.
Definition 4.33 The internal 2-hom-functor on LBGrb∇(M) is the 2-contravariant 2-
functor given by ((−,−)) : LBGrb∇(M)× LBGrb∇(M) −→ LBGrb∇(M) ,((−,−)) = ⊗LBGrb∇(M) ◦ (Θ× 1LBGrb∇(M)) . (4.55)
The 2-contravariant functoriality of
((−,−)) is immediate, since it is constructed from
2-contravariant 2-functors. By the same argument, it is sesquilinear with respect to the
tensor product and direct sum in the sense that there are natural 2-isomorphisms((
(E,α)⊗ (E′, α′ ), (F, β))) ∼==⇒ Θ(E,α)⊗ (((E′, α′ ), (F, β))) ,((
(E,α)⊕ (E′, α′ ), (F, β))) ∼==⇒ (((E,α), (F, β)))⊕ (((E′, α′ ), (F, β))) ,((
(E,α), (F, β)
)) ∼=
=⇒ Θ
(((
(F, β), (E,α)
)))
.
(4.56)
The first natural 2-isomorphism stems from the associativity of the tensor product in
LBGrb∇(M), the second amounts to the functorial distributivity of the tensor product over
the direct sum, and the natural 2-isomorphism in the last identity just swaps the factors
in the tensor product. On 2-morphisms it acts as follows: If (φ, ωW ) : (E′, α′ ) ⇒ (E,α)
and (ψ, ωV ) : (F, β)⇒ (F ′, β′ ) are 2-morphisms in LBGrb∇(M), then((
(φ, ωW ), (ψ, ωV )
))
= Θ(φ, ωW )⊗ (ψ, ωV ) : (((E,α), (F, β))) =⇒ (((E′, α′ ), (F ′, β′ ))) .
(4.57)
The terminology ‘internal 2-hom-functor’ is justified by the following statement.
Theorem 4.34 For every 1-morphism (F, β) ∈ homLBGrb∇(M)(L3,L4) there is an adjoint
pair
homLBGrb∇(M)(L1,L2)
−⊗(F,β) //⊥ homLBGrb∇(M)(L1 ⊗ L3,L2 ⊗ L4) .
δL4◦
((
(F,β),−
))
◦δ−1L3
oo (4.58)
This endows the morphism category HomLBGrb∇(M), consisting of all morphism categories
in LBGrb∇(M), with an internal hom-functor.
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Proof. Let (E,α) : L1 → L2, (F, β) : L3 → L4, and (G, γ) : L1 ⊗ L3 → L2 ⊗ L4 be
1-morphisms in LBGrb∇(M). We have to show that there exist bijections
ΨE,F,G : 2homLBGrb∇(M)
(
(E,α)⊗ (F, β), (G, γ))
∼=−→ 2homLBGrb∇(M)
(
(E,α), δL4 •
((
(F, β), (G, γ)
)) • δ−1L3 ) . (4.59)
For this, we have to establish a natural correspondence from
L1 ⊗ L3
(E,α)⊗(F,β)
""
(G,γ)
<<⇓ (φ,ωW ) L2 ⊗ L4 (4.60)
to
L1 (E,α) //
δ−1L3⊗idL1

L2
⇓ ΨE,F,G(φ,ωW )
L∗3 ⊗ L1 ⊗ L3 ((
(F,β), (G,γ)
)) // L∗4 ⊗ L2 ⊗ L4
δL4⊗idL2
OO
(4.61)
The proof is complicated by the fact that (E,α) and
((
(F, β), (G, γ)
))
are not defined over
the same surjective submersion. To cure this, we employ the equivalence of LBGrb∇(M)
to its reduced version LBGrb∇FP(M) given in Theorem 4.19, which implies the existence of
natural isomorphisms of 2-functors
η : S ◦ R ∼==⇒ 1LBGrb∇(M) and ε = 1 : R ◦ S
∼=
=⇒ 1LBGrb∇FP(M) . (4.62)
In particular, restricting to each morphism category yields natural isomorphisms of functors
ηL1→L2 . This equivalence is compatible with the tensor product.
We write Yij··· = Yi ×M Yj ×M · · · . For the first diagram, the reduced 1-morphisms
R(E,α) and R(F, β) live over Y12 and Y34, respectively, while R(G, γ) is defined on Y1324.
Thus the reduced 2-morphism R(φ, ωW ) amounts to a morphism of vector bundles
R(E ⊗ F ) = pr∗Y12RE ⊗ pr∗Y34RF
Rφ //
))
RG
||
Y1324
(4.63)
Denote by R˜φ : pr∗Y12RE → pr∗Y34RF ∗ ⊗ RG the morphism of vector bundles defined by
R˜φ(e)(f) = Rφ(e ⊗ f). This defines a 2-morphism in LBGrb∇(M), and by applying the
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reduction functor it gives rise to the descent
pr∗Y12RE
R˜φ //
((
pr∗Y34RΘF ⊗ RG
ss
Y1324
prY12

RE
DprY12
(R˜φ)
//
((
DprY12
(pr∗Y34RΘF ⊗ RG) = R(ΘF ⊗G)
ssY12
(4.64)
We set
ΨE,F,G(φ, ω
W ) = ηΘF⊗G ◦
(
DprY12
(R˜φ), idY12
) ◦ η−1E
∈ 2homLBGrb∇(M)
(
(E,α), δL4 ◦
((
(F, β), (G, γ)
)) ◦ δ−1L3 ) , (4.65)
so that the morphism ΨE,F,G(φ, ω
W ) is the composition
E
ΨE,F,G(φ,ω
W )
//
η−1E

ΘF ⊗G
SRE
SR ˜Ψ(φ,ωW )
// SR(ΘF ⊗G)
ηΘF⊗G
OO (4.66)
Naturality of this map is evident from the fact that descent, and hence R, are functors and
therefore respect composition of 2-morphisms. Compatibility with the monoidal structures
in LBGrb∇(M) is a consequence of descent and R being compatible with direct sums, tensor
products, and duals.
The restriction of the internal 2-hom-functor to sections of a fixed bundle gerbe L
deserves a special name.
Definition 4.35 The functor
h = lδL ◦
((−,−)) ◦ rδ−1I0 : Γ(M,L)op × Γ(M,L) −→ Γ(M, I0) (4.67)
is the line bundle gerbe metric on L.
The line bundle gerbe metric h inherits the functoriality and, most notably, the sesqui-
linearity of the internal 2-hom-functor. It maps pairs of sections of L sequilinearly into
the rig category homLBGrb∇(M)(I0, I0). Hence it can be viewed as a categorified version
of a bundle metric. It is further possible to compose h with the equivalence given by
homLBGrb∇(M)(I0, I0) ∼= HVBdl∇(M), if one desires to use the latter as the underlying rig
category.
45
Remark 4.36 Recall that in the case of line bundles, the inner product on sections arose
from the hermitean structure on the bundle. In the case of line bundle gerbes, the her-
mitean structure on the defining line bundle enters via the condition that the line bundle
isomorphisms α in sections (E,α) is isometric.
Also, note that we could generalise the line bundle metric by a positive function as
mentioned in Section 1.3. In the case of line bundle gerbes, this amounts to the freedom
to compose h with the tensor product by an endomorphism (E,α) of I0 for which there
exists a 2-isomorphism Θ(E,α)
∼=
=⇒ (E,α). 
The following result shows that the line bundle gerbe metric is canonically natural in
the 2-category LBGrb∇(M).
Proposition 4.37 Let Γpar(M,−) denote the parallel section functor
Γpar(M,−) = homHVBdl∇(M)(M ×C,−) , (4.68)
and let R be as in Theorem 4.19, acting on homLBGrb∇(M)(I0, I0) as the descent functor to
HVBdl∇(M). There is a canonical natural isomorphism
η : Γpar(M,−) ◦ R ◦ h
∼=
=⇒ (2homLBGrb∇(M))|hom
LBGrb∇(M)(I0,L)
. (4.69)
Proof. Let (E,α, ζZ) and (E′, α′, ζZ′) be two sections of L. The bundle of homomorphisms
from E to E′ can be identified with E∗ ⊗ E′, and its sections which descend to sections
of DζZ×M ζZ′ (E
∗ ⊗E′ ) are those compatible with the descent datum (pr∗Zα−t)⊗ (pr∗Z′α′ ).
Restricting this to sections which are parallel with respect to the induced connections
on E∗ ⊗ E′ and DζZ×M ζZ′ (E∗ ⊗ E′ ) yields precisely the 2-morphisms from (E,α, ζZ) to
(E′, α′, ζZ′) in LBGrb∇(M). This only yields representatives of 2-morphisms over Z×Y [2]Z ′,
but according to Proposition A.4 from Appendix A this does indeed cover all 2-morphisms
(E,α, ζZ)⇒ (F, β, ζZ′) bijectively.
Remark 4.38 If we had defined the 2-morphisms in LBGrb∇(M) to be general morphisms
of vector bundles, compatible only with the descent datum (pr∗Zα
−t)⊗ (pr∗Z′α′ ), then the
isomorphism of Proposition 4.37 would read as
Γ(M,−) ◦ R ◦ h ∼==⇒ (2homLBGrb∇(M))|hom
LBGrb∇(M)(I0,L)
(4.70)
in terms of the ordinary section functor. 
Remark 4.39 The line bundle gerbe metric was obtained via the constructions of a dual
functor Θ and an adjoint functor
((−,−)) of the tensor product of bundle gerbe morphisms.
It produces as outputs the bundles of algebras and respective bundles of modules obtained
without this categorical detour in [3, 69]. However, as we restrict ourselves to parallel ho-
momorphisms here, we only obtain the corresponding subalgebras of the Azumaya algebras
constructed there. 
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4.6 Prequantum line bundle gerbes
We can now come to a categorification of statements (1), (2) and (3) of Section 1.3.
Definition 4.40 A multisymplectic manifold (M,ω) is a manifold M endowed with a
closed differential form ω, which is non-degenerate in the sense that ιXω = 0 is equiv-
alent to X = 0 in X(M). If ω is of degree p+ 1, we also call (M,ω) p-plectic.
A 2-plectic structure now induces a Lie 2-algebra structure on functions and Hamilto-
nian 1-forms [73]. A Hamiltonian 1-form α ∈ Ω1Ham(M) on a 2-plectic manifold (M,ω) is
a 1-form such that ιXαω = −dα for some Hamiltonian vector field Xα ∈ X(M). We then
obtain a Baez-Crans 2-vector space in 2VectC⇒C given by
ΠM,ω :=
(
Ω1Ham(M)n C∞(M)⇒ Ω1Ham(M)
)
(4.71)
with source and target maps s(α1, f1) = α1, t(α1, f1) = α1 + df1. This 2-vector space
becomes a semistrict Lie 2-algebra when endowed with the Lie bracket functor
[(α1, f1), (α2, f2)] := ([α1, α2], 0) = (−ιXα1 ιXα2ω, 0) (4.72)
and the Jacobiator
Jα1,α2,α3 : [α1, [α2, α3]]
([α1,[α2,α3]] , ιXα1
ιXα2
ιXα3
ω)−−−−−−−−−−−−−−−−−−−−−→ [[α1, α2], α3] + [α2, [α1, α3]] (4.73)
for all fi ∈ C∞(M) and αi ∈ Ω1Ham(M), i = 1, 2, 3. Since
[Xα1 , Xα2 ] = X[α1,α2] , (4.74)
the Lie 2-algebra ΠM,ω is a central extension of the Lie algebra of Hamiltonian vector fields.
We identify ΠM,ω as the Lie 2-algebra of classical observables on (M,ω).
The categorified analogue of the prequantum line bundle of statement (2) is then readily
defined.
Definition 4.41 A 2-plectic manifold (M,ω) is quantisable if its 2-plectic form ω repre-
sents a class in integer cohomology. A prequantum line bundle gerbe over a quantisable
2-plectic manifold is a hermitean line bundle gerbe with curvature 3-form H = −2pi iω.
Under a complete higher quantisation, the Lie 2-algebra ΠM,ω should then be mapped
to a quasi-2-isomorphic Lie 2-algebra of quantum observables, which act on a suitably
defined 2-Hilbert space from polarised sections of a prequantum gerbe with curvature 3-
form −2pi iω. We will come back to this point in Section 5.3.
Analogously to statement (3), we would like to construct a tautological line bundle
gerbe. If M is 2-connected and the 2-plectic form ω represents an element in H3(M,ZM ),
we can construct the corresponding tautological gerbe [45, 74] which takes the role of a
prequantum line bundle gerbe. We first recall the following definition.
Definition 4.42 The transgression map T : Ωp+1(M) → Ωp(ΩM) is T (η) := ∫S1 ev∗η,
where ev : ΩM × S1 →M is the evaluation map.
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This map is a chain map and therefore descends to de Rham cohomology; for details
on the properties of the transgression map between differential forms on a manifold and
those on its mapping spaces, see Appendix C. We can now transgress the 2-plectic form ω
to a closed 2-form T (ω) on ΩM . The corresponding tautological 0-gerbe on ΩM defines
a line bundle LT (ω) with connection over ΩM , which in turn defines a line bundle gerbe
(LT (ω), ∂) over M associated to a principal U(1)-bundle gerbe from Example 3.17 with
Dixmier-Douady class [ω]. For details, see [34, 45, 74].
Example 4.43 The tautological gerbe over M = S3 ∼= SU(2), with 1k ω the unit volume
form volS3 on S
3 for some k ∈ Z>0, yields the loop group central extensions discussed
in [15]. The bundle gerbe from Example 3.19 is given by
̂ΩkSU(2)

ΩSU(2) //// PSU(2)
∂

SU(2)
(4.75)
which defines the prequantum line bundle gerbe of the 2-plectic manifold (S3, k volS3) with
Dixmier-Douady class k. 
5 2-Hilbert spaces from line bundle gerbes
All the geometric structure we have found so far on the 2-category of bundle gerbes nat-
urally ties together with the theory of 2-Hilbert spaces, as developed e.g. in [27] and,
differently, in [26]. We will use aspects from both of these approaches, but give a definition
of a 2-Hilbert space which differs from these in certain respects. We will not discuss a
categorified analogue of Cauchy completeness as done in [53].
5.1 Module categories and 2-Hilbert spaces
The difference between a Hilbert space and a mere vector space is the datum of a positive-
definite non-degenerate inner product, which is a sesquilinear map into the field C. As we
replace the latter by the rig category Vect, an inner product on a 2-vector space V should
assign a vector space to a pair of objects of V , cf. [27]. Therefore, we would like to have
some functor 〈−,−〉 mapping into Vect together with natural isomorphisms
〈V, U ⊗W〉 ∼= U ⊗ 〈V,W〉 ,
〈V,W〉 ∼= 〈W,V〉∗ ,
〈U ,V ⊕W〉 ∼= 〈U ,V〉 ⊕ 〈V,W〉 ,
(5.1)
for all U ,V,W ∈ V , U ∈ Vect, where we write the module action Vect × V → V as
(U,V) 7→ U ⊗ V. We further require non-degeneracy in demanding that 〈V,V〉 = 0 if and
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only if V = 0. Positive definiteness is obtained automatically since there are no negatives
in Vect. The second property implies that switching the arguments of 〈−,−〉 is the same
as taking the dual vector space after applying 〈−,−〉, i.e.
〈−,−〉 ◦ sw ∼= ∗ ◦ 〈−,−〉 , (5.2)
where sw is the functor which swaps the factors in a tensor product. Since sw is a covariant
functor, we conclude from (5.1) that the functor 〈−,−〉 should be a map
〈−,−〉 : V op × V −→ Vect . (5.3)
Example 5.1 The category Vect is endowed with an inner product functor coming from
its involution ∗ : Vectop → Vect, V 7→ V ∗, φ 7→ φt. Set
〈U, V 〉 := U∗ ⊗ V = homVect(U, V ) . (5.4)
Analogously, every Vectn is endowed with an inner product given by this functor on every
summand and zero on pairs of objects from different summands. This can be regarded
as the categorification of the canonical inner product on Cn. By composition with the
canonical inner product, any equivalence V
∼=−→ Vectn induces an inner product on V . 
Remark 5.2 Up to now, our discussion worked for left Vect-module categories, but the
module structure requires a further restriction. The category Hilbsep of separable Hilbert
spaces is not generically a Vect-module category. This is because objects of Vect do not
carry canonical inner products, so there is no module action of Vect on Hilbsep.
18
The category Hilbsep is, however, a module category over itself, enriched over Vect (in
fact homHilbsep(H1,H2) = B(H1,H2) is even a Banach space), and has a canonical Hilbsep-
valued inner product given by (H1,H2) 7→ H∗1 ⊗ H2 = L2(H1,H2), the Hilbert-Schmidt
operators from H1 to H2. 
The remark above suggests that the natural choice for a rig category for the definition
of 2-Hilbert spaces is the category of Hilbert spaces Hilb. In the following we restrict Hilb
to the category of finite-dimensional Hilbert spaces, with morphisms being the morphisms
of the underlying vector spaces. We are therefore interested in elements of the 2-category
2VectHilb.
Definition 5.3 A 2-Hilbert space is a Hilb-module category H , together with a Hilb-
sesquilinear inner product functor 〈−,−〉 :H op×H → Hilb. We denote the 2-category of
2-Hilbert spaces, linear functors, and natural transformations by 2Hilb.
There is an obvious forgetful functor from 2VectHilb into 2VectVect and therefore every
2-Hilbert space has an underlying 2-vector space. This allows the following definition.
Definition 5.4 A free 2-Hilbert space is a 2-Hilbert space H whose underlying 2-vector
space is free.
18At least none which does not factor through an inclusion Vect ↪→ Hilbsep of choosing an inner product
on every vector space.
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The various statements of Section 2.5 concerning 2-vector spaces hold analogously for
2-Hilbert spaces.
Example 5.5 The category Hilb is a 2-Hilbert space with inner product given by 〈−,−〉 =
homHilb(−,−). In fact, every Hilbn is a 2-Hilbert space as well, just as Cn is a Hilbert space
obtained as the direct sum of n copies of C. 
Remark 5.6 Consider the category of separable Hilbert spaces Hilbsep with its canonical
module action on itself via the tensor product. An inner product on Hilbsep is given by
Hilbert-Schmidt operators, 〈H1,H2〉 = H∗1⊗H2, but the category Hilbsep is not abelian. For
instance, on an infinite-dimensional separable Hilbert space H, not every monomorphism
is a kernel as there exist monomorphisms T : H → H with dense image which are not epic:
Since im(T ) is not closed, it cannot be the kernel of a bounded operator.
However, since L2(H1,H2) ⊂ K(H1,H2) = L∞(H1,H2), Hilbert-Schmidt operators
have the spectral properties of compact operators. In particular, for every T ∈ L2(H,H)
there exists a decomposition into its eigenspaces, all of which are closed. Therefore, here
every object H decomposes (non-canonically) into sub-objects Hi of norm 〈Hi,Hi〉 ∼= C,
e.g. consider T to be a projection onto a finite-dimensional subspace of H.19 
5.2 The 2-Hilbert space of sections of a line bundle gerbe
Let us now come to the 2-Hilbert space structure on the sections of line bundle gerbes. First,
we categorify statements (4) in Section 1.3. We saw in Section 4 that there exists a monoidal
structure on the 2-category LBGrb∇(M) for a generic manifold M , and Theorem 4.26 says
that the morphisms in this category are monoidal categories. Consider a line bundle
gerbe L. With I0 ⊗ L = L it follows that homLBGrb∇(M)(I0, I0) = Γ(M, I0) is a rig
category, and that homLBGrb∇(M)(I0,L) = Γ(M,L) is a module category over Γ(M, I0),
with module action given by the tensor product in LBGrb∇(M). We can now regard a
Hilbert space V as a trivial hermitean vector bundle with trivial connection, which is
analogous to the embedding of C as constant functions in C∞(M). In particular, M×V =
(M×V )⊗(M×C). This extends to an embedding of Hilb into HVBdl∇(M) as rig categories,
I : Hilb −→ HVBdl∇(M) , (φ : V →W ) 7−→ (I(φ) : (M × V )→ (M ×W )) . (5.5)
Since the morphisms in HVBdl∇(M) are taken to be connection preserving, I is a fully
faithful functor. It is moreover injective on objects, so that it provides an inclusion of
Hilb into HVBdl∇(M) as a full subcategory. Together with Theorem 4.19, we arrive at
composable morphisms of rig categories
Hilb 
 // HVBdl∇(M)
∼=−→ Γ(M, I0) . (5.6)
Lemma 5.7 (1) The inclusion Hilb ↪→ Γ(M, I0) is fully faithful and injective on objects.
Moreover, it makes every section category Γ(M,L) into a module category over Hilb.
19Hence, finding a decomposition amounts to finding an isometric isomorphism H ∼= Cn, or H ∼= `2(Z).
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(2) Taking global sections defines a monoidal functor of 2-categories20
Γ(M,−) : LBGrb∇(M) −→ 2VectΓ(M, I0) ∼= 2VectHVBdl∇(M) 
 // 2VectHilb , (5.7)
which is represented by the trivial line bundle gerbe I0 on M .
Proof. The first statement has been shown above already. The second statement follows
from the properties of the hom-functor on LBGrb∇(M).
Thus every line bundle gerbe L on M defines a Hilb-module. It remains to construct the
inner product functor to arrive at the desired 2-Hilbert space, which is the categorification
of statement (5) of Section 1.3.
Recall the line bundle gerbe metric h : Γ(M,L)op × Γ(M,L) → Γ(M, I0) from Defini-
tion 4.35, which by Proposition 4.37 yields a natural isomorphism
η : Γpar(M,−) ◦ R ◦ h
∼=
=⇒ (2homLBGrb∇(M))|hom
LBGrb∇(M)(I0,L)
. (5.8)
The functor R ◦ h produces a finite-rank hermitean vector bundle with connection from a
pair (E,α), (F, β) of sections of L.
We would like to map the image of the bundle gerbe metric to an element of Hilb, just
as the integral maps the result of the hermitean metric of a line bundle to an element in
C, cf. statement (5) of Section 1.3. The natural categorified analogue would appear to be
the direct integral over the image. Recall that the direct integral over a Hilbert bundle
H →M is given by the set of square-integrable sections of H,∫ ⊕
M
dµM (x) Hx = L
2
dµM
(M,H) , (5.9)
where dµM is some volume form onM . This space becomes a Hilbert space with the natural
inner product (ε1, ε2) :=
∫
M dµM (x) (ε1(x), ε2(x)) for ε1, ε2 ∈ L2dµM (M,H). However,
there are two issues with this approach. Firstly, the resulting Hilbert space will be infinite-
dimensional in general. Secondly, and more severely, we expect the connection on the
hermitean vector bundle in the image of the inner product functor to enter the definition
of the map from HVBdl∇(M) to Vect.
A natural cure to both problems is to restrict to parallel sections. Then, however, it is
sensible to restrict to local data and we can omit the direct integral altogether. We thus
define
〈−,−〉 = Γpar(M,−) ◦ R ◦ h : Γ(M,L)op × Γ(M,L) −→ Vect . (5.10)
The image of this map is canonically endowed with a hermitean inner product. For this,
note that 〈(E,α), (F, β)〉 is a hermitean vector bundle with hermitean metric h〈(E,α),(F,β)〉.
For two parallel sections ε1, ε2, we then define
≺ ε1, ε2 〈(E,α),(F,β)〉 := h〈(E,α),(F,β)〉|x(ε1, ε2) (5.11)
20The first functor is not expected to be an equivalence of categories, since the analogous functor for
vector bundles would only be defined on line bundles but not generic vector bundles.
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for any x ∈ M . This is well-defined since ε1 and ε2 are parallel, and the connection
on 〈(E,α), (F, β)〉 preserves h〈(E,α),(F,β)〉. Sesquilinearity, positive definiteness, and non-
degeneracy of ≺ −,− 〈(E,α),(F,β)〉 follow immediately from the respective fibrewise prop-
erties of h〈(E,α),(F,β)〉. Altogether, we conclude that(〈(E,α), (F, β)〉, ≺ −,− 〈(E,α),(F,β)〉 ) (5.12)
forms a finite-dimensional Hilbert space. This notion of inner product is compatible with
the embedding (5.6) of Hilb into Γ(M, I0).
Let us now turn to morphisms between sections. Consider two 2-morphisms (φ, ωW ) :
(E′, α′ )⇒ (E,α) and (ψ, ωU ) : (F, β)⇒ (F ′, β′ ) in Γ(M,L) = homLBGrb∇(M)(I0,L). Then
we get a morphism
〈(φ, ωW ), (ψ, ωU )〉 : 〈(E,α), (F, β)〉 −→ 〈(E′, α′ ), (F ′, β′ )〉 (5.13)
initially in Vect, which immediately extends to Hilb. The functor 〈−,−〉 becomes valued in
Hilb if we endow the vector spaces it generates with the inner product of (5.12). We have
thus constructed a functor
〈−,−〉 = Γpar(M,−) ◦ R ◦ h : Γ(M,L)op × Γ(M,L) −→ Hilb . (5.14)
By the Γ(M, I0)-sesquilinearity of h, and the respective linearity properties of R and
Γpar(M,−), this functor is Hilb-sesquilinear.
Moreover, for every (E,α) ∈ Γ(M,L) there exists a non-zero element in
2homLBGrb∇(M)((E,α), (E,α)), namely the identity morphism 1(E,α) on (E,α). Conse-
quently, for every non-zero section of L, the dimension of the Hilbert space 〈(E,α), (E,α)〉
is at least 1 and the functor (5.14) is also non-degenerate.
We can additionally show that the resulting 2-Hilbert space is free in the sense of
Definition 5.4. Recall that a simple object (E,α) ∈ Γ(M,L) is one whose inner product is
2homLBGrb∇(M)((E,α), (E,α)) = C1(E,α).
Lemma 5.8 Normalised and simple objects in Γ(M,L) coincide, and Γ(M,L) is free as a
2-vector space.
Proof. The first assertion is a consequence of the existence of the natural isomorphism η :
〈−,−〉 ∼==⇒ (2homLBGrb∇(M))|Γ(M,L). Because of Theorem 4.27, which states that Γ(M,L) =
homLBGrb∇(M)(I0,L) is semisimple and abelian, every object V of Γ(M,L) decomposes
(non-canonically) into objects Ei, i ∈ I, with 1-dimensional inner product: V =
⊕
i∈I Ei.
Each of these objects has basis B∗,i := (∗ ⇒ ∗), and the disjoint union of categories
BI =
⊔
i∈I B∗,i forms a 2-basis for Γ(M,L).
We can now conclude the following statement.
Theorem 5.9 (1) The bundle 2-metric h, or any of its multiples, on a given bundle
gerbe L defines a Γ(M, I0)- (and thus also Hilb-)sesquilinear, non-degenerate functor
〈−,−〉 : Γ(M,L)op × Γ(M,L) −→ Hilb (5.15)
constructed as above.
52
(2) This makes
(
Γ(M,L), 〈−,−〉) into a 2-Hilbert space.
(3) The assignment to a bundle gerbe L of the 2-Hilbert space from item (2) defines a
⊗-monoidal functor LBGrb∇(M)→ 2Hilb.
Proof. Items (1) and (2) follow from our discussion above together with Lemma 5.8.
Item (3) follows from the fact that this functor is just the functor homLBGrb∇(M)(I0,−)
followed by endowing the objects it produces with the inner product from item (1).
Example 5.10 The category of sections Γ(S1, I0) of the trivial bundle gerbe I0 on the
circle S1 is equivalent to the category of hermitean vector bundles with connection on S1.
Normalised objects in the corresponding 2-Hilbert space are those vector bundles whose
parallel endomorphisms are all proportional to the identity. In particular, every flat line
bundle on S1 is a simple object. Consequently, the 2-rank of Γ(S1,L) is at least equal to the
cardinality of h0HLBdl
∇
0 (S
1), the isomorphism classes of flat hermitean line bundles on S1.
The set of these classes is isomorphic as an abelian group to U(1) ∼= S1, see e.g. [36]. Hence
even over this simple compact base manifold, the 2-rank of the 2-Hilbert space Γ(S1, I0)
is uncountably infinite. 
We shall discuss a further example of more physical significance in great detail in
Section 6.2.
5.3 Observables in 2-plectic quantisation
For a full quantisation, we are missing a notion of polarisation that we can apply on the
sections forming the objects of the 2-Hilbert space. Nevertheless, we can make a few
statements about the categorification of statement (6) of Section 1.3. Ideally, the 2-vector
space of observables ΠM,ω on a 2-plectic manifold (M,ω) as described in Section 4.6 would
be recovered as certain sections of the trivial line bundle gerbe I0 over M : We expect
an equivalence of categories between a subcategory of Γ(M, I0) ∼= HVBdl∇(M) and the
2-vector space ΠM,ω = (Ω
1
Ham(M)nC∞(M)⇒ Ω1Ham(M)). This is true to some extent as
we discuss in the following.
The restriction of ΠM,ω to Hamiltonian 1-forms can be eliminated by focusing on 2-
plectic manifolds with dimensions a multiple of 3.21
Proposition 5.11 As a category, the Lie 2-algebra ΠM,ω can be embedded in HVBdl
∇(M)
as the full subcategory of topologically trivial hermitean line bundles with connection. Under
this embedding, the additive abelian monoidal structure on ΠM,ω is taken to the multiplica-
tive abelian monoidal structure ⊗ on HVBdl∇(M).
Proof. We map Hamiltonian 1-forms α ∈ Ω1Ham(M) to connection 1-forms on trivial her-
mitean line bundles with canonical bundle metric and the image of a morphism (α, f) ∈
21Another approach would be to take the proposal of [75] seriously and generalise quantisation of 2-plectic
manifolds to quantisation of higher spaces, in particular appropriate Courant algebroids. This, however, is
beyond the scope of the present paper.
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Ω1Ham(M)nC∞(M) is mapped to a global gauge transformation with group element e−i f .
The second statement is then evident.
As we know from Proposition 4.21, however, this subcategory of line bundles encodes
1-automorphisms of I0. We do not expect all higher endomorphisms of I0 to correspond to
automorphisms. Recall that a functor only yields an equivalence of categories if it is full,
faithful and essentially surjective. As is readily seen, the embedding functor from ΠM,ω to
HVBdl∇(M) fails to be essentially surjective, and hence does not yield an equivalence of
categories.
6 Example: Higher prequantisation of R3
Let us now discuss an example in great detail. The most interesting spaces from a string
theory perspective are the 3-manifolds R3, S3 and T 3. Since our framework is restricted
to the case of Dixmier-Douady classes which are torsion, we will focus on the case of R3:
Here the degree 3 cohomology is trivial and the cohomology class of any 2-plectic form,
in particular the volume form volR3 , is 1-torsion. We start with a general discussion, and
then specialise to R3.
6.1 The 2-Hilbert space of a trivial prequantum line bundle gerbe
Consider the trivial prequantum line bundle gerbe Iρ over some manifold M as defined
in (4.6). The sections of Iρ form a module over homLBGrb∇(M)(I0, I0) = Γ(M, I0). As
explained in Example 4.20, every section is 2-isomorphic to a hermitean vector bundle
with connection on M , since
homLBGrb∇(M)(Iρ, Iρ′) ∼= homLBGrb∇FP(M)(Iρ, Iρ′) ∼= HVBdl
∇(M) . (6.1)
In the latter smaller category, the morphisms are just the parallel morphisms of vector
bundles, and the direct sum is the Whitney sum of vector bundles. In the subcategory
LBGrb∇triv,FP(M) of trivial line bundle gerbes (cf. Remark 4.18), composition of 1-morphisms
coincides with the tensor product of vector bundles. We therefore do not require additional
surjective submersions in the 1-morphisms in order to achieve associativity of composition.
The Riesz functor Θ acts on LBGrb∇triv,FP(M) by mapping a bundle gerbe to its dual bun-
dle gerbe, a hermitean vector bundle with connection to its dual bundle, and a morphism of
vector bundles to its transpose. Note that I∗ρ = I−ρ. Therefore the internal 2-hom-functor
from Definition 4.33 reduces here to the usual internal hom-functor on HVBdl∇(M),((
E,F
))
= E∗ ⊗ F , (6.2)
and already coincides with the line bundle gerbe metric, h =
((−,−)). The natural iso-
morphism homHVBdl∇(M)(E,F )
∼= Γpar(M,E∗ ⊗ F ) for vector bundles then establishes the
natural isomorphism from Proposition 4.37.
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The 2-Hilbert space Γ(M, Iρ) is thus equivalent to HVBdl∇(M) endowed with the usual
direct sum and module action of HVBdl∇(M) given by the tensor product of vector bun-
dles. This induces a module action of Hilb via the assignment to a Hilbert space of the
corresponding trivial hermitean vector bundle with connection over M . The inner product
of two objects is given by the vector space of all parallel morphisms between the respective
vector bundles,
〈E,F 〉 = Γpar(M,E∗ ⊗ F ) . (6.3)
This vector space is a Hilbert space with respect to the inner product ≺ ε1, ε2 〈E,F 〉=
hE∗⊗F|x(ε1, ε2) for an arbitrary x ∈ M . Recall that ≺ ε1, ε2 〈E,F 〉 is independent of the
choice of x ∈M , since we require the morphisms to be parallel and the connections on the
bundles to be metric-preserving.
6.2 The 2-Hilbert space over R3
Let now ω = volR3 = dx
1 ∧ dx2 ∧ dx3 be the volume form on M = R3 in standard
cartesian coordinates (x1, x2, x3). Then (R3, ω) is a 2-plectic manifold. The Lie 2-algebra of
observables ΠR3,ω consists of the 2-vector space Ω
1(R3)nC∞(R3)⇒ Ω1(R3); in particular,
all 1-forms are Hamiltonian. The source and target maps in ΠR3,ω are
s(α, f) = α , t(α, f) = α+ df (6.4)
for (α, f) ∈ Ω1(R3)n C∞(R3). The Hamiltonian vector field of α = αi dxi reads as22
Xα = X
i
α
∂
∂xi
= −ijk ∂jαk ∂
∂xi
, (6.5)
leading to the Lie bracket functor and Jacobiator
[(α, f), (β, g)] = ([α, β], 0) = (ijk ∂iαk (∂jβl − ∂lβj) dxl, 0) ,
Jα,β,γ =
(
[α, [β, γ]] , ijk mnp ∂mαn ∂jβk (∂iγp − ∂pγi)
)
.
(6.6)
Consider now the standard trivial line bundle gerbe Iρ with curving ρ ∈ i Ω2(R3) given
by ρ = −2pi i3! ijk xi dxj∧dxk. This is a prequantum line bundle gerbe over (R3, ω) according
to Definition 4.41. Each of its sections in Γ(R3, Iρ) = homLBGrb∇(R3)(I0, Iρ) consist of a
surjective submersion Y → R3 together with a hermitean vector bundle with connection
E → Y and a parallel isometric isomorphism α(y1,y2) : Ey2
∼=−→ Ey1 for all (y1, y2) ∈ Y [2].
Over (y1, y2, y3) ∈ Y [3] we have α(y1,y2) ◦ α(y2,y3) = α(y1,y3).
According to the discussion of Section 6.1, the category of sections of Iρ is equivalent to
the category of hermitean vector bundles with connection on R3. Since R3 is contractible,
every hermitean vector bundle on R3 is isomorphic to the trivial hermitean vector bundle
of the same rank. Upon choosing such a trivialisation for every bundle, we conclude that
Γ(R3, Iρ) is equivalent to the category having as objects u(n)-valued 1-forms on R3, for
22Throughout we use implicit summation over repeated upper and lower indices, and ijk denotes the
totally antisymmetric tensor of rank 3 with 123 = +1. We also sometimes abbreviate ∂i :=
∂
∂xi
.
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any n ∈ Z>0, and as morphisms f : ω → η maps f ∈ C∞(R3,Mn,m(C)) valued in
n×m complex matrices such that f ω = η f + df . Direct sum and tensor product reduce
canonically to this category, and the dual of a section is given by ω 7→ −ωt. The internal
hom-functor on two sections is given by
((
ω, η
))
= −ωt ⊗ 1 + 1 ⊗ η. Hence the 2-Hilbert
space inner product functor 〈ω, η〉 is canonically isomorphic to the vector space of all
morphisms f : ω → η. The Hilbert space inner product on the latter vector space is given
by ≺ f, g 〈ω,η〉= tr(f∗(x) g(x)) for an arbitrary x ∈ R3. This category can be regarded as
a higher-rank analogue of the Lie 2-algebra ΠR3,ω.
6.3 Symmetries and the string 2-group
Let us now work out the induced action of the spacetime isotropy group SO(3) on the
2-Hilbert space Γ(R3, Iρ), categorifying statement (7) of Section 1.3. The appropriate
higher analogue of the spin group is called the string group. There are strict Lie 2-group
models of the string group which indeed act on the 2-Hilbert space Γ(R3, Iρ) described
in Section 6.2. Instead of developing a full theory of equivariant prequantum line bundle
gerbes, let us merely describe the 2-group action within our framework.
The string group of SO(n) is the 3-connected cover of Spin(n). This defines the group
only up to homotopy, and there are various models for the string group, cf. [76–78].
Definition 6.1 A smooth string group model for a simple Lie group G is a Lie group Gˆ
together with a smooth homomorphism q : Gˆ → G such that pik(Gˆ) = 0 for k ≤ 3 and
pii(Gˆ) ∼= pii(G) for i > 3.
A smooth string group model cannot be finite-dimensional. The situation is improved
by looking at 2-group models, cf. [78]. Let us give a slightly simpler definition here. There
is a canonical semistrict Lie 2-algebra so(n) ⊕ R ⇒ so(n) with source and target maps
the trivial projection, Lie bracket functor the usual Lie bracket and Jacobiator given by a
Lie group 3-cocycle J(g1, g2, g3) :=
(
[g1, [g2, g3]], k 〈g1, [g2, g3]〉
)
for gi ∈ so(n), i = 1, 2, 3,
and k ∈ R, where 〈−,−〉 is the Killing form on so(n) [25]. For n = 3 and n ≥ 5,
H3(Spin(n)) ∼= Z, and we choose the group cocycle k 〈g1, [g2, g3]〉 to be the generator k = 1
of H3(Spin(n)). In these cases, the semistrict Lie 2-algebra is called the string Lie 2-algebra.
We then define the following.
Definition 6.2 A string 2-group model is a Lie 2-group whose Lie 2-algebra is equivalent
to the string Lie 2-algebra.
The model we shall be interested in here is the strict 2-group model of [67]. Let ΩG
and PG denote again the loop and path spaces of some compact 1-connected simple Lie
group G, respectively, based at the identity element 1 ∈ G. These fit into the short exact
sequence
1 −→ ΩG σ−−→ PG ∂−−→ G −→ 1 , (6.7)
where σ is the embedding and ∂ is again the evaluation map at the endpoint of a loop.
Recall from Example 3.19 that there is a non-trivial central extension of ΩG by U(1), giving
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the Kac-Moody group Ω̂kG as a non-trivial principal U(1)-bundle over ΩG:
1 −→ U(1) −→ Ω̂kG φ−−→ ΩG −→ 1 . (6.8)
At the level of Lie algebras, this central extension is well under control and can be lifted
to Lie groups by using a theorem23 due to Pressley and Segal [15].
Proposition 6.3 ([67]) There is a string 2-group model which is given by the crossed
module of Lie groups Ω̂1G
θ−−→ PG, where the homomorphism θ is the composition σ ◦ φ of
homomorphisms from the short exact sequences (6.7) and (6.8).
To understand the action of this strict string 2-group model on the 2-Hilbert space
constructed in Section 6.2, we present the trivial line bundle gerbe Iρ over R3 in a slightly
different way. We regard R3 as the coset space Spin(3) n R3/Spin(3) and choose the
surjective submersion (σY : Y  R3) = (P(Spin(3)nR3) pi−−→ Spin(3)nR3/Spin(3)), where
pi is the map to the orbit of the endpoint of a path. Then Y [2] = Ω(Spin(3)nR3), yielding
a trivial U(1)-bundle gerbe (P, σY ) with P = τ∗ ̂Ω1Spin(3), where we pulled back the U(1)-
bundle defined by the Kac-Moody group along the trivial projection τ : Ω(Spin(3)nR3)→
ΩSpin(3):
̂Ω1Spin(3)

P = τ∗ ̂Ω1Spin(3) ∼= ̂Ω1Spin(3)n ΩR3

ΩSpin(3) Ω(Spin(3)nR3) ////τoo P(Spin(3)nR3)
pi

R3 ∼= Spin(3)nR3/Spin(3)
(6.9)
The associated line bundle to (P, σY ) with respect to the fundamental representation %f of
U(1) defines a line bundle gerbe which is stably isomorphic to Iρ.
The action of the string 2-group is now readily read off, using the pointwise products
in path and loop space as well as the product in the crossed module of Lie groups forming
the string 2-group model.
Lemma 6.4 The crossed module of Lie groups ̂Ω1Spin(3)
θ−−→ PSpin(3) acts on Y and P .
The action on Y is given by
g1(g2, p) := (g1 g2, g1p) ∈ Y (6.10)
for p ∈ PR3 and g1, g2 ∈ PSpin(3), which induces an action on Y [2]. The latter action is
covered by the action on the U(1)-bundle P given by
h1(h2, `) := (h1 h2, φ(h1) `) ∈ P (6.11)
for ` ∈ ΩR3 and h1, h2 ∈ ̂Ω1Spin(3).
23Here enters the condition that G is simple: It guarantees that all invariant symmetric bilinear forms on
its Lie algebra are proportional to each other.
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This action on the U(1)-bundle gerbe (P, σY ) over R3 induces an action on the associ-
ated line bundle gerbe by the fundamental representation, which in turn induces an action
on the corresponding 2-Hilbert space.
Theorem 6.5 The strict string 2-group ̂Ω1Spin(3)
θ−−→ PSpin(3) acts on the 2-Hilbert
space obtained from sections of the line bundle gerbe associated to the U(1)-bundle gerbe
(P, σY ).
7 The transgression functor
In this section we describe the transgression to loop space of the various structures we
have constructed on the 2-category LBGrb∇(M) of line bundle gerbes, and how it is used
to further our construction of higher geometric prequantisation.
7.1 Overview
Let us begin by briefly recalling some general facts about holonomy, cf. [79]. Consider, for
simplicity, a trivial principal U(1)-bundle with connection (P,∇) over a manifold M . The
path groupoid PM of M has as its set of objects the manifold M and as its morphisms
parameterised paths between the points of M . Composition of paths is well-defined up to
some technical details, such as the introduction of “sitting instances”. The connection ∇
on P then induces a holonomy functor from PM to BU(1) which assigns to every path an
element of U(1) and to composed paths the product of their group elements; it determines
a U(1)-valued function on the path space PM .24 We can reduce the space of paths to loops
without losing any information.
Let us now sketch the generalisation of this picture to higher principal n-bundles on
a manifold M . Here we consider the obvious categorification PnM of the path groupoid
PM with higher morphisms between paths corresponding to homotopies and homotopies
between homotopies. A connective structure on a Bn−1U(1)-principal n-bundle then yields
an n-functor from PnM to BnU(1) which assigns to every (n − 1)-homotopy an element
of U(1). We can again restrict to higher homotopies described by submanifolds without
boundaries.
Instead of looking at higher homotopies, which are maps from the path n-homotopies
to U(1), we can regard these as (n− 1)-functors from the (n− 1)-groupoid of path (n− 1)-
homotopies on the path space PM . It is not hard to show that such an (n − 1)-functor
defines a principal (n − 1)-bundle over the space of closed paths, cf. the discussion in
Section 3.1; that is, a principal n-bundle with connective structure on M gives rise to a
principal (n − 1)-bundle on the free loop space LM . This transition from M to its loop
space LM is what is usually called transgression.
Let us now focus on the U(1)-bundle gerbes corresponding to n = 2. The holonomy of
a gerbe with connective structure (P, σY , A,B) is a function from PPM to U(1) and its
24For non-trivial U(1)-bundles with connection (P,∇), one would have to replace the target category
BU(1) with the category of U(1)-torsors [79].
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transgression is a principal U(1)-bundle with connection over LM . Several constructions
have been found which produce a transgression of a gerbe to loop space. The first approach,
due to Gawedzki [80], used triangulations of surfaces to define higher-dimensional holon-
omy. Starting from the stacky definition of a gerbe, Brylinski gave a construction which
can be found in [14]. This inspired the related procedure for bundle gerbes elaborated
on by Waldorf in [36, 81]. Both of these constructions yield a principal U(1)-bundle with
connection on LM . A transgression construction producing a line bundle on loop space
has been outlined by Carey, Johnson and Murray in [70]. Each of these constructions is
functorial in a certain sense.
However, each of these constructions of a transgression functor has certain disadvan-
tages. While in particular cases the explicitness of Gawedzki’s approach may be welcome,
the choices of triangulations make proofs rather complicated, and tend to conceal the global
categorical picture behind indices and local expressions. The construction of Waldorf avoids
both these problems, but the considerations are limited to the 2-groupoid underlying the
2-category LBGrb∇(M). Finally, the construction outlined by Carey, Johnson and Murray
yields a functor defined on the full 2-category of bundle gerbes on M , but it is limited
to simply-connected spaces and does not, so far, include the construction of a connection
on the transgression line bundle. Therefore it does not work on spaces like the 3-torus,
or generic principal torus bundles, which would be desirable in constructions related to
T-duality in string theory. Generally speaking, all considerations so far have not dealt
with the internal structures of the categories LBGrb∇(M) and HLBdl∇(LM), such as the
Riesz duals of morphisms, the additive monoidal structures, or the bundle metrics.
Using the methods and results accumulated so far, we develop a transgression functor
which is a hybrid of the latter two constructions. This extends the transgression defined by
Waldorf to the full 2-category of bundle gerbes, thus no longer producing a circle bundle
but rather a line bundle on loop space. At the same time, it will extend the transgression
as defined by Carey, Johnson and Murray to include a connection and hermitean metric on
their line bundle, while working on multiply-connected spaces as well. Furthermore, we will
see that the line bundle gerbe metric from Section 4.5 naturally induces a hermitean metric
on the transgression line bundle, that the Riesz functor fits nicely into this framework, and
that the direct sum of morphisms transgresses to the sum of the transgressed morphisms.
7.2 Holonomy of bundle gerbes and their sections
We begin by recalling the definitions of holonomy of a line bundle gerbe and of D-brane
holonomy. We will not make explicit use of these notions in the sequel, but they serve as
motivation for the content of the remainder of this section.
Definition 7.1 ([2]) Let L = (L, µ, h,∇L, B, σY ) be a line bundle gerbe over M , and
f : Σ → M a smooth map from a closed oriented surface Σ into M . This induces maps
fˆ : f∗(Y )→ Y covering f on the bases. The pullback bundle gerbe
f∗L = (fˆ [2]∗L, fˆ [3]∗µ, fˆ [2]∗h, ∇fˆ [2]∗L, fˆ∗B, σf∗(Y )) (7.1)
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is trivialisable25 since H3(Σ,ZΣ) = 0 for dimensional reasons. Let (T, β, g,∇T , ζZ) ∈
isomLBGrb∇(Σ)(f
∗L, Iρ) be a trivialisation of f∗L. Then the surface holonomy of L around
(Σ, f) is
holL(Σ, f) = exp
(
−
∫
Σ
ρ
)
. (7.2)
This definition is independent of the choice of trivialisation due to item (4) of The-
orem 4.13: Given another trivialisation in isomLBGrb∇(Σ)(f
∗L, Iρ′) with ρ′ − ρ 6= 0, the
difference is a closed 2-form which vanishes mod 2pi iZ upon integration over the closed
surface Σ.
Let us now come to D-brane holonomy. A D-brane in M is an embedded submanifold
ı : Q↪→M together with a section (E,α, ζZ) : Iω → ı∗L of L over Q. We call Q the
worldvolume of the D-brane and ω its curvature.
Let f : D2 →M be a smooth map from the disc D2 into M with restriction ∂f = f|∂D2
to the boundary of D2. Assume that ∂f : ∂D2 → Q, i.e. that the image of the boundary
of D2 under f is contained in Q. In this situation, we first pull back the gerbe L to D2
along f to obtain f∗L analogously to (7.1). We also pull back (E,α, ζZ) to ∂D2,
(∂f)∗(E,α, g,∇E , ζZ) = (∂̂f∗E, ∂̂f [2]∗α, ∂̂f∗g, ∇∂̂f∗E , ζ ∂̂f∗(Z)) . (7.3)
Since H3(D2,ZD2) = 0, there exists a trivialisation (T, β, ζ
W ) ∈ isomLBGrb∇(D2)(f∗L, Iρ).
The composition (T, β)|∂D2 • (∂f)∗(E,α) ∈ homLBGrb∇(∂D2)(Iω, Iρ) defines a vector bun-
dle R((T, β) • (∂f)∗(E,α)) ∈ HVBdl∇(∂D2), where R is the equivalence of categories
R : homLBGrb∇(∂D2)(Iω, Iρ)
∼=−→ HVBdl∇(∂D2) from Theorem 4.19.
Definition 7.2 ([2, 70, 82]) The (D-brane) holonomy of (L, E, α) around f is
hol(L,E,α)(D2, f) := tr
(
holR((T,β)•(∂f)∗(E,α))(∂D2)
)
exp
(
−
∫
D2
ρ
)
. (7.4)
This is, again, independent of the choice of trivialisation as we shall show now. If
(S, δ) ∈ isomLBGrb∇(D2)(f∗L, Iρ′) is another trivialisation of f∗L, then
(S, δ) • (∂f)∗(E,α) ∼= (S, δ) • (T, β)−1 • (T, β) • (∂f)∗(E,α) (7.5)
and therefore
R
(
(S, δ) • (∂f)∗(E,α)) ∼= R((S, δ) • (T, β)−1 • (T, β) • (∂f)∗(E,α))
∼= R((S, δ) • (T, β)−1)⊗ R((T, β) • (∂f)∗(E,α)) , (7.6)
where the first factor is a line bundle J with curvature F∇J = ρ′ − ρ. Since the holonomy
of a tensor product is the tensor product of the holonomies, and since isomorphic vector
bundles have identical traced holonomies (Wilson loops), we obtain
tr
(
holR((S,δ)•(∂f)∗(E,α))(∂D2)
)
= holJ(∂D
2) tr
(
holR((T,β)•(∂f)∗(E,α))(∂D2)
)
. (7.7)
25 Recall that we define a trivialisation to be a flat isomorphism, cf. Definition 4.12.
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As D2 is contractible, we may write holJ(∂D
2) = exp(− ∫∂D2 ε∗A) for a global section ε
of the frame bundle of J . By Stokes’ theorem we obtain holJ(∂D
2) = exp(− ∫D2 ε∗F∇J ).
Using this, we may rewrite
holJ(∂D
2) = exp
( ∫
D2
(ρ− ρ′ )
)
. (7.8)
Combining this with the second factor in (7.4) yields the invariance of hol(L,E,α)(D2, f)
under the change of trivialisation of f∗L. Note that it is really only the combination of
those two factors which is invariant, since D2 is not a closed manifold.
7.3 Transgression of bundle gerbes
For a line bundle gerbe L on M , the U(1) fibre over a loop γ ∈ LM of the bundle on loop
space constructed by Waldorf is given by the set of 2-isomorphism classes of trivialisations
of γ∗L. This set is non-empty, since line bundle gerbes over the circle are flat isomorphic
to I0. Given any two such trivialisations, say (T, β), (T ′, β′ ) : γ∗L
∼=−→ I0, we have
(T, β) ∼= (T, β) • (T ′, β′ )−1 • (T ′, β′ ) (7.9)
in isomLBGrb∇(S1)(γ
∗L, I0). Therefore (T, β) • (T ′, β′ )−1 descends to a flat hermitean line
bundle R((T, β) • (T ′, β′ )−1) ∈ HLBdl∇0 (S1) on the circle. Isomorphism classes of flat
hermitean line bundles on the circle are in turn classified by elements in H1(S1,U(1)) =
U(1), see Proposition 2.13 and [2, 83]. A classifying group isomorphism is given by
hol : h0HLBdl
∇
0 (S
1)
∼=−→ U(1) . (7.10)
This means that the holonomy map hol above factors through the projection to isomorphism
classes, whence the desired group isomorphism is given by the dashed arrow in the diagram
HLBdl∇0 (S1)
hol //
q

U(1)
h0HLBdl
∇
0 (S
1)
88
(7.11)
Hence the fibre thus constructed is indeed isomorphic to U(1), and transitively acted on
by U(1). We denote this transgression U(1)-bundle by T U(1)L.
We would like to pass from the U(1)-bundle T U(1)L to its associated line bundle; that is,
we would like to transgress the line bundle gerbe on M to a line bundle on LM rather than
the U(1)-bundle gerbe to a U(1)-bundle. The line bundle can of course be obtained via the
Borel construction from T U(1)L, but we would like to relate it explicitly to the 2-line bundle
defined by the bundle gerbe on M . Consider a section (E,α,∇E) ∈ homLBGrb∇(M)(I0,L)
of the bundle gerbe L. For γ ∈ LM and a representative (T, β,∇T ) of the fibre of the
U(1)-bundle on loop space, set(
T (T,β,∇T )(E,α,∇E))
|γ
=
[[
T, β,∇T ], tr(holR(T•γ∗E)(S1))] , (7.12)
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where [T, β,∇T ] denotes the 2-isomorphism class of the trivialisation. If we choose another
trivialisation (T ′, β′,∇T ′), we obtain(
T (T ′,β′,∇T
′
)
(
E,α,∇E))
|γ
=
[[
T ′, β′,∇T ′], tr(holR(T ′•γ∗E)(S1))]
=
[[
(T ′, β′,∇T ′) • (T, β,∇T )−1 • (T, β,∇T )], holR(T ′•T−1)(γ) tr(holR(T•γ∗E)(S1))]
=
[
RholR(T ′•T−1)(γ)−1
[
T, β,∇T ], holR(T ′•T−1)(γ) tr(holR(T•γ∗E)(S1))]
=
(
T (T,β,∇T )(E,α,∇E))
|γ
. (7.13)
Via the identification of the right U(1)-action26 and the left action on C as indicated above,
the second to last line identifies with the equivalence relation [Rgp, %(g
−1)(v)] = [p, v] in the
generic Borel construction of an associated bundle to a (right) principal bundle. Therefore
the prescription in (7.12) maps a section of the bundle gerbe on M to a section of the line
bundle on loop space associated to the U(1)-bundle constructed by Waldorf. The inverse in
the definition of T is necessary in order for the U(1)-bundle to be a right principal bundle.
More generally, let (E,α,∇E) ∈ homLBGrb∇(M)(L1,L2) be an arbitrary morphism of
bundle gerbes, and let (Ti, βi,∇Ti) : γ∗Li
∼=−→ I0 for i = 1, 2 be two trivialisations. Defining
T (E,α,∇E)([[T1, β1,∇T1], λ]) := [[T2, β2,∇T2], tr(holR(T2•γ∗E•T−11 )(S1))λ] (7.14)
makes T into a map
T : homLBGrb∇(M)(L1,L2) −→ homHLBdl(LM)(T L1, T L2) , (7.15)
where we use the notation
T L = T U(1)L ×U(1) C (7.16)
for the transgression line bundle on LM .
While the domain of this map is a morphism category in LBGrb∇(M), its range is
only a set with some additional structure. If we recall that bundles which are isomorphic
as bundles with connections have the same holonomy up to an inner automorphism on
the holonomy group, and that 2-isomorphic sections of a trivial bundle gerbe descend to
isomorphic vector bundles with connections, we see that the Wilson loops of such bundles
are actually equal. This means that 2-isomorphic 1-morphisms of bundle gerbes transgress
to the same homomorphisms of line bundles over loop space. Therefore T can actually be
defined on the (1-)category h1LBGrb
∇(M), which is the category obtained from the full 2-
category LBGrb∇(M) by collapsing 1-morphisms to 2-isomorphism classes of 1-morphisms,
and forgetting the 2-morphisms altogether.
26Here the action of (T ′, β′,∇T ′) • (T, β,∇T )−1 is from the left, so that it is naturally interpreted as the
right action of the inverse, cf. also [83].
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Recall from Theorem 4.26 that every morphism category homLBGrb∇(M)(L1,L2) is a
closed symmetric strict monoidal category enriched over abelian groups. This structure of
the morphism categories collapses to that of a commutative monoid upon taking the quo-
tient by 2-isomorphisms. Likewise, the category h1LBGrb
∇(M) inherits a closed symmetric
monoidal structure from the tensor product on LBGrb∇(M).
Lemma 7.3 The category h1LBGrb
∇(M) is a closed symmetric ⊗-monoidal category en-
riched over the category of commutative ⊕-monoids.
The structure of h1LBGrb
∇(M) is in fact the same as that of HLBdl(LM), so that the
transgression T now has a good chance to actually be a functor. Establishing this will be
one of the main objectives of this section. For this, let HLBdl∇fus(LM) denote the category
of hermitean fusion line bundles with hermitean connection, but with morphisms being
just morphisms of vector bundles (that is, not parallel or respecting the fusion product).
This category is only a subcategory of the category of line bundles on loop space, namely
the category of (diffeological) line bundles endowed with a fusion product, see e.g. [35, 36]
and Example 3.17.
Theorem 7.4 Transgression, as defined above, is a functor
T : h1LBGrb∇(M) −→ HLBdl∇fus(LM) (7.17)
of closed and symmetric monoidal additive categories. Its restriction to the groupoids27 of
the source and target categories is an equivalence.
The existence of a fusion product makes the line bundle induced over any based loop
space ΩM together with the path fibration into a (diffeological) bundle gerbe over M .
Hence fusion line bundles are precisely those line bundles for which this construction pro-
duces bundle gerbes on M ; that is, the line bundles on LM which regress to a bundle gerbe
on M . It has been shown in [36] that transgression and regression form an equivalence of
categories between fusion principal U(1)-bundles with compatible connection on LM and
U(1)-bundle gerbes (as opposed to line bundle gerbes) on M ; that is, on the two groupoids
underlying the categories in Theorem 7.4.
The second statement of Theorem 7.4 has thus already been proven in [36]. After re-
striction to its groupoid, HLBdl∇fus(LM) becomes equivalent to the category of principal
U(1)-bundles over LM , where the equivalence is induced by the fundamental representa-
tion of U(1). This restriction is necessary, as all morphisms of principal U(1)-bundles are
isomorphisms. Similarly, h1LBGrb
∇(M) becomes equivalent to the category of U(1)-bundle
gerbes over M which appears in [36].
7.4 Transgression of algebraic data
We will first show that T respects composition of morphisms in LBGrb∇(M). For this,
consider two composable morphisms (E,α,∇E) ∈ homLBGrb∇(M)(L1,L2) and (F, β,∇F ) ∈
homLBGrb∇(M)(L2,L3). Let γ ∈ LM be a loop in M , and let (Ti, ζi,∇Ti) ∈
27This means that we restrict the morphisms in the category to isomorphisms.
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isomLBGrb∇(S1)(γ
∗Li, I0) be trivialisations of the pullback along γ of the bundle gerbes
Li for i = 1, 2, 3. From (7.14) we then obtain
T (F, β,∇F ) ◦ T (E,α,∇E)
[[
T1, ζ1,∇T1
]
, λ
]
= T (F, β,∇F )
[[
T2, ζ2,∇T2
]
, tr
(
holR(T2•γ∗E•T−11 )(S
1)
)
λ
]
=
[[
T3, ζ3,∇T3
]
, tr
(
holR(T3•γ∗F•T−12 )(S
1)
)
tr
(
holR(T2•γ∗E•T−11 )(S
1)
)
λ
]
=
[[
T3, ζ3,∇T3
]
, tr
(
holR(T3•γ∗F•T−12 )(S
1)⊗ holR(T2•γ∗E•T−11 )(S
1)
)
λ
]
=
[[
T3, ζ3,∇T3
]
, tr
(
holR(T3•γ∗F•T−12 •T2•γ∗E•T−11 )(S
1)
)
λ
]
= T ((F, β,∇F ) • (E,α,∇E)) [[T1, ζ1,∇T1], λ] . (7.18)
Therefore T is compatible with compositions of morphisms. From this compatibility we
also deduce T (idL) = idT L. This establishes the functoriality of T .
Taking the holonomy is compatible with Whitney sums and tensor products of vector
bundles. Moreover, the trace transforms Whitney sums into sums and tensor products
into products in C. This, together with the compatibility of the reduction functor R with
tensor product and direct sum, implies that T maps direct sums of morphisms of line
bundle gerbes into the sum of morphisms of line bundles,
T ((E,α,∇E)⊕ (E′, α′,∇E′)) = T (E,α,∇E)+ T (E′, α′,∇E′) . (7.19)
Thus it respects the monoidal enriched structure on h1LBGrb
∇(M). Moreover, the tensor
product of morphisms of bundle gerbes gets mapped to the tensor product of morphisms
of line bundles,
T ((E,α,∇E)⊗ (E′, α′,∇E′)) = T (E,α,∇E)⊗ T (E′, α′,∇E′) . (7.20)
Consequently T is compatible with the full monoidal structure on h1LBGrb∇(M), as well
as with the monoidal structures on the morphism categories. As both these structures are
functorial, they are compatible with taking 2-isomorphism classes of 1-morphisms, so that
T is compatible with the respective reduced structures on the (1-)category h1LBGrb∇(M).
Each line bundle T L has a natural U(1)-structure induced by the bases of the fibres
given by trivialisations of γ∗L. This endows these line bundles naturally with a hermitean
metric given by
h
([[
T, β,∇T ], ν], [[T, β,∇T ], λ]) = ν λ . (7.21)
Let us evaluate this metric on a pair of transgressed sections of L. We claim that this
metric is actually induced by the line bundle gerbe metric h constructed in Definition 4.35
according to
h
(T (E,α,∇E), T (E′, α′,∇E′)) = T ◦ h ((E,α,∇E), (E′, α′,∇E′)) . (7.22)
For this, we need the following lemma.
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Lemma 7.5 Let (T, β,∇T ) : L1
∼=−→ L2 be an isomorphism of bundle gerbes. There exists
a 2-isomorphism
δL2 •
((
(T, β,∇T ), (T, β,∇T ))) • δ−1L1 ∼==⇒ idI0 . (7.23)
Proof. By Theorem 4.34 we know that there is a natural bijection
2homLBGrb∇(M)
(
idI0 ⊗ (T, β,∇T ), (T, β,∇T )
)
∼=−→ 2homLBGrb∇(M)
(
idI0 , δL2 •
((
(T, β,∇T ), (T, β,∇T ))) • δ−1L1 ) . (7.24)
The naturality property of the bijection which establishes the adjunction of Theorem 4.34
guarantees that isomorphisms get mapped to isomorphisms. In the source of this map
there is of course at least one 2-isomorphism given by the identity on (T, β,∇T ). Its image
under the natural bijection of the 2-morphism sets then provides the required isomorphism:
The natural pairing T ∗ ⊗ T ∼=−→ Y [2] ×C yields an isomorphism as desired.
An immediate consequence of this lemma is that δL2 • (ΘT ⊗ T ) • δ−1L1 has trivial
holonomy. Since the isomorphisms δIρ are defined using the trivial line bundle with the
trivial connection, they do not contribute to the holonomy. Hence we have
holR(γ∗h(E,E′ ))(S
1) = holR(γ∗(δL•(ΘE⊗E′ )•δ−1I0 ))
(S1)
= holR(δIρ•(ΘT⊗T )•δ−1L )(S
1)︸ ︷︷ ︸
=1
⊗ holR(γ∗(δL•(ΘE⊗E′ )•δ−1I0 ))(S
1)
= holR(δIρ•(ΘT⊗T )•γ∗((ΘE⊗E′ )•δ−1I0 )
(S1)
= holR(Θ(T•γ∗E))(S1)⊗ holR(T•γ∗E′ )(S1)
= holR(T•γ∗E)(S1)−t ⊗ holR(T•γ∗E′ )(S1) . (7.25)
Now taking the trace of the left-hand side of this expression produces T ◦ h(E,E′ ) at the
loop γ. On the other hand, recalling that all connections are chosen to be hermitean so
that holR(T•γ∗E)(S1)−t = holR(T•γ∗E)(S1), taking the trace of the right-hand side yields
precisely h(T E, T E′ ). This proves the following result.
Proposition 7.6 The line bundle gerbe metric h (and each of its multiples in the sense
of Remark 4.36) on the category of sections of LBGrb∇(M) induces the canonical bundle
metric on the transgression line bundles over loop space via
T h = h = T ◦ h . (7.26)
7.5 Transgression of connections
Let us now turn to the differential structure on a bundle gerbe, and try to make sense of
the transgression functor on connections as well. The results of [36] make this plausible.
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We start from a section of a bundle gerbe L, that is, a morphism (E,α,∇E) : I0 → L.28
We would like to take the (covariant) derivative of its transgression to loop space. To this
end, let X ∈ TγLM be a tangent vector to γ in LM = C∞(S1,M). According to our find-
ings in Appendix C, this corresponds to a vertical vector field G∗X ∈ Γ(Gγ, T ver(S1×M))
on the embedded submanifoldGγ ⊂ S1×M given by the graph of γ. Since smooth sections
of vector bundles on manifolds form soft sheaves, we can extend G∗X to a global vertical
vector field Ξ on S1×M . For  > 0 small enough, the flow maps ΦΞτ are all diffeomorphisms
on S1×M for τ ∈ (−, ).
Define the map
fΞγ : (−, )× S1 −→M , (τ, σ) 7−→ prM ◦ ΦΞτ
(
Gγ(σ)
)
. (7.27)
By construction this map satisfies
∂
∂τ |(τ,σ)
fΞγ = df
Ξ
γ |(τ,σ)
( ∂
∂τ |(τ,σ)
)
=
∂
∂τ |(τ,σ)
prM ◦ ΦΞτ
(
Gγ(σ)
)
= Ξ|fΞγ (τ,σ) (7.28)
as well as
∂
∂σ |(τ,σ)
fΞγ = df
Ξ
γ |(τ,σ)
( ∂
∂σ |(τ,σ)
)
= prM∗ ◦ ΦΞγ∗|fΞγ (τ,σ)
( ∂
∂σ |σ
γ
)
. (7.29)
Alternatively, we can view the adjunct map fΞaγ : (−, ) → LM, τ 7→ fΞγ (τ,−) as the
integral curve of the vector field G∗Ξ on LM ; in particular, this is a path in the loop
space of M . The parameter space (−, )× S1 is a cylinder with boundary, so that we can
always find a trivialisation (T, β,∇T ) ∈ isomLBGrb∇2 ((−,)×S1)(f
Ξ∗
γ L, Iρ). This induces a
section of the principal U(1)-bundle on loop space via the pullbacks along the embeddings
ıτ : S
1 ↪→ (−, )× S1, σ 7→ (τ, σ) of S1 into (−, )× S1. By dimensional reasons ı∗τρ = 0
for all τ ∈ (−, ), and therefore
ı∗τ
(
T, β,∇T ) : (fΞaγ (τ))∗L ∼=−→ I0 ∈ LBGrb∇(S1) (7.30)
defines an element in the transgression U(1)-bundle of L. Now let (E,α,∇E) be a section of
L along the surface fΞγ , that is, an element in homLBGrb∇((−,)×S1)(I0, fΞ∗γ L). This might
for instance be given as the the pullback to the surface of a global section of L. Given such
a section together with a trivialisation (T, β,∇T ) of fΞ∗γ L over (−, )×S1, we obtain from
this a section of T L → LM along the path fΞaγ in LM . This section is defined by
T (E,α,∇E) : (−, ) −→ (fΞaγ )∗T L , τ 7−→
[[
ı∗τ (T, β,∇T )
]
, tr
(
holı∗τR(T•E)(S
1)
)]
.
(7.31)
The Wilson loop part of the section is aC-valued function on the interval. The covariant
derivative of T (E,α,∇E) will consist of the Lie derivative of this function together with
an additional term containing a local representative of the connection 1-form. For this,
consider a principal bundle P → M with connection ∇. Let f : I×S1 → M be a smooth
28We could also, for instance, consider local sections of L in the sense of sections of φ∗L for a map
φ : In×S1 →M .
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family of based loops in M with f(τ, 0) = p for all τ ∈ I. Then the holonomy of f∗P ,
starting at p, around the circle at τ ∈ I can be written as holp,∗τf∗P (S1), where τ : S1 ↪→
I×S1, σ 7→ (τ, σ) is the inclusion of S1 at parameter τ . The variation of the holonomy
induced by the variation of the loop is given by (cf. e.g. [83])
d
dτ |τ0
holp,∗τf∗P (S
1) = Lholp,∗τ0f∗P
(S1)∗
(
−
∫
S1
∗τ0
(
ι∂σFf∗∇
))
, (7.32)
where L− here denotes left action by a group element. Employing this identity, we now
consider holonomy in associated vector bundles and compute the Lie derivative of the local
representative of a section to get
£∂τ
(
tr
(
hol∗τR(T•E)(S
1)
))
(τ)
= tr
(
− hol∗τR(T•E)(S1)
∫
S1
P∗τR(T•E) ◦ ∗τ
(
ι∂τF∇R(T•E)
) ◦ P−1∗τR(T•E))
= −tr
(
hol∗τR(T•E)(S
1)
∫
S1
∗τ
(PEnd(R(T•E)) ◦ ι∂τR(F∇T•E )))
= −tr
(
hol∗τR(T•E)(S
1)
∫
S1
∗τ
(PR(End(T ))⊗R(End(E)) ◦ ι∂τR((ρ−B)1+ F∇E )))
= −tr
(
hol∗τR(T•E)(S
1)
∫
S1
∗τ
(PR(End(E)) ◦ ι∂τR(F∇E −B 1)))
− tr
(
hol∗τR(T•E)(S
1)
∫
S1
∗τ
(
ι∂τρ
))
. (7.33)
Here P is the parallel transport along the circle parameterised by itself via the identity. It
starts from a chosen basepoint on the circle at which we wish to evaluate the holonomy
but which we suppress here. Its choice is irrelevant for the trace, since upon changing this
basepoint the argument of the trace changes by adjoining an isomorphism between two
fibres. The connection used on the descent bundle R(T • E) is the one inherited through
the descent from the connections on T and E. Since (T, β,∇T ) • (E,α,∇E) descends to a
hermitean vector bundle with connection on M , and F∇T•E is compatible with the descent
morphism, this 2-form induces a 2-form R(F∇T•E ) with values in End(R(T • E)) on M ; in
fact one has R(F∇T•E ) = F∇R(T•E) .
In the expression (7.33), the first term transforms homogeneously upon changing the
local trivialisation (T, β,∇T ) to (T ′, β′,∇T ′), since the term multiplying the holonomy is
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independent of the choice of trivialisation. In contrast, the second term changes as
tr
(
hol∗τR(T•E)(S
1)
∫
S1
∗τ
(
ι∂τρ
))
= hol∗τR(T•T ′∗)(S
1)
(
tr
(
hol∗τR(T ′•E)(S
1)
∫
S1
∗τ
(
ι∂τρ
′ ))
+ tr
(
hol∗τR(T ′•E)(S
1)
∫
S1
∗τ
(
ι∂τ (ρ− ρ′ )
)))
= hol∗τR(T•T ′∗)(S
1) tr
(
hol∗τR(T ′•E)(S
1)
∫
S1
∗τ
(
ι∂τρ
′ ))
+ hol∗τR(T•T ′∗)(S
1)−2 £∂τ
(
hol∗τR(T•T ′∗)(S
1)
)
tr
(
hol∗τR(T ′•E)(S
1)
)
.
(7.34)
In this expression the first term resembles the homogeneous part in the transformation of
a local connection 1-form applied to a local representative of a section in an associated line
bundle. The second term is then precisely the corresponding inhomogeneous part. From
these considerations we obtain a natural candidate for a local representative of a connection
1-form A on the transgression line bundle. With the conventions made in the derivation,
it reads as
[T, β,∇T ]∗A|γ(X) =
∫
S1
∗τ
(
ι∂τρ
)
. (7.35)
So far we have only shown by somewhat heuristic means that (7.35) is a candidate
for a connection on the transgression line bundle. Let us now proceed to show that the
choice (7.35) does indeed define a connection on T L. In the approach thus far, we are still
left to prove that the connection is defined independently of the choice of an extension Ξ
of G∗X. Instead we shall develop a more geometric approach in what follows.
The group U(1) acts on the fibres of the U(1)-bundle on loop space via the isomorphism
hol : h0HLBdl
∇
0 (S
1)
∼=−→ U(1) to the isomorphism classes of flat line bundles on S1. A flat
line bundle on S1 is classified up to isomorphism by a connection 1-form, which may be
written as a global 1-form A ∈ i Ω1(S1). Two such flat line bundles A and A′ are isomorphic
if and only if there exists a function g ∈ C∞(S1,U(1)) such that A′ = A + d log g. An
element in the Lie algebra of h0HLBdl
∇
0 (S
1) is thus represented by a 1-form η ∈ i Ω1(S1).
Infinitesimal isomorphisms act as η 7→ η + df for f ∈ iC∞(S1,R). Thus there is an
isomorphism of abelian Lie algebras (cf. (7.32) and [83])
hol∗ : Lie(h0HLBdl∇0 (S
1)) ∼= iH1dR(S1)
∼=−→ iR , [η] 7−→ −
∫
S1
η . (7.36)
Any trivialisation (T, β,∇T ) of the pullback of L to a space of the form I×S1 naturally
yields a 2-form ρ that lives on the parameter space. By regarding fΞγ as a path in LM
(that is, by passing to the adjunct map fΞa), ρ becomes a map
ρa : TI −→ i Ω1(S1) , λ ∂τ |τ 7−→ λ ∗τ (ι∂τρ) , (7.37)
where λ ∈ C. After composing this with taking the de Rham equivalence class, we are left
with a map
[ρa ] : TI −→ Lie(h0HLBdl∇0 (S1)) , ζ|τ 7−→
[
∗τ (ιζρ)
]
. (7.38)
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Finally, we can compose with hol∗ = −
∫
S1 to obtain a map valued in iR. It reads as
hol∗ ◦ [ρa ] ∈ i Ω1(I) , hol∗ ◦ [ρa ](ζ|τ ) = −
∫
S1
∗τ
(
ιζρ
)
. (7.39)
Definition 7.7 A section of T U(1)L over a curve fa : (−, ) → LM given by the 2-
isomorphism class of (T, β,∇T ) : f∗L ∼=−→ Iρ is horizontal if and only if
hol∗ ◦ [ρa ] = 0 (7.40)
in i Ω1(I), or equivalently [∗τ (ι∂τρ)] = 0 in iH1dR(S
1) for all τ ∈ I.
With this definition we can now define a connection in the sense of a geometric dis-
tribution on the U(1)-bundle T U(1)L on loop space. This then corresponds to a unique
connection 1-form, which will turn out to be precisely the one conjectured in (7.35).
Theorem 7.8 (1) Every path fa : (−, ) → LM in the loop space has a unique hori-
zontal lift [Th, βh,∇Th ] through any given point in (T U(1)L)|fa(0).
(2) There is a U(1)-invariant splitting T (T U(1)L) = T ver(T U(1)L)⊕ T hor(T U(1)L).
(3) If (T, β,∇T ) is another section over fa, we define the bundle J = R(T • T−1h ) in
HLBdl∇((−, )×S1) with F∇J = ρ− ρh. It induces a map ∗(−)J : I → HLBdl∇(S1),
with τ 7→ ∗τJ , whose differential satisfies(
hol ◦ (∗(−)J)
)
∗|τ0 = hol∗τ0J(S
1)
(
−
∫
S1
∗τ
(
ι∂τ (ρ− ρh)
)
|τ0
)
. (7.41)
(4) With respect to the horizontal distribution constructed above, define
A = ϕ−1 ◦ prT ver(T U(1)L) , (7.42)
where ϕ is the map assigning to an element of u(1) its fundamental vector field on
the total space of T U(1)L. Then ker(A) = T hor(T U(1)L). In particular, A is a well-
defined connection 1-form on T U(1)L, and its pullback along a section given by the
2-isomorphism class of a trivialisation (T, β,∇T ) reads as
[
T, β,∇T ]∗A = ∫
S1
∗(−)
(
ι(−)ρ
)
. (7.43)
Proof. (1): Let fa : (−, ) → LM be a path in the loop space LM of M . As before,
we denote its adjunct map by f : (−, )×S1 → M, (τ, σ) 7→ fa(τ)(σ). Let (S, ψ,∇S) :
(fa(0))∗L ∼=−→ I0 be a trivialisation, that is, a representative of an element of (T U(1)L)|fa(0).
First of all, let us show that there exists a horizontal section of fa∗(T U(1)L). Applying
the exact sequence (2.22) to the cylinder C = (−, )×S1 gives H2(C,D•(2)) = 0 due to
Ω2cl,Z(C) = Ω
2(C), since every 2-form on C is closed and there are no non-trivial 2-cycles
in C. Thus all bundle gerbes (with connection) on C are isomorphic. In particular, every
gerbe is isomorphic to I0 on C, and a corresponding isomorphism (Th, βh,∇Th) from the
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pullback bundle gerbe to I0 provides a horizontal lift of fa in the sense of Definition 7.7. To
make this pass through (S, ψ,∇S), we tensor by the constant flat line bundle R(S • ∗0T−1h ).
Next we have to prove that this trivialisation of f∗L is unique up to 2-isomorphism.
For this, let us assume that (T, β,∇T ) : f∗L ∼=−→ Iρ is another trivialisation of the pullback
bundle gerbe satisfying the horizontality condition (7.40), and assume that it is a horizon-
tal lift through (S, ψ,∇S), that is, ∗0(T, β,∇T ) ∼= (S, ψ,∇S). The two sections induced
by these trivialisations over the cylinder C are [∗(−)(T, β,∇T )] and [∗(−)(Th, βh,∇Th)] in
Γ(I, fa∗T U(1)L); for example, we have[
∗(−)(T, β,∇T )
]
: I −→ fa∗T U(1)L ,
τ 7−→ [∗τ (T, β,∇T )] ∈ h0isomLBGrb∇(S1)(fa(τ)∗T U(1)L, I0) . (7.44)
They are related via the right action of a transition function given as[
∗(−)(Th, βh,∇Th)
]
=
[
∗(−)(Th, βh,∇Th) ◦ ∗(−)(T, β,∇T )−1 ◦ ∗(−)(T, β,∇T )
]
= Rhol
∗
(−)R(T•T
−1
h
)
(S1)−1
[
∗(−)(T, β,∇T )
]
. (7.45)
The holonomy in this transition function is just the holonomy of the hermitean line bundle
R(T • T−1h ) on the cylinder C along the circles at the respective parameter values. From
the variation (7.32) of the holonomy upon changing the curve it is evaluated on29 we derive
d
dτ |τ0
(
hol∗τR(T•T−1h )(S
1)
)−1
= −hol∗τ0R(T•T−1h )(S
1)−2 hol∗τ0R(T•T
−1
h )
(S1)
∫
S1
−∗τ
(
ι∂τF∇R(T•T
−1
h
)
)
|τ0
= hol∗τ0R(T•T
−1
h )
(S1)−1
∫
S1
∗τ
(
ι∂τ (ρ− ρh)
)
|τ0 . (7.46)
By the horizontality assumption, [∗τ (ι∂τρ)] = [∗τ (ι∂τρh)] = 0 for all τ ∈ (−, ), and there-
fore the transition function is constant. Moreover, the initial condition ∗0(Th, βh,∇Th) ∼=
(S, ψ,∇S) ∼= ∗0(T, β,∇T ) is equivalent to the transition function having the value 1 ∈ U(1)
at τ = 0. This shows that these two trivialisations define the same section of fa∗(T U(1)L).
(2): The existence of the splitting is immediate from item (1). Its U(1)-invariance can
be seen as follows: If (T, β,∇T ) : f∗L ∼=−→ Iρ is a horizontal section, acting on it with a
constant element of U(1) amounts to tensoring (T, β,∇T ) by the pullback of a line bundle
from S1 to C. This, however, has no effect on ρ since such line bundles are flat on C.
(3): This computation is the same as the one carried out in (7.46).
(4): The unique connection 1-form equivalent to the geometric connection T hor(T U(1)L)
acts on ζ ∈ Γ(I, T I) as
[T, β,∇T ]∗A(ζ) = [(T, β,∇T ) • (Th, βh,∇Th)−1 • (Th, βh,∇Th)]∗A(ζ)
29Since we are in an abelian case here, the formula (7.32) extends to variations of the curve with varying
initial point. Another way to see this would be to use an isomorphism ∗(−)R(T •T−1h ) ∼= (C×C, d+η), which
exists since C retracts to S1. Then the variational formula easily follows from holC×C(S1) = exp(−
∫
S1
η)
and Stokes’ theorem.
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=
(
Rhol∗
(−)J
(S1)−1 [Th, βh,∇Th ]
)∗A(ζ)
= hol∗
(−)J(S
1) d
(
hol∗
(−)J(S
1)−1
)
(ζ)
= −hol∗
(−)J(S
1)−1 hol∗
(−)J(S
1)
∫
S1
−∗(−)
(
ιζF∇J
)
=
∫
S1
∗(−)
(
ιζρ
)
, (7.47)
as required.
Let us next compute the curvature of this connection. For this, we extend the con-
struction used to derive the connection 1-form to two tangent vectors X0, X1 ∈ TγLM .
Let Ξ0, Ξ1 ∈ Γ(S1×M,T ver(S1×M)) be two extensions of the graphs G∗X0 and G∗X1 to
vertical vector fields on S1×M . Using the flows of these vector fields, we find 0 > 0 and
1 > 0 such that we can define a map
fΞ1,Ξ0γ : (−1, 1)×(−0, 0)×S1 −→M , fΞ1,Ξ0γ (τ1, τ0, σ) = ΦΞ1τ1 ◦ ΦΞ0τ0 ◦ γ(σ) . (7.48)
Its derivative along the additional parameters reads as
(fΞ1,Ξ0γ )∗|(0,0,σ)
( ∂
∂τi
)
=
∂
∂τi |0
ΦΞiτi ◦ γ(σ) = Ξi|(σ,γ(σ)) = G∗Xi|(σ,γ(σ)) , (7.49)
for i = 0, 1. The parameter space of this map is again homotopy equivalent to S1, so that
we can always find trivialisations of fΞ1,Ξ0∗γ L. Then since the exterior derivative commutes
with pullbacks, application of Proposition C.7 from Appendix C to the restricted case of
integration along the circle factor in I2×S1 shows that(
[T, β,∇T ]∗dA)|τ = (d[T, β,∇T ]∗A)|τ
= d
( ∫
S1
∗τ
(
ι(−)ρ
) )
=
∫
S1
∗τ
(
ι(−)∧(−)dρ
)
=
∫
S1
∗τ
(
ι(−)∧(−)fΞ1,Ξ0∗γ H
)
= fΞ1,Ξ0a∗γ T (H)|τ ,
(7.50)
where H ∈ i Ω3(M) is the curvature 3-form of L and fΞ1,Ξ0aγ is the map from the product
of the two parameter intervals to the loop space which is adjunct to fΞ1,Ξ0γ . This shows
that
F∇T U(1)L = T (H) . (7.51)
Remark 7.9 The sign in (7.51) is opposite to that in [36], wherein the opposite sign is
used in the flatness condition on trivialisations (Definition 4.12) of bundle gerbes. 
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We can finally complete the proof of Theorem 7.4.
Proof of Theorem 7.4. By construction, the connection 1-form A has holonomy transport
along a loop φa : S1 → LM given, with respect to a trivialisation (T, β,∇T ) of φ∗L over
S1×S1, by
holT U(1)L
(
φa(S1)
)
= exp
(− [T, β,∇T ]∗A) = exp(− ∫
S1×S1
ρ
)
. (7.52)
This is precisely the holonomy of the bundle gerbe L around the torus φ : S1×S1 → M
(cf. Definition 7.1). Waldorf’s arguments for the fusion properties of the connection still
hold true, so that we really obtain a functor with target category HLBdl∇fus(LM).
Remark 7.10 As explained in Remark 4.8, one can regard morphisms of line bundle
gerbes as twisted vector bundles which are associated 2-vector bundles to certain principal
2-bundles. Thus one might be tempted to demand that the fake curvature vanishes, because
this condition renders the 2-holonomy of the 2-bundle well-defined [79, 84]. It reads as
F∇E −
(
ζZ∗2 B2 − ζZ∗1 B1
)
1 = 0 . (7.53)
In many contexts, however, this condition seems to be too strict.
Putting together (7.33) and (7.35), we compute the covariant derivative of a trans-
gressed section T (E,α,∇E) of L to be
∇T LX T (E,α,∇E) (7.54)
=
[[
T, β,∇T ], −tr(holR(T•E)(ıτ (S1)) ∫
S1
PR(End(E)) ◦ ι∂τR
(
F∇E −B 1
))]
,
where the trivialisation is chosen in means adapted to the vector field X as before. This
shows in another way how strong a condition the vanishing of the fake curvature is: Sections
(E,α,∇E) ∈ Γ(M,L) satisfying this condition transgress to parallel sections of T L; that
is,
T : Γfc(M,L) = homLBGrb∇(M),fc(I0,L) −→ Γpar(LM, T L) , (7.55)
with homLBGrb∇(M),fc denoting the full subcategories of the morphism categories in
LBGrb∇(M) whose objects are those 1-morphisms in LBGrb∇(M) which satisfy the fake
curvature condition (7.53). 
Corollary 7.11 Flat isomorphisms of bundle gerbes transgress to isomorphisms of her-
mitean line bundles with connection, that is, isomorphisms in HLBdl∇(LM).
7.6 Grothendieck completion
In Theorem 4.26 we saw that the direct sum of bundle gerbe 1-morphisms is a functor, mak-
ing the categories homLBGrb∇(M)(L1,L2) into symmetric cartesian monoidal and semisimple
abelian categories. The transgression functor T from Section 7.3, however, is defined on
the 1-category h1LBGrb
∇(M) in which the symmetric monoidal structure of the morphism
categories in LBGrb∇(M) is collapsed to 2-isomorphism classes of 1-morphisms, making
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homh1LBGrb∇(M)(L1,L2) into a commutative monoid. In Section 7.4 we showed that T
respects that structure of the morphism sets in h1LBGrb
∇(M). On the other hand, the
morphism sets in HLBdl∇fus(LM) have the structure of an abelian group, and we can ask
whether there is an extension of the transgression functor which acts between two categories
with the same structural properties. This is made possible by the following construction.
Definition 7.12 The Grothendieck 2-functor is the strict 2-functor of 2-categories
Gr : CatCMon −→ CatAbGrp (7.56)
from the 2-category of categories enriched over commutative monoids to the 2-category of
categories enriched over abelian groups (that is, preadditive categories), which is obtained
as follows:
(i) For A ∈ CatCMon, the Grothendieck completion Gr(A ) is the AbGrp-enriched category
with the same objects as A but its morphism sets
homGr(A )(a, b) = Gr
(
homA (a, b)
)
(7.57)
are the Grothendieck groups of the commutative monoids homA (a, b). Composition
of morphisms in Gr(A ) is defined via
[f, g] ◦ [h, k] = [f ◦ h+ g ◦ k, f ◦ k + g ◦ h] , (7.58)
for f, g ∈ homGr(A )(b, c) and h, k ∈ homGr(A )(a, b), and the identity on a is given in
terms of the original identity as [ida, 0].
(ii) On 1-morphisms in CatCMon, that is, CMon-enriched functors Φ : A → B, the
functor Gr(Φ) acts on objects in the same way as Φ but on morphisms as
Gr(Φ)
(
[f, g]
)
=
[
Φ(f),Φ(g)
]
. (7.59)
(iii) The 2-morphisms in CatCMon, that is, CMon-enriched natural transformations η :
Φ⇒ Ψ, are mapped to Gr(η) = [η, 0].
With this definition, one can check that Gr is indeed a well-defined strict 2-functor
by checking all necessary compatibility conditions, which follow straightforwardly from
those on the original enriched categories. For each A ∈ CatCMon there is a canonical
inclusion of categories ıA : A ↪→ Gr(A ) which sends an object to itself and a morphism
f ∈ homA (a, b) to its canonical image [f, 0] in homGr(A )(a, b). If A is a monoidal category,
then its monoidal structure carries over to Gr(A ).
The usual Grothendieck functor from commutative monoids to abelian groups is adjoint
to the forgetful functor in the opposite direction. Such a forgetful 2-functor U : CatAbGrp →
CatCMon exists here as well.
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Proposition 7.13 Let A ∈ CatCMon. For any category B ∈ CatAbGrp and any functor
Φ : A → U(B) in CatCMon there exists a unique functor Φˆ : Gr(A )→ B in CatAbGrp such
that
A
ıA //
Φ

Gr(A )
U(Φˆ)zz
U(B)
(7.60)
is a strictly commutative diagram in CatCMon; that is, there is an adjoint pair of 2-functors
CatCMon
Gr //⊥ CatAbGrp
U
oo (7.61)
Proof. On objects, Φˆ has to coincide with Φ in order to obtain a strictly commutative
diagram. Fixing two objects in A , the assertion follows from the corresponding universal
property of the ordinary Grothendieck functor applied to each monoid of morphisms.
Let us now specialise to the CMon-enriched categories h1LBGrb
∇(M) and HLBdl∇fus(LM)
of interest to us. Applying the Grothendieck 2-functor Gr has a non-trivial effect only on
h1LBGrb
∇(M), since HLBdl∇fus(LM) is already a category in CatAbGrp. Strictly speaking,
Theorem 7.4 asserts that transgression T is a functor
T : h1LBGrb∇(M) −→ U
(
HLBdl∇fus(LM)
)
(7.62)
between monoidal categories enriched over commutative monoids. Hence using Proposi-
tion 7.13 we can immediately infer the following result.
Theorem 7.14 The transgression functor, as defined in Section 7.3, has a unique exten-
sion to a functor
Tˆ : Gr(h1LBGrb∇(M)) −→ HLBdl∇fus(LM) (7.63)
of closed and symmetric monoidal additive categories enriched over abelian groups.
Remark 7.15 The morphism sets in the Grothendieck completion Gr(h1LBGrb
∇(M)) of
the category of bundle gerbes on M are certain subgroups of the twisted differential K-
theory groups Kˆ0(M,L). In particular, Gr(homLBGrb∇(M)(I0,L)) = Gr(Γ(M,L)) is the
subgroup of Kˆ0(M,L) with vanishing auxiliary form ρ = 0, defined by L-twisted hermitean
vector bundles with connection on M , cf. [85, 86]. 
7.7 Kostant-Souriau prequantisation
Let us finally relate transgression to higher geometric prequantisation. Consider the space
of smooth (diffeological) sections of the transgression line bundle T L on loop space. Al-
though the definition of a Hilbert space structure on these sections is subtle, we can nev-
ertheless take their covariant derivatives using the transgressed connection on T L from
Section 7.5 and make some statements.
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Let us start from a quantisable 2-plectic manifold (M,ω) and let L be a prequantum line
bundle gerbe. The transgression T (ω) of ω to loop space LM yields a closed 2-form, which
has as its kernel the vector fields generating reparameterisations of the loops, cf. [14, 17, 87].
It is therefore called weakly symplectic, and it would turn into a proper symplectic form
upon restriction to unparameterised loop space or knot space KM . Here we differ from the
usual discussions of quantisation of loop space as done e.g. in [15, 88]: Instead of using the
weakly symplectic structure on loop space obtained from the canonical 1-form on LM , we
work with a weakly symplectic structure induced by transgression from a curvature 3-form
on M .
We take the Hamiltonian 1-forms introduced in Section 4.6, form the corresponding
Hamiltonian vector fields, and pull them back to LM . From the results in Appendix C,
we observe that for α, β ∈ Ω1Ham(M) one has
ιXαω = −dα (7.64)
if and only if
ιXαT (ω) = −d T (α) , (7.65)
where we denoted the pullback of a vector field X on M to LM by the same symbol. This
implies that
T ({α, β}ω) := T (−ιXαιXβω) = −ιXαιXβT (ω) = {T (α), T (β)}T (ω) , (7.66)
that is, transgression is a Lie 2-algebra homomorphism from ΠM,ω to the strict discrete
Lie 2-algebra C∞(KM)⇒ C∞(KM) with Poisson bracket induced by T (ω).
We can now take the covariant derivative of a section along the pullback to LM of a
Hamiltonian vector field and arrive at a higher version of statement (8) from Section 1.3.
Proposition 7.16 Let Xα be the Hamiltonian vector field of α ∈ Ω1Ham(M). Then the
map
Q : α 7−→ ∇T LXα + 2pi i T (α) (7.67)
defines a representation30 of the Lie 2-algebra ΠM,ω =
(
Ω1Ham(M)nC∞(M)⇒ Ω1Ham(M)
)
from Section 4.6 on Γ(LM, T L), which factors through h0ΠM,ω.
Proof. For α, β ∈ Ω1Ham(M) and ψ ∈ Γ(LM, T L) we compute[Q(α), Q(β)]ψ = (∇T LXα + 2pi i T (α)) ◦ (∇T LXβ + 2pi i T (β))ψ − (α↔ β)
=
[∇T LXα , ∇T LXβ ]ψ + 2pi i (∇T LXα T (β)−∇T LXβ T (α))ψ
= ιXα∧XβF∇T L ψ +∇T L[Xα,Xβ ]ψ + 2pi i
(T (ιXα dβ)− T (ιXβ dα))ψ
= ιXα∧Xβ T (H)ψ +∇T LX{α,β}ω ψ + 4pi i T
({α, β}ω)ψ , (7.68)
30By a representation of a Lie 2-algebra on a vector space we simply mean a Lie 2-algebra homomorphism
into the endomorphism Lie algebra of this vector space.
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where we used the fact that transgression commutes with the exterior derivative (see
Appendix C). Now we use ιXα∧Xβ T (H) =
∫
S1 ev
∗ιXα∧XβH =
∫
S1 ev
∗(−2pi i {α, β}ω) =
−2pi i T ({α, β}ω) to finally get[Q(α), Q(β)]ψ = ∇T LX{α,β}ω ψ + 2pi i T ({α, β}ω)ψ = Q({α, β}ω)ψ , (7.69)
which shows that Q is indeed a representation of h0ΠM,ω on Γ(LM, T L).
As the Jacobiator in ΠM,ω is an exact 1-form on M , cf. (4.73), it vanishes under the
transgression map. Therefore the nonassociativity in the Lie 2-algebra ΠM,ω is invisible
from the loop space perspective. This is consistent with the heuristic statement that a
higher quantum theory on M should correspond to an ordinary quantum theory on LM .
It would be desirable to define a higher version of the Kostant-Souriau prequantisation
map directly on M instead of on LM . A direct generalisation of the quantisation map Q,
however, relies on the notion of a covariant derivative of a section of a bundle gerbe. At
this point, there is no such construction evident. One of the core obstructions to simply
generalising the usual differential geometric formalism of a covariant derivative is the fact
that the set of sections of L is not a vector space. Even if we put a topology and smooth
structure on its collection of objects, so that we can define smooth curves of objects, the
derivative of such a curve would not be an object of the 2-vector space. A hint on how one
might want to proceed is contained in Section 5.3, where an embedding of the Lie 2-algebra
of observables into the endomorphisms on the 2-Hilbert space Γ(M,L) was given. We leave
further exploration of this point to future work.
7.8 Dimensional reduction
We conclude this section with a few comments concerning dimensional reductions. As
stated in Section 1.1, one of our motivations for studying prequantum line bundle gerbes
stems from the conjecture that quantised 2-plectic manifolds arise naturally in M-theory.
The reductions of the underlying M-theory configurations to string theory involves in many
cases a reduction of the 2-plectic manifold to a symplectic manifold. It is therefore im-
portant that our constructions similarly exhibit “nice” reductions to those of ordinary
geometric quantisation.
For simplicity, let us restrict to the case M = R3 of Section 6.2. We choose the x3-
direction as the M-theory direction and find that the 2-plectic form ω = dx1 ∧ dx2 ∧ dx3
reduces as expected to a symplectic form, ωred = ι ∂
∂x3
ω = dx1 ∧ dx2, and the algebra of
observables reduces to that on R2 [89].
The prequantum line bundle gerbe Iρ with curving ρ = −2pi i3! ijk xi dxj∧dxk ∈ i Ω2(M)
reduces to a prequantum line bundle Ir with connection r = −2pi i2 ij3 xi dxj of curvature
dr = −2pi iωred. We saw that the sections of Iρ are (trivial) hermitean vector bundles
over R3 with connection. The latter are given in terms of global u(n)-valued 1-forms a.
Restricting to forms which are constant along x3 and contracting these with ∂
∂x3
yields
sections of Ia⊗ (R2×u(n)). In order to arrive at functions valued in u(1), we can prescribe
an additional trace over the sections in the dimensional reduction.
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The action of the symmetry group can be likewise reduced. In the diagram (6.9), the
trivial line bundle Ir now corresponds to a function from Ω(Spin(2) n R2) to U(1). The
action of the string 2-group ̂Ω1Spin(2)
θ−−→ PSpin(2) therefore collapses to an action of
PSpin(2) onto P(Spin(2) nR2) and Ω(Spin(2) nR2), which trivially reduces to the usual
action of Spin(2) on the base manifold R2.
Things become a little more elegant on loop space (or more precisely knot space), the
actual domain of boundaries of open M2-branes. The 2-plectic form ω is transgressed to
T (ω) =
∫
S1
dτ
1
2
ijk x˙
k(τ) dxi(τ) ∧ dxj(τ) , (7.70)
where xi(τ) are canonical local coordinates on LM and the dot denotes a τ -derivative.
Note that T (ω) is reparameterisation invariant and thus indeed descends to knot space
KM . As discussed in Section 7.7, one can consider prequantisation on LM . The reduction
from M-theory to string theory arises by compactifying the fibres of the trivial bundle
R3 → R2 to R2 × S1 → R2 and subsequently forcing the boundaries of M2-branes to be
contained in one of these fibres; that is, all loops in LM are aligned in the x3-direction,
xi(τ) = xi(0) + δi3 τ , (7.71)
and we denote the resulting loop space by LMred ∼= R2 × S1. If we restrict ourselves to
the zero modes xi = xi(0) along the fibres, then functions on LMred turn into functions on
R2. Under this reduction, the transgressed 2-plectic form T (ω) reduces to
T (ω)∣∣LMred = 12 ij3 dxi ∧ dxj = ωred , (7.72)
the usual symplectic form on R2. The prequantum line bundle over LM , restricted to
LMred by pullback along the embedding, is trivial and its sections over LMred become
functions on R2.
8 Outlook: The non-torsion case
Our approach, as it stands, requires considerable technical extension for prequantum bundle
gerbes with non-torsion Dixmier-Douady class. While a full analysis of this case is beyond
the scope of this paper, we present here some options for generalising our constructions in
a suitable fashion.
If we had allowed bundle gerbe morphisms to have separable Hilbert spaces as their
fibre, then we could try to extend the notion of morphisms of bundle gerbes to situations
where the difference of the Dixmier-Douady classes of source and target bundle gerbes
is non-torsion. In particular, we could have considered the natural bundle gerbes over
S3 and T 3. Then a candidate for an inner product with the correct linearity behaviour
would be the subset of 2-morphisms whose morphism of vector bundles consists of fibrewise
Hilbert-Schmidt operators, as indicated in Remark 5.6.
If we still assume 2-morphisms to be constructed from parallel morphisms of vector
bundles, then kernels still exist and a morphism of bundle gerbes would still decompose
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into the eigenspaces of each object in 〈(E,α), (E,α)〉. But since the inner product is
chosen to consist of sections made from Hilbert-Schmidt operators, every such eigenbundle
is of finite rank because L2(H) ⊂ K(H). Since kernels are again morphisms between the
source and target bundle gerbe of the original morphism, this would imply that there
exists a finite-rank morphism between them. This is in contradiction with the assumption
that the difference of their Dixmier-Douady classes is non-torsion, due to the argument of
Remark 4.14.
Therefore the only morphisms between bundle gerbes, the difference of whose Dixmier-
Douady classes is non-torsion, would have zero inner product with themselves; that is,
there would exist only zero-norm objects in the 2-Hilbert space Γ(M,L) whenever L has
non-torsion Dixmier-Douady class.
A possible way out of this problem would be to drop the parallel requirement on the 2-
morphisms in LBGrb∇(M). We could then still define the inner product 〈−,−〉 on Γ(M,L)
as before by just replacing parallel sections with general sections. This precisely amounts to
taking the fibrewise Hilbert-Schmidt operators on the descent R(ΘE⊗F ) ∼= (RΘE)∗⊗RF .
The resulting vector space Γ(M,R(ΘE ⊗ F )) ∼= L2(RΘE,RF ) is the space of sections of
a Hilbert bundle, which is in particular a (possibly infinite-rank) hermitean vector bundle
with connection. Denoting the hermitean metric induced on (RΘE)∗⊗RF by h(RΘE)∗⊗RF ,
the vector space L2(RΘE,RF ) is itself endowed with an inner product given by
≺ ε1, ε2 =
∫
M
dµM (x) h(RΘE)∗⊗RF (ε1(x), ε2(x)) . (8.1)
We have also amended the definition of 2-morphisms and the inner product accordingly so
that there still exists a natural isomorphism
η : 〈−,−〉 ∼==⇒ (2homLBGrb∇(M))|hom
LBGrb∇(M)(I0,L)
. (8.2)
Although these conventions would allow us to circumvent the problems occuring whenever
dd(L2) − dd(L1) is non-torsion, this comes at the price of losing the semisimple abelian
property of the morphism categories since non-parallel morphisms of vector bundles do
not generally have kernels. From the point of view of higher geometric quantisation this
choice might nevertheless be reasonable, since the prequantum Hilbert space of geometric
quantisation consists of all smooth sections of the prequantum line bundle L independently
of their compatibility with the connection on L. These sections however would not lie in
the domain of the transgression functor, which is at the heart of our analysis in Section 7;
they can either be interpreted as not being related to the ordinary quantisation of the
transgressed system, or alternatively as representing physical properties of the original
system on M which cannot be detected in geometric quantisation on loop space LM .
One can easily imagine further generalisations of the whole framework we presented
in this paper. Two particular aspects come to mind. Firstly, it has been suggested that
ordinary manifolds are not the appropriate domain for higher quantisation, and one should
switch instead to 2-spaces [75]. This would solve a number of minor issues, such as the
restriction of the observable Lie 2-algebra to Hamiltonian 1-forms.
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Secondly, one might want want to work with less restrictive 2-vector spaces. From the
representation theory of 2-groups, it is known that Kapranov-Voevodsky 2-vector spaces
are problematic, see [51, 52, 54]. One could e.g. admit a larger variety of 2-bases, allowing
for algebroids or more general structures. By Definition 4.1, this would lead to a generalised
notion of line bundle gerbe coming with a more general set of sections.
Finally, a more radical generalisation such as working with the sheaves of spectra of [90]
might be necessary. In the latter framework, the discussion of twisted differential K-theory
seems to be less restrictive.
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Appendix
A Special morphisms of line bundle gerbes
Here we collect some technical constructions and statements necessary in several places in
the main text. Lemmas A.1 and A.2 are relevant for the definition of identity 2-morphisms.
For a surjective submersion σY : Y M , denote by ∆ : Y → Y×Y Y ⊂ Y [2], y 7→ (y, y)
the canonical diffeomorphism of Y into the diagonal, which induces further maps ∆112 :
Y [2] → Y ×Y Y ×M Y ⊂ Y [3] and ∆122 : Y [2] → Y ×M Y ×Y Y ⊂ Y [3].
Lemma A.1 Let L = (L, µ, σY ) be a line bundle gerbe over M . There is a canonical
isomorphism of line bundles with connection tµ : ∆
∗L→ Y ×C given by31
∆∗L = ∆∗L⊗∆∗L⊗∆∗L∗ ∆
∗µ⊗1−−−−−−→ ∆∗L⊗∆∗L∗ = Y ×C , (A.1)
with
tµ,y1 ⊗ 1 = (∆∗112µ)(y1,y1,y2) and 1⊗ tµ,y2 = (∆∗122µ)(y1,y2,y2) . (A.2)
Moreover, t−tµ = tµ−t.
31For ease of notation, here we do not indicate the pullback of L along the inclusion Y ×Y Y ⊂ Y [2].
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Proof. The definition of the isomorphism and the proof of (A.2) is found in [2]. The
remaining property is a direct consequence of the fact that tµ⊗tµ−t is the identity morphism
on ∆∗L⊗∆∗L∗ = Y ×C.
Another special isomorphism of vector bundles is obtained from every 1-morphism of
line bundle gerbes as follows.
Lemma A.2 Let (E,α, g,∇E , ζZ) ∈ homLBGrb∇(M)(L1,L2). There is an isomorphism of
hermitean vector bundles with d(E,α),(z1,z2) : Ez1 → Ez2 over (z1, z2) ∈ Z ×Y12 Z defined by
d(E,α) =
(
pr∗Y1tµ1 ⊗ 1E
) ◦ (α|Z×Y12Z)−1 ◦ (1E ⊗ pr∗Y2tµ2)−1 (A.3)
with the following properties:
(1) Over (z1, z2, z3) ∈ Z×Y12Z×Y12Z, the isomorphism d(E,α) satisfies a cocycle relation
d−1(E,α),(z1,z2) ◦ d
−1
(E,α),(z2,z3)
= d−1(E,α),(z1,z3) . (A.4)
(2) Over (z1, z2, z3, z4) ∈ (Z ×Y12 Z)×M (Z ×Y12 Z) there is a commutative diagram
L1,(z1,z3) ⊗ Ez3 Ez1 ⊗ L2,(z1,z3)
L1,(z2,z4) ⊗ Ez4 Ez2 ⊗ L2,(z2,z4)
α(z1,z3)
d(E,α),(z1,z2) ⊗ 11⊗ d(E,α),(z3,z4)
α(z2,z4)
(A.5)
(3) The isomorphism d(E,α) satisfies the identity
d−t(E,α) = d(E∗,α−t) = dΘ(E,α) . (A.6)
Proof. The proofs of items (1) and (2) can again be found in [2]. Item (3) follows imme-
diately from Lemma A.1.
The isomorphism d(E,α) is compatible with 2-morphisms.
Lemma A.3 For every 2-morphism (φ, ωW ) : (E,α, ζZ)⇒ (E′, α′, ζZ′) the diagram
Ew1
d(E,α),(w1,w2) //
φw1

Ew2
φw2

E′w1 d(E′,α′ ),(w1,w2)
// E′w2
(A.7)
commutes over (w1, w2) ∈W×Y12W .
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Proof. We compute
φw2 ◦ d(E,α),(w1,w2)
= φw2 ◦
(
pr∗Y1tµ1 ⊗ 1E
)
w2
◦ (α|Z×Y12Z)−1(w1,w2) ◦ (1E ⊗ pr∗Y2tµ2)−1w1
=
(
pr∗Y1tµ1 ⊗ 1E′
)
w2
◦ (1⊗ φw2) ◦
(
α|Z×Y12Z
)−1
(w1,w2)
◦ (1E ⊗ pr∗Y2tµ2)−1w1
=
(
pr∗Y1tµ1 ⊗ 1E′
)
w2
◦ (α′|Z×Y12Z)−1(w1,w2) ◦ (φw1 ⊗ 1) ◦ (1E ⊗ pr∗Y2tµ2)−1w1
= d(E′,α′ ),(w1,w2) ◦ φw1 ,
(A.8)
where we used Lemmas A.1 and A.2.
We can use this compatibility to reduce the representatives of 2-morphisms of Def-
inition 4.15 to 2-morphisms defined with respect to the smallest surjective submersion
Zˆ = Z×Y12Z ′.32
Proposition A.4 Every 2-morphism (φ, ωW ) from (E,α, ζZ) to (E′, α′, ζZ′) has a repre-
sentative of the form (φ0, ω
Zˆ).
Proof. The cocycle relation (A.4) satisfied by d(E,α) on Z ×Z Z ×Z Z, together with the
fact that d−1(E,α) is an isomorphism, implies(
d−1(E,α)
)
|Z×ZZ = 1E . (A.9)
Next let us restrict φ to W×ZˆW ⊂ W [2] = W×MW . On this space ωW [2] maps to the
diagonal Zˆ×ZˆZˆ, from where the projections pr
[2]
Z and pr
[2]
Z′ map to the diagonals Z×ZZ
and Z ′×Z′Z ′, respectively.
Because of (A.4) and (A.5), both quadruples (ωW∗Z E, ω
W∗
Z g, ∇ω
W∗
Z E , ω
W [2]∗
Z d(E,α)) and
(ωW∗Z′ E
′, ωW∗Z′ g
′, ∇ωW∗Z′ E′ , ωW [2]∗Z′ d(E′,α′ )) are objects of Des(HVBdl∇, ωW ). In fact, they lie
in the image of the inverse descent functor D−1
ωW
,(
ωW∗Z E, ω
W∗
Z g, ∇ω
W∗
Z E , ω
W [2]∗
Z d(E,α)
)
= D−1
ωW
(
pr∗ZE, pr
∗
Zg, ∇pr
∗
ZE
)
,(
ωW∗Z′ E
′, ωW∗Z′ g, ∇ω
W∗
Z′ E , ω
W [2]∗
Z′ d(E′,α′ )
)
= D−1
ωW
(
pr∗Z′E
′, pr∗Z′g
′, ∇pr∗Z′E′) . (A.10)
Moreover, d(E,α) is an isometric and connection-preserving morphism by its construction
as a composition of morphisms with these properties. Lemma A.3 now shows that
φ ∈ homDes(HVBdl∇,ωW )
(
D−1
ωW
(pr∗ZE), D
−1
ωW
(pr∗Z′E
′ )
)
(A.11)
is a descent morphism. Combining this with the fact that these objects are in the actual
(and not just essential) image of the inverse descent functor, and that HVBdl∇ is a stack,
we deduce that there exists φ0 ∈ homHVBdl∇(Zˆ)(pr∗ZE,pr∗Z′E′ ) which the inverse descent
functor D−1ω maps to φ, that is, ωW∗φ0 = φ.
32It is smallest because of the universal property of a pullback.
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Finally, we have to ensure that φ0 satisfies the compatibility relation (4.25) for 2-
morphisms in LBGrb∇(M). From ωW∗φ0 = φ we have(
φ0,w1 ⊗ 1
) ◦ α(w1,w2) = α′(w1,w2) ◦ (1⊗ φ0,w2) (A.12)
over W [2], and since ωW is a surjective submersion it follows that (4.25) is satisfied over
Zˆ [2]. By the definition of the equivalence relation on pairs representing 2-morphisms, we
can choose X = W in (4.26) which shows that (φ, ωW ) and (φ0, ω
Zˆ) with ωZˆ = idZˆ are
equivalent.
Remark A.5 If we had defined the 2-morphisms with W = Zˆ fixed, we would have had
to use descent theory in the construction of the horizontal composition. The more general
Definition 4.15 of 2-morphisms trades this complication for the introduction of redundancy
in equivalence classes. However, Lemma A.4 implies that these two definitions yield pre-
cisely the same 2-morphisms. In particular, all morphisms of twisted vector bundles, which
are precisely the bundle gerbe modules of local bundle gerbes, can be defined over any given
common refinement of the respective open covers. 
B Proof of Theorem 4.26
(1): First we have to check that (E,α) ⊕ (E′, α′ ) is an object in homLBGrb∇(M)(L1,L2),
which amounts to satisfying (4.8) or equivalently
β(zˆ1,zˆ3) ◦ (µ1,(zˆ1,zˆ2,zˆ3) ⊗ 1) = (1⊗ µ2,(zˆ1,zˆ2,zˆ3)) ◦ (β(zˆ1,zˆ2) ⊗ 1) ◦ (1⊗ β(zˆ2,zˆ3)) . (B.1)
The distribution isomorphisms dl,rL are compatible with pullbacks and satisfy
dlL⊗L′ = d
l
L ◦ (1⊗ dlL′) and drL⊗L′ = drL′ ◦ (drL ⊗ 1) . (B.2)
For µ ∈ homHLBdl∇(M)(L⊗ L′, L′′ ), multilinearity yields
dlL′′ ◦ (µ⊗ 1) =
(
(µ⊗ 1)⊕ (µ⊗ 1)) ◦ dlL⊗L′ ,
drL′′ ◦ (1⊗ µ) =
(
(1⊗ µ)⊕ (1⊗ µ)) ◦ drL⊗L′ . (B.3)
These morphisms are naturally morphisms in HVBdl∇(M), that is, they preserve metrics
and connections on the respective bundles. Finally, for α ∈ homHVBdl∇(M)(E,E′ ) and
β ∈ homHVBdl∇(M)(F, F ′ ) we have
dlL ◦
(
1⊗ (α⊕ β)) = ((1⊗ α)⊕ (1⊗ β)) ◦ dlL ,
drL ◦
(
(α⊕ β)⊗ 1) = ((α⊗ 1)⊕ (β ⊗ 1)) ◦ drL . (B.4)
By repeatedly applying these identities we then readily verify (B.1) as
drL2,(zˆ1,zˆ3)
◦ β(zˆ1,zˆ3) ◦ (µ1,(zˆ1,zˆ2,zˆ3) ⊗ 1) ◦
(
dlL1,(zˆ1,zˆ2)⊗L1,(zˆ2,zˆ3)
)−1
=
(
α(zˆ1,zˆ3) ⊕ α′(zˆ1,zˆ3)
) ◦ dlL1,(zˆ1,zˆ3) ◦ (µ1,(zˆ1,zˆ2,zˆ3) ⊗ 1) ◦ (dlL1,(zˆ1,zˆ2)⊗L1,(zˆ2,zˆ3))−1
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=
(
α(zˆ1,zˆ3) ⊕ α′(zˆ1,zˆ3)
) ◦ ((µ1,(zˆ1,zˆ2,zˆ3) ⊗ 1)⊕ (µ1,(zˆ1,zˆ2,zˆ3) ⊗ 1))
=
(
(1⊗ µ2,(zˆ1,zˆ2,zˆ3))⊕ (1⊗ µ2,(zˆ1,zˆ2,zˆ3))
) ◦ ((α(zˆ1,zˆ2) ⊗ 1)⊕ (α′(zˆ1,zˆ2) ⊗ 1))
◦ ((1⊗ α(zˆ2,zˆ3))⊕ (1⊗ α′(zˆ2,zˆ3)))
= drL2,(zˆ1,zˆ3)
◦ (1⊗ µ2,(zˆ1,zˆ2,zˆ3)) ◦ (β(zˆ1,zˆ2) ⊗ 1) ◦ (1⊗ β(zˆ2,zˆ3))
◦ (dlL1,(zˆ1,zˆ2)⊗L1,(zˆ2,zˆ3))−1 . (B.5)
Next we turn to the sum of 2-morphisms. Let
(φ, idZˆ) ∈ 2homLBGrb∇(M)
(
(E,α, gE ,∇E , BE , ζZ), (E′, α′, gE′ ,∇E′ , BE′ , ζZ′)
)
,
(ψ, idXˆ) ∈ 2homLBGrb∇(M)
(
(F, β, gF ,∇F , BF , ζX), (F ′, β′, gF ′ ,∇F ′ , BF ′ , ζX′)
) (B.6)
be two 2-morphisms in LBGrb∇(M). By Proposition A.4 these choices cover all possible
2-morphisms between these 1-morphisms. We define the direct sum of these 2-morphisms
over W = Zˆ×Y12Xˆ = Z×Y12Z ′×Y12X×Y12X ′ by setting (φ, idZˆ)⊕(ψ, idXˆ) :=
(
χ, idZˆ×Y12Xˆ
)
with
χ(zˆ1,zˆ2,xˆ1,xˆ2) = φ(zˆ1,zˆ2) ⊕ ψ(xˆ1,xˆ2) : Ezˆ1 ⊕ Fxˆ1 −→ E′zˆ2 ⊕ F ′xˆ2 . (B.7)
It satisfies the compatibility condition (4.25) for 2-morphisms as one readily verifies. This
definition of the sum of 2-morphisms involves only tensor products, direct sums and com-
position of morphisms, so that it is strictly associative. All the morphisms and operations
involved in this construction are compatible with connections, whence the direct sum of
2-morphisms is 2homLBGrb∇(M)-valued as required. Moreover, any other representative of
a 2-morphism of this form is a pullback of a representative of the above form along a sur-
jective submersion (e.g. W → Zˆ) according to Proposition A.4. All the elements involved
in the definition of the direct sum of 2-morphisms as above are compatible with pullbacks,
whence we can straightforwardly generalise this definition to generic representatives of
2-morphisms.
Finally, for the identity 2-morphisms we consider the following commutative diagram
over Zˆ×Y12Zˆ:
Ezˆ1 ⊕ Fzˆ1

idEzˆ1⊕Fzˆ1 // Ezˆ1 ⊕ Fzˆ1

(Ezˆ1 ⊕ Fzˆ1)⊗ L2,(zˆ1,zˆ2)

// (Ezˆ1 ⊗ L2,(zˆ1,zˆ2))⊕ (Fzˆ1 ⊗ L2,(zˆ1,zˆ2))

L1,(zˆ1,zˆ2) ⊗ (Ezˆ2 ⊕ Fzˆ2)

// (L1,(zˆ1,zˆ2) ⊗ Ezˆ2)⊕ (L1,(zˆ1,zˆ2) ⊗ Fzˆ2)

Ezˆ2 ⊕ Fzˆ2 idEzˆ1⊕Fzˆ1
// Ezˆ2 ⊕ Fzˆ2
(B.8)
The inner two horizontal morphisms are distribution isomorphisms for the pullbacks of Li
or the trivial bundle of rank 1, respectively. In the top two vertical morphisms we have the
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action of t−1µ2 , while in the bottom two vertical morphisms that of tµ1 appears. In order to
obtain the respective d(E,α) as the vertical compositions, the middle two vertical morphisms
are given by the respective sums. By definition the middle square is commutative; the outer
ones are commutative by the properties of the distribution morphisms spelled out above.
This yields
d(E,α)⊕(F,β) = d(E,α) ⊕ d(F,β) , (B.9)
which completes the proof of functoriality.
(2): Let us now address the distributivity of the tensor product over the direct sum. For
this, we introduce a third morphism of bundle gerbes (F, β, gF ,∇F , ζU ) : L3 → L4. We
need to find a 2-isomorphism (dlF,E,E′ , ω
W ) between
(F, β, ζU )⊗ ((E,α, ζZ)⊕ (E′, α′, ζZ′)) (B.10)
and (
(F, β, ζU )⊗ (E,α, ζZ))⊕ ((F, β, ζU )⊗ (E′, α′, ζZ′)) , (B.11)
which are given by vector bundles over U×M (Z×Y12Z ′ ) and (U×MZ)×Y1234(U×MZ ′ ),
respectively. The simplest choice of surjective submersion is given by ωW = idW for
W =
(
U×M (Z×Y12Z ′ )
)×Y1234((U×MZ)×Y1234(U×MZ ′ ))
∼= (U×Y34U×Y34U)×M((Z×Y12Z)×Y12(Z ′×Y12Z ′ )) , (B.12)
which by Proposition A.4 can be made without loss of generality. We now define
dlF,E,E′ :=
(
(d(F,β) ⊗ d(E,α))⊕ (d(F,β) ⊗ d(E′,α′ ))
) ◦ dlF , (B.13)
with the evident pullbacks suppressed. We need to verify that this isomorphism of vector
bundles satisfies (4.25), making it a 2-isomorphism. We readily compute
dlF,E,E′◦
(
β ⊗ (α⊕ α′ ))
=
(
(d(F,β) ⊗ d(E,α))⊕ (d(F,β) ⊗ d(E′,α′ ))
) ◦ dlF ◦ (β ⊗ (α⊕ α′ ))
=
(
(d(F,β) ⊗ d(E,α))⊕ (d(F,β) ⊗ d(E′,α′ ))
) ◦ ((β ⊗ α)⊕ (β ⊗ α′ )) ◦ dlF
=
(
(β ⊗ α)⊕ (β ⊗ α′ )) ◦ ((d(F,β) ⊗ d(E,α))⊕ (d(F,β) ⊗ d(E′,α′ ))) ◦ dlF
=
(
(β ⊗ α)⊕ (β ⊗ α′ )) ◦ dlF,E,E′ ,
(B.14)
again with all pullbacks suppressed. Analogously we define drE,E′,F .
It remains to show that dlF,E,E′ is a natural transformation. Consider additional mor-
phisms (G, η, ζX), (G′, η′, ζX′) : L1 → L2 and (H, ρ, ζV ) : L3 → L4 of line bundle gerbes.
Let (φ, idU×Y34V ) : (F, β, ζ
U ) → (H, ρ, ζV ), (ψ, idZ×Y12X) : (E,α, ζZ) → (G, η, ζX), and
(ψ′, idZ′×Y12X′) : (E
′, α′, ζZ′) → (G′, η′, ζX′) be 2-morphisms in LBGrb∇(M). We then
need to show that
dlH,G,G′ ◦
(
φ⊗ (ψ ⊕ ψ′ )) = ((φ⊗ ψ)⊕ (φ⊗ ψ′ )) ◦ dlF,E,E′ . (B.15)
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Again the dlH part of d
l
H,G,G′ can be readily pulled through φ⊗ (ψ ⊕ ψ′ ), leaving us with(
(d(H,β) ⊗ d(G,α))⊕
(
d(H,β) ⊗ d(G′,α′ ))
) ◦ ((φ⊗ ψ)⊕ (φ⊗ ψ′ )) ◦ dlF . (B.16)
Applying Lemma A.3, we simplify this to
(
(φ ⊗ ψ) ⊕ (φ ⊗ ψ′ )) ◦ dlF,E,E′ . This completes
the proof of Theorem 4.26.
C Transgression of forms to mapping spaces
Here we summarise some statements concerning the transgression of differential forms from
a manifold M to mapping spaces over M . Let Σ be a smooth manifold of dimension d and
denote by C∞(Σ,M) = (Σ→M) its mapping space into M . These mapping spaces carry
the structure of a Fre´chet manifold, but we can also work in the category of diffeological
spaces.
We start by investigating the tangent bundle of (Σ→M), cf. e.g. [91]. A tangent vector
to a map f : Σ→M is an infinitesimal displacement of the point f in (Σ→M); that is, it
is an infinitesimal deformation of the map and therefore corresponds to an assignment of
a tangent vector X|f(σ) ∈ Tf(σ)M to every σ ∈ Σ. Thus33
Tf (Σ→M) = Γ(Σ, f∗TM) . (C.1)
A section X of the pullback bundle can be equivalently described by a lift X˜ of f to TM ;
that is, pi ◦ X˜ = f where pi : TM → M is the projection to the base. This is summarised
in the commutative diagram
f∗TM
fˆ //
f∗pi

TM
pi

Σ
X
OO
f
//
X˜
;;
M
(C.2)
The total tangent space is then T (Σ→M) = ⋃f Tf (Σ→M). An element X˜ ∈ (Σ→TM)
can be regarded as a tangent vector at f = pi ◦ X˜, which yields an isomorphism
T (Σ→M) ∼= (Σ→TM) . (C.3)
There is a double fibration
Σ× (Σ→M)
ev
yy
pr
&&
M (Σ→M)
(C.4)
where ev(σ, f) := f(σ) and pr(σ, f) := f . The transgression of a differential form ω ∈
Ωp(M) is now obtained by first pulling back ω from M to the correspondence space Σ ×
(Σ→M), and then using integration over Σ as a pushforward of ω to the mapping space
(Σ→M).
33If one considers based maps, the deformation of f at a basepoint σ0 has to vanish in order to preserve
the based property.
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Definition C.1 The transgression of a p-form ω on M to (Σ→M) is defined by its eval-
uation on tangent vectors X1, . . . , Xp−d to the mapping space at a point f as
T (ω)|f (X1, . . . , Xp−d) :=
∫
Σ
f∗
(
ιXp−d · · · ιX1ω
)
. (C.5)
In (C.5) we made use of the isomorphism (C.3).
Example C.2 Let Σ = [0, 1] = I, τ a coordinate on the interval, and γ : I → M a based
path in M . Then
T (ω)|γ(X1, . . . , Xp−1) =
∫
I
γ∗
(
ιXp−1 · · · ιX1ω
)
=
∫
I
dτ ω|γ(τ)
(
X1(τ), . . . , Xp−1(τ), γ˙(τ)
)
.
(C.6)
This is indeed multilinear on vector fields, since a function on the mapping space is constant
on every individual map. 
Evidently, we have the following statement.
Proposition C.3 Transgression defines a morphism of vector spaces
T : Ωp(M) −→ Ωp−d(Σ→M) . (C.7)
A more involved property is compatibility with the exterior and Lie derivatives, which
we will explore in the following. As done e.g. in [87, Lemma 3], we can use the global
definition of the exterior derivative
d T (ω)(X0, . . . , Xp−d)
:=
p−d∑
i=0
(−1)i £Xi T (ω)
(
X0, . . . , X̂i, . . . , Xp−d
)
+
∑
0≤i<j≤p−d
(−1)i+j T (ω)([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp−d) ,
(C.8)
where the hats indicate omitted slots, but for this we have to extend the tangent vectors
to local vector fields. Our extension will be different from that of [87, Lemma 3].
There exists a natural pullback of vector fields on M to vector fields on (Σ→M) given
by evaluating a vector field on the image of each f ∈ (Σ→M). Since sections of vector
bundles form soft sheaves, this pullback is surjective onto Tf (Σ→M) whenever f is an
embedding with closed image. This enables us to investigate the geometry of the mapping
space in terms of the geometry of M .
However, points f in our mapping spaces are not necessarily embeddings, and the
pullback construction does not even yield all tangent vectors to the mapping space at a
given point. Generic vector fields on (Σ→M) do not even locally correspond to vector
fields on M . For example, let t 7→ ft be a curve in (Σ→M) through f such that at some
σ ∈ Σ the family ft(σ) is constant, that is, ft(σ) = f(σ) for all t; then any vector field on
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(Σ→M) whose value at ft(σ) is not constant does not even induce a local vector field on
M around f(σ).
A way around these injectivity problems is to replace maps f ∈ (Σ→M) by their graphs
Gf : Σ −→ Σ×M, Gf(σ) = (σ, f(σ)) , (C.9)
which are always embeddings as well as sections of prΣ : Σ×M → Σ; that is, G is a map
G : (Σ→M) −→ Γ(Σ,Σ×M) . (C.10)
Moreover, the vertical tangent bundle T ver(Σ×M) coincides with the pullback of f∗TM
along prΣ.
Consider a tangent vector X ∈ Tf (Σ→M) = Γ(Σ, f∗TM) at a point f , that is, a
smooth assignment X(σ) ∈ Tf(σ)M to every σ ∈ Σ. This in turn is equivalent to a vertical
vector field GX ∈ Γ(Gf(Σ), T ver(Σ×M)) living on the image of Gf in Σ×M . Thus
generic sections of the vertical tangent bundle yield vector fields on (Σ→M),
G
∗ : Γ
(
Σ×M,T ver(Σ×M)) −→ Γ((Σ→M), T (Σ→M)), X 7−→ G∗X , (C.11)
where over each point f ∈ (Σ→M) the map G∗ is the restriction to the image of Gf .
Smoothness of the resulting vector field follows from smoothness of the vector field on
Σ×M .
If Σ is compact, the image Gf(Σ) of Σ under every Gf is closed in Σ×M . Given
a tangent vector X ∈ Tf (Σ→M) encoded as a vertical vector field over Gf(Σ), we can
extend it to a global vertical vector field over Σ×M by softness of the sheaf of sections
of the vertical tangent bundle and we find the desired extension of a tangent vector to a
vector field.
The pullback vector fields G∗X have further properties related to those of X which
we will find useful in our computations. We briefly summarise them in the following three
lemmas.
Lemma C.4 Let X,Y ∈ Γ(Σ×M,T ver(Σ×M)). We denote the flow of the vector field X
by t 7→ ΦXt ∈ Diff(Σ×M).
(1) The flows of X and G∗X are related via
GΦG
∗X
t (f) = Φ
X
t (Gf) , (C.12)
that is,
(
GΦG
∗X
t (f)
)
(σ) = ΦXt
(
Gf(σ)
)
for all f ∈ (Σ→M) and σ ∈ Σ.
(2) The flow of a pullback vector field acts on another pullback vector field as
ΦG
∗X
t∗|f (G
∗Y|f ) = G∗
(
ΦXt∗ Y
)
|ΦG∗Xt (f) . (C.13)
(3) The map G∗ is a homomorphism of Lie algebras[
G
∗X,G∗Y
]
Tf (Σ→M) =
(
G
∗[X,Y ]T ver(Σ×M)
)
|f = G
∗
|f [X,Y ]T ver(Σ×M) . (C.14)
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Proof. (1): This is the definition of the flow of a vector field on (Σ→M): Every point f(σ)
flows along the tangent vector X(σ) at f(σ). This only requires extensions of X(σ) for
fixed σ ∈ Σ to a local vector field on M .
(2): Let s 7→ Γs be a curve in (Σ→M) through f with tangent vector at s = 0 given by
d
ds |0Γs = G
∗Y|f , or equivalently dds |0GΓs(σ) = Y|f(σ). Then we use item (1) to compute(
ΦG
∗X
t∗ (G
∗Y )|f
)
(σ) =
d
ds |0
ΦG
∗X
t ◦ Γs(σ)
=
d
ds |0
prM ◦ ΦXt ◦GΓs(σ)
= prM∗Φ
X
t∗(Y|f(σ))
= G∗
(
ΦXt∗ Y
)
|ΦG∗Xt (f) (σ) .
(C.15)
(3): This follows from differentiating the result of item (2) with respect to t and then
evaluating at t = 0.
Lemma C.5 The transgression of a form ω ∈ Ωp(M) contracts with tangent vectors of
the above type according to
T (ω)|f
(
G
∗X1, . . . ,G∗Xp−d
)
=
∫
Σ
(Gf)∗
(
ιXp−d · · · ιX1 pr∗Mω
)
, (C.16)
where X1, . . . , Xp−d ∈ Γ(Σ×M,T ver(Σ×M)) and prM : Σ×M →M is the projection.
Proof. This follows by direct computation.
Lemma C.6 Let X0, . . . , Xn be vector fields on a manifold M . For any ω ∈ Ωp(M) with
p ≥ n+ 1,
ιXn · · · ιX0 dω + (−1)n d ιXn · · · ιX0ω
=
n∑
i=0
(−1)i £Xi ιXn · · · ι̂Xi · · · ιX0ω
+
∑
0≤i<j≤n
(−1)i+j ιXn · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ]ω .
(C.17)
Proof. The proof is by induction. For n = 0 the identity collapses to the Cartan formula for
the Lie derivative £X = d ιX + ιX d. Using the induction hypothesis and [£X , ιY ] = ι[X,Y ]
for X,Y ∈ Γ(M,TM), we readily compute
d ιXn+1 · · · ιX0ω = £Xn+1 ιXn · · · ιX0ω − ιXn+1 d ιXn · · · ιX0ω
= £Xn+1 ιXn · · · ιX0ω
−
n∑
i=0
(−1)n+i ιXn+1 £Xi ιXn · · · ι̂Xi · · · ιX0ω
−
∑
0≤i<j≤n
(−1)n+i+j ιXn+1 · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ]ω
+ (−1)n+2 ιXn+1 · · · ιX0 dω
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=
n+1∑
i=0
(−1)n+1+i £Xi ιXn+1 · · · ι̂Xi · · · ιX0ω
+
∑
0≤i<j≤n+1
(−1)n+1+i+j ιXn+1 · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ]ω
+ (−1)n+2 ιXn+1 · · · ιX0 dω , (C.18)
as required.
In particular, we recover the coordinate-free expression for the exterior derivative dω
of ω ∈ Ωn+1(M).
We are now in a position to compute the derivative of a transgressed form on the
mapping space.
Proposition C.7 Let ω ∈ Ωp(M) be a p-form on M , and Σ a compact d-dimensional
manifold. The derivative of the transgression of ω on the mapping space (Σ→M) reads as
d T (ω)|f
(
G
∗X0, . . . ,G∗Xp−d
)
= (−1)p−d
∫
∂Σ
(G ∂f)∗
(
ιXp−d · · · ιX0 pr∗Mω
)
+ T (dω)|f
(
G
∗X0, . . . ,G∗Xp−d
)
,
(C.19)
where X0, . . . , Xp−d ∈ Γ(Σ×M,T ver(Σ×M)) and we use the notation ∂f = f|∂Σ.
Proof. Using the coordinate-free definition of the exterior derivative and Lemma C.5, the
proof amounts to a straightforward computation
d T (ω)|f
(
G
∗X0, . . . ,G∗Xp−d
)
=
p−d∑
i=0
(−1)i £G∗Xi T (ω)|f
(
G
∗X0, . . . , Ĝ∗Xi, . . . ,G∗Xp−d
)
+
∑
0≤i<j≤p−d
(−1)i+j T (ω)|f
(
[G∗Xi,G∗Xj ],G∗X0, . . . , Ĝ∗Xi, . . . , Ĝ∗Xj , . . . ,G∗Xp−d
)
=
p−d∑
i=0
(−1)i £G∗Xi
∫
Σ
(Gf)∗
(
ιXp−d · · · ι̂Xi · · · ιX0 pr∗Mω
)
+
∑
0≤i<j≤p−d
(−1)i+j
∫
Σ
(Gf)∗
(
ιXp−d · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ] pr∗Mω
)
=
p−d∑
i=0
(−1)i d
dt |0
∫
Σ
ΦG
∗Xi
t (f)
∗(ιXp−d · · · ι̂Xi · · · ιX0 pr∗Mω)
+
∑
0≤i<j≤p−d
(−1)i+j
∫
Σ
(Gf)∗
(
ιXp−d · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ] pr∗Mω
)
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=p−d∑
i=0
(−1)i
∫
Σ
(Gf)∗
(
£Xi ιXp−d · · · ι̂Xi · · · ιX0 pr∗Mω
)
+
∑
0≤i<j≤p−d
(−1)i+j
∫
Σ
(Gf)∗
(
ιXp−d · · · ι̂Xj · · · ι̂Xi · · · ιX0 ι[Xi,Xj ] pr∗Mω
)
= (−1)p−d
∫
Σ
(Gf)∗
(
d ιXp−d · · · ιX0 pr∗Mω
)
+
∫
Σ
(Gf)∗
(
ιXp−d · · · ιX0 pr∗M dω
)
= (−1)p−d
∫
∂Σ
(G ∂f)∗
(
ιXp−d · · · ιX0 pr∗Mω
)
+
∫
Σ
(Gf)∗
(
ιXp−d · · · ιX0 pr∗M dω
)
. (C.20)
Comparing this with Lemma C.5 yields the required identity.
Remark C.8 The first term on the right-hand side of (C.19) can be regarded as a trans-
gression to the mapping space (∂Σ→M); in the following we denote it by T∂ . With this
notation (C.19) reads
d ◦ T = T ◦ d + (−1)deg−d ∂∗ ◦ T∂ , (C.21)
where ∂ : (Σ→M)→ (∂Σ→M) is the map f 7→ f|∂Σ. 
Corollary C.9 If Σ is closed, then transgression is a chain map inducing a pushforward
map of degree −d on the de Rham complexes and therefore on de Rham cohomology,
T : HpdR(M) −→ Hp−ddR (Σ→M) , [ω] 7−→ [T (ω)] . (C.22)
We can now compute the Lie derivative of a transgressed form from the Cartan formula
£X = d ιX + ιX d. For a vertical vector field pr
∗
MX ∈ Γ(Σ×M,T ver(Σ×M)) which is
constant along the Σ-fibres, that is, which is the pullback along prM of a vector field X on
M , we have
ιG∗(pr∗MX) T (ω)|f
(
G
∗X1, . . . ,G∗Xp−d−1
)
= T (ω)|f
(
G
∗(pr∗MX),G
∗X1, . . . ,G∗Xp−d−1
)
=
∫
Σ
(Gf)∗
(
ιXp−d−1 · · · ιX1 ιpr∗MX pr∗M ω
)
= T (ιXω)|f
(
G
∗X1, . . . ,G∗Xp−d−1
)
.
(C.23)
Therefore by using Proposition C.7 we find
d ιG∗(pr∗MX) T (ω) = (−1)
p−1−d T∂ (ιXω) + T (d ιXω) . (C.24)
On the other hand, one has
ιG∗(pr∗MX) d T (ω) = ιG∗(pr∗MX)
(
(−1)p−d T∂(ω) + T (dω)
)
= (−1)p−d T∂ (ιXω) + T (ιX dω) .
(C.25)
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Adding both contributions, we arrive at
£G∗(pr∗MX) T (ω) = T (£Xω) . (C.26)
It is tempting to ask for an extension of this identity to more general vector fields on
the mapping space (Σ→M). However, the term on the right-hand side of (C.26) is sensible
if and only if X is a globally well-defined vector field on M . From this we infer that such
a generalisation is not possible. This is a consequence of the problem mentioned before
that vector fields on the mapping space do not generally correspond even locally to vector
fields on the original manifold M . Nevertheless, the identity (C.26) is sufficient for all our
purposes in the present paper.
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