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FIBERS OF MULTI-GRADED RATIONAL MAPS AND
ORTHOGONAL PROJECTION ONTO RATIONAL SURFACES
NICOLA´S BOTBOL, LAURENT BUSE´, MARC CHARDIN, AND FATMANUR YILDIRIM
Abstract. We contribute a new algebraic method for computing the orthog-
onal projections of a point onto a rational algebraic surface embedded in the
three dimensional projective space. This problem is first turned into the com-
putation of the finite fibers of a generically finite dominant rational map: a
congruence of normal lines to the rational surface. Then, an in-depth study
of certain syzygy modules associated to such a congruence is presented and
applied to build elimination matrices that provide universal representations of
its finite fibers, under some genericity assumptions. These matrices depend
linearly in the variables of the three dimensional space and the orthogonal
projections of a point can be approximately computed from them by means of
eigenvalue and eigenvector numerical calculations.
1. Introduction
The computation of the orthogonal projec-
tion of points onto rational algebraic curves
and surfaces has attracted a lot of interest, no-
tably in the field of geometric modeling where
Be´zier curves and surfaces are intensively used
(see Figure 1). Various types of practical al-
gorithms to solve this problem have been pro-
posed, most of them based on iterative sub-
division methods [22]. In this paper, we in-
troduce a new approach, based on algebraic
methods and elimination matrices, to orthog-
onally project a point onto a rational algebraic
Figure 1. Orthogonal projections of a
point onto a bi-quadratic rational tensor-
product Be´zier surface patch.
surface in P3. Starting with a bivariate parameterization φ of a rational surface
S ⊂ R3, we consider a congruence of normal lines to S, which is a trivariate
parameterization. After homogenization of this congruence, denoted by Ψ, the
syzygies of the ideal generated by the defining polynomials of Ψ are used to build
a family of matrices defined over P3. These matrices have the interesting property
that their cokernels at a given point p ∈ P3 are in close relation with the pre-
images of p via Ψ, hence with the orthogonal projections of p. Indeed, above a
certain threshold, the dimension of the cokernels of these matrices evaluated at p
are equal to the Hilbert polynomial of the fiber of p and any of their basis can be
used to compute the pre-images of p via Ψ.
Algebraic methods to orthogonally project points onto rational algebraic sur-
faces already appeared in the literature [24, 15], including by means of congruence
of normal lines [28, 29], but they are facing computational efficiency problems very
quickly as the defining degree of surface parameterizations is increasing, because
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of the intrinsic complexity of the problem. A good measure of this complexity is
provided by the Euclidian distance degree introduced in [15] (see also [21]); for
instance, in general a point has 94 orthogonal projections onto a rational bi-cubic
surface (a surface in P3 parameterized over P1 × P1 by bi-homogeneous polyno-
mials of bi-degree (3, 3)). In order to push these limits, our approach introduces
a preprocessing step in which an elimination matrix dedicated to a given rational
surface, and depending linearly in the space coordinates, is generated. The effective
computation of the orthogonal projections of a point p on this surface is then highly
accelerated since it consists in the instantiation of this elimination matrix at p and
the use of fast and robust numerical linear algebra methods, such as singular value
decompositions, eigenvalue and eigenvector numerical calculations.
The methodology we develop in this paper is based on matrix representations of
rational maps and their fibers. These representations have already been studied in
various settings, see e.g. [1, 2, 3, 4, 11, 9, 8, 7, 26, 27]. Roughly, they correspond
to a presentation matrix of certain graded slices of the symmetric algebra of the
ideal I generated by the defining equations of the map under consideration. The
determination of the appropriate graded slices is the main difficulty in this approach
and it requires a thorough analysis of the syzygy modules of I. In this paper, guided
by our application to orthogonal projection onto rational surfaces, we consider
trivariate maps whose source space is either equal to P2×P1, a bi-graded algebraic
structure, or P1 × P1 × P1, a tri-graded algebraic structure. In addition we also
need to consider maps that have a one-dimensional base locus, because general
congruences of normal lines to rational surfaces have positive dimensional base loci.
This latter requirement is definitely the more challenging one. As far as we known,
all the previous published related works considered rational maps with a base locus
of dimension at most zero, i.e. the base locus consists in finitely many points or is
empty. Our main results are Theorem 7 and Theorem 8. They provide the expected
matrix representations under some assumptions on the curve component of the
base locus, namely either being globally generated by three linear combinations
of the four defining equations of I up to saturation, or either being a complete
intersection. Coming back to our application, these theorems provide the theoretical
foundations of a new methodology for computing orthogonal projections onto a
rational algebraic surface.
The paper is organized as follows. In Section 2 we introduce congruences of
normal lines to a rational surface and explain why it is useful for computing or-
thogonal projections of points. Then, in Section 3 the matrix representations of
these congruences of normal lines are defined and the main results of this paper
are stated. Their proof requires a fine analysis of the vanishing of certain local
cohomology modules which is presented in Section 4. In Section 5 we give some
technical results on global sections of curves in a product of projective spaces in
order to shed light on some assumptions that appear in Theorem 7 and Theorem 8.
Finally, Section 6 is devoted to the description of an algorithm for computing the
orthogonal projections of a point onto a rational surface which is parameterized by
either P2 (triangular surface) or P1 × P1 (tensor-product surface).
2. Congruence of normal lines to a rational surface
In this section, we introduce congruences of normal lines to a rational surface
S, i.e. parameterizations of the 2-dimensional family of normal lines to S. Given a
point p in space, it allows us to translate the computation of the orthogonal projec-
tions of p onto S as the computation of the pre-images of p via these congruences.
In order to use algebraic methods, in particular elimination techniques, we first
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describe the homogenization of these congruence maps, as well as their base loci,
for two classes of rational surfaces that are widely used in CAGD: triangular and
tensor-product rational surfaces.
2.1. Congruences of normal lines. We suppose given the following affine pa-
rameterization of a rational surface S in the three dimensional space
(1)
φ : R2 99K R3
(u, v) 7−→
(
f1(u,v)
f0(u,v)
, f2(u,v)f0(u,v) ,
f3(u,v)
f0(u,v)
)
where f0, f1, f2, f3 are polynomials in the variables u, v. At each nonsingular point
p on S one can define a normal line which is the line through p spanned by a normal
vector ∇(p) to the tangent plane to S at p. The congruence of normal lines to S is
then the rational map
(2)
ψ : R3 99K R3
(u, v, t) 7→ φ(u, v) + t∇(φ(u, v)).
The parameterization φ being given, there are many ways to formulate explicitly the
above parameterization, depending on the choice of the expression of ∇(φ(u, v)).
The more commonly used one is the cross product of the two vectors ∂φ/∂u and
∂φ/∂v that are linearly independent at almost all points in the image of φ. Thus,
we get
ψ(u, v, t) = φ(u, v) + t · ∂φ
∂u
∧ ∂φ
∂v
(u, v).
Nevertheless, with the following example we emphasize that depending on φ, a
more specific and simple (for instance in terms of degree) expression of ψ may be
used.
Example 1. The unit sphere can be parameterized by
φ(u, v) =
(
2u
1 + u2 + v2
,
2v
1 + u2 + v2
,
−1 + u2 + v2
1 + u2 + v2
)
.
Since φ(u, v) is also a normal vector to the unit sphere at the point φ(u, v), a simpler
expression than (2) for the congruence of normal lines is ψ(u, v, t) = tφ(u, v).
The main interest of the congruence of normal lines is that it allows to translate
the computation of orthogonal projection onto the surface S as an inversion prob-
lem. More precisely, given a point p ∈ R3, its orthogonal projection on S can be
obtained from its pre-images via ψ. Indeed, if φ(u0, v0) is an orthogonal projection
of p on S for some parameters (u0, v0) ∈ R2, then that means that p belongs to
the normal line to S at the point φ(u0, v0). Therefore, there exists t0 such that the
point (u0, v0, t0) ∈ R3 is a pre-image of p via ψ.
In general, the computation of the orthogonal projection of a point onto a ra-
tional surface is a difficult and computationally expensive task. A measure of its
complexity is given by the expected number of orthogonal projections of a gen-
eral point p. This number is called the Euclidian distance degree of the surface;
it has been introduced and carefully studied in [15] (see also [21]). In Table 1 the
Euclidian distance degree of surfaces we will consider in this paper are recalled.
2.2. Homogenization to projective spaces. The geometric approach we pro-
pose for computing orthogonal projection of points onto a rational surface via the
“fibers” of the corresponding congruence of normal lines relies on algebraic methods
that require to work in an homogeneous setting. Thus, it is necessary to homogenize
the parameterizations φ and ψ defined by (1) and (2) respectively.
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Regarding the homogenization of the map φ, the canonical choice is to homog-
enize its source to the projective plane P2, but there are other possible choices de-
pending on the support of the polynomial fi. We will focus on the two main classes
of rational surfaces that are used in Computer-Aided Geometric Design (CAGD).
The first class is called the class of rational triangular surfaces. It corresponds to
polynomials of the form
fk(u, v) =
∑
06i,j, i+j6d
ck,i,ju
ivj , k = 0, . . . , 3
where d is a given positive integer, the degree of the polynomials fk(u, v). The
canonical homogenization of the map φ is then of the form
Φ : P2 99K P3
(w : u : v) 7→ (F0 : F1 : F2 : F3)
where the Fi’s are homogeneous polynomials in R[u, v, w] of degree d.
The second class of rational surfaces is called the class of rational tensor-product
surfaces. It corresponds to polynomials of the form
fk(u, v) =
∑
06i6d1, 06i6d2
ck,i,ju
ivj , k = 0, . . . , 3
where (d1, d2) is a couple of positive integers, the bi-degree of the polynomials
fk(u, v). In this case, the canonical homogenization of the map φ is of the form
Φ : P1 × P1 99K P3
(u : u)× (v : v) 7→ (F0 : F1 : F2 : F3)
where the Fi’s are here bi-homogeneous polynomials in R[u, u; v, v] of bi-degree
(d1, d2).
From now on we set the following notation. The map Φ is a rational map from
the projective variety X to P3, where X stands either for P2 or P1×P1. Thus, when
we will use the notion of degree over X, it has to be understood with respect to these
two possibilities, i.e. either the single grading of P2 or the bi-grading of P1 × P1.
The homogeneous polynomials F0, F1, F2, F3 defining the map Φ are homogeneous
polynomials in the coordinate ring of X of degree d, this latter being either a
positive integer or a couple of positive integers, depending on X.
For the sake of completeness, we recall from [15] the Euclidian distance degree
of Φ In Table 1. As we already mentioned, it is closely related to our problem.
Triangular surface Tensor-product surface
Non-Rational (2d− 1)2 8d1d2 − 2(d1 + d2) + 1
Rational 7d2 − 9d+ 3 14d1d2 − 6(d1 + d2) + 4
Table 1. Euclidean distance degree of non-rational and rational tri-
angular surfaces, respectively tensor-product surfaces, of degree d > 1,
respectively (d1, d2) > (1, 1).
Once the choice of homogenization of Φ from X to P3 is done, it is natural to
homogenize ψ as a rational map from X × P1 to P3, which means geometrically
that the congruence of normal lines to the surface is seen as a family of projective
lines parameterized by X. This map is hence of the form
Ψ : X × P1 99K P3(3)
ξ × (t : t) 7→ (Ψ0 : Ψ1 : Ψ2 : Ψ3)
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where the polynomials Ψi’s are bi-graded: they are graded with respect to X and
to P1. Observe that these polynomials are actually linear forms with respect to P1.
2.3. Explicit homogeneous parameterizations. To describe the rational map
Ψ more explicitly, we need to consider projective tangent planes to the surface S
and projective lines that are orthogonal to them.
Let ξ ∈ X and p = Φ(ξ) be a smooth point on S ⊂ P3. An equation of the
projective tangent space to S at p, denoted TpS, can be obtained from the Jacobian
matrix of the polynomials F0, F1, F2, F3 (see [19, Chapter 14]). If X = P2, then
this equation is given by∣∣∣∣∣∣∣∣
∂uF0 ∂uF1 ∂uF2 ∂uF3
∂vF0 ∂vF1 ∂vF2 ∂vF3
∂wF0 ∂wF1 ∂wF2 ∂wF3
x0 x1 x2 x3
∣∣∣∣∣∣∣∣ = x0∆0(ξ) + x1∆1(ξ) + x2∆2(ξ) + x3∆3(ξ) = 0.
Observe that the signed minors ∆i(u, v, w) are homogeneous polynomials of degree
D := 3(d−1), as the Fi’s are supposed to be of degree d. Similarly, If X = P1×P1,
then an equation of TpS is given by the vanishing of the determinant∣∣∣∣∣∣∣∣
∂uF0 ∂uF1 ∂uF2 ∂uF3
∂uF0 ∂uF1 ∂uF2 ∂uF3
∂vF0 ∂vF1 ∂vF2 ∂vF3
x0 x1 x2 x3
∣∣∣∣∣∣∣∣ = 0.
Compared to the previous case, there is here a redundancy because two Euler
equalities hold, one with respect to (u, u) and the other with respect to (v, v).
Actually, this redundancy implies that the above determinant vanishes if v = 0.
Therefore, an equation of TpS is given by the formula
(4)∣∣∣∣∣∣∣∣
∂uF0 ∂uF1 ∂uF2 ∂uF3
∂uF0 ∂uF1 ∂uF2 ∂uF3
∂vF0 ∂vF1 ∂vF2 ∂vF3
x0 x1 x2 x3
∣∣∣∣∣∣∣∣ = v(x0∆0(ξ) + x1∆1(ξ) + x2∆2(ξ) + x3∆3(ξ)) = 0
where the signed (and reduced) minors ∆i(u, u; v, v) are bi-homogeneous polyno-
mials of bi-degree D := (3d1 − 2, 3d2 − 2).
Now, to characterize normal lines to S we will use the following property.
Lemma 1. Let H be a hyperplane in P3 of equation a0x0 +a1x1 +a2x2 +a3x3 = 0
and L be a line in P3 that are not contained in the hyperplane at infinity V (x0) ⊂ P3.
Then, L is orthogonal to H, in the sense that their restrictions to the affine space
P3 \V (x0) are orthogonal, if and only if the projective point (0 : a1 : a2 : a3) belongs
to L.
Proof. Let H1, H2 be two hyperplanes of equations
∑3
i=0 αixi = 0 and
∑3
i=0 βixi =
0 respectively, and suppose that their intersection is exactly the line L. After
restriction to the affine space P3 \ V (x0), we have that the direction of L is given
by the cross product of the two vectors (α1, α2, α3) and (β1, β2, β3). Therefore, we
deduce that L is orthogonal to H if and only if the vector (a1, a2, a3) is orthogonal to
both vectors (α1, α2, α3) and (β1, β2, β3), which precisely means that the projective
point (0 : a1 : a2 : a3) belongs to the hyperplanes H1 and H2, hence to L. 
From the above property, we have two points on almost all normal lines to S,
namely the point Φ(ξ) = (F0(ξ) : F1(ξ) : F2(ξ) : F3(ξ)) and the point (0 : ∆1(ξ) :
∆2(ξ) : ∆3(ξ)). Therefore, we can derive explicit rational parameterizations of the
congruence of normal lines (3) as follows.
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If X = P2 and d > 2, we get the following parameterization for the congruence
of normal lines of a triangular rational surface
Ψ : P2 × P1 99K P3(5)
(w : u : v)× (t : t) 7→ (Ψ0 : Ψ1 : Ψ2 : Ψ3)
where
Ψ0 = tw
2d−3F0(u, v, w), Ψi = tw2d−3Fi(u, v, w) + t∆i(u, v, w), i = 1, 2, 3
are bi-homogeneous polynomials of bi-degree (3d− 3, 1) over P2 × P1.
If X = P1 × P1 and d1 > 1 and d2 > 1 we get the following parameterization for
the congruence of normal lines of a tensor-product rational surface
Ψ : P1 × P1 × P1 99K P3(6)
(u : u)× (v : v)× (t : t) 7→ (Ψ0 : Ψ1 : Ψ2 : Ψ3)
where
Ψ0 = tu
2d1−2v2d2−2F0(u, u; v, v),
Ψi = tu
2d1−2v2d2−2Fi(u, u; v, v) + t∆i(u, u; v, v), i = 1, 2, 3
are tri-homogeneous polynomials of degree (3d1 − 2, 3d2 − 2, 1) over P1 × P1 × P1.
We emphasize that the above parameterizations hold for general triangular and
tensor-product rational surfaces, so that some simplifications may appear in some
particular cases. For instance, such simplifications are obtained with the so-called
non-rational triangular and tensor-product surfaces. These surfaces are charac-
terized by the fact that their affine parameterizations in space can be given by
polynomials after de-homogenization. Equivalently, this means that the homoge-
neous polynomial F0 is independent of the variables u and v. Thus, if X = P2
then F0 = w
d and if X = P1 × P1 then F0 = ud1vd2 . Under this assumption,
the polynomials ∆1,∆2 and ∆3 have a common factor, namely w
d−1 if X = P2,
and ud1−1vd2−1 if X = P1 × P1. Therefore, this common factor propagates to
the polynomials Ψ0, . . . ,Ψ3 and hence the corresponding parameterization Ψ of
the congruence of normal lines is given by polynomials of bi-degree (2d − 2, 1) if
X = P2 and of tri-degree (2d1 − 1, 2d2 − 1, 1) if X = P1 × P1. We summarize all
these considerations in Table 2.
deg(Ψi) Triangular surface Tensor-product surface
Non-rational (2d− 2, 1) (2d1 − 1, 2d2 − 1, 1)
Rational (3d− 3, 1) (3d1 − 2, 3d2 − 2, 1)
Table 2. Degree of the parameterizations of the congruence Ψ of nor-
mal lines associated to non-rational/rational triangular/tensor-product
surfaces
2.4. Base locus. Consider the map Ψ defined by (3). Its base locus B is the
subscheme of X × P1 defined by the polynomials Ψ0,Ψ1,Ψ2,Ψ3. As we will see in
the next section, this locus is of particular importance in our syzygy-based approach
for studying the “fibers” of Ψ.
Without loss of generality, B can be assumed to be of dimension at most one
by simply removing the common factor of the polynomials Ψ0, . . . ,Ψ3, if any. It is
clear from (5) and (6) that B is always one-dimensional. In the following lemma
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we describe the curve component of B when the corresponding surface parameter-
ization Φ is sufficiently general. Below, inequalities between tuples of integers are
understood component-wise.
Lemma 2. For a general rational surface parameterization Φ, the curve component
of the base locus B of its corresponding congruence of normal lines Ψ as defined in
(5) and (6), is given by
• the ideal (w2d−3, t) if X = P2 and d > 2,
• the ideal (u2d1−2v2d2−2, t) if X = P1 × P1 × P1 and (d1, d2) > (1, 1).
Similarly, for a general non-rational surface parameterization Φ, the base locus B
of Ψ is a one-dimensional subscheme of X × P1 whose curve component is defined
by
• the ideal (wd−2, t) if X = P2 and d > 2,
• the ideal (ud1−1vd2−1, t) if X = P1 × P1 × P1 and (d1, d2) > (1, 1).
Proof. We only consider the case X = P2 and Φ rational, the other cases are similar.
By (5), we have the matrix equality(
Ψ0 Ψ1 Ψ2 Ψ3
)
=
(
tw2d−3 t
) · ( F0 F1 F2 F3
0 ∆1 ∆2 ∆3
)
so that the ideal (Ψ0, . . . ,Ψ3) : (tw
2d−3, t) is contained in the ideal generated by
Ψ0, . . . ,Ψ3 and the 2-minors of the matrix
F :=
(
F0 F1 F2 F3
0 ∆1 ∆2 ∆3
)
.
Then first row of F vanishes at base points of the surface paramaterization Φ, which
are assumed to be finitely many. For its part, the second row of F vanishes at the
singular points of the image of Φ and at the points where the tangent plane is of
equation x0 = 0; if Φ is sufficiently general then these latter points are also finitely
many. Finally, the two rows of F are proportional at finitely many points such
that F0 = 0, always assuming that Φ is sufficiently general. Therefore, we deduce
that the curve component of the ideal defined by the Ψi’s is defined by the ideal
(w2d−3, t) in P2 × P1. 
Remark 3. If X = P1×P1 and (d1, d2) = (1, 1) then there is no curve component
in the base locus B for both non-rational and rational surface parameterizations.
The same holds if X = P2 and d = 2 for non-rational surface parameterizations.
3. Fibers and matrices of syzygies
In this section, we extend our framework and suppose given an homogeneous
parameterization
Ψ : X × P1 99K P3(7)
ξ × (t : t) 7→ (Ψ0 : Ψ1 : Ψ2 : Ψ3) ,
where X stands for P2 or P1×P1 and the Ψi’s are homogeneous polynomials in the
coordinate ring of X×P1 for all i = 0, 1, 2, 3. The coordinate ring RX of X is equal
to k[u, v, w] or k[u, u; v, v], respectively, depending on X. The coordinate ring of P1
is denoted by R1 = k[t, t] and hence the coordinate ring of X×P1 is the polynomial
ring R := RX ⊗kR1. Thus, the polynomials Ψ0,Ψ1,Ψ2,Ψ3 are multi-homogeneous
polynomials of degree (d, e), where d refers to the degree with respect to X, which
can be either an integer if X = P2, or either a couple of integers if X = P1 × P1.
In what follows, we assume that Φ is a dominant map. We denote by I the ideal
generated by Ψ0,Ψ1,Ψ2,Ψ3 in R. The base locus B of the map Ψ is the subscheme
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of X×P1 defined by I. Without loss of generality, we assume that B is of dimension
at most one. Our aim is to provide a matrix-based representation of the finite fibers
of Ψ, by means of the syzygies of the ideal I.
3.1. Fiber of a point. The map Ψ being a rational map, its fibers are not well
defined. To give a proper definition of the fiber of a point under Ψ, we need to
consider the graph of Ψ that we denote by Γ ⊂ X×P1×P3. The defining equations
of this graph are known to be the equations of the multi-graded Rees algebra of
the ideal I of R, denoted R(I). It has two canonical projections pi1 and pi2 onto
X × P1 and P3 respectively:
(8) Γ
pi1

pi2
))
  //X × P1 × P3
X × P1 Ψ //P3
Thus, the fiber of a point p ∈ P3 is defined through the regular map pi2. More
precisely, if κ(p) denotes the residue field of p, the fiber of p ∈ P3 is the subscheme
(9) Fp := Proj(R(I)⊗ κ(p)) ⊂ X × P1.
From a computational point of view, the equations of the Rees algebra R(I) are
very difficult to get. Therefore, it is useful to approximate the Rees algebra R(I)
by the corresponding symmetric algebra of the ideal I, that we denote by S(I).
This approximation amounts to keep among the equations of the Rees algebra only
those that can be generated, as an ideal, by those that are linear with respect to
the third factor P3. Thus, as a variation of the standard definition (9) of the fiber
of a point p ∈ P3, we will consider the subscheme
(10) Lp := Proj(S(I)⊗ κ(p)) ⊂ X × P1
that we call the linear fiber of p. We emphasize that the fiber Fp is always contained
in the linear fiber Lp of a point p, and that they coincide if the ideal I is locally a
complete intersection at p.
3.2. Matrices built from syzygies. Given a point p in P3, the dimension and the
degree of its linear fiber Lp can be read from its Hilbert polynomial. The evaluation
of this polynomial, and more generally of its corresponding Hilbert function, can
be done by computing the rank of a collection of matrices that we introduce. They
are built from the syzygies of the ideal I. An additional motivation to consider
these matrices is that they also allow to compute effectively the points defined by
the linear fiber Lp, hence the pre-images of p via Ψ, if Lp is finite. This property
will be detailed in Section 6.
Let k[x0, x1, x2, x3] be the coordinate ring of P3. The symmetric algebra S(I) of
the ideal I = (Ψ0, . . . ,Ψ3) ofR is the quotient of the polynomial ringR[x0, x1, x2, x3]
by the ideal generated by the linear forms in the xi’s whose coefficients are syzygies
of the polynomials Ψ0, . . . ,Ψ3. More precisely, consider the graded map
R(−d,−e)4 → R
(g0, g1, g2, g3) 7→
3∑
i=0
giΨi
and denote its kernel by Z1, which is nothing but the first module of syzygies of I.
Setting Z1 := Z1(d, e)⊗R[x0, . . . , x3] and Z0 = R[x0, . . . , x3], then the symmetric
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algebra S(I) admits the following multi-graded presentation
Z1(−1) ϕ−→ Z0 → S(I)→ 0(11)
(g0, g1, g2, g3) 7→
3∑
i=0
gixi.
where the shift in the grading of Z1 is with respect to the grading of k[x0, . . . , x3].
Definition 4. The graded part of the application ϕ in any degree (µ, ν) with respect
to R = RX⊗R1 gives a map of free k[x0, . . . , x3]-modules. Its matrix, which depends
on a choice of basis, is denoted by M(µ,ν)(Ψ), or simply by M(µ,ν). Its entries are
linear forms in k[x0, . . . , x3].
As a consequence of (11), for any point p ∈ P3 the corank of the matrix M(µ,ν)
evaluated at p, that we denote by M(µ,ν)(p), is equal to the Hilbert function of
the linear fiber Lp in degree (µ, ν). Because the Hilbert function is equal to its
corresponding Hilbert polynomial for suitable degrees (µ, ν), the corank of the
matrix M(µ,ν)(p) is expected to stabilize to a constant value if Lp is finite. In
what follows, we provide effective bounds for this stability property under suitable
assumptions.
3.3. The main results. We recall that I is the ideal of R = RX⊗R1 generated by
the defining polynomials of the map Ψ, i.e. I := (Ψ0,Ψ1,Ψ2,Ψ3). The irrelevant
ideal of X×P1 is denoted by B; it is equal to the product of ideals (u, v, w) · (t, t) if
X = P2, or to the product (u, u)·(v, v)·(t, t) if X = P1×P1. The notation Isat stands
for the saturation of the ideal I with respect to the ideal B, i.e. Isat = (I : B∞).
The homogeneous polynomials Ψ0,Ψ1,Ψ2,Ψ3 are of degree (d, e), where d denotes
the degree with respect to X and e denotes the degree with respect to P1. We recall
that inequalities between tuples of integers are understood component-wise.
The base locus of Ψ is the subscheme of X × P1 defined by the ideal I; it is
denoted by B. Without loss of generality, B is assumed to be of dimension at most
one; if dim(B) = 1 then we denote by C its top unmixed one-dimensional curve
component.
Definition 5. The curve C ⊂ X × P1 is said to have no section in degree < (a, b)
if H0(C,OC(α, β)) = 0 for any degree (α, β) such that α < a and β < e.
For the sake of simplicity in what follows we introduce the following notation.
Notation 6. Let r be a positive integer. For any α = (α1, . . . , αr) ∈ (Z∪ {−∞})r
we set
E(α) := {ζ ∈ Zr | ζi > αi for all i = 1, . . . , r}.
It follows that for any α and β in (Z ∪ {−∞})r we have that E(α) ∩ E(β) = E(γ)
where γi = max{αi, βi} for all i = 1, . . . , r, i.e. γ is the maximum of α and β
component-wise.
We are now ready to state our main results.
Theorem 7. Assume that we are in one of the two following cases:
(a) The base locus B is finite, possibly empty,
(b) dim(B) = 1, C has no section in degree < (0, e) and Isat = I ′sat where I ′ is
an ideal generated by three general linear combinations of the polynomials
Ψ0, . . . ,Ψ3.
Let p be a point in P3 such that Lp is finite, then
corankM(µ,ν)(p) = deg(Lp)
for any degree (µ, ν) such that
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• if X = P2,
(12) (µ, ν) ∈ E(3d− 2, e− 1) ∪ E(2d− 2, 3e− 1).
• if X = P1 × P1,
(13) (µ, ν) ∈ E(3d1 − 1, 2d2 − 1, e− 1) ∪ E(2d1 − 1, 3d2 − 1, e− 1)
∪ E(2d1 − 1, 2d2 − 1, 3e− 1).
Proof. By (11), the corank of the matrix M(µ,ν)(p) is equal to the Hilbert func-
tion of S(I) ⊗ κ(p) at (µ, ν), that we denote by HFS(I)⊗κ(p)(µ, ν). Moreover,
since Lp is assumed to be finite, the Hilbert polynomial of S(I) ⊗ κ(p), denoted
HPS(I)⊗κ(p)(µ, ν), is a constant polynomial which is equal to the degree of Lp.
Now, the Grothendieck-Serre formula shows that for any degree (µ, ν) we have the
equality
HPS(I)⊗κ(p)(µ, ν) = HFS(I)⊗κ(p)(µ, ν)−
∑
i>0
(−1)iHFHiB(S(I)⊗κ(p))(µ, ν).
Therefore, the theorem will be proved if we show that the Hilbert functions of
the local cohomology modules HiB(S(I) ⊗ κ(p)) vanish for all integers i and all
degrees (µ, ν) satisfying to the conditions stated in the theorem. This property is
the content of Theorem 9 whose proof is postponed to Section 4. 
In the case where the base locus B has dimension one, the assumption Isat =
I ′sat in Theorem 7, item (b), can be a restrictive requirement, in particular in our
targeted application for computing orthogonal projections onto rational surfaces.
The next result allows us to remove this assumption in the case the curve component
C of the base locus is a complete intersection.
Theorem 8. Assume that dim(B) = 1 and that C has no section in degree < (0, e).
Moreover, assume that there exists an homogeneous ideal J ⊂ R generated by a
regular sequence (g1, g2) such that I ⊂ J and (I : J) defines a finite subscheme
in X × P1. Denote by (m1, n1), resp. (m2, n2), the degree of g1, resp. g2, set
η := max(e− n1 − n2, 0) and let p be a point in P3 such that Lp is finite. Then,
corankM(µ,ν)(p) = deg(Lp)
for any degree (µ, ν) such that
• if X = P2
(14) (µ, ν) ∈ E(3d− 2, e− 1 + η) ∪ E(2d− 2 + d−min{m1,m2}, 3e− 1).
• if X = P1 × P1
(15) (µ, ν) ∈ E(3d1 − 1, 2d2 − 1 + τ2, e− 1 + η)∪
E(2d1 − 1 + τ1, 3d2 − 1, e− 1 + η)∪
E(2d1 − 1 + τ1, 2d2 − 1 + τ2, 3e− 1),
where τi := di −min{2m1,i +m2,i,mi,1 + 2m2,i, di} > 0, i = 1, 2.
Proof. The proof of Theorem 7 applies almost verbatim; the specific properties of
this theorem are given in Proposition 17, as a refinement of Theorem 9. More
details are given in §4.3. 
Observe that the lower bounds on the degree (µ, ν) given in Theorem 8 are similar
to those given in Theorem 9 up to shifts in some partial degrees that depend on
the defining degrees of the curve C. In addition, we mention that in the case where
the base locus B is finite (including empty), which is the case of a general map Ψ
of the form (7), Theorem 7 gives a natural extension of results obtained in [2]. We
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also emphasize that our motivation to consider maps with one-dimensional base
locus comes from congruences of normal lines to rational surfaces that have been
introduced in Section 2.
4. Vanishing of some local cohomology modules
The goal of this section is to provide results on the vanishing of particular graded
parts of some local cohomology modules in order to complete the proofs of Theorem
7 and Theorem 8. We first recall and set some notation. Let k be a field and consider
the parameterization
Ψ : X × P1 99K P3(16)
ξ × (t : t) 7→ (Ψ0 : Ψ1 : Ψ2 : Ψ3) (ξ; t, t)
The variety X stands for P2 or P1×P1, so that n = 3 or n = 4. We denote by RX its
coordinate ring which is a standard graded polynomial ring. Thus, the polynomials
Ψ0,Ψ1,Ψ2,Ψ3 are multi-homogeneous of multi-degree (d, e) in the polynomial ring
R := RX ⊗k R1 where R1 = k[t, t] is the coordinate ring of P1. We assume that
(d, e) > (1, 1) (otherwise the map is not dominant), where 1 := (1, 1) in the case
X = P1 × P1. Let I be the ideal generated by the coordinates of the map Ψ, i.e.
I := (Ψ0,Ψ1,Ψ2,Ψ3) ⊂ R. The base locus B of Ψ is the subscheme of X × P1
defined by I. Without loss of generality, we assume that B is of dimension at most
one.
Theorem 9. Take again the notation of §3.2 and assume that one of the two
following properties holds:
(a) The base locus B is finite, possibly empty,
(b) dim(B) = 1, C has no section in degree < (0, e) and Isat = I ′sat where I ′ is
an ideal generated by three general linear combinations of the polynomials
Ψ0, . . . ,Ψ3.
Then, for any point p in Spec(R) such that Lp is finite, possibly empty, we have
that HiB(SymRI ⊗R κ(p))(µ,ν) = 0 for all integers i and all degree (µ, ν) satisfying
to (12) or (13).
In order to prove this theorem, we begin with some preliminary results on the
control of the vanishing of the local cohomology of the cycles and homology of the
Koszul complex associated to the sequence of homogeneous polynomials Ψ0, . . . ,Ψ3.
4.1. Some preliminaries on Koszul homology. The properties we prove below
hold in a more general setting than the one of Theorem 8. In order to state them
in this generality we introduce the following notation.
Let S be a standard Zr-graded polynomial ring; it is the Cox ring of a product
of projective spaces P := Pn1 × · · · × Pnr . We suppose given a sequence Ψ0, . . . ,Ψs
of homogeneous poynomials in S and we consider their associated Koszul complex
K• := K•(Ψ0, . . . ,Ψs;S). We denote by Zi and Hi, respectively, the cycles and
homology modules of K•.
The irrelevant ideal B of the Cox ring S is the product of the r ideals defined
by the r sets of variables. We set I := (Ψ0, . . . ,Ψs) ⊆ S and B := Proj(S/I) ⊆ P.
Recall that, for i > 2, and any S/I-module M with associated sheaf F ,
HiB(M)µ ' Hi−1(B,F(µ))
and in particular HiB(M) = 0 for i > dim(B) + 1. We notice that in the setting of
(16) we have dimB 6 1, s = 3 and either r = 2 and (n1, n2) = (2, 1) or r = 3 and
(n1, n2, n3) = (1, 1, 1).
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As in the theory of multigraded regularity, it is important to provide regions in
Zr where some local cohomology modules of the ring S, or a direct sum of copies
of S like Ki, vanish. We first give a concrete application of this idea and then we
will define regions in the specific case we will be working with. We recall that the
support of a graded S-module M is defined as
Supp(M) := {µ ∈ Zr | Mµ 6= 0} ⊂ Zr.
Proposition 10. For any integer i, let Ri ⊆ Zr be a subset satisfying
∀j ∈ Z : Ri ∩ Supp(HjB(Ki+j)) = ∅.
Then, if dimB 6 1 the following properties hold for any integer i:
• For all µ ∈ Ri−1, H1B(Hi)µ = 0.
• There exists a natural graded map δi : H0B(Hi)→ H2B(Hi+1) such that (δi)µ
is surjective for all µ ∈ Ri−1 and is an isomorphism for all µ ∈ Ri.
In particular,
H0B(Hi)µ ' H2B(Hi+1)µ for all µ ∈ Ri−1 ∩Ri.
Proof. We consider the double complex obtained from the Koszul complex K• by
replacing each term by its associated Cech complex with respect to the ideal B:
C˘ •B(K•). This double complex gives rise to two spectral sequences that both con-
verge to the same limit. At the second step, the row-filtered spectral sequence is of
the following form
· · · H0B(Hi+2) H0B(Hi+1)
δi+1
||
H0B(Hi)
δi
}}
H0B(Hi−1)
δi−1
}}
· · ·
· · · H1B(Hi+2) H1B(Hi+1) H1B(Hi) H1B(Hi−1) · · ·
· · · H2B(Hi+2) H2B(Hi+1) H2B(Hi) H2B(Hi−1) · · ·
· · · 0 0 0 0 · · ·
.
On the other hand, the terms of the column-filtered spectral sequence at the first
stage on the diagonal whose total homology is filtered by ker(δi), coker(δi+1) and
H1B(Hi+1) are H
j
B(Ki+j) for j ∈ N. It follows that :
H1B(Hi+1)µ = ker(δi)µ = coker(δi+1)µ = 0,∀µ ∈ Ri.

Remark 11. If dim(B) = 0 then H2B(Hi) = 0, for any i, since Hi is a R/I-module.
Therefore, in this case Proposition 10 shows that
H0B(Hi)µ = 0, ∀µ ∈ Ri and H1B(Hi)µ = 0, ∀µ ∈ Ri−1.
We now turn to properties on the cycles of the Koszul complexK•(Ψ0, . . . ,Ψs;S).
Proposition 12. Assume that ni > 0 for all integer i. Then, for any integer p the
following properties hold:
• H0B(Zp) = H1B(Zp) = 0,
• H2B(Zp)µ ' H0B(Hp−1)µ for all µ ∈ Rp−2,
• H3B(Zp)µ = 0 for all µ ∈ Rp−2 ∩Rp−3,
• H4B(Zp)µ = 0 for all µ ∈ Rp−3 ∩Rp−4.
Proof. We consider the complex
C• := 0→ Zp ↪→ Kp → Kp−1 → · · · → K1 → K0 → 0
which is built form the Koszul complex K•. This complex gives rise to the double
C˘ •B(C•), which itself give rise to two spectral sequences that converge to the same
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limit. The column-filtered spectral sequence has a first page is of the following
form:
H0B(Zp) 0 · · · 0 0
H1B(Zp) 0 · · · 0 0
H2B(Zp)
// H2B(Kp) // H
2
B(Kp−1) // H
2
B(Kp−2) // · · ·
H3B(Zp)
// H3B(Kp) // H
3
B(Kp−1) // H
3
B(Kp−2) // · · ·
H4B(Zp)
// H4B(Kp) // H
4
B(Kp−1) // H
4
B(Kp−2) // · · ·
On the other hand, the row-filtered spectral sequence at the second step is of the
following form
0 0 H0B(Hp−1) H
0
B(Hp−2)
δp−2
{{
H0B(Hp−3)
δp−3
{{
· · ·
0 0 H1B(Hp−1) H
1
B(Hp−2) H
1
B(Hp−3) · · ·
0 0 H2B(Hp−1) H
2
B(Hp−2) H
2
B(Hp−3) · · ·
0 0 0 0 0
0 0 0 0 0
Comparing these two, and using that they have same abutment, we get the claimed
results for H0B(Zp), H
1
B(Zp), H
2
B(Zp) and H
4
B(Zp). For H
3
B(Zp), we get that
H3B(Zp)µ is filtered by H
1
B(Hp−1)µ and ker(δp−2)µ for all µ ∈ Rp−2 ∩ Rp−3 and
the conclusion follows from Proposition 10. 
When s = 3 and the polynomials Ψ0, . . . ,Ψ3 are of the same degree δ (which
is equal to (d, e) in the setting of (16)), the corresponding approximation complex
Z• to these polynomials is of the form
0→ Z3 → Z2 → Z1 → Z0 → 0,
with Zi = Zi[iδ] ⊗ S(−i). Using the Cech complex construction, we can consider
the double complex C˘ •B(Z•) that gives rise to two canonical spectral sequences
corresponding to the row and column filtrations of this double complex. The
graded pieces of the spectral sequence at the first step for the column filtration
are HpB(Zq)µ+pδ. By Proposition 12, and under its assumptions, if µ ∈ R−2 all
these modules vanish except for (p, q) = (2, 2) and for (p, q) = (2, 1). Hence, for
µ ∈ R−2, C˘ •B(Z•)µ is quasi-isomorphic to the complex
0→ H0B(H1)µ+2δ ⊗ S(−2)→ H0B(H0)µ+δ ⊗ S(−1)→ 0
that is in turn isomorphic to
0→ H2B(H2)µ+2δ ⊗ S(−2)→ H2B(H1)µ+δ ⊗ S(−1)→ 0
for µ ∈ R−1 ⊆ R−2 by Proposition 10, assuming in addition that dim(B) =
1. Consequently, our next goal is to control the vanishing of the graded parts of
H2B(H1) and H
2
B(H2).
Lemma 13. Assume that dim(B) = 1 and that the s+1 forms Ψ0, . . . ,Ψs are of the
same degree δ. Let C be the unmixed curve component of B and set p := s−dimP+2
and σ := (s+ 1)δ − (n1 + 1, · · · , nr + 1). Then, for all µ ∈ Zr we have
H2B(Hp)µ ' H0(C,OC(−µ+ σ))∨.
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In particular, if C has no section in degree < µ0, for some µ0 ∈ Zr, then
H2B(Hp)µ = 0 for all µ ∈ E((s+ 1)δ − (n1, · · · , nr)− µ0).
Proof. As locally at a closed point x ∈ P, the Ψi’s contain a regular sequence of
length s− 1, and of length s unless x ∈ C, by [5, §1-3] wehave the isomorphisms
H˜p(σ) ' ˜Exts−1S (S/I, ωS) ' ˜Exts−1S (S/IC , ωS) ' ωC
from which we deduce that
(17) H2B(Hp) '
⊕
µ
H1(C, ωC(µ− σ)).
Now, applying Serre’s duality Theorem [20, Corollary 7.7] we get
H1(C, ωC(µ− σ)) ' H0(C,OC(−µ+ σ))∨,
which concludes the proof. 
Lemma 14. In the setting of Lemma 13, let s = dimP and let I ′ be an ideal
generated by s general linear combinations of the Ψi’s. If I
sat = I ′sat then for all
µ ∈ Zr there exists an exact sequence
H0(C,OC(−µ− δ + σ))∨ → H2B(H1)µ → H2B(S/I)µ−δ → 0.
In particular, if C has no section in degree < µ0, for some µ0 ∈ Zr, we have that
H2B(H1)µ = 0 for all µ such that µ ∈ E(sδ− (n1, · · · , nr)−µ0) and µ− δ ∈ R−2.
Proof. We will denote by H ′i the ith homology module of the Koszul complex as-
sociated to I ′ ⊂ R. By [5, Corollary 1.6.13] and [5, Corollary 1.6.21] we have the
following graded exact sequence
(18) 0→M → H ′1 → H1 → H ′0(−δ)→ N → 0
with the property that the modules M and N are supported on V (B), which implies
that HiB(M) = H
i
B(N) = 0 for i > 1.
Now, the column-filtered spectral sequence associated to the double complex
obtained by replacing each term in the exact sequence (18) by its corresponding
Cech complex converges to 0. The first step of this spectral sequence has three non
zero lines and is of the following form
H0B(M) → H0B(H ′1) → H0B(H1) → H0B(H ′0)(−δ) → H0B(N)
0 → H1B(H ′1) → H1B(H1) → H1B(H ′0)(−δ) → 0
0 → H2B(H ′1) → H2B(H1) → H2B(H ′0)(−δ) → 0
which implies that the right part of the bottom line
H2B(H
′
1)→ H2B(H1)→ H2B(H ′0)(−δ)→ 0
is exact. By Lemma 13, H2B(H
′
1)µ ' H0(C,OC(−µ− δ+σ))∨ and, by Proposition
10, H2B(H
′
0)(−δ)µ = H2B(S/I)(−δ)µ = 0 for µ− δ ∈ R−2. 
Before closing this paragraph, we come back to the setting of Theorem 9 and
provide explicit subsetsRi, as these subsets are key ingredients for proving Theorem
9. As already mentioned, they can be derived from the known explicit description
of the local cohomology of polynomial rings. More precisely, we have s = 3 and
the multi-homogeneous polynomials Ψ0, . . . ,Ψ3 are defined in the polynomial ring
S := R = RX ⊗R1 and are of degree δ := (d, e) > (1, 1).
Lemma 15. We have that HiB(R) = 0 for all i 6= 2, 3, 4. In addition, if X = P2
then RX = k[u, v, w] and we have that
H2B(R) ' RX ⊗ Rˇ1, H3B(R) ' RˇX ⊗R1, H4B(R) ' RˇX ⊗ Rˇ1.
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If X = P1 × P1 then RX = R2 ⊗R3, where R2 = k[u, u], R3 = k[v, v], and we have
that
H2B(R) '
⊕
i=1...3,
{i,j,k}={1,2,3}
Rˇi ⊗Rj ⊗Rk,
H3B(R) '
⊕
i=1...3,
{i,j,k}={1,2,3}
Ri ⊗ Rˇj ⊗ Rˇk, H4B(R) ' Rˇ1 ⊗ Rˇ2 ⊗ Rˇ3.
Proof. See for instance [1, §6]. 
Using the above lemma, we define the following subsets Ri.
Definition 16. With notations as above,
• If X = P2 we set
Ri := Z2 for all i /∈ [−4; 2],
R−4 := E(−∞,−1) ∪ E(−2,−∞), R−3 := E(−2, e− 1) ∪ E(d− 2,−∞),
Ri := E((i+ 3)d− 2, (i+ 4)e− 1)∪
E((i+ 4)d− 2, (i+ 2)e− 1) ⊆ Z2, i = −2,−1, 0,
R1 := E(4d− 2, 3e− 1) and R2 := E(−∞, 4e− 1).
• If X = P1 × P1 we set
Ri := Z3 for all i /∈ [−4; 2],
R−4 := E(−1,−∞,−∞) ∪ E(−∞,−1,−∞) ∪ E(−∞,−∞,−1),
R−3 := E(d1 − 1,−1,−1) ∪ E(−1, d2 − 1,−1) ∪ E(−1,−1, e− 1),
Ri :=
⋃
(a,b,c)|{a,b,c}={2,3,4}
E((a+ i)d1 − 1, (b+ i)d2 − 1, (c+ i)e− 1) ⊆ Z3,
i = −2,−1, 0,
R1 := E(4d1−1, 4d2−1, 3e−1)∪E(4d1−1, 3d2−1, 4e−1)∪E(3d1−1, 4d2−1, 4e−1),
and
R2 := E(4d1 − 1, 4d2 − 1, 4e− 1).
It is straightforward to check that these subsets satisfy to the properties required
in Proposition 10. We notice that Rp ⊆ Rp−1 for all p 6 1, but we also emphasize
that not all these subsets are the largest possible ones in view of Lemma 15, as we
have restricted ourselves to subsets that fit our needs to prove Theorem 9 without
adding some useless technicalities.
4.2. Proof of Theorem 9. We focus on the difficult case of this theorem, namely
the case where the base locus B is not finite, which corresponds to the item (b) in
its statement. If B is finite, then the proof simplifies as explained in Remark 11
and gives the same conclusion. In what follows, we take again the notation of (16)
and Theorem 9.
We consider the approximation complex Z• associated to the sequences of ho-
mogeneous polynomials Ψ0, Ψ1, Ψ2 and Ψ3. It inherits the multi-graded structure
of R and it has an additional grading with respect to P3 = Proj(k[x0, x1, x2, x3]).
Let p be a point in Spec(k[x0, x1, x2, x3]). The specialization of the approxima-
tion complex Z• at the point p yields the complex Zp• := Z• ⊗ κ(p) which is of the
form
0→ Z3 ⊗ κ(p)→ Z2 ⊗ κ(p)→ Z1 ⊗ κ(p)→ Z0 ⊗ κ(p)→ 0.
Notice that H0(Z•) = SymR(I) and H0(Zp• ) = SymR(I)⊗ κ(p).
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Now, using the Cech complex construction, we can consider the double com-
plexes C˘ •B(Z•) and C˘ •B(Zp• ) that both give rise to two canonical spectral sequences
corresponding to the row and column filtrations of these double complexes. As C is
almost a complete intersection at its generic points, HiB(Hj(Z•)) = 0 for i > 1 and
j > 0. Let Y ⊂ Proj(R/I) be the locus where I is not locally an almost complete
intersection. Then Y is either empty or of dimension zero. As Z• is exact off Y ,
Zp• is exact off Y ∪ pi−1(p). Therefore, it follows from our hypothesis that one also
has HiB(Hj(Zp• )) = 0 for i > 1 and j > 0. From these considerations, we deduce
that the row-filtered spectral sequence of the double complex C˘ •B(Z•) converges at
the second step and is equal to
0 H0BH3(Z•) H0B(H2(Z•)) H0B(H1(Z•)) H0B(SymR(I))
0 H1BH3(Z•) H1B(H2(Z•)) H1B(H1(Z•)) H1B(SymR(I))
0 0 0 0 H2B(SymR(I))
0 0 0 0 0
On the other hand, the column-filtered spectral sequence of the double complex
C˘ •B(Z•) at the first step is
0 0 0 0 0 0
0 0 0 0 0 0
0 // H2B(Z3) // H2B(Z2) // H2B(Z1) // H2B(Z0) // 0
0 // H3B(Z3) // H3B(Z2) // H3B(Z1) // H3B(Z0) // 0
0 // H4B(Z3) // H4B(Z2) // H4B(Z1) // H4B(Z0) // 0
It follows that H3(Z•) = 0 and H0B(H2(Z•)) = 0. Moreover, for all degree (µ, ν) ∈
R−2 we have HiB(Zj)(µ,ν) = 0 unless i = 2 and j ∈ {1, 2}. Let
(19) H0B(H1)(µ,ν)+2(d,e) ⊗ S[−2]
φ(µ,ν) // H0B(H0)(µ,ν)+(d,e) ⊗ S[−1]
be the degree (µ, ν) component of the only potentially non zero map of this graded
piece of the double complex. Then,
• H1B(SymR(I))(µ,ν) = 0 if and only if φ(µ,ν) is surjective,
• H0B(SymR(I))(µ,ν) = H1B(H1(Z•))(µ,ν) = 0 if and only if φ(µ,ν) is injective.
The same arguments apply to C˘ •B(Zp• ) and show that for (µ, ν) ∈ R−2 :
• H1B(SymR(I)⊗ κ(p))(µ,ν) = 0 if and only if φ(µ,ν) ⊗ κ(p) is surjective,
• H0B(SymR(I)⊗κ(p))(µ,ν) = H1B(H1(Zp• ))(µ,ν) = 0 if and only if φ(µ,ν)⊗κ(p)
is injective.
Furthermore, for all (µ, ν) ∈ R−1 the map φ(µ,ν) identifies with the map
H2B(H2)(µ,ν)+2(d,e) ⊗ S[−2] // H2B(H1)(µ,ν)+(d,e) ⊗ S[−1]
and the conclusion follows from Lemma 13 and Lemma 14. Indeed, assume first
that X = P2, then we need to have (µ, ν) ∈ R−1 and Lemma 13 and Lemma 14
both require additionally that
(µ, ν) ∈ E(2d− 2− µX , 2e− 1− µ1),
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where µ0 = (µX , µ1) is such that the unmixed curve component C of the base locus
has no section in degree < µ0. Observing that R−1 is precisely the expected region
(12) to prove our theorem, we must have that
R−1 ⊆ E(2d− 2− µX , 2e− 1− µ1).
This latter inclusion holds if µX > 0 and µ1 > e. From here, the theorem follows
as we assumed that C has no section in degree < (µX , µ1) = (0, e).
Now, consider the case X = P1 × P1. Similarly, we need to have (µ, ν) ∈ R−1
and both Lemma 13 and Lemma 14 require additionally that
(µ, ν) ∈ E(2d1 − 1− µ1, 2d2 − 1− µ2, 2e− 1− µ3),
where µ0 = (µ1, µ2, µ3). If we impose, as in the case X = P2, that R−1 is contained
in the above region, then we must have µ1 > d1, µ2 > d2 and µ3 > e. In order
to have a weaker assumption on the global sections on the curve C, we preferably
choose to set µ1 = µ2 = 0 and then restrict R−1 accordingly, which gives the
claimed region (13).
4.3. Residual of a complete intersection curve. The proof of Theorem 9 com-
pletes the proof of Theorem 7, but it still remains to prove Theorem 8. For that
purpose, we proceed as in the proof of Theorem 9 but with a different argument to
control the vanishing of some graded parts of the module H0B(H0) that appears in
(19). We maintain the notation of the previous paragraph.
Proposition 17. Let J be an homogeneous ideal in R generated by a regular se-
quence (g1, g2) such that I ⊂ J and (I : J) defines a finite subscheme in X × P1.
Denote by (m1, n1), resp. (m2, n2), the degree of g1, resp. g2, and define the integer
κ := min(e, n1 + n2). Then, H
0
B(H0(K•))(µ,ν) = 0 for all (µ, ν) satisfying to the
following conditions:
• if X = P2,
(µ, ν) ∈ E(4d− 2−min{m1 +m2, 2m1, 2m2}, 3e− 1− κ).
• if X = P1 × P1,
(µ, ν) ∈ E(4d1 − 1− ε1, 4d2 − 1− ε′2, 3e− 1− κ)∪
E(4d1 − 1− ε′1, 4d2 − 1− ε2, 3e− 1− κ)
where for i = 1, 2
εi := min{2m1,i,m1,i +m2,i, 2m2,i},
ε′i := min{2m1,i +m2,i,m1,i + 2m2,i, di +m1,i, di +m2,i}.
Proof. Since I ⊂ J , we have the canonical exact sequence
0→ J/I → R/I → R/J → 0
and hence, by the associated long exact sequence of local cohomology we de-
duce that H0B(H0(K•))(µ,ν) = H
0
B(R/I)(µ,ν) = 0 if both H
0
B(R/J)(µ,ν) = 0 and
H0B(J/I)(µ,ν) = 0. Our objective is to analyze these two latter conditions.
Set σ := (m1 + m2, n1 + n2). Since J = (g1, g2) is generated by a regular
sequence, its associated Koszul complex KJ• ,
0→ F2 = R(−σ)→ F1 = ⊕2i=1R(−(mi, ni))→ F0 = R,
is acyclic. Therefore, the two classical spectral sequences associated to the double
complex C•B(KJ• ) shows that H0B(R/J)(µ,ν) = 0 for all (µ, ν) such that
(20) H2B(R)(µ,ν)−σ = 0.
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Now, from the inclusion I ⊂ J the decomposition of the Ψ′js on the g1, g2 gives
the 2× 4-matrix H such that
(Ψ0 Ψ1 Ψ2 Ψ3) = (g1 g2)
(
h0,1 h1,1 h2,1 h3,1
h0,2 h1,2 h2,2 h3,2
)
= (g1 g2)H
and which corresponds to the homogeneous map
K1 = R(−(d, e))4 H−→ F1 = R(−(m1, n1))⊕R(−(m2, n2)).
From here, we obtain a finite free graded presentation of J/I, namely
F ′1 = F2 ⊕K1 ϕ−→ F1
(g1,g2)−−−−→ J/I → 0
where the map ϕ : F ′1 → F1 is defined by the matrix( −g2 h0,1 h1,1 h2,1 h3,1
g1 h0,2 h1,2 h2,2 h3,2
)
.
Consider the Buchsbaum-Rim complex C• associated to ϕ; it is of the form (see
[17, Appendix 2.6] and [12, §2] for the graded version with the appropriate shifting
in degrees)
C4 = S2(F
∗
1 )⊗ ∧5(F ′1)(σ)→ C3 = S1(F ∗1 )⊗ ∧4(F ′1)(σ)→
C2 = S0(F
∗
1 )⊗ ∧3(F ′1)(σ)→ C1 = F ′1 ϕ−→ C0 = F1.
The homology of C• is supported on annR(J/I) = (I :R J), which is assumed to
define a finite subscheme in X×P1. Therefore, the spectral sequence corresponding
to the row filtration of the double complex C•B(K•) abuts at the second step, with
the term H0B(J/I) on the principal diagonal. Comparing with the spectral sequence
corresponding to the column filtration, we deduce that H0B(J/I)(µ,ν) = 0 for all
(µ, ν) such that
(21) H2B(C2)(µ,ν) = H
3
B(C3)(µ,ν) = H
4
B(C4)(µ,ν) = 0.
Moreover, from the definition of the free graded R-modules Ci, i = 2, 3, 4, we have
the graded isomorphisms
C2 ' R(−3(d, e) + σ)4 ⊕R(−2(d, e))6,
C3 ' ⊕2i=1R(−4(d, e) + (mi, ni) + σ) ⊕2i=1 R(−3(d, e) + (mi, ni))4,
and
C4 ' R(−4(d, e) + 2(m1, n1))⊕R(−4(d, e) + σ)⊕R(−4(d, e) + 2(m2, n2)).
From here, using the explicit computation of the local cohomology modules of the
polynomial ring R, see Lemma 15, it is straightforward to check that the claimed
regions satisfy both conditions (20) and (21). Notice that it is assumed that d >
mi > 0 (component-wise if X = P1 × P1) and e > 1. 
From the proof of Proposition 17 it is clear that it is possible to list more valid
regions than those that are given in the statement where we only provided the
regions that are of interest for our application to the computation of orthogonal
projection on rational surfaces. It turns out that listing all the possible regions can
be a rather technical and cumbersome task. For instance, in the case X = P2, we
obtain the following list of eight quadrants Qi.j.k for which the expected property
hold:
(i) Q1.1.1 = E(4d− 2−min{2m1,m1 +m2, 2m2}, 3e− 1−min{n1 + n2, e}),
(ii) Q1.1.2 = E(4d−2−min{2m1,m1 +m2}, 4e−1−min{2n2, n1 +n2 +e, 2e}),
(iii) Q1.2.2 = E(4d−2−min{2m1,m1+2m2, d+m2}, 4e−1−min{n1+n2, 2n2}),
(iv) Q1.2.1 = E(4d− 2−min{2m1, 2m2}, 4e− 1− (n1 + n2)),
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(v) Q2.1.1 = E(4d− 2−min{m1 +m2, 2m2}, 4e− 1− 2n1),
(vi) Q2.1.2 = E(4d− 2− (m1 +m2), 4e− 1−min{2n1, 2n2}),
(vii) Q2.2.1 = E(4d−2−min{2m2, , 2m1+m2, d+m1}, 4e−1−min{2n1, n1+n2}),
(viii) Q2.2.2 = E(4d− 2−min{m1 + 2m2, 2m1 +m2, d+m1, d+m2},
4e− 1−min{2n1, n1 + n2, 2n2}).
For the sake of completeness, we also mention that in the special case where g1 has
degree (m, 0) and g2 has degree (0, 1), which is important for or targeted application,
the union of these eight quadrants is equal to the union of two quadrants Q1.1.1
and Q1.2.1, which is equal to
E(4d− 2, 3e− 2) ∪ E(4d−m− 2, 4e− 2).
The case X = P1 × P1 give rise to too many regions so that they can be listed
exhaustively in this paper.
Proof of Theorem 8. The proofs of Theorem 7, and hence Theorem 9, apply verba-
tim with the exception of the control of the vanishing of the module H0B(H0)(µ,ν)
that appears in (19). Indeed, instead of relying on Lemma 14 (and Proposition 10)
to obtain regions where this module vanishes, we apply Proposition 17. As we are
still using Lemma 13, it follows that the claimed region are obtained by intersect-
ing the regions obtained in Theorem 8 with the additional constrained given by
Proposition 17. To be more precise, if X = P2 then (µ, ν) must satisfy to (12) but
also must satisfy the additional condition
(µ, ν) + (d, e) ∈ E(4d− 2−min{m1 +m2, 2m1, 2m2}, 3e− 1− κ).
From here one can easily check that the claimed region satisfies these two conditions.
The case X = P1 × P1 follows exactly in the same way. 
5. Rings of sections in a product of projective spaces
In order to apply Theorem 7 and Theorem 8 in the case of a positive dimensional
base locus B, it is necessary to analyze when the curve component of B has no
section in bounded above degrees (see Definition 5). In this section, we provide
classes of curves that satisfy to this property. Hereafter, a curve is understood to
be a scheme purely of dimension one.
To begin with, if Z is a product (over the field k) of two schemes we recall the
following classical property which is a consequence of the Ku¨nneth formula.
Lemma 18. Assume Z is the product of two schemes Z1 ⊆ P1 and Z2 ⊆ P2, where
P1 and P2 are two products of projective spaces. Then, setting P := P1 × P2, for
any degree µ and any degree ν we have
H0(Z,OZ(µ,ν)) = H0(Z1,OZ1(µ))⊗k H0(Z2,OZ2(ν)).
From this property, it is interesting to identify classes of subschemes in a single
projective space that have no section in negative degrees, because then this provides
new classes of subschemes in product of projective spaces with no section in negative
degrees by product extensions.
If Z is a reduced irreducible subscheme in a projective space Pn (over a field)
of positive dimension, then it is well known that OZ(µ) has no non-zero global
sections for any integer µ < 0. We show that this result extends to a subscheme of
a product of projective spaces.
Let Z be a subscheme in a product of projective spaces P := Pn1 × · · · × Pnr ,
ni > 1 for all i. Let R be the standard multi-graded ring defining P and let I ⊂ R
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be the multi-homogeneous defining ideal of Z. The ring of sections of Z sits in the
exact sequence
0 // H0B(R/I) // R/I //
⊕
µ∈Zr H
0(Z,OZ(µ)) // H1B(R/I) // 0
where B stands for the ideal generated by R(1,...,1). It shows in particular that Z
determines IZ = I + H
0
B(R/I), the unique ideal saturated with respect to B that
defines Z, giving a one to one correspondence between B-saturated multi-graded
ideals and subschemes of P.
Proposition 19. With the above notation, assume that Z is reduced with only
components of positive dimension, then H0(Z,OZ(µ)) = 0 for all µ < 0.
Proof. First, there is a canonical inclusion
H0(Z,OZ(µ)) ↪→
t⊕
i=1
⊕
µ∈Zr
H0(Zi,OZi(µ))
where Zi, for i = 1, . . . , t, are the irreducible components of Z. Hence we can, and
will, assume that Z is reduced and irreducible.
Notice then that the multi-graded ring A = ⊕µ∈ZrH0(Z,OZ(µ)) is a domain,
as it sits in the fraction field of A. Let d := dimZ. By Serre duality, for any µ we
have
H0(Z,OZ(µ)) ⊆ H0(Z,OZ˜(µ)) ' Hd(Z, ωZ(−µ)),
where Z˜ is the S2-ification of Z, namely the scheme defined by A˜ = End(ωA),
which is itself sitting in the integral closure of A. In fact A˜ = ⊕µH0(Z,OZ˜(µ)) as
A˜ satisfies S2.
Now, if H0(Z,OZ(µ)) 6= 0 for some µ < 0, let 0 6= a ∈ Aµ. As A is a domain,
ak 6= 0 for all k > 1. This implies that Hd(Z, ωZ(−kµ)) 6= 0 for any k, contradicting
Serre vanishing theorem (as−µ1H1...−µrHr is very ample since µi < 0 for all i). 
Remark 20. For the sake of completeness, we mention that there exist other classes
of projective schemes Z ⊆ Pn of positive dimension that have no global section in
negative degrees. This is for instance the case in the following situations
• R/IZ is has depth at least 2, which in turn holds if IZ is a complete inter-
section or the power of such an ideal. This condition is also satisfied for
large classes of ideal, in particular for determinantal ideals of many types.
• Z is scheme defined by an intersection of symbolic powers of prime ideals
(with no inclusion between any pair of these). This includes powers of
locally complete complete intersection reduced schemes and so called fat
structures on reduced equidimensional schemes.
6. Computing orthogonal projection of points onto a rational
surface
In this section, based on our previous results we devise a new method for com-
puting the orthogonal projections of a point p ∈ R3 onto a rational surface S ∈ R3.
Suppose that S is parameterized by a map Φ : X 99K P3, as defined in Section
2.2 with polynomials of degree d, and consider its associated congruence of normal
lines Ψ : X × P1 99K P3, as described in Section 2.3. We will compute the orthog-
onal projections qi ∈ S, i = 1, . . . , rp, of p by means of the matrices M(µ,ν)(Ψ),
defined in Section 3.2. The degree of the defining polynomials of Ψ will be denoted
by (δ, 1); their values in terms of the type of Φ are given in Table 2.
In what follows, we assume that d > 2 if X = P2 and that d1 > 1 and d2 > 1 if
X = P1 × P1.
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6.1. Matrix representations of linear fibers. Consider the family of matrices
M(µ,ν) associated to Ψ that we introduced in Section 3.2. In Section 3 it is proved
under suitable assumptions that the corank of M(µ,ν)(p), p a point in P3, gives
a computational representation of the linear fiber Lp of p, providing that Lp is
finite and (µ, ν) satisfies to some conditions. Thus, the matrixM(µ,ν) is a universal
matrix-based representation of the finite linear fibers of Ψ.
6.1.1. Admissible degrees. In terms of computational efficiency it is important to
choose the degree (µ, ν) giving the smallest possible matrix M(µ,ν). Recall that Φ
is defined by polynomials of degree d over X and that its congruence of normal
lines Ψ is defined by polynomials of degree (δ, 1) over X × P1.
Corollary 21. For a general parameterization Φ and a degree (µ, ν), the corre-
sponding matrix M(µ,ν)(Ψ) yields a matrix representation of the finite linear fibers
of Ψ providing
• (µ, ν) ∈ E(3δ − 2, 0) if X = P2,(22)
• (µ1, µ2, ν) ∈ E(3δ1 − 1, 2δ2 − 1 + d2, 0) or
(µ1, µ2, ν) ∈ E(2δ1 − 1 + d1, 3δ2 − 1, 0) if X = P1 × P1.
Proof. The base locus B of Ψ is of positive dimension and we denote by C its
unmixed curve component. Since Φ is a general parameterization, Lemma 2 shows
that C is a complete intersection curve defined by an ideal J = (g1, g2) such that
deg(g1) = (δ−d, 0) and deg(g2) = (0, 1). Then, from the results given in Section 5
we deduce that C has no section in degree < (0, 1). Therefore, Theorem 8 applies
under our assumption. To recover the claimed bounds for the integers (µ, ν), we
observe that in our setting we have e− n1 − n2 = 1− 0− 1 = 0, which proves the
case X = P2. If X = P1×P1, then we have τi = δi− (δi−di) = di, which concludes
the proof. 
To be more precise, we remark that we actually proved that the above corollary
holds for any parameterization Φ such that its corresponding congruence of normal
lines Ψ satisfies the assumptions of Theorem 7 or Theorem 8.
From a computational point of view, the fact that ν can be chosen to be equal
to zero is extremely important and justifies the theoretical developments in Section
4 that lead us to these lower bounds. Indeed, since ν = 0 the cokernel of the corre-
sponding matrix is defined solely on X, and not on X × P1. As a consequence, the
orthogonal projections can be computed directly on the surface without computing
their positions on normal lines (see §6.2). In Table 3 we give the precise value of the
lowest admissible degree, denoted µ0, in terms of the type of surface parameterized
by Φ.
µ0 Triangular surface Tensor-product surface
Non-rational 6d− 8 (6d1 − 4, 5d2 − 3) or (5d1 − 3, 6d2 − 4)
Rational 9d− 11 (9d1 − 7, 7d2 − 5) or (7d1 − 5, 9d2 − 7)
Table 3. Lowest admissible degrees µ0 for building matrix representa-
tions depending on the type of surfaces, namely non-rational/rational
triangular/tensor-product surfaces.
The above theoretical results lead us to use in practice the matrix M(µ0,0) as a
matrix representation of the congruence of normal lines. In what follows we will
denote this matrix by M for simplicity. We recall that its entries are linear forms
in k[x0, . . . , x3], so that M =
∑3
i=0 xiMi where Mi are matrices with entries in k.
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6.1.2. Computational aspects. The computation of M, equivalently of the matrices
M0, . . . ,M3, amounts to solve the linear system formed by the syzygies of Ψ0, . . . ,Ψ3
of degree µ0 (see Table 3). If the parameterization Φ is given with exact coefficients,
i.e. if k = Q, then the computations can be performed over Q, otherwise they are
done with floating point arithmetic, say over k = R, which means that there is no
certification on the results as we are dealing with numerical approximations in the
computations.
For a general rational cubic surface, M can be computed in about 28s over Q
and about 0.9s over R. We notice that this gap in the computation time is expected
because of the growing of the heights of matrix entries over Q (see for instance [23,
§1] for more details on this topic). For a general rational bi-quadratic surface, M is
computed in about 31s over Q whereas it is computed in about 0.16s over R. More
results are given in Table 4 and Table 5. We note that these computations have
been made with the software Macaulay2 for the computations over Q, and the
software SageMath for the computations over R.
non-rational rational
matrix time (ms) time (ms) matrix time (ms) time (ms)
deg(Φ) size over R over Q size over R over Q
2 15× 7 2.441 18.54 36× 29 15.14 266.4
3 66× 51 41.87 886.5 153× 150 300.9 28090
4 153× 132 314.2 32473 351× 363 2952 –
Table 4. Size and computation time in milliseconds of M over R (ap-
proximated computations) and Q of non-rational and rational triangular
surfaces.
non-rational rational
matrix time (ms) time (ms) matrix time (ms) time (ms)
deg(Φ) size over R over Q size over R over Q
(1, 1) 9× 5 1.133 6.164 9× 4 0.912 7.309
(1, 2) 24× 16 4.244 32.16 30× 20 6.408 124.8
(1, 3) 39× 27 11.28 135.9 51× 36 20.97 1082
(2, 2) 72× 59 43.50 1460 120× 108 157.0 31182
(2, 3) 117× 98 141.1 10867 204× 188 662.3 –
(3, 3) 195× 169 574.5 96704 357× 340 3353 –
Table 5. Size and computation time in milliseconds of M over R (ap-
proximated computations) and Q of non-rational and rational tensor
product surfaces in given degrees.
Finally, we emphasize that the corank ofM(p) for a general point p and a general
surface parameterization Φ, in which case the linear fiber Lp and the fiber Fp
coincide, is equal to the Euclidean distance degree of Φ, as already mentioned in
§2.2. Thus, our method provides a numerical approach to the computation of the
Euclidian distance degree of the algebraic rational surface Φ (see Table 6 and Table
7).
6.2. Computation of the orthogonal projections. Given a surface parameter-
ization Φ, the matrix M is computed only once and stored. It provides a universal
representation of the finite linear fibers of the corresponding congruence of normal
lines Ψ. More precisely, given a point p = (p0 : p1 : p2 : p3) ∈ R3, the cokernel of
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M(p) =
∑3
i=0 piMi gives a linear representation of the linear fiber Lp. Thus, if this
fiber is finite then classical methods allow to compute the pre-images of p via Ψ by
means of numerical linear algebra techniques such as singular value decompositions
and eigen-computations (see for instance [13, 14, 10, 16], or [25, 6, 27] in a setting
which is similar to ours). In what follows, we describe the main steps of an algo-
rithm for computing these orthogonal projections. It is essentially an adaptation to
our context of the inversion algorithm [27, §2.4] where similar matrices are used for
the computation of the intersection points between 3D lines and trimmed NURBS
surfaces.
Input: A point p ∈ R3, a matrix representation M of Ψ (over R) and a numerical
tolerance  (default value is equal to 10−8).
Output: The affine parameters (ui, vi) of φ, i = 1, . . . , l, of the points qi that are
the orthogonal projections of p onto S.
Step 1: EvaluateM at the point p ∈ R3 and denote by r, respectively c, its number
of rows, respectively columns.
Step 2: Compute the approximate cokernel of M(p) via a singular value decompo-
sition M(p) = USV T : inspecting the singular values, the numerical rank s of M(p)
is obtained within the tolerance . Then, the submatrix K of U corresponding to
the last k := r−s rows is a k×r-matrix whose rows form a basis of an approximate
cokernel ofM(p). By construction, the columns of K are indexed by the polynomial
basis used in the computation the M. For simplicity, we assume that this basis,
denoted B, is the following one:
if X = P2, B := {1, u, u2, . . . , uµ, v, vu, vu2, . . . , vuµ, . . . , vµ},
if X = P1 × P1, B := {1, u, u2, . . . , uµ1 , v, vu . . . , vuµ1 . . . , vµ2 , vµ2u, . . . , vµ2uµ1},
where µ or (µ1, µ2) are the degree chosen to build M.
Step 3: The matrix KT being of rank k, we extract a full-rank k × k - submatrix
M1 from K
T (for instance by means of a LU-decomposition). Its rows are indexed
by an ordered subset B′ of B. Then, we choose another submatrix M2 of KT
corresponding to the rows indexed by the ordered set v × B′ (multiplication is
member-wise). In case v.B′ is not contained in B (see Remark ??) then M has to
be rebuilt by increasing by one the degree with respect to u used to build M and
we go back to step 1.
Step 4: Compute the generalized eigenvalues and eigenvectors of the pencil of
matrices M1 − vM2; among these generalized eigenvalues the v-coordinates of the
orthogonal projections of p are found. Then we filter them to keep those eigenvalues
v1, . . . , vl that are real numbers and that are contained in the parameter domain of
interest, typically [0; 1] (within a given tolerance).
Step 5: For each generalized eigenvalue vi, i = 1, . . . , l, extract from its cor-
responding generalized eigenvector the u-coordinate ui of a pre-image point of p
under Ψ, which is done by computing the ratio of the two first coordinates of this
eigenvector (so that the corresponding ratio of monomials in B is equal to u). Fi-
nally, if ui ∈ [0; 1], check∗ if the point φ(ui, vi) in an orthogonal projection of p on
S within the tolerance . If this is the case, then return this point as an orthogonal
projection of p on the surface S.
∗This last check is necessary because of the existence of “ghost points” in the cases where the
linear fiber is not the fiber.
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6.3. Experiments. The algorithm describes in Section 6.2 has been implemented
in the software SageMath. In Table 7, respectively Table 6, we report on the com-
putation time to inverse a general point of a general non-rational and rational tensor
product, respectively triangular surfaces. All the computations are done approxi-
mately, over the real numbers R, and it is assumed that the matrix representation
M has already been computed and stored.
non-rational rational
deg(Φ) size EDdeg time (ms) size EDdeg time (ms)
2 15× 7 9 3.143 36× 29 13 3.448
3 66× 51 25 4.746 153× 150 39 13.02
4 153× 132 49 17.82 351× 363 79 113.2
Table 6. Size and computation time in seconds of the inversion ofM(p)
of non-rational and rational triangular surfaces.
non-rational rational
deg(Φ) size EDdeg time (ms) size EDdeg time (ms)
(1, 1) 9× 5 5 1.394 9× 4 6 1.369
(1, 2) 24× 16 11 1.743 30× 20 14 1.887
(1, 3) 39× 27 17 3.318 51× 36 22 2.745
(2, 2) 72× 59 25 4.185 120× 108 36 10.12
(2, 3) 117× 98 39 14.18 204× 188 58 28.52
(3, 3) 195× 169 61 75.59 357× 340 94 136.6
Table 7. Size and computation time in seconds of the inversion ofM(p)
of non-rational and rational tensor product surfaces.
The method we introduced is particularly well adapted to problems where in-
tensive orthogonal projection computations have to be performed on the same geo-
metric model, thanks to the pre-computation of the matrix representation M. In-
deed this matrix allows to rely on powerful and robust numerical tools of linear
algebra; see for instance Figure 2 where orthogonal projections are close to the
self-intersection locus of the surface.
Finally, we mention that the method proposed by Thomassen et al. [29] is also
based on the use of congruences of normal lines, but on the algebraic side they use
high degree equations of the Rees algebra associated to the defining polynomials
of the congruence map (called moving surfaces) (see [29, §3]), which make the
computations heavy in terms of time and memory. In our approach, this difficulty
has been overcome thanks to the analysis done in Section 4 that allows us to use
low degree syzygies, i.e. equations of the above Rees algebra that are linear in the
space variables (i.e. moving planes, and not moving surfaces of high degree in the
space variables).
Acknowledgement
This project has received funding from the European Unions Horizon 2020 re-
search and innovation programme under the Marie Sk lodowska-Curie grant agree-
ment No 675789. Thanks also go to the authors and contributors of the software
Macaulay2 [18] that has been very helpful to compute many lightning examples
in this work.
FIBERS OF RATIONAL MAPS AND ORTHOGONAL PROJECTION ONTO SURFACES 25
Figure 2. Orthogonal projections of a point onto a non-rational bi-
quadratic surface patch close to its self-intersection locus.
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