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Abstract—We consider the trafﬁc matrix estimation problem in
IP backbone networks, whose goal is to accurately estimate the
volume of trafﬁc traveling between network endpoints. Previous
approaches to this problem involve measuring the volume of traf-
ﬁc on each link in the network during a time interval where the
routing conﬁguration is ﬁxed, and exploit a statistical model of the
trafﬁc in order to obtain an estimate of the trafﬁc matrix. These
previous approaches are prone to large estimation errors because
the link measurements from a ﬁxed routing scenario constitute a
data set that is simply too limited to provide enough data to enable
estimation procedures that yield very small errors. In this paper
we propose the idea of collecting link measurements under multi-
ple routing scenarios so that the trafﬁc matrix can be determined
very accurately. We present an algorithm for determining a se-
quence of routing conﬁgurations, each of which is speciﬁed by a
set of link weights. We incorporate carrier requirements into our
algorithm so that our proposed routing conﬁgurations are opera-
tionally viable. We present the results of applying our algorithm
to some representative IP backbone topologies and discuss the per-
formance trade-offs that arise.
Keywords: Network Measurements, Trafﬁc Engineering,
Combinatorics.
I. INTRODUCTION
The problem of estimating Internet trafﬁc matrices for back-
bone networks has recently become a subject of much interest.
The end goal is to determine the trafﬁc demand that ﬂows be-
tween two end nodes in a network. Obtaining accurate trafﬁc
matrices is very important for network operators that conduct
trafﬁc engineering tasks. Carriers have recently demonstrated
active interest in obtaining trafﬁc matrices in order to improve
their ability to do proper capacity planning and reliability anal-
ysis. Current direct measurement approaches, such as Cisco’s
Netﬂow, are insufﬁcient in that they are not deployed every-
where and can be disadvantageous to turn on as some versions
can consume excessive amounts of CPU load. Moreover the
process of collecting and processing the data from all network
links is still cumbersome and involves too much overhead to be
practical.
Thus research efforts in the area of trafﬁc matrix estima-
tion have focused on modeling combined with statistical in-
ference techniques. The inputs to an estimation procedure are
measurements on link load levels coming from SNMP (link
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count vector), and information on the routes used to carry traf-
ﬁc between end nodes. Such nodes can be routers, Points-of-
Presence(PoP),links orevenpreﬁxes. A pairof suchendnodes
is commonly termed an origin-destination (OD) pair. Most re-
cent research [1], [2], [3], [4], [5], [6] has focused on either
PoP-to-PoP trafﬁc matrices, or router-to-router matrices when
the number of routers is limited.
Prior work in [1], [3], [4], [5], [6] consider the trafﬁc matrix
estimation problem using statistic inference techniques. All of
these prior methods are prone to moderately large errors. Er-
rors in the range of 10-25% are typical and some OD pairs can
have errors above 100%. The reason is because all the infer-
ence techniques operate on a system of linear equations that is
severely under-constrained. It is intuitive that one cannot re-
duce estimation errors to arbitrarily small values under such
verylimited information. A fundamentalproblemof trafﬁc ma-
trix estimation is to ﬁnd ways to obtain new information that
reduces the “underconstrainedness”of the problem.
The routing conﬁguration in a network is determined by an
IGP routing protocol. Most of today’s large IP networks use a
link-state protocol such as ISIS or OSPF for intra-domain rout-
ing. Everylink in the networkis assigned a weight, and the cost
ofapathis measuredasthe sumoftheweightsofalllinksalong
the path. Trafﬁc is routed between any two nodes along the
minimum cost path which is computed using Dijkstra’s short-
est path algorithm (SPA). As a consequence, each link in the
network is shared by multiple OD pairs and the trafﬁc observed
on each link is the aggregation of trafﬁc carried by each of the
OD pairs ﬂowing on it.
The relationship between the trafﬁc matrix, the routing and
the link counts can be described by a system of linear equations
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is the vector of link counts,
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matrix organized as a vector, and
￿
denotes a routing matrix,
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￿ is equal to 1 if OD pair
￿ traverses link
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or zero otherwise. In today’s networks,
￿
and
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are readily
obtained;
￿
comes from SNMP data and
￿
can be computed
from the link weights and the topology. The elements of the
routing matrix can take on fractional values if trafﬁc splitting
is supported. The problem at hand is thus to estimate
￿
. (We
deﬁne our notation more thoroughly later on.) The undercon-
strainedness of the problem is manifested by the routing matrix
￿
having less than full rank.
In current TM estimation methods, SNMP data is gathered
under a given ﬁxed routing scenario. Speciﬁcally, the linkweights are ﬁxed and the routes are determined as above, lead-
ing to an under-constrained problem. In contrast, in this paper
we address the underconstrainedness of the problem by effec-
tively increasing the rank of the routingmatrix. We achievethis
by reconﬁguration of the link weights.
If we were to change a link weight, some of the OD pairs
on that link could be moved onto other paths. Analysis of the
SNMP link measurement data under these new routing condi-
tions effectively decreases the ambiguity inherent in the link
measurements. We use the term snapshot to denote differ-
ent images of the routing; each snapshot has its own set of
IGP link weights. Consider two different snapshots
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￿ . Collecting measurements under two snapshots im-
plies that we now have two link counts for each link, one for
each routing scenario. The rank of the two matrices, consid-
ered together, may be larger than the rank of the original rout-
ing matrix. This would happen if some of the new link counts
(for links carrying a different combination of OD pairs than in
the originalroutingscenario) generatedequationsthat were lin-
early independentof those in the original system. Our idea is to
do this repeatedly until we have enough independent equations
so as to have a full rank routing matrix.
Such an approach raises a number of questions. How many
routingchangesmustbecarriedoutto achievefullrank? Which
weights should be changed and by how much? Can we ﬁnd a
minimal set of proposed weight changes? We will address all
of these issues in this paper. We develop a heuristic algorithm
for determining which weights to change and by how much
they should be changed. Another key issue with such an ap-
proach is whether or not carriers are willing to do such a thing
in order to obtain very accurate estimates of trafﬁc matrices.
Our discussions with operationspersonnel indicate that carriers
are willing, but only under certain conditions. These condi-
tions, or operational constraints, are incorporated directly into
our algorithm. By studying two differently sized Tier-1 back-
bones, we show that with an algorithm such as ours we can
get close to full rank with a reasonable number of snapshots,
but not obtain it completely without difﬁculty with respect to
carrier requirements. As a consequence, we believe that the
most promising approach for trafﬁc matrix estimation will be a
two-step hybrid method in which our algorithm is run ﬁrst and
followed by any of the previous inference methods. Only the
“safe” snapshots, in terms of carrier requirements, obtained by
our algorithmwould be carriedout. With our safe snapshots we
increased the rank from 25% to 90% in the main network we
studied. This kind of improvement in the rank should lead to a
dramatic reduction in estimation error rates.
The rest of the paper is organized as follows. In Section II
we describe the formal problem statement of synthesizing a set
of snapshots designed to yield informationabout the trafﬁc ma-
trix. In Section III we illustrate the essence of our idea with an
example and we discuss some practical considerations. In Sec-
tion IV we present our heuristic while in Section V we show
some results for two real Tier-1 backbones operating in USA.
Section VI concludes the paper and discusses possible direc-
tions for future research.
II. PROBLEM STATEMENT
Let a network be represented by an undirected graph
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corresponds to the set of links connecting
the nodes. A propagation delay
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denote the set of OD pairs ﬂowing
across the network. Each OD pair
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+ is routed along the
minimum cost path between the origin and destination nodes
with an end-to-end delay
$
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4 equal to the sum of the propaga-
tion delays of each link along the path. If there are multiple
equal length minimum cost paths between the origin and des-
tination nodes, we assume that trafﬁc is split evenly across all
of the equal length paths. The nominal trafﬁc matrix is repre-
sented as a column vector
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represents the volume of trafﬁc generated for OD pair
-
during
a measurement interval. A set of IGP link weights is called a
snapshot in this paper.
We will consider the problem of synthesizing a set of snap-
shots designed to yield information about the nominal trafﬁc
matrix
5 . Foragivensnapshot,trafﬁcforeachODpairis routed
along the shortest length path from the origin node to the desti-
nation node. The routing induced by a snapshot
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In an operational network there is a nominal set of link
weights, which we refer to as snapshot zero. The problem con-
sidered in this paper is to synthesize a set of
K snapshots 1,2,
K , suchthat thecorrespondinglinkmeasurementvectors
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5 . Snapshot 0 is assumed to be given, and corresponds to the
link weights in the nominal operational network.
We stack the link measurement vectors
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With this notation, we have
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￿
￿
5 . If
￿
has full rank
> , then the trafﬁc matrix
5 can be fully determined by mea-
surement of
￿
. The main problemconsidered in this paper is to
ﬁnd a set of acceptable snapshotsso that the resulting aggregate
routing matrix has full rank
> .
To be deemed acceptable, each snapshot must conform to
carrier requirements about the state of the network. For exam-
ple, under the current knowledge about the trafﬁc matrix, the
resulting average load on each link needs to be below a pre-
scribedlimit. Inaddition,a snapshotmustnotleadtopathswithtotal propagationdelays that are excessive. In particular, we re-
quire that the average end-to-end propagation delay for each
shortest path is below a prescribed limit, where the average is
performed over all OD pairs. We discuss carrier requirements
at greater length in the next section; this is very important for
such a method to become practical.
For simplicity, in this paper we will assume that the trafﬁc
generated by every OD pair is the same for every snapshot. In
general, since the snapshots are realized during different inter-
vals of time, the amount of trafﬁc generated by each OD pair
will depend on the snapshot. Since the trafﬁc matrix itself can
ﬂuctuate throughout a day, such ﬂuctuations need to be explic-
itly captured by the model used inside the trafﬁc matrix estima-
tion procedure. Such trafﬁc ﬂuctuations accruing across differ-
ent measurement intervals are discussed in [7], and are ignored
in this paper.
A method based on the idea of using multiple snapshots
could be implemented in one of two ways. If the link weight
changes were carried out during the same one hour slot each
day, then one could fairly safely assume the trafﬁc matrix is
stationary, and a simple model for the OD elements (such as a
Gaussian noise process) would sufﬁce for the estimation step.
Howeverif onecarriedoutthe changesthroughoutthe day,then
the trafﬁc matrix could be cyclostationary (if it has strong diur-
nal trends) or even nonstationary. In these cases, more complex
models for the OD pairs are needed. In [7] we present a model
for OD pair trafﬁc ﬂuctuations that incorporates both diurnal
trends and noise elements. The algorithm presented in this pa-
per can be used in conjunctionwith such a model. We point out
that our algorithm here can be used either alone for the case of
stationary trafﬁc, or as a preprocessing step to a variety of in-
ference techniques, as long as they incorporate long-term ﬂuc-
tuations in the trafﬁc matrix model and estimation procedure.
III. OUR APPROACH
Before tackling the problem of designing an algorithm to
identify the desired set of snapshots, we ﬁrst motivate our ap-
proachofchangingroutestolearnmoreaboutthetrafﬁc matrix,
through an example that illustrates the essence of our idea.
A. Example
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Fig. 1. Essence of new idea. Example
ConsiderthenetworkshowninFig.1composedofﬁvenodes
interconnected by six unidirectional links. Each link has an
associated weight and the trafﬁc from each OD pair is routed
along the shortest cost path. For simplicity, we consider only
ﬁve OD pairs (indicated by arrows). On the left of Fig. 1 we
represent the network in its normal state, when neither failure
events are observed nor link weight changes are implemented
(snapshot
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M
). Snapshot 0 would generate the following
linear system of equations.
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We only write down the portion of this system related to the
links and OD pairs considered in this example. The rank of
routing matrix
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) can be estimated exactly because in this simple ex-
ample they do not share their links with other OD pairs. On
the right of Fig. 1 we show the effect of decreasing the weight
of link
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snapshot generates a new system of linear equations, i.e. a
new routing matrix
￿
￿
￿
￿
￿
￿ , that can be appended to the previ-
ous set. One line of the new routing matrix would look like
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this to the original system of equations adds a new linearly in-
dependentequationinto the system. As a consequence,the new
system
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9 is full rank and all ﬁve OD pairs can
be exactly estimated.
B. Practical Considerations
Changing the link weights in a live operational network
means that trafﬁc will get shifted around. Such trafﬁc shifts
could cause some links to become highly loaded - a condition
that carriers try to avoid in order to prevent congestion. Such
linkweightchangescouldcausesomePoPpairstotraverselong
paths, thereby increasing the delay between those PoP pairs.
Carriers sign Service Level Agreements (SLA) with their cus-
tomers and the terms of these agreements must not be violated.
SLAs typicallyspecifya guaranteeonaverageend-to-enddelay
across all OD pairs in the carrier’s backbone.
We thus provide the following two user-selectable inputs to
our algorithm: (1) average end-to-end delay, called the delay-
limit and (2) maximum link load, denoted the load-limit. The
idea is that our algorithm will reject any weight change that
would cause either of these two thresholds to be exceeded.
Our algorithm can run in three different modes: using only the
delay-limit, using only the load-limit, and using both inputs.
Supportingthe load-limit feature can be tricky because in or-
der for our algorithm to evaluate the resulting link loads, due to
a givenweightchange,we needto knowthe trafﬁcmatrixitself.
But the trafﬁc matrix is the very thing we are trying to estimate.
However, we point out that once carriers start using trafﬁc ma-
trix estimation methods regularly they will always have an old
one available. It is also possible to obtain a TM from less accu-
rate methods [1], [3], [4]. It is thus not unreasonable to assumethat a carrier would have some form of TM at hand, albeit an
erroneous one. Such a TM would probably be sufﬁciently rea-
sonable to use in the process of obtainingvery accurate TMs. If
such a TM were not available, ISPs could use our method using
the delay-limit input alone.
Carrier’s have methods for selecting the set of IGP weights
under which they like to operate [10]. In IP backbones today,
such weights are not changedvery often - perhaps once a week,
or even once a month. Weights are often changed either after a
failureeventor after the additionor removalof largecustomers.
Because operators prefer not to move the network away from
its usual good operating point, they would clearly like to limit
the number of such weight change events. One of the goals of
our algorithm is thus to ﬁnd the minimal set of weight change
events needed to obtain full rank on the routing matrix.
We use the term snapshot to refer to a weight change event.
A weight change event could involve changing a single weight
or multiple weights simultaneously. An operator is more likely
to prefer changing one or two link weights at the same time
rather than changing a large numbers of links simultaneously.
There are two main reasons for this. First, operators are typi-
cally not comfortablemoving the network too far from its good
operating point. Second, each ISIS weight change requires the
modiﬁcation of two router interfaces at the same time. Chang-
ing many router interfaces across multiple router interfaces can
become burdensome because today link weights are changed
manually. Our heuristic thus prefers to identify as many snap-
shots as possible in the minimal set that only involve changing
the weight on a single link for a given snapshot. We also con-
sider changes involving two or three links simultaneously, but
only after seeking all useful single link weight changes. We
limit the number of simultaneous link weight changes to three
to capture this constraint. This is just a rule of thumb to select
a very small number. The carrier can decide later exactly what
their limit is; this choice would not impact the approach and
ideas behind our heuristic algorithm.
IV. HEURISTIC ALGORITHM
Our objective is to identify a small set of snapshots which
are acceptable in the sense that the resultingtrafﬁc performance
stays withinthe boundsofourdelay-limitandload-limit. To get
an appreciation for the magnitude of the complexity of prob-
lem at hand, we now consider the cardinality of the space of
possible solutions. Let
; denote the number of links in a net-
work. Most carriers limit the range of possible weight settings
to be within a predeﬁned minimum,
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enormous number.
Our heuristic algorithm works roughly as follows. First we
identify a set of snapshots which involve weight changes on a
singlelink, relativeto the originalset of linkweights usedin the
operational network. We consider only single weight change
snapshots which result in a change in the routing for at least
one OD pair. Such snapshots may or may not meet operational
needs, so we prune down the set of snapshots to only those
which do. The set of snapshots we seek may be a subset of all
these candidate snapshots. Since the number of possible sub-
sets is very large, we then form an ordering of these snapshots
according to a heuristic. Using this ordering, we then itera-
tively build the aggregate routing matrix, adding snapshots in
the given order as long as it results in an increase in the rank
of the aggregate routing matrix, and stopping as soon as the
aggregate routing matrix has full rank. If we pass through all
candidate(singleweightchange)snapshotswithoutachievefull
rank, we then consider a set of snapshots that are slightly more
difﬁcult to implement, which involve changing link weights for
a pair or triplet of links. If we are still not able to achieve full
rank by considering these additional snapshots, we relax our
operationalconstraints on link load and end-to-endpropagation
delay in order to enable more snapshots to be considered.
More speciﬁcally, our heuristic algorithm is organized into
six steps, where the ﬁrst four steps consider only single weight
change snapshots. The ﬁrst step identiﬁes single weight snap-
shots which result in prescribed movements of routes for OD
pairs onto speciﬁc links. The second step prunes the snapshots
found in step one to only those which satisfy operational con-
straints on link loading and end-to-end propagation delay. In
step three, we order the remaining snapshots found after step
two. In step four, we sequentially build up a set of snapshots
by adding one snapshot at a time, where a snapshot is included
only if it increases the rank of the aggregate routing matrix. In
step ﬁve, if necessary, we consider additional snapshots, ﬁrst
those involving weight changes for pairs of links, and then
triplets of links. Finally, in step six, if necessary, we repeat the
process but relax the operational constraints to widen the space
of snapshotsconsidered. Carriers can always choosenot to exe-
cute steps ﬁve and six. However we chose to include them here
in order to understand what it takes to obtain a full rank routing
matrix and to understand the trade-offs involved.
Step 1: Pruning by Route Mapping
In this step we identify a set of snapshots, where each snap-
shot corresponds to an IGP weight change on a single link.
Let
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be the set of potential IGP
weight perturbations to apply to a given link
￿
% . Each perturba-
tion
&
%
￿
-
￿
￿
￿ provides a routing change for OD pair
-
 
￿
. Recall
that
> is the number of OD pairs in the network. For each link
￿
%
’
￿
, we determine the set
￿
!
￿
% as follows.
First, for an OD pair
-
, let
"
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￿
-
￿ be the path length of the
minimum cost path from the origin node of
-
to the destination
node of
-
under the initial set of link weights
) . Let
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￿
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￿
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￿ be
the length of the shortest path which is constrained to use link
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% . Moreprecisely, let the originanddestinationnodes of
-
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%
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’ . Withthisnotation,
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change the link weight for link
￿
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￿ , then under the new set of link weights, the shortest pathfor OD pair
-
will pass through link
￿
% . Note also that there
may be more than one shortest path for the OD pair
-
, and in
this case all of the trafﬁc for OD pair
-
is split evenly across
all such paths. If link
￿
% belongs to exactly one of the shortest
length paths for OD pair
-
, then note that
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and that changing the weight of link
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% from
&
% to
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￿
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result in all of the trafﬁc for OD pair
-
to be routed over link
￿
% .
Motivated by these observations, for each
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, we deﬁne
￿
&
%
￿
-
￿
￿
"
#
￿
-
￿
￿
"
%
￿
￿
-
￿ if
"
#
￿
￿
-
￿
￿
￿
"
%
￿
-
￿
1
M
,
￿
&
%
￿
￿
-
￿
￿
￿
￿
if
"
#
￿
-
￿
￿
￿
"
%
￿
￿
-
￿
￿
M
and link
￿
% lies along exactly one shortest
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otherwise. Recalling that
any link weight change must result in a new weight that lies
in the range
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After consideringall possible links
￿
% , we obtain a set of pos-
sible snapshots
￿
￿
￿
￿
!
%
￿
￿
￿
￿
% , each of which corresponds to a
single weight change and results in trafﬁc from an OD pair be-
ing moved on at least one link. In the numerical examples we
have investigated so far, we have found that
￿
￿
￿
￿
1
￿
1
￿
￿
; , so
thereis a signiﬁcantsavingsoverconsideringall possible single
weight changes.
As an aside, note that there are multiple ways to generate the
set
￿ . One possible way is to apply any possible weight on any
link. In that case, for any link
￿
%
’
￿
we have
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our approach we attempt to force every OD pair on each pos-
sible link. Then,
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, since the routing
used by OD pair
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￿
￿
$ is the same as the route used by
$
￿
￿
% .
As we can see, the ﬁrst approach generates a number of solu-
tions that is proportional to the cardinality of the IGP weights
allowed, while the second generates a number of solutions that
is proportionalto the cardinalityof the OD pairs. We decidedto
use the secondapproachfortwo mainreasons. First ofall, if we
are interested to disaggregate a speciﬁc subset of OD pairs, the
second method generates far fewer candidate solutions. Sec-
ondly, it is anticipated that carriers will eventually increase the
number of bits used to encode a link weight from 6 to 8. That
means the cardinality of
￿ will increase from 64 up to 256. In
this scenario, the difference in the number of candidate solu-
tions generated by the two approaches is even greater, and thus
the second approach leads to a lower complexity of the algo-
rithm.
Step 2: Pruning by Performance Constraints.
In this step we do an evaluation of the set of candidate per-
turbationsto see if they meet the delay-limitand load-limit con-
straints. We examineall the entriesinthe set
￿ andbuildtheset
of candidate snapshots as a set of tuples
￿
￿
￿
￿
￿
￿
.
￿
%
￿
&
%
￿
￿
￿
where
each tuple represents a deviation from the original weights set
by setting the weight of the link
￿
% to the value
&
%
￿ , deﬁned as
&
%
￿
￿
&
%
*
￿
&
%
￿
￿
-
￿
￿ . For each tuple, we compute the associ-
ated routing matrix
￿
%
￿ . For each candidate snapshot, we com-
pute the new average end-to-end delay for all OD pairs. If this
violates the delay-limit we set aside the snapshot. If it meets the
delayconstraintandwe haveanoldTMavailable
￿
￿
￿
B
￿
￿ , thenwe
route this TM on the new topology and compute the resulting
link loads (this is done simply by computingthe matrix product
￿
%
￿
￿
￿
B
￿
￿ ). If any of the link loads violate the load-limit, then
this snapshot is also set aside. We record snapshots that are set
aside, as well as their routing matrix, in a temporarystorage lo-
cation so that it may be re-used in step six if necessary. For the
moment these set aside snapshots are essentially discarded.
We point out that it is possible for different weight perturba-
tions to have the same net impact on the routing. Therefore, for
those snapshots that are within both the delay and load limits,
we only include them only if the corresponding routing matrix
￿
%
￿ is not identical to that of a routing matrix for another in-
cluded snapshot.
Step 3: Ordering the candidate snapshots.
Now that we have a set of candidate snapshots, we need to
determine which of those snapshots to include to generate our
aggregate routing matrix. Conceptually, we could consider all
possible subsets of the candidate snapshots, and compute the
rank of the associated aggregate routing matrix for each subset
of snapshots. Since the number of subsets is very large, this is
computationally prohibitive. Instead, in this step we construct
an ordering of the candidate snapshots according to a heuristic.
The ordering will then be used in Step 4 to build up the set of
included snapshots in our aggregate routing matrix.
In order to produce an ordering on the candidate snapshots
that remain up to this point, we deﬁne a ranking function for
each snapshot. The ordering among the snapshots will then
be according to the ranking function, with the highest ranking
snapshots at the top of the order.
We now motivate and deﬁne the ranking function for each
snapshot. Our objective is to identify the snapshots which ap-
pear the most promising, i.e. the snapshots which result in a
large increase in the rank of the aggregate routing matrix. Sup-
pose that a given perturbationmoves exactly one OD pair off of
some link and onto link
￿
% . In this case this perturbation deter-
mines the trafﬁc volume on that OD pair exactly; it’s value is
the difference between the link count on
￿
% before and after the
change. Since a single weight change can move multiple OD
pairs, it is possible to learn more than one OD pair exactly in
one weight change event. Once an OD pair is known exactly,
we call it a well-known OD pairs. Our goal here is to construct
ranking function which reﬂects the impact on the number of
newly well-known OD pairs, as well as a general measure of
the amount of “information” gained in implementing the snap-
shot.
We introduce some new notation used to deﬁne our ranking
function. Let
￿
#
%
￿ be the set of OD pairs whose routing is af-
fected by changing the link weight on link
￿
% to the new value
&
%
￿
￿
&
%
￿
*
￿
&
%
￿
￿
-
￿
￿ . Let
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￿ be a binary variable that is
equalto 1 if the OD pair
-
uses the link
￿
% and 0 otherwise, with
respect to the new set of link weights after changing the weight
of link
￿
% to
&
%
￿ as described above.
Suppose ﬁrst we want to evaluate our ability to estimate the
trafﬁc for OD pair
-
@ . For a link
￿
% which belongs to a new link
on a path for OD pair
-
@ after the link weight change, consider
the sum
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@ at the same time that
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moved. If this sum is zero, then only
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% . Let
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￿ be the set of new links along the path used byOD pair
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@ after applying the IGP weight
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￿ , i.e. the set of
links that are contained in a shortest path for
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@ after changing
the link weight
&
% to
&
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￿ but are not included in any shortest
path for
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@ for the original set of weights
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ambiguity of
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which takes the minimum of these per-link sums across all the
new links in the new path of OD pair
-
@ . Again, if
￿
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￿
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@
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then
-
@ becomesa well knownOD pair. This can be viewedas a
measure of disaggregation. For example, a value of
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￿
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￿
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F
means 3 OD pairs (including
-
@ ) have been disaggregated
from their original bundling and moved to link
￿
% .
The quantity
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@
￿ is deﬁned for a single OD pair
-
@ . We
now deﬁne the following metric deﬁned over all OD pairs af-
fected by changing link
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% to the value
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￿ .
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where
￿
is a large parameter. Note that if
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for all
the
-
@ affectedbytheweightchangeevent(
￿
%
￿
&
%
￿ ), then
￿
%
￿ is
equal to the numberof new well-knownOD pairs. Note that for
all
-
@ which are not well known as a result of the weight change
on link
￿
% we have
￿
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￿
￿
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￿
￿
￿
￿
and there are at most
> such
OD pairs. Thus if
￿
is large enough so that
>
E
￿
￿
￿
*
￿
￿
1
￿
,
thenasinglenewlywell knownOD pairis weightedmorein the
metric than all the terms which measure how much information
is gained for OD pairs which do not become well known.
Let’s consider an example to understand how this metric be-
haves. Suppose we have two IGP weight changes to com-
pare,
&
￿ and
&
￿ . The ﬁrst change
&
￿ moves only one OD
pair (
-
￿ ) but in such a way that it can be known exactly, i.e.,
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. In this case
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. The second change
moves three OD pairs
-
￿ ,
-
￿ and
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￿
￿
, but none of them can
be completely isolated from the others. If we suppose that
each link is shared by two OD pairs that were rerouted, then
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&
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￿
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￿
. Because this is big-
ger than
￿
￿
￿
￿
￿
, it would make snapshot
&
￿ more attractive
than
&
￿ . However, we want the reverse to happen because we
consider it better to know something exactly than simply to get
new link countswithout anycompletedisaggregation. By using
a large B factor, the proposedsnapshot
&
￿ will achieve a higher
priority than
&
￿ since
￿
￿
￿
￿
￿
￿
￿
￿ .
The snapshots are then ranked according to the correspond-
ing value of
￿
%
￿ for each snapshot, where the snapshot with
the largest value of
￿
%
￿ is at the top of the list.
Step 4: Evaluation of candidate single link snapshots.
We now evaluatethe candidatesnapshotsin the orderdeﬁned
in Step 3. This is done by determining whether or not each
snapshot increases the rank of the routing matrix obtained so
far. Let
￿
# denote the initial routing matrix based on the origi-
nal given set of IGP weights. Let
￿
denote the improvedaggre-
gate routing matrix after useful snapshots have been appended.
When we are done
￿
will be the ﬁnal aggregate routing matrix.
We evaluate each entry
￿
.
￿
%
￿
&
%
￿
￿
’
￿ sequentially by append-
ing its associated routing matrix, (
￿
%
￿ ) to
￿
and computing the
rank of the combined routing matrix. The snapshots are con-
sidered in the order found in step 3, with the highest ranking
snapshots tried ﬁrst. Only if the rank of
￿
increases is
￿
%
￿ kept
in
￿
; otherwise the snapshot is discarded. The algorithm stops
when the rank of the
￿
matrix is equal to
> . If all the entries of
￿ (i.e., the candidate snapshots) are analyzed and the rank of A
is less than
> , then we proceed to step 5.
Step 5: Multiple IGP weight changes. For large networks
performing only single weight changes might not be enough to
guarantee that we can obtain a full rank routing matrix
￿
. For
example, this is the case for the Sprint backbone. In this step
we consider changing either two or three link weights simulta-
neously, i.e., within the same snapshot. We limit the maximum
number of simultaneous changes because we believe that car-
riers would not be comfortable changing more than three link
weights at the same time.
More speciﬁcally, snapshots corresponding to weight
changes on pairs of adjacent links are considered. A pair of
links is deﬁned to be adjacent if they are incident to a com-
mon node. For each pair of adjacent links, we consider only
two weight changes, i.e. changing the weights of both links to
￿
￿
￿
￿
￿ and changing the weights of both links to
￿
￿
￿
￿
￿
￿ . For
each such snapshot, we check to see if the the delay-limit and
load-limit constraints are satisﬁed. If so, we try augmentingthe
correspondingrouting matrix to the aggregateroutingmatrix to
see if it increases its rank. If so, we add the snapshot to the in-
cludedlist and updatethe aggregateroutingmatrix accordingly.
If the aggregate routing matrix is still not of full rank, we con-
sider another snapshot generated by another pair of link weight
changes. The process continues until the aggregate routing ma-
trix has full rank or we exhaust all snapshots corresponding to
such pairs of link weight changes.
If we exhaust all snapshots corresponding to a pair of link
weight changes as described above before the rank of the ag-
gregate routing matrix reaches
> , then we try snapshots corre-
sponding to triplets of links having their weights changed. We
consider only triplets of links that form “triangles”, i.e. triplets
of links of the form
￿
￿
￿
￿
￿
￿
￿
￿
/
￿
￿
￿
￿
￿
￿
￿
￿
￿
/
￿
￿
￿
￿
￿
￿
￿
. For each triplet of
links we onlyconsidertwo possibleweight changes, i.e. chang-
ing the weights of all three links to
￿
￿
￿
￿
￿
￿ and changing the
weights of all three links to
￿
￿
￿
￿
￿
￿
￿ . We use “triangles” be-
cause this approach will move a batch of trafﬁc either away
from (when link weights are increased) a localized region of
the network, or onto that region (when link weights are de-
creased). For each such snapshot, we check to see if the the
delay-limit and load-limit constraints are satisﬁed. If so, we try
augmenting the corresponding routing matrix to the aggregate
routing matrix to see if it increases its rank. If so, we add the
snapshot to the included list and update the aggregate routing
matrix accordingly. If the aggregate routing matrix is still not
of full rank, we consideranothersnapshot generatedby a triplet
of link weight changes. The process continues until the aggre-
gate routing matrix has full rank or we exhaust all snapshots
correspondingto such triplets of link weight changes.Step 6: Relaxing Performance Constraints. If we reach
this point and we still do not have an aggregate routing matrix
offullrank,thenwe relaxthedelayandloadconstraints. We re-
move the delay constraint altogether since it is only an average
constraint, and we shift the load constraint up to 90%. Clearly
carriers cannot go above this or congestion would occur. The
set ofcandidateperturbationswe considerat this pointarethose
that were set aside earlier. Recall that this set includes pertur-
bations that passed the pruning of step 1, but failed the pruning
of step 2. With this set, the algorithm runs again from step 2
(with the modiﬁed performance constraints) through step 4.
V. RESULTS
In this section we assess the performance of our heuristic al-
gorithm by running it on two large Tier-1 backbones. We see
which snapshots are chosen and examine their properties. We
illustrate the trade-offs between the number of snapshots and
the delay and load constraints. The beneﬁt of doing multiple
link changes simultaneously will be discussed. We also show
the impact of such an activity on the delay and load of the net-
work and discuss the ability of our technique to meet carrier
demands. Beforeprovidingtheseresults, weexplainthetopolo-
gies and trafﬁc matrices used in our evaluation scenarios.
Fig. 2. Sprint North America IP Backbone
Most of the results refer to the Sprint backbone as shown in
Fig. 2. We also considered a second backbone (a topology pro-
vided by the Mapnet Tool [8]) with a larger number of nodes.
Both the topologies represent a simpliﬁcation of the real back-
bones operating in the USA. The Sprint topology consists of
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A 3-tuple is associated with each link: the original ISIS
weight, the propagation delay and the capacity. In the actual
Sprint network, two neighboring PoPs can be interconnected
withmultiplelinksbetweenthem. Thetopologystudied,shown
inFig.2, is obtainedbyaggregatingallthelinks betweenneigh-
boring PoPs into one big pipe. Most of these parallel links be-
tweenneighboringPoPshavethesameISISweightassignment.
The new big link is characterized by the same ISIS weight, by
a propagation delay equal to the maximum propagation delay
among them, and by a capacity equal to the sum of the avail-
able capacity of each single link. We do not have the same set
of data for the second backbone. To ﬁgure out how many OC48
links are present between each pair of neighboring PoPs, we
used the information provided by the Mapnet Tool [8]. We cal-
culate the propagation delay of each link by mapping each link
along the shortest physical path. Using link speed information
andthephysicaldistancewe are ableto estimateits propagation
delay. Later on we explain how we generated an “original” set
of ISIS weights for the second topology, i.e., the ones selected
for a good daily operating condition.
As mentioned before, we cannot evaluate the impact on the
load without a trafﬁc matrix itself. For the Sprint backbone, we
used a trafﬁc matrix estimated using the existing choice-model
method from [3]. We estimated the trafﬁc matrix for October
10th, 2002 during a busy time, from 12pm to 1pm, by using the
SNMP data from that time. As discussed previously, we view
this as an old trafﬁc matrix with imperfections. Even if we had
a real matrix that was old it may contain imperfections as it
could be out of date. We realize that imperfections in this TM
will propagate to the aggregate load we compute and this hin-
ders our ability to evaluate the impact of our proposed weight
changes on the network performance. We remind the reader
thatcarrierscanchoosetorunthealgorithmwiththedelay-limit
input only and avoid the load evaluation. However we believe
thatcarrierswouldprefertodosome loadevaluationratherthan
none. Our goal is not to generate exact numbers for load levels,
but rather to understand generally whether such constraints are
satisﬁable, and the trade-offs that load constraints impose.
Since we do not have any data available for the second back-
bone, we generate a random trafﬁc matrix according to a Pois-
son distribution with rate 40 Mbps. We have built a tool called
METL (IGP MEtric assignment TooL) that ﬁnds an optimal set
of ISIS/OSPF weights for a given topology and trafﬁc matrix.
This tool is based on an algorithm we developed in [10] and
ﬁnds a set of weights that minimizes the maximum link uti-
lization. We use these weights for our second topology since
we assume that any carrier has their own algorithm for ﬁnding
optimal weight assignments.
In our evaluation of average delays, we assume that propa-
gation delays are the only delays present in the backbone. It
has been shown in [9] that in the Internet core, there is no con-
gestion and queuing delays are negligible. For each routing
scenario we compute the end-to-end delays for each OD pair,
and then average over all the OD pairs to obtain an average
network-wide delay. We use this delay metric because this is
the deﬁnition of the delay component in today’s actual SLAs.
A. Basic Properties of Selected Snapsnots
In this ﬁrst section where we examine the basic properties
and trade-offs, we use only the Sprint backbone since our in-
formation on this network (topology, link weights and old TM)
is more accurate. We set the delay-limit to be 60ms. We con-
sider three different load-limit thresholds, namely 60%, 70%
and 80%. In Figure 3 we illustrate how the rank increases aswe add more snapshots. First we see that with no additional
snapshots (the zero case on the x-axis) we have only 25% of
the full rank. Recall that this represents the conditions under
which previous trafﬁc matrix estimation methods operate - in-
deed a severely underconstrained system. With the extra infor-
mation provided by additional well chosen snapshots, we see
that the rank rises steadily. Because our snapshots are care-
fully selected, each one should increase the rank by at least
one. Since these curves have no ﬂat sections, we conﬁrm that
our algorithm is working properly in that snapshots are doing
what they are suppose to do. If the load is permitted to reach
80%, then full rank can be obtained with 27 snapshots. With
a load-limit of 70%, 33 snapshots are needed. If the load con-
straint is tightened to 60% then we need 47 snapshots. This
illustrates our ﬁrst trade-off. The more constrained the load-
limit is, the more snapshots are needed to reach full rank. This
makes intuitive sense. The looser the constraint (i.e., the higher
the load-limit), the more ﬂexibility we have to move OD pairs
around.
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Fig. 3. Tradeoff between the number of snapshots needed and the load con-
straint.
Recall that our algorithm allows the delay and load con-
straints to be violated towards the end if we cannot reach full
rank under these constraints. In all three cases considered here
(for the three values of
￿ ) we were unable to reach full rank,
and thus allowed violations. Table I gives the number of vi-
olations for each of the three load-limit thresholds considered.
Herewe seeoursecondtrade-off: thetightertheload-constraint
the more violations that will occur.
load-limit 60% 70% 80%
Num snapsnots 47 33 27
Num violations 24 4 3
TABLE I
NUMBER OF VIOLATIONS FOR DIFFERENT LOAD-LIMIT THRESHOLDS
The two trade-offs together indicate that the lower the load-
limit (i.e., the tighter the constraint) the more difﬁcult it is to
obtain a full rank matrix. In comparing the 70% load-limit and
80% load-limit cases, we see that the 70% limit is worse than
the80%caseinthatit requires6moresnapshotsandhas1more
violation. However limiting the load to 70%, rather than 80%,
is muchmoreappealingtocarriers. Inthe rest ofthis sectionwe
use the 70% load limit as we believe this is a reasonable trade-
off between the load and the number of snapshots/violations.
Clearly the 60% load-limit is not attractive as it has such a large
number of violations and requires almost 1/3 more snapshots
than the 70% case.
B. The Order of Selected Snapshots
In the previous subsection we saw that 33 snapshots were
needed (with a delay-limit of 60ms, and a load-limit of
70%). Recall that our algorithm ﬁrst selects single-link weight
changes. Only after single link changes have been analyzed,
double and triple link changes are considered. Thus there is an
impliedorderofthesnapshotsonthex-axisinFigure 3,namely
that the single-link changes are done ﬁrst, then the double link
changes and ﬁnally the triple link changes. It is intuitive that
if we carried out the multiple link changes before the single
ones, we might need fewer overall snapshots. This is because
the double and triple weight changes are more dramatic in that
they move more trafﬁc around. Hence we are likely to obtain
morelinearlyindependentequationsintooursystem thanwe do
from the single weight changes, and similarly we force more
OD pairs to become “well-known” using a multi-link weight
change rather than a single link weight change.
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Fig. 4. Rank(A) and Well-Known OD Pair versus Number of ISIS weight
changes.
Recall the metric we used for ordering snapshots in Step 3
of our algorithm. This ordering metric is applied only to single
snapshots and thus should give us the best ordering for those
snapshots. However it does not quantify the prefered ordering
of the snapshots when the double and triple link changes are in-
cluded. To quantifythis intuitionwe nowlook at two orderings,
the original one and a second one in which the original order is
exactly reversed. In other words, in the second ordering, triple
link changes are done ﬁrst, then double link changes and ﬁnally
single link changes. Results for these two orderings are given
in Figure 4. In the top-left ﬁgure, we plot the achieved rank
(as a percentage of the total rank) as a function of the number
of snapshots when they are added in the original ordering. The
rankis givenbythesolidline. Notethatas weincreasetherank,
wewill also increasethenumberofODpairsthatareknownex-
actly. The number of OD pairs, that are known exactly once a
given number of snapshots have been added, is indicated in thisﬁgure by the dashed line. We see that a good deal is learned
with the last few snapshots, indicating the utility of the triple-
link changes. In the bottom left of this ﬁgure, we see that the
ﬁrst 19 snapshots are single-link changes, the next 9 are double
link changes and the last 5 are triple link changes.
In the top-right of this ﬁgure we plot the rank and number of
well-known OD pairs for the reverse order. We ﬁnd that only
16 snapshots are needed to achieve full rank. Indeed the order
has a large impact. We now need only 4 triple-link changes, 7
double-link changes and 5 single-link changes. Note that the
number of triple-link changes (and double-link)is not the same
in both cases. When we reversed the order we found that we
could eliminate one of the triple-link changes. This behavior
is technically sound under our approach. Recall that snapshots
are evaluated in a given order and retained if they increase the
rank. In the original order each snapshot increased the rank,
but since we do not consider all possible permutations of the
triple-link changes, we cannot know at the time we evaluate
one snapshot whether another snapshot coming up soon in the
order would have provided the same information. When we
evaluated the triple-link changes in reverse order, one of the
triple-link changes was eliminated in Step 4 of our heuristic
because it would have added redundant information. The same
happened for the double-link changes.
C. Impact on Delay Performance
We now examine the impact of all these link weight changes
on the delays experienced between PoP pairs. In order to ex-
amine the impact of each snapshot on each OD pair, we use
the scatterplot in Figure 5. Each dot indicates that the end-to-
end delay for that OD pair under the given snapshot was under
80ms. A star indicates that the delay was between 80 - 120
ms, and a circle indicates that the delay was between 120 - 160
ms. Thisscatter plotindicatesthat6 snapshotscausedsomeOD
pairs to have delays larger than 120ms. However, among those
6 snapshots, 3 of them affected two OD pairs or less. In fact
we see that there is only one bad snapshot in that it affected a
largenumberofODpairs; namelythatis snapshot#1. MostOD
pairs that may reach larger delays experience that delay only in
one snapshot. There are only 3 OD pairs whose delay will rise
above 120ms in multiple snapshots. Note that these values are
end-to-end delays. However carrier’s SLA’s today are given in
terms of average end-to-end delay. We had used a 60 ms target
for our delay-limit in our algorithm. In Figure 6 we see that
indeed the average delay, or SLA, value is achieved for each
snapshot. We thus conclude that in the scenario studied here,
the delay constraints imposed by carriers are achievable.
D. Impact on Load Performance
We now illustrate the impact of our snapshots on link load
levels. We use another scatter plot, in Figure 7, to show the uti-
lization levelof the links undereachsnapshot. In this plot, a dot
indicates that the load level was under60%; a star indicates that
the load was between 60-70%, and a circle indicates that the
load was between 70-90%. We observe that under the initial set
of link weights (i.e., snapshot 0), there were two links loaded
0 2 4 6 8 10 12 14 16
0
20
40
60
80
100
120
140
Snapshot ID
O
D
 
P
a
i
r
 
I
D
Fig. 5. Delay Scatter Plot for Sprint Backbone.
0 2 4 6 8 10 12 14 16
0
20
40
60
Snapshot ID
S
L
A
 
[
m
s
]
Fig. 6. Average Delay SLA for Selected Snapshots.
between 60-70%. We see that these same links stay in this load
range during many snapshots, but never pass into the above
70% load range. This indicates that our heuristic manages to
avoid further loading links that are already heavily loaded. We
see in this scatter plot, that there are essentially 3 bad snap-
shots because all of the circles (over 70% load) are contained
in those 3 snapshots. In each of those snapshots, there are ex-
actly 4 links and these turn out to be two bidirectional links in
all cases. Hence there are two links affected (although in both
directions) poorly by these so-called bad snapshots. All other
snapshots meet the 70% load-limit threshold we imposed. Note
that these bad snapshots are among the triple-link change snap-
shots. Thisis notsurprisingas multiple-linkweightchangesare
likely to shift more load around.
From these observations we conclude that it could be possi-
ble to follow our approach and meet the delay constraints im-
posed by carriers, but that meeting the load constraints can be
a challenge if the end goal is full rank. A carrier could decide
to execute all the snapshots except the bad ones. This would
signiﬁcantly increase the rank of the original linear system, but
not achieve full rank. This could then be followed by one of the
previously existing inference techniques such as either of [3],
[2], [4], [5]. Any of these techniques would perform much bet-
ter because they would have a system that is much much less
“underconstrainted” than previously. Moreover a large number
of the OD pairs would be exactly known and thus the num-
ber of variables to estimate would be substantially less. We
checked what happens if all the snapshots except the three bad
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Fig. 7. Link Utilization Scatter Plot for Sprint Backbone.
90% and about 55% of the OD pairs would already be known
exactly. Recall that our original system started with a rank of
25%. We thus believe that the best solution for trafﬁc matrix
estimation is likely to be a hybrid solution, involving an algo-
rithm such as ours (to increase the rank) as a ﬁrst step, and an
inference technique for estimation as a second step.
E. Comparing Multi-Link Weight Change Heuristics
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Fig. 8. Impact of topology characteristics and multi-link heuristic selection on
the number of snapshots required.
In this section we compare two different heuristics for the
selection of weight changes involving multiple links simulta-
neously. As described in Section IV, our heuristic (called
Heuristic 1) considers only changing the weights on pairs and
triplets of links that are consecutive, i.e,, links that have a node
in common. To these links, either they are all assigned the
minimum allowable weight or the maximum allowable weight.
This will either force a good deal of trafﬁc to be moved onto
a speciﬁc region of the network, or force a lot of trafﬁc away
from the region. This should cause sufﬁcient trafﬁc shifting so
as to create meaningful new inputs. For the sake of compar-
ison we also consider another heuristic. In Heuristic 2 pairs
and triplets of links are selected randomly among all network
links. One weight is then selected randomly within the range
N
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
O and assigned to either both (or all three) links.
The comparison between the two heuristics is given in Fig 8
wheretherankoftheAroutingmatrixis plottedas afunctionof
the the number of snapshots selected. Again we use an average
delayboundof60msandamaximumlinkutilizationof70%for
testing these two heuristics. The results for the Sprint backbone
are given in the top graph while those for the second backbone
are in the bottom graph.
In both topologies, Heuristic 1 achieves full rank before
Heuristic 2 does. In fact, Heuristic 2 does not achieve full rank.
We let heuristic 2 run long enoughso as to search throughmore
than twice the search space (in terms of the number of snap-
shots evaluated). After this, Heuristic 2 was not able to ﬁnd a
set of snapshots that would achieve full rank.
The two curves, for a given network, behave the same for a
while (e.g., until snapshot #22 in Sprint network) because until
this split we are considering single-link changes. Clearly these
curves should overlap because our two heuristics only differ
with respect to double and triple link weight changes.
Another interesting observation to make here is that the
Sprint network requires roughly half of the snapshots needed
by larger topology. We have not quantiﬁed the reduction on
the number of snapshots when triple and double link weight
changes are carried out ﬁrst. Nevertheless, the number of snap-
shots needed to bring a network’s routing matrix to full rank, is
likelytobe duetothecharacteristicsofthe twotopologies,such
asthenumberofnodesandlinks. Thenumberofsnapshotsmay
be proportional to the number of OD pairs to estimate.
We include the example of this larger network primarily for
the purposes of illustrating that our algorithm (since it is a
heuristic) can and does achieve a full rank routing matrix even
in this larger topology. Some simpler heuristics we originally
tried could get close but not actually achieve full rank as they
would effectively get stuck. Although the number of needed
snapshots may become too large to be practical in very large
topologies, our algorithm can still be helpful because it can be
used inside a hybrid method (as mentioned earlier). Alterna-
tively, if a carrier knew that some OD ﬂows are more important
to estimate accurately then others (e.g., large ﬂows as opposed
to small ones), then we only need to increase the rank enough
so that the desired OD pairs become well known. This would
probably need far fewer snapsnots than a full rank target as it
seems to be that getting the rank from 90% up to 100% is the
difﬁcult part requiring many snapshots. We leave the explo-
ration of these ideas for future work.
VI. CONCLUSIONS
In this paper, we have presented a methodology to construct
a collection of “snapshots” for an IP network, where each snap-
shot is described by a set of link weights that implicitly deter-
mines a routing conﬁguration using an IGP routing protocol.Our method attempts to minimize the number of snapshots,
while inducing routing conﬁgurations which allow the trafﬁc
matrix to be accurately inferred from the measurements of traf-
ﬁc volume on each link. In addition, our snapshots are chosen
so that resulting link loads are not excessive and propagation
delays are acceptable.
Fora carrierbackbonesuchas Sprint’s, ourmethodproduced
under 20 snapshots that meet the link load and propagation de-
lay constraints and result in an aggregate routing matrix of full
rank. This numberof snapshots seems within the limits of prac-
tical realizability. In general, the number of snapshots required
is dependent on the network size and topology.
We note that the goal here of obtaining an aggregate routing
matrix of full rank may not be necessary. We illustrated that
with an algorithm such as ours we can get close to full rank,
but not obtain it completely without difﬁculty with respect to
carrier requirements. We believe that the most promising ap-
proach for trafﬁc matrix estimation will be a hybrid method.
The ﬁrst step in such an approach would be to use an algorithm
like ours to signiﬁcantlyincrease the rank of the routingmatrix,
thereby reducing the underconstrainedness of the problem and
identifyingmany OD pairs exactly. In a second step to estimate
the remaining OD pairs, any of the previous inference methods
could be applied together with the aggregate routing matrix of
high rank. We believe this approach is very promising because
it substantially reduces the number of variables (trafﬁc matrix
elements) to estimate and greatly reduces the search space of
the inference problem.
A direction for future work is to consider more dynamic ap-
proaches for synthesis of snapshots. In particular, after link
measurements for each snapshot are recorded, the uncertainty
in the trafﬁc matrix can be reduced. An updated intermedi-
ate estimate of the trafﬁc matrix can be used to predict link
loads after future potential link weight changes with more con-
ﬁdence. We remark that in general, if the overall methodology
is applied, the inherent risk of overloadinglinks is reducedover
time, due to the increased knowledge gained about trafﬁc pat-
terns.
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