Abstract. Let L := −r −2 (r∂r) 2 − ∂ 2 z . We consider the equation Lu = f on a bounded polygonal domain with suitable boundary conditions, derived from the three-dimensional axisymmetric Poisson's equation. We establish the well-posedness, regularity and Fredholm results in weighted Sobolev spaces, for possible singular solutions caused by the singular coefficient of the operator L, as r → 0, and by non-smooth points on the boundary of the domain. In particular, our estimates show that there is no loss of regularity of the solution in these weighted Sobolev spaces. Besides, by analyzing the convergence property of the finite element solution, we provide a construction of improved graded meshes, such that the quasi-optimal convergence rate can be recovered on piecewise linear functions for singular solutions. The introduction of a new projection operator from the weighted space to the finite element subspace, certain scaling arguments, and a calculation of the index of the Fredholm operator, together with our regularity results, are the ingredients of the finite element estimates.
(Ω), i + j ≤ m} with weights vanishing at r = 0, which raises difficulties both in the analysis of the equation, and in the estimates of the FEM. For the validation on the reduction of the dimension, it is shown in [4, 14] that, the 3-D Poisson's equation is equivalent to the 2-D equation (1) , by using Fourier analysis to prove certain isomorphisms between the usual Sobolev spaces H m (Ω) and the weighted spaces H m r (Ω). An approximation property of the finite element solution for the axisymmetric Stokes problem in the space H m r is discussed in [13] . We also mention [34, 54] , in which the Fourier-FEM, a combination of the approximating Fourier and the FEM, is studied for the axisymmetric Poisson's equation. In addition, estimates on the convergence of the multigrid method for the axisymmetric Laplace operator and for the Maxwell operator can be found in [23, 29] , respectively.
Assuming sufficient regularity of the solution in equation (1), the existing results (see [13, 23, 29, 49] and references therein) suggest that the H 1 r -norm of the error between the linear finite element solution and the real solution is bounded by Ch, on the triangulation with quasi-uniform triangles of size h. This provides the analogy of the quasi-optimal convergence rate of the finite element solution for elliptic boundary value problems with regular coefficients in the usual Sobolev spaces, and ensures good finite element approximations for the 3-D axisymmetric equation with a much lighter computational load than solving the original 3-D problem.
The solution of equation (1), furthermore, may have singularities even in these weighted spaces H m r (Ω), due to the non-smooth points on the boundary ∂Ω, and to the singular coefficient when r → 0. The less regularity in the solution slows down the convergence rate of the finite element solution, as well as poses well-posdness concerns in these weighted spaces. Note that near the vertices of Ω that are not on the z-axis, the coefficients of the operator L are bounded, and therefore, the singularities in the solution have the same character as the corner singularities of regular elliptic equations on polygonal domains. There exists a large literature regarding different aspects of corner singularities of 2-D elliptic equations. See for example the monographs [26, 30, 31, 37, 38, 51] , research papers [3, 11, 19, 15, 25, 35, 36, 47, 48, 53] on the analysis of the singular solution, and [1, 2, 5, 9, 11, 52, 50, 55] and references within on the numerical approximation for singular solutions of this type. For vertices on the z-axis, the situation is different, since the coefficient 1/r → ∞. It turns out that the possible singularities near these vertices are closely related to the 3-D vertex singularities of elliptic equations. This is our starting point for the work presented in this paper. See [10, 12, 24, 32, 40] for discussions on singular solutions of 3-D differential equations.
In this paper, we mainly focus on the analysis of the FEM for singular solutions of equation (1) , and provide effective numerical schemes to approximate these solutions. The major difficulties we shall overcome, are the estimates of the regularity of the solution in suitable spaces, the estimates of the FEM near the z-axis, and the estimates of the FEM near every vertex.
More precisely, let ϑ be a function equivalent to the distance function to the vertex set of Ω in the neighborhood of every vertex. Then, motivated by [11] , we define a different weighted Sobolev space Let T be a triangulation of the domain Ω with shape-regular triangles, and S(T , 1) ⊂ K Based on our regularity results in Theorem 3.5, and on the approximation property of piecewise linear polynomials in the weighted space H m r (Ω) (Lemma 4.2), we shall present a simple and explicit construction of a sequence of finite element subspaces, such that the numerical solutions converge to the solution in the rate that is expected for smooth solutions. Namely, we obtain (Corollary 4.16) . This is the quasi-optimal convergence rate we shall refer to throughout the text for the axisymmetric problem. An obstacle for the convergence analysis of the numerical solution is that the usual nodal interpolation may not be well defined for functions in K 2 a+1,r (Ω) on the z-axis. Therefore, inspired by [23, 56] , we introduce another operator from a local regularization process (Definition 4.3) to complete the proof.
The rest of the paper is organized as follows. In Section 2, we first briefly recall some existing results in the literature for the axisymmetric equation. Then, we define two types of weighed Sobolev spaces for further analysis in Section 3 and Section 4, as well as notation that will be used throughout this paper. In addition, several relevant properties of the weighted Sobolev space will be discussed.
In Section 3, we establish our a priori estimates (well-posedness, regularity, and the Fredholm property) for the axisymmetric equation in the weighted space 
defines an isomorphism for a > 0 small, and is Fredholm as long as a is away from a countable set of values. This allows us to compute the range of the index a, in which the isomorphism above still holds.
The finite element solution for equation (1) is studied in Section 4. In the first part of this section, we give an estimate on the approximation property of piecewise linear polynomials on star-shaped domains (Lemma 4.2). By the introduction of a new "interpolation" operator, we show the quasi-optimal convergence rate of the linear finite element solution is attained, assuming the solution is sufficiently regular (in H 2 r (Ω)). Based on these results and a scaling argument, in the second part, we analyze the convergence rate of the numerical solution in the weighted space K m a,r (Ω). Then, we describe a construction of a sequence of triangulations suitably graded to the vertices, such that the quasi-optimal convergence rate is recovered for singular solutions on these meshes.
In Section 5, we present numerical tests for equation (1) on two domains for different singularities (on the z-axis or away from the z-axis). The rates of convergence of the finite element solutions from different meshes are compared. These tests suggest that the quasi-optimal convergence rates are achieved on our graded meshes, which is in complete agreement with our theory. In this section, we formally introduce the axisymmetric Poisson's equation, and the definitions of some weighted Sobolev spaces with relevant properties.
2.1. The axisymmetric Poisson's equation. LetΩ := Ω × [0, 2π) ⊂ R 3 be a bounded domain, which is invariant under the rotation about the z-axis. Namely, Ω is the revolution of Ω about the z-axis. SupposeΩ ∩ {r = 0} = ∅, and its half section (the intersection ofΩ and a meridian half plane) Ω ⊂ R 2 is a polygon. (See, for example, Figure 1 .) We then consider the three-dimensional Poission's equation inΩ with the Dirichlet boundary condition,
in the trace sense, where α = (α 1 , α 2 , α 3 ) is the multi-index. It is well known [28, 57] that for anyf ∈ L 2 (Ω), equation (2) has a unique weak solutionũ ∈ H 1 0 (Ω), determined by the variational fomulatioñ
which may belong to H 2 (Ω) under some assumptions on the domain. In the presence of axisymmetry in the data and in the solution (∂ θũ = ∂ θf = 0), with the cylindrical coordinates (r, θ, z), we define u(r, z) =ũ(r, θ, z) and f (r, z) =f (r, θ, z).
Recall Ω is the intersection ofΩ and the rz-plane for r > 0. We let Γ 0 := ∂Ω ∩ ∂Ω be the part of the boundary ∂Ω imposed with the Dirichlet condition, and Γ 1 := ∂Ω Γ 0 be its complement set on the z-axis (Figure 1 ). Thus, it is well known that equation (2) can be written as the following elliptic equation (see also [4, 29] ),
where
Note that the derivation of the weak solution of equation (5) also requires the boundary condition on Γ 1 , which we will discuss in Remark 2.5. From now on, we shall concentrate on the analysis of equation (5) and its finite element approximations. Our techniques, neverthless, may be also useful for dealing with different boundary conditions and other type of axisymmetric problems.
2.2.
Weighted Sobolev spaces and the weak solution. In this subsection, we define different weighted Sobolev spaces on Ω, and the weak solution of equation (5), with which further analysis can be carried out in Section 3 and Section 4. Definition 2.1. We first define the following weighted Sobolev spaces
. Then, the norms and the semi-norms for any v ∈ H m r (Ω), m = 0, 1, 2, are defined by
Note that H m r (Ω) is closely related to the usual Sobolev space H m (Ω), m = 0, 1, 2. In particular, we summarize a number of results from the literature for a better understanding of the space H m r (Ω). LetH m (Ω) ⊂ H m (Ω), m = 0, 1, 2, be the subspace involving all axisymmetric functions in H m (Ω). The following two propositions can be found in [4] and [14] . Proposition 2.2. The trace mappingṽ(r, θ, z) → v(r, z), given by (4), is well defined for smooth functions and extends to an isometry (up to a factor
.
On the other hand, for m = 2, we have
Then, the trace operator in Proposition 2.2 defines an isomorphism fromH 2 (Ω) to H 2 + (Ω). Besides, the following density property can be found in [39] . Remark 2.5. It is shown in [4] , that for any u ∈ H 2 + (Ω), the trace u → ∂ r u| Γ1 is well defined, and ∂ r u| Γ1 = 0 in L 2 . Therefore, if the solution u belongs to H 2 + (Ω) ∩ {v| Γ0 = 0}, with integration by parts, we define the weak solution u ∈ H 1 r (Ω) ∩ {v| Γ0 = 0} of equation (5) by
. By the Poincaré inequality for the 3-D domainΩ and the Lax-Milgram Lemma, it is seen that the weak form (7) determines a unique solution u ∈ H 1 r (Ω) ∩ {v| Γ0 = 0}, for any f ∈ L 2 r (Ω). In fact, one can further show u ∈ H 2 + (G), for any G ⊂ Ω away from the vertices, based on the standard regularity estimates for equation (2) . In addition, Proposition 2.2 implies (see also [4, 29] and references within),ũ(r, θ, z) = u(r, z) is the weak solution of the original Poisson's equation (2) 
Let us now write a few words about the trace on Γ 0 for any function in H 1 r (Ω). Note that Γ 0 is composed of line segments γ i . Then, on a segment
, since in the neighborhood of the segment, r is bounded away from 0, and therefore, H 1 r is equivalent to the usual Sobolev space H 1 . For a segment γ i ⊂ Γ 0 , whose closure intersects the z-axis, we recall the following result from [23] . Proposition 2.6. Let T ⊂ Ω be a triangle with diameter h, such thatT ∩ {r = 0} = ∅. Let e be an edge of T , not sitting on the z-axis, butē ∩ {r = 0} = ∅. Then, for any v ∈ C ∞ (T ), Case 1: ifT ∩ {r = 0} is only a point, then
Case 2: ifT ∩ {r = 0} is an edge, then
The constant C above depends on the shape regularity of the triangle, not on v. The extension of these inequalities for v ∈ H 1 r (Ω) follows from the density argument in Proposition 2.4.
Thus, ifγ i ∩ {r = 0} is an isolated point in ∂Ω ∩ {r = 0}, γ i can be included in a triangle of Case 1, and hence γi r 2 v 2 drdz is well defined for v ∈ H 1 r (Ω). If γ i ∩ {r = 0}, however, is an end point of a segment in ∂Ω ∩ {r = 0}, then v ∈ H 1 r (Ω) has a L 2 r -trace on γ i , since γ i can be a edge of a triangle of Case 2. This trace result will also be useful in our finite element analysis in Section 4.
Recall that the solution of equation (5) (Ω), due to the non-smooth points on the boundary, and the singular coefficient in L, even if the right hand side f is smooth. To handle these possible singular solutions, we need another weighed Sobolev space as follows.
Let Q i be the ith vertex of Ω, and S = {Q i } ⊂Ω be its vertex set. Denote by l the minimum of the non-zero distances from a point Q i ∈ S to an boundary edge of Ω. Let (8)l := min(1/2, l/4) and
where B(Q i ,l) denotes the ball centered at Q i ∈ S with radiusl. Note that sets
Thus, the space K m a,r (Ω) is given by the definition below. Definition 2.7. We define
We endow K 
The completeness of L 2 (Ω) and standard arguments, see [28] for example, show the space K (Ω) (see (6) ) is
with the norm on any open set G ⊂ Ω,
In addition, we denote by
, v = 0.
Remark 2.8. In the definitions of weighted Sobolev spaces H m r (Ω) and K m a,r (Ω), we only considered for m = 0, 1, 2, which is sufficient for the FEM using linear approximation functions. We also mention that an extension for m > 2 is possible. By Proposition 2.2, it is natural to introduce the space H m r (Ω) if the solution is regular enough. On the other hand, we shall show that K m a,r (Ω) is an appropriate space to study singular solutions from the singular coefficients and from the nonsmooth boundary for equation (5). 2.3. Some lemmas. In this subsection, we give several properties of K m a,r (Ω) that are useful for the development of our theory.
To avoid any confusion on notation, in the text below, we use ρ and φ as the variables in the polar coordinates (ρ, φ), since the variable r is used in the equation, where ρ denotes the distance to the origin, and φ is the angle. In addition, by A B, we mean that there exist constants C 1 , C 2 > 0, such that C 1 A ≤ B ≤ C 2 A, and by an isomorphism of Banach spaces we mean a continuous bijection. For simplicity, we denote from now on, K 
Meanwhile, the relation between the Cartesian coordinates (x, y, z) and the cylindrical coordinates (r, θ, z) reads
Proof. A direct calculation leads to the equations.
Then, we have an upper bound for the following function.
Proof. The proof is based on the definition of ϑ, Lemma 2.9, and a direct calculation.
This lemma leads to the following isomorphism between weighted Sobolev spaces. 
where the last inequality follows from Lemma 2.10. Therefore,
On the other hand, because this embedding holds for any real number b, we have the opposite inclusion:
To complete the proof, we also notice that the inverse of multiplication by ϑ b is multiplication by ϑ −b , which is also continuous.
Recall that
is a small neighborhood of Q i ∈ S from equation (8) . Therefore, ϑ(r, z) ≤l on V i , and we have
Proof. This proof is based on the direct calculation and definitions of the norms.
The following lemma asserts that the H m r -norm and the K m a,r -norm are equivalent on a subset of Ω, whose closure is away the vertex set S.
Proof. We note that ϑ is smooth and bounded below by inf x ϑ(x) on G. Then, the proof follows the definitions of corresponding spaces.
Moreover, we have the comparison property for K Lemma 2.14. Let G ⊂ V i be an open subset, such that ϑ ≤ ξ ≤l on this region.
Proof. It can be verified by a direct calculation using Lemma 2.12.
We shall need the extension of Lemma 2.14 to the entire domain Ω, which reads as follows. Proof. The proof is a direct combination of the estimates in Lemma 2.13 and the estimates for the neighborhoods of all Q i ∈ S in Lemma 2.14.
Recall the operator
z . Using this, we conclude this section with the following result. 
Well-posedness and regularity in weighted Sobolev spaces
Based on the relation between equation (5) and the three-dimensional Poisson's equation (2), it can be shown that the solution of (5) 
r , and Ω only has "good" corners. See [29] for the case Ω = (0, 1) × (0, 1). On an arbitrary polygonal domain Ω, however, the non-smooth boundary and the singular coefficients of the elliptic operator may affect the well-posedness and regularity of the solution in H m r , and the statements above are in general not true.
In this section, we analyze the solution of equation (5) To be more precise, we look for a minimal regularity solution u ∈ K 1 1,r ∩ {v| Γ0 = 0} that satisfies the variational formumation
for any v ∈ K 1 1,r ∩ {v| Γ0 = 0}. We first prove the well-posedness of the solution in K 1 a+1,r ∩ {v| Γ0 = 0}, for a > 0 small. Then, we provide a regularity result in the weighed Sobolev space for the solution. The Fredholm property of the operator L will be discussed in the last subsection.
Throughout Section 3, we denote by ∇ = (∂ x , ∂ y , ∂ z ), the gradient in the conventional Cartesian coordinates.
3.1. Well-posedness. We first need the following lemma before proceed with our well-posedness result in Theorem 3.2.
Proof. Recall the neighborhood V i of Q i ∈ S, and O = ∪V i /2. By the definitions of the norms involved, we need to verify the following Poincaré-type inequality on every V i , and also on Ω O,
where D is either V i or Ω O and C is independent of u.
r , we letũ(r, θ, z) = u(r, z) be the axisymmetric function in the three-dimensional domain as in Proposition 2.2.
We first justify (11) for D = V i , the neighborhood of Q i that is away from the z-axis. Recall the local polar coordinates (ρ, φ) with Q i at the origin in Lemma 2.9. Then, V i can be characterized by
Note that u has the zero Dirichlet condition on both sides of the angle. The onedimensional Poincaré inequality for φ then gives, for each fixed ρ,
By integrating in the polar coordinates, we thus have
Since by Lemma 2.9,
We now verify (11) for D = V i , the neighborhood of the vertex Q i sitting on the z-axis. Recallũ(r, θ, z) = u(r, z). LetΩ Vi = V i × [0, 2π) ⊂Ω be the domain from the revolution of V i about the z-axis. Thus,Ω Vi can be characterized in the spherical coordinates (ρ, θ, φ) centered at Q i bỹ
where ω Qi ⊂ S 2 is the polygonal domain on the unit sphere S 2 . Then, by Lemma 2.9, we have
and
which is just the Poincaré inequality on ω Qi , and dS = sin φdφdθ is the volume element on ω Qi . (See also [10, 12] .) Thus, we obtain
We now verify for
where we applied the equation
z , the usual Poincaré inequality onΩ, and the fact that ϑ is bounded from 0 on Ω O.
Adding all the inequalities, we actually show that inequality (11) holds on Ω, and hence complete the proof.
Based on Lemma 3.1, we note that the two spaces K Proof. We first verify, for a = 0, the uniqueness of the solution u ∈ K 
Based on this continuity property and Lemma 3.1, the Lax-Milgram Lemma then proves that L :
) is an isomorphism, by which we conclude there exists a unique solution u ∈ K
depends on a continuously in norm. Therefore, there exists η > 0, depending on the domain and the operator L, such that for 0 ≤ a < η, the operator ϑ −a Lϑ a :
See also [11, 42, 43, 46] for relative discussions. The parameter η plays an important role in our analysis of the FEM in Section 4. By computing the index of the weighted Sobolev space K m a+1,r , we shall evaluate η explicitly in Theorem 3.5 for the Fredholm property of the operator.
3.2.
Regularity. Based on the regularity estimates in [10, 11, 12, 36, 42] for the Laplace operator in two-dimensional polygonal and three-dimensional polyhedral domains, we now have the following regularity result for the solution of the axisymmetric boundary value problem (5), in the weighted Sobolev space K m a,r . 
where the constant C = C(a, Ω) > 0 is independent of f and u.
Proof. Note that for 0 ≤ a < 1, f ∈ L (2) with the right hand sidef ∈ L 2 (Ω). It is clear that based on the Hölder inequality on equation (3)
. Therefore, we only need to verify |u|
∩ Ω, the small neighborhood of the ith vertex of Ω. Regularity is a local property. We prove this esitmate on each V i , and on Ω O := Ω (∪V i /2), respectively.
LetΩ
⊂Ω be obtained by the revolution of Ω O about the z-axis. By the standard regularity result for equation (2), we have
sinceΩ −O is away from the singular points on the boundary. Therefore,
r (Ω) . We here used the fact that ϑ is bounded above and below from 0 on Ω O, and the relation between ∂ r , ∂ θ and ∂ x , ∂ y in Lemma 2.9.
For the estimates near of the vertices, we need to distinguish the vertices away from the z-axis and those on the z-axis.
On V i , the neighborhood of a vertex Q i that is not on the z-axis, r is bounded below from 0. Therefore, equation (5) is elliptic with smooth coefficients and the zero boundary condition. The regularity of the solution is determined by the principle part of the differential operator. The regularity result is well known in weighted Sobolev spaces equivalent to K 2 a+1,+ (V i ). Namely, for 0 ≤ a < 1,
. Let Q i be the origin in the local polar coordinates (ρ, φ). A simple proof of the estimate above is then obtained by using the Mellin transform, a partition of unity of the form φ n (ρ) := φ(ρ−n), and applying the standard regularity results for smooth domains to the function φ n u. More discussions can be found in [11, 36, 42, 46] , and references therein.
On V i , the neighborhood of a vertex Q i on the z-axis, the result can be derived from the regularity ofũ as follows. LetΩ Vi := V i × [0, 2π) ⊂Ω be obtained by the revolution of V i about the z-axis. Then, we have the following weighted estimate onΩ Vi , for the three-dimentional vertex, announced in [10, 12] ,
A similar proof as above for two-dimensional vertices can be carried out, with partition of unity in a three-dimensional domain. Thus, based on the definitions of the norms and the fact 0 ≤ a < 1, we have 2π|u|
. Adding up all the estimates completes the proof of this theorem.
Note that from the proof of this theorem, we in fact showed that Proof. This lemma can be justified by the Rellich-Kondrachov Theorem for usual Sobolev spaces and the isomorphisms, in Proposition 2.2 and 2.3, between these weighted Sobolev spaces and the usual Sobolev spaces on the corresponding threedimensional domain.
Let Q i ∈ S be a vertex of Ω away from the z-axis. In the neighborhood V i , by freezing the coefficient at Q i , the local behavior of the solution is determined by the principle part −∂ 
where ζ(φ) is any smooth function with the zero Dirichlet boundary condition for φ = α i and φ = β i . Thus, based on the formula
, we obtain
Let θ i = β i − α i be the interior angle of the corner with vertex Q i . It is well known that the spectrum of the operator −∂ 2 φ , with zero boundary conditions, is
and hence P i (τ ) is invertible for all τ ∈ R, given / ∈ Σ i . On the other hand, for a vertex Q i on the z-axis, we characterize the revolutioñ
in the spherical coordinates, where ω Qi ⊂ S 2 is the projection ofΩ Vi on the unit sphere S 2 . Then, onΩ Vi , we have the formula Lu = −∆ũ = −ρ −2 ((ρ∂ ρ ) 2 + ρ∂ ρ + ∆ )ũ, for the axisymmetric functionũ, where
denotes the Laplace-Beltrami operator on ω Qi . The operator pencil for −∆ onΩ Vi is thus given by
Inheriting the boundary condition from the original equation (2), that is, the zero boundary condition when φ = α i , and taking ∂ θũ = 0 into account, the smallest real eigenvalue of the operator −∆ on ω Qi is strictly positive λ i,1 > 0, (see [31] ), and can be computed numerically. Therefore, P i (τ ) is invertible for all τ ∈ R, when | | < λ i,1 + 1/4. Recall the isometries between different spaces from Proposition 2.2. Note that K See [36, 42] and references therein for more details on the Kondratiev's method. For out of the range above, the operator L may not be Fredholm, or is Fredholm but has a non-zero index, and hence not invertible. For the computation of non-zero indices of Fredholm operators, we refer to [41, 44] . Now, we are in the position to specify the index a and improve our well-posedness result. Therefore, L is injective between these spaces. Moreover, since the index is zero, we conclude it is in fact a bijection for 0 ≤ a < η.
The finite element estimates in weighted spaces
In this section, we analyze the the finite element approximation for the solution of equation (5), especially for singular solutions, in weighted Sobolev spaces. More precisely, let T := {T i } be a triangulation of Ω with triangles T i . Denote by S := S(T , 1) ⊂ H 1 r ∩ {v| Γ0 = 0} = K 1 1,r ∩ {v| Γ0 = 0} the finite element space associated to the linear Lagrange triangle. Then, the finite element solution u S ∈ S is defined by
for any v S ∈ S. To obtain an error estimate, we shall first establish an approximation result, the analogy of the Bramble-Hilbert Lemma, in weighted sobolev spaces. Then we describe a simple and explicit construction of a sequence of triangulations T n , suitably graded to points where singularities in the solution occur, such that the following quasi-optimal rate of convergence can be achieved
where S n = S(T n , 1) is the finite element space on the mesh T n , and u n := u Sn ∈ S n is the finite element solution. We first need the following estimate from Céa's Lemma for further analysis.
Lemma 4.1. Given the finite element solution u S defined above, then there exists a constant C > 0, independent of u, such that
Proof. The proof is standard. Let u 2 a := a(u, u). Indeed, we have u − u S a = inf χ∈S u − χ a , because u S is the projection of u onto S in the a-inner product. The result then follows from Céa's Lemma, and the equivalence of the a-norm and the K 1 1,r -norm, given the Dirichlet boundary condition on Γ 0 (Lemma 3.1).
Approximation in the space
In the text below, we require that all triangles of the triangulation T are shape-regular, and adjacent triangles have comparable size. Namely, let T i , T j ∈ T be two triangles, such thatT i ∩T j = ∅, then there exists a constant C 0 , (14) max
The Lagrange interpolation operator I : C 0 → S, is such that for any v ∈ C 0 (Ω), Iv(x i ) = v(x i ) at the nodes x i of each triangle. In addition, for a sub-domain G ⊂ Ω, we denote by P k (G) the set of polynomials of degree ≤ k on G. In this section, the constant C > 0 in our estimates will in general depend on the shape regularity of the triangles in T , but not on the solution u or the given data f .
We first state a lemma regarding the polynomial approximation property in the weighted Sobolev space. It is an extension of the well-known approximation result in the usual Sobolev space. Lemma 4.2. For a compact set K ⊂Ω, let h K = diam K < 1 be its diameter. Suppose K is star-shaped with respect to a ball of radius δh K . If K ∩ {r = 0} = ∅,
where the constant C depends on δ, but not on v or h K .
Proof. Following [13, 18, 27] , we prove this lemma in a constructive way. Let B K ⊂ K be the ball that K is star-shaped with respect to, such that δh K = diam B K . Denote by c K the center of B K . We define B K ⊂ B K to be the ball centered at c K with diam B K = (1/2)diam B K . Therefore, K is star-shped with respect to both B K and B K . Recall the set of smooth functions is dense in H 
4). It thus suffices to show the estimate for
be a function such that (1) supp ϕ = B K , (2) B K ϕdx = 1, and (3) max |ϕ| ≤ C(δh/2) −2 . A construction of ϕ can be found in [18, 27] . Following Taylor's Theorem, for any x ∈ K and y ∈ B K , we have
and the multi-index α = (α 1 , α 2 ), x α = r α1 z α2 , |α| = α 1 + α 2 . Thus, multiplication by ϕ(y) and integration on B K leads to 
The change of variables t = x + s(y − x) and Fubini's Theorem yield
Hence, there exists a constant σ, depending on δ, such that ϕ(x + s −1 (t − x)) = 0 for s ≤ (σh K ) −1 |t − x|. Thus, we get
where in the last step, we used the fact that
Let r(x) be the distance function from x to the z-axis. Recall t = x + s(y − x). Thus, r(t) = (1 − s)r(x) + sr(y) ≥ min(r(x), r(y)). Note y ∈ B K , and hence r(y) ≥ δh/2. On the other hand, r(x) ≤ h K for any x ∈ K. Thus having either min(r(x), r(y)) = r(y) ≥ δr(x)/2 for r(x) ≥ r(y), or min(r(x), r(y)) = r(x), we conclude r(t) ≥ δr(x)/2. Therefore,
, where we used the Hölder's inequality. Thus,
We now only sketch the estimate for ∂ r (v −Qv), since it is similar for ∂ z (v −Qv). Note
Therefore, by Taylor's Theorem,
Recall t = x + s(y − x), and |k(x, t)| = 1 0
Using the local polar coordinates (ρ, φ) with x as the origin, we obtain
Hence,
, where Fubini's Theorem is applied in the second step. Adding up the estimates for v − Qv, ∂ r (v − Qv), and ∂ z (v − Qv), we obtain
. From its definition, Qv(r, z) ∈ P 1 (K) is a linear function of r and z, which completes the proof. Definition 4.3. For each node x i on the z-axis, we associate x i with an edge e(x i ) and a triangle T i , such that x i is an endpoint of e(x i ), e(x i ) does not lie on the z-axis, and e(x i ) is an edge of T i . Denote by x i the other endpoint of e(x i ). (See Figure 2 .) In addition, if x i is the endpoint of Γ 0 ⊂ ∂Ω, we require the associated edge e(x i ) lies on Γ 0 to preserve the boundary condition. Define the operator
It can be seen that due to the isomorphism (Proposition 2.3) and the usual Sobolev Embedding Theorem in
where t denotes the unit vector parallel to e(x i ), pointing from x i to x i , and ∇ = (∂ r , ∂ z ). We then define the new interpolation operator Π :
where ψ i ∈ S(T , 1) is the usual linear hat function associated with x i , satisfying ψ i (x j ) = δ i,j , for any node x j .
Note that the associations between x i and e(x i ), and between e(x i ) and T i , are not unique. One can select any edge connected to x i as e(x i ), and any triangle including e(x i ) as T i , as long as they satisfy the condition above. In addition, in Lemma 4.5, we will show π i : H 2 r (T i ) → R is well defined by a trace estimate. By the definition, Πv = Iv on triangles away from the z-axis, and Πv n = v n , for any v n ∈ S(T , 1). We then have the following approximation property of Πv away from the z-axis. Lemma 4.4. Let G ⊂ Ω be a sub-domain such that r ≥ M h on G, for 0 < h < 1. Let T = {T i } be the triangulation of G with quasi-uniform triangles of size h. Then,
where the constant C depends on G and the shape regularity of the triangles.
Proof. Note that on G, Πv = Iv. Therefore, by the usual estimate in Sobolev spaces, for any triangle T i ∈ T , we obtain
where C does not depend on h. Let r i,min and r i,max be the smallest and the largest distance from any point inT i to the z-axis, respectively. Then, there exists a constant M 1 , such that 1
The proof is thus completed by adding up the estimates for all triangles.
We now define some special terms that we will use often in the text below. By an a-node, we mean a node of the triangulation that does not lie on the z-axis; by a z-node, we mean a node on the z-axis.
Recall the associated edge e(x i ) to each z-node x i , from Definition 4.3. For any triangle T k ∈ T whose closure intersects the z-axis, let Z k = {x i } be the union of its z-nodes. We associate to T k the following patch
Namely, the open set U k ⊂ Ω forms a neighborhood of ∪ xi∈Z k {ē(x i )} ∪T k . Therefore, by (14) , U k is the union of finite overlapped domains D i , each of which is star-shaped with respect to a ball of radius ≥ C 1 h k = C 1 diam T k , for C 1 depending on the shape regularity of the triangles. For example, every D i can be the union of two triangles in U k , sharing a common edge. (See Figure 2. ) Then, based on Lemma 4.2 and the standard approximation theory in usual Sobolev spaces [18, 22] , on every D i , we have inf p∈P1(Di) (h
for C depending on the domains D i and the triangulation. Then, we have the following estimates in the neighborhood of the z-axis.
Lemma 4.5. Recall T is the triangulation of Ω with shape-regular triangles. For any
where U k represents the patche defined above, and the constant C depends on the shape regularity of the triangulation. Figure 2 . A selection of (e(x i ), T i ) and (e(x j ), T j ) associated to T k (left); the patch U k based on this selection (right).
Proof. Denote by ψ j the linear hat function associated to the node x j . Then, for any ψ j whose support intersects T k , noting max(r(T k )) is comparable with h k , we first derive the following estimate,
where C depends on the triangulation. Note for any p ∈ P 1 (T k ),
. Setting w = v − p, we shall verify the estimate for w H 1 r (T k ) and Πw H 1 r (T k ) . Recall that Z k is the union of the z-nodes of T k , and for any node x i ∈ Z k , there is an associated edge e(x i ). The other endpoint x i of e(x i ) is an a-node (Definition 4.3). Meanwhile, we define the union of a-nodes associated to T k ,
Note that, for any x l ∈ A k , we can associate it to a triangle T l ∈ U k , away from the z-axis, such that x l ∈ T l is one of its vertices. Denote byT the standard reference triangle with diamT = 1. Then, the affine mapping F between T l andT is defined by F (T l ) =T and w(x) =ŵ(x) =ŵ(F (x)). Therefore, by the usual Sobolev embedding Theorem, a scaling argument, and the definition of the norms,
). In the last inequality, we used the fact that the ratio max(r(T l ))/ min(r(T l )) ≤ M 1 and min(r(T l )) is comparable with h k , sinceT l does not intersect the z-axis.
Therefore, by Definition 4.3 and the estimates above, we have
Furthermore, by the shape regularity of the triangulation and (14), we notice that Ah 2 k ≤ e(xi) rds ≤ Bh 2 k , and Ah k ≤ |e(x i )| ≤ Bh k , for A, B > 0 depending on the triangulation. We then focus on the estimate for |π i w|.
Let T i ⊂ U k be a triangle with e(x i ) as an edge. Then, we shall prove the lemma in the following two cases, based on the position of T i .
Case 1:T i ∩ {r = 0} is a single node x i . By Definition 4.3, the trace estimate in Proposition 2.6, and the Hölder inequality, we obtain
). Case 2:T i ∩ {r = 0} is a line segment. Similarly, by Proposition 2.6, we have
long as U k satisfies the following criteria. 1. Besides T k , U k should contain every triangle T i associated to e(x i ), ∀x i ∈ Z k , and every triangle T l associated to x l , ∀x l ∈ A k . 2. U k is the union of finite overlapped domains D i , each of which is star-shaped with respect to a ball of radius ≥ Ch k , such that the estimate (15) holds by [56] . This allows us to simplify our presentation in the subsections below, by modifying the definition of U k while keeping the criteria above. Based on the discussion in Section 3, however, it is very possible that the solution of equation (5) possesses singularities in H 2 + near the vertices of the domain, which will destroy the convergence rate derived above. From now on, we shall extend these approximation results to the space K m a,r for possible singularities, and describe a simple and explicit construction of a sequence of finite element spaces, such that the quasi-optimal convergence rate can be achieved for singular solutions.
Approximation in the space
Recall the operator Π :
a,r ∩ {v| Γ0 = 0}, a ≥ 1, however, we change its definition on the vertex set of the domain. We define (Πv)(Q i ) = 0, for any vertex Q i ∈ S, and let Πv remain the same on the other nodes as defined in Definition 4.3, since v ∈ H 2 r (G), for any G ⊂ Ω away from the vertices. Recall the open set Γ 1 ⊂ ∂Ω. Then, for any edge e(x i ) associated to a node x i ∈ Γ 1 (Definition 4.3), we require that the assigned triangleT i does not contain any point from the vertex set S. A possible selection of T i is given in Lemma 4.8.
We first study the local behavior with respect to dilations of a function v ∈ K m a,r , in the neighborhood V i of Q i ∈ S. We consider a new coordinate system that is a simple translation of the old rz-coordinate system, now with Q i at the origin of the new coordinate system. Let G λ ⊂ V i be a subset, such that ϑ ≤ ξ ≤l on G λ . For 0 < λ < 1, We let G := λG λ . Then, we define the dilation of a function v on G λ in the new coordinate system as follows
(This definition makes sense, since Q i is the origin in the new coordinate system.) We shall need the following dilation lemma. 
Proof. The proof is based on the change of variables s = λr, t = λz. Note that on both G λ ⊂ V i and G ⊂ V i , ϑ(r, z) is equal to the distance from (r, z) to
. On the other hand, if Q i / ∈ {r = 0}, we notice A ≤ r −1 ≤ B on V i , for constants A and B depending on the domain Ω. Therefore, we have,
where D ⊂ V i is any subset of V i . Applying the new coordinate system with Q i at the origin as above, we thus have
. We note the inequality in the opposite direction can be justified in the same process, which completes the proof.
For a vertex Q i ∈ S, recall V i := Ω ∩ B(Q i ,l). Let T ξ ⊂ V i be a triangle with the biggest edge of length = ξ. We also assume that Q i is a vertex of T ξ . Denote by T κξ ⊂ T ξ the sub-triangle of T ξ that has Q i as a vertex as well, and is similar with T ξ with the ratio of similarity κ, 0 < κ < 1, and has all sides parallel to the sides of T ξ . Then, T ξ is divided into the small triangle T κξ that has the common vertex Q i with T ξ , and the trapezoid between the two parallel edges (Figure 3) .
Let G := T ξ T κξ ⊂ V i be the trapezoid. Recall the triangulation T of Ω contains shape-regular triangles and satisfies (14) . Suppose all the triangles T i ∈ T , satisfying
In the caseḠ ∩ {r = 0} = ∅, let Z G = {T k } be the union of triangles T k ∈ T G , such thatT k ∩ {r = 0} = ∅. To simplify our presentation, for every T k ∈ Z G that contains an endpoint of the segmentḠ ∩ {r = 0}, we define a new patch U N k with the same criteria as the patch U k in Remark 4.6 as follows. For each endpoint x i of the segmentḠ ∩ {r = 0}, we assign the associated edge e(x i ) to be on one of the parallel edges of the trapezoid G accordingly. Thus, for each z-node x i of T G and its associated edge e(x i ), we are able to assign a triangle T i ∈ T G to e(x i ), such thatT i contains the edge e(x i ) as in Definition 4.3. From the description, it is clear that T i ∈ Z G , and is away from the vertex Q i . In addition, we assume that for each a-node x l of T k ∈ Z G , there exists at least one triangle T l ∈ T G with x l as a vertex, andT l ∩ {r = 0} = ∅. Then, we define the new patch for every triangle 
On the other hand, ifḠ λ ∩ {r = 0} = ∅, by the property (14) of T , the distance to the z-axis from G λ , r(G λ ) ≥ Ch/λ. We thus apply Lemma 4.4 and 4.5 accordingly to the region G λ , based on its relation with the z-axis,
, where we used the fact that the spaces H m r and K m 1,r are equivalent on G λ (Lemma 2.13), the dilation from Lemma 4.7, and the last inequality is from Lemma 2.12.
For a vertex Q i / ∈ {r = 0}, the proof is similar. Note on V i , Πv is actually the nodal interpolate of v. With the corresponding estimate in Lemma 4.4 and Lemma 4.7, we conclude the proof by
4.3.
Construction of the finite element spaces. In this subsection, we construct a sequence of meshes T n , and the finite element spaces S n := S(T n , 1) ⊂ H 1 r (Ω) ∩ {v| Γ0 = 0} associated to the linear Lagrange triangle, such that the sequence u n := u Sn ∈ S n of the finite element approximations of the solution for equation (5) satisfies
We shall achieve this quasi-optimal rate of convergence by considering a suitable grading technique close to the points in S. The proof will be based on the error estimates in weighted Sobolev spaces H m r and K m a,r , which we established in previous subsections. Grading techniques have been widely used in the FEM to approximate singular solutions of various elliptic boundary value problems. We here mention [2, 9, 11, 55, 43, 46] and reference therein for more discussions.
To be more precise, we construct the meshes T n by successive refinements from an initial triangulation. Therefore, they are nested and will have the same number of triangles as the meshes obtained by the usual mid-point refinements.
From now on, we let η = min(1, |Σ i |, λ i,1 + 1/4), which satisfies Theorem 3.5. We assume that in equation (5), the right hand side f ∈ L 2 r ⊂ K 0 a−1,r , 0 ≤ a < η. Therefore, the unique solution u of equation (5) satisfies u ∈ K 2 a+1,+ ∩ {v| Γ0 = 0}, for 0 ≤ a < η. We now introduce our refinement procedure. Recall that the vertices of Ω are contained in S.
Definition 4.9. Let κ ∈ (0, 1/2] and T be a triangulation of Ω such that no two vertices of Ω belong to the same triangle of T . Then the κ-refinement of T , denoted by κ(T ), is obtained by dividing each edge AB of T in two parts as follows. If neither A nor B is in S, then we divide AB into two equal parts. Otherwise, if A is in S, we divide AB into AC and CB such that |AC| = κ|AB|. This will divide each triangle of T into four triangles (Figure 3) .
We now introduce our sequence of meshes. Recall thatl > 0 was introduced in equation (8), and 4l is not greater than the distance from a vertex Q ∈ S to an edge of Ω that does not contain it.
Definition 4.10. Suppose the initial mesh T 0 is such that each edge in the mesh has length ≤l/2 and every point in S has to be the vertex of a triangle in T 0 . In addition, we chose T 0 such that there is no triangle in T 0 that contains more than one point in S. Then we define by induction T n+1 = κ(T n ) (see Definition 4.9).
Remark 4.11. Note that near the vertices, our refinement coincides with the ones introduced in [11, 46, 55] . Another type of graded grids for singular solutions was proposed in [9] . Compared with these non-unifom meshes, the meshes from the κ-refinements are generated successively from the initial mesh and it can be seen that our meshes also satisfy the criteria in [9] . In addition, we may use different κ's at different vertices as the refinements in [9] to improve the shape regularity of the triangles (see [45] for example).
H. LI
The estimate for a vertex Q i / ∈ {r = 0} is similar, but requires another inequality in Lemma 4.7, and the estimate in Lemma 4.4, since Πu is actually the nodal interpolation. Let χ : T → [0, 1] be a smooth function that is equal to 0 in a neighborhood of Q i , but is equal to 1 at all the other nodal points of T . Let λ = κ N and v = χu λ . Then,
, where C 1 and C 2 are from Lemma 4.7.
We now combine the estimates on T κ N from Lemma 4.12 with the estimates on the sets of the form T κ j T κ j+1 from Lemma 4.8 to obtain the following estimate on a triangle T ∈ T 0 that has a vertex in S. Proposition 4.13. Let h 1/2 N , and 0 < κ ≤ 2 −1/a , 0 < a < η. Then, after N κ-refinements on T , there exists a constant C > 0, such that
Proof. Definition 4.10 shows that the mesh on T κ j−1 T κ j satisfies the assumption in Lemma 4.8 and has the size κ j−1 2 j−1−N . Using the notation of Lemma 4.8,
, where C depends on κ and T 0 , but not on the subset T κ j−1 T κ j . We then complete the proof by adding up the error estimates on all the subsets T κ j−1 T κ j , 1 ≤ j ≤ N , and on T κ N from Lemma 4.12,.
Remark 4.14. Denote by T the union of all the initial triangles that contain vertices of Ω. Then T is a neighborhood of S. Note the union of the patches U κ N for the vertices on the z-axis is a subset of T. Therefore, summing up the estimates in Proposition 4.13 over all the triangles in T gives u − Πu K 1 1,r (T) ≤ Ch u K 2 a+1,r (T) , as long as κ is chosen appropriately.
Here we state our main result on the convergence rate of the numerical solutions on our meshes. Theorem 4.15. Let 0 < a < η and 0 < κ ≤ 2 −1/a . Let T n be obtained from the initial triangulation by n κ-refinements, as in Definition 4.10. Let u be the solution of equation (5) . Denote by S n := S n (T n , 1) ⊂ H 1 r ∩ {v| Γ0 = 0} the finite element space associated to the linear Lagrange triangle, and u n ∈ S n the finite element solution defined by equation (13) . Then, there exists C > 0 depending on the domain and the initial triangulation, such that
r . Proof. Let T be the union of initial triangles that contain vertices of Ω, as in Remark 4.14. Recall from Theorem 3.
The first inequality is based on Lemma 4.1 and the third inequality is based on Lemma 4.4, Lemma 4.5 and Proposition 4.13.
Then, as a direct result of the theorem above, we have the following quasi-optimal convergence rate for the finite element solution.
Corollary 4.16. Let 0 < a < η and 0 < κ ≤ 2 −1/a . Using the notation and assumptions in Theorem 4.15, we have that u n ∈ S(T n , 1) satisfies
for a constant C independent of f and n.
Proof. Let T n be the triangulation of Ω after n κ-refinements. Then, the number of triangles is O(4 n ) based on the construction of triangles in different levels. Therefore, the dimension of S n , dim(S n ) 4 n , for Lagrange triangles. Thus, from Theorem 4.15, the following estimates are obtained,
Then, the proof is complete.
Remark 4.17. Note that the "optimal" range for κ is (0, 2 −1/η ), in which the finite element solution will have the quasi-optimal rate of convergence as in Corollary 4.16. From Definition 4.10, we also notice that a small κ results in thin triangles that may lead to a large constant C in the above estimate (see [6] ). Therefore, a good choice of κ is a value close to the upper bound of the "optimal" range, such that we have both the quasi-optimal rate of convergence for the finite element solution and a better shape regularity of the triangulation. The negative side of the small κ will be illustrated in the numerical tests of Section 5.
Numerical illustrations
We present here some numerical results that illustrate the effectiveness of our meshing techniques for solving the axisymmetric boundary value problem (5). These tests convincingly show that our sequence of meshes achieves the quasioptimal rates of convergence mentioned in Section 4.
The parameter κ in Definition 4.9 plays a crucial role in the implementation. This parameter controls the way we perform the mesh refinement and thus, together with the initial triangulation, completely determines our sequence of meshes. Regularity is a local property. We may choose different values of κ for different vertices of the domain, based on the local behavior of the solution. Also see [44] .
We shall see, as stated in Corollary 4.16, that a choice of κ in the acceptable range (0, 2 −1/η ) yields quasi-optimal rates of convergence, whereas a choice of κ out of this range will not give the same convergence rates.
Since κ decreases as η decreases, a good determination of η will certainly help us to choose κ, such that we obtain the quasi-optimal convergence rate, while avoid thin triangles if possible. 5.1. Numerical tests. We here consider equation (5) , with the right hand side f = 1, on two domains, Ω 1 ( Figure 4) and Ω 2 ( Figure 5 ), to illustrate our treatments for vertices away from the z-axis and for vertices on the z-axis. Recall the finite element solution u n ∈ S(T n , 1) ⊂ H 1 r ∩ {v| Γ0 = 0} is defined by (13) . Ω 1 is an L-shape domain with an edge on the z-axis (Figure 4 ). Our theoretical results show that on Ω 1 , the solution of (5) is not in H 2 + at the re-entrant corner with vertex Q. Therefore, a special κ-refinement is needed near this vertex to ensure the convergence rate predicted in Corollary 4.16.
To be more precise, from the theory we developed in Section 3 (equation (12)), we can take any value for a, such that 0 < a < η = π/1.5π ≈ 0.667, which gives 2 −1/a < 2 −1/η ≈ 0.354. Hence, for any κ < 0.354, we expect the κ-refinement near Q will lead to the quasi-optimal convergence rate for the finite element solution. In particular, since the space H m r is equivalent to the usual Sobolev space H m near Q on Ω 1 , a more accurate a prior estimate [36] gives u ∈ H s r (Ω 1 ) for s < 1+η ≈ 1.667, where H s r is defined by interpolation [4] . Ω 2 is a polygon with one side on the z-axis (Figure 5) , and the interior angle of the corner with Q as the vertex is 170
• . For vertices on the z-axis, the values of η for appropriate meshes follow another formula η = λ 1 + 1/4, where λ 1 is the smallest real eigenvalue of the Laplace-Beltrami operator discussed in Section 3. This gives η ≈ 0.7 < 1, for ∠Q = 170
• , which means the solution is not in H 2 + near this vertex. Therefore, we may choose any κ < 2 −1/η ≈ 0.372 near the the vertex Q, in order to get the quasi-optimal rate of convergence claimed in the last section. It is also interesting to note that given the same interior angle, the singularities near the vertices on the z-axis are stronger than those near the vertices away from the z-axis. Note that based on the calculation of the parameter a for each vertex, on both Ω 1 and Ω 2 , the solutions are in H 2 + , except in the neighborhoods of the vertex Q. Therefore, we use the usual midpoint refinements near vertices different from Q on both domains. Table 1 lists the convergence rates of the finite element solutions for the axisymmetric problem on Ω 1 and Ω 2 , respectively, for triangulations with different values of κ near the vertex Q. These results verify our theoretical prediction: the quasioptimal convergence rates can be obtained as κ < 0.354 for the L-shape domain Ω 1 , and obtained as κ < 0.372 for the polygon Ω 2 .
The left most column (values of j) in Table 1 represents the refinement levels. Let u j be the finite element solution on the mesh after j refinements. The quantities printed out in other columns in the table are the convergence rates defined by e = log 2 ( |u j − u j−1 | H 1
which is a reasonable approximation of the exact convergence rate. Recall h (1/2) j for the mesh after j refinements. Then, we see that on Ω 1 , for appropriate graded meshes (κ < 0.354), the convergence rates are h 1 , while on uniform meshes (κ = 0.5), the convergence rates have slowed down to h 0.7 , which is very close to the theoretical rate 0.667 from our estimates above, and seems to get closer and closer to 0.667. On Ω 2 , from the discussion above, we have found that the convergence rates of the discrete solutions should be quasi-optimal (h 1 ) as long as κ < 0.372, which matches the numerical results in Table 1 perfectly. In addition, the convergence rates in the column for κ = 0.3 and κ = 0.4 have a large gap, indicating the critical value of κ for the good convergence rates lies between 0.3 and 0.4, which, once again, verifies the theory.
5.2.
The effect of small κ's. From Table 1 , we obtained the quasi-optimal rate of convergence for the finite element solutions on different domains as long as κ is in the "optimal" range. As mentioned in Remark 4.17, however, a smaller κ may result in a larger constant C in the estimate of Corollary 4.16, and therefore reduce the accuracy of the finite element solution, even though the convergence rate is quasi-optimal.
To illustrate the effect of small κ's, we list the values of |u j | H 1 r from the above tests on the L-shape domain Ω 1 in is, the better approximation u j is.
It is clear from Table 2 that the finite element method for κ = 0.3 gives larger values of |u j | H 1 r for the same j and therefore, provides better approximations than other values of κ. Although the quasi-optimal rate of convergence is obtained for all values κ ≤ 0.3 (see Table 1 ), smaller values of κ, i.e., κ = 0.2, 0.1, worsen the condition on the shape of triangles and reduce the quality of the finite element solution. This observation suggests that in practice, we should choose κ close to the upper bound of the "optimal" range, in order to obtain the quasi-optimal rate of convergence and also to increase the accuracy of the finite element solution. Also see Remark 4.17 for relative discussions.
5.3. Summary. As a brief summary, taking the right hand side f = 1 in equation (5), we have tested our method for the model problem on two domains, Ω 1 and Ω 2 , for singularities of different types. All the results in Table 1 convincingly show that the theoretical rate of convergence is consistent with our numerical computations. Therefore, for the axisymmetric problem (5), with the regularity of the solution determined in terms of weighted Sobolev spaces K m a,r , the numerical solutions have the convergence rate dim(S n ) −1/2 , on correctly graded meshes. Standard quasiuniform meshes exhibit rates of convergence that are less than optimal when the solution fails to be in H 2 + (which happens if η < 1). Our numerical results also indicate that in general, a good choice for the grading parameter κ is some value close to the upper bound of the "optimal" range. This will maintain a better condition on the shape regularity of the triangulation and therefore, increase the accuracy of the finite element solution.
The finest mesh in our numerical tests above is obtained after 10 successive refinements of the coarsest mesh and has roughly 2 23 ≈ 8 × 10 6 elements. The preconditioned conjugate gradient (PCG) method is used to solve the resulting system of algebraic equations. Besides the application on the FEM, our regularity results may be useful for the analysis of the generalized finite element method (GFEM) and the multigrid method (MG) for axisymmetric problems. See [7, 8, 16, 17, 20, 21, 23, 29, 33, 58] for relevant discussions on these subjects.
