Community-acquired pneumonia (CAP) is an important clinical condition with regard to patient mortality, patient morbidity, and healthcare resource utilization. The assessment of the likely clinical course of a CAP patient can significantly influence decision making about whether to treat the patient as an inpatient or as an outpatient. That decision can in turn influence resource utilization, as well as patient well being. Predicting dire outcomes, such as mortality or severe clinical complications, is a particularly important component in assessing the clinical course of patients. We used a training set of 1601 CAP patient cases to construct 11 statistical and machine-learning models that predict dire outcomes. We evaluated the resulting models on 686 additional CAP-patient cases. The primary goal was not to compare these learning algorithms as a study end point; rather, it was to develop the best model possible to predict dire outcomes. A special version of an artificial neural network (NN) model predicted dire outcomes the best. Using the 686 test cases, we estimated the expected healthcare quality and cost impact of applying the NN model in practice. The particular, quantitative results of this analysis are based on a number of assumptions that we make explicit; they will require further study and validation. Nonetheless, the general implication of the analysis seems robust, namely, that even small improvements in predictive performance for prevalent and costly diseases, such as CAP, are likely to result in significant improvements in the quality and efficiency of healthcare delivery. Therefore, seeking models with the highest possible level of predictive performance is important. Consequently, seeking ever better machine-learning and statistical modeling methods is of great practical significance.
Introduction
This paper describes a retrospective evaluation of machine-learning and statistical methods that predict the chance of dire outcomes in patients who present with community acquired pneumonia (CAP). We use the term dire outcome to denote a severe complication, death within 30 days of presentation, or an admission to the intensive care unit (ICU) for either respiratory failure, respiratory or cardiac arrest, or shock/hypotension. 1 CAP is an important clinical condition, both from the point of view of resource-utilization and patient outcomes. Previous studies have estimated that each year in the US there are about 4.1 million CAP patients of whom approximately 1.2 million are hospitalized [1, 2] . Taken together, pneumonia and influenza have been ranked as the sixth leading cause of death in this country [3] . In the US, CAP has been responsible for 64 million days of restricted activity, 39 million days of bed confinement, and 10 million days of work lost annually [4] . The aggregate cost of hospitalization of CAP patients is estimated to total almost $9 billion per year in the US [5] .
One use of predicting the probability of dire outcomes of CAP patients would be to assist clinicians in making the admission decisions for those patients. The admission decision is one of the most cost-sensitive decisions made in the care of CAP patients, with the average cost of care for inpatients being 18-28 times greater than the cost of care for outpatients [5] . Ideally, patients who could be safely treated as outpatients (typically at home) on oral antibiotics would be so treated, while usually the remaining patients would be admitted to the hospital and treated with intravenous antibiotics.
Researchers have previously developed models that predict mortality as an outcome of patients with CAP. The PSI model in particular was developed to predict patient mortality within 30 days of presentation with CAP [7] , based on 20 demographic and clinical variables. The models described in the current paper predict dire outcomes more broadly than mortality, to include severe complications and admission to the ICU. It seems likely that decisions about where to treat CAP patients are based not just on mortality, but also on other possible dire outcomes. Thus, predicting dire outcomes more broadly seems useful.
To learn computer models that predict dire outcomes of CAP patients, we applied several induction methods to a training set (i.e., derivation set) of CAP patient records. These models were then evaluated using a CAP test set (i.e., validation set). The modeling methods we used are logistic regression, rule-based learning, neural networks, finite mixture model techniques, simple (i.e., naïve) Bayes methods, and a combination of finite mixture modeling and simple Bayes. All of these methods have been previously described in the literature, although some of them are likely to be unfamiliar to many readers. Our primary goal was not to compare these learning algorithms as a study end point; rather, it was to develop the best possible model to predict dire outcomes and then estimate the impact of its use on healthcare quality and cost.
We describe the predictive performance of each model on the test set, where the area under the ROC curve is used as a measure of performance. These results suggest which of the tested models are likely to perform best in predicting dire outcomes in future patients with CAP. We also describe performance when the training set contains more and more cases. These results indicate whether we can expect further improvement in the mod-elsÕ performance if the training set were expanded by collecting additional cases of patients with CAP. Finally, for the model M with the best predictive performance on the full training set, we estimate the impact that M would have on healthcare quality and cost, if it were applied in helping guide decisions about whether to treat CAP patients at home or in the hospital.
The CAP database
This section describes the CAP database used in this project. The description borrows from previous literature that reports other analyses of that database [6, 7] . The pneumonia PORT database on CAP patients was collected using a prospective cohort study of hospitalized and ambulatory care patients. The study was conducted from October 1991 to March 1994 at five medical institutions in three geographic locations: the University of Pittsburgh Medical Center (UPMC), a 942-bed university teaching hospital and St. Francis Medical Center (SFMC), a 427-bed community teaching hospital, in Pittsburgh, Pennsylvania; Massachusetts General Hospital (MGH), an 899-bed university teaching hospital, and Harvard Community Health Plan-Kenmore Center (HCHP), a 44,931-member health-care center within a staff-model health maintenance organization (only ambulatory patients were enrolled from this site), in Boston, Massachusetts; and Victoria General Hospital (VGH), a 637-bed university teaching hospital, in Halifax, Nova Scotia, Canada. Pittsburgh and Boston were selected because prior work by the investigators suggested that patient management strategies differed between these areas.
Eligible patients were identified by trained research assistants through daily reviews of emergency, admitting, and radiology department records and patient logs. Clinical eligibility was determined by patient interview 1 A detailed description of the definition we use for a dire outcome is given in Appendix B. Unless stated otherwise, the term dire outcome (in italics) in this paper refers specifically to that definition. and review of medical records. Eligibility criteria were that a patient must: (1) be at least 18 years of age, (2) have one or more symptoms suggestive of pneumonia, (3) have radiographic evidence of pneumonia within 24 h of presentation, and (4) provide informed consent for base-line and follow-up interviews [7] . For radiologic evidence of pneumonia, the report of the local clinical radiologist was used. Patients with one or more of the following criteria were not eligible for enrollment: (1) hospitalized within 10 days prior to initial presentation with CAP; (2) clinical diagnosis of AIDS or known positive antibody titre for HIV; (3) definitive diagnosis other than pneumonia that was the likely explanation for the pulmonary infiltrate (e.g., pulmonary edema or pulmonary embolus); or (4) previous enrollment in the cohort study.
During the study enrollment period, 4002 individuals who satisfied all the criteria for study eligibility were identified, of whom 2287 (57.1%) were enrolled. Based on chart review, hundreds of data items were collected for each of the 2287 patients. In the research reported here, we used 158 clinical variables in the PORT database that are often available just before the admission decision, including demographic information, history and physical examination information, laboratory results, and chest X-ray findings. 2 Variables that are continuous typically have associated discretized variable versions (e.g., age appears as a continuous variable and as a discrete variable containing six age ranges), leading to a total of 196 variables. Appendix A contains a list of the 196 variables. Patients with records in the database were followed prospectively to assess their vital status and a variety of outcomes 30 days after the radiographic diagnosis of pneumonia. A patient was considered to have experienced a dire outcome if any of the following occurred to the patient: (1) death within 30 days of presentation, (2) an initial ICU admission for respiratory failure, respiratory or cardiac arrest, or shock, or (3) the presence of one or more severe complications. Appendix B contains additional details about the criteria used to define dire outcomes.
Predictive models
This section describes the predictive models that were applied in the experiments reported here, as well as how the models were induced from the PORT CAP database. Table 1 gives a short summary of all the models. While there are many alternative machine-learning techniques to the ones in Table 1 , we believe these methods represent a diverse sample of capable machine-learning meth-ods. The remainder of this section provides additional details about the methods we used.
Throughout this section, the term feature denotes a variable-value pair. Thus age is a variable, while age = 80 is a feature. Also, f denotes an arbitrary variable, while f 0 denotes an arbitrary variable-value pair.
The Simple Bayes (SB) model
This section describes the Simple (aka Naïve) Bayes model and how we constructed several such models.
Summary of the Simple Bayes model
The Simple Bayes classifier (SB) [8] [9] [10] is based on the well-known version of BayesÕ rule in which findings are assumed to be conditionally independent given a patient state.
Given a set of patient features F 0 ¼ ff 0 1 ; . . . ; f 0 n g we can compute the posterior probability of a patient state S 0 as follows (under the assumption of independence of the findings given the state of S):
where an accented symbol indicates that a variable or set of variables has a particular state to which they are instantiated. The summation is taken over all possible states of S. Fig. 1 graphically depicts the conditional independence of the finding variables given the patient state variable S. Often, the conditional probability P (f 0 |S 0 ) is estimated as ðN f 0 ;S 0 þ aÞ=ðN S 0 þ bÞ, where N f 0 ;S 0 is the number of patient cases containing both finding f 0 (e.g., cough = yes) and state S 0 (e.g., dire outcome = yes), N S 0 is the number of cases containing state S 0 , and the parameters a and b are positive real numbers that act to smooth the probability estimate when N S 0 is small. Similarly, the prior probability P (S 0 ) can be estimated as ðN S 0 þ cÞ=ðN þ dÞ, where N is the total number of patient cases, and c and d are positive real numbers. The values we used for a, b, c, and d are described in the next section.
Induction of Simple Bayes models without variable selection (SB.D and SB.C)
We constructed simple Bayes models that include all the available variables. We built one model based only on discrete variables (SB.D) and another based on continuous and discrete variables (SB.C). The SB.D model contains a total of 158 predictors, obtained by removing the 38 continuous variables. Among the 38 continuous variables, all but three (AGEPRES, DYMDSYM, and MENTSTAT) have associated discretized variables. 3 The SB.C model contains a total of 161 predictors, obtained by removing the discretized versions of 35 continuous variables.
For parameter estimation for discrete variable f, we used a equal to 1 and b equal to the number of states of f. For estimating P (S), we used c equal to 1, and d equal to 2, since the dire outcome variable has two states. In SB.C, continuous variables were modeled using conditional Gaussian distributions [11] .
Induction of a Simple Bayes model using variable selection (SB.VS.D)
The system was applied to the entire set of variables, including continuous and discrete. Continuous variables were not modeled on a numeric scale, but represented as a single discrete state per value for each unique real value.
We performed variable selection by dividing the training data into two smaller sets called train-train (70%) and train-test (30%). We used a wrapper ap-proach [12] that searched over the train-train cases for the subset of variables that give the best performance on the train-test cases, given that the probabilities were estimated using the train-train cases. Since an exhaustive search through the entire power set of the training variables is computationally infeasible, we performed a forward stepping greedy search [12] . That is, at each step of the search we added the one variable that improved the performance the most on the train-test set, until adding any single variable did not improve performance. Performance was measured as area under an ROC curve.
The model selected 46 variables for prediction. The entire set of variables included (in order of significance) is AGEPRES6, CPCO2, CBUN, ALERT, ALB, COU-GHY, O2SATC, CHGB, HTNA, CVDA, INTUBATE, CBPSYS, HEADACHY, COPDICUA, NOPNEPIS, PTEDUC, CTEMPCCO, FEVERY, COBEFORY, CXRINF, LASTDCDY, PULDULL, ASPEVENT, LUNGOUTA, ASPLENA, FIO2ABG, FLUSHOT, SEX, SWEATSY, CXREFFBL, FLU, UNSBLANA, CPRESTIM, CURSPUTY, PRIATBRT, VALVDISA, DMA, DIARRHEY, PTHISP, PNHOSPNO, ALC, NEUTA, MENT4, BEFCPBRY, PSYCHDXA, and PULFREM. 4 Estimation of conditional probabilities was done using parameter values a = 0 and b = 0; if N S 0 ¼ 0, then the conditional probabilities were taken to be uniform (e.g., if f 0 is the state of a binary variable, then P (f 0 |S 0 ) = 0.5). Similarly, estimation of prior probabilities was done using c = 0 and d = 0; if N = 0, then the prior probabilities were taken to be uniform. . ., f n , which represent patient findings, are assumed conditionally independent given the patient state variable S.
Finite Mixture (FM) and FAN models
This section describes the Finite Mixture and the FAN models, as well as how we constructed several such models.
The finite mixture (FM) model [13] [14] [15] is obtained by using a discrete latent variable to model dependencies among the findings and between the findings and the outcome variable. That is, conditioned on the latent variable, all the observable variables (findings and the outcome) are assumed independent. A graphical representation of a FM model is similar to the one for the Simple Bayes model, with the only difference that in a FM model the common parent is the latent variable H rather than the outcome variable S, which is being predicted (Fig. 2) . The most important practical difference with the simple Bayes model is that in FM the findings generally are not restricted to be conditionally independent given the predicted variable S.
Learning an FM model from data consists of two steps: (1) the determination of the number of values of the latent variable, referred to as the cardinality of the model; and (2) the estimation of the relevant prior and conditional probabilities, in particular, the estimation of the prior probability distribution of the latent variable, and of the conditional probability distributions of each finding and of the outcome variable, given the latent variable.
The determination of the model cardinality is the most difficult computational step. We can formulate it as a search problem, whereby a scoring function over model cardinality of FM is defined, and a search for the model cardinality that maximizes the given score is performed. A well established class of scores is based on asymptotic approximations of the marginal likelihood of the model, defined as the probability P (D | M) of the training set D given the model M. Intuitively, searching for the model that maximizes the marginal likelihood corresponds to searching for the model that best ''explains'' the data. Scoring functions that can be used include: (i) the Bayesian information criterion (BIC); (ii) the Akaike information criterion (AIC); and (iii) the Cheeseman-Stutz score (see [16] for a detailed description of these scoring methods). These scoring functions can be viewed as different versions of ''penalized likelihood,'' since they have the general form P ðD j MÞ ¼ P ðD jĥ; MÞ À penalty;
whereĥ is the maximum likelihood estimator of the parameters of the model, and penalty can in general be interpreted as a term that penalizes model complexity with its particular form differing among the various scoring functions.
The exact estimation of the parameters of the model is computationally intractable because of the presence of the latent variable. Therefore, approximate methods need to be used. We use the Expectation Maximization (EM) algorithm for this task [17, 18] . The EM algorithm is an iterative algorithm that is guaranteed to converge to a local maximum. The EM algorithm formalizes a quite intuitive idea. Starting from some initial parameterization of the model: (i) the values of the latent variable are replaced by their expectation according to the probability specified by the model; and (ii) the new parameters are estimated based on the ''complete'' data obtained by assuming that the missing data are given by their estimated values. These two steps are repeated until convergence to a local maximum is reached. Notice that at each step, since (artificially) complete data are available, parameter estimation for FM is the same as parameter estimation for the Simple Bayes model.
Summary of a model that combines the Finite Mixture and simple Bayes models (FAN)
The Finite Mixture Augmented Naive Bayes (FAN) model [11] is obtained by superimposing a finite mixture model on the set of findings of a simple Bayes model ( Fig. 3 ). That is, given a Simple Bayes model defined over the outcome variable and the findings, a latent variable is introduced to model the residual probabilistic dependencies between the findings that are not captured by the outcome variable. At the same time, in an attempt to improve over the FM model, the FAN model reduces the burden on the latent variable by modeling part of the dependencies among findings through the outcome variable. Notice that the Simple Bayes model is subsumed by the FAN model, since it corresponds to a FAN model with a one-valued latent variable.
Parameter estimation for a FAN model, as well as the selection of the latent variableÕs cardinality, are very similar to the corresponding tasks for the FM model. The only difference is that in the FAN model there are two parent variables, the latent variable and the outcome variable, on which to condition the probability estimates of the findings. 
Induction of the Finite Mixture (FM) and FAN models
In a manner parallel to the SB.C and SB.D model induction described above, both continuous and discrete versions of FM (FM.C and FM.D) and FAN (FAN.C and FAN.D) were constructed. In all the experiments, model selection (i.e., determining the number of values of the latent variable) was based on a greedy step-forward search that used BIC and AIC scores for ranking models. In particular, given the set of models considered in the search, the models were ranked according to the BIC score and the AIC score, and the model that had the best average rank over the two scores was selected.
Rule-based learning with bias search (RL.BS)
This section describes a method for rule-based learning with bias search (RL.BS), as well as how we applied it.
Summary of rule-based learning with bias search
This section describes a rule learning system that searches over various learning parameters in attempting to find a set of rules that has good predictive performance. In the machine learning field, such a procedure is known as bias search. We performed bias search using version 5.5 of the RL rule learning system [19, 20] .
The rules generated by RL are of the form: ''if f 0 i and . . . and f 0 j then predict the patient state as S 0 .'' If a test case satisfies all of the features on the lefthand-side of the rule (the if part), then the rule predicts the class specified by the right-hand-side of the rule (the then part). As an example, the following rule predicts that a patient will not experience a dire outcome:
ifðage < 23Þ and ðpO 2 > 48Þ then predict dire outcome ¼ no:
Rule strength is determined by a certainty factor (CF), which is the following smoothed estimate of the positive predictive value of the rule: (TP + 1)/(TP + FP + k), where TP is the number of true positive predictions of the rule on a training set, FP is the number of false positive predictions, and k is the number of values of the variable being predicted (e.g., k = 2 for the binary dire outcome variable).
RL selects rules using the following three criteria: (a) the CF must be greater than the CF-thresh threshold (e.g., CF-thresh = 0.6), (b) the number of cases covered by the rule must exceed a threshold called min-POS, and (c) every new rule must cover at least one new case not covered by previous rules.
RL-bias-search (RL.BS) is an extension of the RL system. RL.BS randomly divides the training data into train-train ($67%) and train-test ($33%) datasets. The train-train dataset is used to learn the rules using a selected parameter setting (i.e., bias) and the train-test is used to evaluate the performance of a learned rule set. RL.BS explores various combinations of the CF-thresh and min-POS settings in search of the settings that optimize the predictive performance of the induced rule set; the optimization criteria are discussed in the next paragraph. The user specifies the minimum and maximum values for CF-thresh and min-POS, as well as the bias step size, which is added to or subtracted from the CF-thresh and min-POS values of a selected pair of settings to create new bias settings to evaluate. We used a simulated-annealing algorithm [21] to generate new parameter settings; for additional details about this approach, see [22] . The search yields parameter settings that then are used to learn a final rule set from the entire set of training cases.
The final rule set is used to make a prediction for a case using a method called weighted voting. In weighted voting, the rules matching a patient case are grouped according to the state predicted by the rules (thus, for a binary prediction problem, there will be two groups). Then, the strengths of the rules (the rulesÕ CFs) of each group are summed; each groupÕs sum is the amount of evidence provided for the state corresponding to the group (therefore, for a binary prediction problem, this yields two sums). The state with the largest amount of evidence is then predicted as the class for that case. For a given patient case, the probability of its state is calculated as the evidence for the state of interest divided by the total of the evidence given for all states. For example, for a binary prediction with the states S = A and S = B, if the sum of the CFs of the rules predicting state A is 350 and the sum of the CFs of the rules predicting state B is 150, then the evidence for class A is 350, the evidence for class B is 150, and the estimate of P (S = A|case findings) is 350/(350 + 150) = 0.7. 
Induction of a rule-based model using bias search (RL.BS)
All 196 of the pneumonia PORT variables were made available for rule learning. For all of the experiments, we used a parameter step size of 0.02. A parameter setting was evaluated by running RL on the train-train dataset using the setting, then evaluating the performance of the rule set induced by RL on the train-test dataset. Using the settings that yielded the best performance on the train-test dataset, a final model was induced from the entire training set. This rule set was then applied to the test set to evaluate the performance of the rules.
Using the training set containing all 1601 cases, the induced rule set consisted of 35 rules that used the following 22 variables, which are listed in alphabetical order: AGEPRES6, AGEPRESB, BPSYS, CBUN, CGLU, CHCO3, CHGB, CNUMCOMO, CPCO2, CPH, CPO2, CR, CRESPRAT, FIO2ABG, HEAD-ACHY, KP, NUMSYM, PO2, PTEMPLOA, RTEMP, SOXYGEN, and SWEATSY.
Logistic regression model
This section describes logistic regression models, as well as how we constructed a particular model for use in the studies reported here.
Summary of logistic regression
Logistic regression derives an equation of the following form:
where S is a binary variable to be predicted, and f 1 ,f 2 , . . ., f n are discrete or continuous predictor variables [23] . The constants b 0 , b 1 , b 2 , . . ., b n are estimated from the training data, typically by using an iterative maximum likelihood technique. We can generalize the above equation by including interaction terms in the sum, which are composed of products of the f i variables.
Application of logistic regression to predict dire outcomes (LR.DIRE)
LR.DIRE is a logistic regression model that we trained on the PORT database in a way similar to how the logistic regression model underlying the PSI model was developed by Fine et al. [7] using an earlier CAP database. Thus, LR.DIRE is closely related (although not identical) to what would result if a PSI model were constructed based on the PORT database.
The logistic regression models developed for the experiments in this paper were all constructed using a two step process. For each experiment, the predictor variables were each run in a simple univariate regression on the training dataset. Significant variables, defined as those with p values of 0.05 or less for an F test, were then entered into a multivariate logistic regression, which also was built using the training set. We did not include any interaction terms. To avoid strong covariate effects, variables measuring similar concepts were removed based on the following rule: if a continuous variable and its categorical counterpart were both significant in the univariate analysis, the one with the smaller p value was used for the multivariate run; in cases where both variables had the same value, the continuous version was used.
Forward stepwise logistic regression was used for all experiments. The analysis employed BMDP Dynamic, v7.0 running on Windows NT 4.0. For the experiment using 1200 training cases, the default BMDP settings were used [24] . For experiments using 400, 800, and 1601 cases, some of the default parameter settings were changed. These changes involved the p value limits for entry and removal of terms into the model, and the total number of times a term could be moved into or out of the model (as well as some other minor changes). The changes are noted below:
• Following the PSI model, AGEPRES (age of presentation) and SEX were included the model at the start of the forward stepping process and were not allowed to be removed. • All other terms (besides AGEPRES and SEX) were allowed to move a maximum of two (2) times-either entered or removed from the model a total of no more than 2 moves. • The following syntax was added to the ''/Regression paragraph'': ENTER = 0.05, 0.04. REMOVE = 0.06, 0.05.
In addition to these changes, for the experiment with 1601 cases certain categorical variable codings were reordered in the syntax such that baseline or ''normal'' values were represented by the initial entry. This was to insure BMDP was comparing non-normal values to the appropriate baseline value, since the software denotes the initial entry as the ''normal'' entry.
For the remainder of the experiments, the exact parameters and methodology were used as listed above (default settings plus three alterations).
The variables considered significant from pass 1 (univariate regression results, not shown here) were then entered into the multivariate regression for pass 2, which was run using a training set. The results of pass 2 for the training set containing 1601 cases resulted in the following 102 variables being included in the model:
Discrete variables (n = 86):
FEVERY, RIA, COPDICUA, MUSKELA, NUTR-STAA, RTEMP, ALERT, CPOLYS, CHGB, PTE-DUC, CNA, O2SATABG, CPO2, SOXYGEN,
Artificial neural networks
In this section, we briefly describe the standard feed forward neural network model, as well as extensions we used in the study reported here. We then describe how we applied both the standard method and the newly developed ones.
The standard neural network method (STL)
The standard approach to applying artificial neural networks trained with backpropagation to problems such as pneumonia risk prediction is to use sumsquared-error (SSE) with ''0'' coding for ''no dire outcome'' and ''1'' coding for ''a dire outcome'' as the target values at the output of the network. This is supervised learning where the network learns to predict values near zero for patients at low risk, and values near 1 for patients at high risk.
Given a large training set, this method learns to predict the probability of dire outcomes (instead of the Boolean 0/1 values it is trained on). When the training set is small, however, the method will generally overfit the training set and learn to output values near 0 and 1 for the cases it is trained on. This yields low error on the training set, but generalizes poorly to new cases in a test set.
Early stopping is a method that stops training the neural network before it begins to overfit the training data. This is done by examining the performance of the network during training on an independent set of cases. When performance on this set begins to worsen (instead of continuing to improve), we assume the backprop network has begun overfitting the training data and we stop training.
Early stopping requires that part of the training data (the train-test dataset) not be used for training and be held aside for testing to detect overfitting. This is unfortunate because most learning methods train better with more training data. Using a smaller training set (the train-train dataset), because some of the training data must be held aside to detect overfitting, can reduce the performance of the trained backprop networks. We use a simple form of model averaging to help mitigate this effect. Suppose we have 1601 cases to use for training. We use 75% of this data for training (the train-train dataset), and 25% as the early stopping test set (the train-test set). Thus we train the network on 1201 cases and test it on 400 cases to determine when to stop training. A network trained this way is only trained on 1201 cases, not the full 1601 cases available for training. To reduce the negative impact of using a smaller training set, we train 10 networks on training sets of size 1201 instead of just one. Each network uses a different random sample of 1201 (from the 1601 available) cases as a train-train set (and thus also different samples of 400 cases as the train-test set.) After training all ten networks, each on somewhat different train-train sets, we combine the predictions of the ten networks by averaging their predictions. This means that the number of parameters in the final model is ten times the number of parameters in any one backprop network.
The rankprop technique
In this and the following sections, we describe two new neural network learning techniques that we developed and combined [25] .
In the experiments reported in this paper, the performance criterion is the area under the ROC curve. ROC area is a sort-based measure. It depends only on the ordering it induces on the data, not on the particular value it predicts for any one case. But the sum-squared-error we used in the previous section is sensitive to the values predicted for each case, not the ordering induced on the data. We developed a method called Rankprop that learns to rank patients by relative risk instead of predict specific risk values for them.
The term Rankprop is short for ''backpropagation using sum of squares errors on estimated ranks.'' The basic idea of Rankprop is to rank (i.e., sort and then number consecutively) the cases in the train-train set based on the outcomes predicted, scale the ranks (we scale uniformly to [0.25, 0.75] with sigmoid output units), and apply standard SSE backpropagation using scaled ranks as target values instead of using the 0/1 values in the train-train data.
Ideally, we would rank cases by the true frequency of an outcome, such as dire outcome. Unfortunately, we do not know the true frequencies. During training, all we know is which patients in the training set had dire outcomes. There are many possible sorts consistent with these values. Which should backprop try to fit? It is the large number of possible sorts of the train-train set that makes backpropagating ranks challenging. Rankprop solves this problem by using the neural netÕs model as it is being learned to order the train-train set whenever target values are tied. In this database, where there are many ties because there are only two target values, finding a proper ranking of the training set is a serious problem. Rankprop learns to adjust the target ranks of the dataset at the same time it is learning to predict ranks from that dataset.
To do so, Rankprop alternates between rank passes and backprop passes. On the rank pass it records the output of the network for each training pattern. It then sorts the training patterns using the target values (0 or 1 for dire outcome), but using the networkÕs predictions for each pattern as a secondary sort key to break ties. The basic idea is to find the legal rank of the target values (0 or 1) maximally consistent with the ranks the current model predicts. This closest matching ranking of the target values is then used to define the target ranks used on the next backprop pass through the training set.
Why might Rankprop be useful in learning a model? We are given data from a target function f (x). Suppose the goal is not to learn a model of f (x), but to learn to sort patterns by f (x). Must we learn a model of f (x) and use its predictions for sorting? No. It suffices to learn a function g (x) such that for all x 1 , x 2 :
]. There can be many such functions g (x) for a given f (x), and some of these may be easier to learn than f (x). Rankprop tries to learn simple functions that directly support ranking. One difficulty with this approach is that rankprop must learn a ranking of the training data while also training the model to predict ranks. It is not yet known under what conditions this parallel search will converge. We conjecture that when rankprop does converge, it will yield simpler models than it would have been learned from the original target values (0/1), and that these simpler models will often generalize better.
Another way of looking at this is to consider what a traditional neural network trained with SSE on 0/1 targets tries to learn. If we were predicting mortality, for example, it would attempt to drive the mortality prediction for every patient who lived to a value of 0, and every patient who died to a value of 1, regardless of their (unknown) probability of death. Now compare this with rankprop on the same database. Assume 90% of the patients lived and 10% died. Consider the patients who survive. Rankprop does not have to drive all patients that live to one fixed value. Instead, it has to find some ordering of the patients that live. This means it is possible that the patients who live and have low probability of death will be sorted to the left of patients who live but have high(er) probability of death. The same is true for patients who die. If such orderings can be found by rankprop, the function that is to be learned should be less nonlinear than the function that would have to be learned by SSE on 0/1 targets.
The multitask learning technique
There are a number of attributes available in historical databases that are not suitable for use as inputs. For example, the pneumonia PORT database contains variables such as the total cost of hospitalization and the length of stay, as well as the values of the variables that define dire outcome such as ICU admission for respiratory failure. It is inappropriate to use these attributes as inputs when learning to predict risk because these values would never be available for future test cases when risk prediction is to be done. They represent future measurements.
Although these variables will not be available when the model is used, it is possible to use the values of these variables in the training set in ways that do not assume that they will be available in the test set. Multitask learning (MTL) is one method of doing this. Multitask learning is a method that improves generalization performance by having a learner simultaneously learn many extra related tasks at the same time it learns to make predictions for the main task. It does this parallel learning while using a shared representation; what is learned for each task can benefit other tasks because they share what is being learned.
In this application, we use MTL to benefit from future lab results and from any other future information we have available about the training cases that could be related to the dire outcome prediction task. These extra attribute values are used as extra backprop outputs as shown in Fig. 4 . The extra outputs bias the shared hidden layer towards representations that better capture important features of the domain. See [25] [26] [27] for details about MTL and [28] for other ways of using extra outputs to bias learning.
It is beyond the scope of this paper to explain in detail how MTL works. An example, however, will give an intuition for what MTL does. The pneumonia PORT database that we used contains an attribute that gives the length of stay in the hospital (in days) for patients who are hospitalized. In learning to predict the probability of a dire outcome in patients with pneumonia, we use this length of stay variable as an extra task for multitask learning. Let us examine why learning to predict length of stay might improve the ability to predict a dire outcome as well. In general, we expect patients with low risk of a dire outcome to not experience a dire outcome (dire outcome = 0), and patients at high risk to have dire outcome = 1. But some patients that are high risk will have dire outcome = 0, and some patients that are low risk will have dire outcome = 1. This happens because dire outcome is the outcome itself, not the underlying probability of the outcome. Unfortunately, we have no direct measure of a patientÕs probability of dire outcome. We only see the Boolean outcome. This is where learning to predict length of stay can help. A patientÕs length of stay is related to their risk. A patient who stays in the hospital for a long time presumably is at greater risk than a patient who stays in the hospital a short time (ignoring patients who die after a short stay). If we train an artificial neural network to predict length of stay, some of what it learns may help it create intermediate assessments of patient risk for a dire outcome. Since the network shares what it learns for the length of stay task with the main risk prediction task (dire outcome), some of this shared assessment may help the network to learn to better differentiate intermediate risks of dire outcome. This learning of related tasks, which can inform the main task, is the central idea behind multitask learning.
Application of the STL and MTLR methods
We applied two different neural network methods to the experiments with the PORT database. The first the standard learning method (STL) uses traditional sumsquared-error on 0/1 targets. The second method uses Multitask and Learning along with Rankprop learning (MTLR). For MTLR, we used the following variables as extra outputs for neural network training: type of care (outpatient versus inpatient) whether detailed baseline data were collected (y/n) whether proxy respondent provided baseline data (y/n) regression model risk based on baseline data 3-level risk score, derived from the regression model 5-level risk score, derived from the regression model count of cardiologic morbid complications count of central nervous system morbid complications count of dermatologic or allergic morbid complications count of gastrointestinal morbid complications count of hematologic morbid complications count of liver morbid complications count of pulmonary morbid complications count of renal morbid complications count of suppurative morbid complications count of total morbid complications discretized count of total morbid complications count of total severe morbid complications count of bothersome symptoms count of missing values of bothersome symptoms ICU care or telemetry reason for ICU admission length of stay for hospitalized patients discrete version of length of stay total patient hospital cost discretized version of total patient hospital cost days to return to daily household activities discretized version of days to return to daily household activities
With both methods we trained on 75% of the training data and used the remaining 25% of the training data for early stopping. To reduce the negative impact of train- Fig. 4 . A hypothetical example of a neural network that can be applied to predict dire outcomes. The network is trained with outcomes that are plausibly related to a dire outcome, including in this example: length of hospital stay, days in the ICU, and total hospital costs.
ing on less data, we average the predictions of ten networks, each of which was trained on a randomly chosen 75% sample of the training set. In all experiments we used all 196 variables as inputs.
We trained the networks with standard gradient descent using the Aspirin/Migraines Neural Network Simulator developed by Mitre Group. The backprop networks we used for all our experiments have 64 hidden units, sigmoidal hidden and output units, and are fully connected at the input-to-hidden and the hidden-to-output layers. There were 15,104 weights per network. A momentum of 0.9 and learning rate of 0.1 were applied. Networks were trained a maximum of 100 epochs, but early stopping often selected models trained with 25-75 epochs.
Experimental methodology
In this section, we describe the training and test datasets we used, as well as the evaluation measures.
Training and test datasets
A training (derivation) set of 1601 patient cases (70%) was created by randomly sampling from the 2287 CAP patients in the pneumonia PORT database. The following size training subsets were created by using the first n cases from a list of the 1601 cases: 100, 200, 400, 800, 1200, and 1601. Missing data were filled-in using an iterated k-nearest neighbor method, which is described in Appendix C.
A test (validation) set of size 2287 À 1601 = 686 was used for the evaluation. For each of the six training sets, the method used to fill in missing data in that training set also was used to fill-in data in a corresponding test set. Thus, there were six versions of the test dataset, corresponding to the six training sets mentioned above.
Evaluation measures
The primary measure we used in comparing the 11 models described in Section 3 is the area under the ROC curve, which is a common measure for comparing the discriminative performance of models [29] [30] [31] . An area of 1 corresponds to perfect prediction of dire outcome for the cases in the test set. An area of 0.5 corresponds to random guessing of the probability of dire outcome for each case in the test set.
We analyzed in detail the performance of NN.MTLR, which had the highest ROC curve area among the 11 models. To assess performance differences at particular points on the ROC curve, one of us (author MJF, whose clinical research focus includes CAP) assessed a range of probability thresholds of dire outcomes that he believes to be clinically relevant in influencing decisions about where to treat CAP patients. This range spanned from 1 to 5%. We identified a point on the ROC curve for NN.MTLR that was close to the 1% threshold; more specifically, at that point on the curve, for the test set of patient cases recommended by NN.MTLR for home treatment, about 1% (more precisely, 1.3%) experienced dire outcomes. 5 
Results and discussion
We first describe the predictive performance of the models we constructed for this study. Next, we analyze the best performing model.
Predictive performance of the constructed models
Of the 686 CAP patients in the test set, 79 (11.5%) experienced a dire outcome. Table 2 subdivides the 79 cases to show more specifically why the dire outcomes occurred. The table indicates that the most common cause of a dire outcome was admission to the ICU (for respiratory failure, respiratory or cardiac arrest, or shock/hypotension). Only 20% of the dire outcomes were due to death alone, while an additional 23% were due to death plus another dire event. Fifty-seven percent of the dire outcomes were for reasons that did not include death. The fact that the majority of the dire outcome cases had a non-mortality outcome suggests that predicting mortality is not a good surrogate for predicting dire outcomes more broadly. It seems likely that a clinical decision about where to treat a CAP patient (inpatient versus outpatient) would be influenced by concern about multiple types of clinical dire outcomes, not just death. This line of reasoning supports the importance having a model that predicts dire outcomes more broadly than mortality.
In Table 3 , for each system and training set size, the area under the ROC curve is shown. For 1601 training cases, the bold entry for NN.MTLR indicates that it has the highest ROC area. For the models constructed from 1601 training cases, an asterisk indicates that a comparison of its ROC area with NN.MTLR has a two-sided p value that is less than 0.05, suggesting that NN.MTLR performed better. We used the method described by Hanley and McNeil to perform these statistical tests [32] . Fig. 5 shows the models from Table 3 that have ROC curve areas that are not statistically different (at the 0.05 level) from those of the best model (NN.MTLR). Fig. 6 shows the results of the remaining methods from Table 3 that are statistically significantly worse than NN.MTLR. Interestingly, four of these five models do not improve monotonically as a function of the training set size. The reasons for these non-monotonic patterns will require further study. For example, it could be that the method of variable selection in LR.DIRE led to its decreased performance when using 1601 training cases.
Most of the 11 models are close to their peak performance after only 400 training cases. The NN.MTLR and SB.D models attain close to their best performance after only 200 training cases. The asymptotic character of the curves in Figs. 5 and 6 suggests that the addition of further training cases beyond 1601 is not likely to improve the modelsÕ predictive performance appreciably. Fig. 5 . The ROC curve areas for the models that perform the best when using 1601 training cases. With 1601 training cases, the mean difference in ROC curve area between the models in Fig. 5 and those in Fig. 6 is 0.8535 À 0.8049 = 0.0486. Although this difference may seem inconsequential, we discuss below how small (but real) differences in predictive performance can have major implications for healthcare delivery.
Analyzing the predictive performance of NN.MTLR
In this section, we analyze the predictive performance of the NN.MTLR model, which for brevity we call NN. The NN model was the best predictor of dire outcomes we found when using the full 1601 training cases. We examine its predictions to gain insight into how well it might perform as an aid to clinicians making decisions about where to treat CAP patients. In particular, we are interested in estimating the impact the NN model might have on CAP patient quality of care and healthcare costs, if the decisions about where to treat the patients (home versus hospital) were based on the modelÕs predictions. We emphasize that the results of this analysis are preliminary. Fig. 7 shows the ROC curve for the NN model applied to the 686 test cases. This NN model was trained with 1601 cases to predict a dire outcome, as defined in Appendix B. The true positive rates and false positive rates for the curve are based on whether or not a dire outcome was predicted to occur, given whether or not a patient actually experienced a dire outcome. The area under the ROC curve is 0.863. In terms of clinical practicality, however, only a portion of the ROC curve is rel-evant to making a decision about whether to admit a CAP patient. In the remainder of Section 5.2 we focus our analysis on a relevant portion of the NN ROC curve. In doing so, for the purpose of analysis, we assume that those patients predicted by NN not to have a dire outcome would be treated at home, and the patients predicted to have a dire outcome would be admitted to the hospital.
Predictive performance at a specific point on the ROC curve
In this section, we examine the point on the ROC curve in Fig. 7 at which approximately 1.3% of the test cases predicted by NN to not have a dire outcome in fact had a dire outcome. We call this percentage the error rate. At this 1.3% error rate, NN has a true positive rate (tpr) of 0.937 and a false positive rate (fpr) of 0.359 (see Fig. 7 ). At that point on the ROC curve, NN recommends treating at home 394 patient cases (because they are predicted not to have a dire outcome), and of those, a total of five patients (1.3% [0.17%, 2.37%]) subsequently developed a dire outcome, where the 95% confidence interval is shown in square brackets. Based on the care actually received, 280 patients were treated at home, and of those, a total of five patients (1.8% [0.25%, 3.33%]) developed a dire outcome. The difference between the 1.3% error rate by NN and the 1.8% error rate of the actual treatment is not statistically significant (p = 0.29). We discuss these error rates further in Section 5.2.3.
At the ROC point described in the previous paragraph, the NN model recommends admitting fewer patients to the hospital than were admitted in actual practice. In particular, the model recommends admitting 292 of the 686 test patients (42.6%), while 406 (59.2%) of the 686 cases were actually admitted to the hospital. Thus, the NN model recommended admitting about 16.6% fewer (of the total 686 cases) than were actually admitted, which is a highly statistically significant difference (p < 0.0001). In the next section, we estimate the cost savings that might result from such a reduction in admissions.
Estimated cost savings
In this section, we estimate the dollar-cost savings of using the NN to inform decisions about whether to treat CAP patients at home (outpatients) or in the hospital (inpatients). To do so, we must introduce several assumptions, which we make explicit. The validity of these assumptions, as well as the accuracy of the estimates of the performance of NN, are issues that will require further evaluation. Nonetheless, we believe the analysis below provides insight. In particular, the analysis highlights that even small improvements in predictive performance can have significant, positive healthcare consequences.
We focus our analysis on CAP patients in the US who were seen in the ED, because most of the pneumonia PORT patients (upon which we base on analysis) were seen in the ED. From 1993 to 1995, the average annual number of CAP visits was about 4,487,000, of which about 1,256,000 (28%) occurred at emergency departments [34] . Since we confine our analysis to CAP patients seen in the ED, our analysis will tend to underestimate the total national impact of a given strategy. Nonetheless, we believe that an analysis for this important subset of patients is informative.
As described in Section 5.2.1, the NN model is expected to recommend 16.6% fewer admissions (when used as a decision aid for the 1,256,000 CAP patientcases seen in the ED) than the treatment actually used (42.6% vs. 59.2%). The estimated cost of an inpatient CAP case in the US in 1994 was $7517,whereas the highest estimated cost of an outpatient case was just $421 [5] . Thus, the difference in cost is $7517 À $421 = $7096. If the use of the NN recommendations translated into 1,256,000 · 16.6% fewer CAP admissions (than the admissions expected to occur without using a decision model), then the expected savings of following those recommendations would be 1,256,000 · 0.166 · $7096 = $1.479 billion (in 1994 dollars).
More generally, viewed as a function of the percentage decrease in admissions, the US national cost savings would be about 1,256,000 · 0.01 · $7096 = 89 million dollars per percent decrease in hospital admissions of CAP patients seen in emergency departments. If such a decrease in admissions could be achieved while not increasing the number dire outcomes that occur in patients treated at home, the overall impact would be positive and significant. This perspective highlights that even small (but real) improvements in predictive modeling may lead to enormous healthcare cost savings. Therefore, the development of better predictive models is an undertaking of considerable importance.
We conclude this section with a discussion of the major assumptions on which the above cost analyses are based.
• For each patient recommended to be treated at home by some model M according to decision threshold t, if he/ she had been so treated then his/her dire outcome status would have been the same as the outcome he/she actually experienced, even if he/she was actually admitted.
This assumption is made more tenable by the use of a decision threshold near one percent, in which only very low risk patients were being recommended for treatment at home by a model. Also, the NN model controlled for numerous patient covariates that might otherwise confound the relationship between place-of-treatment and dire outcome status. In related research, a controlled trial involving 1743 patients with CAP showed that the availability to clinicians of the output of a mortality-prediction model ''reduced the use of institutional resources without causing adverse effects on the well-being of patients'' [33] .
We make an analogous assumption to the one above for patients recommended to be treated in the hospital.
• Patients in emergency departments throughout the US would experience similar results to those found in this analysis, which is based on data from a small set of US and Canadian hospitals. The patient base used here has a higher fraction of patients who were seen at academic medical centers than does the US pneumonia population at large. Attenuating somewhat this concern about possible population heterogeniety, Fine et al. [7] found that the PSI mortality risk model, which was constructed using data from a wide mix of 78 US hospitals, generalized well in predicting mortality of the 2287 patients in pneumonia PORT dataset. • The predictions of a model would be readily available and heeded. It could well be that clinicians would appropriately (or inappropriately) ignore some of a modelÕs predictions. It could also be that the treatment decision is based on multiple decision makers in addition to the treating clinician, including the patient and his or her family. • The financial and time costs of having and using a predictive model are negligible. Such a model might be a part of a larger clinical information system that serves many other purposes. Thus, the incremental cost of making the model available for clinical use could be relatively small. In particular, it likely will be important that the predictor variables in a predictive model be available in electronic health records, which are populated with information as part of the normal workflow of healthcare delivery; current trends make this scenario seem plausible in the next 10-15 years. • There are no hidden health-quality costs in using the model. For example, we assume that by using a model, a physicianÕs own clinical skills would not decrease over time, thereby possibly decreasing patient quality of care.
Almost certainly, the above assumptions do not hold exactly. We therefore emphasize that the results in Section 5.2 are preliminary and suggestive, but by no means conclusive. Ultimately, the overall clinical and monetary impact of a given predictive model will need to be validated by experimental study. The preliminary analyses in this paper suggest that such studies, if carefully designed, may be well worthwhile.
A preliminary analysis of the impact on quality of care
Monetary cost savings are appropriate only if they do not decrease the overall quality of health care. We would like to develop predictive models that decrease cost and increase quality of care. While the present study does not address this important issue in detail, we provide the following relevant analyses.
Plausibly the most negative outcome is for a CAP patient to be sent home for treatment and subsequently experience a dire outcome. As mentioned above, of the 280 patients actually treated at home, only 5 (1.8%) experienced a dire outcome. Home treatment was recommended for 394 patient cases by NN, and also only 5 patients (1.3%) experienced a dire outcome. Thus, by this measure, the modelÕs recommendations are not be expected to decrease the quality of health care. 6 As mentioned, 1.8% of the patients actually treated at home experienced a dire outcome. We examined the outcomes of those patients who in reality were treated at home, but for which the NN model recommended treatment in the hospital; in doing so, we used the tpr and fpr described in Section 5.2.1, which corresponds to an error rate of 1.3%. There were 18 such cases, of which 3 (16.7%) had a dire outcome, which is a 9.3-fold increase in risk over the 1.8% risk for the total population of patients actually treated at home. These results suggest that using the NN modelÕs recommendations might improve the quality of care for some high-risk patients who otherwise would be treated at home. It is possible, however, that some or all of these patients would prefer to be treated at home.
Summary and conclusions
On a training and test dataset of CAP patients, we found that there were statistically significant differences in how well different induced models predicted dire outcomes. After approximately 400 training cases, there was little improvement in the ROC area for most of the models induced by most of the methods. Thus, the results appear stable in the large training sample limit. It will be useful to validate these results by testing whether randomly re-sampling subsets of the 1601 training cases leads to similar asymptotic patterns of predictive performance.
An innovative neural network learning method induced a model (NN.MTLR) that had the largest ROC area when using all the training cases; statistically, its performance was significantly different from five models constructed using other methods, and not significantly different from five other models. Additional research will be required to determine whether other machinelearning methods that were not tested in our investigation might perform even better than this neural network model.
Our study does not provide direct evidence for how NN.MTLR would perform on other clinical prediction problems; rather, it focuses specifically on finding a good predictor of a dire outcome in CAP patients. Also, additional research is needed to validate the dire-outcome predictive performance between NN.MTLR and other methods and to determine with confidence the reasons for those differences.
The paper presents a preliminary analysis that supports that the predictive performance of NN.MTLR could-under assumptions-yield a substantial decrease in the cost of healthcare delivery without any decrease in healthcare quality. The data needed to construct and apply NN.MTLR are not yet readily available in electronic health records. We believe it plausible, however, that such data will be electronically available in the next 10-15 years. As such data are increasingly captured in electronic form, the number of local patient cases available for model induction and the clinical coverage of those cases will increase dramatically. Furthermore, in time, we can expect that patient outcomes will be measured in increasing detail, thus making it feasible to model complex outcomes of interest, such as a dire outcome. It will therefore become more and more feasible to routinely construct detailed predictive models, such as NN.MTLR, which are based on local patient data. More generally, the induction of such models might use both national data (for its large sample size) and local data (for its ability to locally tailor models). Once constructed, such models could be applied seamlessly to make predictions on new local cases. In the text that follows, a number in square brackets denotes the integer used in the pneumonia PORT database to encode the variable value that immediately follows the brackets. An alphabetic label in square brackets denotes a variable name.
COPDICUA
A dire outcome is defined as having been present if one or more of the following three events occurred with a patient:
(1) death within 30 days of presentation [DEAD30PR]: [1] yes (2) an initial ICU admission for one or more of the following three reasons:
• respiratory failure [RESPFALI]: [1] documented as reason for the first admission • respiratory or cardiac arrest [CARRESTI]: [1] documented as reason for the first admission • shock/hypotension [SHOCKI]: [1] documented as reason for the first admission
(3) the presence of one or more of the following severe complications:
• bleed at site of procedure [BLEEDI]: [4] vascular repair or >2 units of packed red blood cells • congestive heart failure [CHFI]: [3] [4] urosepsis with positive blood cultures • brain abscess/parameningeal focus [BRABSCI]: [1] present at presentation or [2] developed after presentation
• empyema [EMPYI]: [1] present at presentation or [2] developed after presentation • endocarditis [ENDOI]: [1] present at presentation or [2] developed after presentation • meningitis [MENINGI]: [1] present at presentation or [2] developed after presentation • osteomyelitis [OSTEOMI]: [1] present at presentation or [2] developed after presentation • septic arthritis [SEPARTI]: [1] present at presentation or [2] developed after presentation • line-related sepsis [LINESEPI]: [2] definite
Appendix C. A method to fill-in missing values
The method we describe in this appendix was used to address the missing values problem in the PORT database. 7 The method is an iterated k-nearest neighbor method. It is, essentially, a nonparametric EM-style algorithm using Gibbs sampling.
Consider a data set comprising a set of cases, each represented as a set of attributes with values. Most of the values are known; some are initially missing. We will refer to these initially-missing values as ''unknown,'' even after the program has filled in estimated values for them. We use the term ''missing'' for values that do not yet have an estimate.
C.1. The basic algorithm (one-nearest-neighbor version)
For each case C in the data set, For each variable X in case C,
If the value of variable X is unknown, then
Produce a new estimate of the value of variable X of case C using the Nearest Neighbor algorithm. (See below for details.) The basic idea is to find the other case in the data set that most closely resembles case C, considering only those cases that have a known value for variable X. Call this ''nearest neighbor'' case C 0 . Variable X of case C 0 now becomes the new estimate for the unknown variable X of case C.
Continue until the whole data set has been scanned and a new estimate has been created for every unknown variable in the data set.
Repeat this entire procedure until either there is no further change or until a fixed limit on the number of iterations has been reached.
As the example below will show, often there is an advantage to iterating this procedure more than once. The estimated values filled in during the first pass may alter the nearest neighbor choices during the second pass. This, in turn, may change some of the estimated values. Normally, only a small number of iterations are needed before the filled-in values converge.
C.2. Finding the nearest neighbor
Given a case C and an variable X whose value is unknown, we want to find the nearest neighbor to C. To do this, we must compute the distance between C and every other case in the data set that has a known value for variable X. Then we simply pick the case whose distance is smallest. We used simple unweighted Euclidean distance to measure the distance between cases.
During the first iteration of the algorithm, we will not yet have computed an estimate for some of the unknown values. Provision must be made for computing the difference between the values of some variable X when that value is unknown for one of the cases. In this case, we compute the average of the X value for every case in which X is known, and we use that average as the estimated value for the unknown X.
It is also possible that the value of some variable X will be missing for both of the cases being compared. (This can occur if case C has two unknown variables.) In this case, we compute the average difference between X values over the entire data set, and we use this difference as an estimate of the distance between the two unknown X values.
