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Abstract
Monte Carlo methods provide tools to conduct statistical inference on models that are dif-
ficult or impossible to compute analytically and are widely used in many areas of statistical
applications, such as bioinformatics and psychometrics. This thesis develops several sam-
pling algorithms to address open issues in network analysis and educational assessments.
The first problem we investigate is network motif detection. Network motifs are sub-
structures that appear significantly more often in the given network than in other random
networks. Motif detection is crucial for discovering new characteristics in biological, devel-
opmental, and social networks. We propose a novel sequential importance sampling strategy
to estimate subgraph frequencies and detect network motifs. The method is developed by
sampling subgraphs sequentially node by node using a carefully chosen proposal distribu-
tion. The method generates subgraphs from a distribution close to uniform and performs
better than competing methods. We apply the method to four real-world networks and
demonstrate outstanding performance in practical examples.
The other two issues are related to educational measurement in psychometrics. Cogni-
tive diagnosis models (CDMs) are partially ordered latent class models to classify students
into skill mastery profiles. In educational assessment, these models help researchers analyze
students’ mastery of skills and learning process based on their responses to test items. The
deterministic inputs, noisy “AND” gate model (DINA) is a popular psychometric model
for cognitive diagnosis. We investigate the estimation of Q-matrix in DINA model. Q ma-
trix is a binary matrix which maps the test item to its corresponding required attributes.
We propose a Bayesian framework for estimating the DINA Q matrix. The proposed algo-
ii
rithms ensure that the estimated Q matrices always satisfy the identifiability constraints.
We present Monte Carlo simulations to support the accuracy of parameter recovery and
apply our algorithms to Tatsuoka’s fraction-subtraction dataset.
The last project is related to the recovery of learning process. The increasing presence
of electronic and online learning resources presents challenges and opportunities for psy-
chometric techniques that can assist in the measurement of abilities and even hasten their
mastery. CDMs can assist in carefully navigating through the training and assessment of
these skills in e-learning applications. We propose a class of CDMs for modeling changes
in attributes, which we refer to as learning trajectories. We focus on the development of
Bayesian procedures for estimating parameters of a first-order hidden Markov model and
apply the developed model to a spatial rotation experimental intervention.
iii
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A (0,1) matrix is an integer matrix whose elements are either 1 or 0. It appears in various
kinds of settings and can be used to represent binary relationships, such as adjacency matrix
of a graph, design matrix of specific tests or surveys, or binary relationships between two
type of objects. In particular, this thesis considers two particular areas related to (0,1)
matrices: 1) networks and 2) diagnostic assessments.
A network can be expressed by an adjacency matrix and the distributions of such matrix
and its subgroups are of great interest, because they reveal the facts about networks with
specific structures. However, the probabilistic features of substructures of the adjacency
matrix are difficult to compute. When a true distribution is unknown or difficult to compute,
Monte Carlo simulation provides an efficient tool to help conduct inference on the distribution
of interest. For instance, sequential importance sampling algorithm develops a way to obtain
statistics of the target distribution from a biased proposal distribution that is constructed
sequentially. It is especially helpful when sampling from the original distribution is not
feasible. In the research on network substructures, subgraph frequencies are of interest in
network motif detection, however, sampling connected subgraphs uniformly is not feasible.
Therefore, in Chapter 2 we propose a sequential importance sampling algorithm to draw
subgraphs through connected nodes and estimate the subgraph frequencies from the proposed
sampling method.
As for diagnostic assessment, (0,1) matrix, referred to as the Q-matrix, can represent
the relationship between test items and latent attributes. The Q-matrix is used to design
assessments and to diagnose subjects’ skill profiles. However, the true design matrix and real
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relations of subjects’ skill acquisitions in an assessment usually remain unknown. Cognitive
Diagnosis models (CDMs) are partially latent class models focusing on discrete-defined at-
tributes, and they provide researchers efficient tools to diagnose the information regarding
subjects’ attributes. Inference on the item parameters and the latent classes of CDMs is
also difficult to compute explicitly. When the target multi-dimensional distribution cannot
be easily computed, Markov chain Monte Carlo methods are widely used to sample from the
target distribution by constructing a Markov chain that converges to the stationary distri-
bution. Therefore, we can compute the desired statistics from CDMs through Markov chain
Monte Carlo methods. In Chapter 3, we propose a Bayesian framework for a popular Cog-
nitive Diagnosis model, DINA model, and estimate the underlying Q-matrix and other item
parameters through Gibbs and Metropolis sampling algorithms. In Chapter 4, we propose
several models to interpret the transition of skill acquisitions in the longitudinal setting and





In real-world networks, some patterns of subgraphs occur more frequently than would be
expected in random networks. Milo et al. (2002) called these subgraphs network motifs.
The frequency of these motifs contains important information about the structure and func-
tion of the network. For example, in regulatory networks, motifs describe the underlying
characteristics of the transcription and translation processes, and in neural networks, motifs
help interpret the operation of groups of neurons (Shen-Orr et al., 2002; Milo et al., 2002).
Network motifs have also been found to be important in networks of signal transition, de-
velopmental transcription, and other types of networks (Milo et al., 2004).
To detect network motifs, both the frequency of occurrence of a subgraph in an observed
network and the frequency of occurrence of the same subgraph in random networks need to
be calculated. For determining subgraph frequency, an exhaustive enumeration algorithm
was proposed by Milo et al. (2002) to count all subgraphs with k nodes. Wernicke (2006)
also proposed an exhaustive enumeration algorithm that guarantees that every subgraph
will be visited only once. Itzhack et al. (2007) proposed an exhaustive enumeration method
which requires specification of the shapes of the subgraph patterns and counts the number
of subgraphs using these shapes. Although the method of Itzhack et al. (2007) runs faster
than previous enumeration methods for up to size 5 subgraphs, it struggles as the size of the
subgraph becomes larger.
A more efficient enumeration method named Kavosh was proposed by Kashani et al.
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(2009). This method detects network motifs by counting trees rooted at a particular node,
and then removing that node after exhaustively enumerating all subgraphs containing that
node. Later, Ribeiro and Silva (2010) created a new data structure called G-Tries, which
improved the method efficiency at the cost of greater memory usage. Recently, Lin et al.
(2015) employed Graphical Processing Units (GPU) to parallelize subgraph matching tasks,
and the GPU-based enumeration runs faster than most CPU-based approaches. Wang et al.
(2016) proposed a method to infer subgraph concentrations up to size 5 through enumerating
subgraphs in a resampled graph from the given graph. The method does not require the
knowledge of the entire graph and can be applied to graphs with missing information.
All the aforementioned methods exhaustively enumerate all possible subgraphs of a cer-
tain size in a given network, and can therefore be considered to be network-centric. Grochow
and Kellis (2007) proposed a motif-centric technique that enumerates a single subgraph pat-
tern in the network using symmetric-breaking. Motif-centric enumeration methods run faster
than network-centric enumeration methods for counting a single target subgraph, but are
inconvenient to apply to all possible subgraph patterns.
In addition to the exhaustive enumeration methods, subgraph frequencies can be esti-
mated using randomly sampled subgraphs. Kashtan et al. (2004) proposed an importance
sampling method to sample subgraph patterns sequentially by edge and estimate the con-
centrations of subgraph patterns in the network. Wernicke (2006) also proposed a uniform
sampling method based on their exhaustive enumeration technique. A probability is assigned
to each leaf of the enumeration tree to determine whether or not a leaf will be visited, so
only a subset of all possible subgraphs are counted. Recently, Chen et al. (2016) proposed a
random walk framework for the given graph and took consecutive steps of the random walk
to generate subgraphs of any size. However, random walk-based methods require a tuning
parameter to decide which subgraph relationship topology should be used, and usually it
requires crawling the entire graph to construct the subgraph relation graphs.
For large networks, exhaustive enumeration methods are challenged by computing time
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and memory cost, hence sampling methods are preferred. The importance sampling method
of Kashtan et al. (2004) needs to compute the importance weights of all subgraphs and
all potential permutations of edge sequences. The uniform sampling method of Wernicke
(2006) is based on the exhaustive search tree and needs to complete the tree even if some
branches are never visited. The random walk-based generator of Chen et al. (2016) requires
the construction of subgraph relationship graphs, and it might generate invalid subgraphs.
To improve the existing sampling methods, we develop a new sequential importance sam-
pling method that samples subgraphs by nodes. The new proposal distribution is closer to
the uniform distribution and the importance weight can be calculated easily with a simple
formula.
This chapter is organized as follows. Section 2.2 gives the basic definitions of subgraph
concentration. Section 2.3 presents the new sequential sampling algorithm. Section 2.4
discusses the motif detection strategy. Section 2.5 provides numerical results on several real
networks. Section 2.6 provides concluding remarks.
2.2 Subgraph Concentration
In a directed or undirected graph G(V,E), where V is the set of nodes and E is the set of
edges, an induced subgraph with k nodes H(V ∗, E∗) is defined as a subset, V ∗, of k nodes
from V and a subset, E∗, of edges from E with both endpoints in V ∗. Here we assume that
there are no self-loops and at most two opposite directed edges between a pair of nodes.
We refer to a connected, induced subgraph with k nodes as a size-k subgraph. Denote the
set of all size-k subgraphs in G as Sk(G). For example, the graph G in Figure 2.1 contains
7 nodes and 8 directed edges. Nodes {2,5,6} and the 3 directed edges connecting them
form an induced subgraph of size 3. There are 8 size-3 subgraphs in this given graph, i.e.,








Figure 2.1: A graph with 7 nodes and 8 directed edges
If there exists a bijective mapping between a pair of subgraphs that preserves the adja-
cency of nodes and direction of edges, then the two subgraphs are topologically equivalent
and differ only in the labeling of the nodes. For example, among the four size-3 subgraphs
from the example in Figure 2.1 that are listed in Figure 2.2, subgraphs (a) and (b) are
topologically equivalent because they have the same structure ignoring the node label. Sub-
graphs (c) and (d) are also topologically equivalent. However subgraphs (a) and (c) are not














Figure 2.2: Illustration of isomorphic subgraphs
All topologically equivalent subgraphs belong to the same isomorphic class. Let I be the
number of isomorphic classes for size-k subgraphs in G, and Sik(G), 1 ≤ i ≤ I, be the ith
isomorphic class. For any induced size-k subgraph H ∈ Sk(G), we have H ∈ Sik(G) ⊂ Sk(G)
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where π is the uniform distribution over all possible size-k subgraphs, i.e., π(H) = 1/|Sk(G)|
for H ∈ Sk(G). Network motifs are defined as subgraph patterns with a subgraph concen-
tration Cik(G) significantly larger in the observed G than in random networks with the same
degree sequence. The first task of detecting network motifs is therefore to estimate Cik(G),
and then we will conduct significance test on the concentrations to find motifs.
2.3 Sequential Importance Sampling of Subgraphs
Simulating directly from the uniform distribution π(H) is not easy. However, if we can
simulate a subgraph H from a carefully chosen proposal distribution q(·), whose support






































where H1, . . . , HN are independent and identically distributed (i.i.d.) samples from q(·), and
wj = π(Hj)/q(Hj) is the importance weight.
The performance of the importance sampling method can be assessed using the effective






The cv2 can be estimated by its sample version. A small cv2 indicates that we are sampling
from a proposal distribution that is close to our desired target distribution π.
Our importance sampling procedure will be to sample a subgraph sequentially by lever-
aging the subgraph structure. We will sample node by node, conditional on the realization
of the previous nodes, until a size-k subgraph is obtained.
To motivate the construction of our proposal distribution q(·), we begin by describing
the process of sampling from the true uniform distribution π(H) sequentially by node. Let
Sk(G) ∩ {vi1 , . . . , vij} := {H : H ∈ Sk(G), {vi1 , . . . , vij} ⊂ H} be the set of all size-k
subgraphs containing nodes vi1 , . . . , vij . Let Vc be the set of nodes that have already been
sampled. Before any nodes have been sampled Vc = ∅. To sample a size-k subgraph from
π(H), the first node should be sampled with probability proportional to |Sk(G) ∩ {vi}|,
i = 1, . . . , |V |. Suppose the first node sampled is vi1 , then Vc = {vi1}, and the second
node should be sampled with probability proportional to |Sk(G) ∩ {Vc ∪ {vi}}|, i 6= i1. The
procedure continues until a size-k subgraph is obtained, updating Vc after each node has
been sampled. Suppose the nodes of the final size-k subgraph are sampled in the order
(vi1 , . . . , vik), then
P (a size-k subgraph sampled in the order (vi1 , . . . , vik))
= P (vi1 is selected)P (vi2 is selected|vi1 is selected) · · ·P (vik is selected|vi1 , . . . , vik−1 are selected)
=
|Sk(G) ∩ {vi1}|∑
i |Sk(G) ∩ {vi}|
× |Sk(G) ∩ {vi1 , vi2}|∑
i 6=i1 |Sk(G) ∩ {vi1 , vi}|
× · · · × |Sk(G) ∩ {vi1 , . . . , vik−1 , vik}|∑




× |Sk(G) ∩ {vi1 , vi2}|
(k − 1) · |Sk(G) ∩ {vi1}|





The probability of sampling the first node vi1 is
|Sk(G)∩{vi1}|∑
i |Sk(G)∩{vi}|





i=1 |Sk(G) ∩ {vi}| = k · |Sk(G)|. The probability for sampling other nodes can
be derived similarly. Notice that the subgraph {vi1 , . . . , vik} could be obtained by sampling
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these k nodes in any of the k! orders, and each specific order will be sampled with probability
1/(k! · |Sk(G)|), therefore, the probability of obtaining the subgraph {vi1 , . . . , vik} (without
specifying the order) is







So this procedure will yield subgraphs sampled from the uniform distribution π(H).
The example in Figure 2.1 can help explain how the sequential procedure works. Suppose
we are interested in size-3 subgraphs, and as mentioned before, |S3(G)| = 8, then the target
uniform distribution of sampling any size-3 subgraph from the given G is 1/8. The marginal
probability of each node equals to the proportion of subgraphs containing it. So the first
node will be sampled from {1, 2, 3, 4, 5, 6, 7} with probability proportional to 3, 6, 4, 2, 5, 2,
and 2 respectively. Suppose node 1 is selected, which occurs with probability 3/24, then the
second node will be sampled from {2, 3, 4, 5, 6, 7} with probability proportional to 2, 2, 1, 1,
0, and 0 respectively. Suppose node 2 is selected, which occurs with probability 2/6, then
the third node will be sampled from {3, 4, 5, 6, 7} with probability proportional to 1, 0, 1, 0,
and 0 respectively. Suppose node 3 is selected, which occurs with probability 1/2. So the
probability of sampling the subgraph {1, 2, 3} in the order (1, 2, 3) is 3/24×2/6×1/2 = 1/48.
It is easy to derive that the probability of sampling the subgraph {1, 2, 3} in the order (2, 1, 3),
or any other order, is also 1/48. So the final probability of sampling the subgraph {1, 2, 3}
is 3!× 1/48 = 1/8, and the sample is drawn from the uniform distribution over S3(G).
Sampling subgraphs uniformly requires the quantity |Sk(G)∩ {vi1 , . . . , vij}| which is dif-
ficult to calculate in practice. Our importance sampling proposal distribution will be con-




We use the spanning tree to approximate |Sk(G) ∩ {vi1 , . . . , vij}|. A spanning tree of a
connected graph G is a subgraph of G that is a tree containing all nodes of G. Every
connected graph G with m nodes {v1, . . . , vm} contains a spanning tree that is rooted at vi,
1 ≤ i ≤ m. The depth of a node in this spanning tree is defined as the number of edges
from that node to the root vi, i.e., the length of its path to the root. The level of a node is
(1+ the depth). So the root node vi has depth 0 and level 1. In this section we construct
the spanning tree in the following way to avoiding over-counting the number of subgraphs
containing specific nodes. We require that 1) a node is a child of vi if and only if it is directly
connected to vi in the given graph G, and 2) every node is at the depth of its shortest path
to vi if multiple paths to vi exist in the original graph G. This construction will allow us to
derive an approximation of |Sk(G)∩{vi}| by counting the number of k-node subtrees rooted
at node vi in the spanning tree.
For example, two spanning trees of the graph in Figure 2.1 are provided in Figure 2.3,
with Figure 2.3(a) rooted at node 1 and Figure 2.3(b) rooted at node 2. The number of
size-3 subgraphs containing node 1 in the original graph in Figure 2.1 is |S3(G) ∩ {1}| = 3,
and we can approximate this number by the number of size-3 subtrees starting from node
1 in Figure 2.3(a) which is also 3 in this case. Similarly |S3(G) ∩ {2}| = 6 in Figure 2.1,
and the number of size-3 subtrees starting from node 2 in Figure 2.3(b) is also 6. This
approximation often works well in practice although it is not always exact. For example,
if nodes 4 and 6 are connected in Figure 2.1, then the spanning tree rooted at node 2 is
still the same as Figure 2.3(b), but we would miss subgraphs {2,3,4,6} and {2,4,5,6} when
counting size-4 subtrees starting from node 2 in the spanning tree.
This procedure of counting subtrees in the spanning tree will be used to approximate















Figure 2.3: Two spanning trees of the graph in Figure 2.1
We propose a recursive formula for the approximate number of subtrees that ignores aspects
of the subtree structure for computational simplicity. Moreover, in the special case of k = 3,
we can construct a spanning tree where the exact number of such subtrees is the same as
the number of corresponding subgraphs. We will discuss the special case in Section 2.3.3.
Recursive formula
Suppose the degree of node vi is di in an undirected graph G, i.e., there are di nodes
adjacent to node vi. If the graph is directed, we refer di to the number of nodes adjacent
to node vi, ignoring direction of edges. Then in the spanning tree of G rooted at node vi,
there are di nodes at level 2 (see Figure 2.4). The set of all size-k subgraphs containing
node vi, Sk(G) ∩ {vi}, can be partitioned into subsets Sk(G) ∩ {v(j)i }, j = 1, . . . , k − 1,
where Sk(G) ∩ {v(j)i } is the set of all size-k subgraphs containing vi with exactly j nodes
directly connected to vi. Clearly, |Sk(G) ∩ {vi}| =
∑k−1
j=1 |Sk(G) ∩ {v
(j)
i }|. If a reasonable
approximation N (j)k (di) to |Sk(G) ∩ {v
(j)
i }| can be obtained, then |Sk(G) ∩ {vi}| can be




k (di). As discussed before we can choose N
(j)
k (di) to
be the approximate number of subtrees containing node vi with j nodes at depth 1 in the
spanning tree of G rooted at vi.





























Figure 2.4: An illustration of the approximating spanning tree





ways to choose nodes at depth 1 and the number
of candidate nodes at depth 2 equals to the number of children of the k − 2 nodes at depth
1. Because each node may have a different number of children, to simplify the formula, we
approximate the degree of each node (except vi) by the average degree of the graph. In
particular, denote by d̄ = 2|E|/|V | the average of degree sequence. We use d̄ to approximate
the degree of all nodes but vi, so all nodes except vi will have approximately d
∗ = d̄−1 nodes
as their children. Figure 2.4 illustrates the approximate structure of a spanning tree in G.
Based on this approximation, the number of candidate notes at depth 2 is approximately





× (k − 2)d∗ subtrees from the rooted





× (k − 2)d∗.
More generally, when j = k− l for 1 < l < k, the subtrees of interest will have k− l nodes





ways to choose candidate nodes at
depth 1. If the root node vi and the k − l nodes at depth 1 are collapsed to form a virtual
node ṽ, then ṽ has degree approximately (k − l)d∗ at the next depth, and the choice of the
remaining l − 1 nodes in this tree will be equivalent to choosing a l-node subtree from a
spanning tree rooted at ṽ with degree (k− l)d∗. The number of such l-node subtrees can be
approximated by Nl((k − l)d∗). Then the approximate number of subtrees when j = k − l
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vi1 vi2 vik−2 vik−1· · ·




vi2 vik−3 vik−2· · ·




vi2 vik−4 vik−3· · ·










· · · · · ·
(d) k − l nodes at depth 1












Therefore the number of size-k connected subgraphs that contain node vi of degree di
can be approximated recursively by Nk−1(d), · · · ,N1(d):
|Sk(G) ∩ {vi}| ≈ Nk(di) =
k−1∑
j=1
























By using the idea of collapsing existing nodes as one virtual node, we can also approximate
|Sk(G) ∩ {vi1 , . . . , vij}| by counting rooted trees that are rooted at the virtual node, ṽ,
representing {vi1 , . . . , vij}, i.e., |Sk(G) ∩ {vi1 , . . . , vij}| = |Sk−j+1(G) ∩ {ṽ}|, 1 < j < k. The
degree of the virtual node ṽ (after collapsing nodes vi1 , . . . , vij) is d̃ = | ∪
1≤l≤j
Vil\{vi1 , . . . , vij}|,
where Vil is the set of nodes that are connected to vil . We know the number of (k − j +
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1)-node subtrees from the spanning tree rooted at the virtual node ṽ with degree d̃, i.e.,
|Sk−j+1(G)∩{ṽ}|, can be approximated by Nk−j+1(d̃), so we could approximate the number
of size-k subgraphs that contain nodes {vi1 , . . . , vij} in the same way as well, i.e.,
|Sk(G) ∩ {vi1 , . . . , vij}| ≈ Nk−j+1(d̃). (2.8)
2.3.2 Sampling algorithm
We sample a size-k subgraph sequentially node by node using a proposal distribution close
to the target uniform distribution. As shown in (2.5), the true probability of sampling node
vij given vi1 , . . . , vij−1 have already been sampled is
|Sk(G) ∩ {vi1 , . . . , vij−1 , vij}|/
∑
i 6=i1,...,ij−1
|Sk(G) ∩ {vi1 , . . . , vij−1 , vi)}|.
Although |Sk(G) ∩ {vi1 , . . . , vij}| is hard to obtain in practice, we use the approximation in
(2.7) and (2.8) to construct our proposal to sample the nodes. As we sequentially sample
the nodes, instead of considering all nodes that have not been sampled as the candidate for
the next node vij , we focus on the nodes that are connected to the set of sampled nodes
{vi1 , . . . , vij−1}. This is equivalent to approximating |Sk(G) ∩ {vi1 , . . . , vij−1 , vi}| by 0 if vi is
not connected to {vi1 , . . . , vij−1}. This approach will guarantee that the final size-k subgraph
we obtain satisfies the connectedness requirement and avoid wasting samples. On the other
hand, every connected size-k subgraph can be sampled in one or more orders so that the
subgraphs obtained in the intermediate steps are always connected. So this modification of
the algorithm will not miss any connected size-k subgraphs.
Our sampling procedure is described in Algorithm 1. Recall Vc is the set of sampled nodes.
Let Vext denote the set of candidate nodes that are connected to the sampled nodes in Vc.
Let q denote the sampling probability of the nodes which can be computed sequentially.
Without loss of generality, assume the sampled size-k subgraph is H = {v1, . . . , vk}.
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Algorithm 1 Sampling algorithm for generating a size-k subgraph from G(V,E)
1: Initialize Vc = ∅, Vext = V , l = 0, q = 1.
2: while l < k do
3: for all v ∈ Vext do
4: d(v) = number of nodes that are connected to v or Vc but not in Vc ∪ {v}.
5: end for
6: Sample a node vc from Vext with probability proportional to Nk−l(d(v)), v ∈ Vext.




8: Update Vc = Vc ∪ {vc}; Vext = set of nodes that are connected to Vc but not in Vc.
9: l = l + 1.
10: end while
Suppose the k nodes are generated in the order (v1, . . . , vk). Then the algorithm outputs a
size-k subgraph H = {v1, . . . , vk} and the associated probability q(v1, . . . , vk) of generating
H in this particular order. As discussed in the beginning of Section 2.3, subgraph H could be
obtained by sampling these k nodes in different orders, so the final probability of obtaining
the subgraph H (without specifying the order) should sum over the probability of generating




q(vi1 , . . . , vik), (2.9)
where P(1, . . . , k) is the set of all permutations of (1, . . . , k). In our algorithm, we sequen-
tially add nodes that are connected to existing nodes, so it may not be feasible to generate
the nodes in certain orders. For example, the subgraph {2, 5, 6} in Figure 2.1 cannot be sam-
pled in the order (2, 6, 5) and (6, 2, 5) because nodes 2 and 6 are not connected. Therefore
the sum in (2.9) is only over the orders that are possible with Algorithm 1.
When considering the true uniform sampling of subgraphs in (2.5) and (2.6), each specific
order of the nodes is sampled with the same probability. However in our sequential proposal,
different orders of the nodes will be sampled with different probabilities. For example, the
probabilities of sampling the subgraph {1, 2, 3} in Figure 2.1 in the order (1, 2, 3) and (2, 1, 3)
are 1/32 and 1/36, respectively. Therefore, the sum in (2.9) cannot be simplified to the
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product of the number of possible orders and q(v1, . . . , vk).
Repeating the algorithm N times will give N i.i.d. subgraphs H1, . . . , HN , and the
sampling probabilities q(Hi) can be computed using (2.9). Based on these samples and
sampling probabilities, we can estimate the subgraph concentration using (2.3).
2.3.3 Special case for size-3 subgraphs
For size-3 subgraphs, the furthest depth is 2, so we can easily construct a spanning tree to
represent every size-3 subgraph by one and only one 3-node subtree. Without loss of gen-
erality, assume the size-3 subgraph is {v1, v2, v3}. The set of all size-3 subgraphs containing
node v1, S3(G) ∩ {v1}, can be partitioned into subsets S3(G) ∩ {v(1)1 } and S3(G) ∩ {v(2)1 },
where S3(G) ∩ {v(j)1 } is the set of all size-3 subgraphs containing v1 with exactly j nodes
directly connected to v1. Figures 2.6(a) and (b) represent the subtree pattern of the subsets








Figure 2.6: Possible patterns of 3-node trees rooted at v1
Because of the relatively simple structure of size-3 subtrees, we can compute |S3(G) ∩
{v(1)1 }| and |S3(G) ∩ {v(2)1 }| exactly. Denote the set of all nodes that are connected to node





subtrees of the pattern in Figure
2.6(a). For the patten in Figure 2.6(b), we can count the exact number of candidate nodes
in depth 2 instead of approximating it by d∗. For any node vj, j ∈ V1, denote by d(2)j the





subtrees of the pattern in Figure 2.6(b). In total, the number of size-3 subtrees containing









j . The first node should be sampled with
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probability proportional to |S3(G) ∩ {v}|, v ∈ V .
After the first node v1 has been sampled, we need to find the number of subgraphs that
contain both v1 and the next node v2 we are going to choose. If we collapse v1 and v2 to one
node ṽ, then a 3-node subgraph containing both v1 and v2 is the same as a 2-node subgraph
containing ṽ. Therefore we can easily obtain |S3(G) ∩ {v1, v2}| = |S2(G) ∩ {ṽ}| = d1,2,
where d1,2 =
∣∣V1 ∪ V2 \ {v1, v2}∣∣ = |Vṽ| and Vi is the set of nodes that are connected to vi.
Then the second node should be sampled with probability proportional to |S3(G)∩ {v1, v}|,
v ∈ V \ {v1}. For the last node v3, since the number of size-3 subgraphs that contain v1, v2
and v3 is just 1, the last node should be sampled uniformly from V1 ∪ V2 \ {v1, v2}.
Using the exact number in the sampling procedure will guarantee that the probability
of a size-3 subgraph sampled in the order (v1, v2, v3) is 1/(3! · |S3(G))|. This is uniform
distribution if the order of the sample is considered. However, the probability of obtaining a
subgraph {v1, v2, v3} without specifying the order, which involves a summation like (2.9), is
not always 1/|S3(G)| (i.e., not always the uniform distribution). The reason is because we
may not be able to generate the subgraph in all 3! possible orders (see the discussion after
(2.9)), and the number of possible orders may be different for different subgraphs.
2.4 Motif Detection
In order to detect network motifs, we need to do a significance test on the subgraph con-
centrations to determine whether a certain subgraph pattern appears significantly more
frequently in the given network than in random networks with the same degree sequence.
Milo et al. (2004) proposed the significance profile (SP) as a measure of statistical signifi-
cance. SP is a normalized Z-score vector based on the number of subgraph patterns in the
observed network and in random networks with the same degree sequence. Later, Kash-
tan et al. (2004) used normalized Z-score of subgraph frequencies to measure the statistical
17





where C̄ik(Grandom) and sd(Cik(Grandom)) are the mean and standard deviation of the random-
ized subgraph concentrations. How reliable this approximation is can be hard to evaluate in
practice.
An alternative method is to compute the exact p-value, the probability of observing a
subgraph concentration that is as large as or larger than what was seen in the observed
network relative to random networks with the same degree sequence. A Metropolis-Hastings
algorithm based on switching of edges may be used to generate random networks uniformly
from the set of networks with a given degree sequence (Blitzstein and Diaconis, 2010).
Denote i− j as an edge between node i and node j. At each step of the Metropolis-Hastings
algorithm, randomly choose two edges x−y and u−v from the current graph G with distinct
nodes x, y, u, v. If there are no edges between the pair x and u and the pair y and v, then
the Markov chain moves to a new state G′ constructed by replacing the edges x − y and
u − v in the current graph G by two new edges x − u and y − v; otherwise, the Markov
chain stays at the current graph G. We may take a sample Gi after every N0 steps to reduce
the dependence between the samples. Other ways for sampling networks with given degrees,
such as sequential importance sampling, can be found in Blitzstein and Diaconis (2010) and
Zhang and Chen (2013).





1{Cik(Gj) ≥ Cik(G)}, (2.11)
where G1, . . . , GN1 are generated from the Metropolis-Hastings algorithm, and they are ran-
dom networks with the same degree sequence as the given network G. Generally if p < 0.01
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the subgraph pattern is considered to be a network motif. We will use the exact p-value to
detect motifs in Section 2.5.
2.5 Applications
We apply Algorithm 1 on several real networks and demonstrate excellent performance. All
data sets in the article are publicly available. The checking of isomorphic class is done
using the igraph package of Csardi and Nepusz (2006). In motif detection, we throw away
the first 1000 samples of the Metropolis-Hastings algorithm in Section 2.4 as the burn-in
period, and keep every 100th sample afterwards to reduce the dependence between samples.
Computation is performed on a Windows laptop with a 2.5 GHz processor and 8 GB RAM.
The code for our algorithm is available in online supplementary materials.
2.5.1 E. coli network
We first examine an E. coli gene regulation network containing 423 nodes and 519 edges
(Kashtan et al., 2004), see Figure 2.7. Each node represents an operon and a directed edge
represents a source operon directly regulating a target operon (Shen-Orr et al., 2002). We
compared three methods in estimating subgraph concentrations: the edge sampling method
of Kashtan et al. (2004), the general node sampling algorithm proposed in Section 2.3.2, and
the exact node sampling algorithm for size-3 subgraphs proposed in Section 2.3.3. For each
algorithm, we generated N = 500 subgraphs to estimate subgraph concentration. Then the
procedure is repeated 100 times to obtain 100 estimates. The mean of the 100 estimates and
the standard error of the mean (in parentheses) are given in Tables 2.1, 2.2 and 2.3. The
true values of the subgraph concentrations are reported in Kashtan et al. (2004) and they
are shown in the tables as well.
Tables 2.1, 2.2 and 2.3 show the results for size-3, size-4 and size-5 subgraphs, respectively.
All methods seem to give reasonable estimates for the subgraph concentrations. The node
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Figure 2.7: An E. coli network
sampling method gives smaller standard errors than the edge sampling method in most
subgraph concentrations in the three tables. For size-3 subgraphs, the exact node sampling
method gives the smallest standard errors for almost all subgraph concentrations in Table
2.1. A more direct way to compare edge sampling with node sampling is to look at the cv2
of the importance weight, which measures the χ2 distance between the proposal distribution
and the target distribution (uniform in this case). Table 2.4 shows the cv2 for subgraphs
with different sizes. We can see that the cv2 values for node sampling are very close to 0 for
subgraphs with different sizes, and they are much smaller than the cv2 for edge sampling.
This indicates that the proposal distribution for node sampling, especially the exact node
sampling of size-3 subgraphs, is very close to the uniform distribution. The cv2 in general
increases as the size of the subgraph increases.
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Subgraph True Concentration Edge Sampling Node Sampling Node Sampling
(general) (exact)
91.760 91.713 (0.108) 91.624 (0.099) 91.827 (0.057)
3.073 3.104 (0.057) 3.143 (0.067) 3.079 (0.056)
4.364 4.385 (0.056) 4.432 (0.060) 4.297 (0.057)
0.807* 0.798 (0.019) 0.801 (0.019) 0.797 (0.013)
Table 2.1: Concentrations of size-3 subgraphs in an E. coli network. The reported values
are concentrations×102. Here * denotes subgraphs that are detected as motifs.
Subgraph True Concentration Edge Sampling Node Sampling (general)
833.824 819.0002 (5.672) 835.722 (1.287)
6.138 6.046 (0.428) 6.319 (0.363)
37.536 37.894 (0.835) 37.063 (0.768)
97.112 98.507 (3.002) 96.231 (1.109)
15.901 15.826 (1.072) 15.466 (1.737)
2.491* 2.590 (0.235) 2.522 (0.120)
0.608* 0.698 (0.104) 0.667 (0.097)
Table 2.2: Concentrations of size-4 subgraphs in an E. coli network. The reported values are
concentrations×103. Here * denotes subgraphs that are detected as motifs. Only subgraphs
with concentration greater than 2×10−3 and subgraphs that are detected as motifs are listed
here.
We performed the significance test of frequency by comparing the subgraph frequencies of
the observed network with 1000 randomized networks of the same degree sequence generated
from the Metropolis-Hastings algorithm in Section 2.4. The significance level is chosen to be
0.01. Only one size-3 subgraph pattern (listed in Table 2.1) is detected as a network motif
with the p-value for this pattern being 0 based on 1000 randomized networks. For size-4
subgraphs in Table 2.2, two subgraphs are found to be network motifs with the p-values for
both patterns being 0. Four size-5 subgraphs are found to be significant and they are listed
in Table 2.3.
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Subgraph True Concentration Edge Sampling Node Sampling (general)
0.189 0.1640 (0.0501) 0.1728 (0.0308)
0.014 0.0149 (0.0077) 0.0142 (0.0046)
0.038 0.0359 (0.0028) 0.0421 (0.0125)
0.013 0.0123 (0.0062) 0.0124 (0.0069)
Table 2.3: Concentrations of size-5 subgraphs in an E. coli network. The reported values
are concentrations×103. Only subgraphs that are detected as motifs are listed here.





Table 2.4: The cv2 for different sampling methods on an E. coli network.
2.5.2 Electronic circuits network
The electronic circuits network we studied contains 512 nodes and 819 edges (Milo et al.,
2004), see Figure 2.8. Nodes represent electronic components and edges represent current
flows between components. Similar to the E. coli example, for each algorithm we generated
N = 1000 subgraphs to estimate subgraph concentration, and then the procedure is repeated
100 times to obtain the mean of the 100 estimates and the standard error of the mean
(in parentheses), as shown in Tables 2.5, 2.6 and 2.7. The true values of the subgraph
concentrations are obtained through exhaustive enumerations in Wernicke (2006), and they
are shown in the tables as well, except size-5 subgraphs for which the enumeration method
is not feasible. We used the Metropolis-Hastings algorithm in Section 2.4 to detect network
motifs.
Similar to what we observed in the E. coli example, Tables 2.5, 2.6 and 2.7 show that
most of the standard errors for the node sampling method are smaller than that of the
edge sampling method. This is especially so in Table 2.7 where node sampling always has a
smaller standard error than edge sampling for those patterns with high frequencies. Table
2.8 shows that the cv2 for node sampling for subgraphs with different sizes is much smaller
22
Figure 2.8: An electronic circuits network
than the cv2 for edge sampling, indicating that the node sampling proposal is much closer
to the target uniform distribution than the edge sampling proposal.
Subgraph True Concentration Edge Sampling Node Sampling Node Sampling
(general) (exact)
35.82 36.665 (0.257) 35.604 (0.212) 36.193 (0.189)
45.81 44.932 (0.262) 45.802 (0.187) 45.511 (0.210)
16.70 16.747 (0.168) 16.908 (0.135) 16.614 (0.156)
1.67 1.656 (0.034) 1.686 (0.047) 1.682 (0.040)
Table 2.5: Concentrations of size-3 subgraphs in an electronic circuits network. The reported
values are concentrations×102.
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Subgraph True Concentration Edge Sampling Node Sampling (general)
1.505 1.617 (0.072) 1.636 (0.071)
0.708 0.755 (0.039) 0.728 (0.049)
0.226 0.245 (0.017) 0.255 (0.034)
0.216 0.237 (0.028) 0.22 (0.026)
0.079 0.092 (0.025) 0.067 (0.015)
Table 2.6: Concentrations of size-4 subgraphs in an electronic circuits network. The reported
values are concentrations×102. Only subgraphs that are detected as motifs are listed here
(significance level is 0.01).
Subgraph Edge Sampling Node Sampling (general)
18.725 (1.031) 19.400 (0.458)
12.299 (0.867) 14.838 (0.336)
6.328 (0.570) 7.062 (0.327)
4.227 (0.458) 4.365 (0.198)
4.031 (0.323) 4.032 (0.242)
3.608 (0.291) 3.642 (0.207)
Table 2.7: Concentrations of size-5 subgraphs in an electronic circuits network. The reported
values are concentrations×102. Only subgraphs with frequency greater than 3% are listed
here.





Table 2.8: The cv2 for different sampling methods on an electronic circuits network.
2.5.3 C. elegans network
We examine a neuronal synaptic connection network of C. elegans with 280 nodes and
2170 edges (Achacoso and Yamamoto, 1992), see Figure 2.9. Each node represents a target
muscle cell and each edge represents a synapse connection between a pair of neurons. This
network is more dense than the last two examples. As in the last example, we generated
N = 1000 subgraphs for each algorithm to estimate subgraph concentration, and then the
24
procedure is repeated 100 times to obtain the mean and its standard error (in parentheses),
see Tables 2.9, 2.10 and 2.11. The true values of size-3 subgraph concentrations are reported
in Kashtan et al. (2004) and shown in Table 2.9. The true values for size-4 and size-
5 subgraph concentrations are not available. We also used the same Metropolis-Hastings
algorithm to detect network motifs (significance level is 0.01).
Figure 2.9: A C.elegans network
Table 2.9 lists size-3 subgraph patterns that are detected as motifs. We can see that
node sampling tends to have a smaller standard error than edge sampling for the motif
concentrations, and the exact node sampling has the smallest standard error among the
three methods. Tables 2.10 and 2.11 list subgraph patterns with relatively high frequencies.
In these two tables, node sampling gives smaller standard errors than edge sampling for all
subgraph concentrations. The cv2 in Table 2.12 further shows that node sampling is more
efficient than edge sampling. Overall, the advantage of node sampling seems to be more
obvious for this denser network.
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Subgraph True Concentration Edge Sampling Node Sampling Node Sampling
(general) (exact)
33.678 33.354 (0.621) 33.512 (0.434) 33.730 (0.221)
4.289 4.328 (0.168) 4.122 (0.163) 4.107 (0.097)
1.370 1.186 (0.057) 1.565 (0.072) 1.400 (0.046)
0.848 0.889 (0.051) 0.831 (0.051) 0.826 (0.039)
0.487 0.551 (0.038) 0.445 (0.029) 0.527 (0.022)
0.402 0.443 (0.031) 0.466 (0.053) 0.436 (0.022)
0.043 0.042 (0.006) 0.039 (0.005) 0.039 (0.005)
Table 2.9: Concentrations of size-3 subgraphs in a C. elegans network. The reported values
are concentrations×102. Only subgraphs that are detected as motifs are listed here.
Subgraph Edge Sampling Node Sampling (general)
11.842 (0.547) 10.907 (0.313)
10.438 (0.467) 10.853 (0.329)
9.529 (0.410) 9.784 (0.321)
9.038 (0.458) 8.942 (0.324)
7.845 (0.344) 7.941 (0.314)
6.497 (0.427) 6.692 (0.284)
4.709 (0.297) 4.604 (0.204)
2.957 (0.227) 3.210 (0.162)
Table 2.10: Concentrations of size-4 subgraphs in a C. elegans network. The reported values
are concentrations×102. Only subgraphs with concentration greater than 3% are listed here.
Subgraph Edge Sampling Node Sampling (general)
3.917 (0.344) 4.372 (0.256)
3.773 (0.374) 3.834 (0.175)
3.485 (0.298) 2.987 (0.184)
2.778 (0.358) 2.935 (0.131)
2.525 (0.366) 2.648 (0.158)
Table 2.11: Concentrations of size-5 subgraphs in a C. elegans network. The reported values
are concentrations×102. Only subgraphs with concentration greater than 2% are listed here.
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Table 2.12: The cv2 for different sampling methods on a C. elegans network.
2.5.4 WWW data
The WWW dataset is a complex network of hyperlinks between webpages from the University
of Notre Dame (Barabási and Albert, 1999). There are 325,729 nodes and 1,469,678 edges,
where each node represents a webpage in the nd.edu domain, and each edge represents a
link from a source page to a destination page. We generated N = 50, 000 subgraphs for
each algorithm to estimate subgraph concentration, and then the procedure is repeated 5
times to obtain the mean and its standard error (in parentheses), see Table 2.13. The true
values of size-3 subgraph concentrations are reported in Kashtan et al. (2004) and also shown
in Table 2.13. We used the same Metropolis-Hastings algorithm to detect network motifs
(significance level is 0.01).
Table 2.13 lists size-3 subgraph patterns that are detected as motifs. Node sampling gives
smaller standard errors in the majority of cases, especially for the motifs with relatively high
frequencies. The cv2 values in Table 2.14 show that node sampling is more effective than
edge sampling. Although the cv2 in general increases as the subgraph size increases for both
methods, the cv2 for node sampling is less sensitive to the subgraph size.
Subgraph True Concentration Edge Sampling Node Sampling (general)
1.74 1.615 (0.681) 1.644 (0.287)
4.1 4.421 (1.358) 4.074 (1.169)
1.08 1.064 (0.591) 1.093 (0.742)
0.37 0.396 (0.138) 0.332 (0.231)
23.6 23.805 (3.114) 24.13 (2.609)
Table 2.13: Concentrations of size-3 subgraphs in a WWW network. The reported values
are concentrations×103. Only subgraphs that are detected as motifs are listed here.
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Table 2.14: The cv2 for different sampling methods on a WWW network.
2.5.5 Computing time and accuracy
We compare the running time of the edge sampling method (Kashtan et al., 2004) and our
proposed node sampling method for the four real networks in the last sections with subgraph
size varies from k = 3 to 6. Table 2.15 reports the time for generating 10,000 subgraphs
for the first three networks and 100,000 subgraphs for the WWW network. For E. coli and
electronic circuits networks, whose number of edges is close to the number of nodes, there
is no dramatic difference between the running time of the two sampling methods. However,
for C. elegans and the WWW networks with high edge density, the node sampling method
is always faster than the edge sampling method. Also in general, node sampling becomes
even more efficient than edge sampling as the subgraph size increases.
If we take into account the cv2 values in earlier tables, then given the same amount of
time, the effective sample size (ESS) of the node sampling method will be greater than the
ESS of the edge sampling method. For example, node sampling for WWW network with
k = 5 is about 3.4 times faster than edge sampling, and the ESS of node sampling is about
20 times larger than edge sampling based on cv2 values in Table 2.14, so given the same
amount of time, the ESS of node sampling is more than 60 times larger than the ESS of
edge sampling. This shows the efficiency of our method, especially for sampling subgraphs
of dense networks. The computing time for checking isomorphic class is not included in the
running time in Table 2.15. The computational cost in this checking step can be reduced by
applying recent computing techniques, such as parallel computing in Lin et al. (2015).
We also compare our node sampling method with the exact enumeration algorithm FAN-
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Subgraph Size E. coli Electronic C. elegans WWW
Edge Node Edge Node Edge Node Edge Node
3 26.97 s 27.91 s 41.76 s 44.91 s 60.28 s 27.23 s 2.1 h 56 m
4 27.35 s 28.71 s 62.27 s 65.52 s 137.64 s 40.61 s 6.9 h 2.1 h
5 29.67 s 29.98 s 86.50 s 78.55 s 434.92 s 76.45 s 12 h 3.5 h
6 32.14 s 32.72 s 151.24 s 129.41 s 663.41 s 89.61 s - -
Table 2.15: Running time for edge sampling and node sampling methods for sampling sub-
graphs and computing importance weights.
MOD implemented in C++ by Wernicke (2006). Table 2.16 reports the running time for the
node sampling method to estimate subgraph concentrations and for FANMOD to complete
exhaustive enumeration. Although the enumeration method seems to run fast on relatively
small networks, it takes much longer time than node sampling for large networks with a
lot of nodes and edges, such as the WWW network with subgraph size k = 4 and 5. It is
worth mentioning that the checking of isomorphic class in node sampling is implemented in
R, which is slower than C++, so the running time in Table 2.16 is not a fair comparison.
Subgraph Size E. coli Electronic C. elegans WWW
FANMOD Node FANMOD Node FANMOD Node FANMOD Node
3 2 s 42 s 3 s 62s 3 s 52 s 17 m 2.1 h
4 2 s 57 s 5 s 81s 5 s 85 s 17.9 h 4.6 h
5 5 s 67 s 17 s 121 s 28 s 117 s 68 h 7.5 h
6 72 s 81 s 72 s 149 s 81 s 132 s - -
Table 2.16: Running time for the exact enumeration algorithm FANMOD and the node
sampling method for estimating subgraph concentrations.
To assess the accuracy of our estimate of subgraph concentration based on node sampling,
we compute the adjusted root mean squared error (RMSE) (Chen et al., 2016), defined
as
√
MSE(Cik)/Cik. Figure 2.10 reports the RMSE of subgraph concentrations for E. coli,
electronic circuits, and C. elegans networks with subgraph size k = 4, 5 and 6. The WWW
network is not included because there are too many subgraphs to list in the figure. Figure
2.10 shows that our node sampling method estimates subgraph concentrations well with
relatively small adjusted RMSEs. All adjusted RMSEs are less than 0.6, and most of them
are less than 0.2 for electronic circuits and C. elegans networks.
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Size-5 subgraphs of E.coli network












Size-6 subgraphs of E.coli network











Size-4 subgraphs of electronic network












Size-5 subgraphs of electronic network











Size-6 subgraphs of electronic network











Size-4 subgraphs of C.elegans network











Size-5 subgraphs of C.elegans network











Size-6 subgraphs of C.elegans network
Figure 2.10: The adjusted RMSEs of subgraph concentrations for E. coli, electronic circuits,
and C. elegans networks with subgraph size k = 4, 5 and 6. Subgraphs are listed along the
X-axis in decreasing order with respect to the concentrations of the subgraph.
2.6 Discussion
We proposed a sequential importance sampling method to generate subgraphs from a given
network and estimate the concentration of subgraph patterns. The algorithm samples sub-
graphs node by node, with the proposal distribution approximately proportional to the
number of subgraphs containing a relevant set of nodes at each step. The proposal distribu-
tion is closer to the target uniform distribution than competing methods based on sampling
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edges. For dense networks, node sampling outperforms edge sampling in terms of computa-
tion time as well. For the C. elegans network, the proposed node sampling method detected
two additional motifs that were missed by the edge sampling method.
Accounting for the multiple ways to sample the same subgraph is an issue for both
node and edge sampling methods. Both methods require calculating the probabilities of
all possible order permutations of a sampled subgraph. For edge sampling method, the
true probability of the sampled subgraph is the sum of the probabilities over all possible
edge permutations. This number of permutations can be large as the subgraph becomes
dense. The number of possible permutations of the edge sequence of a size-k subgraph is




. For node sampling method, the number of all possible
node permutations for a size-k subgraph is bounded above by k!. Therefore, the sampling
weight is easier to compute for node sampling compared to edge sampling when the network
is dense or the subgraph size is large.
One way to avoid the permutation of nodes or edges is to treat different orderings of the
nodes or edges of a subgraph as different subgraphs. This results in a larger sample space,
but it will be sufficient to count the number of permutations to obtain the concentrations.
A similar idea has been used in Blitzstein and Diaconis (2010) to sample networks with
given degrees. This approach saves time, however the cv2 may become larger due to the
larger sampling space. A new proposal distribution might be needed to ensure that the final





Cognitive diagnosis models (CDMs) were developed to provide educators and researchers
with instructionally relevant assessments (Huff and Goodman, 2007; Leighton and Gierl,
2007). CDMs use cognitive theory within a psychometric framework to, “...explain achieve-
ment test performance by providing insight into whether it is students’ understanding (or
lack of it) or something else that is the primary cause of their performance” (Norris et al.,
2007, p. 61). That is, CDMs are partially ordered latent class models that assist researchers
in classifying students as either masters or non-masters on a collection of skills deemed im-
portant for success on educational tasks. A benefit of the CDM framework is that CDMs
provide educators more detailed diagnostic information regarding student skills/attributes
than is available with more broadly defined continuous traits in item response models.
The application of CDMs is dependent upon the availability of cognitive theory that
specifies the skills and/or attributes necessary for success on a collection of tasks. In partic-
ular, let j = 1, . . . , J and k = 1, . . . , K index items and skills, respectively. Content expert
knowledge is codified in a J ×K Q matrix with individual elements denoted by qjk = 1 if
skill k is needed to respond to item j as a master and zero otherwise. Given a specified Q,
the CDM item and latent class parameters can be accurately estimated. In fact, CDMs have
received broader application among educational and psychological researchers in large part
due to the availability of computer code and software (de la Torre, 2009; Chiu and Köhn,
2016; Rupp, 2009; Rupp et al., 2010; Templin and Hoffman, 2013).
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However, the application of CDMs is not without limitations and model parameters may
be inaccurate in cases where researchers employ a misspecified Q. For instance, Henson and
Templin (2007) and Rupp and Templin (2008) provided Monte Carlo evidence that employ-
ing a misspecified Q results in inaccurate skill classification and biased item parameters.
Clearly, a fundamental problem for CDM research is the estimation of Q and prior
research considered several general strategies for estimating Q. First, several studies assumed
partial knowledge of Q and developed procedures and algorithms for refining (Chiu, 2013;
de la Torre, 2008; de la Torre and Chiu, 2016) and estimating (DeCarlo, 2012; Templin and
Henson, 2006a) elements of Q. For example, de la Torre and Chiu (2016) offer a validation
procedure that first estimates item parameters from a provisional Q matrix and then updates
elements of Q using a search algorithm. One limitation of the aforementioned strategy is that
the partial knowledge of Q may be inaccurate, which could compromise the consistency of
Q matrix refinement (Liu, 2015). Second, recent efforts considered Bayesian (Chung, 2014)
and frequentist (Chen et al., 2015; Liu et al., 2012, 2013; Xiang, 2013) estimators of Q. For
instance, Chen et al. (2015) derived the necessary and sufficient identifiability conditions for
the DINA and DINO models and applied regularization techniques to estimate Q within the
framework of statistical model selection.
In this chapter we develop a Bayesian approach for estimating Q for the DINA model.
The proposed Bayesian formulation in this study improves upon existing strategies for es-
timating Q. First, the Bayesian estimator does not require partial knowledge of Q and is
accordingly an exploratory technique similar to Chen et al. (2015). Second, the Bayesian ap-
proach discussed here offers an efficient Markov Chain Monte Carlo algorithm for estimating
an identified Q for the DINA model. Specifically, the method of Chen et al. (2015) does not
explicitly enforce the identifiability conditions. Chen et al.’s (2015) method performed well
in simulation studies, however, the regularization techniques did not always produce identi-
fied Q matrices in empirical applications. This study proposes a Metropolis-Hastings (MH)
within Gibbs algorithm to sample elements of Q from the space of identified Q matrices.
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The remainder of this chapter includes four sections. The first section describes a
Bayesian formulation for the DINA model and the MH sampler for Q. Note that the pro-
posed model can be directly extended to the DINO model, as well, given the duality of the
DINA and DINO models (Xu and Zhang, 2016). The second section reports results from
a Monte Carlo simulation study that examines the recoverability of Q for different sample
sizes and population attribute distributions. The third section includes an application of the
developed methodology to estimate Q for the classic Tatsuoka fraction-subtraction dataset
(Tatsuoka, 1984, 2002). The last section provides concluding remarks and implications for
future research.
3.2 Bayesian Model Formulation
3.2.1 Model Formulation
As introduced in the previous section, there are various CDMs to explain achievement test
performance. This chapter focuses on the DINA model. Suppose there are N subjects,
each of whom provides a binary response to J items. The model intuitively assumes that
a subject’s responses are stochastically related to the unobserved latent attributes, α ∈
{0, 1}K . The attribute profile for individual i is denoted as αi = (αi1, · · · , αiK)′ where
αik = 1 means subject i has attribute k. We write the set of all possible configuration of
attribute profile as C with cardinality |C| = 2K . Let Yij equal one for a correct response and
zero otherwise. Furthermore, define Y = (Y1, · · · ,YN)′ as an N × J matrix of dichotomous
random variables where Yi = (Yi1, . . . , YiJ)
′ is the J-dimensional vector of binary responses
for individual i. Throughout the chapter Y refers to a random variable whereas as y denotes
a realized value.
As noted above, the Q matrix catalogues the attributes needed to master each item. Note
that Q = (q1, · · · , qJ)′ = (Q1, · · · ,QK) where q′j is the j-th row of Q and the italicized
Qk denotes the k-th column. The DINA model specifies a conjunctive relationship between
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latent attributes αi and observed responses Yij in the sense that success on an item occurs
with highest probability for those students that possess all of the necessary attributes. The













where I (·) denotes the indicator function. ηij equals one if individual i possesses all of
the necessary attributes and zero if at least one is missing. The item response function
(IRF) for the DINA model is based upon the relationship between ηij and Yij through the
introduction of guessing and slipping parameters. That is, guessing is the probability of
correctly answering item j when at least one attribute is lacking, gj = P
(
Yij = 1|ηij = 0
)
,
and slipping is the probability of an incorrect response for individuals with all of the required
attributes, sj = P
(
Yij = 0|ηij = 1
)
. A necessary constraint to ensure monotonicity of the
IRF is 0 ≤ gj < 1 − sj ≤ 1 (Junker and Sijtsma, 2001). Therefore, the probability that
subject i correctly answers item j is,
P
(
Yij = 1|αi, sj, gj, qj
)
= (1− sj)ηijg1−ηijj . (3.2)
The likelihood of observing Y under the assumption of conditional independence on the



























, s = (s1, . . . , sJ)
′, and g = (g1, . . . , gJ)
′. Furthermore, πc =
P (αi = αc) is the marginal probability of the latent attribute configuration αc, and the 2
K
dimensional vector of latent class probabilities can be denoted by π = (π1, . . . , π2K )
′.
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The definitions for the DINA CDM imply the following Bayesian formulation,
yij



















π ∼ Dirichlet (δ0) (3.6)














)βg−1 I (0 ≤ gj < 1− sj ≤ 1) (3.7)
p (Q) ∝ I (Q ∈ Q) (3.8)
Equations (3.4) through (3.7) were discussed in prior research (Culpepper, 2015). In partic-
ular, (3.4) is the DINA model IRF, ( 3.5) is a categorical prior for αi conditioned upon π,
(3.6) is a conjugate Dirichlet prior for latent class probabilities π, and (3.7) is a truncated
Beta prior for item parameters that enforces the monotonicity restriction.
The innovation of this study is the specification of a prior for Q, so that MCMC can be
used to sample Q from the posterior distribution, which is defined as,
P (Q|Y,α, s, g) ∝ P (Y |α, s, g,Q)I(Q ∈ Q), (3.9)
where







)ηij g1−ηijj )yij (sηijj (1− gj)1−ηij)1−yij . (3.10)
Equation (3.8) specifies a uniform prior for Q in the space Q of identified models.
Chen et al. (2015) proved that Q ∈ Q for the DINA model and is identified if the
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following additional conditions are met:







where IK is a K ×K identity matrix and Q̃ is a (J − 2K)×K sub-matrix of Q with
column k denoted by Q̃k.
2. Each skill loads onto at least three items, which implies Q′k1J ≥ 3 where 1J is a
J dimensional vector of ones. Similarly, if ck is the kth column margin for Q̃ (i.e.,
ck = Q̃
′
k1J−2K) this condition is equivalent to ck > 0.
3. Each item loads onto at least one skill such that q′j1K > 0.
3.2.2 Identifiability and Consistency
Our exploratory procedures for estimating the DINA Q enforce Chen et al.’s (2015) identifi-
ability conditions. Accordingly, as noted by an anonymous reviewer, our procedures assume
that the true Q satisfies the identifiability conditions. It is possible that the true Q for a
collection of items does not satisfy Chen et al.’s (2015) identifiability conditions and it might
be desirable to use an exploratory method, such as Chung’s (2014) unconstrained approach,
that freely estimatesQ to determine whetherQ in fact satisfies the identifiability conditions.
However, Chen et al. (2015) showed that a consistent estimator exists for Q only if the afore-
mentioned identifiability conditions are satisfied. Consequently, our Bayesian estimator is
consistent if the true Q satisfies the identifiability conditions. In contrast, there is no known
consistent estimator if the true Q is outside the space of identified Q matrices.
Restricting Q to the identified space is also important for estimating other model pa-
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rameters, such as guessing and slipping probabilities. If the model is identified the item
parameters can be estimated by computing averages in the posterior because there is a sin-
gle mode (up to a column permutation of Q) with a one-to-one mapping between values of
the item parameters and the corresponding value of the likelihood function. In contrast, if
the model parameters are not identified it is possible that two different sets of values for the
item parameters correspond to the same likelihood (i.e., different modes for different values
of the item parameters). In this case there is no longer a clear strategy for estimating the
item parameters because a posterior average would be computed across multiple modes.
3.2.3 Sampling Candidates of Q ∈ Q
Q can be sampled in a manner that satisfies the aforementioned identifiability restrictions.
That is, the viable candidates for Q, Q∗, are in the set:
Q∗ ∈ Q =
{
Q : Q′k1J ≥ 3 ∀ k, q′j1K > 0 ∀ j, (PQ)′ =
[




This section describes three approaches for drawing candidates Q∗ for a MH sampler.
Independence Sampler
The first strategy is to construct independent samples of Q by generating a random PA
matrix and then randomly permuting it with P′ such that Q∗ = P
′ (PA). Specifically,
consider the following steps to draw independent candidates Q∗:
1. Fix the first 2K rows of PA to be [IK , IK ]
′.
2. Draw a sample of Q̃ that satisfies Q̃′k1J−2K > 0 and q
′
j1K > 0:
(a) For column k where k = 1, · · · , K − 1, sample ck uniformly in [1, J − 2K].







(c) For the last column K, count the number of rows that have all zero elements
excluding the last column, denoted as l, fix the elements of the l rows in the last
column to be 1.
(d) Sample cK uniformly in
[
max(1, l), J − 2K
]
.





configurations with the l elements
fixed in 2(c).
3. Draw a J × J permutation matrix P =
(
ei1 , . . . , eiJ
)
where (i1, . . . , iJ) is a random
permutation of (1, · · · , J) and ei is the vector of
ei(l) =
 0 l 6= i1 l = i . (3.13)
4. Set the candidate as Q∗ = P
′ (PA).
Dependence Sampler #1 (DS1)
The independence sampler described above ensures that each Q∗ will be independent of the
previous draw. A disadvantage of using an independence sampler is that it has a relatively
low acceptance rate and likely requires more iterations to explore the posterior distribution
in the MH steps. To introduce some dependence, we propose a random walk movement from
the current state:
1. Initialize with any identified Q(0) ∈ Q.
2. Update candidate Q(t) at iteration t under identifiability constraints:
(a) Randomly select a column, say the k-th column.
(b) Let k1 be the number of rows that have a single 1 at column k. Fix the 1’s of
those k1 elements in the k-th column.
39
(c) For every i 6= k, i = 1, . . . , K, let li denote the number of rows that equal to 1 at
the i-th column and equal to 0 at every column other than column i and column
k. Because of the identifiability constraints, li ≥ 2. Randomly select 2 elements
from those li rows in the k-th column and fix them as 0.
(d) There are J − k1 − 2(K − 1) remaining elements in Qk that are not fixed in 2(b)








configurations for the remaining elements in
Qk,B .
Dependence Sampler #2 (DS2)
Preliminary Monte Carlo studies suggested that the aforementioned dependence sampler
accepts candidates with a low probability. In practice, we can adapt the range of each
movement to adjust the acceptance rate, that is to say, we can update a subset of size B in
a selected column:
1. Initialize with any identified Q(0) ∈ Q.
2. Update candidate Q(t) under identifiability constraints:
(a) Randomly select one column and a subset of size B within it, say Qk,B in the
k-th column.
(b) Let k1 be the number of rows within Qk,B that have a 1 at column k and zeros
in the other columns. Fix the k1 elements of those rows as 1 in Qk,B.
(c) For every i 6= k, i = 1, . . . , K, let li be the number of rows outside Qk,B that have
a single 1 at the i-th column; let bi be the number of rows in Qk,B that equal to
1 at the i-th column and equal to 0 for all columns other than columns i and k.
If li < 2, randomly select 2− li elements of the bi rows in Qk,B and fix as 0.
40
(d) Let 0 ≤ k0 ≤ min {B − k1, 2K − 2} be the number of elements in Qk,B that are
fixed as 0 in 2(c).
(e) Let m be the number of elements equal to 1 in the k-th column outside Qk,B.
(f) There are B − k0 − k1 remaining elements in Qk,B that are not fixed in 2(b) or








configurations for the remaining elements in Qk,B .
Example. We provide a step-by-step illustration of DS2 for steps 2(a) to 2(g) with a


























Consider the following steps to perform the DS2:
1. Suppose Q2,5 in the 2nd column is randomly selected to be updated. Note that entries
of Q2,5 are indexed by Roman numerals.
2. Entry (IV) in Q2,5 must be fixed to 1 according to 2(b), which implies that k1 = 1.
3. Examining rows of Q outside of Q2,5 shows that the third and fifth rows have a single
one in the first and third columns, respectively, so l1 = 1 and l3 = 1. The first row of
Q is the only row within Q2,5 where there is a 1 in the first column and a zero in the
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third, which implies b1 = 1. Similarly, b3 = 2 given that the second and eighth rows
of Q in Q2,5 have a 1 in column three and zero in column one. l1 = 1 < 2 and b1 = 1
implies that entry (I) is fixed to 0. l3 = 1 and b3 = 2, so one of entry (II) or (V) is
randomly set to 0. For purposes of illustration suppose entry (V) is randomly set to 0.
4. In the previous step, entry (I) and (V) were fixed to 0, so k0 = 2.
5. m = 2 for the ones in the fourth and last position of column two.
6. The column sum c needs to be at least 3. Based on the fact that m + k1 = 3, the
possible configurations for entries (II) and (III) are (0, 0), (0, 1), (1, 0) and (1, 1). In
this case we sample the configuration with entries (II) and (III) equal to 0 and 1,
respectively.
3.2.4 Irreducibility and Symmetry of Proposed Transition
Function
A necessary condition for MH sampling is that the Markov chain is irreducible, in that any
Q ∈ Q can be reached from any other state. It is trivial to show that the independence sam-
pler can propose every possible Q ∈ Q. For dependence samplers, we prove the irreducibility
of the proposal that updates only one element at a time. This would imply irreducibility of
both DS1 and DS2, as shown in the remarks after the proof.
Theorem 1. When J − 2K ≥ 2, the dependence sampler #2 with B = 1 can reach every
possible candidate Q∗ ∈ Q in finite steps, regardless of the current state Q(t) at time t.
Proof. It is obvious the dependence sampler #2 ensures the candidate Q satisfies the iden-
tifiablility constraints. When B = 1, DS2 is equivalent to updating a randomly chosen
element in Q(t). If the selected element is 1 from the row vector ek, it remains unchanged
in step 2(b); if it is 0 from the row vector ek, it remains unchanged in step 2(c) if there are
only 2 ek in Q. Alternatively, the selected element can be updated to 1 later in 2(f) if there
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are more than 2 ek in Q. If the selected element is 1 in a column with column sum equal to
3, it remains unchanged due to step 2(f). For all other positions, the selected element can
be updated to either 1 or 0.
Because any Q ∈ Q can be expressed as Q = P′
[
IK , IK , Q̃
′
]′
, if we can show that any
Q∗ =
[




can be reached from Q(t) =
[
IK , IK , Q̃
′
]′
and that any row permutation
is allowed, then the irreducibility is proved. We first claim that if current state Q(t) =[
IK , IK , Q̃
′
]′
, any candidate Q∗ =
[




can be reached by the proposed transition
strategy. With the additional condition that J − 2K ≥ 2, we can choose to update elements
in one row of Q̃∗, say row l, sequentially to all 1’s in finite steps. This is always feasible
because if row l = ek, there exist two other ek rows in Q
(t), then 0’s in row l can be updated
to 1 in step 2(f); if row l is in any other form, 0’s in it can be updated to 1. Since the new
row l ensures every column sum is at least 3, the elements in the remaining rows of Q̃ can be
updated sequentially to any possible configuration. We can choose to update them to be the
same as the corresponding rows in Q̃∗. After that, row l can also be updated sequentially
to be the same as row l in Q̃∗, so that Q̃∗ satisfying identifiability constraints 2 and 3 can
be reached. This indicates that the Markov chain can reach all possible candidates where
the position of the two identity matrices remains the same as the current state.
It is left to show that any random row permutation can be achieved by this transition,
and it suffices to show that any pair of rows i and j can exchange. Without loss of generality,
let the current state Q(t) =
[
IK , IK , Q̃
′
]′
, and we need to prove that for any i and j, i 6= j,
candidate Q∗ of rows i and j swapped can be achieved through the transition procedure. If
both i, j > 2K, i.e., they are rows in Q̃, based on the argument above, Q∗ can be reached.
Now consider the case where i ≤ 2K, j > 2K, i.e., one row is in [IK , IK ]′ and one is in
Q̃. Suppose row i = ek that has a single 1 in the k-th column, and row j could be any other
non-zero row vector. There exists another row m = ek from the identity matrix, m 6= i, j.
We can start the transition by updating another row l from Q̃, l 6= j, sequentially to be a
vector of all 1’s. The new row l ensures that all column sum is at least 3, and then row j can
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be updated to ek sequentially. If the original row j equals to 0 in column k, we can choose
to update the elements in other columns of row i to be the same as the original row j, and
update 1 in column k of row i to be 0 at last. Any 0 in row i can be updated to 1 because
there exist two other rows m and j of form ek. If the original row j equals to 1 in column k,
we can update the remaining elements in row i sequentially to elements of the original row
j, thus we have switched the rows i and j, and then we can update row l back to its original
configuration.
If both i, j ≤ 2K, we can find another row l from Q̃. As noted above, we can switch row
i with row l, switch row j with the current row i, and then switch the current row j with
the current row l, thus we have switched rows i and j.
DS2 with B > 1 can reach every possible state with similar procedures. Every transition
of updating 1 element at a time is a special transition of DS2 with size B, where we choose
B elements but just update one of them. Therefore any state can be sequentially achieved
as shown in Theorem 1 through DS2 with size B > 1. Similarly, updating a single element is
also a special transition of DS1. Therefore, DS1 and DS2 guarantee that the Markov chain
is irreducible.
When J −2K = 1, the only possible form of Q ∈ Q is that Q = P [IK , IK ,1K ]′, where P
is a J ×J permutation matrix. To sample random candidates from Q, we can simply switch
two rows in every transition so as to draw dependent samples.
Furthermore, we will show that the transition proposals DS1 and DS2 are both symmet-
ric,
Theorem 2. DS2 proposes a symmetric transition from current Q(t) to any proposed can-
didate Q∗, i.e., T (Q∗,Q
(t)) = T (Q(t),Q∗) where T (x, y) is the transition probability from
state x to y.
Proof. It is obvious that for Q∗ = Q
(t), T (Q∗,Q
(t)) = T (Q(t),Q∗) always holds. We just
need to prove the equation still holds when Q∗ 6= Q(t).
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When B = 1, if Q∗ 6= Q(t), then the element selected cannot be any of the following three
cases: 1) a 1 from the row vector ek, 2) a 1 from the column with column sum exactly 3, and
3) a 0 from the row vector ek when there are only two ek’s in Q, because for all these cases
the selected element would remain unchanged based on DS2. Other than the three cases,






For B > 1, let pi denote a specific path of updating steps in DS2 that changes Q
(t) to

























When the block is chosen in step 2(a), k1 in step 2(b) is determined, and bi and li in step
2(c) are also determined because the number positions need to be fixed as 0 or 1 remain
the same for the given block. So k1, bi, li and k0 are all determined by the block, and m is
also determined because m is the number of 1’s outside the block. Therefore the transition
probability (3.14) remains the same for all the paths from Q(t) to Q∗.
For every path pi changing Q
(t) to Q∗ with the chosen block Bi and chosen positions
in steps 2(b) and 2(c), there is a corresponding path qi that chooses the same block and
positions and changes Q∗ to Q
(t). Based on the argument above, the transition probability
of path qi is the same as (3.14), i.e., T (Q
(t),Q∗|pi) = T (Q∗,Q(t)|qi). So the transition











T (Q(t),Q∗, |pi) = T (Q(t),Q∗)
(3.15)
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3.2.5 Metropolis Sampling for Q
The proposed transition functions to generate matrix Q are irreducible and symmetric,
which implies Metropolis sampling can be implemented to draw Q from the posterior
p(Q|Y , s, g,α). Given the current iteration at time t:
1. Draw a candidate Q∗ through DS2.
2. Draw U ∼ Uniform(0, 1) and update
Q(t) =
 Q∗ if U ≤ r(Q
(t−1),Q∗)
Q(t−1) otherwise






Because of the ratio, we can use the posteriors with unknown normalizing constant to update
Q.
Furthermore, a Metropolis within Gibbs algorithm can be implemented to sample the
parameters Q, s, g, α, and π from the posterior distribution. The method is described as
the following:
1. Randomly initialize α(0), π(0), Q(0) ∈ Q, g(0) and s(0) such that 0 ≤ g(0)j ≤ 1− s(0)j ≤ 1
for j = 1, · · · , J .
2. At iteration t, update s(t), g(t), α(t), π(t), and Q(t):










(c) Update α(t) ∼ p
(









(e) Update Q(t) using Metropolis steps as aforementioned.
Note that steps 2(a) through 2(d) are Gibbs updates with full conditional distributions
discussed in Culpepper (2015).
3.2.6 Constrained Gibbs Sampling for Q
Theorem 1 has proved that updating a single element in Q through DS2 ensures the irre-
ducibility of the Markov chain. Based on the sampling strategy of DS2 with special case of
B = 1, we propose an alternative Gibbs sampling algorithm for Q subject to identifiability
constraints. Given the current iteration at time t the constrained Gibbs sampling algorithm
proceeds as the following:
1. Update s(t), g(t), α(t), π(t) through Gibbs sampling same as aforementioned.
2. Update q
(t)
jk , j = 1, . . . , J , k = 1, . . . , K through Gibbs sampling:
(a) If q
(t−1)
jk is in one of the following three positions: 1) a 1 from the row vector ek, 2)
a 1 from the column with column sum exactly 3, and 3) a 0 from the row vector
ek where there are only two ek’s in the current Q, q
(t)





jk can be updated to 0 or 1. Sample q
(t)
jk = i with probability
proportional to p(Y |s(t), g(t),α(t),Q(t)new, q(t)jk = i,Q
(t−1)
old ), i = 0, 1, where Q
(t)
new
refers to the elements of the current Q that have already been updated, and
Q
(t−1)
old refers to the elements of the current Q that have not been updated.
As shown in Theorem 1, the constrained Gibbs sampling ensures that the Markov chain is
irreducible and the sampled Q always satisfies identifiability constraints.
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3.2.7 Computing Q̂, Column Permuting
In the Monte Carlo study, the estimated Q̂ is taken as the mode of the sampled Q matrices
for posterior inference. In order to find the mode, we use a bijective mapping from binary
sequence to integer number (e.g., see Chung, 2014; von Davier, 2014), and transform the
column vectors of sampled Q into integer numbers. For instance, v′Qk is a bijection for
v′ =
(
2J−1, 2J−2, . . . , 2, 1
)
. Every Q can be recorded as a K dimensional integer vector. We
permute the vector in a decreasing order so that column permutation of Q is allowed, and
count the occurrence of each vector. The estimated Q̂ corresponds to a vector that appears
most, and it satisfies the identifiability constraints. Note that finding the posterior mode in
this manner eliminates the problem of columns permuting when summarizing Q̂.
3.3 Monte Carlo Simulation Studies
This section reports results from a Monte Carlo simulation study on the relative performance
of the proposed constrained MCMC procedures for estimating Q with Chung’s (2014) un-
constrained Gibbs sampler.
3.3.1 Overview
The Monte Carlo simulation study examined recovery of Q for different sample sizes (i.e.,
N = 500, 1,000, 2,000, and 4,000), numbers of attributes (i.e., K = 3, 4), and correlations
among the latent attributes (i.e., ρ = 0, 0.05, 0.15, and 0.25). The simulation study specified
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1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1
1 1 1 0
1 1 0 1
1 0 1 1
0 1 1 1

which both satisfy the aforementioned identifiability constraints. For the ρ = 0 case attribute
profiles were generated uniformly from the 2K configurations. For cases where ρ > 0 attribute
dependence is introduced using the method of Chiu et al. (2009). Suppose θ = (θ1, · · · , θK)
follows multivariate normal distribution N(0,Σ) where the covariance matrix Σ has unit
variance and a common correlation ρ:
Σ = (1− ρ)IK + ρ11′.
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We consider the situation where ρ = 0.05, 0.15 and 0.25 and the attribute α for each subject
is given by
αk =
 1 if θk ≥ 00 otherwise , k = 1, . . . , K.
We generated 100 independent simulated datasets for each condition to assess the per-
formance of three MCMC methods. The independence sampler and the DS1 sampler mixed
more slowly than the DS2 sampler with acceptance rates for Q less than 0.5% and 5%,
respectively. In contrast, the acceptance rate for DS2 proposal was between 18% - 25%. In
preliminary investigations we considered B = K and B = 2K and the simulation study and
application employ B = 2K rather than B = K given the acceptance rate was higher and
approximately 20%.
The simulation study also examined the performance of the constrained Gibbs sampler
with block size of B = 1 and Chung’s (2014) unconstrained Gibbs sampler. In all tables of
results, “MH” refers to our method of Metropolis sampling DS2 with a block size of B = 2K,
“CGibbs” refers to our developed constrained Gibbs sampler that sequentially updates each
element of Q, and “Gibbs” refers to the unconstrained sampler. For each replication we ran
a Markov chain of length 30,000 with a burn-in length of 15,000 for all MCMC methods.
The starting value for s, g, π are sampled from the prior distributions, and the starting
value of Q is randomly drawn from the sample space Q. Each replication recorded the Q
that maximized the posterior mode to compute the overall accuracy as well as entry-wise
accuracy of the MCMC methods.
For the diagnostic of convergence, we used Geweke’s diagnostic (Geweke, 1992) on −2
times log of the posterior density to determine the burn-in period (Cowles and Carlin,
1996). For iterations from 15,000 to 30,000 in chains from MH and CGibbs sampler, the
reported Z-scores are −0.218 and −0.628 respectively for K = 3, N = 4, 000, and −1.36 and
−0.705 respectively for K = 4, N = 4, 000, indicating that there is no evidence against the
convergence of the joint posterior.
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3.3.2 Results
Table 3.1: Summary of Recovery Rate of Q by Sample Size (N), Number of Attributes
(K), and Attribute Dependence (ρ) for the Metropolis-Hasting (MH), constrained Gibbs
(CGibbs), and unconstrained Gibbs (Gibbs) Samplers.
K N ρ Q̂ = Q Entry-wise Average
MH CGibbs Gibbs MH CGibbs Gibbs
3 500 0 91 95 94 95.89 98.22 97.12
3 1000 0 94 99 95 97.59 99.61 97.93
3 2000 0 96 92 90 98.52 97.33 95.11
3 4000 0 98 88 91 99.56 96.33 95.42
3 500 0.05 87 99 82 93.25 99.63 92.96
3 1000 0.05 92 99 90 94.67 99.64 94.41
3 2000 0.05 93 95 90 97.89 98.52 95.18
3 4000 0.05 94 88 88 98.78 96.33 95.20
3 500 0.15 93 99 91 97.42 99.63 95.44
3 1000 0.15 95 99 92 98.51 99.67 95.89
3 2000 0.15 96 95 94 99.29 98.10 97.65
3 4000 0.15 95 91 89 99.35 97.39 94.04
3 500 0.25 92 99 90 98.70 99.98 94.55
3 1000 0.25 96 98 94 99.42 99.65 96.20
3 2000 0.25 96 94 93 99.92 98.10 95.83
3 4000 0.25 97 89 91 99.88 95.57 95.76
4 500 0 60 97 59 91.42 99.92 89.81
4 1000 0 67 91 67 93.11 97.29 92.24
4 2000 0 76 79 73 94.52 94.54 93.96
4 4000 0 87 51 82 95.50 87.02 95.25
4 500 0.05 37 98 40 82.00 99.13 83.39
4 1000 0.05 52 94 58 88.57 98.36 89.87
4 2000 0.05 48 90 53 88.02 97.44 89.28
4 4000 0.05 53 53 51 89.50 89.62 88.94
4 500 0.15 34 96 40 81.61 99.43 83.09
4 1000 0.15 44 88 60 84.87 96.83 92.00
4 2000 0.15 55 90 53 89.13 97.17 88.97
4 4000 0.15 56 74 52 89.92 91.64 89.19
4 500 0.25 35 97 37 81.78 99.58 82.94
4 1000 0.25 43 96 58 84.67 98.57 90.24
4 2000 0.25 55 85 54 89.87 95.64 89.80
4 4000 0.25 55 79 51 90.09 94.07 89.30
Note. Q̂ = Q refers to the number of correctly recovered Q out of 100 replications. Entry-
wise average refers to average percentage of correctly recovered entries of Q.
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Table 3.1 reports the accuracy of the three MCMC methods (i.e., MH, CGibbs, and
Gibbs) across N , ρ, and K. Specifically, Table 3.1 presents the number of replications
where the Bayesian methods correctly recovered all elements of Q (i.e., Q̂ = Q) in addition
to the average entry-wise accuracy, which was computed as the percentage of correctly
estimated entries. In general, our methods (i.e., MH and CGibbs) successfully estimated Q
and demonstrated greater accuracy than the unconstrained Gibbs sampler.
The CGibbs approach tended to provide more accurate estimates of Q for smaller sample
sizes (i.e., N = 500 and 1,000) whereas the MH and Gibbs samplers were less accurate for
smaller sample sizes and the difference in recovery rates was more pronounced for K = 4. It
is important to note that the three Bayesian estimators outperformed Chen et al.’s (2015)
L1 penalty approach for sample sizes of 500 and 1,000. For example, for the ρ = 0 and
N = 500 case Chen et al.’s (2015) L1 approach correctly recovered 38 out of 100 Q matrices
for K = 3 and 20 Q matrices for K = 4. In contrast, all three Bayesian methods recovered
more than 90% of Q matrices for K = 3 and the CGibbs approach recovered 97 out of 100
Q matrices when K = 4.
Sample size impacted the performance of the Bayesian methods. In fact, Chen et al.’s
(2015) L1 outperformed the Bayesian methods for sample sizes of N = 2, 000 and 4, 000. The
CGibbs approach tended to be less accurate when N = 4,000; however, the proposed MH
sampler outperformed the unconstrained Gibbs sampler in these cases. Table 3.1 provides
evidence that Q was most difficult to recover when N = 4,000 and K = 4. Both the MH
and Gibbs samplers became less accurate as ρ increased. For K = 4 and ρ > 0 cases, the
constrained Gibbs sampler consistently reports the best recovery rates for all correlation
settings.
Figures 3.1 and 3.2 report the mean squared error (MSE) of the estimated guessing and
slipping item parameters. The constrained Gibbs sampler tends to have the smallest MSEs
among the three Bayesian algorithms, and the unconstrained Gibbs sampler has the largest



























































































































































































































































































































































Figure 3.1: Mean squared errors for slipping and guessing parameters for independent at-
tributes with K = 3, 4, and N = 500, 2000. The x-axis labels refer to the corresponding
entries in Q, ◦ refers to 0 and • refers to 1. The legend at the last plot is the same for all
plots.
and CGibbs algorithms produced more accurate item parameter estimates than the uncon-
strained Gibbs method. For N = 2,000 and K = 3, the MSEs of guessing parameters for
items requiring single attributes are larger for the unconstrained Gibbs than items requir-
ing multiple attributes. Additionally, the unconstrained Gibbs has larger MSE for slipping
parameters in the K = 4 case. Furthermore, Figure 3.2 reports the item parameter MSEs
for ρ = 0.05 and 0.25. Similar to the independent case, the MSEs for the unconstrained
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sampler are larger than for the constrained MH and CGibbs methods. One explanation for
the difference in recovery of item parameters can be attributed to the fact that our methods
restricted Q to be identifiable whereas the unconstrained sampler can visit values for Q
























































































































































































































































































































































Figure 3.2: Mean squared error for slipping and guessing parameters for dependent attributes
with K = 3, ρ = 0.05, 0.25, and N = 500, 2000. The x-axis labels refer to the corresponding
entries in Q, ◦ refers to 0 and • refers to 1. The legend at the last plot is the same for all
plots.
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3.4 Application to Fraction-Subtraction Data
In this section we compare our methods and the unconstrained Gibbs sampler (Chung, 2014)
in an application to estimate Q for Tatsuoka’s Fraction-Subtraction data set (Tatsuoka,
2002, 1984). The data set contains responses to J = 20 items from N = 536 middle school
students, and has been widely analyzed (e.g., Chen et al., 2015; DeCarlo, 2012; de la Torre,
2008; de la Torre and Douglas, 2004, 2008; Mislevy and Wilson, 1996). In fact, Table 3.2
presents an expert derived Q matrix with the following eight skills:
1. Convert a whole number to fraction,
2. Separate a whole number from fraction,
3. Simplify before subtraction,
4. Find a common denominator,
5. Borrow from the whole number part,
6. Column borrow to subtract the second numerator from the first
7. Subtract numerators
8. Reduce answers to simplest form.
In Table 3.2 almost all of the items require Attribute 7, and several attributes are required
at the same time, indicating that 8 attributes might be too many for 20 items. Hence, this
section reports an estimate of Q for K = 3 and 4.
Table 3.3 presents the estimated Q̂, slipping, and guessing parameters from both the
MH and unconstrained Gibbs methods for K = 3. Note that Q̂ for the constrained Gibbs
sampler was the same as reported in Table 3.3 for the MH sampler. Most entries of the
estimated Q̂ are the same for the constrained and unconstrained methods; however, an
important difference is that the unconstrained Gibbs sampler did not yield a Q̂ that satisfies
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Table 3.2: Expert Specified Fraction-Subtraction Data Q Matrix with 8 attributes






























0 0 0 0 0 0 1 0
3− 21
5





0 0 0 0 0 0 1 0
37
8

























0 1 0 0 0 0 1 0
2− 1
3















0 1 0 0 1 1 1 0
4− 14
3





0 1 1 0 1 0 1 0
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Table 3.3: Estimated Q, Slipping (ŝ), and Guessing (ĝ) parameters for K = 3 from the
Constrained Metropolis-Hastings (MH) and Unconstrained Gibbs Samplers.
MH Unconstrained Gibbs






























0 0 1 0.04 0.31 0 0 1 0.04 0.30
3− 21
5





1 1 0 0.05 0.58 1 1 0 0.06 0.58
37
8

























0 0 1 0.07 0.10 0 0 1 0.07 0.09
2− 1
3















0 1 1 0.16 0.13 0 1 1 0.16 0.13
4− 14
3





0 1 1 0.19 0.02 0 1 1 0.18 0.02
Note. Q̂ estimated from CGibbs is the same as the MH algorithm above.
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Table 3.4: Estimated Q, Slipping (ŝ), and Guessing (ĝ) parameters for K = 4 from the
Constrained Metropolis-Hastings (MH) and Unconstrained Gibbs Samplers.
MH Gibbs






























0 0 1 0 0.04 0.30 0 0 1 0 0.04 0.28
3− 21
5





0 0 1 0 0.06 0.54 0 1 0 0 0.06 0.56
37
8

























0 0 1 0 0.07 0.10 0 0 1 0 0.07 0.06
2− 1
3















0 1 1 1 0.20 0.13 0 1 1 0 0.16 0.13
4− 14
3





0 1 1 0 0.19 0.02 0 1 1 0 0.19 0.02
Note. Q̂ estimated from CGibbs is the same as the MH algorithm above.
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the identifiability constraints. By looking at items requiring only one attribute, we can
interpret the three attributes as (1) finding common denominator, (2) borrowing from the









our method suggests that these items only require the second
attribute whereas the unconstrained sampler suggests two attributes are needed for success.
Similarly, our method suggests the item 3− 21
5
requires the first and last attributes whereas
the unconstrained sampler estimated only a single attribute. The estimated slipping and











and 4 − 14
3
have
large slipping parameters. Furthermore, most items requiring a single attribute tend to
have smaller guessing parameters. Table 3.3 shows that the differences in estimates for Q
translates into differences in item parameters between the two methods. For instance, the








Table 3.4 presents the results for K = 4. Again, constrained Gibbs sampling estimated
the same Q̂ as MH sampling and the results for MH and unconstrained Gibbs sampling are
similar. Our method identifies item 3 − 21
5
and 2 − 1
3
as testing the same single attribute
whereas the unconstrained approach indicates the latter item involves more attributes. The




− 2 still differ here.
3.5 Discussion
The fundamental building block of a cognitive diagnosis model is the Q matrix. However,
estimation of this discrete parameter has been the most elusive statistical challenge. While
many models have been developed for cognitive diagnosis, with challenging parameter es-
timation issues of their own, Q has traditionally been taken as known. This is limiting in
practice, because it requires expert opinion and any two experts are likely to disagree on
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many entries, or even on the number of attributes. Statistical methods for exploring the
structure of Q are desirable for much the same reason that exploratory factor analysis has
proven useful. Specifying the nonzero loadings in confirmatory factor analysis is essentially
the same as specifying Q, but exploratory factor analysis has become more widely used be-
cause it allows for a wider scope of possibilities than confirmatory factor analysis. However,
the discrete nature of Q, and the reliance upon Boolean algebra rather than linear algebra,
has made estimation of Q a difficult problem.
The introduction of a consistent estimator of Q in Liu et al. (2013) offered hope for solving
this problem, and recent years have seen several advances in estimation of Q. The Bayesian
approach of this research has borrowed from the identifiability theory of Chen et al. (2015),
in order to implement a fully Bayesian approach capable of exploring all possible Q matrices.
By enforcing these constraints as well as constraints on permutations of columns, a trivial
source of unidentifiability, the number of possible Q matrices is reduced from 2J×K , but
is still enormous. Much of this research has concerned efficient implementation of MCMC
to quickly search the space of identifiable models in order to provide a quality estimator
in a practical amount of time. The sample sizes and test lengths we have studied proved
quite manageable, and accurate estimates of all model parameters, including Q, could be
obtained. An ongoing question will be the scope of the method, and how the computational
complexity changes with N , J and especially K.
An issue worthy of further investigation is how to best summarize the posterior distri-
bution of the discrete Q. The simulations considered estimation of Q by taking the most
frequent value observed in the Markov chain. This proved effective, but may be problematic
as K increases, considering the exponentially increasing number of candidates. The concern
is that a tremendously long chain might be required when using the mode as the estimator
in a parameter space of such great cardinality. Another promising method is to simply take
the entrywise modes to comprise the estimator and additional research is needed. Another
fruitful topic for future research will be extensions to models beyond the DINA. The MCMC
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algorithms for other models should be similar, and the main difference will be to discern
what restrictions are needed for Bayesian formulations of other models to be identifiable.
The value of exploratory methods for determining Q will ultimately be decided through
applications. This research provides an alternative to relying on experts for specifying Q.
However, the ideal scenario would be to compare Q matrices developed by experts with those
developed statistically, in order to reach compromises that allow both a good model fit and
a useful interpretation. It is also quite conceivable that a portion of Q could be determined
by experts, which would greatly enhance the interpretation and reduce the space to explore
statistically. A special case of this would encompass the problem of introducing new items
to an item bank. If Q is known for a subset of the items with an appropriate span, then
calibration of the remainder of Q and other item parameters could readily be accomplished.
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Chapter 4
Learning trajectories in dynamic
CDMs
4.1 Introduction
The increasing presence of electronic and online learning resources presents challenges and
opportunities for psychometric techniques that can assist in the measurement of abilities
and even hasten their mastery. Cognitive diagnosis models (CDMs) are ideal for tracking
many fine-grained skills that comprise a domain, and can assist in carefully navigating
through the training and assessment of these skills in e-learning applications. We consider
the coupling of models for skill acquisition with item response models in cognitive diagnosis.
Modeling learning is a natural direction for skills diagnosis with the increased presence of
online training and interventions designed to promote skill acquisition.
Traditional research in CDMs has assumed that the vector of latent skills under diagnosis
is static throughout an assessment. However, e-learning and intelligent tutoring systems pro-
vide opportunities to provide training interspersed with assessment, so it is more accurate to
think of the latent attribute vector dynamically. Only recently have CDMs been considered
for changing attribute vectors, and this has mostly been in the longitudinal data setting
(Kaya and Leite, 2017; Li et al., 2015), in which considerable time could expire between two
assessments within which the latent trait is assumed static. Li et al. (2015) used the DINA
(Junker and Sijtsma, 2001) model together with a transition model as a means of measuring
the effects of an educational intervention. Through simulation studies Kaya and Leite (2017)
studied such transition models for longitudinal applications using both the DINA and the
DINO (Templin and Henson, 2006b) models.
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In e-learning settings one might reasonably expect that learning could take place be-
tween items or between brief learning modules with little separation in time. Studer (2012)
proposed the Parameter Driven Process for Change method which indirectly tracks learning
by assessing a student’s membership in a small number of possible latent states. The num-
ber of latent states would be much fewer than the 2K attribute profiles that exist when K
binary skills are being assessed, and the K components of the attribute profile are modeled
as independent given the latent state. These latent states essentially serve as higher-order
latent variables. Some states have higher prevalence for each component and learning is
tracked less specifically by considering membership in the latent states rather than chart-
ing the change in the attribute profile itself. In this way fewer transition probabilities are
needed to model transitions, but membership in the different latent states has a bearing on
changing posterior probabilities for the full attribute pattern as it changes over time. Studer
(2012) also considers the case in which there are 2K latent states in the transition model,
one for each attribute pattern, and refers to this as Knowledge Tracing plus CDM, though
no specific formulation or examples are provided. Recently Wang et al. (2017) considered a
full transition model for the entire attribute pattern to address the individualized transition
patterns by using a set of latent and observed covariates, such as a general learning ability
and practice effects, and applied it to a study of learning spatial reasoning skills in which
an intervention was administered between short blocks of items. Recent learning research
in CDMs has also considered sequential statistical methods for detection of learning (Ye
et al., 2016), in which methods for detection of learning with minimal delay were intro-
duced. More accurate models for learning could enhance detection, enabling one to more
efficiently navigate through a list of skills to be learned while avoiding false detections.
In the data mining field, the method of Knowledge Tracing (Corbett and Anderson,
1994) has emerged as a popular technique for modeling learning, usually in the setting of
intelligent tutoring systems. Knowledge Tracing bears much resemblance to learning models
for CDM, but traditionally focuses on one attribute at a time. In fact, Studer (2012) shows
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that Knowledge Tracing is mathematically equivalent to an extension of the NIDA (Junker
and Sijtsma, 2001; Maris, 1999) model for multiple time points, with the restriction that
each item depends on a single skill. However, recent extensions to Knowledge Tracing
have been introduced that incorporate multiple skills at once and allow for different item
parameters (Xu and Mostow, 2012; González-Brenes and Mostow, 2013; González-Brenes
et al., 2014). As the body of research on dynamic latent class modeling grows, the parallel
tracks of CDM and Knowledge Tracing can be expected to produce ideas that can benefit
both methodologies at once.
The purpose of this chapter is to propose a class of dynamic models for tracing changes
in attributes, which we refer to as learning trajectories. We establish a Bayesian Modeling
framework to recover learning trajectory. We evaluate the proposed model through a Monte
Carlo simulation and a real data application. In practical settings researchers may have a
pool of items to administer over time to evaluate learning trajectories. There is no prior
research on how to design such tests to ensure accurate model parameter recovery. Accord-
ingly, our Monte Carlo simulation includes conditions to evaluate different test designs for
studies of learning trajectories and the results can provide some guidelines on how to design
an efficient test to guarantee the accuracy of model parameters and an estimated learning
transition matrix. The real data application demonstrates how to use the proposed model
to capture students’ learning trajectories in a spatial rotation experiment with learning in-
terventions. The estimated transition matrix has implications on how students learn those
skills and this information can be used to refine learning interventions to improve the speed
at which skills are mastered.
This chapter is organized as follows. Section 4.3 presents a Bayesian model formulation
for estimating CDMs. Section 4.4 reports results from a Monte Carlo study that is designed
to assess parameter recovery of a first-order hidden Markov model (FOHM). Section 4.5
presents an application of a FOHM model to a spatial rotation experimental intervention.
The last section provides concluding remarks.
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4.2 Learning Trajectories
This section considers the circumstance where the latent attributes may change over time.
Let αikt be one if individual i (i = 1, . . . , N) possesses attribute k (k = 1, 1 . . . , K) at
time t (t = 1, . . . , T ). Define a trajectory of attribute profiles for individual i as αi =
(αi1, . . . ,αiT )
′ where αit = (αi1t, . . . , αiKt)
′ represents student i’s attribute profile at time
t. Let j = 1, . . . , Jt index the number of items administered at time t and define the total
number of items as J =
∑T
t=1 Jt. Let Qt be the Jt ×K Q matrix at time t with zeros and
ones that denote the skills needed to correctly answer the Jt items at time t.
Let the total set of attribute vectors be A =
{
α : α ∈ {0, 1}K
}
so that αc ∈ A denotes
one of the possible 2K attribute vectors. Define the set of attribute profiles with k mastered
skills as Ak =
{
α : α ∈ {0, 1}K , ‖α‖1 = k
}
and note that A = ∪Kk=1Ak. Recall that the






the total number of attribute profiles is |A| = ∑Kk=0 (Kk ) = 2K .
4.2.1 Unrestricted Learning Trajectories
Definition 1: In the absence of restrictions on the discrete latent class space the set of
learning trajectories at time t is recursively defined as,
A(t) = At−1 ×A = At. (4.1)
Note the parentheses in the superscript are dropped and At is used to denote the set
of learning trajectories at time t. The definition implies the set of attribute trajectories for
time t = 1 is A(1) = A = A1. Similarly, the set of attribute trajectory classes for time t = 2
is A(2) = A1 ×A = A2. That is, students can theoretically switch from the initial states in
A1 to any attribute class in A after receiving feedback and/or instruction. Rules concerning
Cartesian products imply the cardinality of AT is the product of sets is
∣∣AT ∣∣ = 2KT ; i.e.,
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learning trajectories grow exponentially with time and the number of attributes.
Example 1: Consider AT for K = 2 and T = 2. If K = T = 2, A1 = {00, 10, 01, 11}
and A2 includes 16 learning trajectories:
A2 = A1 ×A = { (00, 00) , (00, 10) , (00, 01) , (00, 11) , (10, 00) , (10, 10) , (10, 01) , (10, 11) ,
(01, 00) , (01, 10) , (01, 01) , (01, 11) , (11, 00) , (11, 10) , (11, 01) , (11, 11) } .
4.2.2 Non-Decreasing Learning Trajectories
Clearly, the discrete latent space grows exponentially as t increases and the set At can be
restricted to study a subset of the 2KT learning trajectories. For instance, in education a
reasonable assumption is that students acquire skills over time in a non-decreasing fashion.
Stated differently, learning can be assumed to be an absorbing state where mastered at-
tributes cannot be unlearned. This subsection compares the set of non-decreasing learning
trajectories with At.
Definition 2: Non-decreasing learning and skill acquisition trajectories are defined as,
At+ = At ∩ {α : αt < αt−1, ∀ t > 1} (4.2)
That is, At+ is the set of learning trajectories that are non-decreasing. It is straightforward to
find the cardinality of At+ by counting the number of ways of picking the change point (i.e.,
the point where αikt changes from zero to one). For a given attribute, there are T possibilities
for the change point if learning occurs and one possibility if the attribute remains a zero
over time for a total of T + 1 outcomes. Consequently, the number of non-decreasing change
points for K attributes is
∣∣AT+∣∣ = (T + 1)K .
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Example 2: Revisiting Example 1 with K = 2 and T = 2. For K = 2 and T = 2 there
are a total of nine non-decreasing learning trajectories within A2+. The set of non-decreasing
learning trajectories, A2+ includes the following elements,
At+ =
{
(00, 00) , (00, 10) , (00, 01) , (00, 11) , (10, 10) , (10, 11) , (01, 01) , (01, 11) , (11, 11)
}
Table 4.1: Cardinality of Unrestricted and Non-Decreasing Learning Trajectories for Values
of K and T ∣∣AT+∣∣ = (T + 1)K ∣∣AT ∣∣ = 2KT
T K = 1 K = 2 K = 3 K = 4 K = 1 K = 2 K = 3 K = 4
1 2 4 8 16 2 4 8 16
2 3 9 27 81 4 16 64 256
3 4 16 64 256 8 64 512 4096
4 5 25 125 625 16 256 4096 65536
5 6 36 216 1296 32 1024 32768 1048576
6 7 49 343 2401 64 4096 262144 16777216
Any models of student learning trajectories necessarily must propose a manner in which
students transition between attribute classes over time. One limitation for practice is that
the number of learning trajectories grows exponentially with t, which implies that larger
datasets would be needed to accurately model the share of the population in any given
learning trajectory. The learning assumption significantly reduces the number of possible
learning trajectories. For purpose of demonstration Table 4.1 reports the cardinality of AT+
and AT for different values of T and K. The values in Table 4.1 show that even for the
case where K = 2 and T = 6 that there are 4096 unrestricted learning trajectories, which
could pose challenges in real applications. In contrast, the learning assumption reduces the
number of learning trajectories by a factor of nearly 100 from 4096 to 49. An important
observation from Table 4.1 is that the number of unrestricted learning trajectories grows
quickly even for a modest K = 4 with a total of 224 possible trajectories. Although there
are relatively fewer non-decreasing learning trajectories for K = 4 and T = 6 researchers
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would need substantial data to estimate probabilities of membership in one of the possible
2401 classes.
4.3 Modeling Learning Trajectories
This section discusses strategies for modeling unrestricted and non-decreasing learning tra-
jectories. Let α′l = (αl1, . . . ,αlT ) be a learning trajectory such that αl ∈ AT . Let Yijt denote
the random variable for person i to item j at time t and let yijt represent the observed value.
Let y′i = (yi1, . . . ,yiT ) denote vectors of observations over time of the random variables
Y ′i = (Yi1, . . . ,YiT ) with y
′
it = (yi1t, . . . , yiJtt) and Y
′
it = (Yi1t, . . . , YiJtt). Let the collection
of item parameters over time be denoted by ζ ′ = (ζ1, . . . ζT ) with ζ
′
t = (ζ1t, . . . , ζJtt) and ζjt
denotes the item parameters for item j at time t.
The probability of a correct response on item j at time t for an individual with learning
trajectory l is P
(
Yijt = 1|αit = αlt, ζjt
)
. Assuming that responses are independent given αi,
the probability of observing subject i’s responses to items j = 1, . . . , Jt at time t conditioned



















Assuming item responses are independent over time given the learning trajectory of attribute













The posterior probability that αi = αl given the observed responses and item parameters




and p (αl) where p (αl) is the prior probability
that individual i has learning trajectory l. Certainly, there are many choices for p (αl). The
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following discussion describes several models for αi that differ in terms of complexity and
the number of parameters.
4.3.1 Unstructured Trajectories
Consider the case where individuals can freely move through attribute classes over time (i.e.,
losing an attribute is possible). In this case, as noted above there are 2KT possible learning
trajectories αl. Let πl = P
(
αi = αl ∈ AT
)
denote the structural probability of having
learning trajectory l characterized by starting at αl1, proceeding through αlt for 1 < t < T ,
and terminating at αlT . Let π = (π1, . . . , π2KT )
′ be the 2KT vector of unstructured learning











The posterior probability that individual i’s followed learning trajectory αl conditioned upon














DINA Bayesian Model Formulation
The prior for the general unstructured model for learning trajectories can be included as a
prior for any CDM Bayesian formulation. Consider the case of the DINA model for the item
response function, P
(
Yijt = 1|αit = αlt, ζjt
)
. Also, let item parameters be invariant over
time (i.e., sjt = sj and gjt = gj), and suppose Q is known. A Bayesian model for estimating
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the general unstructured model for the DINA CDM is,
Yijt














l , 0 < πl < 1,
2KT∑
l=1
πl = 1 (4.8)
π ∼ Dirichlet (δ0) , δ0 =
(
















)βg−1 I (0 ≤ gj < 1− sj ≤ 1) (4.10)
Equation ((4.9)) is a conjugate Dirichlet prior for the unrestricted learning trajectory prob-
abilities.
4.3.2 Non-Decreasing Learning Trajectories
As noted above in Table 4.1, using the prior in (4.6) would require substantial observations
for even modest T and K to accurately recover parameters. One way to reduce the computa-
tional burden in educational contexts is to assume learning trajectories are non-decreasing.
As noted above, there are (T +1)K possible non-decreasing attribute trajectories. One strat-

















where π+l = P
(
αi = αl ∈ AT+
)
is the probability of being in the non-decreasing attribute
profile l and αi,t−1  αit if αik,t−1 ≤ αikt for k = 1, . . . , K. The posterior probability that















DINA Bayesian Model Formulation
Consider the DINA model IRF for the non-decreasing attribute trajectories with parameters
for item j invariant over time (i.e., sjt = sj and gjt = gj) and Q is known. A Bayesian model
for estimating the non-decreasing model is obtained by updating the prior for αi by replacing










+l , 0 < π+l < 1,
|AT+|∑
l=1
π+l = 1 (4.13)
π ∼ Dirichlet (δ0) , δ0 =
(
δ01, . . . , δ0,|AT+|
)
(4.14)
4.3.3 First-Order Hidden Markov Model
Table 4.1 shows that the cardinality for the set of unrestricted and non-decreasing learning
trajectory sets may be too large for datasets observed in typical educational research studies.
An alternative is to use a more parsimonious approximation to larger sets of the unrestricted
and non-decreasing learning trajectories.
One approximation as employed in prior research (e.g., see Kaya and Leite, 2017, for
an example with t = 2) is to consider a hidden Markov model with first-order transition
probabilities, Ω. That is, we can let π1 denote initial class membership probabilities at time
t = 1 and let Ω be a 2K × 2K matrix of first-order transition probabilities between classes.
Specifically, the elements of Ω denote the chance of transitioning from class c to c′ between
any two time periods. Let elements of Ω be denoted as ωc′|c = p
(
αit = αc′ |αi,t−1 = αc
)
for
all t. The prior for αi under an unrestricted first-order hidden Markov (FOHM) model for
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The unrestricted FOHM requires significantly fewer parameters to be estimated than
both AT and AT+. In fact, there are 2K + 4K total parameters (i.e., 2K elements in π1
and 4K elements in Ω). A clear advantage of the FOHM is that the model imposes some
structure to reduce the parameters to a set that can be more easily recovered in applied
educational settings. Furthermore, the number of parameters for the FOHM does not grow
with T . However, it should be emphasized that the FOHM is an approximation and may not
capture the true underlying nuance found in the unstructured and non-decreasing learning
trajectories AT and AT+.
The full conditional distribution for αit depends upon t for the FOHM. For attributes
profiles at time t such that 1 < t < T , αit is conditioned upon the adjacent attributes
αi,t−1 and αi,t+1. Accordingly, the full conditional probability that αit = αlt given that






















where ωl|c = p
(
αit = αl|αi,t−1 = αc
)
and ωc′|l = p
(
αi,t+1 = αc′ |αit = αl
)
are first-order
transition probabilities. At time t = 1 the conditional probability that αi1 = αl1 given the











where πl = p (αi1 = αl1) is the baseline prior probability. Similarly, for time t = T the







YiT |αlT , ζT
)
ωl|c. (4.18)








































where Ñc|l is the number of subjects that have attribute profile αl at time t and change
into αc at time t + 1, t = 1, . . . , T − 1, and Ñ0,l is the number of subjects that initially
have attribute profile αl. Let Dirichlet distributions be the conjugate priors for π1 and each
ωc, c = 1, . . . , 2
K , i.e.,
π1 = (π1,1, . . . , π1,2K ) ∼ Dirichlet(δ0), δ0 =
(
δ0,1, . . . , δ0,2K
)
(4.20)
ωc = (ω1|c, . . . , ω2K |c) ∼ Dirichlet(δc), δc =
(
δ1|c, . . . , δ2K |c
)
(4.21)
then as shown in (4.19) the posterior for π1 will be Dirichlet(δ0 + Ñ0), where Ñ0 =
(Ñ0,1, . . . , Ñ0,2K ), and posteriors for ωc will be Dirichlet(δc+Ñc), where Ñc = (Ñ1|c, . . . , Ñ2K |c).
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4.3.4 First-Order Hidden Markov Model, Non-Decreasing
Attributes
The previous subsection introduced the unrestricted FOHM and there may be substantive
areas where it is reasonable to assume attributes are non-decreasing over time. A non-
decreasing FOHM can also be formulated that restricts transitions to non-decreasing states.
Specifically, let Ω+ include zeros for elements of Ω that correspond with losing an attribute.




























The non-decreasing FOHM includes fewer parameters to estimate than the unrestricted
FOHM. In cases where attributes cannot be unlearned it is possible to show that Ω+ includes
a total of 3K transition probabilities. The reduction in parameters between the unrestricted
and non-decreasing FOHMs is nontrivial. For K = 1, 2, 3, 4, Ω for the unrestricted FOHM
includes 41, 42, 43, and 44 elements, respectively, in comparison to 31, 32, 33, and 34 for Ω+
of the non-decreasing FOHM.
The full conditional distributions for αit under the non-decreasing FOHM have the same
form as (4.16) through (4.18) for the unrestricted FOHM. The only modification is to rec-
ognize that some of the transition probabilities are zero.
4.3.5 Higher-Order First-Order Hidden Markov Model
A parsimonious alternative is to model transition probabilities for each attribute and intro-
duce dependence in transition by conditioning on a higher-order factor, θ. Another version
of a higher-order FOHM specifies a prior for each αikt conditional on a higher-order learning
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trait θ for the probability of transitioning and retaining an attribute,
ω1|0,ik = p
(





αikt = 1|αik,t−1 = 1, θi,γ1
)
(4.24)
where γ0 and γ1 are possibly vectors of parameters used to model the transition probabilities
as a function of θ. It is important to recognize the role of θ in the higher-order FOHM. The
higher-order factor captures individual differences in learning rates and is included to model
dependence among transitions in attributes over time.
One option for modeling the transition probabilities for attribute k is to, for example, set
ω1|0,ik = Ψ (γ00k + γ01kθi) where Ψ (·) is a cumulative distribution function. In fact, Wang
et al. (2017) provided an example of setting Ψ as a logistic function.
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(4.25)
If attribute transitions are independent given θ, the prior probability for αi conditioned


















) p (θi) dθi (4.26)
where p (θi) is a prior distribution for θ.
The aforementioned discussion of the higher-order FOHM allows for individuals to lose
attributes when transition from on time to the next. The learning assumption can easily be
enforced by setting ω1|1,ik = 1 and αikt  αik,t−1 for all k and t.
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4.4 Monte Carlo Simulation Study
4.4.1 Overview
This section reports Monte Carlo simulation studies evaluating the recovery of the transition
matrix and item parameters based on the first-order hidden Markov model for non-decreasing
learning trajectories. We illustrate our model by considering K = 4 attributes, T = 5 time
points and J = 50 items with slipping parameters equal to 0.2 and guessing parameters equal
to 0.3. The transition matrix is set to be the same as the estimated transition probabilities
from the real data of the next section (see Table 4.6). In this simulated test, 50 items are
assigned into 5 blocks with 10 items in each block, and theQmatrix in each block is complete
(Chiu et al., 2009) for model identification purposes. Wang et al. (2017) conjectured that
the item positions may cause biased item parameter estimation because the students’ latent
attribute profiles are assumed to change with time while the DINA model parameters are
static. In this case the items in the later stage of the test may not receive the sufficient
exposure to different latent classes, causing an inaccurate estimation for the corresponding
model parameters. In order to investigate whether there is an order effect of the item
positions to model parameter estimation, we considered two test designs. The first mimicked
the experimental design in Wang et al. (2017) where the blocks of items are counterbalanced
allowing each item to be positioned throughout all test stages to guarantee items will be
exposed evenly at different time points, and we refer it as a “balanced” design from now
on. The second was an unbalanced design where each examinee receives the same order of
blocks during the test. For each test design, three levels of sample sizes N = 500, 2500,
5000 were considered and for each level 50 independent datasets were generated to assess
the performance. We used a Markov chain of 20000 iterations with a burn-in of 10000
iterations and evaluated the convergence of Gibbs samplers using the multivariate potential
scale reduction factor (MPSRF) R̂ (Brooks and Gelman, 1998) for chain length of 10000.
Examinees’ initial attribute profiles were simulated from the multivariate normal threshold
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model (e.g., see Chiu et al., 2009), and both independent structure and dependent structure
with ρ = 0.5 of the initial attributes are considered in the simulation. The true distribution
of initial attribute profiles is shown in Table 4.2.
Table 4.2: True distribution of initial attribute profiles
αc 0000 0001 0010 0011 0100 0101 0110 0111
ρ = 0 0.038 0.010 0.026 0.006 0.058 0.014 0.038 0.010
ρ = 0.5 0.122 0.002 0.012 0.001 0.044 0.003 0.013 0.002
αc 1000 1001 1010 1011 1100 1101 1110 1111
ρ = 0 0.154 0.038 0.102 0.026 0.230 0.058 0.154 0.038
ρ = 0.5 0.178 0.013 0.058 0.012 0.194 0.044 0.179 0.122
4.4.2 Results
Parameter convergence was evaluated using the MPSRF based on five independent Markov
chains of length 10000 starting from random initial values. The results suggest the Markov
chain converges to the posterior distribution after 4000 iterations, which indicates that a
chain-length of 20000 iterations with a burn-in of 10000 is reasonable for this simulation
study.
Figures 4.1 and 4.2 show that our method can accurately estimate the slipping and
guessing parameters. When the sample size is small, results using the balanced design
outperform the results under the unbalanced design, and the difference between the two
test designs diminishes as sample size grows. Figure 4.3 presents the deviance of estimated
probabilities for initial attribute classes. The bias becomes smaller as the sample size grows,
and results from the balanced design tend to have smaller bias than the unbalanced design.
Figure 4.4 presents the deviance of estimated transition probabilities. There are 81 transition
probabilities and the last one is always 1 because of the non-decreasing constraint. Again, the
accuracy of the estimated transition probabilities improves with the increase of the sample
size. In summary, our simulation results indicate it’s better to use the counterbalanced


















































































































































































































































































































































































































































































































































































































































































Figure 4.1: Estimated slipping parameters for different settings. Results are based upon 50
replications.
4.5 Application to Spatial Rotation Skill Acquisition
In this section, we apply the first-order hidden Markov Model with non-decreasing attributes
assumption to model students’ learning of spatial skills. The spatial reasoning questions
were developed based on the Revised Purdue Spatial Visualization Test (PSVT-R) (Yoon,
2011). Wang et al. (2017) extended this test to incorporate a training tool which is designed
to cause learning of rotation tasks. Specifically, participants first answered the questions


















































































































































































































































































































































































































































































































































































































































































Figure 4.2: Estimated guessing parameters for different settings. Results are based upon 50
replications.
their responses in the previous test block and learn the corresponding spatial rotation tasks
through a learning intervention. The whole test consisted of 5 test blocks each containing
10 questions, followed by a learning intervention block. The items in the test block included
a rotated object and subjects were presented a new object and must determine which of the
5 options corresponding to the rotated version. Four mental rotation skills were identified
1) 900 x-axis, 2) 900 y-axis,3) 1800 x-axis, and 4) 1800 y-axis. All items included x- and
y-axis rotations with objects of varying complexity. The 10 questions were assembled with
































































































































































































































































Figure 4.3: Deviance of estimated prior for initial attribute profile class probabilities
the estimation of the item parameters, a counterbalanced test condition was applied. Five
versions of test were developed by rotating the five test blocks as the first block in the whole
test process. During the experiment, those 5 tests were randomly assigned to participants
to guarantee that different test blocks can have an equal chance to be the first block among
the participants. The detailed experiment design can be referred to Wang et al. (2017).
Responses from 351 individuals to those 50 questions were collected from this experi-
ment, and the first-order hidden Markov model with non-decreasing attributes assumption
and DINA Bayesian Model formulation was applied to estimate students’ learning trajecto-
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Figure 4.4: Estimated transition probabilities.
ries. The 5 test blocks in the test represented 5 different time points. Based on previous
simulation results, we used the chain of 30000 iterations with a burn-in of 15000 to ensure
the convergence of the Markov chain.
Table 3 documents the estimates of the DINA item parameters. The results are quite
consistent with the estimates from Wang et al. (2017). That is most of the items have
relatively large guessing parameters. This result might be due to the simple shapes for
some items and the many distractors that can be easily eliminated from consideration. We
summarized students’ learning trajectories in terms of the estimated mastery rate for each of
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the four skills over time, the frequencies of the number of mastered skills at each time point
and the transition matrix, which are presented in Table 4, Table 5 and Table 6 respectively.
From those results, we can observe an increase of mastery rates for each skill with time and
the transition pattern of different latent classes at each time point.
The transition probability matrix explicitly gives the probabilities of remaining in the
same stage or learning more skills from time t to t + 1, which reveals the learning pattern
of current mastered skills. The learning process can be inferred by interpreting the entries
in the estimated transition matrix. For example, in Table 6, the ninth row of the estimated
transition matrix presents the transition probability for current state of attribute profile
(1, 0, 0, 0) to another latent class. It indicates that if a student has mastered a single skill on
90◦ x-axis, he or she tends to master more skills next time with probability around 0.87 and
the most likely skill to be mastered next is 90◦ y-axis or 180◦ x-axis. On the other hand, the
fifth row shows the transition probability for current state of acquisition on the single skill
of 90◦ y-axis. The chance for mastering more skills next time is around 0.67, which is lower
compared to mastery of 90◦ x-axis, and the next mastered skill with this current latent state
will most likely to be 180◦ y-axis. The second and third rows also imply that students who
have mastered skills on 180◦ x-axis or y-axis will most likely master 90◦ x-axis or y-axis next
time. This in fact also indicates certain hierarchical structure among those four latent skills,
mastering the 90◦ might be prerequisite for mastering 180◦.
The distribution of the initial latent classes at time point one in the transition matrix
are slightly different from those estimated from Wang et al. (2017). This might due to the
different assumptions applied to the transition matrix. The first-order hidden Markov model
assumes the time-homogeneity of the transition matrix, that is the transition probability of
different latent classes are the same at different points of time, and are the same for each
individual. However, the transition probabilities in Wang et al. (2017) depend on different
covariates, which could make it different for different individuals and at different points of
time. In this sense, FOHM with non-decreasing learning trajectories assumption is a reduced
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model from Wang et al. (2017), and it’s worth investigating the model comparison in the
future to select the most appropriate model for a given data set.
Table 4.3: Item parameter estimates for Spatial Rotation Data
parameters parameters
Item ŝj ĝj Item ŝj ĝj
1 0.023 0.811 26 0.174 0.323
2 0.037 0.749 27 0.176 0.553
3 0.109 0.562 28 0.018 0.883
4 0.027 0.618 29 0.041 0.794
5 0.136 0.487 30 0.259 0.357
6 0.519 0.229 31 0.098 0.461
7 0.058 0.601 32 0.031 0.522
8 0.159 0.425 33 0.027 0.723
9 0.017 0.848 34 0.151 0.613
10 0.140 0.578 35 0.123 0.384
11 0.054 0.620 36 0.141 0.320
12 0.056 0.754 37 0.379 0.327
13 0.027 0.527 38 0.056 0.751
14 0.040 0.819 39 0.165 0.345
15 0.181 0.315 40 0.135 0.500
16 0.122 0.547 41 0.055 0.569
17 0.112 0.324 42 0.110 0.468
18 0.056 0.639 43 0.056 0.785
19 0.155 0.325 44 0.027 0.659
20 0.132 0.370 45 0.123 0.461
21 0.059 0.645 46 0.059 0.468
22 0.063 0.533 47 0.230 0.287
23 0.115 0.446 48 0.447 0.301
24 0.117 0.433 49 0.018 0.727
25 0.018 0.805 50 0.069 0.479
Note. Results are based on the chain of
length 30,000 and burnin 15,000.
4.6 Discussion
Online education is becoming ubiquitous and when coupled with intelligent tutoring systems
and sequenced training modules, it provides an opportunity to systematically train subjects
on a long list of prespecified attributes while keeping careful track of progress. This is an
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Table 4.4: Skill Mastery Rate Over Time
Skills Time point 1 Time point 2 Time point 3 Time point 4 Time point 5
90◦ x-axis 0.530 0.607 0.632 0.652 0.670
90◦ y-axis 0.618 0.678 0.712 0.749 0.781
180◦ x-axis 0.473 0.536 0.575 0.621 0.670
180◦ y-axis 0.459 0.521 0.547 0.601 0.661
Note. Results are based on the chain of length 30,000 and burnin 15,000.
Table 4.5: Number of Skill Mastered Over Time
Number of Skills Time point 1 Time point 2 Time point 3 Time point 4 Time point 5
0 121 99 93 81 70
1 37 28 23 23 23
2 33 41 36 32 26
3 13 20 25 26 27
4 147 163 174 189 205
Note. Results are based on the chain of length 30,000 and burnin 15,000.
ideal setting for utilizing latent class models for cognitive diagnosis. However, the static
models that have typically been considered are not adequate when training and learning are
the goals, which suggests that latent class models for learning in cognitive diagnosis will
be a fruitful and fertile area for research and applications. Here we lay out some of the
possibilities for modeling learning trajectories in cognitive diagnosis, starting with the most
general model with 2KT parameters, and then a more parsimonious model for non-decreasing
trajectories with (T+1)K parameters. In most applications this will be too many to calibrate,
and we further restrict the model to arrive at the FOHM, with 3K parameters to estimate
in the case of nondecreasing trajectories. This model is quite flexible, and is practical when
large samples are available, when K is relatively small, or when a long list of attributes
can be partitioned into small subgroups of attributes that are studied together and can
be modeled separately with distinct FOHMs. In order to further reduce the parameters of
transition models for learning, covariates may be used, and this is a wide-open area for future
research. Covariates may involve demographic variables, measures of the amount of practice
one has done, dummy variables for interventions, and many other predictors of learning.
To address the heterogeneity of learning rates across subjects in a population, continuous
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random effects may be used, which can be interpreted as latent variables representing the
construct of general learning ability as studied by Wang et al. (2017). Measuring such a
construct may be of intrinsic interest, beyond simply serving to address the heterogeneity.
The directions for extending static cognitive diagnosis models to include the dynamics
of learning are numerous, but should not outrace the empirical data on learning by much.
There is a need for more applied research to gather data applicable to learning research, which
will afford the opportunity to investigate the particular models and covariates for learning
that provide the best fits and yield the most accurate and useful predictions. The spatial
reasoning example in our real data study was gathered carefully in a laboratory according to
a designed study, and illustrates how a model such as the FOHM can be used in practice. The
accuracy of learning transition probability estimates was limited by the modest sample size.
However, the MCMC algorithm ran efficiently with these data and indicated convergence to
the posterior distribution of the parameters. The model complexity of the FOHM is difficult
to compare to the higher-order model with covariates of Wang et al. (2017). The number
of structural parameters is much higher in the FOHM, but the higher-order model includes
a latent learning ability parameter for each individual, resulting in more actual transition
probabilities. Nevertheless, these two models yielded results that were relatively consistent.
A common aspect of the FOHM and the models of Wang et al. (2017) is that of nonde-
creasing trajectories. Yet another direction to consider in latent class models for learning,
is how to build relatively parsimonious models that allow for traits to be learned and un-
learned. This modeling of retention may prove especially useful in long range longitudinal
studies more than in the relatively short time duration of the spatial reasoning training and
assessment.
In our study we assumed the item parameters were invariant over time. It is unclear
whether fixing item parameters over time is a necessary condition for identifying the model
parameters. Additional theoretical research is needed to establish general model identifia-
bility conditions.
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Models for learning will necessarily be more complicated than static models, because
they combine the measurement model with a transition model. Computational aspects of
fitting these models will be a critical area of research. In the simulation study and real
data analysis the DINA model was used. When attributes are so clearly defined, such as
the particular rotation operations in the data example that must be applied conjunctively,
the DINA model can fit quite adequately as shown by Wang et al. (2017). However, in
applications with less clear attributes, perhaps leading to some Q-matrix misspecification,
more general CDMs will prove useful. Coupling the FOHM or another learning trajectory
model with a more general measurement model (e.g., see Henson et al., 2009; Xu, 2017)
can present computational challenges and the need for research and software development.
Another area of research that will play a vital role is assessment of model fit. The dynamic
aspect of this model presents another dimension of fit assessment than is required by static
models, and techniques that target particular aspects of misfit will be more useful than
global measures of fit. The general method of posterior predictive checking (Sinharay et al.,
2006; Sinharay, 2006; Sinharay and Almond, 2007) allows one to study residuals that pertain
to a particular aspect of fit, such as the measurement model or the transition model, and
there is a need for research into the residuals that best evaluate the fit of each. As more
data are collected through online learning, new questions and applications will arrive that
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