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Collecting observational data do not always go smoothly, occasionally occur with various constraints that 
resulting data becomes incomplete or contains some missing values, making it difficult when doing statistical 
analysis. There are several reasons for missing data. Missing data can be occur because the measurement may 
be incomplete, errors in the data collection procedures or because the respondent refused to answer certain 
questions in the survey, or because of the emergence of exciting new hypothesis after the data collection is 
done. The problem of missing data will be wider so attracted the attention of many researchers and 
statisticians. For years, statisticians have tried to develop a variety of methods and techniques to overcome the 
difficulties of data analysis caused by missing data (missing values). Missing data is divided into three 
mechanisms: Missing Completely at Random (MCAR), Missing at Random (MAR) and the Missing Not at 
Random (MNAR). In this case, we discuss about the Comparison Value Estimate Missing Data on the Non 
Normal Data. The case took a sales turnover of Pangkep Regency with two variables. The results indicate that 
the mechanism of MNAR is better than other mechanisms in terms of searching the missing data (missing 
values). 
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1. PENDAHULUAN 
Pengumpulan data pengamatan tidak selalu berjalan dengan mulus, adakalanya terjadi bermacam kendala yang 
mengakibatkan data menjadi tidak lengkap atau memuat beberapa nilai yang hilang, sehingga menyulitkan pada saat 
melakukan analisis statistik Little dan Rubin (1987) membagi tiga tipe mekanisme dari data hilang. Pertama, Missing 
Completely at Random (MCAR) yang berarti bahwa terjadinya missing values tidak berkaitan dengan nilai semua 
variabel, dimana data hilang terjadi secara acak. Kedua, Missing at Random (MAR), terjadinya data hilang hanya 
berkaitan dengan variabel pengamatan, jika mekanisme data hilang yang terdistribusi secara acak untuk seluruh unit 
observasi. 
Penelitian lain yang berkenaan dengan penggunaan mekanisme MAR, MCAR, MNAR dilakukan oleh Zulhanif 
dkk. (2009) yang membandingkan ketiga mekanisme MAR, MCAR, MNAR dengan menggunkan data normal 
multivariate menggunkan algoritma EM. Sedangkan Rubin (2002) telah meneliti penggunaan ketiga mekanisme 
tersebut secara terpisah pada pendugaan data hilang untuk data multivariate normal. 
2. DATA HILANG 
2.1 PENGERTIAN DATA HILANG 
Data hilang adalah hilangnya informasi atau data pada sebuah kasus (subjek). Data hilang  dapat  terjadi  
karena  informasi yang dibutuhkan  pada  satu  atau  beberapa  variabel  tidak  diberikan,  sulit  dicari  atau  memang  
informasi  tersebut  tidak  tersedia. Hal lain yang bisa menyebabkan terjadinya data hilang yaitu respon dari 
responden, kelalaian saat melakukan penginputan, terdapat kendala pada alat pengumpulan data atau bahkan oleh 
hal lain yang tidak diketahui sebabnya. 
 
2.2 ALGORITMA EM (EXPECTATION AND MAXIMIZATION) 
 
Dalam algoritma EM digunakan istilah data lengkap dan data tidak lengkap. Agar metode estimasi 
maksimum likelihood dapat digunakan secara lebih sederhana, perlu dilakukan modifikasi atau augmented data. 
Augented data tersebut disebut sebagai data lengkap dan data yang tersedia sebagai data tidak lengkap. 
 
2.3 DISTRIBUSI WEIBEULL  
Distribusi Weibull pertama kali diperkenalkan oleh Weibull pada tahun 1936 dengan 3 parameter, yang 
kemudian terdapat distribusi Weibull dengan dua dan satu parameter, dengan masing-masing distribusinya (Horst, 
2009). 
1. Tiga parameter 















,           𝑥 ≥ 𝑎   
2. Dua parameter 
















3. Satu parameter 
𝑓(𝑥|0,1, 𝑐) = 𝑐(𝑥)𝑐−1𝑒{−(𝑥)
𝑐},  
 
dengan 𝜔 = parameter lokasi, 𝜃 = parameter skala dan 𝑐 = parameter bentuk. 
Pada penelitian ini menggunakan dua parameter disebabkan p-value pada uji Kolmogorov lebih besar 
dibandingkan yang lain. 
2.4 OPERASI ARITMETIKA FUZZY 
 
Mean Squared Error (MSE) adalah metode lain untuk mengevaluasi metode peramalan. Masing-masing 
kesalahan atau sisa dikuadratkan. Kemudian cara tersebut (MSE) digunakan untuk melihat mekanisme mana yang 
terbaik berdasarkan error terkecil. Pendekatan ini mengatur kesalahan peramalan yang besar karena kesalahan-
kesalahan itu dikuadratkan. Metode itu menghasilkan kesalahan-kesalahan sedang yang kemungkinan lebih baik 
untuk kesalahan kecil, tetapi kadang menghasilkan perbedaan yang besar. 
 
𝑀𝑆𝐸 =





′ adalah nilai dari regresi linier sederhana univariat ke – 𝑖. 
3. METODOLOGI PENELITIAN 
 
Data yang digunakan dalam tulisan ini adalah data sekunder.  Data yang di maksud adalah data pengaruh 
omzet penjualan terhadap laba usaha dagang pada pasar tradisional di Kabupaten Pangkep tahun 2014. Data yang 
digunakan adalah data univariate berdistribusi tidak normal. Variabel yang digunakan adalah Variabel respon (Y) 
laba usaha dan variabel bebas (𝑋) omzet penjualan. Metode analisis sebagai berikut : 
1. Mempersiapkan data, dimana dari data lengkap hilangkan pada variabel 𝑋 dan 𝑌 sebanyak 15%, dengan 
mempertimbangkan mekanisme data pola univariat. 
2. Buat mekanisme data hilang : 
a) Untuk MAR, dengan hapus nilai data dengan peluang 𝑝 untuk variabel 𝑋 dan variabel 𝑌. 
b) Untuk MCAR, dengan hapus nilai data pada variabel 𝑌 dengan peluang 𝜌(𝑌 𝑚𝑖𝑠𝑠𝑖𝑛𝑔) =
 
1
1+exp(𝜌+ 𝜌 ( 𝑋−𝜎𝑦)) 
 , dan variabel 𝑋 dengan peluang 𝜌(𝑋 𝑚𝑖𝑠𝑠𝑖𝑛𝑔)  =  
1
1+exp(𝜌+ 𝜌 ( 𝑌−𝜎𝑥)) 
 
c) Untuk MNAR dengan hapus nilai data pada variabel 𝑌 dengan peluang 𝜌(𝑌 𝑚𝑖𝑠𝑠𝑖𝑛𝑔) =  
1
1+exp(𝜌+ 𝜌 ( 𝑌−𝜎𝑥)) 
 , dan 
variabel 𝑋 dengan peluang 𝜌(𝑋 𝑚𝑖𝑠𝑠𝑖𝑛𝑔)  =  
1
1+exp(𝜌+ 𝜌 ( 𝑋−𝜎𝑦))
 
3. Menduga data dengan menggunakan proses algoritma EM untuk mekanisme MAR, MCAR dan MNAR. 
4. Menghitung error dari ketiga mekanisme pendugaan data hilang dengan menggunakan metode Mean Square 
Error (MSE). 




4. HASIL DAN PEMBAHASAN 
4.1 Etimasi Parameter 
 












                              (4.1) 
 
Fungsi likelihood dari fungsi distribusi weibull dari parameter, yaitu 










































Algoritma EM dimulai dengan pemilihan nilai awal 𝜃 = 0, yang diberi nama 𝜃𝑜𝑙𝑑 kemudian 
melalui tahap ekspektasi dan maksimasi secara langsung hingga didapat 𝜃𝑛𝑒𝑤 yang konvergen, 
yang kemudian 𝜃𝑛𝑒𝑤 dimasukkan (replace) di 𝜃𝑜𝑙𝑑 untuk kemudian dilakukan iterasi lagi hingga 
mendapatkan nilai yang konvergen. 
 
4.2 Tahapan Ekspektasi 
 
   Fungsi Q diperoleh dengan menentukan ekspektasi Fungsi Q ditentukan sebagai: 
𝑄(𝑄, 𝑄𝑙) = 𝐸 [𝑛 (ln 𝑐 − 𝑐 ln 𝜃) + (𝑐 − 1) ∑ ln(𝑥1
𝐼
𝑖=1








𝑄(𝑄, 𝑄𝑙) = 𝐸 [𝑛 ln 𝑐 − 𝑛𝑐 ln 𝜃  + (𝑐 − 1) ∑ ln(𝑥1
𝐼
𝑖=1








(𝑄, 𝑄𝑙) = 𝑛 ln 𝑐 − 𝑛𝑐 ln 𝜃  + (𝑐 − 1) ln ∑ E( 𝑥1
𝐼
𝑖=1























 Kemudian dimisalkan: 
𝑄 (𝜃, 𝜃𝑙) = 𝑓 (𝜃) 
Selanjutnya adalah tahap maksimasi 
 
4.3 Pembangkitan Missing Values  Missing at   Random (MAR) 
 
Jumlah data yang hilang 𝑐𝑜𝑢𝑛𝑡 = 6, untuk replikasi sebanyak 25 dengan ukuran sampel 𝑁 = 36. Tabel 
statistik univariate untuk MAR dapat dilihat pada lampiran 12. 






























= 7,42 × 10−7 
Kemudian timpakan (replace) 𝜃1 14
𝑛𝑒𝑤 ke 𝜃1 14
𝑜𝑙𝑑 . Begitu seterusnya sehingga didapat 𝜃𝑖𝑗
𝑛𝑒𝑤 yang lain, sehingga di 
iterasi sebanyak 25 kali menggunakan bantuan software. Sehingga diperoleh nilai 𝑥14 = 𝑥21 = 𝑥35 = 11727273 
dan 𝑦14 = 𝑦21 = 𝑦35 = 2030303. Data lengkap MAR dapat dilihat pada tabel 5 dibawah 
No X Y 
1 3000000 1000000 
2 10000000 2000000 
⋮ ⋮ ⋮ 
35 11727273 2030303 
36 5000000 3000000 
Tabel 4. 1 Pembangkit data lengkap menggunakan Algoritma EM untuk MAR (Selengkapnya lihat di lampiran 5) 
Jumlah data yang hilang 𝑐𝑜𝑢𝑛𝑡 = 6, untuk replikasi sebanyak 25 dengan ukuran sampel 𝑁 = 36. Tabel 
statistik univariate untuk MNAR dapat dilihat pada lampiran 13. 































Kemudian timpakan (replace) 𝜃1 19
𝑛𝑒𝑤 ke 𝜃1 19
𝑜𝑙𝑑 . Begitu seterusnya sehingga didapat 𝜃𝑖𝑗
𝑛𝑒𝑤 yang lain, sehingga di 
iterasi sebanyak 25 kali menggunakan bantuan software. Sehingga diperoleh nilai 𝑥19 = 2511749, 𝑥20 = 𝑥22 =
𝑥23 = 𝑥25 = 2823733 dan 𝑥26 = 2199765. Data lengkap MNAR dapat dilihat pada tabel 6 dibawah 
No X Y 
1 3000000 1000000 
2 10000000 2000000 
⋮ ⋮ ⋮ 
36 5000000 3000000 
Tabel 4. 2 Pembangkit data lengkap menggunakan Algoritma EM untuk MNAR 
 
4.4 MSE dari MCAR 
 
Tabel 6 diatas akan dicari 𝑀𝑆𝐸, dimana regresi linier sederhana 𝑌′ untuk data 𝑀𝐴𝑅 terlebih dahulu 
ditentukan. 
𝑌𝑖
′ = 𝑎 + 𝑏𝑋𝑖  
dimana  
𝑎 =







𝑛(∑ 𝑥2𝑛=36𝑖=1 )−(∑ 𝑥
𝑛=36
𝑖=1 )
2   




    = 828630.3  
dan 
𝑏 =





𝑛(∑ 𝑥2𝑛=36𝑖=1 )−(∑ 𝑥
𝑛=36
𝑖=1 )
2   




= 0.240656  
sehingga regresi linier sederhana  𝑌𝑖
′ untuk data MCAR yaitu 
𝑌1
′ = 828630.3 + 0.240656 × 𝑋1 
                  = 828630.3 + 0.240656 × 3000000 
= 1550598                              
𝑌2
′ = 828630.3 + 0.240656 × 𝑋1    
                  = 828630.3 + 0.240656 × 10000000 
= 3235190                                 
⋮ 
𝑌36
′ = 828630.3 + 0.240656 × 𝑋36     
                 = 828630.3 + 0.240656 × 10000000 
= 2031910                                  
Maka 𝑀𝑆𝐸 nya yaitu 
𝑀𝑆𝐸 =




                  =
56277615280664
36
     




Hasil dari pembahasan dapat diambil kesimpulan estimasi parameter menggunakan algoritma EM. Tahap Algoritma 
𝐸𝑀 yang menghasilkan 𝑃𝑡
𝑛𝑒𝑤 tersebut kemudian dijalankan menggunakan software dengan iterasi = 25 berulang – 
ulang sampai diperoleh nilai yang konvergen. Maka diperoleh untuk tiap mekanisme adalah 𝑥14 = 𝑥21 = 𝑥35 =
11727273 dan 𝑦14 = 𝑦21 = 𝑦35 = 2030303 untuk mekanisme data hilang Missing at Random (MAR). Kemudian 
𝑦19 = 𝑦22 = 6536345 dan 𝑦20 = 𝑦23 = 𝑦25 = 𝑦26 = 7460728 untuk mekanisme data hilang Missing Completely at 
Random (MCAR). Kemudian 𝑥19 = 2511749, 𝑥20 = 𝑥22 = 𝑥23 = 𝑥25 = 2823733 dan 𝑥26 = 2199765 untuk 
mekanisme data hilang Missing Nonignorable at Random (MNAR). Kemudian dengan memasukkan data baru 
kedalam data lengkap didapatkan Mean Square Error (MSE) dari tiap mekanisme algoritma EM yaitu 𝑀𝑆𝐸 =
548244898213 untuk mekanisme MCAR, 𝑀𝑆𝐸 = 469322526757 untuk MNAR dan 𝑀𝑆𝐸 = 1563267091130 
untuk MAR. Sehingga didapatkan bahwa 𝑀𝑆𝐸 yang terkecil adalah pada mekanisme MNAR. 
5.2 Saran 
Saran yang dapat diberikan pada penelitian selanjutnya, yaitu membandingkan nilai taksiran untuk algoritma lain 
pada data hilang berdasarkan data tidak normal. Algoritma EM juga diharapakan dapat diterapkan pada berbagai 
kasus kesehatan publik. 
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