Application of biomechanical modeling techniques in the area of medical image analysis and surgical simulation implies two conflicting requirements: accurate results and high solution speeds. Accurate results can be obtained only by using appropriate models and solution algorithms. In our previous papers we have presented algorithms and solution methods for performing accurate nonlinear finite element analysis of brain shift (which includes mixed mesh, different non-linear material models, finite deformations and brain-skull contacts) in less than a minute on a personal computer for models having up to 50,000 degrees of freedom. In this paper we present an implementation of our algorithms on a graphics processing unit (GPU) using the new NVIDIA Compute Unified Device Architecture (CUDA) which leads to more than 20 times increase in the computation speed. This makes possible the use of meshes with more elements, which better represent the geometry, are easier to generate, and provide more accurate results.
Introduction
The objective of our work is to significantly increase the efficacy and efficiency of image-guided neurosurgery by including realistic computation of brain deformations, based on a fully non-linear biomechanical model, in a system to improve intra-operative visualisation, navigation and monitoring. The system will create an augmented reality visualisation of the intra-operative configuration of the patient's brain merged with high resolution preoperative imaging data, including diffusion tensor imaging and functional magnetic resonance imaging, in order to better localise the tumor and critical healthy tissues.
The focus of this paper is on problems arising in image-guided neurosurgery. In this context it is very important to be able to predict the effect of certain procedures on the position of pathologies and critical healthy areas in the brain. The most typical example is the prediction of a displacement field within the brain after opening the skull (so called ''brain shift" estimation). A neurosurgeon is interested in the final, deformed position of the brain. The displacement field within the brain predicted by a biomechanical model can be used to morph high quality preoperative images (usually MRI) in order to show the current (intra-operative) position of the brain components. The computation must be done intra-operatively; therefore it is subject to stringent time constraints, which practically means that the results should be available to an operating surgeon in less than one minute [1] [2] [3] [4] . The actual deformation computation should take only a fraction of this time, as there are other activities that need to be done beforehand (such as the acquisition of the deformed brain surface in the area of craniotomy and the registration of this surface with its pre-operative position, leading to the extraction of displacements that are used for driving the deformation of the model) [4] . Some of our previous work focused on developing efficient and accurate solution algorithms for nonlinear finite element models. In [5] we have shown how the Total Lagrangian formulation can be combined with explicit integration in order to obtain a very efficient time stepping algorithm. Because of their numerical efficiency, the linear tetrahedron and the linear under-integrated hexahedron are the preferred elements when constructing the mesh. We developed fast algorithms for handling the numerical problems associated with these elements: an anti-hourglassing algorithm for the linear under-integrated hexahedron is presented in [6] and a non-locking linear tetrahedron element is developed in [7] . We also developed an algorithm for handling the brain-skull interaction (contact) in [8] . Combining all these algorithms and using dynamic relaxation for the computation of the steady state solution, we have been able to perform brain shift simulations on standard 3 GHz dual-core personal computer in less than a minute for models having up to 50,000 degrees of freedom [9] .
One of the main problems in the development of a biomechanical model is the generation of the mesh. Many algorithms are now available for fast and accurate automatic mesh generation using tetrahedral elements, but not for automatic hexahedral mesh generation [10] [11] [12] . Some template based meshing algorithms 0045-7825/$ -see front matter Ó 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.cma.2010.06.037 can be used for meshing different organs using hexahedrons [13] [14] [15] , but these types of algorithms only work for healthy organs. In case of severe pathologies (such as a brain tumor), such algorithms can not be used, as the shape, size and position of the pathology is unpredictable. This is one reason why many authors proposed the use of tetrahedral meshes for their models [1, 2, [16] [17] [18] . In order to automate the simulation process, mixed meshes (having both hexahedral and tetrahedral elements) with predominantly hexahedral elements are the most convenient.
For the same number of nodes, a tetrahedral mesh has about five times more elements than a hexahedral one. It is therefore desirable to mesh as much of the volume as possible using hexahedral elements, in order to reduce the computational effort. This, combined with a limit on the number of elements in the mesh, usually means manual intervention during the meshing process, which makes meshing difficult and time consuming.
The possibility to use meshes with increased number of elements has several advantages: increased percentage of the volume can be meshed using hexahedral elements, better representation of the geometry, more accurate results, and easier mesh generation. This unfortunately leads to an increased computational time, which means we can no longer satisfy the time constraints associated with surgery using such models. As the algorithms we developed are already very efficient and the CPU does not offer sufficient computation power and memory bandwidth to solve this problem, we turned our attention to parallel computations on GPUs. GPUs offer high computation power and increased memory bandwidth at a relatively low cost.
In the past years there has been an increased interest in using the power of graphics processing units (GPUs), with their parallel architecture, for general purpose computations. The GPU is used as a coprocessor for the CPU for executing sections of the code that can run in parallel. Before the introduction of CUDA, general purpose computations on GPUs (GPGPU) were done by recasting the computations in graphic terms and using the graphics pipeline [19] , therefore a scientific or general-purpose computation often requires a concerted effort by experts in both computer graphics and in the particular scientific or engineering domain. With the introduction of CUDA, in November 2006, NVIDIA proposed a new parallel programming model and instruction set for their GPUs that can be used for performing general purpose computations. CUDA comes with a software environment that allows developers to use C as a high level programming language. A minimum set of keywords are used to extent the C language in order to: identify the code that must be run on the GPU as parallel threads, identify each thread (and the block of threads it belongs to) and to organize and transfer the data in the different GPU memory spaces. CUDA also exposes the internal architecture of the GPU and allows direct access to its internal resources. The programmer has more control over the internal hardware resources of the GPU, but this comes at the expense of an increased programming effort compared to a CPU implementation.
An implementation of our basic nonlinear Total Lagrangian Explicit Dynamics algorithm using the GPGPU framework (the graphics pipeline) has been presented in [20] . The implementation shows up to 16 times speed gains compared with the corresponding CPU implementation, but it has several limitations: it can only handle linear locking tetrahedrons, a single material type, and no contacts, has no time step control and does not compute the steady state solution.
In this paper we use CUDA to implement a suite of nonlinear Finite Element algorithms for brain shift computation. The implementation can handle areas with different non-linear materials, different element types (linear hexahedron with hourglass control, linear tetrahedron and non-locking tetrahedron) and contacts between brain and skull. We present CUDA and the related terminology in Section 2. The finite element algorithm, as implemented on CPU, is presented in Section 3. In Section 4 we discuss the way the data-parallel parts of the algorithm can be transferred and executed on a GPU using CUDA in order to improve the computation efficiency. A performance evaluation is done in Section 5 and discussion and conclusions are presented in Section 6.
NVIDIA CUDA -a general purpose parallel computing architecture
The detailed presentation of CUDA is available in the Programming Guide provided by NVIDIA [21] . In this section we only present some of the main characteristics and terminology related to CUDA.
The GPU has a highly parallel, multithreaded, many core processor architecture. This is well suited for problems that can be expressed as data-parallel computations with high arithmetic intensity, where the same program is executed on many data elements in parallel. CUDA is a general purpose parallel computing architecture that allows the development of application software that transparently scales with the number of processor cores in the GPU. It achieves this scalability by using three key abstractions -a hierarchy of thread groups, shared memory and barrier synchronization -that are exposed to the programmer as a minimal set of language extensions. These abstractions guide the programmer to partition the problem into coarse sub-problems that can be solved independently in parallel and then into smaller pieces that can be solved cooperatively in parallel.
The code executed on GPU is called a kernel. When a kernel is invoked (from the CPU), it is executed N times in parallel by N different CUDA threads (N is specified during the kernel invocation). Threads are organized into a grid of blocks, with each block identified by a block index, while each thread within the block is identified by a thread index. Threads within a block can cooperate among themselves by sharing data through some shared memory and synchronizing their execution to coordinate memory accesses. This is possible because each block of threads runs on the same multiprocessor on the GPU. The number of threads per block is restricted by the limited memory and register resources of a processor core. Thread blocks are required to execute independently, therefore they cannot cooperate among themselves.
The CPU running the program that launches the kernels is called the host, while the GPU acts as a coprocessor running the CUDA threads, called the device. The host and the device maintain their own DRAM, referred as the host memory and the device memory (global, constant, and texture memory are implemented in the device memory).
CUDA threads may access data from different device memory spaces during their execution: registers, local, shared, global, constant, and texture memory. The properties of each of these memory spaces are presented in Table 1 . The register and shared memory are located on chip (on each multiprocessor), allowing very fast access, while the other memory spaces are located on the device memory and have higher latency and lower throughput. The constant and texture memory are read only and cached for faster access. Each device has a compute capability identified by a major revision number and a minor revision number. The minor revision number corresponds to incremental improvements to the core architecture, ranging from support for atomic operations in global memory (compute capability 1.1) to support for double-precision floating-point numbers (compute capability 1.3). We performed our computations on a NVIDIA Tesla C870 computing board, which has compute capability 1.0. It has 16 multiprocessors with eight scalar processor cores each and single-precision floating point operations. Therefore, 128 processor cores can run code in parallel and can perform fast data exchanges using the device memory.
The CUDA architecture is built around a scalable array of multithreaded streaming processors. The threads of a thread block execute concurrently on one multiprocessor, in groups of 32 parallel threads called warps. Individual threads in a warp start together at the same program address but are otherwise free to branch and execute independently. Full efficiency is realized when all threads in a warp agree on their execution path, otherwise the different branches in a warp are executed serially. Because all threads of a block are run on the same multiprocessor they can exchange data using the fast on-chip shared memory. A grid of blocks is executed on the device by executing one or more blocks on each multiprocessor using time slicing. The number of blocks a multiprocessor can process at once depends on how many registers per thread and how much shared memory per block are required for a given kernel.
Because of the hardware implementation, there are a series of performance guidelines that must be observed when programming a GPU using CUDA. The most important ones refer to: memory transfers between host and device, memory latency when accessing global and local memory, global memory access pattern (to ensure that memory accesses by threads of a half-warp can be coalesced into a single memory transaction), shared memory access patterns (to avoid memory bank conflicts), and execution configuration (number of threads per block and number of thread blocks specified for a kernel launch). The details on these guidelines are included in the CUDA Programming Guide and should be observed during the software implementation in order to obtain maximum performance.
The finite element algorithms for brain shift computation
In this section we present the main algorithms used for solving the finite element problem. This is not an exhaustive presentation, as the details can be found in our previous papers [5] [6] [7] [8] [9] 22, 23] .
Integration of the equations of continuum mechanics
Various spatial discretization schemes are possible while using the finite element method [24] . In the development of our finite element algorithms we used the Total Lagrangian formulation, where all variables are referred to the original configuration of the system. We use Second-Piola Kirchoff stress and GreenLagrange strains, which are appropriate for handling geometric nonlinearities (finite deformations).
The integration of equilibrium equations in the time domain is done using explicit methods [25] . By using a lumped (diagonal) mass matrix, the equations of motion can be decoupled and no system of equations must be solved. Computations are done at the element level eliminating the need for assembling the stiffness matrix of the entire model.
A detailed description of the Total Lagrange Explicit Dynamics [TLED] algorithm is presented in [5] . The main benefits of the TLED algorithm are:
allows pre-computing of many variables involved (e.g. derivatives with respect to spatial coordinates, hourglass control parameters), no accumulation of errors -increase stability for quasistatic solutions, Second-Piola Kirchoff stress and Green strain are used -appropriate for handling geometric non-linearities, easy implementation of the material law for hyper-elastic materials using the deformation gradient, straightforward treatment of non-linearities, no iterations required for a time step, no system of equations needs to be solved, low computational cost for each time step, low internal memory requirements.
Computation grid: elements used in the finite element mesh
Because of the computation time requirement, the mesh must be constructed using low order elements that are not computationally intensive, such as the linear tetrahedron or the linear underintegrated hexahedron. The standard formulation of the linear tetrahedral element exhibits artificial stiffening, referred to in the literature as volumetric locking [25] when used for incompressible (or almost incompressible) continua such as brain and other soft tissues. To reduce locking special countermeasures must be employed and therefore hexahedral elements are preferred when modeling the behaviour of soft organs.
The under-integrated hexahedral elements require the use of an hourglass control algorithm in order to eliminate the instabilities, known as zero energy modes, which arise from the one-point integration [26] . Special algorithms for handling hourglass control for the hexahedral elements must be implemented.
Hourglass control
Starting from the algorithm proposed by Flanagan and Belytschko we proved that the Total Lagrangian formulation is also recommended from the point of view of efficient hourglass control implementation, as many quantities involved can be pre-computed. We have shown in [6] that the hourglass control forces for each element can be computed (in matrix form) as:
where k is a constant that depends on the element geometry and material properties, Y is the matrix of hourglass shape vectors and u is the matrix of current displacements. The notation from [25] is used, where the left superscript represents the current time and the left subscript represents the time of the reference configuration, which is 0 for Total Lagrangian. In Eq. (1) all quantities except u are constant and can be pre-computed, making the hourglass control mechanism very efficient from the computational point of view.
Non-locking tetrahedral elements
In modeling of incompressible continua, artificial stiffening (often referred to as volumetric locking) afflicts many standard elements including the linear tetrahedral element. This phenomenon occurs also for nearly incompressible materials and therefore introducing slight compressibility does not solve the problem.
A number of improved linear tetrahedral elements with anti-locking features have been proposed by different authors [27] [28] [29] [30] . The average nodal pressure (ANP) tetrahedral element proposed in [27] is computationally inexpensive and provides much better results for nearly incompressible materials compared to the standard tetrahedral element. Nevertheless, one shortcoming of the ANP element and its implementation in a finite element code is the handling of interfaces between different materials. We extended the formulation of the ANP element so that all elements in a mesh are treated in a similar way, requiring no special handling of the interface elements.
The ANP element has the same deviatoric component of the strain energy as the standard tetrahedral element and a modified volumetric component. The modified volumetric component of the strain energy is computed in such a way that the element pressure for an element e is given as the average of the nodal pressures for the nodes belonging to that element:
A weakness of the standard ANP element is that it treats different materials separately. Instead of considering different nodal pressure for different material types we make the assumption that the nodal pressure is constant over the nodal volume. This assumption derives from the relation that exists between pressure and stress (p = Àr ii /3) [31] and from the fact that at the interface between two different materials the stress in the materials should be the same. Starting from this assumption, we demonstrated in [7] that the nodal pressure should be computed as:
where m a is the number of elements surrounding node a. The element pressure is computed afterwards in the same manner as for the standard ANP element, using (2). We will call this element the improved average nodal pressure (IANP) tetrahedral element.
Computation of nodal forces
Because we use single-point integration for all the elements in the mesh (linear tetrahedrons and under-integrated linear hexahedrons) for computational efficiency, the nodal forces for each element are computed as:
where P int is the matrix of nodal forces, B 0 is the matrix of shape function derivatives, S is the Second Piola Kirchoff stress matrix, X is the deformation gradient and V 0 is the initial volume. The matrix of shape function derivatives B 0 and the initial volume V 0 are constant and therefore are pre-computed. The stress matrix is computed based on the deformation gradient, using the considered material law (we use the Neo-Hookean material law in our computations).
Modeling of interactions between different organs: contact algorithm
Many simulations require the treatment of interactions between different parts of the model. In order to handle the brainskull interaction we developed a very efficient algorithm that treats this interaction as a finite sliding, frictionless contact between a deformable object (the brain) and a rigid surface (the skull). The contact type was chosen based on the anatomical properties of the brain-skull interface.
The main parts of the contact algorithm are: detection of nodes on the brain surface (also called the slave surface) which have penetrated the skull surface (master surface) and the displacement of each slave node that has penetrated the master surface to the closest point on the master surface.
The surfaces of the anatomical structures of segmented brain images are typically discretised using triangles; therefore we consider the skull surface as a triangular mesh. We will call each triangle surface a ''face", the vertices -''nodes" and the triangle sides -''edges".
We base our penetration detection algorithm on the closest master node (nearest neighbour) approach [32] . The basic algorithm is as follows:
-For each slave node P:
Find the closest master node C (global search).
Check the faces and edges surrounding C for penetration (local search).
Check additional faces and edges that might be penetrated by P (identified in the master surface analysis stagebecause the master surface is rigid this analysis can be done pre-operatively).
To improve the computation speed, following [32] , we implemented the global search phase using bucket sort. A detailed description of this searching algorithm is given in [33] .
Dynamic relaxation
The basic dynamic relaxation (DR) algorithm is presented in [34] . The main ideas are the inclusion of a mass proportional damping in the equation of motion that will increase the convergence speed towards the deformed state and the solving of the obtained damped equation using the central difference method (explicit integration).
After including the derivatives defined by the central difference method in the damped equation of motion, the equation that describes the iterations in terms of displacements becomes:
where h is a fixed time increment, n indicates the nth time increment, c is the damping coefficient, M is the mass matrix, q is the displacement vector, P is the vector of internal nodal forces and f is the vector of externally applied forces (volumetric forces, surface forces, nodal forces as well as forces derived from contacts). The iterative method defined by Eq. (5) is explicit as long as the mass matrix is diagonal. As the mass matrix does not influence the deformed state solution, a lumped mass matrix can be used that maximizes the convergence of the method.
One very important aspect of any FEM algorithm is the termination criterion used. If the criterion is too coarse, then the solution might be too inaccurate and if the criterion is too tight, then time is lost in unnecessary computations. In [23] we propose a new termination criterion that gives information about the absolute error in the solution, particularly suited for our solution method
where q is the spectral radius of a matrix representing the reduction in error and d is the imposed accuracy. This convergence criterion gives an approximation of the absolute error based on the displacement variation norm from the current iteration.
The parameters q, c and h are computed to maximize the rate of convergence to the steady state solution. The algorithms for computing these parameters are presented in [23] .
The complete algorithm
The algorithm we propose for computing the deformed state using DR can be summarized as follows: Compute parameters q, c, h and the mass matrix M that provide maximum convergence rate. Pre-compute all other needed quantities (shape functions, hourglass shape vectors, initial volumes, etc.). (b) For every iteration step:
(1) Apply current loading (nodal displacements, external forces). (2) Compute the nodal forces corresponding to the current displacements, P(q n ): For each non-locking tetra in the mesh: j Compute the element pressure. For each node in the mesh: j Compute the nodal pressure (corresponding to the non-locking tetra elements) using (3). For each element in the mesh: j Compute the deformation gradient. j If the element is a non-locking tetra, compute the average element pressure using (2) and modify the deformation gradient. j Compute the nodal forces using (4). j If the element is an under-integrated hexahedron, add the hourglass control forces given by (1). j Add the nodal forces to the global nodal force vector P. Check the maximum eigenvalue and change the mass matrix if needed (mass scaling, to ensure convergence).
The initialization step can be done pre-operatively and therefore we are interested in pre-computing as many parameters as possible in this step. Because the iterative solution is obtained intra-operatively, the computation process must be very efficient.
GPU implementation using CUDA
When transforming an application to run on a GPU, first we have to identify the data-parallel parts of it. In our case, we are interested in speeding the iteration process (part b of the program), which has to be performed intra-operatively. The most obvious data-parallel parts of this code are the ones described above using phrases such as ''for each element: . . ." or ''for each node: . . .", as each element or node can be seen as a data structure on which the computations are made. Therefore, the first kernels (code that should be run on the GPU) we identify are presented in Table 2 .
As discussed in Section 2, there are some performance guidelines that must be considered when transferring the code on the GPU. One very important aspect is to minimize the data transfer between host and device, as these transfers are relatively slow. A second aspect is to minimize the number of kernels that are used, as each kernel invocation implies a small hardware and software overhead. Taking this into consideration, we took the following measures to increase the speed of the implementation:
Re-organize portions of the code: the computation of maximum eigenvalue (step 6), that is done for each element in the mesh, is done differently for each element type. We moved this code, for each different element type, at the beginning of the kernels that compute the nodal forces. This way we eliminated the need for another three kernel invocations in step 6. Minimize data transfers between host and device:
Application of loads (step 1), which is done for each (loaded) node, has been moved to the end of the kernel that computes the new displacements. The loads applied are saved on the device memory, and only a parameter specifying the percentage of the load that should be applied in the next step is passed as a parameter to the kernel. The computation of the displacement variation norm (step 5) is done on the GPU. This avoids the transfer of the complete nodal displacements vector to the CPU at each time step, as only the final norm needs to be transferred. This computation is, in fact, a reduction problem, and can not be solved using just one kernel invocation (because the thread blocks can not synchronize their execution). Therefore, in our implementation, the reduction is started in the kernel that computes the new displacements, where a binary tree reduction is done in each block of threads and the partial results are saved in memory. The final step of the reduction is done in the first block of a kernel that computes the nodal forces, where sequential and parallel reduction are combined to obtain the final result. The guidelines from the NVIDIA paper ''Optimizing Parallel Reduction in CUDA", which comes with the CUDA development kit, were followed when implementing the reduction algorithm. All the information needed for the computations is transferred to the GPU in the initialization stage (pre-operatively).
Another point that must be considered when transferring code on the GPU is that scatter operations can not be safely done on the GPU (because of the parallel nature of the execution, two threads might try to write the same memory location). Unless the GPU supports atomic read-modify-write operations, all scatter operations must be avoided. Such operations are needed in our code during the assembly of the nodal force vector or the mass vector. The solution to this problem is to transform the scatter operations into gather operations. For example, in case of the nodal force vector computation, the nodal forces computed for each element are saved in the device memory and the assembly of the force vector is done, for each node, in the kernel that computes the new displacements.
An important difference between the CPU and GPU code is data organization. While on a CPU the data is usually grouped together in structures or classes, in the GPU memory the data must be re-organized in order to obtain maximum memory access performances. The data organization and alignment must ensure coalesced memory access as much as possible, especially for memory writes. During memory reads, whenever coalesced access is not possible (for example in case of gather operations) the memory is accessed using textures. Table 2 Identified kernels and the data they operate on. The complete algorithm for computing the steady state solution using the GPU looks as follows:
(a) Initialization:
Compute parameters q, c, h and the mass matrix M that provide maximum convergence rate. Pre-compute all other needed quantities (shape functions, hourglass shape vectors, initial volumes, etc.). Transfer all needed data to the GPU memory. (b) For every iteration step:
(1) Compute the nodal forces corresponding to the current displacements, P(q n ): Run the kernel that computes the element pressure. Run the kernel that computes the nodal pressure. For each element type: j Run the kernel that computes the nodal forces and saves them in the GPU memory. These kernels also check the maximum eigenvalue and change the mass of the element if needed (the mass is saved in the GPU memory). One of the kernels finalizes the reduction of the displacement variation norm. (2) Read the displacement variation norm from the GPU. Run the kernel that computes the next displacements. This kernel assembles the force vector and mass matrix, computes the new displacements using (5) and applies the load for the next time step. It also computes the displacement variation norm and performs its reduction at block level, saving the intermediate results in the GPU memory. Our implementation allows the use of different materials for different parts of the brain. Nevertheless, in our application, we use only one material law (Neo-Hookean). Therefore, the use of different materials is implemented quite easily by saving the different material coefficients in the constant device memory and accessing them for each element based on an index that identifies the material associated with that element.
When choosing the execution configuration, based on the advice given in the programming guide, the number of threads per block should be a multiple of 64. This number is limited by the resources available on the GPU (registers, shared memory) and should allow enough registers for each thread so that no variables are placed in the local memory (because of the high latency of local memory access).
Performance evaluation
We evaluated the performance of the GPU implementation by performing several simulations and comparing the results with our best CPU implementation of the same algorithms. The purpose of first three simulations is to evaluate the different parts of the algorithm specific to different element types. In these simulations we deformed a cylinder meshed with a different element type for each simulation and compared the speed and accuracy of the results against the CPU computations. We used a soft, almost incompressible Neo-Hookean material model for all simulations. The applied displacements were 20% of the undeformed height of the cylinder. We performed 3000 time steps for each simulation. The results are presented in Table 3 .
From our experiments we can conclude that the computations performed using the GPU can be orders of magnitude faster than the ones on CPU. On the CPU, the computation time varies almost linearly with the number of elements. The relative GPU performance increases with the number of elements. This happens because the computation time, when the GPU is used, can be split into two components: an almost constant component, given by the operations performed on the CPU (program control, kernel invocations, data transfer between host and device) and a variable component (computations performed on the GPU -varies almost linearly with the number of elements). When a low number of elements are used, the constant component represents a significant part of the computation time, degrading the relative performance.
The GPU we used supports only single-precision floating point numbers. The latest generation of GPUs from NVIDIA has support for double-precision floating point numbers, but the operations in double precision are around eight times slower than the operations in single precision, and the memory transfers are two times slower. Because we use the Total Lagrangian formulation, there is no accumulation of errors taking place from one time step to another. This is one very important advantage over the Updated Lagrangian formulation, and it allows us to use single precision when performing the computations. In order to assess how the precision of floating point operations impacts on the convergence of the algorithm, we counted the number of steps needed to reach a given accuracy (imposed using the convergence criteria) on both GPU and CPU. From the results (Table 4) we can see that performing the operations in single precision does not have a high impact on convergence for the accuracy usually required in our simulations (we used an imposed accuracy d = 1.0EÀ4). Nevertheless, if the imposed accuracy is chosen too small, the computation error could become a significant part of the displacement variation norm evaluation (Eq. 7), and the convergence criteria might never be satisfied. The maximum difference in nodal displacements between GPU and CPU results was 1.41EÀ4, which is within the limits set by the imposed accuracy (it should be less than 1.7d). The repartition of the displacement difference over the mesh is presented in Fig. 1 .
In the next experiment we performed a brain shift simulation using a biomechanical model. A human brain consisting of healthy brain tissue, a tumor and ventricles is enclosed inside the skull (Fig. 2) . The different parts of the brain (parenchyma, tumor, and ventricle) are modeled using almost incompressible nonlinear materials (Neo-Hookean) with different properties, as presented in Table 5 (for the ventricle the Poisson's ratio was assumed to be low in order to account for any fluid leakage). The material model is consistent with our previous work on brain material properties [35] [36] [37] . The brain is meshed using all three types of elements we considered (hexahedral elements, linear tetrahedral and improved tetrahedral elements). The hexahedral and tetrahedral elements in the mesh share the same nodes at the interface. There are no wedges or pyramids used as a transition layer; therefore the resulting mesh is non-conforming (the approximation fields are not always continuous between elements of different type). We also performed the simulations on a refined mesh to assess the performance of the algorithms on meshes with higher number of elements. The structure of these two meshes is presented in Table  6 . We assume that the initial geometry is known from high quality pre-operative MRI images and we simulate the brain shift by applying displacements on the area of the brain visible during craniotomy, where the displacements can be measured intra-operatively (using a laser range scanner [38] or a stereo vision system [39] ). We extracted the required displacements from available intra-operative MRI images. The maximum applied displacement was 10 mm. A very similar model has been used in previous papers for brain shift estimation [4, 40, 41] .
We assume the skull to be rigid and the interaction between the brain and the skull as a frictionless finite sliding contact. All external brain nodes except the displaced ones are included in the contact definition. The computation results for the CPU and GPU simulations are presented in Table 7 . The simulations need around 2000 steps for the original mesh and 3000 steps for the refined mesh to reach the steady state with sub-millimeter accuracy (d = 1.0EÀ4 m). This shows that the convergence rate of the solution decreases with the decrease of the element size, which is a characteristic of the dynamic relaxation solution method. This is one more reason why the computations can no longer be performed in real time on a CPU for an increased number of elements.
The speed-ups increase with the number of elements in the mesh, but are not as large as in the case of cylinder deformation experiments. This happens because the combination of three types of elements in the same mesh, plus contacts, leads to a higher number of kernel invocations at each time step, which increases the constant component of the computation time on GPU. The difference between the CPU and the GPU in the nodal displacement values and the number of steps required for convergence shows that using single-precision floating-point numbers on GPU does not have a significant impact on the results.
In this paper we do not wish to make a validation of the model used, but to demonstrate the efficiency of our algorithms. Partial validation of the model was performed in previous papers with very promising results [4, 40, 41] . A typical comparison between the deformation computed using our algorithms, the deformation computed using a commercial software package (LS-Dyna), and the deformation extracted from the intra-operative MRI is presented in Fig. 3 . The presented algorithms can, in principle, be used with any other finite element model that requires the computation of a steady state solution.
Discussion and conclusions
Intra-operative computation of the brain shift using biomechanical models can be used to register high-quality pre-operative images to the intra-operative position. This can be considered as a finite element problem for which the steady state solution needs to be found. We have developed algorithms and solution methods that allow us to use complex bio-mechanical models The data in bold highlights the overall size of the meshes used in the model. (which include geometric and material nonlinearities, finite deformations and contacts) to solve such a problem. These methods allow us to find a solution within the intra-operative constraints of surgery (less than a minute) for models having up to 50,000 degrees of freedom on a personal computer. GPUs offer high parallel computing power at a low cost. With the release of CUDA, developing general purpose computations on GPU has become much easier. As the internal organization of the GPU is revealed, the programmer can take full advantage of the GPU's computational power. We use CUDA to transfer the data-parallel parts of our computations to the GPU. Our implementation allows us to perform computations more than 20 times faster than on the CPU using a GPU with compute capability 1.0 (having 16 multiprocessors). We can now use models with an increased number of elements to solve brain shift problems within the time constrain of the operating room. This also simplifies the task of meshing such models, as the limitation on the number of elements in the model is almost removed.
The use of single-precision floating-point numbers on the GPU does not have a significant impact on the convergence and accuracy of our solution method. This happens because we use the Total Lagrangian formulation, which does not exhibit accumulation of errors during the time stepping procedure.
The evolution of GPU hardware allows these performances to be enhanced even more. The latest devices, with compute capability 1.3, have more multiprocessors (30 on Tesla C1060), double the number of registers, support for double-precision floating-point numbers and concurrent kernel execution with memory transfers between host and device. These devices are also easier to program, as some of the restrictions on the coalescing of memory transfers have been removed.
Although we implemented only linear hexahedral and tetrahedral elements on the GPU, the code can be extended to handle any other type of finite elements: with a different number of nodes, higher order shape function or higher number of integration points. It can also be extended to handle mesh-free methods, such as the one presented in [42] (integration cells can be processed in parallel instead of finite elements).
