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Abstract
We obtain upper and lower bounds on the average energy of circulant graphs with n vertices and regularity
d. The average is taken over all representations of such graphs by circulant adjacency matrices.
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1. Introduction
Given a graph G with n vertices and eigenvalues λ0, . . . , λn−1, we define its energy as
E(G) =
n−1∑
j=0
|λj |.
This notion is related to some applications of graph theory to chemistry and has been studied
intensively in the literature, see [1,3,4,5,7,8,9,10,12,14] and references therein. In particular, it is
shown in [7] that
E(G)  n
2
(√
n + 1) (1)
for any graph G with n vertices as well as that the bound (1) can be achieved for infinitely many
graphs.
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For the family of bipartite graphs a stronger bound
E(G)  n
4
(√
2n + 2
)
has been shown in [8].
Finally, in [13] a construction is given of a family of circulant graphs of high energy. The aim
of this paper is to give good upper and lower bounds for the average energy of all circulant graphs
with n vertices and of regularity d . We recall that [7, Theorem 1] immediately implies that
E(G)  d +√d(n − 1)(n − d). (2)
It has also been asked in [1, Question 1] whether this bound is tight. Motivated by this question
we show that on average circulant graphs attain this bound up to a multiplicative constant.
Our proof uses an inequality (Lemma 1 below) which relates the 4, 2 and 1 norms of a
sequence of real numbers. This inequality is Lemma 2.4 of [12]; see also [2,6]. Our proof is also
based on a combinatorial result which could be of independent interest.
More precisely, the paper is structured as follows: After recalling the basic definitions and
facts about circulant graphs in Section 2, we present some useful estimates for the number of
solutions of linear equations over ‘random’ subsets of residue rings in Section 3. Our main results
are formulated and proved in Section 4. We conclude with a short outline of some open questions
and further directions of research in Section 5.
2. Background on circulant graphs
For an integer n  1 we let Zn denote the residue ring modulo n. Let Z˜n be the set of non-zero
elements of Zn.
A circulant graph is an undirected n-vertex graph with an automorphism that is an n-cycle.
Circulant graphs may be constructed as follows. Given a set T ⊆ Z˜n such that T = −T , we define
the graphCn(T ) to be the graph with vertex set Zn where vertices i, j ∈ Zn are joined by an edge
if and only if i − j ∈ T . It is not difficult to see that Cn(T ) is an n-vertex circulant graph of
regularity #T . This construction for circulant graphs is quite general: if G is an n-vertex circulant
graph, then G is isomorphic to Cn(T ) for some subset T ⊆ Z˜n.
We are interested in circulant graphs of fixed regularity d. For an integer d such that 1 
d  n − 1, define T(n, d) to be the set of subsets T of Z˜n such that T = −T and #T = d. We
define r = n/2 − 1. Suppose n is odd, and so r = n/2	. Then the condition that T = −T
implies that #T = 2k for some integer k. Moreover, the elements of T(n, d) are in one-to-one
correspondence with the sets S ⊆ {1, 2, . . . , r} of cardinality k. Suppose that n is even. Then T
has odd cardinality if and only if n/2 ∈ T . In particular, when d = 2k the elements of T(n, d)
are in one-to-one correspondence with the subsets of {1, 2, . . . , r} of cardinality k; the same is
true when d = 2k + 1. Hence,
#T(n, 2k) =
(
r
k
)
and
#T(n, 2k + 1) =
⎧⎨⎩
0 when n is odd,(
r
k
)
when n is even.
Let us define e(z) = exp(2π ız) where ı = √−1.
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Let T ∈T(n, d). Then it is well known (and easy to prove) that the eigenvalues λ0(T ),
λ1(T ), . . . , λn−1(T ) of the graph Gn(T ) are given by
λj (T ) =
∑
t∈T
e(j t/n), j = 0, 1, . . . , n − 1. (3)
Note that all these eigenvalues are real numbers.
3. Auxiliary results
We start with recalling Lemma 2.4 of [12].
Lemma 1. For any finite sequence x1, . . . , xm of real numbers, we have
(x21 + · · · + x2m)3  (|x1| + · · · + |xm|)2(x41 + · · · + x4m).
Now, given a positive integer m  1 and a set T ⊆ Z˜n we denote by Nm(T ) the total number of
solutions (t1, t2, . . . , tm) ∈ T m to the equation
t1 + t2 + · · · + tm = 0.
Lemma 2. For any set T ⊆ Z˜n and positive integer m  1 we have that
n−1∑
j=0
λj (T )
m = nNm(T ).
Proof. By (3), we have
n−1∑
j=0
λj (T )
m =
n−1∑
j=0
(∑
t∈T
e(j t/n)
)m
=
∑
t1,...,tm∈T
n−1∑
j=0
e
(
j
n
m∑
ν=1
tν
)
.
Taking into account that the last sum is equal ton if t1 + t2 + · · · + tm = 0, and vanishes otherwise,
we derive the desired identity. 
Let Nm(n, d) denote the average value of Nm(T ) over all sets T ∈T(n, d). We need to find
a good approximation for Nm(n, d) in the case when m = 4 for use in our proof of Theorem 5
below. The following two lemmas (Lemmas 3 and 4) provide this approximation.
Lemma 3. Let r = n/2 − 1. Let k be an integer with r  k  2. Then
N4(n, 2k) = 12k2 − 6k + X,
where
0  X 
⎧⎨⎩
2560k(k − 1)(k − 2)(k − 3)/(r − 3) when k  4,
11520/(r − 2) when k = 3,
2560/(r − 1) when k = 2.
Proof. We establish the lower bound on X as follows. Let T ∈T(n, 2k). Let S = T ∩
{1, 2, . . . , r} (so S has cardinality k). Any of the following 6k quadruples (t1, t2, t3, t4) ∈ T 4
have the property that t1 + t2 + t3 + t4 = 0:
(1s, 2s, 3s, 4s),
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where s ∈ S and where 1, 2, 3, 4 ∈ {−1, 1} are such that 1 + 2 + 3 + 4 = 0. The same
is true of the following 12k(k − 1) quadruples, where s1, s2 ∈ S are distinct and where 1, 2 ∈
{−1, 1}:
(1s1,−1s1, 2s2,−2s2),
(1s1, 2s2,−1s1,−2s2),
(1s1, 2s2,−2s2,−1s1).
So we have found 12k2 − 6k ‘trivial’ solutions for any set T , and so N4(T )  12k2 − 6k. Thus
N4(n, 2k)  12k2 − 6k and so X  0.
It remains to establish the upper bound on X. Define the set V by
V =
{{(t1, t2, t3, t4) ∈ (Z˜n)4 : t1 + t2 + t3 + t4 = 0} if n is odd,
{(t1, t2, t3, t4) ∈ (Z˜n \ {n/2})4 : t1 + t2 + t3 + t4 = 0} if n is even.
For t ∈ V where t = (t1, t2, t3, t4), define
M(t) = #{T ∈T(n, 2k) : t1, t2, t3, t4 ∈ T }.
Note that
N4(n, 2k) = 1(
r
k
) ∑
T ∈T(n,2k)
Nm(T ) = 1(
r
k
)∑
t∈V
M(t). (4)
We give an upper bound for this sum by dividing the set of solutions V into two classes: those
which are ‘trivial’ (corresponding to the solutions mentioned in our lower bound) and those which
are ‘non-trivial’.
Let t = (t1, t2, t3, t4) ∈ V . We define a partition ρ(t) of {1, 2, 3, 4} by defining i and j to lie
in the same part of ρ(t) if and only if ti = ±tj . Note that M(t) =
(
r − u
k − u
)
, where u is the number
of parts of ρ(t). For x ∈ Z˜n \ {n/2}, define σ(x) by
σ(x) =
{
1 if x < n/2,
−1 if x > n/2,
and define σ(t) by
σ(t) = (σ (t1), σ (t2), σ (t3), σ (t4)).
We say that t is a trivial solution if for every part X of ρ(t) we have
∑
i∈X σ(ti) = 0.
When t is a trivial solution, every part of ρ(t) must have even cardinality and so ρ(t) is one of
the following four partitions:
{1, 2, 3, 4}, {1, 2}{3, 4}, {1, 3}{2, 4}, {1, 4}{2, 3}.
Suppose ρ(t) = {1, 2, 3, 4}. There are six possibilities for the vector σ(t), since the components
of this vector must sum to 0. Once this vector is fixed there are exactly r possibilities for t (since t is
determined by its first component). Hence there are 6r trivial solutions t with ρ(t) = {1, 2, 3, 4}.
Since ρ(t) has exactly one part, M(t) =
(
r − 1
k − 1
)
. Similarly, for each of the remaining partitions ρ
listed above it is easy to show that there are exactly 4r(r − 1) trivial solutions t with ρ(t) = ρ,
and all such solutions satisfy M(t) =
(
r − 2
k − 2
)
. Thus
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1(
r
k
) ∑
t∈V
t trivial
M(t) =
6r
(
r − 1
k − 1
)
+ 3 · 4r(r − 1)
(
r − 2
k − 2
)
(
r
k
)
= 6k + 12k(k − 1) = 12k2 − 6k. (5)
We now need to estimate the contribution of the non-trivial solutions t to the sum (4). Fix a
partition ρ of {1, 2, 3, 4} and a vector (σ1, σ2, σ3, σ4) ∈ {−1, 1}4. Suppose that ρ has u parts.
We give an upper bound on the number of non-trivial solutions t ∈ V such that ρ(t) = ρ and
σ(t) = (σ1, σ2, σ3, σ4) as follows. If all parts X of ρ have the property that ∑i∈X σi = 0, there
are no non-trivial solutions. Suppose that there exists a part X of ρ such that
∑
i∈X σi /= 0. Define
c =∑i∈X σi , and note that c is non-zero and |c|  4. Also note that ∑i∈X ti = cσxtx for any
x ∈ X, and so the fact that∑i∈{1,2,3,4} ti = 0 implies that
cσxtx = −
∑
i /∈X
ti . (6)
There are at most r(r − 1) · · · (r − (u − 2)) choices for the ith components of t where i /∈ X,
since these components are determined once a component in each part of ρ not equal to X is
determined. But then there are at most 4 choices for the remaining components of t, since if
x ∈ X then (6) has at most 4 solutions tx , and the value of tx determines the values ti for all i ∈ X.
Hence there are at most 4r(r − 1) · · · (r − (u − 2)) choices for t. Note that M(t) =
(
r − u
k − u
)
in
this situation. There are at most 10 partitions of {1, 2, 3, 4} with u parts, and there are at most 16
possibilities for the vector (σ1, σ2, σ3, σ4). So we find that when k  4
1(
r
k
) ∑
t∈V
t nontrivial
M(t)
 1(
r
k
) 4∑
u=1
10 · 16 · 4r(r − 1) · · · (r − (u − 2))
(
r − u
k − u
)
= 640
4∑
u=1
k(k − 1) · · · (k − (u − 1))
r − (u − 1)  2560
k(k − 1)(k − 2)(k − 3)
r − 3 . (7)
But now (4), (5) and (7) combine to show that
N4(n, 2k)  12k2 − 6k + 2560k(k − 1)(k − 2)(k − 3)
r − 3 ,
and so X  2560k(k − 1)(k − 2)(k − 3)/(r − 3) when k  4. This proves the lemma when
k  4.
Suppose that k = 3. By the definition of ρ(t), we see that ρ(t) can have at most k parts. Hence
when k = 3 we find that
1(
r
k
) ∑
t∈V
t nontrivial
M(t) 640
3∑
u=1
k(k − 1) · · · (k − (u − 1))
r − (u − 1)
 1920k(k − 1)(k − 2)
r − 2 = 11520/(r − 2).
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In exactly the same way, when k = 2 we find that
1(
r
k
) ∑
t∈V
tnontrivial
M(t)  2560/(r − 1).
These inequalities, when combined with (4) and (5), establish the lemma when k = 2 or 3, as
required. 
Lemma 4. Let n be an even integer. Let r = n/2 − 1 and let k be an integer with r  k  2.
Then
N4(n, 2k + 1) = 12k2 + 6k + 1 + Y,
where
0  Y 
⎧⎨⎩
7680k(k − 1)(k − 2)(k − 3)/(r − 3) when k  4,
46080/(r − 2) when k = 3,
5360/(r − 1) when k = 2.
Proof. The proof is very similar to that of Lemma 3, so we do not include it in full but confine
ourselves to discussing where it differs from the proof of 4.
The proof that 0  Y parallels the proof that 0  X in Lemma 3, the main difference being
that a set T ∈T(n, 2k + 1) has 12k + 1 extra ‘trivial’ solutions of t1 + t2 + t3 + t4 = 0, namely
the solution (n/2, n/2, n/2, n/2), the solutions (n/2, n/2, s,−s) for s ∈ {1, 2, . . . , r} and the
solutions obtained by permuting the components of these.
Slight changes to some definitions given in the proof of Lemma 3 are required for the proof of
the upper bound on Y . We define
V = {(t1, t2, t3, t4) ∈ (Z˜n)4 : t1 + t2 + t3 + t4 = 0}
(so we now consider solutions involving n/2) and we extend the domain of definition of σ from
Z˜n \ {n/2} to Z˜n by setting σ(n/2) = 0. Thus σ(t) ∈ {−1, 0, 1}4. The definitions of ρ(t) and
M(t) are unchanged, as is the definition of a trivial solution. Note that when ρ(t) has u parts,
M(t) =
(
r − u
k − u
)
when σ(t) ∈ {−1, 1}4, otherwise M(t) =
(
r − (u − 1)
k − (u − 1)
)
.
With these revised definitions, the proof of Lemma 3 may be used to establish an upper bound
on Y . We note that the upper bound on Y is a little larger than the equivalent upper bound on X
due to the fact that the number of possibilities for σ(t) has increased because its components are
allowed to be 0. 
So Lemmas 3 and 4 may be thought of as the statements that N4(n, 2k) ≈ 12k2 − 6k and
N4(n, 2k + 1) ≈ 12k2 + 6k + 1, respectively, when k is much smaller than n. We remark that
it should be possible to strengthen Lemmas 3 and 4 to give the precise value of N4(n, d) in all
cases; however the proofs of these results will be much longer than the proofs above.
4. Average energy of circulants
Let E(n, d) denote the average value of the energy E(G(T )) over all sets T ∈T(n, d). So,
writing r = n/2 − 1,
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E(n, d) = 1(
r
k
) ∑
T ∈T ∈T(n,d)
E(G(T )).
From (2) we immediately conclude that
E(n, d)  d +√d(n − 1)(n − d).
We now obtain a lower bound of the same order of magnitude.
Theorem 5. As n → ∞, for any integer d such that that 4  d = o(n1/2) and dn is even, we
have
E(n, d) 
{
d√
3d−3+o(1)n if d is even,
d√
3d−3+1/d+o(1)n if d is odd.
Proof. It is easy to see that for any set T ∈T(n, d) we have N2(T ) = d, thus N2(n, d) = d.
Combining Lemmas 1 and 2, we deduce that
E(n, d)  N2(n, d)
3/2
N4(n, d)1/2
n.
If d = 2k then recalling Lemma 3 we obtain
E(n, d)  (2k)
3/2
(12k2 − 6k + o(k))1/2 n =
2k
(6k − 3 + o(1))1/2 n.
If d = 2k + 1 then recalling Lemma 4 we obtain
E(n, d)  (2k + 1)
3/2
(12k2 + 6k + 1 + o(k))1/2 n =
2k + 1
(6k + 1/(2k + 1) + o(k))1/2 n.
The result now follows. 
5. Possible extensions and open questions
DefineCn(T ) to be the complement ofCn(T ), which is clearly is also a circulant graph. Indeed,
Cn(T ) = Cn(T ), where T = Z˜n \ T . Note that
λj (T ) + λj (T ) =
n−1∑
t=1
e(j t/n) =
{
n − 1 when j = 0,
−1 otherwise. (8)
Using the relation (8), one can easily derive from Theorem 5 upper and lower bounds on the
average value of the energy of the E(G(T )) over all sets T ∈T(n, 2k).
Let the setT(n, d)∗ consist of all setsT ∈T(n, d)with the additional condition gcd(n, {t | t ∈
T }) = 1. Such sets T are of special interest since they correspond to connected circulant graphs. It
would be interesting to use our techniques to estaimate the average value of the energy of E(G(T ))
over all sets T ∈T(n, d)∗. As a first step, one might try to express the cardinality #T(n, d)∗ via
the generalised Euler function
ϕd(n) = n
∏
p|n
(
1 − 1
pd
)
,
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where the product is taken over all prime divisors p|n, which counts the number of d-tuples
(u1, . . . , ud) ∈ Zdn with gcd(n, u1, . . . , ud) = 1.
Finally, it is also very natural to ask about the average energy of circulant graphs, where the
average is taken over all non-isomorphic circulant graphs (rather than over all distinct generating
sets). We believe that, at least for a fixed k, the techniques of [11] can be used to show that for
most of the graphs only sets S, T ∈T(n, d) with S = aT for some a ∈ Zn, gcd(a, n) = 1 give
rise to isomorphic graphs. After proving this, the approach of the present paper should apply.
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