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STOCHASTIC GRADIENT-FREE DESCENTS
XIAOPENG LUO∗ AND XIN XU∗
Abstract. In this paper we propose stochastic gradient-free methods and accelerated methods
with momentum for solving stochastic optimization problems. All these methods rely on stochastic
directions rather than stochastic gradients. We analyze the convergence behavior of these methods
under the mean-variance framework, and also provide a theoretical analysis about the inclusion of
momentum in stochastic settings which reveals that the momentum term we used adds a deviation
of order O(1/k) but controls the variance at the order O(1/k) for the kth iteration. So it is shown
that, when employing a decaying stepsize αk = O(1/k), the stochastic gradient-free methods can still
maintain the sublinear convergence rate O(1/k) and the accelerated methods with momentum can
achieve a convergence rate O(1/k2) in probability for the strongly convex objectives with Lipschitz
gradients; and all these methods converge to a solution with a zero expected gradient norm when
the objective function is nonconvex, twice differentiable and bounded below.
Key words. stochastic optimization, gradient-free, momentum, strongly convex, nonconvex,
convergence rate
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1. Introduction. In this paper, we develop and analyze stochastic gradient-free
descent (SGFD) methods and accelerated methods with momentum for solving the
following class of stochastic optimization problems:
(1) x∗ = arg min
x∈Rd
F (x),
where the real-valued function F is defined by
(2) F (x) := Eξ
[
f(x, ξ)
]
=
∫
Ξ
f(x, ξ)dP (ξ),
and {f(·, ξ), ξ ∈ Ξ} be a collection of real-valued functions with a given probability
distribution P over the index set Ξ.
In the context of machine learning applications, f(x, ξ) is often treated as the loss
function of a prediction function h incurred by the parameter vector x with respect to
the randomly selected sample ξ from a sample set {(Xi,Yi)}ni=1, i.e., ℓ(h(Xi;x),Yi);
accordingly, F is treated as the empirical risk given a parameter vector x with respect
to the distribution P . The popular methodology for such problems is the stochastic
gradient (SG) method [30, 29, 4, 16, 23]. Specifically, with an initial point x1, these
methods are characterized by the iteration
(3) xk+1 = xk − αkg(xk, ξk)
where αk > 0 is the stepsize and g(xk, ξk) is the stochastic gradient defined by
(4) g(xk, ξk) =
{ ∇f(xk, ξk),
1
nk
∑nk
i=1∇f(xk, ξk,i),
which is an unbiased estimator of the socalled full gradient ∇F (xk) [25, 5].
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The SG method was originally developed by Robbins and Monro [21] for smooth
stochastic approximation problems. It has convergence guarantees [6, 22, 16, 30, 5] and
has gained extensive empirical success in large-scale convex and nonconvex stochastic
optimization [29, 4, 23, 8, 12]. However, there are still notable difficulties with the SG
method [2], and some of them are closely related to the gradient itself. For example, it
might cause the vanishing and exploding gradient in training artificial neural networks
[3, 18]; moreover, the gradient is sometimes very difficult or even impossible to obtain.
From this point it is worth considering a simpler strategy that could avoid direct
gradient evaluations. Actually, gradient-free optimization methods, which is known in
the literature as the derivative-free [7, 26, 17, 10] or zero-order methods [9, 24] and also
called bandit optimization in the machine learning literature [1, 11, 24], were among
the first schemes suggested in the early days of the development of optimization theory
[15]; unfortunately, these methods seem to be much more difficult for theoretical
investigation and the possible rate of convergence is far below the efficiency of the
gradient-based schemes on an empirical level [17]. However, we see a restoration of the
interest to this topic in the last years [7, 17] and the gradient-free schemes have been
generalized to solve stochastic optimization problems; e.g., see [1, 11, 9, 24, 17]. And
these theoretical analyses ensure a rate of convergence O(1/
√
k) for convex functions
in stochastic settings, e.g., see [10] for recent work. But until now, there have been no
reports showing a convergence rate O(1/k) or beyond under strong convex conditions
for stochastic optimization problems.
In this work, we first propose stochastic gradient-free methods with the expected
rate of convergenceO(1/k) in probability for strongly convex objectives with Lipschitz
gradients, which retain the main advantage of gradient-based methods [6, 22, 16, 5].
We use the mean-variance framework for our analysis, which enables us to understand
the roles of deviation and variance in the error bound. In addition, we establish an
analysis based on the gamma function to obtain the orders for terms in the error bound
when employing a decaying stepsize αk = O(1/k) under a strong convex condition.
These advantages allow us to design an appropriate momentum term to control
both the additional deviation and variance at the order O(1/k). And then, by using
such a momentum term, we propose accelerated methods with the expected rate
of convergence O(1/k2) in probability for strongly convex objectives with Lipschitz
gradients, which is similar to the socalled heavy ball method in deterministic settings
[20, 5]. And it is worth pointing out that, in deterministic settings, there is also an
acceleration with a convergence rate O(1/k2) for the gradient-free methods [17].
Many important machine learning models may lead to nonconvex optimization
problems [5, 18]. So we also provide analyses when the objective function is nonconvex,
twice differentiable and bounded below. It is shown that all these methods converge
to a solution with a zero expected gradient norm.
The remainder of the paper is organized as follows. The next section introduces
the assumptions of objectives and the mean-variance framework. In section 3, we
propose the stochastic gradient-free descent methods and analyzes their convergence
behavior. On the basis of the conclusions obtained in section 3, we further propose the
accelerated methods with the rate of convergence O(1/k2) in probability for strongly
convex objectives in section 4. And finally, we draw some conclusions in section 5.
2. Assumptions and analysis framework. In this section, we shall first state
several assumptions of the objectives and then describe the mean-variance framework,
which is frequently used in the literature [26, 5] and has potential for analyzing a large
collection of stochastic optimization methods of various forms and characteristics.
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2.1. Assumptions of objectives. First, let us begin with a basic assumption of
smoothness of the objective function. Such an assumption is essential for convergence
analyses of our methods, as well as most gradient-based methods [5].
assumption 2.1 (Lipschitz-continuous gradients). The objective function F :
R
d → R is continuously differentiable and its gradient function ∇F : Rd → Rd is
Lipschitz continuous with Lipschitz constant 0 < L <∞, i.e.,
‖∇F (x′)−∇F (x)‖2 6 L‖x′ − x‖2 for all x′, x ∈ Rd.
Assumption 2.1 ensures that the gradient of the objective F is bounded and does
not change arbitrarily quickly with respect to the parameter vector. As an important
consequence of Assumption 2.1 we note that
(5)
∣∣F (x′)− F (x)−∇F (x)T(x′ − x)∣∣ 6 L
2
‖x′ − x‖22 for all x′, x ∈ Rd.
This inequality comes from
∣∣F (x′)− F (x)−∇F (x)T(x′−x)∣∣ 6 ∫ 1
0
∣∣∣∣(∇F (x + t(x′−x))−∇F (x))T(x′−x)
∣∣∣∣dt
6
∫ 1
0
‖∇F (x+ t(x′−x))−∇F (x)‖2‖x′−x‖2dt
6L‖x′−x‖22
∫ 1
0
tdt =
L
2
‖x′−x‖22.
Moreover, (5) is trivial if F is twice continuously differentiable with ‖∇2F (x)‖2 6 L.
Now we formalize a strong convexity assumption, which is often used to ensure
a sublinear convergence for the stochastic gradient methods; and the role of strong
sonvexity may be essential for such rates of convergence [16, 5].
assumption 2.2 (Strong convexity). The objective function F : Rd → R is
strongly convex in that there exists a constant l > 0 such that
(6) F (x′) > F (x) +∇F (x)T(x′ − x) + l
2
‖x′ − x‖22 for all x′, x ∈ Rd.
Hence, F has a unique minimizer, denoted as x∗ ∈ Rd with F∗ := F (x∗).
Notice that for any given x ∈ Rd, the quadratic model Q(t) = F (x)+∇F (x)T(t−
x) + l2‖t − x‖22 has the unique minimizer t∗ = x − 1l∇F (x) with Q∗(t∗) = F (x) −
1
2l‖∇F (x)‖22, then together with (6), one obtain
F∗ > F (x) +∇F (x)T(x∗ − x) + l
2
‖x∗ − x‖22 > F (x)−
1
2l
‖∇F (x)‖22,
that is, for a given point x ∈ Rd, the gap between the value of the objective and the
minima can be bounded by the squared ℓ2-norm of the gradient of the objective:
(7) 2l(F (x)− F∗) 6 ‖∇F (x)‖22.
This inequality is usually referred to as the Polyak- Lojasiewicz inequality which was
originally introduced by Polyak [19]. It is a sufficient condition for gradient descent
to achieve a linear convergence rate; and it is also a special case of the  Lojasiewicz
inequality proposed in the same year [14], which gives an upper bound for the distance
of a point to the nearest zero of a given real analytic function.
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Under Assumptions 2.1 and 2.2, it is very easy to see that l 6 L. Furthermore, if
F is twice continuously differentiable, then Assumptions 2.1 and 2.2 also imply that
0 < l 6 ‖∇2F (x)‖2 6 L <∞ for every x ∈ Rd.
Many important machine learning models may lead to nonconvex optimization
problems. Hence we formalize the following assumption so that we can also provide
meaningful guarantees in nonconvex settings.
assumption 2.3 (General objectives). The objective function F : Rd → R is
twice differentiable and bounded below by a scalar Finf < ∞, and particularly, the
mapping ‖∇F (x)‖22 : Rd → R+ has Lipschitz-continuous derivatives with Lipschitz
constant LG > 0.
2.2. Mean-variance framework. The mean-variance framework can be fully
described as a fundamental lemma for any iteration based on random steps, which is a
slight generalization of Lemma 4.2 in [5]. This lemma relies only on Assumption 2.1.
Lemma 2.4. Under Assumption 2.1, if for every k ∈ N, θk is any random vector
independent of xk and s(xk, θk) is a stochastic step depending on θk, then the iteration
xk+1 = xk + s(xk, θk)
satisfy the following inequality
Eθk [F (xk+1)]−F (xk)6∇F (xk)TEθk [s(xk,θk)]+
L
2
‖Eθk [s(xk,θk)]‖22+
L
2
Vθk [s(xk,θk)],
where the variance of s(xk, θk) is defined as
(8) Vθk [s(xk, θk)] := Eθk [‖s(xk, θk)‖22]− ‖Eθk [s(xk, θk)]‖22.
Proof. By Assumption 2.1, the iteration xk+1 = xk + s(xk, θk) satisfy
F (xk+1)− F (xk) 6∇F (xk)T(xk+1 − xk) + L
2
‖xk+1 − xk‖22
6∇F (xk)Ts(xk, θk) + L
2
‖s(xk, θk)‖22.
Noting that θk is independent of xk and taking expectations in these inequalities with
respect to the distribution of θk, we obtain
Eθk [F (xk+1)]− F (xk) 6 ∇F (xk)TEθk [s(xk, θk)] +
L
2
Eθk [‖s(xk, θk)‖22].
Recalling (8), we finally get the desired bound.
Regardless of the states before xk, the expected decrease in the objective function
yielded by the kth stochastic step s(xk, θk) could be bounded above by a quantity
involving (i) a positive definite quadratic form in the expectation of s(xk, θk), say,
(9) ∇F (xk)TEθk [s(xk, θk)] +
L
2
‖Eθk [s(xk, θk)]‖22,
and (ii) the variance of s(xk, θk). This lemma shows that, the bound of the expected
decrease Eθk [F (xk+1)] − F (xk) can be obtained by analyzing the expectation and
variance of the step s(xk, θk). Hence, it provides us with a basic analysis framework
for any iteration based on random steps.
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3. Stochastic gradient-free descent. The fundamental idea of gradient-free
methods is not to evaluate and apply gradients directly but to learn information about
gradients indirectly through stochastic directions and corresponding output feedbacks
of the objective function. In the following, we first describe the gradient-free method
and then analyze its behavior of iterations.
3.1. Methods. We now define our SGFD method as Algorithm 1. The random
vector ζk ∈ Rd here is referred to as stochastic direction. Very similar to stochastic
gradient method [5], the algorithm also presumes that three computational tools exist:
(i) a mechanism for generating a realization of random variables ξk and ζk (with {ξk}
or {ζk} representing a sequence of jointly independent random variables); (ii) given
an iteration number k ∈ N, a mechanism for computing a scalar stepsize αk > 0; and
(iii) given an iterate xk ∈ Rd and the realizations of ξk, ζk and αk, a mechanism for
computing a stochastic step s(xk, ξk, αk, ζk) ∈ Rd.
Algorithm 1 Stochastic Gradient-Free Descent (SGFD) Method
1: Choose an initial iterate x1.
2: for k = 1, 2, · · · do
3: Generate a realization of the random variables ξk and ζk.
4: Choose a stepsize αk > 0.
5: Compute a gradient-free stochastic step s(xk, ξk, αk, ζk).
6: Set the new iterate as xk+1 = xk + s(xk, ξk, αk, ζk).
7: end for
We consider the following four choices of the stochastic step s(xk, ξk, αk, ζk):
(10) s(xk, ξk, αk, ζk)=


(
f(xk, ξk)− f(xk + αkζk, ξk)
)
ζk,
1
nk
∑nk
i=1
(
f(xk, ξk,i)− f(xk + αkζk, ξk,i)
)
ζk,
1
nk
∑nk
i=1
[
1
mk
∑mk
j=1
(
f(xk, ξk,i,j)−f(xk+αkζk,i, ξk,i,j)
)]
ζk,i,
1
nk
∑nk
i=1
(
f(xk, ξk,i)− f(xk + αkζk,i, ξk,i)
)
ζk,i,
where the value of the random variables ξk and ζk need only be viewed as a seed for
generating a stochastic step, and both {ξk} and {ζk} are independent and identically
distributed for every k ∈ N. These four different possible choices in (10) depend
on how we coordinate the random selection of data samples and directions. And it
follows from (2) and (10) that
(11) Eξk,ζk [s(xk, ξk, αk, ζk)] = Eζk
[(
F (xk)− F (xk + αkζk)
)
ζk
]
,
which is referred to as an average descent direction with respect to the stepsize αk
and the distribution of ζk. And we use E[·] to denote an expected value taken with
respect to the joint distribution of all random variables, that is, the total expectation
operator can be defined as
(12) E[·] := Eξ1,ζ1Eξ2,ζ2 · · ·Eξk,ζk [·].
Correspondingly, when the objective function F is able and easy to calculate, we
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would also consider the following two choices of the stochastic step:
(13) s(xk, αk, ζk) =


(
F (xk)− F (xk + αkζk)
)
ζk,
1
nk
∑nk
i=1
(
F (xk)− F (xk + αkζk,i)
)
ζk,i,
which can be seen as special cases of (10).
Lemma 3.1. Under Assumption 2.1, the expectation of the stochastic steps (10)
satisfy that for every k ∈ N, αk > 0 and xk ∈ Rd, there is a Cxk,αkζk ∈ [−L,L], which
depends on xk and αkζk for every ζk, such that
Eξk,ζk [s(xk, ξk, αk, ζk)] = −αkEζk
[(
∇F (xk)Tζk
)
ζk
]
− α
2
k
2
Eζk
[
Cxk,αkζk
(
ζTk ζk
)
ζk
]
.
Proof. According to (5), there is a Cxk,αkζk ∈ [−L,L] for every ζk such that(
F (xk)− F (xk + αkζk)
)
ζk = −αk
(
∇F (xk)Tζk
)
ζk − α
2
k
2
Cxk,αkζk
(
ζTk ζk
)
ζk,
taking expectations with respect to the distribution of ζk and recalling (11), one
obtains
Eξk,ζk [s(xk, ξk, αk, ζk)] = Eζk
[(
F (xk)− F (xk + αkζk)
)
ζk
]
= −αkEζk
[(
∇F (xk)Tζk
)
ζk
]
− α
2
k
2
Eζk
[
Cxk,αkζk
(
ζTk ζk
)
ζk
]
,
as desired.
3.2. Distribution of random directions. We now formalize an assumption
of distribution of random directions as follows.
assumption 3.2. The d-dimensional random vectors {ζk} are independent and
identically distributed and simultaneously, for every k ∈ N, ζk ∈ Rd satisfy (i) the
mean of each component is 0, i.e.,
(14) E
[
ζ
(i)
k
]
= 0 for all i ∈ {1, · · · , d};
(ii) the covariance matrix is a unit matrix, i.e.,
(15) E
[
ζ
(i)
k ζ
(j)
k
]
=
{
1, i = j,
0, i 6= j;
and (iii) every component is bounded or has a finite nonzero fourth moment, i.e., for
all i ∈ {1, · · · , d}, it holds that
(16)
∣∣ζ(i)k ∣∣ 6 rζ or E[ζ(i)k ]4 6 m(4)ζ ,
where ζ
(i)
k is the ith element in vector ζk.
One of the typical choices for the distribution of ζk is, of course, the d-dimensional
standard normal distribution with zero mean and unit covariance matrix, whose each
component is obviously unbounded but has a finite fourth moment, say, E
[
ζ
(i)
k
]4
= 3
for all i ∈ {1, · · · , d}; another typical choice is the d-dimensional uniform distribution
on [−√3,√3]d, whose each component is bounded and has a finite fourth moment.
Under Assumption 3.2 alone, we could obtain the following lemma. Such a result
is essential for convergence analyses of all our methods. And in fact, although not so
intuitive, this lemma is a direct source of the basic idea for this work.
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Lemma 3.3. Under Assumption 3.2, for every vector ω ∈ Rd independent of ζk,
it follows that
(17) ω = Eζk
[(
ωTζk
)
ζk
]
,
and
(18)
∥∥Eζk[(ζTk ζk)ζk]∥∥∞ 6 dDζ and ∥∥Eζk[(ζTk ζk)ζk]∥∥2 6 d 32Dζ ,
where {ζk} are independent and identically distributed,
Dζ = min
(
rζ ,
√
1 +m
(4)
ζ /d− 1/d
)
,
rζ = ‖ζk‖∞, and m(4)ζ is the fourth moment of ζk.
Proof. Let v = Eζk [(ω
Tζk)ζk], then
v = Eζk
[( d∑
i=1
ω(i)ζ
(i)
k
)
ζk
]
=
d∑
i=1
ω(i)Eζk
[
ζ
(i)
k ζk
]
,
from Assumption 3.2 we further observed that for all 1 6 j 6 d,
v(j) =
d∑
i=1
ω(i)Eζk
[
ζ
(i)
k ζ
(j)
k
]
= ω(j), that is, ω = Eζk [(ω
Tζk)ζk].
Secondly, from Assumption 3.2, if every component of ζk is bounded, i.e., |ζ(i)k | 6
rζ , then one obtains
(19)
∥∥Eζk[(ζTk ζk)ζk]∥∥∞ 6 rζ
∣∣∣∣
d∑
i=1
Eζk
[
ζ
(i)
k ζ
(i)
k
] ∣∣∣∣ 6 drζ ;
or, if every component of ζk has a finite nonzero fourth moment m
(4)
ζ , then according
to Cauchy-Schwartz’s inequality, it follows that
∥∥Eζk[(ζTk ζk)ζk]∥∥∞ 6 max16j6dEζk
∣∣∣∣
( d∑
i=1
ζ
(i)
k ζ
(i)
k
)
ζ
(j)
k
∣∣∣∣
6 max
16j6d
[
Eζk
(
ζ
(j)
k ζ
(j)
k
)] 1
2
[
Eζk
( d∑
i=1
ζ
(i)
k ζ
(i)
k
)2] 12
together with (15), we further have
∥∥Eζk[(ζTk ζk)ζk]∥∥∞ 6
[
Eζk
( ∑
16i,s6d
ζ
(i)
k ζ
(i)
k ζ
(s)
k ζ
(s)
k
)] 1
2
6
[ d∑
i=1
Eζk
(
ζ
(i)
k
)4
+
∑
i6=l
Eζk
(
ζ
(i)
k ζ
(i)
k
)
Eζk
(
ζ
(l)
k ζ
(l)
k
)] 12
6
√
d
(
d+m
(4)
ζ − 1
)
,
(20)
then it follows from (19) and (20) that ‖Eζk [(ζTk ζk)ζk]‖∞ 6 dDζ ; and further,
‖Eζk [(ζTk ζk)ζk]‖2 6 d
1
2 ‖Eζk [(ζTk ζk)ζk]‖∞ 6 d
3
2Dζ,
and the proof is complete.
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3.3. Expectation analysis. The important role of Assumption 3.2 is to ensure
that 1
αk
Eξk,ζk [s(xk, ξk, αk, ζk)] an asymptotic unbiased estimator of −∇F (xk). And
it also allows us to analyze the bound of the quadratic form (9) in the expectation of
stochastic directions.
Theorem 3.4. Under Assumptions 2.1 and 3.2, the stochastic steps of SGFD
(Algorithm 1) satisfy the asymptotic unbiasedness
(21) lim
αk→0
Eξk,ζk
[
s(xk, ξk, αk, ζk)
]
αk
= −∇F (xk),
and for every k ∈ N, it follows that
‖Eξk,ζk [s(xk, ξk, αk, ζk)]‖2 6αk‖∇F (xk)‖2 +
α2kLd
3
2Dζ
2
and(22)
∇F (xk)TEξk,ζk [s(xk, ξk, αk, ζk)] 6− αk‖∇F (xk)‖22 +
α2kLd
3
2Dζ
2
‖∇F (xk)‖2,(23)
where the constant Dζ comes from Lemma 3.3.
Proof. According to Lemma 3.1, there are Cxk,αkζk ∈ [−L,L] such that
Eξk,ζk [s(xk, ξk, αk, ζk)] = −αkEζk
[(
∇F (xk)Tζk
)
ζk
]
− α
2
k
2
Eζk
[
Cxk,αkζk
(
ζTk ζk
)
ζk
]
.
First, it follows from Lemma 3.3 that
∇F (xk) = Eζk
[(
∇F (xk)Tζk
)
ζk
]
;
and then, let Rk = Eζk
[
C
(
ζTk ζk
)
ζk
]
, then from Assumption 3.2 and Lemma 3.3, there
is a Dζ ∈ (0,∞) such that
‖Rk‖∞ 6 LEζk
∥∥(ζTk ζk)ζk∥∥∞ 6 dLDζ and ‖Rk‖2 6 LEζk∥∥(ζTk ζk)ζk∥∥2 6 d 32LDζ.
Thus, one obtains (21) and (22) by noting that
∥∥∥∥Eξk,ζk
[
s(xk, ξk, αk, ζk)
]
αk
+∇F (xk)
∥∥∥∥
∞
6
αk
2
‖Rk‖∞ and
‖Eξk,ζk [s(xk, ξk, αk, ζk)]‖2 6 αk‖∇F (xk)‖2 +
α2k
2
‖Rk‖2;
and further obtains (23) by noting that
∇F (xk)TEξk,ζk [s(xk, ξk, αk, ζk)] =− αk‖∇F (xk)‖22 −
α2k
2
∇F (xk)TRk
6− αk‖∇F (xk)‖22 +
α2k
2
‖∇F (xk)‖2‖Rk‖2,
and the proof is complete.
3.4. Variance assumption. We follow [5] to make the following assumption
about the variance of random steps s(xk, ξk, αk, ζk). It states that the variance of
s(xk, ξk, αk, ζk) is restricted, but in a relatively minor manner.
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assumption 3.5. The objective function and SGFD (Algorithm 1) satisfy for all
k ∈ N, there exist scalars M > 0 and MV > 0 such that
Vξk,ζk [s(xk, ξk, αk, ζk)] 6 α
2
kM + α
2
kMV ‖∇F (xk)‖22.
According to Lemma 2.4, Theorem 3.4, and Assumption 3.5, it can be seen that for
all k ∈ N, the difference Eξk,ζk [F (xk+1)]−F (xk) is bounded above by a deterministic
quantity. This is what the following lemma states.
Lemma 3.6. Under Assumptions 2.1, 3.2 and 3.5, now suppose that the SGFD
method (Algorithm 1) is run with 0 < αk 6
1
L
for every k ∈ N, then
Eξk,ζk [F (xk+1)]− F (xk) 6 −αk‖∇F (xk)‖22 +
α2kLMG
2
‖∇F (xk)‖22 +
α2kLMd
2
,
where MG = MV +2, Md = M +
5d3D2ζ
4 , and the constant Dζ comes from Lemma 3.3.
Proof. It follows from (22) that
∥∥Eξk,ζk[s(xk, ξk, αk, ζk)]∥∥22 6
(
αk‖∇F (xk)‖2 + α
2
kLd
3
2Dζ
2
)2
6α2k‖∇F (xk)‖22 + α3kLd
3
2Dζ‖∇F (xk)‖2 +
α4kL
2d3D2ζ
4
,
together with the Arithmetic Mean Geometric Mean inequality, i.e.,
α3kLd
3
2Dζ‖∇F (xk)‖2 = αk‖∇F (xk)‖2 · α2kLd
3
2Dζ 6
α2k
2
‖∇F (xk)‖22 +
α4kL
2d3D2ζ
2
,
thus, by noting that αkL < 1, one obtains
∥∥Eξk,ζk[s(xk, ξk, αk, ζk)]∥∥22 6 3α2k2 ‖∇F (xk)‖22 +
3α2kd
3D2ζ
4
.
Similarly, by (23) and the Arithmetic Mean Geometric Mean inequality, it holds that
∇F (xk)TEξk,ζk
[
s(xk, ξk, αk, ζk)
]
6− αk‖∇F (xk)‖22 +
α2kL
2
d
3
2Dζ‖∇F (xk)‖2
6− αk‖∇F (xk)‖22 +
α2kL
4
‖∇F (xk)‖22 +
α2kLd
3D2ζ
4
.
Finally, by Lemma 2.4 and Assumption 3.5, the iterates generated by SGFD satisfy
Eξk,ζk [F (xk+1)]−F (xk) 6∇F (xk)TEξk,ζk
[
s(xk, ξk, αk, ζk)
]
+
L
2
‖Eξk,ζk
[
s(xk, ξk, αk, ζk)
]‖22+L2Vξk,ζk[s(xk, ξk, αk, ζk)]
6− αk‖∇F (xk)‖22 +
α2kLMG
2
‖∇F (xk)‖22 +
α2kLMd
2
,
and the proof is complete.
This lemma reveals that regardless of how the method arrived at the iterate xk,
the optimization process continues in a Markovian manner in the sense that xk+1 is
a random variable that depends only on the iterate xk, the seeds ξk and ζk, and the
stepsize αk and not on any past iterates. This is the same as in the case of stochastic
gradients [5].
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3.5. Average behavior of iterations. Here we mainly focus on the strongly
convex objective functions. According to Lemma 3.6, it is easy to analyze the average
behavior of the SGFD iterations for strongly convex objectives.
Theorem 3.7. Under Assumptions 2.1, 2.2, 3.2 and 3.5, now suppose that the
SGFD method (Algorithm 1) is run with 0 < αk 6
1
LMG
for every k ∈ N, then
E[F (xk+1)− F∗] 6
( k∏
i=1
(1− αil)
)
[F (x1)− F∗] + LMd
2
k∑
i=1
α2i
k∏
j=i+1
(1− αj l).
Proof. According to Lemma 3.6 and 0 < αk 6
1
LMG
, we have
Eξk,ζk [F (xk+1)] 6F (xk)− αk‖∇F (xk)‖22 +
α2kLMG
2
‖∇F (xk)‖22 +
α2kLMd
2
6F (xk)− αk
2
‖∇F (xk)‖22 +
α2kLMd
2
.
Subtracting F∗ from both sides and applying (7), this yields
Eξk,ζk [F (xk+1)]− F∗ 6F (xk)− F∗ −
αk
2
‖∇F (xk)‖22 +
α2kLMd
2
6F (xk)− F∗ − αkl
(
F (xk)− F∗
)
+
α2kLMd
2
=(1− αkl)
(
F (xk)− F∗
)
+
α2kLMd
2
,
and it follows from taking total expectations that
E[F (xk+1)− F∗] 6 (1− αkl)E[F (xk)− F∗] + α
2
kLMd
2
.
Thus, the desired result follows by repeatedly applying this inequality above through
iteration from 1 to k.
3.6. Convergence for strongly convex objectives. Here we will use a new
analysis approach based on the properties of the gamma function. First, according to
Theorem 3.7, under strong convex conditions, the convergence of the SGFD methods
is closely related to the following two limits:
(24) A := lim
k→∞
Ak and B := lim
k→∞
Bk,
where Ak =
∏k
i=1(1− αil) and Bk =
∑k
i=1 α
2
i
∏k
j=i+1(1− αj l). Therefore, the result
in Theorem 3.7 can be rewritten as
E[F (xk+1)− F∗] 6 [F (x1)− F∗]Ak + LMd
2
Bk.
More specifically, if there is a non-increasing stepsize sequence {αk}, satisfying αk 6
1
LMG
, such that A = 0 and B = 0, then we shall obtain the expected convergence
limk→∞ E[F (xk)] = F∗.
Now let us analyze the requirements that A and B are equal to 0 at the same
time. First, since αkl < 1 for every k ∈ N, we have
B = lim
k→∞
k∑
i=1
α2i
k∏
j=i+1
(1− αj l) >
(
lim
k→∞
k∑
i=1
α2i
)(
lim
k→∞
k∏
i=1
(1− αil)
)
= A lim
k→∞
k∑
i=1
α2i ,
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therefore, B = 0 implies A = 0. This requires that the stepsize sequence {αk} cannot
decay too quickly; for example, if we choose a stepsize sequence αk =
β
k2
with β < l−1
for every k ∈ N, then according to Euler’s product formula for sine, we have
A = lim
k→∞
k∏
i=1
(
1− βl
i2
)
=
sin(
√
βlπ)√
βlπ
6= 0, where 0 < βl < 1.
And otherwise, if we choose a fixed stepsize αk = α¯ =
α¯
k0
for every k ∈ N, then we
will find out
B = α¯2 lim
k→∞
k∑
i=1
(1− α¯l)k−i = α¯
l
6= 0;
and by further noting that A = limk→∞(1− α¯l)k = 0 at the same time, so it follows
that, similar to the case of the stochastic gradient descent method [5], the expected
objective values will converge linearly to a neighborhood of the optimal value, but the
random directions prevent further progress after some point; and it is apparent that
selecting a smaller stepsize worsens the contraction constant 1− α¯l in the convergence
rate, but allows one to arrive closer, i.e., bounded by α¯LMd2l , to the optimal value.
This implies that when the stepsize αk has a reasonable decay with respect to k,
the expected convergence can be guaranteed with A = B = 0. So, if we assume that
the stepsize αk decays like k
−s for k → ∞, then s must satisfy 0 < s < 2, otherwise
the limits A and B cannot be equal to 0 at the same time.
Let us consider a stepsize sequence such that, for every k ∈ N,
(25) αk =
β
k + σ
for some β >
1
l
and σ > 0 such that α1 6
1
LMG
.
This is a special case of the stepsize requirement given in the seminal work of Robbins
and Monro [21], which takes the form
∞∑
k=1
αk =∞ and
∞∑
k=1
α2k <∞.
If we take a stepsize sequence satisfying (25), then
(26) Ak =
k∏
i=1
i+ σ − βl
i+ σ
=
(1 + σ − βl)k
(1 + σ)k
=
Γ(1 + σ)
Γ(1 + σ − βl)
Γ(k + 1 + σ − βl)
Γ(k + 1 + σ)
,
where the shifted factorial or Pochhammer symbol (z)k is (z)k = z(z+1) · · · (z+k−1)
and Γ(z) is the gamma function for all z 6= 0,−1,−2, · · · ; in the last identity above,
we applied the relationship
(z)kΓ(z) = Γ(k + z),
which is extended from the recursive formula zΓ(z) = Γ(1+ z). The following lemma
gives the first-order asymptotic expansion of the ratio of two gamma functions:
Lemma 3.8 (Tricomi and Erde´lyi in [28]). For any a ∈ R,
Γ(x+ a)
Γ(x)
= xa +O
(
xa−1
)
as x→∞.
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Lemma 3.9. If a stepsize sequence takes the form (25), then we have the following
first-order asymptotic expansions
Ak =
Γ(1 + σ)
Γ(1 + σ − βl) (k + 1 + σ)
−βl +O
(
(k + 1 + σ)−1−βl
)
and
Bk =
Ckβ
2
βl − 1(k + 1+ σ)
−1 +O
(
(k + 1 + σ)−2
)
as k →∞, where Ck tends to 1 as k →∞.
Proof. First, the first-order asymptotic expansion of Ak can be directly obtained
from (26) and Lemma 3.8. And similar to (26), we obtain
Bk =
k∑
i=1
β2
(i+σ)2
k∏
j=i+1
j+σ−βl
j+σ
= β2
Γ(k+1+σ−βl)
Γ(k+1+σ)
k∑
i=1
1
(i+σ)2
Γ(i+1+σ)
Γ(i+1+σ−βl).
And it follows from Lemma 3.8 that
k∑
i=1
1
(i+σ)2
Γ(i+1+σ)
Γ(i+1+σ−βl) =
k∑
i=1
(i+1+σ−βl)βl
(i+σ)2
+O
(
k∑
i=1
(i+1+σ−βl)βl−1
(i+ σ)2
)
=
Ck
βl − 1(k + 1 + σ)
βl−1 +O
(
(k + 1 + σ)βl−2
)
,
where Ck tends to 1 as k →∞; in the last identity above, we applied the relationship
O
(∑k
i=1 i
a
)
=
∫ k
0
(t+ 1)adt = (k+1)
a+1−1
a+1 for any a ∈ R. Hence, we finally get
Bk =
Ckβ
2
βl − 1(k + 1 + σ)
−1 +O
(
(k + 1 + σ)−2
)
,
as desired.
Theorem 3.10. Under Assumptions 2.1, 2.2, 3.2 and 3.5, suppose that the SGFD
method (Algorithm 1) is run with a stepsize sequence {αk} taking the form (25), then
E[F (xk)]− F∗ 6 CAΓ(1 + σ)
Γ(1 + σ − βl)
F (x1)− F∗
(k + 1 + σ)βl
+
CBβ
2
2(βl − 1)
LMd
k + 1 + σ
.
According to (25), we have βl > 1, then it holds that E[F (xk)]− F∗ = O(1/k).
3.7. Convergence for general objectives. Similar to the case of the classical
stochastic gradient method, although the nonconvex objective functions might possess
multiple local minima and other stationary points, we can also provide meaningful
guarantees for the SGFD method in nonconvex settings.
Lemma 3.11. Under Assumptions 2.1, 2.3, 3.2 and 3.5, suppose that the sequence
of iterates {xk} is generated by the SGFD method (Algorithm 1) with a stepsize se-
quence {αk} taking the form (25) and satisfying α1 6 1LMG , then
∞∑
i=1
αiE
[‖∇F (xk)‖22] <∞,
and therefore, lim infk→∞ E[‖∇F (xk)‖22] = 0.
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Proof. According to Lemma 3.6 and 0 < αk 6
1
LMG
, we have
Eξk,ζk [F (xk+1)]− F (xk) 6− αk‖∇F (xk)‖22 +
α2kLMG
2
‖∇F (xk)‖22 +
α2kLMd
2
6− αk
2
‖∇F (xk)‖22 +
α2kLMd
2
,
and it follows from taking total expectations that
E[F (xk+1)]− E[F (xk)] 6 −αk
2
E
[‖∇F (xk)‖22]+ α2kLMd2 ,
by repeatedly applying this inequality above through iteration from 1 to k, we get
Finf − F (x1) 6 E[F (xk+1)]− F (x1)+ 6 −1
2
k∑
i=1
αiE
[‖∇F (xk)‖22]+ LMd2
k∑
i=1
α2i ,
and we further obtain
k∑
i=1
αiE
[‖∇F (xk)‖22] 6 2(F (x1)− Finf)+ LMd k∑
i=1
α2i ,
thus, (25) implies that
∑∞
i=1 α
2
i < ∞, further, the right-hand side of this inequality
converges to a finite limit as k tends to ∞; this implies lim infk→∞ E[‖∇F (xk)‖22] = 0
since
∑∞
i=1 αi =∞, so the proof is complete.
Now we could prove the following theorem which guarantees that the expected
gradient norms converge to zero for the gradient-free method in nonconvex settings.
Theorem 3.12. Suppose the conditions of Lemma 3.11 hold. Then
lim
k→∞
E
[‖∇F (xk)‖22] = 0.
Proof. From Assumption 2.3 and ∇‖∇F (xk)‖22 = 2∇2F (xk)∇F (xk), we have
‖∇F (xk+1)‖22 − ‖∇F (xk)‖22 6
[∇‖∇F (xk)‖22]T(xk+1 − xk) + LG2 ‖xk+1 − xk‖22
=2∇2F (xk)T∇F (xk)T(xk+1 − xk) + LG
2
‖xk+1 − xk‖22,
noting that xk+1 − xk = s(xk, ξk, αk, ζk), taking expectations with respect to the
distribution of ξk and ζk, and using Assumption 2.1, we get
Eξk,ζk
[‖∇F (xk+1)‖22]− ‖∇F (xk)‖22
62∇2F (xk)T∇F (xk)TEξk,ζk [s(xk, ξk, αk, ζk)] +
LG
2
Eξk,ζk
[‖s(xk, ξk, αk, ζk)‖22]
62L‖∇F (xk)‖2‖Eξk,ζk [s(xk, ξk, αk, ζk)]‖2 +
LG
2
Eξk,ζk
[‖s(xk, ξk, αk, ζk)‖22],
together with Theorem 3.4 and Assumption 3.5, we have
Eξk,ζk
[‖∇F (xk+1)‖22]− ‖∇F (xk)‖22 6 2Lαk‖∇F (xk)‖22 + α2kA4 ‖∇F (xk)‖22 + α
2
kB
8
,
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where A = 4L + 3LG + 2LGMV and B = 4L
3d3D2ζ + 3LGd
3D2ζ + 4LGM . And it
follows from taking total expectations that
E[‖∇F (xk+1)‖22]− E[‖∇F (xk)‖22] 62LαkE[‖∇F (xk)‖22] +
α2kA
4
E[‖∇F (xk)‖22] +
α2kB
8
6
(
2L+
A
4LMG
)
αkE[‖∇F (xk)‖22] +
α2kB
8
,
by repeatedly applying the last inequality above through iteration from 1 to k, and
rearranging, we could get
E[‖∇F (xk+1)‖22] 6 ‖∇F (x1)‖22 +
(
2L+
A
4LMG
) k∑
i=1
αiE[‖∇F (xk)‖22] +
B
8
k∑
i=1
α2k,
thus, it follows from Lemma 3.11 and (25) that E[‖∇F (xk)‖22] < ∞ for every k ∈ N.
Further, if we let
S+k =
k−1∑
i=1
max(0,E[‖∇F (xk+1)‖22]− E[‖∇F (xk)‖22])
and S−k =
k−1∑
i=1
max(0,E[‖∇F (xk)‖22]− E[‖∇F (xk+1)‖22]),
then we have
E[‖∇F (xk)‖22] = ‖∇F (x1)‖22 + S+k − S−k ,
and it is clear that
S+k 6
(
2L+
A
4LMG
) k∑
i=1
αiE[‖∇F (xk)‖22] +
B
8
k∑
i=1
α2k <∞,
that is, the nondecreasing sequence {S+k }k is upper bounded and therefore converges;
further, note that E[‖∇F (xk)‖22] > 0 gives S−k 6 ‖∇F (x1)‖22 + S+k , we know that the
nondecreasing sequence {S−k }k is upper bounded and therefore also converges. Hence,
the sequence {E[‖∇F (xk)‖22]}k converges, and further, lim infk→∞ E[‖∇F (xk)‖22] = 0
(Lemma 3.11) means that this limit must be zero, as we desired.
4. Accelerated method with momentum. Stochastic gradient methods with
momentum are very popular because of their practical performance in the community
working on training deep neural networks [13, 27]. Now we will add a momentum
term to our gradient-free methods. Especially, we provide a mean-variance analysis
about the inclusion of momentum in stochastic settings. And it is shown that when
employing a decaying stepsize αk = O(1/k), the momentum term we used adds a
deviation of order O(1/k) but controls the variance at the order O(1/k) for the kth
iteration. This make our accelerated method to achieve a convergence rate O(1/k2).
4.1. Methods. Gradient-free methods with momentum are procedures in which
each step is chosen as a weighted average of all historical stochastic directions. And
specifically, with an initial point x1, these methods are characterized by the iteration
(27) xk+1 ← xk + αk vk∑k
j=1
∏k
l=j γ(l)
,
STOCHASTIC GRADIENT-FREE DESCENTS 15
where the direction vector vk could be recursively defined as
vk = γ(k)vk−1 +
1
αk
s(xk, ξk, αk, ζk),
the changing decay factor γ(k) ∈ (0, 1) takes the form
(28) γ(k) =
( k
k + 1
)p
, where p > 0,
and the stepsize sequence {αk} takes the form
(29) αk =
β
k + σ
for some β >
4
l
and σ > 0 such that α1 6
1
LM
(1)
G,p
;
here, the constant M
(k)
G,p will be given in Lemma 4.7.
Notice that
∏k
l=j γ(l) =
jp
(k+1)p , the direction vector could be rewritten as
vk =
1
(k + 1)p
k∑
j=1
jp
αj
s(xj , ξj , αj , ζj).
Thus, these methods can be rewritten by the iteration
(30) xk+1 ← xk + αkmk,
where the weighted average direction
(31) mk =
vk∑k
i=1
∏k
l=i γ(l)
=
1∑k
i=1 i
p
k∑
j=1
jp
αj
s(xk + δj,k, ξj , αj , ζj),
where δj,k = xj − xk for all 1 6 j 6 k. And notice that the accelerated method with
momentum and the SGFD method are exactly the same in the first iteration.
4.2. Expectation analysis. It is very reasonable to expect that the accelerated
method with momentum could also reach the sublinear convergence rateO(1/k) under
a strong convexity condition, like the SGFD method.
Actually, since the accelerated method is the same as the SGFD method in the
first iteration, we assume, without loss of generality, that the first k iterations {xj}kj=1
generated by (30) has the sublinear convergence rate under Assumptions 2.1, 2.2, 3.2
and 3.5, that is, for every 1 6 j 6 k, we have
(32) E[F (xj)]− F∗ = O(1/k);
or equivalently, by noting that Assumption 2.2, we have
(33) E[‖xj − x∗‖22] 6 2l−1(E[F (xj)]− F∗) = O
(
j−1
)
;
and further, for every 1 6 j 6 k, it follows from (33) that
(34) E[‖δj,k‖22] = E[‖xj − xk‖22] 6 E[‖xj − x∗‖2 + ‖xk − x∗‖2]2 = O
(
j−1
)
.
And then, V[δj,k] > 0 from the use of stachastic directions, so we have
(35) ‖E[δj,k]‖22 < ‖E[δj,k]‖22 + V[δj,k] = E[‖δj,k‖22] = O
(
j−1
)
.
that is, ‖E[δj,k]‖2 tends to zero strictly faster than O(j− 12 ). Hence, we introduce the
following assumption.
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assumption 4.1. The sequence of iterates {xj}kj=1 satisfy for every k ∈ N and
1 6 j 6 k, there is a fixed κ > 0 such that
(36) ‖E[δj,k]‖22 = O
(
j−κE[‖δj,k‖22]
)
.
According to (34) and (36), we obtain
(37) ‖E[δj,k]‖2 = O
(
j−
1+κ
2
)
.
We will finally show that Assumption 4.1 implies actually ‖E[δj,k]‖2 = O(j−1) in
subsection 4.5.
In the rest of section 4, we shall prove by induction on k that the acceleration
method maintain the sublinear convergence rate O(1/k) under a strong convexity
condition; and furthermore, we shall also prove that it can achieve a convergence rate
O(1/k2) under Assumption 4.1.
Now we prove two lemmas which are necessary for the mean-variance analysis.
Lemma 4.2. Under the conditions of (32), suppose that the sequence of iterates
{xj}kj=1 is generated by (30) with a stepsize sequence {αk} taking the form (29) and
a changing decay factor γ(k) taking the form (28). Then, there is τp <∞ such that
(38)
1
αk
∑k
i=1
∏k
l=i γ(l)
k∑
j=1
αj
k∏
l=j
γ(l) 6 τp,
and there is D′p < ∞ such that for any given diagonal matrix Λ = diag(λ1, · · · , λd)
with λi ∈ [−L,L], the inequality
(39)
1
√
αk
∑k
i=1
∏k
l=i γ(l)
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
6
LD′p
2
holds in probability.
Proof. According to (28), we have
∏k
l=j γ(l) =
jp
(k+1)p ; by further noting that
αj = O(1/j), it follows that
k∑
j=1
αj
k∏
l=j
γ(l) =
∑k
j=1 αjj
p
(k + 1)p
= O
(∑k
j=1 j
p−1
(k + 1)p
)
= O
(
kp
(k + 1)p
)
= O(1),
and
(40) αk
k∑
j=1
k∏
l=j
γ(l) =
∑k
j=1 j
p
αk(k + 1)p
= O
( ∑k
j=1 j
p
(k + 1)p+1
)
= O
(
kp+1
(k + 1)p+1
)
= O(1),
these two results above yield the inequality (38).
Similar to (40), we also have
√
αk
∑k
j=1
∏k
l=j γ(l) = O
(
k
1
2
)
; thus, to prove (39),
we only need to show that
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
=
‖∑kj=1 Λδj,kjp‖2
(k + 1)p
= O(k 12 ) or ∥∥∥∥
k∑
j=1
Λδj,kj
p
∥∥∥∥
2
= O(kp+ 12 )
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holds in probability. We use the mean-variance analysis: it follows from (35) that
E
[ k∑
j=1
Λδj,kj
p
]
= Λ
k∑
j=1
jp E[δj,k] = O
(
Λ
k∑
j=1
jp−
1
2
)
= O(kp+ 12 );
meanwhile, according to (35), we also have
V
[ k∑
j=1
Λδj,kj
p
]
= Λ2
k∑
j=1
j2p V[δj,k] 6 Λ
2
k∑
j=1
j2p−1 = O(k2p).
Using Chebyshev’s inequality, there is a C > 0 such that for ǫ > 0,
(41) P
(∥∥∥∥
k∑
j=1
Λδj,kj
p − Ckp+ 12Λ
∥∥∥∥
2
> ǫkpΛ
)
6
1
ǫ2
,
which gives the inequality (39) in probability.
Under Assumption 4.1, it is clear that (39) could be further strengthened.
Lemma 4.3. Suppose the conditions of Lemma 4.2 and Assumption 4.1 hold.
Then, there is Dp <∞ such that for any given diagonal matrix Λ = diag(λ1, · · · , λd)
with λi ∈ [−L,L], the inequality
(42)
1
αsk
∑k
i=1
∏k
l=i γ(l)
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
6
LDp
2
holds in probability, where s = min
(
1, 1+κ2
)
.
Proof. Similar to (40), we have α
1+κ
2
k
∑k
j=1
∏k
l=j γ(l) = O
(
k
1−κ
2
)
; thus, to prove
(42), we only need to show that
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
=
‖∑kj=1 Λδj,kjp‖2
(k + 1)p
= O(k 1−κ2 ) or ∥∥∥∥
k∑
j=1
Λδj,kj
p
∥∥∥∥
2
=O(kp+ 1−κ2 )
holds in probability. First,
E
[ k∑
j=1
Λδj,kj
p
]
= Λ
k∑
j=1
jp E[δj,k] = O
(
Λ
k∑
j=1
jp−
1+κ
2
)
=
(
kp+
1−κ
2
)
;
together with (41) and using Chebyshev’s inequality, there is a C > 0 such that
P
(∥∥∥∥
k∑
j=1
δj,kj
p − Ckp+ 1−κ2 Λ
∥∥∥∥
2
> ǫV kpΛ
)
6
1
ǫ2
.
It is worth noting that when κ > 1, the variance will become the principal part; so
the proof is complete.
From Lemmas 4.2 and 4.3 we can get different deviations of the expectation.
Theorem 4.4. Suppose the conditions of Lemma 4.2 hold. Then the weighted
average directions (31) satisfy the asymptotic unbiasedness
(43) lim
αk→0
E[mk] = −∇F (xk),
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and for every k ∈ N, it follows that
‖E[mk]‖2 6‖∇F (xk)‖2 +
√
αkLD
′
p + αkLd
3
2Dζτp
2
and(44)
∇F (xk)TE[mk] 6− ‖∇F (xk)‖22 +
√
αkLD
′
p + αkLd
3
2Dζτp
2
‖∇F (xk)‖2(45)
in probability, where the constant Dζ comes from Lemma 3.3.
Proof. Let ∆j,k denote the difference of ∇F (xj) and ∇F (xk), i.e.,
∆j,k = ∇F (xj)−∇F (xk) = ∇F (xk + δj,k)−∇F (xk),
then according to Assumption 2.1,
(46) ‖∆j,k‖∞ 6 ‖∆j,k‖2 6 L‖δj,k‖2;
therefore, there is a diagonal matrix Λ = diag(λ1, · · · , λd) with λi ∈ [−L,L] such that
∆j,k = Λδj,k. Then, along with Lemma 3.1, there are {Cj}kj=1 with Cj 6 L such that
E[mk] =
1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
∏k
l=j γ(l)
αj
Eξj ,ζj [s(xj , ξj , αj , ζj)]
= − 1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
[ k∏
l=j
γ(l)
(
∇F (xj) + αj
2
Eζj
[
Cj
(
ζTj ζj
)
ζj
])]
= − 1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
[ k∏
l=j
γ(l)
(
∇F (xk) + Λδj,k + αj
2
Eζj
[
Cj
(
ζTj ζj
)
ζj
])]
= −∇F (xk)− 1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
[ k∏
l=j
γ(l)
(
Λδj,k +
αj
2
Eζj
[
Cj
(
ζTj ζj
)
ζj
])]
,
and we rewrite it further as
(47) E[mk] = −∇F (xk)−Rδ −R,
where two vectors Rδ, R ∈ Rd are given as
Rδ :=
1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
( k∏
l=j
γ(l)Λδj,k
)
and
R :=
1∑k
i=1
∏k
l=i γ(l)
k∑
j=1
(
αj
∏k
l=j γ(l)
2
Eζj
[
Cj
(
ζTj ζj
)
ζj
])
.
First, it follows from Lemmas 3.3 and 4.2 that
‖R‖2 6 αkLd
3
2Dζ
2
1
αk
∑k
i=1
∏k
l=i γ(l)
k∑
j=1
αj
k∏
l=j
γ(l) 6
αkLd
3
2Dζτγ
2
.
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and second, according to Lemma 4.2, we have
‖Rδ‖2 6
√
αk√
αk
∑k
i=1
∏k
l=i γ(l)
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
6
√
αkLD
′
p
2
;
Thus, one obtains (43) and (44) by noting that
‖E[mk] +∇F (xk)‖∞ 6‖Rδ‖∞ + ‖R‖∞ 6 ‖Rδ‖2 + ‖R‖2 and
‖E[mk]‖2 6‖∇F (xk)‖2 + ‖Rδ‖2 + ‖R‖2;
and further obtains (45) by noting that
∇F (xk)TE[mk] =− ‖∇F (xk)‖22 −∇F (xk)T(Rδ +R)
6− ‖∇F (xk)‖22 + ‖∇F (xk)‖2(‖Rδ‖2 + ‖R‖2),
and the proof is complete.
Under Assumption 4.1, (44) and (45) can be further improved.
Theorem 4.5. Suppose the conditions of Lemma 4.3 hold. Then for every k ∈ N,
the following conditions
‖E[mk]‖2 6‖∇F (xk)‖2 + α
s
kLDp + αkLd
3
2Dζτp
2
and(48)
∇F (xk)TE[mk] 6− ‖∇F (xk)‖22 +
αskLDp + αkLd
3
2Dζτp
2
‖∇F (xk)‖2(49)
hold in probability, where s = min
(
1, 1+κ2
)
and the constant Dζ comes from Lemma 3.3.
Proof. It follows from (46) and Lemma 4.3 that there exists a diagonal matrix
Λ = diag(λ1, · · · , λd) with λi ∈ [−L,L]
‖Rδ‖2 6 α
s
k
αsk
∑k
i=1
∏k
l=i γ(l)
∥∥∥∥
k∑
j=1
Λδj,k
k∏
l=j
γ(l)
∥∥∥∥
2
6
αskLDp
2
.
Recalling (47) and ‖R‖2 6 αkLd
3
2Dζτγ
2 , then yields (48) and (49).
4.3. Variance analysis. As an important result, we will show that the changing
decay factor (28) could reduce the variance of mk to zero with a rate O(k−1).
Lemma 4.6. Under the conditions of Assumption 3.5, suppose that (i) suppose
that the sequence of iterates {xj}kj=1 is generated by (30) with a stepsize sequence
{αk} taking the form (29) and a changing decay factor γ(k) taking the form (28), and
(ii) the sequence {xk} satisfies ‖xi − xj‖2 6 D for any i, j ∈ N, then
(50) V[mk] 6 Cpαk
(
M + 2MV ‖∇F (xk)‖22 + 2MV L2D2
)
where Cp is a positive real constant.
Remark 4.1. If we consider a fixed decay factor γ ∈ (0, 1), then
∑k
i=1
(∏k
l=i γ(l)
)2(∑k
i=1
∏k
l=i γ(l)
)2 =
∑k
j=1 γ
2(k−j)(∑k
i=1 γ
k−i
)2 = 1− γ2k1− γ2 (1− γ)
2
(1− γk)2 =
1− γ
1 + γ
1 + γk
1− γk .
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Further note that 1−γ1+γ
1+γk
1−γk
decays to 1−γ1+γ as k increases for 0 < γ < 1, so in this
case, the variance of mk could be finally reduced to
1− γ
1 + γ
(
M + 2MV ‖∇F (xk)‖22 + 2MV L2D2
)
.
Proof. According to Assumption 2.1 and (46), there is a diagonal matrix Λ =
diag(λ1, · · · , λd) with λi ∈ [−L,L] such that
∇F (xj) = ∇F (xk + δj,k) = ∇F (xk) + Λδj,k,
where xj = xk + δj,k; and by further noting that ‖δj,k‖2 = ‖xj − xk‖2 6 D, we have
‖∇F (xj)‖22 6
(
‖∇F (xk)‖2 + L‖δj,k‖2
)2
6‖∇F (xk)‖22 + L2‖δj,k‖22 + 2L‖δj,k‖2‖∇F (xk)‖2
62‖∇F (xk)‖22 + 2L2‖δj,k‖22 6 2‖∇F (xk)‖22 + 2L2D2.
Hence, along with Assumption 3.5, we obtain
V[mk] =
1(∑k
i=1
∏k
l=i γ(l)
)2
k∑
j=1
(∏k
l=i γ(l)
)2
α2j
Vξj ,ζj [s(xj , ξj , αj , ζj)]
6
1(∑k
i=1
∏k
l=i γ(l)
)2
k∑
j=1
( k∏
l=i
γ(l)
)2(
M +MV ‖∇F (xj)‖22
)
6
∑k
i=1
(∏k
l=i γ(l)
)2(∑k
i=1
∏k
l=i γ(l)
)2(M + 2MV ‖∇F (xk)‖22 + 2MV L2D2).
According to (28),
∏k
l=i γ(l) =
ip
(k+1)p . Since 0 <
ip
(k+1)p < 1 for any p > 0 and every
i = 1, · · · , k, we have i2p(k+1)2p < i
p
(k+1)p , then it follows that∑k
i=1
i2p
(k+1)2p(∑k
i=1
ip
(k+1)p
)2 <
∑k
i=1
ip
(k+1)p(∑k
i=1
ip
(k+1)p
)2 = 1∑k
i=1
ip
(k+1)p
,
by further noting that
k∑
i=1
ip
(k + 1)p
=
1
(k + 1)p
k∑
i=1
ip = O(k) for any p > 0.
this gives V[mk] = O(k−1) = O(αk), and the proof is complete.
Combining Theorems 4.4 and 4.5 and Lemma 4.6, we can obtain two different
bounds for each iteration of the accelerated method.
Lemma 4.7. Under the conditions of Theorem 4.4 and Lemma 4.6, suppose that
the stepsize sequence {αk} satisfies αk 6 1L . Then, the inequality
Eξk,ζk [F (xk+1)]− F (xk) 6 −
3αk
4
‖∇F (xk)‖22 +
α2kLM
(k)
G,p
2
‖∇F (xk)‖22 +
α2kLM
(k)
d,p,1
2
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holds in probability, where M
(k)
G,p =
3
2 + 2αkCpMV and M
(k)
d,p,1 =
5LD′′p
2
4 + αkCp(M +
2MV L
2D2); further,
lim
k→∞
M
(k)
G,p =
3
2
and lim
k→∞
M
(k)
d,p,1 =
5LD′′p
2
4
.
Proof. According to (44), there is a D′′p > D
′
p such that
Eξk,ζk [mk] 6 ‖∇F (xk)‖2 +
√
αkLD
′′
p
2
,
together with the Arithmetic Mean Geometric Mean inequality, one obtains
‖Eξk,ζk [mk]‖22 6
(
‖∇F (xk)‖2 +
√
αkLD
′′
p
2
)2
6‖∇F (xk)‖22 +
√
αkLD
′′
p‖∇F (xk)‖2 +
αkL
2D′′p
2
4
6
3
2
‖∇F (xk)‖22 +
3αkL
2D′′p
2
4
.
Similarly, by (45) and the Arithmetic Mean Geometric Mean inequality, it holds that
∇F (xk)TEξk,ζk [mk] 6− ‖∇F (xk)‖22 +
√
αkLD
′′
p
2
‖∇F (xk)‖2
6− 3
4
‖∇F (xk)‖22 +
αkL
2D′′p
2
4
.
Finally, by Lemma 2.4 and Assumption 3.5, and αk 6
1
L
, the iterates satisfy
Eξk,ζk[F (xk+1)]−F (xk) 6∇F (xk)TEξk,ζk[αkmk] +
L
2
‖Eξk,ζk[αkmk]‖22+
L
2
Vξk,ζk[αkmk]
=αk∇F (xk)TEξk,ζk[mk] +
α2kL
2
‖Eξk,ζk[mk]‖22+
α2kL
2
Vξk,ζk[mk]
6− 3αk
4
‖∇F (xk)‖22 + α2kL
(
3
4
+ αkCpMV
)
‖∇F (xk)‖22
+
α2kL
2
(
5LD′′p
2
4
+ αkCp(M + 2MV L
2D2)
)
=− αk‖∇F (xk)‖22 +
α2kLM
(k)
G,p
2
‖∇F (xk)‖22 +
α2kLM
(k)
d,p,1
2
,
and the proof is complete.
From Theorem 4.5, the following lemma could be proved in the same way as the
proof of Lemma 4.7.
Lemma 4.8. Under the conditions of Theorem 4.5 and Lemma 4.6, suppose that
the stepsize sequence {αk} satisfies αk 6 1L . Then, the inequality
Eξk,ζk [F (xk+1)]−F (xk) 6 −
3αk
4
‖∇F (xk)‖22+
α2kLM
(k)
G,p
2
‖∇F (xk)‖22 +
α2+κ
′
k LM
(k)
d,p,2
2
holds in probability, where κ′ = min(1, κ), the constant M
(k)
G,p comes from Lemma 4.7,
M
(k)
d,p,2 =
5
4
LD′′′p
2
(Dp + d
3
2Dζτp)
2 + Cpα
1−κ′
2
k (M + 2MV L
2D2),
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and D′′′p > Dp is a constant such that Eξk,ζk [mk] 6 ‖∇F (xk)‖2 + α
1+κ′
2
k LD
′′′
p /2.
4.4. Average behavior of iterations. According to Lemmas 4.7 and 4.8, it
is also easy to analyze the average behavior of iterations of the accelerated method
for strong convex functions. And the following theorems could be proved in the same
way as the proof of Theorem 3.7.
Theorem 4.9. Under the conditions of Lemma 4.7 and Assumption 2.2, suppose
that the stepsize sequence {αk} satisfies αk 6 1
LM
(1)
G,p
. Then, the inequality
E[F (xk+1)− F∗] 6
[
k∏
i=1
(
1− αil
2
)]
[F (x1)− F∗] + LMd,p,1
2
k∑
i=1
α2i
k∏
j=i+1
(
1− αil
2
)
holds in probability, where the constants M
(k)
G,p and Md,p,1 come from Lemma 4.7.
Theorem 4.10. Under the conditions of Lemma 4.8 and Assumption 2.2, suppose
that the stepsize sequence {αk} satisfies αk 6 1
LM
(1)
G,p
. Then, the inequality
E[F (xk+1)−F∗] 6
[
k∏
i=1
(
1− αil
2
)]
[F (x1)−F∗]+LMd,p,2
2
k∑
i=1
α2+κ
′
i
k∏
j=i+1
(
1− αil
2
)
holds in probability, where κ′ = min(1, κ), the constants M
(k)
G,p and Md,p,2 come from
Lemma 4.8.
4.5. Convergence for strongly convex objectives. From Theorem 4.9, the
following theorem could be proved in the same way as the proof of Theorem 3.10.
The only difference is replacing the factor βl with βl2 .
Theorem 4.11. Suppose the conditions of Theorem 4.9 hold. Then the bound
E[F (xk)]− F∗ 6 CAΓ(1 + σ)
Γ(1 + σ − βl2 )
F (x1)− F∗
(k + 1 + σ)
βl
2
+
CBβ
2
βl − 2
LMd,γ
k + 1 + σ
holds in probability. According to (29), we have βl > 4, then E[F (xk)]−F∗ = O(1/k).
Note that for the (k+1)th iteration, the entire mean-variance analysis process is
only related to the first k iterations. Thus, we have proved (32) by induction on k.
Now we will prove that the accelerated methods with momentum can achieve a
convergence rate O(1/k1+s).
Theorem 4.12. Suppose the conditions of Theorem 4.10 hold. Then the bound
E[F (xk)]− F∗ 6 CAΓ(1 + σ)
Γ(1 + σ − βl2 )
F (x1)− F∗
(k + 1 + σ)
βl
2
+
C′Bβ
2+κ′
βl − 2
LMd,γ
(k + 1 + σ)1+κ′
holds in probability, where κ′ = min(1, κ). Further, according to (29), we have βl > 4,
then it holds that E[F (xk)]− F∗ = O(1/k1+κ′).
Proof. Similar to (26), we obtain
k∑
i=1
α2+κ
′
i
k∏
j=i+1
(
1− αil
2
)
=
k∑
i=1
β2+κ
′
(i + σ)2+κ′
k∏
j=i+1
j + σ − βl2
j + σ
=β2+κ
′ Γ(k + 1 + σ − βl2 )
Γ(k + 1 + σ)
k∑
i=1
1
(i+ σ)2+κ′
Γ(i+ 1 + σ)
Γ(i + 1+ σ − βl2 )
.
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And it follows from Lemma 3.8 that
k∑
i=1
1
(i+σ)2+κ′
Γ(i+1+σ)
Γ(i+1+σ− βl2 )
=
k∑
i=1
(i+1+σ− βl2 )
βl
2
(i+σ)2+κ′
+O
( k∑
i=1
(i+1+σ− βl2 )
βl
2 −1
(i+σ)2+κ′
)
=
C′k
βl
2 − 1
(k+1+σ)
βl
2 −1−κ
′
+O
(
(k+1+σ)
βl
2 −2−κ
′
)
,
where C′k tends to 1 as k →∞. Together with
β2+κ
′ Γ(k + 1 + σ − βl2 )
Γ(k + 1 + σ)
= β2+κ
′
(k + 1 + σ)−
βl
2 +O
(
(k + 1 + σ)−
βl
2 −1
)
,
thus, we finally get
k∑
i=1
α2+κ
′
i
k∏
j=i+1
(
1− αil
2
)
=
C′kβ
2+κ′
βl
2 − 1
(k + 1 + σ)−1−κ
′
+O
(
(k + 1 + σ)−2−κ
′
)
,
so the desired result can be proved in the same way as the proof of Theorem 3.10.
Therefore, when 0 < κ 6 1, Assumption 2.2 and Theorem 4.12 implies that for
every 1 6 j 6 k, it holds that
E[‖xj − x∗‖22] 6 2l−1(E[F (xj)]− F∗) = O(j−1−κ) = O(j−1−κ),
similar to (34), we further have
E[‖δj,k‖22] = O(j−1−κ),
together with Assumption 4.1, we obtain
(51) ‖E[δj,k]‖22 = O
(
j−κE[‖δj,k‖22]
)
= O
(
j−
1+3κ
2
)
.
Hence, from (37) and (51), it is clear that ‖E[δj,k]‖22 = O(j−
1+κ
2 ) implies ‖E[δj,k]‖22 =
O(j− 1+3κ2 ) for every 0 < κ 6 1, which actually means
‖E[δj,k]‖22 = O(j−1),
and then, we have the final result.
Corollary 4.13. Suppose the conditions of Theorem 4.12 hold. Then the bound
E[F (xk)]− F∗ 6 CAΓ(1 + σ)
Γ(1 + σ − βl2 )
F (x1)− F∗
(k + 1 + σ)
βl
2
+
C′Bβ
3
βl − 2
LMd,γ
(k + 1 + σ)2
holds in probability. Further, according to (29), we have βl > 4, then it holds that
E[F (xk)]− F∗ = O(1/k2).
4.6. Convergence for general objectives. From Lemma 4.7, the following
lemma could be proved in the same way as the proof of Lemma 3.11.
Lemma 4.14. Under the conditions of Lemma 4.7 and Assumption 2.3, suppose
that the objective F is bounded below by a scalar Finf <∞, and the sequence of iterates
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{xk} is generated by (30) with a fixed scalar γ ∈ (0, 1) and a non-increasing stepsize
sequence {αk} taking the form (25) and satisfying αk 6 1
LM
(1)
G,p
, then
∞∑
i=1
αiE
[‖∇F (xk)‖22] <∞,
and therefore, lim infk→∞ E[‖∇F (xk)‖22] = 0.
According to Theorem 4.4 and Lemma 4.14, the following theorem, which guar-
antees that the expected gradient norms converge to zero for the accelerated method
with momentum, could be proved in the same way as the proof of Theorem 3.12.
Theorem 4.15. Suppose the conditions of Lemma 4.14 hold. Then
lim
k→∞
E[‖∇F (xk)‖22] = 0.
5. Conclusions. In this paper we propose stochastic gradient-free methods and
accelerated methods with momentum for solving stochastic optimization problems.
Our gradient-free methods maintain the sublinear convergence rate O(1/k) and the
accelerated methods achieve a convergence rate O(1/k2) when employing a decaying
stepsize αk = O(1/k) for the strongly convex objectives with Lipschitz gradients; and
all these methods converge to a solution with a zero expected gradient norm when the
objective function is nonconvex, twice differentiable and bounded below. Moreover,
we provide a mean-variance framework and a theoretical analysis about the inclusion
of momentum in stochastic settings. The latter one reveals that the momentum term
we used adds a deviation of orderO(1/k) but controls the variance at the orderO(1/k)
for the kth iteration, and this is why the proposed accelerated methods can achieve a
better convergence rate.
REFERENCES
[1] A. Agarwal, D. P. Foster, D. Hsu, S. M. Kakade, and A. Rakhlin, Stochastic convex
optimization with bandit feedback, SIAM J. Optim., 23(1) (2013), pp. 213–240.
[2] H. Asi and J. C. Duchi, Stochastic (approximate) proximal point methods: Convergence,
optimality, and adaptivity, SIAM J. Optim., 29(3) (2019), pp. 2257–2290.
[3] Y. Bengio, P. Simard, and P. Frasconi, Learning long-term dependencies with gradient
descent is difficult, IEEE Transactions on Neural Networks, 5(2) (1994), pp. 157–166.
[4] L. Bottou and O. Bousquet, The tradeoffs of large scale learning, in Adv. Neural Inf. Process.
Syst. 20, J. C. Platt, D. Koller, Y. Singer, and S. T. Roweis, eds., Curran Associates, Red
Hook, NY, 2007, pp. 161–168.
[5] L. Bottou, F. E. Curtis, and J. Nocedal, Optimization methods for large-scale machine
learning, SIAM Review, 60(2) (2018), pp. 223–311.
[6] K. L. Chung, On a stochastic approximation method, Ann. Math. Statist., 25 (1954), pp. 463–
483.
[7] A. Conn, K. Scheinberg, and L. Vicente, Introduction to derivative-free optimization,
MPSSIAM series on optimization, SIAM, Philadelphia, 2009.
[8] J. Dean, G. S. Corrado, R. Monga, K. Chen, M. Devin, Q. V. Le, M. Z. Mao, M. Ran-
zato, A. Senior, P. Tucker, K. Yang, and A. Y. Ng, Large scale distributed deep
networks, in Adv. Neural Inf. Process. Syst. 25, Curran Associates, Red Hook, NY, 2012,
pp. 1223–1231.
[9] J. C. Duchi, M. I. Jordan, M. J. Wainwright, and A. Wibisono, Optimal rates for zero-
order convex optimization: The power of two function evaluations, IEEE Trans. Informa-
tion Theory, 61(5) (2015), pp. 2788–2806.
[10] E. Gorbunov, P. Dvurechensky, and A. Gasnikov, An accelerated method for derivative-
free smooth stochastic convex optimization, preprint, https://arxiv.org/abs/1802.09022v2
(2019).
[11] E. E. Hazan and K. Y. Levy, Bandit convex optimization: Towards tight bounds, Advances
in Neural Information Processing Systems, 1 (2014), pp. 784–792.
STOCHASTIC GRADIENT-FREE DESCENTS 25
[12] Y. LeCun, Y. Bengio, and G. Hinton, Deep learning, Nature, 521 (2015), pp. 436–444.
[13] T. K. Leen and G. B. Orr, Optimal stochastic search and adaptive momentum, in Advances
in Neural Information Processing Systems, vol. 6, 1993, pp. 477–484.
[14] S.  Lojasiewicz, A topological property of real analytic subsets (in french), Coll. du CNRS, Les
e´quations aux de´rive´es partielles, (1963), pp. 87–89.
[15] J. Matyas, Random optimization, Automation and Remote Control, 26 (1965), pp. 246–253.
[16] A. Nemirovski, A. Juditsky, G. Lan, and A. Shapiro, Robust stochastic approximation
approach to stochastic programming, SIAM J. Optim., 19 (2009), pp. 1574–1609.
[17] Y. Nesterov and V. Spokoiny, Random gradient-free minimization of convex functions,
Found. Comput. Math., 17(2) (2017), pp. 527–566.
[18] R. Pascanu, T. Mikolov, and Y. Bengio, On the difficulty of training recurrent neural
networks, in Proceedings of the 30th International Conference on International Conference
on Machine Learning (ICML), vol. 28, 2013, pp. 1310–1318.
[19] B. T. Polyak, Gradient methods for minimizing functionals (in russian), Zh. Vychisl. Mat.
Mat. Fiz., 3(4) (1963), pp. 643–653.
[20] B. T. Polyak, Some methods of speeding up the convergence of iteration methods, USSR
Comput. Math. Math. Phys., 4 (1964), pp. 1–17.
[21] H. Robbins and S. Monro, A stochastic approximation method, Ann. Math. Statist., 22 (1951),
pp. 400–407.
[22] J. Sacks, Asymptotic distribution of stochastic approximation procedures, Ann. Math. Statist.,
29(2) (1958), pp. 373–405.
[23] S. Shalev-Shwartz, Y. Singer, N. Srebro, and A. Cotter, PEGASOS: Primal estimated
sub-gradient solver for SVM, Math. Program., 127 (2011), pp. 3–30.
[24] O. Shamir, An optimal algorithm for bandit and zero-order convex optimization with two-point
feedback, Journal of Machine Learning Research, 18 (2017), pp. 1–11.
[25] A. Shapiro, D. Dentcheva, and A. Ruszczyn´ski, Lectures on Stochastic Programming: Mod-
eling and Theory, MPS-SIAM Ser. Optim., SIAM, Philadelphia, PA, 2009.
[26] S. U. Stich, C. L. Mu¨ller, and B. Ga¨rtner, Optimization of convex functions with random
pursuit, SIAM J. Optim., 23(2) (2013), pp. 1284–1309.
[27] I. Sutskever, J. Martens, G. E. Dahl, and G. E. Hinton, On the importance of initialization
and momentum in deep learning, in 30th International Conference on Machine Learning
(ICML), 2013.
[28] F. G. Tricomi and A. Erde´lyi, The asymptotic expansion of a ratio of gamma functions,
Pacific Journal of Mathematics, 1 (1951), pp. 133–142.
[29] T. Zhang, Solving large scale linear prediction problems using stochastic gradient descent algo-
rithms, in Proceedings of the Twenty-First International Conference on Machine Learning,
ACM Press, New York, 2004.
[30] M. Zinkevich, Online convex programming and generalized infinitesimal gradient ascent, in
Proceedings of the Twentieth International Conference on Machine Learning, AAAI Press,
Palo Alto, CA, 2003, pp. 928–935.
