Abstract. We determine the abelian invariants of the maximal tori in the finite spin groups of type D l .
Introduction
The maximal tori in finite groups of Lie type arise as fixed points of Frobenius endomorphisms acting on the corresponding maximal tori of the ambient algebraic groups. Being abelian, the finite maximal tori decompose into a direct product of cyclic groups. An explicit form of this decomposition has been determined for many classical and Chevalley groups, see, e. g. [1, 2] . This information is important, for example, in the study of the set of element orders and some problems of representation theory. In this paper, our aim is to find a similar cyclic decomposition for the tori in the groups Spin ± 2l (q). Let F be an algebraically closed field of positive characteristic p and let G be a simply-connected simple linear algebraic group of type D l over F . It is well known that G ∼ = Spin 2l (F ). Let σ be a Frobenius endomorphism of G associated with the field automorphism [t → t q ] of F , where q = p m , and a symmetry of the Dynkin diagram of type D l of order 1 or 2. Then G = C G (σ) is isomorphic to the finite spin group Spin ± 2l (q), where the sign is + or − according as the symmetry has order 1 or 2. If T is a σ-invariant maximal torus of G then we say that T = C T (σ) is a maximal torus of the finite group G.
The G-conjugacy classes of σ-invariant maximal tori of G are in a one-to-one correspondence with the σ-conjugacy classes of the Weyl group W = W (D l ). The corresponding tori T are thus parameterized by signed partitions l = l ′ + l ′′ , with l ′ = l 1 + . . . + l r and l ′′ = l r+1 + . . . + l r+s corresponding to positive and negative terms. Such a partition parameterizes a torus in Spin + 2l (q) if s is even, and in Spin − 2l (q) if s is odd, whose structure can be described uniformly in both cases.
Denote L ′ = {l 1 , . . . , l r } and L ′′ = {l r+1 , . . . , l r+s }. Also, set ε i = 1 if 1 i r and ε i = −1 if r + 1 i r + s. Let Z n denote a cyclic group of order n. We prove Theorem 1. Let G ∼ = Spin ± 2l (q) and let T be a maximal torus of G corresponding to the signed partition of l as above.
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(ii) If there is odd l i in either L ′ or L ′′ but not both, and there is even
We remark that in case (iii), which only occurs for Spin + 2l (q), l even, there are two σ-conjugacy classes of the Weyl group associated with each partition of l, but the corresponding tori are isomorphic as we show below. Also, note that we make no assumptions on q and l in the theorem, but for small l the structure of maximal tori in Spin ± 2l (q) might as well be derived from known results due to the exceptional isomorphisms
. Similarly, for q even, Spin ± 2l (q) is isomorphic to Ω ± 2l (q) whose maximal tori are known [1, Theorem 7] . In this case, all tori fully decompose as in (iv).
If q is odd and, under the assumptions of case (i), there is also an even l k in L ′′ , then the torus T also admits the decomposition as in (ii), namely
where t ∈ {i, j} is such that q ≡ ε t (mod 4). This follows from Lemma 5(vi) below. Another remark is that due to the duality of algebraic groups, Theorem 1 can also be used to determine the structure of maximal tori in finite adjoint groups of type D l which are isomorphic to P CO ± 2l (q)
• , for details see [3, Sections 1.19, 4.4] . As an example, we list explicitly in Table 1 below the structure of maximal tori in Spin 
Preliminaries
We recall that the spin groups are classically defined via Clifford algebras (see, e. g., [4, Section 4.8] ). However, we will use their identification with universal Chevalley groups, which is more suitable for our purposes, see [5, 3, 6] .
As above, let G be a simply-connected simple linear algebraic group of type D l over an algebraically closed field F of positive characteristic p. We will assume that l 2. Denote by Φ the root system of type D l with the set Π = {α 1 , . . . , α l } of fundamental roots and Dynkin diagram shown in Fig. 1 . We may view G as a Chevalley group generated by the symbols x α (t), t ∈ F and α ∈ Φ, that satisfy the Chevalley relations. It is known that G ∼ = Spin 2l (F ). For details, see [6, Theorems 1.10.7, 1.12.1]
For q = p m , let ϕ q be the field automorphism of G that
acts on the generators by ϕ q : x α (t) → x α (t q ), α ∈ Φ, t ∈ F , and let γ ρ be the graph automorphism of G associated with the two-fold symmetry ρ : α l−1 ↔ α l , ρ : α i → α i , i < l − 1, of the Dynkin diagram that acts on the generators by γ ρ : x α (t) → x ρ(α) (t), α ∈ ±Π, t ∈ F . We let σ be either ϕ q or ϕ q γ ρ and then G = C G (σ) will be isomorphic to either Spin + 2l (q) or Spin − 2l (q), respectively. There is a short exact sequence
where ε = ±, and Z = Z(Spin ε 2l (q)) is isomorphic to Z 2 (2,q−1) if ε = + and l is even, and to Z (4,q l −ε) , otherwise.
Let T be a σ-invariant maximal torus of G. Explicitly, we may choose T to be generated by the elements h α (t) = n α (t)n α (−1), where
, and a suitable element r α of the character group X = Hom(T, F × ) which we may identify with α. The fundamental roots α 1 , . . . , α l form an R-basis of X ⊗ R. Similarly, the map h α lies in the group of cocharacters Y = Hom(F × , T) and may be identified with the coroot α ∨ corresponding to α. There is a natural bilinear pairing
. . , l, is called the set of fundamental weights. The Weyl group W = N G (T)/T acts naturally on T. Since T is σ-invariant, there is an induced action of σ on W and a (left) action of both σ and W on X by u χ(τ ) = χ(τ u ), for all χ ∈ X, τ ∈ T, u ∈ W ⋋ σ . In the basis α 1 , . . . , α l , the matrix of σ is either diag(q, . . . , q) if σ = ϕ q or M defined in (7) if σ = ϕ q γ ρ .
Two elements w, w ′ ∈ W are σ-conjugate, if there exists x ∈ W such that w ′ = x −1 wx σ . This is an equivalence relation on W whose classes are called the σ-conjugacy classes. The map w → wσ −1 induces an element-wise bijection between the σ-conjugacy classes of W and ordinary W -conjugacy classes in the coset W σ
determines a bijection between the G-conjugacy classes of σ-invariant maximal tori of G and the σ-conjugacy classes of W .
The Euclidean space X ⊗ R has an orthonormal basis ν 1 , . . . ν l such that
The Weyl group W is usually identified with the group generated by the reflections w α i of X ⊗ R in the fundamental roots. Written in the basis ν 1 , . . . ν l , the group W is faithfully represented by monomial l × l-matrices with nonzero entries ±1. Such matrices are in bijection with the signed permutations, i. e. elements θ of the group Sym({±1, . . . , ±l}) satisfying θ(−i) = −θ(i), i = 1, . . . , l, which is isomorphic to the Weyl group W (C l ). Every signed permutation θ is a unique product of positive and negative cycles of the form (i 1 , . . . , i k ) and (i 1 , . . . , i k ) which represent the permutations
respectively. A a signed partition l = l ′ +l ′′ with positive part l ′ = l 1 +. . .+l r and negative part l ′′ = l r+1 +. . .+l r+s determines a signed-cycle type [l 1 , . . . , l r , l r+1 , . . . ,
The Weyl group W = W (D l ) is a subgroup of W (C l ) of index 2 consisting of the elements with an even number of negative cycles. (7), the σ-conjugacy of W is the ordinary conjugacy if σ = ϕ q and the (l)-conjugacy if σ = ϕ q γ ρ , and by [7, p. 45] , every element of a Weyl group is conjugate to its inverse.)
We will need some number-theoretic facts. For a natural number n denote by n 2 the 2-part of n, i. e. the largest power of 2 dividing n. The GCD of a and b is (a, b).
Lemma 5. Suppose a is an odd natural number.
(i) For every natural n, (a n − 1) 2 = n 2 (a + 1) 2 , if n is even and a ≡ −1 (mod 4); n 2 (a − 1) 2 , otherwise;
if n is even.
(ii) If n 1 , n 2 are odd and ε = ±1 then (a n 1 − ε, a n 2 + ε) = 2. (iii) If n 1 is even and n 2 is odd then (a n 1 + 1, a n 2 ± 1) = 2. (iv) If n 1 , n 2 are odd and ε = ±1 then (a n 1 + ε, a
If n 1 is even, n 2 is odd, and ε = ±1 then (a n 1 − 1, a n 2 + ε) = a (n 1 ,n 2 ) + ε.
(vi) If n 1 , n 2 are odd, n 3 is even, and a ≡ ε (mod 4), where ε = ±1, then Z (a n 1 +ε)(a n 2 −ε) × Z a n 3 +1 ∼ = Z a n 1 +ε × Z (a n 2 −ε)(a n 3 +1)
(vi) By (ii),(iii) the 2 ′ -parts of the numbers a n 1 + ε, a n 2 − ε, a n 3 + 1 are pairwise coprime. Since, by assumption, (a n 1 + ε) 2 = (a n 3 + 1) 2 = 2, the claim follows.
In all matrices below, the dot entries stand for zeros.
Lemma 6. Let a, b, c be integers.
where m, n are such that am + bn = 1. 
,
where m, n are such that am + bn = 1.
Then, in all four cases above, we have P, Q ∈ GL 2 (Z) and P AQ = B.
Proof. Straightforward.
For a matrix M , we denote by M ⊤ the transpose of M . The following matrices are referred to from elsewhere in the paper.
Note that the following degenerate cases may occur
Proof of main theorem
We fix a signed-cycle type [l 1 , . . . , l r+s ] and set ε i = 1 if 1 i r and ε i = −1 if r + 1 i r + s. In the basis ν 1 , . . . , ν l , the matrix of the corresponding standard representative θ is R = R ε i l i , where R εk is the matrix (8) of the signed cycles (2) for ε = ±1, respectively. (In the exceptional case θ = θ − , the matrix is given in Lemma 7.) Our aim is to diagonalize the integer matrix
corresponding to the transformation σw −1 − 1, where E is the identity matrix and S is the transition matrix (7) to the basis ω 1 , . . . , ω l , which by Lemma 2 will give us the cyclic structure of the maximal torus of Spin ± 2l (q) that corresponds to the chosen signed-cycle type. We first dispose of the exceptional case. Proof. Since θ + and θ − are conjugate by (l), the corresponding matrices are qSRS −1 − E and qSR 0 RR
is the permutation matrix of (l). Since these matrices are conjugate by SR 0 S −1 which is integral and unimodular, the claim follows.
Two integer l × l-matrices M 1 and M 2 are said to be equivalent, if there are P, Q ∈ GL l (Z) such that P M 1 Q = M 2 . Since the multiplication by P (respectively, Q) amounts to performing elementary row (column) transformations of M 1 , in case Q = E (respectively, P = E), we say that M 1 and M 2 are row-(column-) equivalent.
Since S is row-equivalent to E + J, where J is given in (9), we see that (10) is equivalent to
where qR − E is block diagonal and B is zero except for the last block-column with entries B 1 , . . . , B r+s . (B i is defined in (8), where we have abbreviated ε −i = ε r+s+1−i and l −i = l r+s+1−i for i = 1, 2, . . .) Multiplying (11) on the left by the block diagonal matrix diag(P ε 1 l 1 , . . . , P ε −2 l −2 , P
), where P εk is defined in (9) and P ′ ε −1 l −1 is obtained from P ε −1 l −1 by substituting the last row with (0, . . . , 0, ε −1 ), we arrive at a matrix with some columns having −1 on the diagonal and zeros elsewhere. Using them to annihilate nonzero row entries by column transformations, we obtain (after deleting the identity rows and columns) the matrices
according as l −1 > 1 or l −1 = 1, where
As we have mentioned in the introduction, the theorem holds for q even. Hence, we assume from now on that q is odd.
If l −1 = 1 then, for the second matrix in (12), we may add the last row multiplied by
to the ith row, i = 1, 2, . . ., to obtain
where c i = (ε i − 1)/2 if l i is even and (ε i − ε −1 )/2 if l i is odd. We will show below that a subcase of the general case l −1 > 1 reduces to the same matrix and hence may be treated together with the current case. ,for all even l j , we complete the diagonalization of (15). This proves item (iv) of the theorem in this case. Case II. Assume that all l i are even and ε −1 = −1. Then d = 2n and f i = −n(q l i − ε i ) is a multiple of the diagonal pivot in the ith row. Obvious column transformations annihilate all f i and bring (15) to a diagonal form. This completes the proof of item (iv) of the theorem. 
