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ADM has gained great interest in the analytical solutions of
Linear and Nonlinear Fredholm Integral Equations [1–6]. This
is due to many advantages such as simplicity, high accuracy(S.H. Behiry), Redammm@
), a_gomaa@mans.edu.eg,
y. Production and hosting by
Shams University.
lsevierand the solution when it exists is found in a rapidly convergent
series form [1,2]. The ADM solution is obtained as an inﬁnite
series which converges to exact solution [7], under some mild
conditions.
Consider the following Nonlinear Fredholm Integral
Equation
kxðtÞ 
Z b
a
kðs; tÞ F½xðsÞ ds ¼ yðtÞ; k–0 ð1Þ
where y(t) is known continuous function on [a,b], F[x(s)] is
known nonlinear function and k(s,t) is the kernel function
which is known, continuous and bounded |{k(s,t)}| 6M on
the square D ¼ fðs; tÞ : t 2 ½a; b; s 2 ½a; bg where M is the
upper bound on the square D. Of course, the aim is to ﬁnd
the unknown function x(t) which is the solution of Eq. (1).
The solution x(t) when applying ADM is expressed in a ser-
ies form deﬁned by
xðtÞ ¼
X1
m¼0
xmðtÞ; ð2Þ
98 S.H. Behiry et al.where the components xm(t), mP 0 can be computed as will
be shown next. The nonlinear term F[x(s)] of the Eq. (1) should
be represented, using a distinct scheme [1], by the so called
Adomian Polynomials Am(t) as
F½xðsÞ ¼
X1
m¼0
Am½x0ðsÞ; x1ðsÞ; . . . ; xmðsÞ; ð3Þ
where the Adomian Polynomials can be evaluated by the fol-
lowing formula
Am½x0ðsÞ; x1ðsÞ; . . . ; xmðsÞ ¼ 1
m!
dm
dam
F
X1
m¼0
amxm
( )" #
a¼0
ð4Þ
The Adomian Polynomials are arranged into the form
A0 ¼ Fðx0Þ; ð5aÞ
A1 ¼ x1Fð1Þðx0Þ; ð5bÞ
A2 ¼ x2Fð1Þðx0Þ þ 1
2!
x21F
ð2Þðx0Þ; ð5cÞ
A3 ¼ x3Fð1Þðx0Þ þ x1x2Fð2Þðx0Þ þ 1
3!
x31F
ð3Þðx0Þ; ð5dÞ
..
.
Substituting (2) and (3) into (1) to get
X1
m¼0
xmðtÞ ¼ 1k yðtÞ þ
X1
m¼0
Z b
a
kðs; tÞAmðsÞds
" #
ð6Þ
The components xm(t), mP 0 are to be computed using the
following recursive relations [3]
x0ðtÞ ¼ 1k yðtÞ½  ð7Þ
and (7)
xmþ1ðtÞ ¼ 1k
Z b
a
kðs; tÞAmðsÞds
 
; mP 0: ð8Þ
It is noticed that the computation of each component xm(t),
mP 1 requires the computation of an integral in Eq. (8). If the
evaluation of integrals analytically is possible, the ADM can
be applied in a simple manner.
In the cases where the evaluation of integral (8) is analyti-
cally impossible, the ADM can not be applied. The following
two sections show how to overcome this obstacle. In Section 2
a problem is solved in a special case where the kernel function
k(s,t) is separable [8], i.e. kernel can be written as k(s,t) = g1(s)
g2(t). In Section 3 a problem is solved in a more general case
where the kernel function k(s,t) is separable or not and we
introduce a discretized modiﬁed version of the ADM which
will be called later the DADM.2. Numerical implementation of ADM
For the sake of making this paper self-contained, a brief sum-
mary of numerical implementation of ADM [8] will be intro-
duced in this section (for more details see [8]). Let the kernel
function be separable of the form
kðs; tÞ ¼ g1ðsÞg2ðtÞ: ð9ÞSubstituting Eq. (9) into Eq. (8) to get
xmþ1ðtÞ ¼ 1k g2ðtÞ
Z b
a
g1ðsÞAmðsÞds
 
; mP 0: ð10Þ
Consider any numerical integration scheme [9,10] be given
by the following formulaZ b
a
gðsÞds 
Xn
j¼0
wn;jgðsn;jÞ; ð11Þ
where gðsÞ is continuous function on ½a; b, sn;j ¼ aþ jh are the
nodes of the quadrature rule, h ¼ ðb aÞ=n and wn;j; j ¼
0; 1; 2; . . . ; n are the weight functions. Applying formula (11)
on Eq. (10) to obtain
xmþ1ðtÞ  1k g2ðtÞ
Xn
j¼0
mP0
wn;jg1ðsn;jÞAmðsn;jÞ
2
64
3
75; ð12Þ
Now, the approximate solution of Eq. (1) is the sum of the
components xmðtÞ; mP 1 in Eq. (12) and the ﬁrst component
in Eq. (7).
3. Discrete Adomian Decomposition Method (DADM)
Since, the above numerical implementation is restricted by
cases of separable kernel function, we suggest making use of
discretization of the independent variable just after applying
the numerical integration scheme. This proposed idea, namely
DADM is illustrated below.
Approximating the deﬁnite integral in Eq. (8) by applying
formula (11) to get
xmþ1ðtÞ  1k
Xn
j¼0
wn;jkðsn;j; tÞAmðsn;jÞ
" #
mP 0; ð13Þ
Now, discretize the independent variable at the nodes used for
the quadrature rule in Eq. (13). Thus, the discrete version of
Eqs. (7) and (13) can be written as
z0ðsn;iÞ ¼ 1k yðsn;iÞ½ ; and ð14Þ
zmþ1ðsn iÞ  1k
Xn
j¼0
wn ; j kðsn j; sn ; iÞAmðsn ;jÞ
" #
; mP 0: ð15Þ
The approximate solution of Eq. (1) using DADM can be ob-
tained by summing the approximate values to the components
xmðtÞ; mP 0 represented by Eqs. (14) and (15) at the nodes
sn ; i ; i ¼ 0; 1; . . . ; n. The solution zðsn ; iÞ at these nodes using
DADM of Eq. (1) can be written as
z ðsn ; iÞ ¼
X1
m¼0
zmðsn ; iÞ: ð16Þ
Rewriting Eqs. (14)–(16) in matrix form as
Z0 ¼ Y; ð17Þ
Zmþ1 ¼ B~Am; mP 0; and ð18Þ
Z ¼
X1
m¼0
Zm; ð19Þ
where Z0 ;Zmþ1 ;Z ;Y and ~Am are all vectors of dimension
(n+ 1) and B is ðnþ 1Þ  ðnþ 1Þ matrix
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Y ¼ yðsn ; iÞ
k
 
; i ¼ 0; 1; 2; . . . ; n;
Zmþ1 ¼ zmþ1ðsn;iÞ½ ; i ¼ 0; 1; 2; . . . ; n;
~Am ¼ Amðsn;jÞ
 
; j ¼ 0; 1; 2; . . . ; n;
Z ¼ zðsn;iÞ½ ; i ¼ 0; 1; 2; . . . ; n; and
B ¼ 1
k
wn;jkðsn;j; sn;iÞ
 
; i ¼ 0; 1; 2; . . . ; n and j
¼ 0; 1; 2; . . . ; n:
The main advantages of applying DADM to solve Eq. (1)
are: The matrix B is unchanged during the computation of
components Zm, mP 1, the computation of the solution need
not to solve linear or nonlinear algebraic system of equations
like Nystrom method and projection methods. Also, the solu-
tion is obtained in the same manner when the kernel is separa-
ble or non-separable and the computer program is very simple.
4. Numerical experiments
Example (1) consider the following Nonlinear Fredholm Inte-
gral Equation [8]
xðtÞ 
Z p=6
0
sinðt2Þ½xðsÞ2ds ¼ cosðt2Þ:
In this example the ADM can not be applied because the
evaluation of xm(t), mP 1 is conditioned to computeR p=6
0
cos2ðs2Þds which is not available practically. Since, the
kernel function is separable.The numerical implementation of
ADM introduced by [8] can solve this example. Using Eq.
(7), we can write
x0ðtÞ ¼ cosðt2Þ:
The Adomian Polynomials for the nonlinear term F½xðsÞ ¼
½xðsÞ2 are computed using Eq. (4) or (5) as
A0 ¼ x20;
A1 ¼ 2x0x1;
A2 ¼ 2x0x2 þ x21;
A3 ¼ 2x0x3 þ 2x1x2;
..
.
The computation of the components xm(t), mP 1 needs Eq.
(12) and Simpson rule [9], [10] with number of sub-intervals
n ¼ 20 and step size h ¼ p=120 to obtain
x1ðtÞ ¼
Z p=6
0
sinðt2ÞA0ðsÞds  5:1584e 001 sinðt2Þ;
x2ðtÞ ¼
Z p=6
0
sinðt2ÞA1ðsÞds
 4:8315e 002 sinðt2Þ;
x3ðtÞ  6:5907e 003 sinðt2Þ;
x4ðtÞ  1:0042e 003 sinðt2Þ; and
x5ðtÞ  1:6495e 004 sinðt2Þ:Let the approximate solution be deﬁned by the formula
~xrðtÞ ¼
Pr
m¼0xmðtÞ: The following results can be written
~x5ðtÞ  cos ðt2Þ þ 5:7191e 001 sin ðt2Þ:
Since the exact solution is not known the error function can be
approximated by [8]
e5ðtÞ ¼ cos ðt2Þ þ
Z p=6
0
sinðt2Þ ½~x5ðsÞ2 ds  ~x5ðtÞ
¼ 3:0000e 005 sin ðt2Þ:
Example (2) consider the following Nonlinear Fredholm Inte-
gral Equation [9]
xðtÞ 
Z 1
0
expðs4 þ t4Þ
10
½xðsÞ3ds
¼ t 1
40
½expð1þ t4Þ  expðt4Þ;
whose exact solution is xeðtÞ ¼ t. The Adomian Polynomials
for the nonlinear term F½xðsÞ ¼ ½xðsÞ3 are computed using
Eq. (4) or (5)
A0 ¼ x30;
A1 ¼ 3 x20 x1;
A2 ¼ 3 x20 x2 þ 3 x0 x21;
A3 ¼ 3 x20 x3 þ 6 x0 x1 x2 þ x31;
..
.
In this example the ADM can not be applied because the
evaluation of xm(t), mP 1 is conditioned to computeR 1
0
expðs4Þ ds which is not available practically. Since, the ker-
nel function is separable.We can use the numerical implemen-
tation of ADM introduced by [8] or DADM. Using Eq. (7), we
can write
x0ðtÞ ¼ t expð1Þ  1
40
expðt4Þ:
The computation of the components xm(t), mP 1 needs Eq.
(12) and Simpson rule [9,10] with number of sub-intervals
n= 20 and step size h= 1/20 to obtain
x1ðtÞ ¼ expðt
4Þ
10
Z 1
0
expðs4ÞA0ðsÞds
 3:1964e 002 expðt4Þ;
x2ðtÞ ¼ expðt
4Þ
10
Z 1
0
expðs4ÞA1ðsÞds
 7:3720e 003 expðt4Þ;
x3ðtÞ  2:2825e 003 expðt4Þ;
x4ðtÞ  8:1126e 004 expðt4Þ; and
x5ðtÞ  2:8409e 004 expðt4Þ:
The following results can be written
~x5ðtÞ  tþ 2:4365e 004 expðt4Þ:
The absolute error jerðtÞ j ¼ j xeðtÞ  ~xrðtÞ j of the numerical
implementation of ADM introduced by [8] can be computed as
Table 3 The effect of n in the absolute error at m= 5.
t Absolute error |e5(t)|
n= 2 n= 4 n= 8
0.000 1.4639e03 1.6361e05 8.2317e05
0.125 8.2645e05
0.250 4.3978e05 8.1683e05
0.375 7.9447e05
0.500 7.5710e04 6.8861e05 7.5971e05
0.625 7.1309e05
0.750 8.9462e05 6.5535e05
0.875 5.8738e05
1.000 1.3504e04 1.0450e04 5.1025e05
Table 4 The effect of m in the absolute error at n= 8.
t Absolute error |er(t)|
|e1(t)| |e2(t)| |e3(t)|
0.000 3.4816e03 2.7837e04 5.1932e05
0.125 3.4003e03 2.7133e04 5.2954e05
0.250 3.2659e03 2.6006e04 5.3149e05
0.375 3.0805e03 2.4474e04 5.2515e05
0.500 2.8471e03 2.2559e04 5.1061e05
0.625 2.5692e03 2.0292e04 4.8810e05
0.750 2.2513e03 1.7709e04 4.5798e05
0.875 1.8982e03 1.4849e04 4.2071e05
1.000 1.5155e03 1.1758e04 3.7688e05
100 S.H. Behiry et al.je5ðtÞj ¼ jxeðtÞ  ~x5ðtÞj
 2:4365e 004 expðt4Þ:
Using Eqs. (17)–(19) and Simpson rule with number of sub-
intervals n and step size h= 1/n, the results of DADM can
be tabulated in Tables 1 and 2. Table 1 shows the effect of n
in the absolute error jerðtÞj ¼ jxeðtÞ  ~xrðtÞj at m= 5. While
Table 2 shows the effect of m in the absolute error at n= 8.
Example (3) consider the following Nonlinear Fredholm
Integral Equation [9]
xðtÞ 
Z 1
0
sinðexpðsÞ þ tÞ
20
expðxðsÞÞ ds
¼ tþ 1
20
½cosðexpð1Þ þ tÞ  cosð1 þ tÞ;
whose exact solution is xeðtÞ ¼ t. The Adomian Polynomials
for the nonlinear term F½xðsÞ ¼ exp ½xðsÞ are computed using
Eq. (4) or (5)
A0 ¼ expðx0Þ;
A1 ¼ x1 expðx0Þ;
A2 ¼ x
2
1
2
þ x2
 
expðx0Þ;
A3 ¼ x
3
1
6
þ x1x2 þ x3
 
expðx0Þ;
..
.Table 1 The effect of n in the absolute error at m= 5.
t Absolute error |e5(t)|
n= 2 n= 4 n= 8
0.000 1.7806e02 2.1462e03 3.0618e06
0.125 3.0626e06
0.250 2.1546e03 3.0738e06
0.375 3.1230e06
0.500 1.8955e02 2.2846e03 3.2593e06
0.625 3.5666e06
0.750 2.9450e03 4.2014e06
0.875 5.5025e06
1.000 4.8403e02 5.8340e03 8.3229e06
Table 2 The effect of m in the absolute error at n= 8.
t Absolute error |er(t)|
|e3(t)| |e4(t)| |e5(t)|
0.000 1.1673e03 3.2941e04 3.0618e06
0.125 1.1676e03 3.2949e04 3.0626e06
0.250 1.1718e03 3.3070e04 3.0738e06
0.375 1.1906e03 3.3599e04 3.1230e06
0.500 1.2426e03 3.5066e04 3.2593e06
0.625 1.3597e03 3.8371e04 3.5666e06
0.750 1.6017e03 4.5201e04 4.2014e06
0.875 2.0977e03 5.9199e04 5.5025e06
1.000 3.1730e03 8.9543e04 8.3229e06In this example the ADM can not be applied because the
evaluation of xm(t), mP 1 is conditioned to compute the
integral
R 1
0
sinðexpðsÞÞ
20
expðcosðexpð1ÞþsÞcosð1þsÞ
20
Þds which is not avail-
able practically. Since the kernel function is not separable, the
numerical implementation introduced in section two [8] can
not be applied. We suggest here to use DADM.
Applying Eqs. (17)–(19) and Simpson rule with number of
sub-intervals n and step size h= 1/n, the results of DADM can
be tabulated in Tables 3 and 4. Table 3 shows the effect of n in
the absolute error jerðtÞj ¼ jxeðtÞ  ~xrðtÞj at m= 5. While
Table 4 shows the effect of m in the absolute error at n= 8.
5. Conclusion
ADM has main advantages such as simplicity, high accuracy
and the solution when it exists is found in a rapidly convergent
series form. But, when applying ADM to solve Linear and
Nonlinear Fredholm Integral Equations many deﬁnite integrals
need to be computed. For cases that evaluation of integrals
analytically is impossible or complicated the ADM can not
be applied. Thus, we need to convert the non-numerical
ADM to a numerical discretized version DADM. The DADM
gives the numerical solution at the nodes used in the quadrature
rules.
We recommend using DADM to solve Nonlinear Fredholm
Integral Equation due to many advantages such as the matrix B
is unchanged during the computation of the components, the
solution need not to solve linear or nonlinear algebraic system
of equations like Nystrom method and projection methods.
Also, the solution is obtained in the same manner when the
kernel is separable or non-separable and the programming in
Discrete Adomian Decomposition solution of NonlinearFredholm Integral Equation 101computer is very simple, regardless, the deﬁnite integral can be
computed analytically or not.
Another advantage when applying DADM to solve
Nonlinear Fredholm Integral Equation with symmetric kernel
(i. e. k(s,t) = k(t,s) in real case) as in example (2) is that the
matrix B is also symmetric matrix.
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