Fast and accurate computation of the free-surface Green function is of key importance for the numerical solution of linear and second-order wave-structure interaction problems in three dimensions. Integral and series expressions for the Green function are derived for which the limiting values for zero and infinite frequency are consistent with the zero and infinite frequency Green function defined in terms of infinite series of Rankine image sources. The integral expressions presented here have the advantage that they are slowly varying with the non-dimensional wave frequency, making them more efficient to approximate compared with previous expressions.
Introduction
The boundary element method (BEM) is often used to solve linear and second-order wave-structure interaction problems in three dimensions [1] . BEM models use Greens theorem together with a suitable Green function to formulate an integral equation for the velocity potential over the surface of a body (or bodies). The integral equation is solved by discretising the body surface into a number of panels to formulate a linear system of equations which can be solved to yield the velocity potential, from which various hydrodynamic properties can be derived. The free-surface Green function G(P, Q) describes the linearised velocity potential at point = x y z P ( , , ) due to wave motions from a pulsating source at point = ξ η ζ Q ( , , ) . In a BEM model, the Green function and its gradient must be calculated between each pair of panels in the mesh. Meshes for complex geometries typically require − O O (10 ) 6 8 evaluations of the Green function at each frequency. The use of the high-order method, where panels are represented using curved surfaces, can reduce the number of panels required to achieve mesh convergence [2] . However, in the high-order method, multiple evaluations of the Green function are required over each panel. Efficient evaluation of the Green function is therefore a key element in the computational efficiency of BEM models.
The calculation of the free-surface Green function in infinite water depth has received considerable attention in the literature, e.g. . Efficient and accurate methods for calculating the infinite-depth Green function have been proposed by numerous authors. The approaches taken include polynomial approximation [17, 18] , eigenfunction expansion [20] , representation in terms of ordinary differential equations [23, 24, 30] or approximation in terms of standard functions [25, 26] .
A series expansion of the finite-depth Green function was introduced by John [4] . Newman [14] noted that the convergence of the series is dependent on the ratio R/h, where = − + − R x ξ y η ( ) ( ) 2 2 is the horizontal separation between the source and field point and h is the water depth. For larger values of R/h the series provides an efficient means to calculate the Green function, with 6h/R terms required to achieve 6-decimal accuracy [14] . For smaller values of R/h the series is slow to converge and in the limiting case = R 0 the series is divergent. Pidcock [31] proposed various series expansions which are valid in the near field provided that the wavenumber is small (see [32] ). The integral definition of the Green function given by John [4] is valid for all wavenumbers and values of R/h, but is slow to compute. Various methods have been proposed to compute the finite-depth Green function in the near field with greater efficiency (e.g. [14, 16, 18, [32] [33] [34] [35] [36] [37] [38] ). These methods all require the numerical evaluation of one or more integrals, which results in large computation times.
In principle, to reduce the computational time, the integrals defined in [14, 16, 18, [32] [33] [34] [35] [36] [37] [38] could all be pre-calculated and approximated in some way, such as interpolation of lookup tables or polynomial approximation. However, the resolution required for the lookup table or the number of terms in the polynomial approximation will depend on the smoothness of function being interpolated. Newman [17] noted that the condition number of the linear systems solved in BEM models is often O(100) and therefore recommended that the approximation of the Green function should achieve either a relative or absolute error of less than − 10 6 . To achieve this accuracy with low computational cost, the functions that are approximated should be as smoothly-varying as possible.
For time-domain calculations where the hydrodynamic forces are calculated using Cummins' equation [39] it is necessary to calculate the added mass at infinite frequency and an integral of the radiation damping over frequencies from zero to infinity. It is therefore important to have accurate expressions for the Green function for all frequencies from zero to infinity.
Newman [14] proposed a method for expressing the finite-depth Green function as the sum of Rankine sources, the infinite-depth Green function and a smoothly varying residual component which is amenable to polynomial approximation throughout most of the domain. The method described in [14] requires four evaluations of the infinite-depth Green function. Newman [17] mentioned an improved approach, requiring only a single evaluation of the infinite depth Green function, but did not provide details. A similar approach to that outlined in [17] was described in detail by Chen [18] . The integrals that are approximated in Newman and Chen's methods are functions of three non-dimensional variables (R/h, |z ± ζ|/h, Kh), where K is the infinite-depth wavenumber. The integrals approximated in Newman and Chen's methods have a large variability in magnitude at lower values of the non-dimensional wavenumber Kh and are singular in the limit Kh → 0. Moreover, the limits of the integrals for K → 0 and K → ∞ are not consistent with the integral representation of the Green function at = K 0 and = ∞ K . In this work we follow a similar method to that described by Chen [18] to develop expressions which are consistent with the limiting form at = ∞ K . The finite depth Green function has a singularity as K → 0, so it is not possible to derive an expression which is completely consistent with the zero-frequency Green function. However, it is shown below that the singular component is independent of the spatial variables and is a function of Kh only. In this work we derive an expression where the singular component is separated, so that the spatial component has a limit that is consistent with the zero-frequency Green function. The new expressions also have the advantage that they are more slowly varying with the non-dimensional frequency Kh, making them more efficient to approximate. Following Newman [17] and Chen [18] , triple Chebyshev polynomials are used to approximate the integrals that are derived in this work. This provides an efficient means for calculating the Green function in the domain R/h ≤ 1 and has the advantage that the partial derivatives can be computed using the same approximation, with minimal additional computational cost.
In the domain R/h > 1, John's series expansion of the Green function is used. We propose a simple modification to the expression, which improves the numerical accuracy for high values of K and makes the limiting value consistent with the series expression for the Green function at infinite frequency. The code for calculating the Green function using the Chebyshev approximations and series definitions described here are available at https://github.com/edmackay/ GreenFunction. The paper is organised as follows. Section 2 presents the derivation of the new integral expressions. The modified form of John's series expansion for the finite-depth Green function is presented in Section 3. The limiting forms of the finite-depth Green function for = K 0 and = ∞ K , defined in terms of infinite series of Rankine image sources, are presented in Section 4. An asymptotic analysis is presented in Section 5, which shows how the limiting forms of the expressions derived in Sections 2 and 3 are consistent with those presented in Section 4. The approximation of the new integral expressions in terms of Chebyshev polynomials is discussed in Section 6. Finally, conclusions are presented in Section 7.
Integral representation of the Green function

Definition of auxiliary functions
The free surface Green function G(P, Q) satisfies the Laplace equation in the fluid domain, the free-surface and seabed boundary conditions, given by
where δ( · ) is the Dirac delta function. A time dependence of e iωt is assumed throughout. Newman [14] and Chen [18] showed that the finite depth Green function can be written as the sum of Rankine sources, the deep water Green function and a function of three nondimensional variables. It is useful to begin by defining the distance terms in the Rankine sources as
4 . 
Non-dimensional variables are defined as
, , . 
A sketch of the definition of the variables is shown in Fig. 1 . r 1 is the distance from Q to P. r 2 is the distance from Q to P′, the image of P in the sea bed. r 3 is the distance from Q to P″, the image of P in the free surface. The distances r 4 , r 5 and r 6 can also be expressed in terms of images of P′ and P″ in the free surface and sea bed, but, for simplicity, these are not shown in Fig The derivation of the expressions proposed here is similar to the derivation given by Chen [18] . We start with the definition given by John [4] where the finite-depth Green function is expressed as 
where J 0 is the zero-order Bessel function of the first kind. The integrand of (6) has poles at solutions of the dispersion equation
The dispersion equation has a single positive real solution, denoted k 0 and infinitely many purely imaginary solutions, denoted ± = … ik n , 1,2, , n where k n are positive and ordered in increasing value. The integral in (6) is evaluated along a contour in the first quadrant complex plane to ensure outgoing waves in the far-field. The real part of G is given by 
where PV denotes the Cauchy principal value. The imaginary part is given by the residue about the pole at k 0 , which can be calculated for the entire domain R/h ≥ 0 as the imaginary part of the series expansion, defined in Section 3. Substituting the non-dimensional variables into (8) , expanding the hyperbolic functions in terms of exponentials and making the substitution = u kh, gives 
The function f(u, H) tends to 1 as u → ∞, so the asymptotic value of the integrand can be subtracted by making use of the identity [40, Section 6.611]:
to obtain 
where ). The behaviour of the integral can be improved by subtracting a closer asymptotic approximation for f(u, H) as u → ∞, given by
as .
Define
The function F(X, V) is the irregular component of the infinite-depth Green function [14] . The integral G 2 is shown in Fig. 3 for = A 0 and 1 and various values of B in [1, 2] . It is evident that G 2 is smoothlyvarying with all three variables A, B and H.
Finally, we can express the Green function as
The expression for B 2 > 1 is also valid for B 2 ∈ [0, 1]. However, the advantage of using this form only in the domain B 2 > 1 is that the infinite depth component F(X, V) does not need to be evaluated when B 2 ≤ 1 and the integral G 2 only needs to be approximated for B 2 ∈ [1, 2], which results in fewer terms being required in Chebyshev series. As mentioned in the introduction, the computation of the deep water component F(X, V 3 ) has received considerable attention in the literature. The focus here is on the computation of the finite depth components G 1 and G 2 . Chen [18] derived similar expressions, but defined ′ = H k h 0 rather than = H Kh and did not make the substitution = u kH . The expressions given by Chen are:
and
The integrals ′ G 1 and ′ G 2 are shown in Fig. 4 for = A 0.5 and various values of B. The pattern is similar for other values of A. It is evident that both ′ G 1 and ′ G 2 are singular as H′ → 0 and tend to zero as H′ → ∞. Note that by definition we have
. So for given values of K and h, ′ G 1 and ′ G 2 are constant multiples of G 1 and G 2 . However, expressing the Green function in terms of G 1 and G 2 has several advantages over expressing it in terms of ′ G 1 and ′ G 2 . Firstly, in the expressions G 1 and G 2 , the variables are separated so that the dependence on H is contained in the functions f(u, H) and g(u, H), which simplifies the asymptotic analysis. Furthermore, it will be shown in Section 2.2 that G 1 and G 2 can be decomposed into two functions, one which is finite for all values of H and the other that is a function of H only and contains the logarithmic singularity for H → 0. In Section 5 it will be shown that the limiting forms of the Green function for = K 0 and = ∞ K can be derived from the limiting behaviour of G 1 and G 2 . In contrast, as K → 0 we have ′ ′ → ∞ G G , 1 2 and as K → ∞ we
which makes the limiting behaviour harder to obtain. The second advantage is that G 1 and G 2 are less variable with H and hence require fewer terms to approximate using Chebyshev polynomials. This is discussed further in Section 6.
Decomposition of auxiliary functions
From Fig. 2 it is evident that G 1 is singular for H → 0. When = = A B 0, the product of the exponential and Bessel functions in (13) is equal to − e 2 u 2 . We can subtract this component, so that the residual function is zero for all H when = = A B 0. Define The integrals L 1 and L 2 are shown in Fig. 5 for = A 0, 0.5, 1 and various values of B. The integral L 2 is a function of H only, and contains the logarithmic singularity as H → 0. The integral L 1 appears to tend to finite limits for H → 0 and H → ∞ and is smoothly varying with H. However, it is apparent that for H > 1 there is a greater variability in L 1 with A and B than for H < 1. Note that for H → ∞ we have
This suggests that for large H it would be more appropriate to define
( , , ),
where
The integral L 3 is shown in Fig. 6 for = A 0 and 1 and various values of B. It is clear that this expression exhibits less variability with A and B than L 1 for the range of H shown. In this range it is not advantageous to subtract a component analogous to L 2 , as L 3 is already finite in this range.
A similar decomposition can be used for the integral G 2 to subtract the singular component for H → 0. In this case, G 2 is required for B 2 ∈ [1, 2], so we define a residual function that is zero for = A 0 and = B 1 as
The integrals M 1 and M 2 are shown in Fig. 7 . It is evident that M 1 tends to finite limits for H → 0 and H → ∞ and M 2 contains the logarithmic singularity. The variability in M 1 for higher values of H can be reduced in a similar way to that for L 1 , by defining
The integral M 3 is shown in Fig. 8 for = A 0, = A 1 and various values of B. There is a small reduction in the variability with A and B compared to M 1 .
For the Chebyshev approximations of the integrals, discussed in Section 6, we define
1. 
The integrals L j and M j ( = j 1, 2, 3) are evaluated using contour integration to avoid numerical issues close to the poles in the integrand. for n ≥ 1. The function g(u, H) has the same poles as f(u, H) and an additional pole at = u H. We are therefore free to define any contour of integration that avoids these poles. For the present work, the path of integration is defined (arbitrarily) as the line connecting the points Fig. 9 . In this work, the integrals have been evaluated using vectorised adaptive quadrature [41] with an absolute tolerance of − 10 10 .
Series representation of the Green function
John [4] showed that the finite-depth Green function can be expressed as a series given by 
where Y 0 and K 0 are the zero-order Bessel functions of the second kind and modified second kind, respectively. Newman [14] noted that since − ≤ ≤ n π k h nπ ( ) , for large n we have
The rate of convergence of the series is therefore governed by the ratio R/h. For the domain R/h > 1, a maximum of 6h/R terms in the series are sufficient achieve 6-decimal precision.
When Kh is large, k 0 ≈ K and the fraction involving k 0 in (38) decreases exponentially, whilst the hyperbolic terms increase exponentially. To avoid numerical inaccuracies involved with multiplying very small and very large numbers, (38) can be rewritten using the relation
which can be derived from the dispersion Eq. (7) . Substituting this into (38) and expanding the hyperbolic functions in terms of exponentials gives
4 ( ) cos( ( ))cos( ( )) ( ). 
In this form, the fraction involving k 0 increases linearly as K → ∞ and the sum involving the exponential terms decreases exponentially (provided that v 3 > 0), which improves the accuracy of numerical computations.
Limiting forms in terms of series of rankine image sources
In the limiting cases of = K 0 and = ∞ K the free surface boundary condition (2) reduces to a homogeneous Neumann or Dirichlet condition:
In these cases the finite-depth Green function can be expressed in terms of an infinite series of images of a Rankine source with respect to free surface and sea bed, defined as [17] 
1 2| | . 
The function G ± is periodic in B, with + G having period 2 and − G having period 4. There are therefore infinitely many combinations which satisfy the boundary conditions (41) and (42) together with the remaining conditions (1) and (3). Moreover, for the case = K 0, the Green function is only defined up to an arbitrary constant of integration. For consistency with the definition of the Green function presented in the previous sections, we define the finite-depth Green function at = K 0 and = ∞ K as
where A and B j are defined in (5) . The series in (43) are slow to converge. Newman [17] provided 
where ≈ … γ 0.577 is Euler's constant. Substituting these expressions into (44) and (45) 
In the domain R/h > 1 the series converges to an error less than − 10 6 with a maximum of 6 terms [17] . As with the case for 0 < K < ∞, the series representation is slower to converge when R/h is small and it is more efficient to use an integral representation which can be approximated using Chebyshev polynomials. The integral representations are given by 
where Note that (50) has been corrected for a term ± 1 which appears erroneously in Eq. (6) of [17] . By expanding the hyperbolic functions in terms of exponentials and collecting terms, (51) can be rewritten as
then substituting (50) into (44) and (45) gives 
In the following section it will be shown that the limiting forms of the Green function defined here are consistent with the limiting forms of (19) and (40) .
Asymptotic analysis
In this section we consider the behaviour of the expressions derived in Sections 2.2 and 3 for the cases
Firstly, in the case h → 0, since G 1 and G 2 are finite for K > 0, from 19 we have G → ∞. The remaining cases require more analysis and are considered in the following subsections.
Infinite depth
The limit of imaginary part of G can be derived from (40) . We have 
which is the infinite depth Green function [14] . The infinite depth limit of the series (38) has been derived by Peter and Meylan [20] . The derivation for the series expression is more complex than for the integral expression and the reader is referred to [20] for details.
Source and field point coincide on free surface
The behaviour of the Green function on the free surface is important in the treatment of so-called 'irregular frequencies'. To remove the effects of irregular frequencies from radiation and diffraction problems, it is necessary to create a mesh over the internal free surface of the structure (see e.g. [42] ). When the source and field point coincide on the free surface the Rankine components 1/r 1 and 1/r 3 are singular and can be subtracted from the Green function and integrated analytically over the panel using the method described in [43] (this method is applicable whenever 1/r 1 , 1/r 2 or 1/r 3 are singular). The integrals G 1 (A,  B 1 , H) and G 2 (A, B 2 , H) are convergent and finite for A ≥ 0, B 1 ∈ [0, 1], B 2 ∈ [0, 2] and H > 0. However, there is a singularity in F(X, V 3 ) on the free surface when = = X V 0 3 . Newman [14] showed that for X, V → 0 we have
2(log(2) log( ( ) )). This logarithmic singularity can be subtracted and integrated analytically over the panel using the methods described in [44] or [45] . 
Using the approximations
for small x ([46], Section 5.1.11), we obtain
To obtain a similar expression for M 2 , recall that
For K → 0 we have X, V → 0. From (63) we see that
Therefore the asymptotic behaviour of + L L 
Hence the zero frequency limit of the real part of the Green function with the logarithmic singularity subtracted is equal to the zero frequency Green function defined in terms of series of Rankine image sources. In the following subsection it will be shown that the zero frequency limit of the imaginary part of the Green function is − π h / and is independent of the values of R, z and ζ. As mentioned in the preceding section, for the case = K 0, the Green function is only defined up to an arbitrary constant. The constant imaginary part can therefore also be subtracted to yield a valid expression for zero frequency Green function as:
Series expressions
The asymptotic form of the series (38) for K → 0 was given in [4] , but is repeated here for completeness. First note that
The limits of the coefficients in the series (40) (83) 
For the case where B 2 > 1 we also need to consider the infinite frequency limit of F(X, V). From Eq. (8) in [14] we have = − →∞ K F X V r lim · ( , ) 2 .
In the following subsection it will be shown that the infinite frequency limit of the imaginary part of the Green function is zero. Thus, for both cases B 2 ≤ 1 and B 2 > 1, we see that
where G ∞ is defined in (57).
As before, we begin by considering the asymptotic behaviour of the wavenumbers: (95) Note that the fraction involving k 0 increases linearly as K → ∞ whereas the sum involving the vertical terms decreases exponentially, provided that v 3 > 0, so the product of these terms tends to zero. For the case v 3 > 0, substituting the expressions above into (40) gives
For this case, we see that the infinite frequency limit of (40) is equal to the series definition of the Green function derived in terms of Rankine image sources (49) . In the case = v 0 3 the limit of (40) does not exist. However, from (49) it can be seen that G ∞ and its partial derivatives are zero when = v 0 3 .
Far-field formulations
The far-field form of the finite depth Green function is used in the calculation of drift forces using the far-field method and other calculations involving the Kochin function. The far-field Green function is well known (see e.g. [47] ), but is included here for completeness. By considering the asymptotic forms of the Bessel functions in (40) (100)
Chebyshev approximation of integrals
The approximation of the infinite-depth component, F(X, V), using Chebyshev polynomials is described in [17] and [18] . The focus here is on the approximation of the integrals L j and M j , = j 1, 2, 3. The theory is reviewed briefly here and further details can be found in e.g. [48] .
The Chebyshev polynomials are defined by the recurrence relation 
Since |T j (x)| ≤ 1 for ∈ − x [ 1, 1] , the function can be approximated to a specified error by truncating the series at a given minimum value of |a pqr |. The coefficients a pqr can be calculated from the orthogonality of the polynomials as: 
The mapping from H to z is dependent on the value of H and is described below. Frequency-domain hydrodynamic calculations for a given geometry are typically carried out for a fixed water depth and the radiation and diffraction problems are solved for a single value of K (and hence a single value of H) at a time. The summation over r can therefore be made prior to the execution of the function, so that the calculations for a single frequency can be evaluated using a double summation: The coefficients of the Chebyshev polynomials grow exponentially with the order of the polynomial, whilst the terms a pqr typically decrease exponentially with the order of the polynomial. For high order representations it is numerically more accurate to use the trigonometric definition of T r (z) to evaluate (112) rather than the polynomial form defined using the recurrence relations.
Conversely, for the evaluation of the partial derivatives f x and f y , it is more convenient to rewrite (111) 
where the coefficients c pq are calculated from b pq and the coefficients of the Chebyshev polynomials. The maximum values of N p and N q required for the integrals considered here are 11 and 10, respectively, so the polynomial form does not suffer from issues with numerical accuracy. The efficiency of the calculation is further improved by noting that A and B are independent of K and hence the terms x p ( = … p N 1, , p ), y q ( = … q N 1, , q ) need only be calculated once at the start of the program.
For each integral, the coefficients a pqr have been calculated for a range of p, q and r such that for greater p, q or r we have < − a | | 10 Figs. 5 and 7) . The domain is split at = − H log ( ) 0.5 10 . The upper limits of the summations in each domain are = N N N ( , , ) (7, 7, 52), p q r (8, 8, 7) and (9, 9, 9) for L 1 and = N N N ( , , ) (6, 7, 72), p q r (7, 7, 8) and (8, 8, 10) (11, 10, 13) and (11, 10, 13) for L 3 and = N N N ( , , ) (8, 8, 14) , p q r (9, 9, 13 ) and (7, 8, 7) for M 3 . After summation over r, the number of terms with > − b | | 10 pq 7 in each subdomain are 79, 90 and 86 for L 3 and 49, 56 and 42 for M 3 .
The errors in the approximation after truncating the Chebyshev series at various minimum values of |a pqr | are shown in Figs. 10-13 . The maximum and root-mean-square (RMS) error over the − A B plane are shown as a function of H. The RMS error is typically of the same order of magnitude as the minimum value of |a pqr | used, but the maximum error in the approximation is typically one order of magnitude larger than the minimum value of |a pqr |. For the partial derivatives, the maximum and RMS errors are approximately an order of magnitude larger, since one term is lost in the series of the variable that is differentiated. For calculations involving elements of zero-thickness, the second-derivative of the Green function is also required (see e.g. [49] ), which results in a further reduction in the accuracy of the approximation.
Newman [17] reported the use of around 8000 coefficients to approximate the integrals used in his method to 6-decimal accuracy in the region H ∈ (0, ∞). The details of Newman's algorithm were not published, but from Figs. 10-13 we can infer that the stated 6-decimal accuracy is likely to require the use of coefficients down to a minimum absolute value − O (10 ) 7 . Similarly, Chen [18] reported the use of around 4900 coefficients to approximate the integrals used in his method to 6decimal accuracy. The total number of coefficients in the Chebyshev approximations of L j and M j = j ( 1, 2, 3), over all domains, with absolute values exceeding a minimum value is shown in Fig. 14. It is evident that only around 2200 coefficient are needed to achieve a similar level of accuracy for the expressions proposed here. Moreover, the inclusion of points for = H 0 and = H 1/ 0 allows the limiting forms of the Green function at zero and infinite frequency to be calculated using the same MATLAB functions for calculating the Green function using the Chebyshev approximations described here are available at https:// github.com/edmackay/GreenFunction. The Cheyshev coefficients a pqr for each domain are stored up to a minimum absolute value of − 10 , 7 so that the user can select the level accuracy appropriate for their application.
Conclusions
New expressions for the free-surface Green function in finite water depth have been presented. In the near-field when R/h ≤ 1 the Green function is expressed in terms of an integral, which is approximated using Chebyshev polynomials. In the mid-to far-field, when R/h > 1 the Green function is expressed using a modified form of the series defined by John [4] . The new expressions have the advantage that they are consistent with the limiting forms of the Green function for zero and infinite frequency. This removes the need to invoke a separate definition of the Green function at zero and infinite frequency, in terms of series of Rankine image sources, and enables a consistent definition to be used for the full range K ∈ [0, ∞]. It has also been demonstrated that the Fourier series representation of the zero and infinite frequency Green function derived by Newman [17] can be derived as the limiting forms of the series defined by John [4] .
The new integral expressions have the further advantage that they are less variable with the non-dimensional frequency, Kh, than previous expressions proposed by Newman [14, 17] and Chen [18] . To approximate the new expressions to an error of − O (10 ) 6 using a truncated Chebyshev polynomial series, it was found that the number of terms required is reduced by factor of 4 compared to Newman's method and a factor of 2 compared to Chen's method.
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Therefore (119) can be rewritten as 
