ABSTRACT. We give a characterization of the contraction ratio of bounded linear maps in Banach space with respect to Hopf's oscillation seminorm, which is the infinitesimal distance associated to Hilbert's projective metric, in terms of the extreme points of a certain abstract "simplex". The formula is then applied to abstract Markov operators defined on arbitrary cones, which extend the row stochastic matrices acting on the standard positive cone and the completely positive unital maps acting on the cone of positive semidefinite matrices. When applying our characterization to a stochastic matrix, we recover the formula of Dobrushin's ergodicity coefficient. When applying our result to a completely positive unital map, we therefore obtain a noncommutative version of Dobrushin's ergodicity coefficient, which gives the contraction ratio of the map (representing a quantum channel or a "noncommutative Markov chain") with respect to the diameter of the spectrum. The contraction ratio of the dual operator (Kraus map) with respect to the total variation distance will be shown to be given by the same coefficient. We derive from the noncommutative Dobrushin's ergodicity coefficient an algebraic characterization of the convergence of a noncommutative consensus system or equivalently the ergodicity of a noncommutative Markov chain.
ω(γ(s)/γ(s))ds
where the infimum is taken over piecewise C 1 paths γ : [0, 1] → C 0 such that γ(0) = x and γ(1) = y. He deduced that the contraction ratio, with respect to Hilbert's projective metric, of a nonlinear map f : C 0 → C 0 that is positively homogeneous of degree 1 (i.e. f (λ x) = λ f (x) for all λ > 0), can be expressed in terms of the Lipschitz constants of the linear maps D f (x) with respect to a family of Hopf's oscillation seminorms:
Hence, to arrive at an explicit formula for the contraction rate of nonlinear maps in Hilbert's projective metric , a basic issue is to determine the Lipschitz constant of a bounded linear map T : X → X with respect to Hopf's oscillation seminorm, i.e.,
T H := sup
z∈X , ω(z/e) =0 ω(T (z)/T (e)) ω(z/e) .
The problem of computing the contraction rate (2) also arises in the study of consensus algorithms. A Markov operator is a linear map T which preserves the positive cone C and fixes a unit element e ∈ C 0 :
T (e) = e . A discrete time consensus system can be described by
where T 1 , T 2 , . . . is a sequence of Markov operators preserving the same unit element e. The main concern of consensus theory is the convergence of the orbit x k to a consensus state, which is represented by a scalar multiple of the unit element.
This model includes in particular the classical linear consensus system case when X = R n , C = R n + , e = (1, · · · , 1) ⊤ and x k+1 = Ax k , k = 1, 2, . . ., ,
where A is a row stochastic matrix. This has been studied in the field of communication networks, control theory and parallel computation [Hir89, BT89, BGPS06, Mor05, VJAJ05, OT09, AB09] . A widely used Lyapunov function for the consensus dynamics, first considered by Tsitsiklis (see [TBA86] ), is the "diameter" of the state x defined as ∆(x) = max 1 i, j n
which is precisely Hopf's oscillation seminorm ω(x/e). It turns out that the latter seminorm can still be considered as a Lyapunov function for a Markov operator T , with respect to an arbitrary cone. When C = R n + , it is well known that if the contraction ratio of the stochastic matrix A with respect to the diameter is strictly less than one, then the orbits of the consensus dynamics (4) converge exponentially to a consensus state. We shall see here that the same remains true in general (Theorem 6.1). For time-dependent consensus systems, a common approach is to bound the contraction ratio of every product of p consecutive operators T i+p • · · · • T i+1 , i = 1, 2, . . ., for a fixed p, see for example [Mor05] . Moreover, if {T k : k 1} is a stationary ergodic random process, then the almost sure convergence of the orbits of (3) to a consensus state can be deduced by showing that E[log T 1+p . . . T 1 H ] < 0 for some p > 0, see Bougerol [Bou93] . Hence, in consensus applications, a central issue is again to compute the contraction ratio (2).
Main results.
Our first result characterizes the contraction ratio (2), in a slightly more general setting. We consider a bounded linear map T from a Banach space X 1 to a Banach space X 2 . The latter are equipped with normal cones C i ⊂ X i , and unit elements e i ∈ C 0 i . Theorem 1.1 (Contraction rate in Hopf's oscillation seminorm). Let T : X 1 → X 2 be a bounded linear map such that T (e 1 ) ∈ Re 2 . Then
The notations and notions used in this theorem are detailed in Section 5. In particular, we denote by the same symbol the order relations induced by the two cones C i , i = 1, 2; P(e 2 ) = {µ ∈ C ⋆ 2 : µ, e 2 = 1} denotes the abstract simplex of the dual Banach space X ⋆ 2 of X 2 , where C ⋆ 2 is the dual cone of C 2 ; extr denotes the extreme points of a set; ⊥ denotes a certain disjointness relation, which will be seen to generalize the condition that two measures have disjoint supports; and T ⋆ denotes the adjoint of T . We shall make use of the following norm, which we call Thompson's norm, z T = inf{α > 0 : −αe 1 z αe 1 } on the space X 1 , and denote by · ⋆ T the dual norm. When C = R n + , and T (z) = Az for some stochastic matrix A, we shall see that the second supremum in Theorem 1.1 is simply
where A i· denotes the ith row of the matrix A. This quantity is called Doeblin contraction coefficient in the theory of Markov chains; it is known to determine the contraction rate of the adjoint T ⋆ with respect to the ℓ 1 (or total variation) metric, see [LPW09] . Moreover, the last supremum in Theorem 1.1 can be rewritten more explicitly as
a term which is known as Dobrushin's ergodicity coefficient [Dob56] . Note that in general, the norm · ⋆ T can be thought of as an abstract version of the ℓ 1 or total variation norm. When specializing to a unital completely positive map T on the cone of positive semidefinite matrices, representing a quantum channel [SSR10, RKW11] , we shall see that the last supremum in Theorem 1.1 coincides with the following expression, which provides a noncommutative analogue of Dobrushin's ergodicity coefficient (see Corollary 8.1):
We use the above formula to show that the convergence of a noncommutative consensus system or equivalently the ergodicity of a noncommutative Markov chain can be characterized by the existence of a rank one matrix in certain subspace of matrices (Theorem 8.5 and 8.6).
THOMPSON'S NORM AND HILBERT'S SEMINORM
We start by some preliminary results. Throughout the paper, (X , · ) is a real Banach space. Denote by X ⋆ the dual space of X . For any x ∈ X and q ∈ X ⋆ , denote by q, x the value of q(x). Let C ⊂ X be a closed pointed convex cone, i.e., αC ⊂ C for α ∈ R + , C + C ⊂ C and C ∩ (−C ) = 0. The dual cone of C is defined by
We denote by C 0 the interior of C . We define the partial order induced by C on X by
We also define the relation ≺ by
For x y we define the order intervals:
For x ∈ X and y ∈ C 0 , following [Nus88] , we define
Observe that since y ∈ C 0 , and since C is closed and pointed, the two sets in (5) are non-empty, closed, and bounded from below and from above, respectively. In particular, m and M take finite values. For x ∈ X and y ∈ X 0 , we call oscillation [Bus73] the difference between M(x/y) and m(x/y):
Let e denote a distinguished element in C 0 , which we shall call a unit. For x ∈ X , define
which we call Thompson's norm, with respect to the element e, and
which we call Hilbert's seminorm with respect to the element e.
Remark 2.1. These terminologies are motivated by the fact that Thompson's part metric and Hilbert's projective metric are Finsler metrics (see [Nus94] ) for which the infinitesimal distances at the point e ∈ C 0 are respectively given by · T and · H . The seminorm · H is also called Hopf's oscillation seminorm [Bus73] .
We assume that the cone is normal, that is, there is a constant K > 0 such that
It is known that under this assumption the two norms · and · T are equivalent, see [Nus94] . Therefore the space X equipped with the norm · T is a Banach space. Since Thompson's norm · T is defined with respect to a particular element e, we write (X , e, · T ) instead of (X , · T ). By the definition and (5), Thompson's norm can be rewritten by:
Example 2.2. We consider the finite dimensional vector space X = R n , the standard orthant cone C = R n + and the unit vector e = 1 := (1, . . ., 1) T . It can be checked that Thompson's norm with respect to 1 is nothing but the sup norm
whereas Hilbert's seminorm with respect to 1 is the so called diameter:
Example 2.3. Let X = S n , the space of Hermitian matrices of dimension n and C = S + n , the cone of positive semidefinite matrices. Let the identity matrix I n be the unit element: e = I n . Then Thompson's norm with respect to I n is nothing but the sup norm of the spectrum of X , i.e.,
, is the vector of ordered eigenvalues of X , counted with multiplicities, whereas Hilbert's seminorm with respect to I n is the diameter of the spectrum:
ABSTRACT SIMPLEX IN THE DUAL SPACE AND DUAL UNIT BALL
We denote by (X ⋆ , e, · ⋆ T ) the dual space of (X , e, · T ) where the dual norm · ⋆ T of a continuous linear functional z ∈ X ⋆ is defined by:
We define the abstract simplex in the dual space by:
Remark 3.1. For the standard orthant cone (Example 2.2, X = R n , C = R n + and e = 1), the dual space X ⋆ is X = R n itself and the dual norm · ⋆ T is the ℓ 1 norm:
The abstract simplex P(1) is the standard simplex in R n :
i.e., the set of probability measures on the discrete space {1, . . ., n}.
Remark 3.2. For the cone of semidefinite matrices (Example 2.3, X = S n , C = S + n and e = I n ), the dual space X ⋆ is X = S n itself and the dual norm · ⋆ T is the trace norm:
The simplex P(I n ) is the set of positive semidefinite matrices with trace 1:
The elements of this set are called density matrices in quantum physics. They are thought of as noncommutative analogues of probability measures.
We denote by B ⋆
T (e) the dual unit ball:
We denote by conv(S) the convex hull of a set S. The next lemma relates the abstract simplex P(e) to the dual unit ball B ⋆ T (e). Lemma 3.1. The dual unit ball B ⋆ T (e) of the space (X ⋆ , e, · ⋆ T ), satisfies B ⋆ T (e) = conv(P(e) ∪ −P(e)) .
Proof. For simplicity we write P instead of P(e) and B ⋆ T instead of B ⋆ T (e) in the proof. It follows from (6) that
By the strong separation theorem [FHH + 01, Thm 3.18], if z did not belong to the closed convex hull conv(P ∪ −P), the closure being understood in the weak star topology of X ⋆ , there would exist a vector x ∈ X and a scalar γ such that
contradicting (10). Hence, B
⋆ T = conv(P ∪ −P) . We claim that the latter closure operation can be dispensed with. Indeed, by the Banach Alaoglu theorem, B ⋆ T is weak-star compact. Hence, its subset P, which is weak-star closed, is also weak-star compact. If µ ∈ B ⋆ T , by the characterization of B ⋆ T above, µ is a limit, in the weak star topology, of a net {µ a = s a ν a − t a π a : a ∈ A } with s a + t a = 1, s a ,t a 0 and ν a , π a ∈ P for all a ∈ A . By passing to a subnet we can assume that {s a ,t a : a ∈ A } converge respectively to s,t ∈ [0, 1] such that s + t = 1 and {ν a , π a : a ∈ A } converge respectively to ν, π ∈ P. It follows that µ = sν − tπ ∈ conv(P ∪ −P). Remark 3.3. We make a comparison with [RKW11] . In a finite dimensional setting, Reeb, Kastoryano, and Wolf defined a base B of a proper cone K in a vector space V to be a cross section of this cone, i.e., B is the intersection of the cone K with a hyperplane given by a linear functional in the interior of the dual cone K ⋆ . Their vector space V corresponds to our dual space X ⋆ , and, since V is of finite dimension, their dual space V ⋆ corresponds to our primal space X . Our cone C ⊂ X corresponds to their dual cone K ⋆ . Modulo this identification, the base B can be written precisely as
for some e in the interior of K ⋆ , so that the base B coincides with our abstract simplex P(e). They defined the base norm of µ ∈ V with respect to B by: µ B = inf{λ 0 : µ ∈ λ conv(B ∪ −B)}.
They also defined the distinguishability norm of µ ∈ V by:
And Theorem 14 in their paper [RKW11] states that the distinguishability norm is equal to the base norm:
In a finite dimensional setting, Lemma 3.1 is equivalent to the duality result (12) of Reeb et al. and the two approaches are dual to each other.
CHARACTERIZATION OF EXTREME POINTS OF THE DUAL UNIT BALL
The next lemma states that Hilbert's seminorm coincides with the quotient norm on the quotient Banach space X /Re. Lemma 4.1. For all x ∈ X , we have:
is minimal when M(x/e) + λ = −m(x/e) − λ . Substituting the value of λ obtained in this way in x + λ e T , we arrive at the announced formula.
Before giving a representation of the extreme points of B ⋆ H (e), we define a disjointness relation ⊥ on P(e). 
From (b) we know that 2µ − π = ν.
We denote by extr(·) the set of extreme points of a convex set.
Proposition 4.3.1. The set of extreme points of B ⋆
H (e), denoted by extrB ⋆ H (e), is characterized by:
T (e) can be written as µ = sν − tπ with s + t = 1, s,t 0, ν, π ∈ P(e). Moreover, if µ ∈ M (e), then 0 = µ, e = s ν, e − t π, e = s − t,
T (e) ∩ M (e) can be written as
Therefore by (14) we proved that
Now let ν, π ∈ extr P(e) and ν ⊥ π. We are going to prove that ν − π ∈ extrB ⋆ H (e). Let ν 1 , π 1 , ν 2 , π 2 ∈ P(e) such that
By Lemma 4.3, the only possibility is 2ν = ν 1 + ν 2 and 2π = π 1 + π 2 . Since ν, π ∈ extrP(e) we obtain that ν 1 = ν 2 = ν and π 1 = π 2 = π. Therefore ν − π ∈ extr B ⋆ H (e). Now let ν, π ∈ P(e) such that ν − π ∈ extr B ⋆ H (e). Assume by contradiction that ν is not extreme in P(e) (the case in which π is not extreme can be dealt with similarly). Then, we can find ν 1 , ν 2 ∈ P(e), ν 1 = ν 2 , such that ν = ν 1 +ν 2 2 . It follows that
where ν 1 − π, ν 2 − π are distinct elements of B ⋆ H (e), which is a contradiction. Next we show that ν ⊥ π. To this end, let any ρ, σ ∈ P(e) such that
If σ = π, then ν − σ = ν − π and this contradicts the fact that ν − π is extremal. Therefore σ = π and ρ = ν. From Lemma 4.3, we deduce that ν ⊥ π.
Remark 4.2. In the case of standard orthant cone (X = R n , C = R n + and e = 1), the set of extreme points of P(1) is the set of standard basis vectors {e i } i=1,...,n . The extreme points are pairwise disjoint.
Remark 4.3. In the case of cone of semidefinite matrices (X = S n , C = S + n and e = I n ), the set of extreme points of P(I n ) is
which are called pure states in quantum information terminology. Two extreme points xx * and yy * are disjoint if and only if x * y = 0. To see this, note that if x * y = 0 then any Hermitian matrix X such that X xx * and X yy * should satisfy X xx * + yy * . Hence by definition xx * and yy * are disjoint. Inversely, suppose that xx * and yy * are disjoint and consider the spectral decomposition of the matrix xx * − yy * , i.e., there is λ 1 and two orthonormal vectors u, v such that xx * − yy * = λ (uu * − vv * ). It follows that xx * − yy * = uu * − ((1 − λ )uu * + λ vv * ). By Lemma 4.3, the only possibility is yy * = (1 − λ )uu * + λ vv * and xx * = uu * thus λ = 1, u = x and v = y. Therefore x * y = 0.
THE OPERATOR NORM INDUCED BY HOPF'S OSCILLATION SEMINORM
Consider two real Banach spaces X 1 and X 2 . Let C 1 ⊂ X 1 and C 2 ⊂ X 2 be respectively two closed pointed convex normal cones with non empty interiors C 0 1 and C 0 2 . Let e 1 ∈ C 0 1 and e 2 ∈ C 0 2 . Then, we know from Section 4 that the two quotient spaces (X 1 /Re 1 , · H ) and (X 2 /Re 2 , · H ) are Banach spaces. The dual spaces of (X 1 /Re 1 , · H ) and (X 2 /Re 2 , · H ) are respectively (M (e 1 ), · ⋆ H ) and (M (e 2 ), · ⋆ H ) (see Lemma 4.2). Let T denote a continuous linear map from (X 1 /Re 1 , · H ) to (X 2 /Re 2 , · H ). The operator norm of T , denoted by T H , is given by:
Proposition 5.1.1 (Proposition 12 in [RKW11] ). Let V , V ′ be two finite dimensional vector spaces and L : V → V ′ be a linear map and let B ⊂ V and B ′ ⊂ V ′ be bases. Then
The first term in (17) is called the contraction ratio of the linear map L, with respect to base norms (see Remark 3.3). One important applications of this proposition concerns the base preserving maps L such that L(B) ⊂ B ′ . Let us translate this proposition in the present setting. Consider a linear map T : X 1 /Re 1 → X 2 /Re 2 . Then T ⋆ : X ⋆ 2 → X ⋆ 1 is a base preserving linear map (T ⋆ (P(e 2 )) ⊂ P(e 1 )) and so, Proposition 12 of [RKW11] shows that:
Hence, by comparison with [RKW11] , the additional information here is the equality between the contraction ratio in Hilbert's seminorm of a unit preserving linear map, and the contraction ratio with respect to the base norms of the dual base preserving map. The latter is the primary object of interest in quantum information theory whereas the former is of interest in the control/consensus literature. We also proved that the supremum in (18) can be restricted to pairs of disjoint extreme points ν, π. Finally, the expression of the contraction rate as the last supremum in Theorem 5.1 leads here to an abstract version of Dobrushin's ergodic coefficient, see Eqn (23) and Corollary 8.1 below.
Let us recall the definition of Hilbert's projective metric.
Definition 5.1 ([Bir57]). Hilbert's projective metric between two elements x and y of
Consider a linear operator T : X 1 → X 2 such that T (C 0 1 ) ⊂ C 0 2 . Following [Bir57, Bus73] , the projective diameter of T is defined as below:
Birkhoff's contraction formula [Bir57, Bus73] states that the oscillation ratio equals to the contraction ratio of T and they are related to its projective diameter.
Proof. It is sufficient to prove the inequality. For this, note that
ω(T (x)/e 2 )/ω(x/e 1 ).
Then we apply Birkhoff's contraction formula.
Remark 5.3. Reeb et al. [RKW11] showed in a different way that
in a finite dimensional setting. Corollary 5.3 shows that as soon as the duality formula T ⋆ ⋆ H = T H is established, the latter inequality follows from Birkhoff's contraction formula.
APPLICATION TO DISCRETE MARKOV OPERATORS ON CONES
A classical result, which goes back to Doeblin and Dobrushin, characterizes the Lipschitz constant of a Markov matrix acting on the space of measures (i.e., a row stochastic matrix acting on the left), with respect to the total variation norm (see the discussion in Section 7 below). The same constant characterizes the contraction ratio with respect to the "diameter" (Hilbert's seminorm) of the consensus system driven by this Markov matrix (i.e., a row stochastic matrix acting on the right). Markov operators on cones extend Markov matrices. In this section, we extend to these abstract operators a number of known properties of Markov matrices.
A bounded linear map T : X → X is a Markov operator with respect to a unit vector e in the interior C 0 of a closed convex pointed cone C ⊂ X if it satisfies the two following properties:
(i) T is positive, i.e., T (C ) ⊂ C .
(ii) T preserves the unit element e, i.e., T (e) = e. The case when T H < 1 or equivalently T ⋆ ⋆ H < 1 is of special interest; the following theorem shows that the iterates of T converge to a rank one projector with a rate bounded by T H . Theorem 6.1 (Geometric convergence to consensus/invariant measure). Let T : X → X be a Markov operator with respect to the unit element e. If T H < 1 or equivalently T ⋆ ⋆ H < 1, then there is π ∈ P(e) such that for all x ∈ X
and for all µ ∈ P(e)
is nonempty (as a non-increasing intersection of nonempty compact sets), and since T H < 1 and
this intersection must be reduced to a real number {c(x)} ⊂ R depending on x, i.e.,
Thus for all n ∈ N,
Therefore by definition:
It is immediate that:
from which we deduce that c : X → R is a continuous linear functional. Thus there is π ∈ X ⋆ such that c(x) = π, x . Besides it is immediate that π, e = 1 and π ∈ C ⋆ because
Therefore π ∈ P(e). Finally for all µ ∈ P(e) and all x ∈ X we have
A time invariant discrete time consensus system can be described by
The main concern of consensus theory is the convergence of the orbit x k to a consensus state, which is represented by a scalar multiple of the unit element e. The dual system of (20) represents a homogeneous discrete time Markov system:
One of the central issues in Markov chain study is the strong ergodicity, i.e., the convergence of the distribution π k to an invariant measure, given by a fixed point of T ⋆ . Theorem 6.1 shows that if T H < 1 or equivalently T ⋆ ⋆ H < 1, then the consensus system (20) is globally convergent and the homogeneous Markov chain (21) is strongly ergodic.
A time-dependent consensus system is described by
where {T k : k 1} is a sequence of Markov operators sharing a common unit element e ∈ C 0 . Then if there is an integer p > 0 and a constant α < 1 such that for all i ∈ N T i+p . . . T i+1 H α, then the same lines of proof of Theorem 6.1 imply the existence of π ∈ P(e) such that for all {x k } satisfying (22),
Moreover, if {T k : k 1} is a stationary ergodic random process, then the almost sure convergence of the orbits of (22) to a consensus state can be deduced by showing that
for some p > 0, see Bougerol [Bou93] . The ergodicity of a inhomogeneous Markov chain can be studied in a dual approach. Hence, in Markov chain and consensus applications, a central issue is to compute the operator norm T H of a Markov operator T .
A direct application of Theorem 5.1 leads to following characterization of the operator norm.
Theorem 6.2 (Abstract Dobrushin's ergodicity coefficient). Let T : X → X be a Markov operator with respect to e. Then,
Proof. Since T (e) = e, we have:
APPLICATIONS TO STOCHASTIC MATRICES
In this section, we specialize the previous general results to the case of of the standard orthant cone (X = R n , C = R n + and e = 1, Example 2.2). We recover the classical Dobrushin's ergodicity coefficient and some known convergence results of the consensus system.
A linear map T : R n → R n given by
is a Markov operator if and only if A is a row stochastic matrix. The operator norm corresponds to the contraction ratio of the matrix A with respect to the diameter ∆:
and the dual operator norm corresponds to the Lipschitz constant of A ′ with respect to the total variation distance on the space of probability measures:
The value δ (A) is known as Dobrushin's ergodicity coefficient of the Markov chain with transition probability matrix A ′ , see [LPW09] . Specializing Theorem 6.2 to this case, we get
The latter formula yields directly the following explicit form of Dobrushin's ergodicity coefficient [Dob56] :
The above equality is a known result in the study of Markov chain. It is known that if τ(A) < 1, then the Markov chain associated to A is strongly ergodic [Sen91] .
A (time-invariant) consensus system associated to the matrix A is described by:
By Theorem 6.1, if τ(A) < 1, then the consensus system (24) converges to a multiple of 1 with an exponential rate τ(A).
Remark 7.1. A simple classical situation in which τ(A) < 1 is when there is a Doeblin state, i.e., an element j ∈ {1, . . ., n} such that A i j > 0 holds for all i ∈ {1, . . . , n}. Besides, a Doeblin state is represented by a node connected to all other nodes in the graph associated to a matrix A. Based on this observation, some graph connectivity conditions [VJAJ05, OT09, Mor05, AB09] characterizing the exponential convergence of consensus systems can be derived directly from Dobrushin's ergodicity coefficient (23). As far as we know, such connection between Dobrushin's ergodicity coefficient and the convergence of consensus system has been firstly observed in [MDA05] .
Remark 7.2. For example, consider a time-variant linear consensus system:
where {A k } is a sequence of stochastic matrices. Moreau [Mor05] showed that if all the nonzero entries of the matrices {A k } are bounded from below by a positive constant α > 0 and if there is p ∈ N such that for all i ∈ N there is a node connected to all other nodes in the graph associated to the matrix A i+p . . . A i+1 , then the system 25 is globally uniformly convergent. These two conditions imply exactly that there is a Doeblin state associated to the matrix A i+p . . . A i+1 . The uniform bound α is to have an upper bound on the contraction rate, more precisely, τ(A i+p . . . A i+1 ) 1 − α, ∀i = 1, 2, . . .
APPLICATIONS TO NONCOMMUTATIVE MARKOV OPERATORS
In this section, we specialize the previous general results to a finite dimensional noncommutative space (X = S n , C = S + n and e = I n , Example 2.3). A completely positive unital linear map Φ : S n → S n is characterized by a set of matrices
such that the map Φ is given by:
The matrices {V 1 , . . . ,V m } are called Kraus operators. It is clear that Φ : S n → S n defines a Markov operator. The dual operator of Φ is given by:
It is a completely positive and trace-preserving map, called Kraus map. The map Φ and Ψ represent a purely quantum channel [SSR10, RKW11] . The map Φ acts between spaces of measures while the adjoint map Ψ is trace-preserving and acts between spaces of states (density matrices). The operator norm of Φ : S n /RI n → S n /RI n is the contraction ratio with respect to the diameter of the spectrum:
The operator norm of the adjoint map Ψ : P(I n ) → P(I n ) is the contraction ratio with respect to the trace norm (the total variation distance):
The values Φ H and Ψ ⋆ H are respectively the noncommutative counterparts of τ(·) and δ (·). Specializing Theorem 6.2 to Kraus maps, we obtain the noncommutative version of Dobrushin's ergodicity coefficient. We next provide a much tighter, in fact necessary and sufficient, condition for the operator norm to be 1. The equivalence between the second and the third condition is trivial by taking Y = vu * .
(4) There exists k 0 n 2 − 1 such that Φ k 0 H < 1.
