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1. Introduction 
Neural network can be imagine as human 
brain function. In human brain, it have billions of 
neuron cells which connected and communicated 
each other and works to think and do smart think. 
Many computer scientist think to make a computer 
based on human brain function idea and this is 
what we called neural network. Neural network is a 
one of modelling method that had been used to 
solve any complex problems. Neural network 
processing is done by looking at the data in the 
training set and then learn the pattern and next is to 
create the ability to classify new patterns and make 
predictions. The learning process is accomplished 
by adjusting the weights which connect between 
the neurons. According to Paolo Antogmettim[l6], 
neural network is a modelling of dynamic parallel 
computing system, that contains a lot of processing 
units, where each unit representing the biological 
characteristics of brain's neurons that are connected 
to one another in a particular configuration, which 
can generate useful information depends on the 
input value received. Neural networks are very 
popular applications in fields such as oil and gas as 
used by Heydari et al. Al, [6], and in transportation 
field as used by Kurokawa and Takeshita,[lO]. 
Furthermore, other research and application of 
neural networks is in the power system by M. 
Tarafdar Haque, and A.M. Kashtiban,[S] also in the 
field of data classification as done by Pardo et 
a1.[17] and Schmitz & Aldrich.[l9]. The neural 
networks have been extensively used in medicine 
and data classification field. The major strengths of 
neural network are having capability to adapt, 
improve and optimize themselves according to 
variety and change of input information. These 
capabilities had help to improve the efficiency and 
reliability of inspection and diagnosis of disease 
from medical images. Veropoulos et a1.[21] had 
used image processing technique and neural 
network to detect the presence TB Tuberculosis 
bacilli in aurarnine - stained sputum specimens. 
Technically, neural network can be divided into 
three main layers which are input layer, hidden 
layer and output layer. This layer consists of simple 
processing elements called as nodes. Each node 
connected to each other with the weights. The 
neural network system consists of two main types 
of data sets known as training data and testing data. 
However, having a neural network system that is 
capable of providing optimum value structure is 
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difficult. It is hard to have a neural network system 
that can give a 100% performance of accuracy. 
According to Masters, T. [ll], and Remus, W. & 
O'Connor, M. [18], one hidden layer can provide 
better performance in neural networks. Most of the 
problems predicted by the neural network involving 
the use of the second hidden layer will not have the 
greatest impact on the accuracy and performance of 
the network model. Moreover, by adding second 
hidden layer will only slow down the convergence 
due to additional neurons, weights, coefficients, 
and thus will slow down the work and the training 
data without impacting the efficiency of the 
network model. Based on this, the project had been 
designed to use one hidden layer of neural network 
structure. The main objective for this project is to 
determine the optimal structure of MLP neural 
network by testing its capability and accuracy using 
scaled conjugate gradient back propagation 
algorithm in gravel data. In the project, to 
determine the optimal network structure, number of 
hidden nodes and the overall performance of the 
tested data will been analyzed and recorded in the 
table. Data will been tested starting with hidden 
nodes 1 until 100. 
2. Neural Network 
Neural network gained its knowledge from past 
experiences to deal with a problem and situation. 
Neural network take a solution before to build up 
the system in decision making neurons. Neural 
network which consist of three layers of neurons 
will learn through the adjustment between the 
weights and the associated layer. The answer to this 
network was compared with that required answer 
over and over during the training phase. If there is a 
problem, then the system will learn the problem 
thus the sets of weights will be adjusted until it can 
produces the best output result. 
2.1 Multilayered Perceptron neural 
network (MLP) 
In theory, MLP network is a non-linear neural 
network system which consists of a set of one input 
layer, one or more hidden layer and output layer. 
Figure 1: Basic architecture of MLP neural 
networks 
Figure 1 shows the basic MLP neuron network 
structure with R as the number of inputs. Each 
input will be adjusted by the weights, w. Total 
input weights, w and bias, b would lead to a 
transfer function, f. Bias, b is approximately the 
same as the weights, w but the bias has a value 1 as 
constant value. Weight value, w and bias, b is a 
scale parameter which can be modified. Usually, 
the MLP network will use log-sigmoid transfer 
function as shown in Figure 2 in the hidden layer. 
In most neural network applications, log-sigmoid 
transfer function is often used in object recognition. 
Transfer function will then calculate the value of 
output from the net input. This operation of log- 
sigmoid transfer function (log-sig) will produce an 
output between 0 and 1 which indicates the value 
of the net input from negative to positive infinity. 
Figure 2 : Log-Sigmoid Transfer Function 
In process of analysing the neural networks, data 
can be divided into two sets of data that known as 
the training and testing data sets. However, to 
develope the neural network system, usually 
another subset of data needed known as validation 
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data set. Validation set is often used as a 
confirmation data of neural network that been 
analyzed by stopping the analysis when the chosen 
validation data has been exceeded. In the training 
phase, the weights, w and bias, b will be modified 
over and over again to obtain the optimal network 
structure. While in the testing phased, the  weight,^ 
and bias,b will be fixed and used to calculate the 
output. 
2.2 Backpropagation, BP 
To determine the optimal network structure, the 
MLP network can be trained by using 
backpropagation, BP algorithm. This BP technique 
will determine, whether the gradient of the network 
performance with network weights, w or by 
determining the Jacobian on the error in the 
network with the weights, w. The simplest 
implementation of BP learning updates the network 
weights and biases in the direction in which the 
performance function decreases most rapidly, 
which are in the negative of the gradient. 
One iteration of this algorithm can be written as 
where; 
"k = vector of current weights and biases 
g~e = current gradient 
ak = leraning rate 
3. Simulation 
MLP neural network will be trained by 
using scaled conjugate gradient backpropagation. 
MLP neural network goes through two phases 
which is training phase and testing phase. In this 
project, gravel data have been used. The Gravel 
data which can be divided into six categories had 
been extracted for its 7 features based on three 
sides of view of its image. The three side of view of 
the gravel is the above view, "r , the front view, S ~ ,  
and the side view, % as shown in figure 3. 
(a) (b) (c) 
Figure 3 : Gravel image; (a) front view, (b) 
above view and (c) side view. 
In this project, the distribution of data can be 
divided into ; 
1. Training = 70% 
2. Validation = 5% 
3. Test=25% 
This means that the total number of data used to 
determine the optimal structure for MLP neural 
network of the gravel data is about 590 samples. 
412 data samples are used as training set, 30 
samples as the validation set and 148 samples as 
the testing sets. 
4. Result and Analysis 
Based on this project, the main objeCdike 
was to test the accuracy of the performance of the 
MLP neural network that used the scaled conjugate 
gradient backpropagation as a training algorithm. 
In addition, by carrying out this project, the optimal 
structure for MLP neural network can be 
determined. Analysis is performed starting from the 
value of hidden nodes of 1 until 100. Figure 4 
shows the result of performances for the MLP 
neural network of the gravel data with the hidden 
node. 
1. . .... .. . . .... .. . ..... ..... ... .. ............ ... ... . ........ .. .... . . . 
1 11 21 31 41 51 61 71 81 91 
Hidden N~ode 
Figure 4: Graph Overall performance vs hidden 
node 
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1 Hidden node I Overall ~erformance I % I 
Table 1 
Based on Table 1, one hidden node of MLP neural 
network gives 33.20% of overall performance 
which also mean the minimum performance of the 
system. By having 97 hidden node in MLP neural 
network in classification of gravel data, the reading 
show 83.40% for overall performance and thus 
state the highest performance for the system. The 
optimal structure for the MLP network is shown at 
hidden node of 16 with 82.90% of overall 
performance. 
5. Conclusion 
In this project, a system of multilayered 
perceptron neural network (MLP) had been tested 
its accuracy in indentifying gravel data. This 
system had been trained by using scaled conjugate 
gradient backpropagation algorithm. This system 
achieved a maximum performance with 83.40% 
using 97 hidden nodes. Meanwhile, the optimal 
structure for the MLP neural network system in 
classifying the gravel data is achieved at 16 hidden 
nodes with 82.90% of performances 
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