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Kolyvagin systems of Stark units
KAˆZIM BU¨YU¨KBODUK
Abstract. In this paper we construct, using Stark elements of
Rubin [8], Kolyvagin systems for certainmodified Selmer structures
(that are adjusted to have core rank one in the sense of [4]) and
prove a Gras-type conjecture, relating these Kolyvagin systems to
appropriate ideal class groups, refining the results of [7] (in a sense
we explain below), and of [5, 9] applied to our setting.
Introduction
B. Howard, B. Mazur and K. Rubin show in [4] that the existence
of Kolyvagin systems relies on a cohomological invariant, what they
call the Selmer core rank. When the Selmer core rank is one, they
determine the structure of the Selmer group completely in terms of a
Kolyvagin system. However, when the Selmer core rank is greater than
one, not much could be said. In fact, one does not expect a similar
result for the structure of the Selmer group in general, as a reflection
of the fact that Bloch-Kato conjectures do not in general predict the
existence of special elements, but a regulator, to compute the relevant
L-values.
An example of a core rank greater than one situation arises if one
attempts to utilize the Euler system that would come from the Stark
elements (whose existence were predicted by K. Rubin [8]). This is
what we study in this paper.
Rubin was first to study the Euler system of Stark units in [7]. He
proved a Gras-type formula for the χ-isotypic component of a cer-
tain ideal class group under certain assumptions on the character χ.
These assumptions essentially ensured that the core Selmer rank of
T = Zp(1) ⊗ χ−1, in the sense of Definitions 4.8 and 4.1.11 of [4], is
one. We prove Theorem A, in the spirit of Gras conjectures and Rubin’s
prior results (Theorem 4.6 of [7]) for all even, non-trivial characters χ
which are unramified at all primes of k above p. The setting in which
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Rubin [7] places himself is disjoint from ours, however, from the per-
spective of Kolyvagin system theory Rubin deals with the core Selmer
rank one situation, whereas in our setting core Selmer rank could be
(and in general is) greater then one. In that sense, our results may be
regarded as a refinement of the results of [7].
Before describing our result in detail, we first set some notation. Fix
a totally real number field k of degree r over Q, an algebraic closure
k of k, and a rational prime p 6= 2. Let χ be a character of Gal(k/k)
into Z×p which is trivial on all complex conjugations inside Gal(k/k)
(we say that χ is even) and which is unramified at all primes above
p. We also assume that χ has finite prime-to-p order, and let L be the
fixed field of ker(χ) inside k. Fix also a finite set S of places of k that
does not contain p, but contains all infinite places S∞, all places λ that
divide the conductor fχ of χ. Assume also that S contains at least r+1
places, only r of which (namely the infinite places) split completely in
L/k. We also assume Leopoldt’s conjecture (which we often abbreviate
as LC) for the number field L.
Theorem (A). |AχL| ≤ [∧
r(O×L ⊗ Zp)
χ : Zpε
χ
L], where A
χ
L is the p-part
of the χ-isotypic part of the ideal class group of L, and εχL is a Stark
element (as in §2.1 below) whose existence is predicted in [8].
We note that εχL is the χ-part of the Stark element of Rubin [8]. Its
definition depends on the choice of two disjoint, non-empty finite sets
S and T of places of L (see [8] Conjecture B′). Under the assumptions
above on the set S, it is guaranteed that the order of vanishing of
the modified L-function LS,T (s, χ) (cf. [8] §1.1 for a definition of the
modified L-function) at s = 0 is r and thus, by the defining property of
Rubin’s Stark element εχL 6= 0. Although the definition of the element
εχL depends on the finite sets S and T , the truth of the statement
of Theorem (A) does not as long as S satisfies the hypotheses above.
That’s why we fix once and for all such S and drop S from the notation
wherever it is convenient.
The proof of Theorem (A) has three steps: We first construct in
Section 1 Selmer structures which we denote by (T,FL) modifying the
local conditions for the classical Selmer structure (T,Fcl) at p. We
prove that (Proposition 1.8) Selmer core rank of each (T,FL) is one.
This means (by Theorem 5.2.10 of [4]) the Zp-module KS(T,FL) of
Kolyvagin systems for (T,FL) is free of rank one. The second step is to
construct these Kolyvagin systems using Stark elements of Rubin [8].
Once we have these Kolyvagin systems constructed, we apply the
Kolyvagin system machinery to obtain bounds for the dual (modified)
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Selmer groups. In Section 3 we compute these bounds quite explicitly in
terms of the Stark elements, then compare the modified (dual) Selmer
group to the classical (dual) Selmer group and thus obtain the desired
bound on the classical (dual) Selmer group. We note that (Proposi-
tion 1.2) the classical (dual) Selmer group is exactly the relevant part
of the ideal class group.
In the very last section, we prove that above inequality is an equality
using an analytic class number formula. We still assume LC for L.
Again the assumptions (and remarks) above for the set S are in effect;
and how T should be chosen to guarantee this equality is explained in
§2.1.
Theorem (B). |AχL| = [∧
r(O×L )
χ : Zpε
χ
L]
One could of course start with Stark elements of Solomon for the
values of Twisted-zeta functions at s = 1 to construct the Kolyvagin
systems we need, instead of Rubin’s Stark elements. In fact, almost
tautologically, one would obtain identical results to what we prove in
this paper; by comparing Solomon’s Stark elements to Rubin’s as in [11]
Remark 5.3. Possibly more interesting approach would be to start with
Solomon’s p-adic Stark conjectures [10]. The author hopes to check in
the near future that the “p-adic Stark elements” (i.e. the solutions to
p-adic Stark conjectures) and the techniques employed in this paper
could be used to prove identical results, and also to deduce a relation
between “complex” and “p-adic” Stark conjectures using the rigidity
of Kolyvagin systems.
We also remark that Popescu [6] has proved Gras-type conjectures
(for arbitrary order of vanishing) for function fields of characteristic p
using different techniques then ours.
It’s a pleasure to thank Karl Rubin for his guidance, encouragement
and patience. We also thank Christian Popescu and David Solomon for
helpful conversations and their valuable remarks. We also thank the
anonymous referee for many corrections and suggestions to improve the
exposition.
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1. Modified Selmer structures for Zp(1)⊗ χ−1
Fix once and for all a totally real number field k of degree r over Q,
an algebraic closure k of k, and a rational prime p 6= 2. Let χ be an
even character of Gal(k/k) (i.e. it is trivial on all complex conjugations
inside Gal(k/k)) into Z×p that has finite order, and let L be the fixed
field of ker(χ) inside k. We define fχ to be the conductor of χ, and ∆
to be the Galois group Gal(L/k) of the extension L/k.
For any abelian group A, A∧ will always denote its p-adic completion.
Define also Aχ to be the χ-isotypic component of A∧.
1.1. Selmer groups for T . Let T be the Gal(k/k)-representation
Zp(1)⊗ χ−1.
One may identify H1(L,Zp(1)) with
L×,∧ := lim
←−
n
L×/(L×)p
n
using Kummer theory. For any rational prime ℓ, define
H1(Lℓ,Zp(1)) :=
⊕
v|ℓ
H1(Lv,Zp(1))
the semi-local Galois cohomology group at ℓ, which similarly may be
identified by L×,∧ℓ where Lℓ = L ⊗ Qℓ. Denote by UL,ℓ the (p-adic
completion of the) local units inside L×,∧ℓ . Then the classical Selmer
structure Fcl (see Definition 2.1.1 of [4] for the definition of a Selmer
structure) on Zp(1) is defined by the local conditions determined by
{UL,ℓ ⊂ (L⊗Qℓ)×,∧}.
Likewise,
H1(k, T ) = H1(k,Zp(1)⊗ χ
−1) = (H1(L,Zp(1))⊗ χ
−1)∆ = (L×)χ
If we define H1(kℓ, T ) analogously, one easily observes that we may
identify this semi-local cohomology group with (L×ℓ )
χ. We similarly
define the classical Selmer structure Fcl on T , by the local conditions
determined by {UχL,ℓ ⊂ [(L⊗Qℓ)
×]χ}.
For brevity we denote UL,p by VL. Since ∆ has order prime to p,
Zp[∆] is semi-simple hence it follows that VL is a free Zp[∆]-module of
rank r = [k : Q]. Let L be a free Zp[∆]-submodule VL of rank one, such
that the quotient VL/L is a free Zp[∆]-module (of rank r − 1). Then
the χ- isotypic component Lχ is free of rank one over Zp. Since taking
χ-components is exact, it also follows that V χL /L
χ is free of rank r − 1
over Zp.
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We are now ready to define the modified Selmer structures (FL, T )
for T , for each choice of L. Let
• H1FL(kℓ, T ) := U
χ
L,ℓ ⊂ [(L⊗Qℓ)
×,∧]χ = H1(kℓ, T ), if ℓ 6= p,
• H1FL(kp, T ) := L
χ ⊂ UχL,p ⊂ [(L⊗Qp)
×,∧]χ = H1(kp, T ).
Namely, we shrink the local conditions that defined the classical
Selmer structure (T,Fcl) at p down to the Zp-line Lχ and do nothing
for the choices at ℓ 6= p to obtain (T,FL).
We define the Selmer group for the local conditions F = Fcl or
F = FL to be
H1F(k, T ) := ker{H
1(k, T ) −→
∏
ℓ
H1(kℓ, T )/H
1
F(kℓ, T )}
where the product runs over all rational primes ℓ.
1.2. Local Duality and Selmer groups for T ∗. We now define the
dual Selmer structure to (T,FL) and the dual Selmer group. Later
in this section, we will compute the classical and the modified Selmer
groups explicitly and compare their sizes to each other.
Let
T ∗ = HomZp(T,Qp/Zp)(1)
∼= Qp/Zp ⊗ χ
be the Cartier dual of T . For any prime λ of k, let <,>λ denote the
local Tate pairing
<,>λ: H
1(kλ, T )×H
1(kλ, T
∗) −→ Qp/Zp
Definition 1.1. For each rational prime ℓ define H1F∗
L
(kℓ, T
∗) to be
the orthogonal complement of H1FL(kℓ, T ) under the induced pairing.
The Selmer structure (T ∗,F∗L) will be referred to as the dual Selmer
structure to (T,FL).
Define similarly (T ∗,F∗cl), the dual Selmer structure to the classical
Selmer structure on T .
For F = FL or F = Fcl, we propagate the Selmer structure (T,F)
(resp. (T ∗,F∗)) to T/pnT (resp. to T ∗[pn]) as follows:
Define H1F(kℓ, T/p
nT ) (resp. H1F∗(kℓ, T
∗[pn])) as the image (resp.
inverse image) ofH1F(kℓ, T ) (resp. H
1
F∗(kℓ, T
∗)) under the maps induced
by
T ։ T/pnT, T ∗[pn] →֒ T ∗
See also Example 1.1.2 of [4]. We still denote the Selmer structures on
T/pnT (resp. on T ∗[pn]) obtained this way by (T/pnT,F) (resp. by
(T ∗[pn],F∗) for F = FL or F = Fcl.
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Proposition 1.2. For every positive integer n, we have a natural exact
sequence
• 0 −→ (O×L/(O
×
L )
pn)χ −→ H1Fcl(k, T/p
nT ) −→ AχL[p
n] −→ 0
and an isomorphism
• H1F∗
cl
(k, T ∗[pn]) ∼= Hom(AχL,Z/p
nZ)
where AL is the ideal class group of L, and OL is the ring of integers
of L.
For a proof, see §2, Proposition 2.6 of [9], or §6.1 of [4].
It is easy to see that the classical Selmer structure (T,Fcl) and the
modified Selmer structure (T,FL) satisfy the hypotheses H.0-H.5 and
(by Lemma 3.7.1 of [4]) H.6 of [4] §3.5 (with base field Q in their treat-
ment replaced by k). Therefore, the existence of Kolyvagin systems for
these Selmer structures will be decided by their core Selmer ranks (for
a definition cf. Definitions 4.1.8 and 4.1.11 of [4]). Let X (T,F) denote
the core Selmer ranks of the Selmer structures (T,F) for F = Fcl or
for F = FL. Since the hypotheses H0-H5 and (by Lemma 3.7.1 of [4])
H6 hold, X (T,F) will be (as in Definition 5.2.4 of [4], using Theorem
4.1.3 of [4]) the common value of X (T/pnT,F). Further, it will be
quite explicitly given by:
Proposition 1.3 (compare to Theorem 5.2.5 of [4]).
X (T,F) = max{rankZp(H
1
F(k, T ))− corankZp(H
1
F∗(k, T
∗)), 0}
In particular the Selmer core rank X (T,Fcl) is r = [k : Q].
Proof. The first part is proved exactly in the same way as Theorem 5.2.5
of [4], which is only stated (and proved) when the base field is Q. The
second part follows now from the first part and Proposition 1.2, using
the fact that (O×L )
χ is free of rank r over Zp (cf. Proposition I.3.4
of [12]). 
We now describe the modified Selmer groups explicitly. Recall our
definition that O×,∧L is the p-adically completed group of units of L,
and (O×L )
χ is the χ-isotypic component of O×,∧L . Recall also that VL is
(the p-adic completion of) the local units inside L⊗Qp and V
χ
L is the χ-
isotypic component of VL. We also recall that VL is a free Zp[∆]-module
of rank r, therefore V χL is a free Zp-module of rank r.
Proposition 1.4. Let JL denote the ide´les of L. Then
(i) H1FL(k, T ) = ker{(O
×
L )
χ ι−→ V χL /L
χ}, where ι is induced from
the natural localization map (O×L )
χ → V χL (which will also be
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denoted by ι later),
(ii) H1F∗
L
(k, T ∗) ∼= Hom(JL/L×(
∏
v|∞ L
×
v
∏
v∤p UvL),Qp/Zp)
χ−1 ,
where Uv denotes the local units inside the completion Lv of L.
Proof. By the definition of FL and by Proposition 1.2, there is a com-
mutative diagram
0 // H1FL(k, T )
// H1Fcl(k, T )
ι //
H1
Fcl
(kp,T )
H1
FL
(kp,T )
0 // H1FL(k, T )
// (O×L )
χ ι // V χL /L
χ
with exact rows. This proves (i).
(ii) also follows easily noting that H1(k, T ∗) = Hom(GL,Qp/Zp)
χ−1
and by class field theory. 
We will now compare the classical (dual) Selmer group (which turned
out to be the χ-part of the ideal class group of L) to our modified (dual)
Selmer groups.
Proposition 1.5. H1F∗
cl
(k, T ∗) ⊂ H1F∗
L
(k, T ∗) and
[H1F∗
L
(k, T ∗) : H1F∗
cl
(k, T ∗)] = [V χL : L
χ · ι((O×L )
χ)].
Proof. By definitions of the Selmer groups H1Fcl(k, T ) and H
1
FL
(k, T )
(and the dual Selmer groups) there are exact sequences
0 // H1FL(k, T )
// H1Fcl(k, T )
ι //
H1
Fcl
(kp,T )
H1
FL
(kp,T )
= V χL /L
χ
0 // H
1
F∗
cl
(k, T ∗) // H1F∗
L
(k, T ∗) ι
∗
//
H1
F∗
L
(kp,T ∗)
H1
F∗
cl
(kp,T ∗)
Further, by Poitou-Tate global duality, the image of ι and ι∗ are or-
thogonal complements under the local Tate pairing (cf. Theorem 2.3.4
of [4] or Theorem 1.7.3(i) of [9]). It follows then that (see Theorem
1.7.3(ii) of [9])
H1F∗
L
(k, T ∗)/H1F∗
cl
(k, T ∗) ∼ // Hom(coker(ι),Qp/Zp)
By Proposition 1.2 it follows immediately that
coker(ι) ∼= V
χ
L /L
χι((O×L )
χ).
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This proves that
[H1F∗
L
(k, T ∗) : H1F∗
cl
(k, T ∗)] = |coker(ι)| = [V χL : L
χ · ι((O×L )
χ)].

Remark 1.6. We note that the equality Proposition 1.5 still holds
true even if one of the indices is infinite, in the sense that if one side is
infinite, the other is too.
Remark 1.7. Assume in this paragraph that Leopoldt’s conjecture
holds for L. Note that
V χL /L
χι((O×L )
χ) ∼= V χL
/
ι((O×L )
χ)
/
Lχ
/
ι((O×L )
χ) ∩ Lχ
and thus, by Proposition 1.5
[H1F∗
L
(k, T ∗) : H1F∗
cl
(k, T ∗)] =
[V χL : ι((O
×
L )
χ)]
[Lχ : ι((O×L )
χ) ∩ Lχ]
.
Note that both the numerator and the denominator are finite since we
assumed Leopoldt’s conjecture.
Proposition 1.8. The Selmer structure (T,FL) has Selmer core rank
one (see 4.1.8 and 4.1.11 of [4] for a definition of Selmer core rank).
Proof. By Proposition 1.6 of [13]
length(H1FL(k, T/p
nT ))− length(H1F∗
L
(k, T ∗[pn])) =
= length(H0(k, T/pnT ))− length(H0(k, T ∗[pn]))
−
∑
ℓ|fχp
{length(H0(kℓ, T/p
nT )− length(H1FL(kℓ, T/p
nT ))}
which is pnX (T,FL). Applying the same formula to (T,Fcl) we see
that
pn(X (T,Fcl)−X (T,FL)) =
length(H1Fcl(kp, T/p
nT ))− length(H1FL(kp, T/p
nT ))
and this equals (r − 1)pn. Since we already know that X (T,Fcl) = r
the Proposition follows.

Let KS(T,FL) denote the Zp-module of Kolyvagin systems for the
Selmer structure (T,FL). See Definition 3.1.3 of [4] for a precise defi-
nition.
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Corollary 1.9. KS(T,FL) is free of rank one as a Zp-module, gen-
erated by a Kolyvagin system κ ∈ KS(T,FL) whose image inside of
KS(T/pT,FL) is nonzero.
Proof. This is immediate after Proposition 1.8 and Theorem 5.2.10
of [4]. 
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2. Kolyvagin systems of Stark units
In this section we review Rubin’s integral refinement of Stark conjec-
tures and construct Kolyvagin systems for the modified Selmer struc-
tures (T,FL) using Stark elements of Rubin.
For the rest of the paper we assume this refined version of the Stark
conjectures (Conjecture B′ of [8]).
We first set some notation. Assume k, χ, fχ and L are as above. For a
cycle τ of the number field k let k(τ) be the maximal p-extension inside
the ray class field of k modulo τ . Define L(τ) to be the composite of
k(τ) and L. Let
K = {L(τ) : τ is a (finite) cycle of k prime to fχp}
be a collection of abelian extensions of k, where k(τ), L, L(τ) and fχ
are defined above.
2.1. Stark units of Rubin and Euler systems. Fix a finite set
S of places of k that does not contain any prime above p, but con-
tains all infinite places S∞ and all places λ that divide the conduc-
tor fχ of χ. Assume that |S| ≥ r + 1. For each K ∈ K let SK =
S ∪ {places of k at which K is ramified} be another set of places of
k. Let O×K,SK denote the SK units of K, and ∆K (resp. δK) denote
Gal(K/k) (resp. |Gal(K/k)|). Conjecture B′ of [8] predicts the exis-
tence of certain elements1
εK,SK ∈ ΛK,SK ⊂
1
δK
∧rO×K,SK
where ΛK,SK is defined in §2.1 of [8] and has the property that for any
homomorphism
ψ˜ ∈ HomQp[∆K ](∧
rO×,∧K,SK ⊗Qp, O
×,∧
K,SK
⊗Qp)
1In fact, Rubin’s conjecture predicts that these elements should be inside
1
δK
∧rO×K,SK ,T where T is a finite set of primes disjoint from SK chosen so that
the group O×K,SK ,T of units which are congruent to 1 modulo all the primes in T is
torsion-free. However, in our case any set T which contains a prime other than 2
will suffice (since all the fields that appear in our paper are totally real). Further,
T may be chosen in a way that (e.g. T = {p}) the extra factors that appear in
the definition of the modified zeta function for K (c.f. §1 of [8] for more detail on
these zeta functions) will be prime to p, when they are evaluated at 0. We note
that for such a chosen T , we have O×,∧K,SK ,T = O
×,∧
K,SK
, for example by the exact
sequence (1) in [8]. Since in our paper we will work with the p-adic completion of
the units, we will safely exclude T from our notation.
Kolyvagin systems of Stark units 11
that is induced from a homomorphism
ψ ∈ HomZp[∆K ](∧
rO×,∧K,SK , O
×,∧
K,SK
)
we have ψ˜(ΛK,SK) ⊂ O
×,∧
K,SK
. We note that the r-th exterior power
∧rO×K,SK (and other exterior powers which appear below) is taken in the
category of Zp[∆K ]-modules. The elements εK,SK (which we call Stark
elements) satisfy the distribution relation to be satisfied by an Euler
system (Proposition 6.1 of [8]). We denote the image of εK,SK inside
the Zp-module
1
δK
∧r O×,∧K,SK also by εK,SK . Since S is fixed (therefore
SK , too), we will often drop S or SK from notation and denote εK,SK
by εK , or sometimes use S instead of SK and denote OK,SK by OK,S.
As before, let VK be the p-adic completion of the units inK⊗Qp. Any
φK ∈ ∧r−1HomZp[∆K ](VK ,Zp[∆K ]) induces a homomorphism, which we
still denote by φK , inside HomZp[∆K ](∧
rO×,∧K,S, O
×,∧
K,S), as discussed in §1.2
and §6.3 of [8]. Let M be be the composite of the fields inside K, let
Zp[[Gal(M/k)]] := lim
←−
K∈K
Zp[Gal(K/k)]
denote the completed group ring of Gal(M/k) and
V := lim
←−
K∈K
VK
We define
r−1∧
Hom(V,Zp[[Gal(M/k)]]) := lim
←−
K∈K
r−1∧
HomZp[∆K ](VK ,Zp[∆K ])
where the inverse limit is with respect to the natural maps induced
from the inclusion map VK →֒ V
Gal(K ′/K)
K ′ and the isomorphism
Zp[∆K ′]
Gal(K ′/K)−˜→Zp[∆K ]
NK
′
K 7−→ 1
for K ⊂ K ′.
Proposition 2.1. For any K ∈ K the projection map
r−1∧
Hom(V,Zp[[Gal(M/k)]]) −→
r−1∧
HomZp[∆K ](VK ,Zp[∆K ])
is surjective.
Proof. Let K ∈ K. The quotient of the local units by the local 1-units
has order prime to p, because it injects (under reduction) into the
multiplicative group of the residue field(s). So the p-adic completion
of the local units (which we have denoted by VK) is the same as the
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p-adic completion of the local 1-units. The rest of the proof follows at
once from Corollary 6.5 of [8]. 
Since SK contains no primes above p, O
×,∧
K,SK
maps canonically to VK
via a Zp[∆K ]-equivariant map. This induces a natural map
(2.1)
lim
←−
K∈K
r−1∧
HomZp[∆K ](VK ,Zp[∆K ]) −→ lim←−
K∈K
r−1∧
HomZp[∆K ](O
×,∧
K,SK
,Zp[∆K ])
The image of Φ ∈
∧r−1
Hom(V,Zp[[Gal(M/k)]]) under the above map
will still be denoted by Φ, when there is no confusion.
Proposition 2.2. Let {φK} = Φ ∈
∧r−1
Hom(V,Zp[[Gal(M/k)]])
and let
εK,SK ,Φ = φK(εK,SK) ∈ O
×,∧
K,SK
(Here we view φK as an element of HomZp[∆K ](∧
rO×,∧K,SK , O
×,∧
K,SK
) via
(2.1) above and the map (4 ) (with k = r−1) of [8].) Then the collection
{εK,SK ,Φ}K∈K is an Euler system for the Gal(k/k)-representation Zp(1)
in the sense of Definition 2.1.1 of [9] (with condition (ii) replaced by
(ii)′(b) in §9.1 of [9]).
Proof. This is Proposition 6.6 of [8]. We only remark that since εK,SK ∈
ΛK,SK it follows that εK,SK ,Φ ∈ O
×,∧
K,SK
⊂ K×,∧ and Kummer theory
identifies K×,∧ with H1(K,Zp(1)). 
2.2. Twisting by the character χ. Let χ be a character as defined
in Section 1. In this section we will show how to twist the Euler systems
we obtain the previous section by the character χ. However, one should
notice that in Section 3 we will be using the Euler system for the twist
by χ−1.
Let ǫχ denote the idempotent
1
|∆|
∑
δ∈∆ χ(δ)δ
−1. For any finite cycle
τ which is prime to pfχ we define
(2.2)
εχL(τ) = ǫχεL(τ),S ∈
1
|Gτ |
ǫχ ∧r O
×,∧
L(τ),S
= 1|Gτ | ∧
r (O×L(τ),S)
χ
where Gτ := Gal(k(τ)/k), which is the p-part of ∆τ := Gal(L(τ)/k) ∼=
Gτ ×∆ (since |∆| is prime to p, it follows that L and k(τ) are linearly
disjoint over k). We also note that the equality on the second line
above
(2.3) (∧rO×L(τ),S)
χ = ǫχ ∧
r O×,∧L(τ),S = ∧
rǫχO
×,∧
L(τ),S = ∧
r(O×L(τ),S)
χ
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holds simply because ǫrχ = ǫχ (we recall once again that the exte-
rior products in (2.2) and (2.3) are taken in the category of Zp[∆τ ]-
modules).
Lemma 2.3. For any {φK} = Φ ∈
∧r−1
Hom(V,Zp[[Gal(M/k)]]) we
have
εχL(τ),Φ := φL(τ)(ε
χ
L(τ)) ∈ (O
×
L(τ),S)
χ
Proof. εχL(τ) = ǫχεL(τ),S, and by definition, φL(τ) is Zp[∆τ ]-equivariant,
therefore
φL(τ)(ε
χ
L(τ)) = ǫχφL(τ)(εL(τ),S) ∈ ∧
r(O×L(τ),S)
χ

The natural inclusion
V χL(τ) →֒ VL(τ)
induces a map
r−1∧
HomZp[∆τ ](VL(τ),Zp[∆τ ]) −→
r−1∧
HomZp[Gτ ](V
χ
L(τ),Zp[∆τ ]
χ)
Lemma 2.4. The map
Γ :
r−1∧
HomZp[∆τ ](VL(τ),Zp[∆τ ]) −→
r−1∧
HomZp[Gτ ](V
χ
L(τ),Zp[∆τ ]
χ)
is surjective.
Proof. Using the decompositions
VL =
⊕
ψ∈∆ˆ
V ψL = V
χ
L ⊕ (V
χ
L )
⊥
and
Zp[∆τ ] =
⊕
ψ∈∆ˆ
Zp[∆τ ]
ψ = Zp[∆τ ]
χ ⊕ (Zp[∆τ ]
χ)⊥
into Zp[∆τ ]-modules the proposition follows at once. 
Remark 2.5. For each τ , fixing a basis {ǫL(τ)χ }, where
ǫL(τ)χ =
1
|∆|
∑
δ∈∆
χ−1(δ)δ ∈ Zp[∆τ ]
(we view ǫ
L(τ)
χ as an element of Zp[∆τ ] using the decomposition ∆τ =
Gτ×∆) for the free-of-rank-one Zp[Gτ ]-module Zp[∆τ ]χ, one may iden-
tify Zp[∆τ ]
χ by Zp[Gτ ]. Abusing this fact, we will allow ourselves to
alternate between Zp[∆τ ]
χ and Zp[Gτ ], mostly in favor of the latter.
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Let
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ) := lim
←−
L(τ)∈K
r−1∧
HomZp[Gτ ](V
χ
L(τ),Zp[∆τ ]
χ)
The inverse limit is with respect to the natural maps above which we
used to define
∧r−1
Hom(V,Zp[[Gal(M/k)]]).
Remark 2.6. Lemma 2.4 shows that the map
r−1∧
Hom(V,Zp[[Gal(M/k)]]) −→
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
is surjective.
Proposition 2.7. For each τ0, the projection
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ) −→
r−1∧
HomZp[Gτ0 ](V
χ
L(τ0)
,Zp[∆τ0 ]
χ)
is surjective.
Proof. Proof of this is identical to the proof of Proposition 2.1.

Proposition 2.8. Let {φτ} = Φ ∈
∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ),
then the collection {φτ(ε
χ
L(τ))} is an Euler system for (T, fχp) in the
sense of Definition 2.1.1 of [9] (with condition (ii) replaced by (ii)′(b)
in §9.1 of [9]).
Remark 2.9. We will often write εχL(τ),Φ for φτ (ε
χ
L(τ)). Note that
εχL(τ),Φ ∈ (O
×
L(τ),S)
χ
and thus may also be viewed as an element of H1(k(τ), T ).
Proof. Let Φ˜ denote an element of
∧r−1
Hom(V,Zp[[Gal(M/k)]]) that
lifts Φ. Such a Φ˜ exists by Remark 2.6. Then we have the following
commutative diagram:
εL(τ),S
_

( ++
∈
∧r ΛL(τ),S φ˜τ //
ǫχ

O×,∧L(τ),S
ǫχ

∋ εL(τ),S,Φ˜
_

εχL(τ)  33∈
∧r ΛχL(τ),S φτ // (O×L(τ),S)χ ∋ εχL(τ),Φ
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What this diagram essentially says is
φτ (ε
χ
L(τ)) = ǫχεL(τ),S,Φ˜(:= ε
χ
L(τ),Φ˜
)
for any lift Φ˜ of Φ.
By Proposition 2.2 {εF,S,Φ˜}F∈K is an Euler system for Zp(1). This
means, by Proposition 4.2 and Lemma 4.3 in §2 of [9], that {ǫχεL(τ),S,Φ˜ =
εχ
L(τ),Φ˜
}
τ
is an Euler system for Zp(1)⊗ χ−1. But ε
χ
L(τ),Φ˜
= φτ (ε
χ
L(τ)) =
εχL(τ),Φ and the Proposition follows. 
Definition 2.10. Let εχL(τ),Φ be as above. We call the collection
{εχL(τ),Φ}τ the Euler system of Φ-Stark elements for T = Zp(1)⊗ χ
−1.
Remark 2.11. By definition εχL belongs to
1
|∆|
∧r (O×L,S)
χ, where ∆ =
Gal(L/k). Since |∆| is prime to p, we have
1
|∆|
∧r (O×L,S)
χ = ∧r(O×L,S)
χ
hence
εχL ∈ ∧
r(O×L,S)
χ
Further let
U˜L,S = {u ∈ O
×,∧
L,S : ǫχ0u = 0 for the trivial character χ0 ∈ ∆ˆ}
be as in §6.3 of [8]. Note that (O×L,S)
χ ⊂ U˜L,S since χ is non-trivial.
Also, the proof of Proposition 6.2 of [8] shows that
U˜L,S ⊂ O
×,∧
L : p-adic completion of the global units,
therefore
εχL ∈ ∧
r(O×L )
χ
2.3. Choosing the Homomorphisms Φ: Recall thatM was defined
to be the composite of all the fields that are inside the collection K and
Zp[[Gal(M/k)]] := lim
←−
K∈K
Zp[Gal(K/k)]
as the completed group ring of Gal(M/k). Recall also that M0 is the
fixed field M∆ of ∆ inside M .
Until the end of the paper, we assume that L/k is unramified at all
primes of k above p. Note then that for any K ∈ K, K/k is unramified
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at all primes of k which are above p, and are all totally real. Therefore
Krasner’s lemma [3] on the 1-units implies:
Lemma 2.12 (Krasner). UK,p is a free Zp[Gal(K/k)]-module of rank
r = [k : Q], where UK,p =
⊕
℘|p UK℘ is the p-adic completion of the
group of units in K ⊗Qp.
As an immediate consequence of Krasner’s lemma (Lemma 2.12) we
have
Corollary 2.13.
V = lim
←−
K∈K
VK
is free of rank r over Zp[[Gal(M/k)]].
Using Corollary 2.13 we may choose a Zp[[Gal(M/k)]]-line L inside
V such that the quotient V/L is also a free Zp[[Gal(M/k)]]-module (of
rank r − 1).
Definition 2.14. For all L(τ) = K ∈ K let LK be the image of L
under the (surjective) projection map V → VK . When τ = 1 (i.e.
when K = L), denote LK by only L.
Note that LK are free Zp[Gal(K/k)]-modules of rank one for all
K ∈ K, and that (LK)Gal(K/K
′) = LK ′ for all K ′ ⊂ K.
We will often denote LL(τ) by simply Lτ .
Remark 2.15. If there is a prime ℘ of k above p of degree one in k/Q,
then for each K ∈ K there is a natural choice for a Zp[Gal(K/k)]-line
LK : Define
LK =
⊕
q|℘
UK
q
where the direct sum is over the places q of K that are above ℘, and
UK
q
is defined as before. For K ′ ⊂ K it is evident that (LK)Gal(K/K
′) =
LK ′. We also know by (a variant of) Lemma 2.12 that LK is a free
Zp[Gal(K/k)]-module of rank one. It also follows that the χ-isotypic
component (LL(τ))
χ of LL(τ) is free of rank one over Zp[Gτ ], for K =
L(τ).
Definition 2.16. We say that an element
{φτ}τ = Φ ∈
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
satisfies HL if for any L(τ) ∈ K one has φτ (∧rV
χ
L(τ)) ⊂ L
χ
τ .
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We will next construct a specific element
Φ0 ∈
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
that satisfies HL.
In what follows, we will identify the free of rank one Zp[[Gal(M0/k)]]-
module Zp[[Gal(M/k)]]
χ with Zp[[Gal(M0/k)]] (as in Remark 2.5), and
we allow ourselves to alternate between these two notations.
Fix a basis
{Ψ(i)L }i=1,...,r−1
of the free (of rank r − 1) Zp[[Gal(M0/k)]]-module
HomZp[[Gal(M0/k)]](V
χ/Lχ,Zp[[Gal(M0/k)]])
This then fixes a basis {ψ(i)Lτ}
r−1
i=1 for the free (of rank r-1) Zp[Gτ ]-module
HomZp[Gτ ](V
χ
L(τ)/L
χ
τ ,Zp[Gτ ]) for all L(τ) ∈ K; such that {ψ
(i)
Lτ
}τ are
compatible with respect to the surjections
HomZp[Gτ ](V
χ
L(τ)/L
χ
τ ,Zp[Gτ ]) −→ HomZp[Gτ ′ ](V
χ
L(τ ′)/L
χ
τ ′,Zp[Gτ ′])
for all τ ′ | τ . Note that the homomorphism
r−1⊕
i=1
ψ
(i)
Lτ
: V χL(τ)/L
χ
τ −→ Zp[Gτ ]
r−1
is an isomorphism of Zp[Gτ ]-modules, for all τ .
Let ψ
(i)
τ denote the image of ψ
(i)
Lτ
under the canonical injection
HomZp[Gτ ](V
χ
L(τ)/L
χ
τ ,Zp[Gτ ]) →֒ HomZp[Gτ ](V
χ
L(τ),Zp[Gτ ])
Note then that
Ψτ :=
r−1⊕
i=1
ψ(i)τ : V
χ
L(τ) −→ Zp[Gτ ]
is surjective and ker(Ψτ ) = Lχτ .
Define
φτ = ψ
(1)
τ ∧ ψ
(2)
τ ∧ · · · ∧ ψ
(r−1)
τ ∈
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[Gτ ])
Note once again that for τ ′|τ , φτ maps to φτ ′ under the surjective (by
Proposition 2.7) homomorphism
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[Gτ ]) −→
r−1∧
HomZp[∆τ ′ ](V
χ
L(τ ′),Zp[Gτ ′ ])
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Therefore Φ0 = {φτ}τ may be regarded as an element of the group∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ).
Proposition 2.17. Let {φτ}τ = Φ0 be as above. Then φτ maps ∧
rV χL(τ)
onto Lχτ (= ker(Ψτ)), for all τ . In particular Φ0 satisfies HL.
Proof. The proof is identical to the proof of Lemma 4.1 of [1], which
also follows the proof of Lemma B.1 of [4] line by line. 
Corollary 2.18. Let φ be an element of
∧r−1HomZp[∆](V χL ,Zp) such
that
φ(∧rV χL ) ⊂ L
χ
Then there is a
Φ(0) = {φ(0)τ }τ ∈
r−1∧
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
which satisfies HL and is such that
φ
(0)
1 |∧rV χL= φ |∧rV
χ
L
Proof. If φ is identically zero the assertion is obvious (choosing Φ(0)
identically zero as well). Otherwise let
{φ˜(0)τ }τ = Φ˜
(0) = [Lχ : φ(V χL )]Φ0
where Φ0 is as above. Then by Proposition 2.17, and noting that the
free-of-rank-one Zp-module Lχ has a unique Zp-submodule of index
[Lχ : φ(V χL )] it follows that
φ˜
(0)
1 (∧
rV χL ) = φ(∧
rV χL )
Since ∧rV χL is free of rank one, we may choose an α ∈ Z
×
p so that
αφ˜
(0)
1 |∧rV χL≡ φ |∧rV
χ
L
Let now Φ(0) := αΦ˜(0). Then Φ(0) ∈
∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
clearly has the desired properties. 
2.4. Kolyvagin Systems for (T,FL): In this section, we construct a
Kolyvagin system2 {κΦτ } ∈ KS(T,FL) using the Euler system {ε
χ
L(τ),Φ}τ
of Φ-Stark elements, for each Φ ∈
∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
that satisfies HL. We will use these classes in the next section to prove
our main results.
2See Definitions 3.1.3 and 3.1.6 of [4] for a more precise definition of a Kolyvagin
system.
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Let P denote the set primes of k whose elements do not divide pfχ.
For each positive integer m, let
Pm = {q ∈ P : q splits completely in L(µpm)/k}
be a subset of P. Note that Pm is exactly the set of primes being
determined by Definition 3.1.6 of [4] or §4, Definition 1.1 of [9] when
T = Zp(1) ⊗ χ
−1. Let N (resp. Nm) denote the square free products
of primes q in P (resp. Pm).
Let Fcan denote the canonical Selmer structure given by Defini-
tion 3.2.1 of [4]. Theorem 3.2.4 of [4] gives a map
ES(T ) −→ KS(T,Fcan,P)
where ES(T ) denotes the collection of Euler systems for T , and
KS(T,Fcan,P) := lim
←−
m
(lim
−→
j
KS(T/pmT,Fcan,P ∩ Pj))
such that if {ck(τ)}τ = c ∈ ES(T ) maps to κ = {{κτ,m}τ∈Nm}m un-
der this map (where {κτ,m}τ∈Nm ∈ lim−→jKS(T/p
mT,Fcan,P ∩ Pj) is a
Kolyvagin system for T/pmT ), then
(2.4)
H1(k, T ) = lim←−
m
H1(k, T/pmT ) ∋ lim←−
m
κ1,m := κ1 = ck ∈ H
1(k, T ).
Let κΦ =
{
{κΦτ,m}τ∈Nm
}
m
be the image of the Euler system {εχL(τ),Φ}τ ,
and let κφ1 = lim←−κ
Φ
1,m as in (2.4). In this particular case, (2.4) reads
κΦ1 = ε
χ
L,Φ.
Theorem 2.19. Assume that Φ ∈
∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
satisfies HL. Then
κ
Φ ∈ KS(T,FL,P)
When there is no danger of confusion, we will simply denote the
element κΦτ,m ∈ L
×/(L×)p
m
by κΦτ . Note that the statement of Theo-
rem 2.19 says that for each τ ∈ Nm, κΦτ ∈ H
1
FL(τ)
(k, T/pmT ), where
FL(τ) is defined as in Example 2.1.8 of [4]. However, Theorem 3.2.4
of [4] already says that κΦτ ∈ H
1
Fcan(τ)
(k, T/pmT ); therefore to prove
Theorem 2.19 it suffices to prove the following:
Proposition 2.20. Let
locp : H
1(k, T/pmT ) −→ H1(kp, T/p
mT ) :=
⊕
℘|p
H1(k℘, T/p
mT )
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be the localization map into the semi-local cohomology at p. Then
locp(κ
Φ
τ ) ∈ L
χ/pmLχ ⊂ H1(kp, T/p
mT )
We prove Proposition 2.20 below. We remark that Lχ/pmLχ is the
propagation H1FL(τ)(kp, T/p
mT ) of the local condition H1FL(τ)(kp, T ) =
Lχ at p. Let
{κ˜Φτ,m ∈ H
1(k, T/pmT ) = (L×/(L×)p
m
)χ}τ∈Nm
be the collection that Definition 4.4.10 of [9] associates to the Euler
system {εχL(τ),Φ}τ . Here we write κ˜
Φ
τ,m for the class denoted by κ[k,τ,m]
in [9]. We will also often drop m and denote κ˜Φτ,m by κ˜
Φ
τ if there is no
danger for confusion. Note that Equation (33) in Appendix A of [4]
relates these classes to κΦτ .
Lemma 2.21. Assume locp(κ˜
Φ
τ ) ∈ L
χ/pmLχ then locp(κΦτ ) ∈ L
χ/pmLχ
as well.
Proof. Obvious using Equation (33) in Appendix A of [4]. 
Let Dτ denote the derivative operators as in Definition 4.4.1 of [9].
Definition 4.4.10 (and Remark 4.4.3) defines κ˜Φτ as the inverse image of
Dτε
χ
L(τ),Φ (mod p
m) under the restriction map3
(L×/(L×)p
m
)χ = H1(k, T/pmT ) −→ H1(k(τ), T/pmT )Gτ
= [(L(τ)×/(L(τ)×)p
m
)χ]Gτ
Therefore locp(κ˜
Φ
τ ) maps to locp(Dτε
χ
L(τ),Φ) (mod p
m) under the map
(which is also an isomorphism by Remark 4.4.3, Proposition B.5.1 and
Proposition B.4.2 of [9])
H1(kp, T/p
mT ) −→ H1(k(τ)p, T/p
mT )Gτ
Under this isomorphism V χL /p
mV χL is mapped isomorphically onto
(V χL(τ)/p
mV χL(τ))
Gτ and hence, by definition of Lχτ and the fact that
it is a free Zp[Gτ ]-module, Lχ/pmLχ is mapped isomorphically onto
[Lχτ /p
mLχτ ]
Gτ . The diagram below summarizes the discussion in this
3 Note that (µp∞ ⊗ χ−1)Gk(τ) is trivial (where Gk(τ) stands for the absolute Galois
group of the totally real field k(τ)), since, for example, complex conjugation cannot
act by χ on µp∞ since χ is even. This argument proves that this restriction map is
an isomorphism, by Remark 4.4.3 of [9].
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paragraph:
H1(kp, T/p
mT )
∼ // H1(k(τ)p, T/p
mT )Gτ
V χL /p
mV χL
∼ //
?
OO
(V χL(τ)/p
mV χL(τ))
Gτ
?
OO
Lχ/pmLχ
∼ //
?
OO
[Lχτ /p
mLχτ ]
Gτ
?
OO
Proposition 2.22. Suppose Φ satisfies HL. Then
locp(κ˜
Φ
τ ) ∈ L
χ/pmLχ.
Proof. Since locp is Galois equivariant locp(Dτε
χ
L(τ),Φ) = Dτ locp(ε
χ
L(τ),Φ).
Further locp(ε
χ
L(τ),Φ) ∈ L
χ
τ since Φ satisfies HL. On the other hand, by
Lemma 4.4.2 of [9] Dτε
χ
L(τ),Φ (mod p
m) is fixed by Gτ , which in return
implies
locp(ε
χ
L(τ),Φ) (mod p
m) ∈ [Lχτ /p
mLχτ ]
Gτ
This proves that locp(κ˜
Φ
τ ) maps into L
χ/pmLχ by above discussion. 
Proof of Proposition 2.20. Immediately follows from Lemma 2.21 and
Proposition 2.22. 
By the discussion following the statement of Theorem 2.19, this also
completes the proof of Theorem 2.19.
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3. Applications to Ideal Class Groups
In this section, we apply the Kolyvagin system machinery developed
in [4] to the Kolyvagin system we constructed in §2.4. Let
ι : (O×L )
χ −→ V χL
be the localization map at p. The induced map ∧r(O×L )
χ → ∧rV χL will
be denoted by ι(r). Throughout this section we assume the following
hypotheses:
H-S The finite set S contains no finite primes which split completely
in L/k.
H-F [∧rV χL : Zp · ι
(r)(εχL)] <∞.
Since εχL ∈ ∧
r(O×L )
χ by Remark 2.11, hypothesis H-F makes sense.
Remark 3.1. The proof of Proposition 6.6 of [8] shows thatH-F holds
if one assumes H-S and that the map ι above is injective. Note that
Leopoldt’s conjecture (LC) for L guarantees that ι is injective, thus
implies H-F.
Recall that for an appropriately chosen (namely those satisfying HL)
Φ ∈ lim←−
L(τ)∈K
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)
we obtained a Kolyvagin system {κΦτ } for the Selmer structure (T,FL,P).
The following theorem (which is really Corollary 5.2.13 of [4]) is the
main application of the Kolyvagin systems we constructed. Notice that
Corollary 5.2.13 of [4] is valid by Proposition 1.8.
Theorem 3.2.
lengthZp(H
1
F∗
L
(k, T ∗)) ≤ max{j : κΦ1 ∈ p
jH1FL(k, T )}
for all Φ satisfying HL. We have equality if the Kolyvagin system {κΦτ }
is primitive in the sense of Definition 3.4.5 of [4].
Using the computations in Section 2 we prove
Proposition 3.3. Let τ,∆τ , VK and ι be defined as above. Then
{ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)}
= [∧rV χL : Zp · ι
(r)(εχL)]V
χ
L .
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Proof. By Proposition 2.7 and Lemma 2.12
{Φ1(v) : v ∈ ∧
rV χL , {Φτ}τ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)} = V χL .
(See also the proof of [8] Proposition 6.6.) On the other hand, VL is
free of rank r over Zp[Gal(L/k)] by Krasner’s lemma, therefore V
χ
L is
free of rank r over Zp. This implies that ∧
rV χL is free of rank one over
Zp. The proof of the proposition now follows. 
Lemma 3.4.
{ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ),Φ satisfies HL} =
= {ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)} ∩ Lχ
Proof. The left hand side is clearly contained in the right hand side.
Let
c ∈ {ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)} ∩ Lχ
be an element of the set on the right hand side, so that
c = φ ◦ ι(εχL,Φ) ∈ L
χ
for some
φ ∈ ∧r−1HomZp[∆](V
χ
L ,Zp[∆]
χ).
Since we assumed H-F, Zp · ι(r)(ε
χ
L) is a subgroup of finite index in
∧rV χL and since V
χ
L /L
χ is torsion free, it follows that φ(∧rV χL ) ⊂ L
χ.
Then by Corollary 2.18 there is a
{φ(0)τ }τ = Φ
(0) ∈
∧r−1
Hom(Vχ,Zp[[Gal(M/k)]]
χ)
= lim←−τ
∧r−1HomZp[∆τ ](V χL(τ),Zp[∆τ ]χ)
which satisfies HL and such that
φ
(0)
1 |∧rV χL≡ φ |∧rV
χ
L
This shows c = εχ
L,Φ(0)
and thus c belongs to the left hand side as well.

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Corollary 3.5.
{ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ),Φ satisfies HL}
= [∧rV χL : Zp · ι
(r)(εχL)]L
χ
Proof. By Lemma 3.4 the left hand side above equals
{ι(εχL,Φ) : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ)} ∩ Lχ
which, by Proposition 3.3, is equal to
{
[∧rV χL : Zp · ι
(r)(εχL)]V
χ
L
}
∩ Lχ,
and this equals [∧rV χL : Zp · ι
(r)(εχL)]L
χ since V χL /L
χ is Zp-torsion-free.

Note that Corollary 3.5 implies in particular that εχL,Φ 6= 0 for some
choice of Φ which satisfies HL. This, together with Theorem 3.2 and
the right-most equality in (2.4) proves
Corollary 3.6. H1F∗
L
(k, T ∗) is finite.
Remark 3.7. There is of course a direct way to prove Corollary 3.6
using Remark 1.7 and the finiteness of the ideal class group, if one
assumes LC for L.
Until the end of this section we assume LC for the number field L.
This in particular means that the canonical map
ι : (O×L )
χ −→ V χL
is injective. We will then identify (O×L )
χ with its image inside V χL under
the map ι, and drop ι from notation.
Recall the exact sequence
0 −→ (O×L )
χ ∩ Lχ −→ (O×L )
χ −→ V χL /L
χ.
We note that the intersection (O×L )
χ ∩ Lχ is taken inside V χL after
identifying (O×L )
χ with its image inside V χL , and is free of rank one (by
rank considerations in the above sequence).
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Theorem 3.8.
{εχL,Φ : Φ ∈ lim←−
τ
r−1∧
HomZp[∆τ ](V
χ
L(τ),Zp[∆τ ]
χ), Φ satisfies HL} =
=
[∧rV χL : Zpε
χ
L]
[Lχ : (O×L )
χ ∩ Lχ]
(O×L )
χ ∩ Lχ.
(Note that we still use the additive notation for the multiplicative
group (O×L )
χ).
Proof. This follows from Corollary 3.5 together with our assumption
LC and that Lχ is a free Zp-module of rank one.

Corollary 3.9.
|H1F∗
L
(k, T ∗)| ≤
[∧rV χL : Zpε
χ
L]
[Lχ : (O×L )
χ ∩ Lχ]
.
Proof. By Theorem 3.2 it suffices to show that
min
{Φ satisfying HL}
max{pj : εχL,Φ ∈ p
jH1FL(k, T )} =
[∧rV χL : Zpε
χ
L]
[Lχ : (O×L )
χ ∩ Lχ]
.
This is exactly what Theorem 3.8 says, recalling that
H1FL(k, T ) = (O
×
L )
χ ∩ Lχ
by Proposition 1.4(i). 
We now use Corollary 3.9, Proposition 1.5 and Remark 1.7 to obtain
bounds on the classical Selmer group.
Theorem 3.10. |AχL| ≤ [∧
r(O×L )
χ : Zpε
χ
L]
Proof. It follows from Proposition 1.2, Corollary 3.9 and Remark 1.7
that
| AχL |≤
[∧rV χL : Zpε
χ
L]
[V χL : (O
×
L )
χ]
On the other hand, since V χL and the image of (O
×
L )
χ inside V χL are
both free of rank r, it follows that
[∧rV χL : ∧
r(O×L )
χ] = [V χL : (O
×
L )
χ]
But this means
[∧rV χL : Zpε
χ
L]
[V χL : (O
×
L )
χ]
=
[∧rV χL : Zpε
χ
L]
[∧rV χL : ∧
r(O×L )
χ]
= [∧r(O×L )
χ : Zpε
χ
L]
and the proof of the theorem follows. 
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Recall our assumption on the set S that it does not contain any non-
archimedean prime of k which splits completely in L/k. Fix also an
embedding of Qp into the complex numbers C. For x, y ∈ C
× we will
write x ∼ y if x/y ∈ Z×p .
By their conjectural description, the Stark elements of Rubin relate
to the L-values:
(3.1) Rχ(ε
χ
L) ∼ lims→0
s−rLS∞,T (s, χ
−1)
where Rχ is a regulator map (as described in §2.1 of [8]) on (∧rO
×
L,S∞,T
)χ =
(∧rO×L,T )
χ, S∞ is the set of infinite places of L and LS∞,T (s, χ
−1) is the
modified Artin L-function attached to χ−1, and T is a set of primes dis-
cussed at the beginning of Section 2.1. Note that we use LS∞,T (s, χ
−1)
instead of the modified Artin L-function LS,T (s, χ
−1), in the expense
of replacing the equality in 3.1 by ”∼”. We further remark that
lim
s→0
s−rLS,T (s, χ
−1) ∼ lim
s→0
s−rLS∞,T (s, χ
−1)
since we insist that S does not contain any non-archimedean prime of
k which splits completely in L/k.
On the other hand we have the analytic class number formula (see
[2])
(3.2) lim
s→0
s1−#(S∞)ζL,S∞,T (s) = −
#(AS∞,T )RS∞,T
#(µT )
See §1.1 of [8] for definitions of AS∞,T , RS∞,T and µT . As we have noted
at the beginning of Section 2.1, one may choose the set of primes T in
a way that #µT = 1 and also that
lim
s→0
s1−#(S∞)ζL,S∞,T (s) ∼ lim
s→0
s1−#(S∞)ζL,S∞(s),
#(AS∞,T ) ∼ #(AS∞), RS∞,T ∼ RS∞
Using (3.1) for all non-trivial characters of ∆ and (3.2) together with
above remarks and Theorem 3.10 yields (see §5 of [7] for more details):
Theorem 3.11. |AχL| = [∧
r(O×L )
χ : Zpε
χ
L]
This in particular shows that for Φ0 as defined in §2.4 the Kolyvagin
system {κΦ0τ } is primitive if the set S contains no non-archimedean
prime of k which splits completely in L/k.
LetRχL be the value of the regulator map Rχ evaluated at a generator
of ∧r(O×L )
χ. Theorem 3.11 together with (3.1) implies the following
class number formula:
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Corollary 3.12.
lim
s→0
s−rLS∞,T (s, χ
−1) ∼ RχL · |A
χ
L|.
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