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ON AN INVERSE TERNARY GOLDBACH PROBLEM
XUANCHENG SHAO
Abstract. We prove an inverse ternary Goldbach-type result. Let N be sufficiently large
and c > 0 be sufficiently small. If A1, A2, A3 ⊂ [N ] are subsets with |A1|, |A2|, |A3| ≥
N1/3−c, then A1 + A2 + A3 contains a composite number. This improves on the bound
N1/3+o(1) obtained in [15] using Gallagher’s larger sieve. The main ingredients in our
argument include a type of inverse sieve result in the larger sieve regime, and a variant
of the analytic large sieve inequality.
1. Introduction
An old conjecture of Ostmann, sometimes called the inverse Goldbach problem, says that
there are no nontrivial additive decompositions of the set of primes. In other words, there
do not exist subsets A1, A2 ⊂ Z with |A1|, |A2| > 1 such that for all sufficiently large n ∈ Z,
n ∈ A1 + A2 if and only if n is prime. Here A1 + A2 = {a1 + a2 : a1 ∈ A1, a2 ∈ A2}. Its
ternary analogue is solved by Elsholtz [4].
Theorem 1.1. There do not exist subsets A1, A2, A3 ⊂ Z with |A1|, |A2|, |A3| > 1 such that
for all sufficiently large n ∈ Z, n ∈ A1 + A2 + A3 if and only if n is prime.
For more references on this problem see [5, 7] and the survey [6]. In this paper we study
additive decompositions of subsets of primes. More precisely, can we find large sets A1, A2 ⊂
Z such that if n ∈ A1+A2 then n is prime? Heuristically, the answer to this question should
be no (for an appropriate meaning of largeness) because the primes behave randomly from
an additive point of view. This problem was discussed in [5, 11, 15].
Conjecture 1.2. Let δ > 0. The following holds for N sufficiently large depending on δ. If
A1, A2 ⊂ [N ] are subsets with |A1|, |A2| ≥ N δ, then A1 + A2 contains a composite number.
Here [N ] = {1, 2, · · · , N}. The conjecture is open for δ ≤ 1/2. Indeed, if this is true for
any δ < 1/2 then the inverse (binary) Goldbach problem follows. In the other direction,
there exist A1, A2 ⊂ [N ] with |A1|, |A2| ≥ logN/ log logN such that A1 +A2 is contained in
the primes (see Corollary 1.3.6 in [6]). Note also the similarity between Conjecture 1.2 and
the problem of finding the clique numbers of Paley sum graphs, constructed using quadratic
residues in a finite field.
Our main result provides a nontrivial bound for the ternary analogue of Conjecture 1.2.
Theorem 1.3. Let N be sufficiently large and c > 0 be sufficiently small. If A1, A2, A3 ⊂ [N ]
are subsets with |A1|, |A2|, |A3| ≥ N1/3−c, then A1 + A2 + A3 contains a composite number.
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If N1/3−c above is replaced by N1/3+o(1), then the result follows from Gallagher’s larger
sieve; see Theorem 3 in [15]. There are two main ideas in the proof of Theorem 1.3, which
we discuss below. The first idea is to get an improved bound in sieving situations when there
are additional additive structures available. The second idea is to develop a variant of the
analytic large sieve inequality that is better suited in certain circumstances.
1.1. Sieving with additive structures. To see the connection between Theorem 1.3 and
sieving problems, if we assume that all elements of A1 +A2 +A3 are prime, then after some
pruning process we may conclude that A1 + A2 + A3 misses the residue class 0 (mod p) for
p up to some threshold. This in turn implies that the individual sets A1, A2, A3 can occupy
at most about p/3 residue classes on average. By Gallagher’s larger sieve, this leads to the
bound N1/3+o(1) instead of N1/3−c; more details can be found in the proof of Proposition 6.1.
In fact, we can say more than A1, A2, A3 occuping at most p/3 residue classes. Using
a Freiman-type result in additive combinatorics (Lemma 2.9 below), we may furthermore
assume that A1, A2, A3 (mod p) are contained in an arithmetic progression of length slightly
above p/3. Under this further assumption we can indeed improve the larger sieve.
Theorem 1.4. Let A ⊂ [N ] be a subset. Let α ∈ [1/3, 1/2] be real. Let c > 0 be sufficiently
small. If, for each prime p ≤ Nα, the residues A (mod p) lie in an arithmetic progression
Sp ⊂ Z/pZ of length αp, then |A| ≪ Nα−c.
When α = 1/2, the set of squares up to N has size about N1/2, and occupies about p/2
residue classes modulo each prime p. Of course these residue classes are exactly the quadratic
residues, and should certainly be far away from being an arithmetic progression. The inverse
large sieve conjecture roughly says that either the set A possesses some algebraic structure
like being the squares, or the size of A is much smaller than predicted by the large sieve.
For more evidences on the inverse large sieve conjecture see [11, 13, 18].
We expect Theorem 1.4 to hold for any α > 0 (with some c > 0 sufficiently small depending
on α), and this will imply the inverse Goldbach-type result with more than three summands.
Unfortunately our argument is not sufficient for this purpose.
1.2. A variant of the large sieve. Recall the traditional large sieve inequality. For a
compactly supported function f : Z→ C, its Fourier transform is defined by
fˆ(x) =
∑
n
f(n)e(−xn)
for x ∈ R/Z, where e(xn) = e2πixn.
Theorem 1.5 (Analytic large sieve). Let f : [N ] → C be an arbitrary function. Let
x1, · · · , xm ∈ R/Z be points that are at least δ-spaced, meaning that ‖xi − xj‖ ≥ δ for
all i 6= j, where ‖x‖ is the distance from x to its nearest integer. Then
m∑
i=1
|fˆ(xi)|2 ≪ (N + δ−1)
N∑
n=1
|f(n)|2.
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For proofs and applications of it see [2, 14]. In sieve problems, the large sieve inequality
is usually applied with the points {x1, · · · , xm} being the set of reduced fractions with
denominator at most some parameter P that is usually free to choose. This set of points is
δ-spaced with δ = P−2. Because of the term N + P 2 that appears in the upper bound, the
parameter P is best taken to be about N1/2.
It turns out that, in our application, the parameter P has to be much smaller than N1/2,
and the traditional large sieve does not give a satisfactory bound. The following variant
serves as a substitute.
Theorem 1.6 (Large sieve variant). Let f : [N ] → C be an arbitrary function. For any
prime p let
Ip(f) =
p−1∑
a=1
|fˆ(a/p)|2.
For any positive integer k we have∑
p≤P
p prime
Ip(f)
k/(2k−1) ≪k P (k−1)/(2k−1)(N1/(2k−1) + P 2k/(2k−1))
N∑
n=1
|f(n)|2k/(2k−1).
The k = 1 case is exactly Theorem 1.5 with {x1, · · · , xm} the set of reduced fractions a/p
with p ≤ P . The first term on the right P (k−1)/(2k−1)N1/(2k−1) is necessary, as can be seen by
taking f to be the characteristic function of the set of multiples of some fixed prime p0 ∼ P .
Therefore, the inequality is sharp (apart from the implied constant) when P ≤ N1/2k.
As an immediate corollary, we have:
Corollary 1.7. Let A ⊂ [N ] be a subset. Let k be a positive integer. If, for each prime
p ≤ N1/2k, the set A misses at least 0.1p residue classes modulo p, then |A| ≪k N1/2.
Proof. Apply Theorem 1.6 with f = 1A, P = N
1/2k, and use the fact that Ip(f)≫ |A|2. 
This corollary is not new; indeed it follows from Theorem 3.1 in [17] together with the
usual large sieve. However, the method used in [17] only applies to functions f supported on
a well-sieved set. In our application, Theorem 1.6 will be applied to a more general function.
1.3. Outline of the paper. The rest of the paper is organized as follows. In Section 2 we
state and prove some preliminary lemmas. In Section 3, we prove an improved larger sieve
result assuming additive structures, in the spirit of the inverse sieve conjecture. In Section
4, we prove Theorem 1.6, our variant of the analytic large sieve. In Section 5, we deduce
Theorem 1.4, which is the foundation in our proof of Theorem 1.3, given in Section 6.
We adopt the convention that, whenever parameters such as α, c, c′, ǫ, k occur in a state-
ment, the implied constant can always depend on these parameters and the positive integer
N is always assumed to be sufficiently large. The letter p is reserved to denote a prime
number.
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2. Preliminary Lemmas
We begin with the basic estimate that will be used frequently:∑
p≤Q
log p
p
= logQ+O(1).
2.1. Gallagher’s larger sieve. Gallagher’s larger sieve roughly says that, if a subset A ⊂
[N ] occupies at most αp residue classes for each prime p ≤ Nα, then |A| ≪ Nα. Here is a
more precise version, whose proof can be found in [8].
Lemma 2.1 (Gallagher’s larger sieve). Let A ⊂ [N ] be a subset and α ∈ (0, 1) be real. If∑
p≤Nα
log p
|A (mod p)| > logN + 1,
then |A| ≪ Nα.
We will often be in a situation where |A (mod p)| appears in the numerator. The following
simple lemma will then be useful.
Lemma 2.2. Let I be a finite index set. For each i ∈ I, let wi, ai > 0 be reals. If∑
i∈I
wiai = κ
∑
i∈I
wi
for some κ > 0, then ∑
i∈I
wi
ai
≥ 1
κ
∑
i∈I
wi.
Proof. For each i ∈ I, we have 1/ai + ai/κ2 ≥ 2/κ. The result follows from multiplying this
inequality by wi and summing over i. 
Combining the previous two lemmas, we quickly deduce:
Lemma 2.3. Let A ⊂ [N ] be a subset and α ∈ (0, 1) be real. If∑
p≤Nα
log p
p
· |A (mod p)|
p
< (α− c)
∑
p≤Nα
log p
p
for some c > 0, then |A| ≪ Nα.
Proof. By Lemma 2.2 we have∑
p≤Nα
log p
|A (mod p)| ≥
1
α− c
∑
p≤Nα
log p
p
> logN + 1.
The result then follows from Lemma 2.1. 
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The following two lemmas provide an improved larger sieve assuming some non-uniformity.
The first one roughly says that if the bound |A| ≪ Nα is almost sharp, then |A (mod p)| ≈
αp for most of the primes p.
Lemma 2.4 (Larger sieve with non-uniform sieving size). Let A ⊂ [N ] be a subset and
α ∈ (0, 1) be real. Let P be a subset of the primes up to Nα with∑
p∈P
log p
p
≥ c
∑
p≤Nα
log p
p
for some c > 0. Let c′ > 0 be sufficiently small depending on c. Suppose that∑
p≤Nα
log p
p
· |A (mod p)|
p
≤ (α+ c′)
∑
p≤Nα
log p
p
and ∑
p∈P
log p
p
· |A (mod p)|
p
≤ (α− c)
∑
p∈P
log p
p
.
Then |A| ≪ Nα−c′. Indeed, we may take c′ = c3α/100.
Proof. Write
S1 =
∑
p≤Nα−c
′
p∈P
log p
p
, S2 =
∑
p≤Nα−c
′
p/∈P
log p
p
.
Then
S1 + S2 = (α− c′) logN +O(1), S1 > 1
2
cα logN.
Moreover, since∑
Nα−c′<p≤Nα
log p
p
≤ 2c′ logN ≤ 1
4
c2α logN ≤ 1
2
c2
∑
p≤Nα
log p
p
≤ 1
2
c
∑
p∈P
log p
p
,
we also have
S1 >
(
1− c
2
)∑
p∈P
log p
p
.
Define κ1, κ2 by∑
p≤Nα−c
′
p∈P
log p
p
· |A (mod p)|
p
= κ1S1,
∑
p≤Nα−c
′
p 6∈P
log p
p
· |A (mod p)|
p
= κ2S2.
Then
κ1S1 + κ2S2 < α(α + c
′) logN +O(1), κ1 ≤ α− c
1− c/2 ≤ α−
c
2
.
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We may further assume that∑
p≤Nα−c′
log p
p
· |A (mod p)|
p
= κ1S1 + κ2S2 > α(α− 2c′) logN,
since otherwise we already have |A| ≪ Nα−c′ by Lemma 2.3. From these we can further
deduce that
(κ2−κ1)S2 = (κ1S1+κ2S2)−κ1(S1+S2) > α(α−2c′) logN−
(
α− c
2
)
α logN >
1
3
cα logN.
Since S2 ≤ α logN , we then have
κ2 − κ1 > c
3
.
By Lemma 2.2 we have∑
p≤Nα−c
′
p∈P
log p
|A (mod p)| ≥
S1
κ1
,
∑
p≤Nα−c
′
p/∈P
log p
|A (mod p)| ≥
S2
κ2
.
In view of Lemma 2.1, it thus suffices to show that
S1
κ1
+
S2
κ2
> logN + 1.
Indeed, we have
S1
κ1
+
S2
κ2
=
1
κ1S1 + κ2S2
[
(S1 + S2)
2 +
S1S2
κ1κ2
(κ1 − κ2)2
]
≥ (S1 + S2)
2 + S1 · (κ2 − κ1) · (κ2 − κ1)S2
κ1S1 + κ2S2
.
Plugging in various bounds obtained so far we get
S1
κ1
+
S2
κ2
≥ (α
2 − 2c′α)(logN)2 + 1
2
cα logN · c
3
· 1
3
cα logN
α(α+ 2c′) logN
≥ α(α+ 3c
′)(logN)2
α(α + 2c′) logN
by our choice of c′, as desired. 
The following lemma roughly says that, if the bound |A| ≪ Nα is almost sharp, then A
must be equidistributed modulo p for most of the primes p. See also Lemma 2.4 in [11].
Lemma 2.5 (Larger sieve with non-uniform fiber). Let c > 0 be given and c′ > 0 be
sufficiently small depending on c. Let A ⊂ [N ] be a subset and α ∈ (0, 1) be real. Let P be a
subset of the primes up to Nα such that∑
p/∈P
p≤Nα
log p
p
< c′ logN.
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Assume that for each p ∈ P we have |A (mod p)| ≤ αp. Let
Punif =
p ∈ P : ∑
r (mod p)
|{a ∈ A : a ≡ r (mod p)}|2 ≤
(
1
α
+ c
) |A|2
p
 .
If ∑
p/∈Punif
p≤Nα
log p
p
> c logN,
then |A| ≪ Nα−c′. Indeed, one can take c′ = c2α/10.
Proof. Let Q = Nα−c
′
. As in the proof of the ordinary larger sieve, consider the quantity
I =
∑
p≤Q
∑
a,b∈A
a6=b
1p|a−b log p
By first summing over p and then summing over a, b, we have the upper bound I ≤ |A|2 logN .
On the other hand, by first summing over a, b and then summing over p, we have the lower
bound
I ≥
∑
p∈P
p≤Q
∑
r (mod p)
|{a ∈ A : a ≡ r (mod p)}|2 log p−O(|A|Q).
For p ∈ P, by Cauchy-Schwarz we have∑
r (mod p)
|{a ∈ A : a ≡ r (mod p)}|2 ≥ |A|
2
|A (mod p)| ≥
|A|2
αp
.
For p ∈ P \ Punif, by definition we have∑
r (mod p)
|{a ∈ A : a ≡ r (mod p)}|2 ≥
(
1
α
+ c
) |A|2
p
.
Hence,
I ≥ |A|2
 1α∑
p∈P
p≤Q
log p
p
+ c
∑
p∈P\Punif
p≤Q
log p
p
−O(|A|Q) ≥ |A|2 [ 1α(α− 3c′) + c22
]
logN−O(|A|Q).
By our choice of c′ we have
I >
(
1 +
c2
6
)
|A|2 logN − O(|A|Q).
Combining this with the upper bound for I, we conclude that |A| ≪ Q as desired. 
The uniformity condition for p ∈ Punif will be used in the following way.
8 XUANCHENG SHAO
Lemma 2.6 (uniform fiber property). Let the notations be as in Lemma 2.5. If p ∈ Punif,
then |A (mod p)| ≥ α(1− cα)p, and furthermore
|{a ∈ A : a ≡ r (mod p)}| ≥
(
1
α
− c1/3
) |A|
p
for all but at most c1/3p residues r ∈ A (mod p).
Proof. For r ∈ A (mod p), let xr = |{a ∈ A : a ≡ r (mod p)}|. Then,∑
r
xr = |A|,
∑
r
x2r ≤
(
1
α
+ c
) |A|2
p
.
By Cauchy-Schwarz,
|A (mod p)| ≥ |A|
2∑
r x
2
r
≥ |A|
2(
1
α
+ c
) |A|2
p
≥ α(1− cα)p.
Furthermore,∑
r
(
xr − |A|
αp
)2
≤
(
1
α
+ c
) |A|2
p
− 2|A|
2
αp
+
|A|2
α2p2
· |A (mod p)| ≤ c|A|
2
p
.
If xr < (1/α− c1/3)|A|/p, then (
xr − |A|
αp
)2
>
c2/3|A|2
p2
,
and thus the number of such r’s is at most c1/3p. 
2.2. Some results from additive combinatorics. Let A,B ⊂ Z/pZ. We will be inter-
ested in lower bounds for the size of the sumset A+B. More generally, we need lower bounds
for the number of elements in the sumset that has many representations as the sum of two
elements from A and B.
Lemma 2.7 (Cauchy-Davenport-Chowla). Let p be prime and let A,B ⊂ Z/pZ be subsets.
Then
|A+B| ≥ min(p, |A|+ |B| − 1).
Proof. See Theorem 5.4 in [16]. 
Lemma 2.8 (robust Cauchy-Davenport-Chowla). Let p be prime and let A,B ⊂ Z/pZ be
subsets. Let K > 0 be real. Let S ⊂ A + B be the set of elements in A + B with at least K
representations a+ b (a ∈ A, b ∈ B); in other words,
S = {s ∈ A+B : |A ∩ (s− B)| ≥ K}.
If |A|, |B| ≥ √Kp, then
|S| ≥ min(p, |A|+ |B| − 1)− 3
√
Kp.
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Proof. See Corollary 6.2 in [10]. 
We also need the following structural theory of sets with (very) small doubling.
Lemma 2.9. Let p be prime and let A,B ⊂ Z/pZ be subsets. Let c > 0 be sufficiently small.
If |A|, |B| ≥ cp+ 3, and moreover
|A+B| ≤ min(|A|+ |B| − 1 + cp, (1− c)p− 3),
then A and B are contained in arithmetic progressions of length at most |A|+cp and |B|+cp,
respectively.
Proof. See Theorem 21.8 in [12]. 
3. Improved larger sieve assuming additive structures
Proposition 3.1 (larger sieve with small doubling). Let A ⊂ [N ] be a subset and α ∈ (0, 1/2]
be real. Assume that |A − A| ≤ |A|3/2−c for some c > 0. Let c′ > 0 be sufficiently small
depending on c. Let P be a subset of the primes up to Nα such that∑
p/∈P
p≤Nα
log p
p
< c′ logN.
If |A (mod p)| ≤ αp for each p ∈ P, then |A| ≪ Nα−c′. Indeed, we may take c′ =
10−50(cα)25.
Proof. Write Ap = A (mod p). Let ǫ > 0 be a small parameter depending on c to be chosen
later (Indeed, we may take ǫ = (cα/100)2 and then c′ = ǫ12α/10). Let R = |A|(1+c)/2 and
Q = min(|A|1/2+c/4, Nα). For any h ∈ Z and p ∈ P, let νp(h) = |Ap ∩ (Ap + h)|, the number
of ways to write h (mod p) as the difference of two elements of Ap. Let ν(h) = |A∩ (A+h)|,
the number of ways to write h as the difference of two elements of A. Consider the quantity
J =
∑
a,b∈A
∑
p∈P
p≤Q
νp(a−b)≥ǫp
log p
νp(a− b) .
We first obtain an upper bound for J . For those pairs a, b ∈ A with ν(a − b) > R, we
apply the larger sieve (Lemma 2.1) to the set A ∩ (A+ a− b). Since |A ∩ (A+ a− b)| > R,
and the residues A∩ (A+ a− b) (mod p) lie in the intersection Ap ∩ (Ap+ a− b), which has
size νp(a− b), we conclude that ∑
p∈P
p≤Q
log p
νp(a− b) ≤ logN + 1.
Hence the contribution to J from these pairs is at most |A|2(logN + 1).
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For those pairs a, b ∈ A with ν(a− b) ≤ R, the inner sum over p can be bounded trivially
by O(logN). The number of such pairs is∑
h∈A−A
ν(h)≤R
ν(h) ≤ R|A− A| = o(|A|2)
by our choice of R. Hence
J ≤ (1 + o(1))|A|2 logN.
We now seek for a lower bound for J . By Lemma 2.5, either |A| ≪ Nα−c′ and we are
done, or else A has uniform fiber over almost all primes p ∈ P. More precisely, let
Punif =
p ∈ P : ∑
r (mod p)
|{a ∈ A : a ≡ r (mod p)}|2 ≤
(
1
α
+ ǫ6
) |A|2
p
 .
Then, ∑
p/∈Punif
p≤Nα
log p
p
≤ ǫ6 logN.
Fix a prime p ∈ Punif. By Lemma 2.6, we have |Ap| ≥ α(1 − ǫ6α)p, and there exists a
subset A′p ⊂ Ap with |Ap \ A′p| ≤ ǫ2p, such that
|{a ∈ A : a ≡ r (mod p)}| ≥
(
1
α
− ǫ2
) |A|
p
for each r ∈ A′p. For r ∈ Ap write xr = |{a ∈ A : a ≡ r (mod p)}|. We have∑
a,b∈A
νp(a−b)≥ǫp
1
νp(a− b) ≥
∑
r,s∈A′p
νp(r−s)≥ǫp
xrxs
νp(r − s) ≥
1
α2
(
1− 2ǫ2) |A|2
p2
∑
r,s∈A′p
νp(r−s)≥ǫp
1
νp(r − s) .
For any h ∈ Z/pZ, the number of ways to write h as the difference of two elements in A′p is
at least νp(h)− 2ǫ2p. Hence∑
r,s∈A′p
νp(r−s)≥ǫp
1
νp(r − s) ≥
∑
h∈Z/pZ
νp(h)≥ǫp
νp(h)− 2ǫ2p
νp(h)
≥ (1− 2ǫ) · |{h ∈ Z/pZ : νp(h) ≥ ǫp}|.
By Lemma 2.8, the number of differences h ∈ Z/pZ with νp(h) ≥ ǫp is at least
min(p, 2|Ap| − 1)− 3ǫ1/2p > (2α− 5ǫ1/2)p.
Consequently,∑
a,b∈A
νp(a−b)≥ǫp
1
νp(a− b) ≥
1
α2
(1− 2ǫ2) |A|
2
p2
(1− 2ǫ)(2α− 5ǫ1/2)p ≥ 2
α2
(α− 8ǫ1/2) |A|
2
p
.
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Summing over all p ∈ Punif and p ≤ Q we get
J ≥ 2
α2
(α− 8ǫ1/2)|A|2
∑
p∈Punif
p≤Q
log p
p
≥ 2
α2
(α− 8ǫ1/2)|A|2(logQ− ǫ6 logN − O(1)).
Combining this with the upper bound for J previously obtained, we deduce that
logQ
logN
≤ α
2
2(α− 8ǫ1/2) + ǫ
6 + o(1) ≤ α
2
+ 10ǫ1/2 ≤ α
(
1
2
+
c
8
)
by our choice of ǫ. This means that Q ≤ Nα(1/2+c/8). By our choice of Q, this implies that
|A| ≪ Nα(1−c2/16), as desired. 
4. A variant of the large sieve
In this section we prove Theorem 1.6. We start by proving its dual form. Fix parameters
P and N . Let Y be the space of functions on the set {a/p : p ≤ P, 1 ≤ a ≤ p− 1}, and X
be the space of functions on [N ]. We will use g to denote a typical function in Y and write
g(a/p) = gp(a). Let L : Y → X be the linear operator defined by
L(g)(n) =
∑
p≤P
p−1∑
a=1
gp(a)e
(
an
p
)
,
for g ∈ Y and 1 ≤ n ≤ N . Equip X with the L2k-norm and equip Y with a norm ‖ · ‖Y that
is the sum of two norms:
‖g‖Y = ‖g‖Y1 + ‖g‖2,
where ‖g‖2 is the usual L2-norm
‖g‖22 =
∑
p≤P
p−1∑
a=1
|gp(a)|2,
and the norm ‖ · ‖Y1 is defined by
‖g‖2kY1 =
∑
p≤P
(
p−1∑
a=1
|gp(a)|2k/(2k−1)
)2k−1
=
∑
p≤P
‖gp‖2k2k/(2k−1).
Proposition 4.1 (Large sieve variant, dual form). For each prime p ≤ P , let gp : (Z/pZ)∗ →
C be an arbitrary function. For any positive integer k we have
∑
n≤N
∣∣∣∣∣∑
p≤P
p−1∑
a=1
gp(a)e
(
an
p
)∣∣∣∣∣
2k
≪ (N + P 2k)
(∑
p≤P
‖gp‖2k2k/(2k−1) + ‖g‖2k2
)
.
In other words, we have ‖L‖op ≪ N1/2k + P .
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Proof. After expanding out the 2kth power, we can rewrite the left side as∑
p1,a1,··· ,p2k,a2k
gp1(a1) · · · gpk(ak)gpk+1(ak+1) · · · gp2k(a2k)
∑
n≤N
e
(
n
(
a1
p1
+ · · ·+ ak
pk
− ak+1
pk+1
− · · · − a2k
p2k
))
.
For each x ∈ R/Z, let S(x) be the collection of all tuples (p1, a1, · · · , pk, ak) with
a1
p1
+ · · ·+ ak
pk
∈ x+ Z.
If we write
s(x) =
∑
(p1,a1,··· ,pk,ak)∈S(x)
gp1(a1) · · · gpk(ak),
then the left side becomes∑
x,y∈R/Z
s(x)s(y)
∑
n≤N
e(n(x− y)) =
∑
x∈R/Z
s(x)6=0
∣∣∣∣∣∑
n≤N
s(x)e(nx)
∣∣∣∣∣
2
.
The set of points {x : s(x) 6= 0} is δ-spaced with δ = P−2k. It thus follows from the
traditional large sieve inequality (Theorem 1.5) that the left side of the desired inequality is
bounded by
(N + P 2k)
∑
x
|s(x)|2.
To bound
∑
x |s(x)|2, expand out to get∑
x
|s(x)|2 ≤
∑
|gp1(a1) · · · gp2k(a2k)|,
where the sum above is over tuples (p1, a1, · · · , p2k, a2k) satisfying
a1
p1
+ · · ·+ ak
pk
− ak+1
pk+1
− · · · − a2k
p2k
∈ Z.
Note that for any such tuple, we must have∑
1≤i≤k
pi=p
ai −
∑
k+1≤i≤2k
pi=p
ai ≡ 0 (mod p),
for any p ∈ {p1, · · · , p2k}. Thus for fixed denominators p1, · · · , p2k, the sum over a1, · · · , a2k
is bounded by
∏
p∈{p1,··· ,p2k}
 ∑
a1,··· ,anp
±a1±···±anp≡0 (mod p)
|gp(a1) · · · gp(anp)|
 ,
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with an appropriate choice from those ± signs, where np is the number of multiplicities of p
in {p1, · · · , p2k}. Note that we must have np ≥ 2. By Young’s inequality, the inner sum is
bounded by ∑
a1,··· ,anp
±a1±···±anp≡0 (mod p)
|gp(a1) · · · gp(anp)| ≤ ‖gp‖npnp/(np−1).
We conclude that for fixed multiplicities (n1, · · · , nd) with n1, · · · , nd ≥ 2 and n1+ · · ·+nd =
2k, the sum over those (p1, · · · , p2k) satisfying the given multiplicities is bounded by
d∏
i=1
[∑
p
‖gp‖nini/(ni−1)
]
.
It remains to show that this is always dominated by one of the two extreme cases: d =
1, n1 = 2k, or d = k, n1 = · · · = nk = 2:
d∏
i=1
[∑
p
‖gp‖nini/(ni−1)
]
≤
∑
p
‖gp‖2k2k/(2k−1) + ‖g‖2k2 .
To prove this, we may assume that k ≥ 2. By Ho¨lder’s inequality,
‖gp‖nini/(ni−1) ≤ ‖gp‖
(ni−2)k/(k−1)
2k/(2k−1) ‖gp‖(2k−ni)/(k−1)2 .
By a further application of Ho¨lder’s inequality,
∑
p
‖gp‖nini/(ni−1) ≤
(∑
p
‖gp‖2k2k/(2k−1)
)ni−2
2k−2
(∑
p
‖gp‖22
) 2k−ni
2k−2
.
It follows that
d∏
i=1
[∑
p
‖gp‖nini/(ni−1)
]
≤
[∑
p
‖gp‖2k2k/(2k−1)
] k−d
k−1
[∑
p
‖gp|22
] k(d−1)
k−1
.
This completes the proof. 
Now we dualize. The dual X∗ can be identified as the space of functions on [N ], equipped
with the L2k/(2k−1)-norm. Finding the dual Y ∗ is trickier. As a set, Y ∗ can be identified with
Y . Let ‖ · ‖Y ∗ and ‖ · ‖Y ∗1 be the dual norm for ‖ · ‖Y and ‖ · ‖Y1, respectively. It is easy to
find the dual norm for ‖ · ‖Y1 :
‖h‖2k/(2k−1)Y ∗1 =
∑
p≤P
‖hp‖2k/(2k−1)2k .
For the dual norm for ‖ · ‖Y , we have the following lower bound.
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Lemma 4.2. Let the notations be as above. For h ∈ Y ∗ we have
2‖h‖Y ∗ ≥ P−(k−1)/2k
(∑
p≤P
‖hp‖2k/(2k−1)2
)(2k−1)/2k
.
Proof. We use the following interpretation for the dual of the sum of two norms:
‖h‖Y ∗ = inf{max(‖h1‖Y ∗1 , ‖h2‖2) : h1, h2 ∈ Y ∗, h = h1 + h2}.
To see this, let Y ⊕ Y be the space equipped with the norm ‖(y1, y2)‖ = ‖y1‖Y1 + ‖y2‖2.
The dual norm on Y ⊕ Y is easily seen to be ‖(y1, y2)‖∗ = max(‖y1‖Y ∗1 , ‖y2‖2). View Y as a
subspace of Y ⊕ Y via the isometric diagonal embedding i : Y → Y ⊕ Y with i(y) = (y, y).
For any linear functional h ∈ Y ∗, Hahn-Banach theorem says that it can be extended to a
linear functional (h1, h2) ∈ (Y ⊕ Y )∗ with the same norm:
‖h‖Y ∗ = ‖(h1, h2)‖∗ = max(‖h1‖Y ∗1 , ‖h2‖2).
Since (h1, h2) restricts to h on Y , we have h = h1 + h2. This proves that the left side is at
least as large as the right side. For the other direction, note that for any g ∈ Y ,
〈h, g〉 = 〈h1, g〉+ 〈h2, g〉 ≤ ‖h1‖Y ∗1 ‖g‖Y1 + ‖h2‖2‖g‖2 ≤ ‖g‖Y ·max(‖h1‖Y ∗1 , ‖h2‖2).
Now let ‖ · ‖Y ′ be the norm
‖h‖Y ′ = P−(k−1)/2k
(∑
p≤P
‖hp‖2k/(2k−1)2
)(2k−1)/2k
.
By Ho¨lder’s inequality, the norm ‖ · ‖Y ′ is a lower bound for both the norm ‖ · ‖Y ∗1 and the
L2-norm. Indeed, for the ‖ · ‖Y ∗1 norm, since
p(k−1)/2k‖hp‖2k ≥ ‖hp‖2,
we have
‖h‖2k/(2k−1)Y ∗1 =
∑
p≤P
‖hp‖2k/(2k−1)2k ≥
∑
p≤P
p−(k−1)/(2k−1)‖hp‖2k/(2k−1)2 ,
as desired. For the L2-norm, we have
‖h‖22 =
∑
p≤P
‖hp‖22 ≥ P−(k−1)/k
(∑
p≤P
‖hp‖2k/(2k−1)2
)(2k−1)/k
,
as desired.
For any decomposition h = h1 + h2, we have
‖h‖Y ′ ≤ ‖h1‖Y ′ + ‖h2‖Y ′ ≤ ‖h1‖Y ∗1 + ‖h2‖2 ≤ 2max(‖h1‖Y ∗1 , ‖h2‖2).
The proof is completed by taking the infimum over all such decompositions. 
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Remark 4.3. This lower bound is not sharp. Using the fact that
‖h‖Y ∗ = sup
06=g∈Y
〈h, g〉
‖g‖Y1 + ‖g‖2
,
one can obtain two other lower bounds by taking the test function g to be the dual of h
under the norm ‖ · ‖Y1 or the L2-norm. It can be checked that none of these three lower
bounds always beats any other. The lower bound in this lemma takes the simplest form and
is enough for our applications.
Proof of Theorem 1.6. We follow the notations set up earlier in this section. Consider the
dual map L∗ : X∗ → Y ∗. Recall that X∗ is the space of functions on [N ] equipped with the
L2k/(2k−1)-norm. For any function f ∈ X∗, from the definition of L we see that
L∗f(a/p) =
N∑
n=1
f(n)e(−an/p) = fˆ(a/p).
Since ‖L∗‖ = ‖L‖ ≪ N1/2k + P , we conclude that for any function f ,
‖L∗f‖Y ∗ ≪ (N1/2k + P )‖f‖2k/(2k−1).
The desired inequality follows by combining this with the lower bound in Lemma 4.2. 
5. Sieving arithmetic progressions
In this section we prove Theorem 1.4, restated here with the slight generalization of al-
lowing a small set of exceptional primes.
Theorem 5.1 (Sieving arithmetic progressions). Let A ⊂ [N ] be a subset. Let α ∈ [1/3, 1/2]
be real and c > 0 be sufficiently small (not depending on α). Let P be a subset of the primes
up to Nα such that ∑
p/∈P
p≤Nα
log p
p
< c logN.
If, for each prime p ∈ P, the residues A (mod p) lie in an arithmetic progression Sp ⊂ Z/pZ
of length at most αp, then |A| ≪ Nα−c.
If α is bounded away from 1/3, this follows easily from Proposition 3.1, since we have
|A + A| ≪ N1/2 by the large sieve. Theorem 5.1 will be applied with α slightly above 1/3,
and it is crucial that the constant c in the statement does not depend on how close α is to
1/3. To handle the case when α ≈ 1/3, we need a bound better than |A+A| ≪ N1/2. This
is achieved by the following:
Theorem 5.2 (Sieving arithmetic progressions in the large sieve regime). Let A ⊂ [N ] be a
subset. Let k be a positive integer and ǫ > 0 be real. Let c > 0 be sufficiently small depending
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on k and ǫ. Let P be a subset of the primes up to N1/2k satisfying∑
p/∈P
p≤N1/2k
log p
p
< c logN.
If, for each p ∈ P, the residues A (mod p) lie in an arithmetic progression Sp ⊂ Z/pZ of
length at most (1− ǫ)p, then |A| ≪ N1/2−c.
This is a strengthening of Theorem 1.3 in [11], in that we only have information for primes
up to N1/2k (this should be compared with Corollary 1.7). To adapt the argument in [11], we
need to replace Lemma 5.1 there by the following lemma, which is a consequence of Theorem
1.6. In this section we will simply state and prove this lemma. See appendix for details on
the rest of the arguments that are more or less identical with those in Section 5 of [11].
Lemma 5.3 (Lifting additive energy). Let the notation be as in Theorem 5.2. We have
E(A)≫ |A|3 · |A|√
N
·
( |P|
N1/2k
)2k−1
.
Here E(A) is the additive energy of A, defined by the number of quadruples (a1, a2, a3, a4) ∈
A× A× A× A with a1 + a2 = a3 + a4.
Proof. We will apply Theorem 1.6 with f = 1A ∗ 1A. For each p ∈ P, by Lemma 4.1 of [11]
there exists 1 ≤ a ≤ p−1 such that |1̂A(a/p)| ≫ |A|. Hence for p ∈ P, we have Ip(f)≫ |A|4.
By Ho¨lder’s inequality,
N∑
n=1
|1A ∗ 1A(n)|2k/(2k−1) ≤
(
N∑
n=1
1A ∗ 1A(n)
)(2k−2)/(2k−1)( N∑
n=1
1A ∗ 1A(n)2
)1/(2k−1)
≤ |A|4(k−1)/(2k−1)E(A)1/(2k−1).
Hence Theorem 1.6 with P = N1/2k gives
|P||A|4k/(2k−1) ≪ P (k−1)/(2k−1)N1/(2k−1)|A|4(k−1)/(2k−1)E(A)1/(2k−1).
This simplifies to the desired inequality. 
Proof of Theorem 5.1. In view of Theorem 5.2 we may assume that α ≤ 1/2−c for some small
c > 0. Consider the difference set A−A. For each prime p ∈ P, the residues (A−A) (mod p)
lie in an arithmetic progression of length at most 2αp ≤ (1− 2c)p. By Theorem 5.2 applied
to A−A (with k = 2 say), we have |A−A| ≪ N1/2−c′ for some small c′ > 0 depending on c.
Hence either |A| ≪ Nα−c′/2 and we are done, or else |A−A| ≪ |A|(1−2c′)/(2α−c′) ≪ |A|(3−c′)/2
since α ≥ 1/3, and the conclusion follows from Proposition 3.1. 
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6. The inverse ternary Goldbach problem
Proposition 6.1. Let ǫ > 0. If A1, A2, A3 ⊂ [N ] be subsets with |A1|, |A2|, |A3| ≥ N1/3+ǫ,
then A1 + A2 + A3 contains a composite number.
Proof. See Theorem 3 in [15]. 
Proof of Theorem 1.3. Let A1, A2, A3 ⊂ [N ] be subset with |A1|, |A2|, |A3| ≥ N1/3−c. Sup-
pose, for the purpose of contradiction, that a1+a2+a3 is prime for any a1 ∈ A1, a2 ∈ A2, a3 ∈
A3. By Proposition 6.1, we have min(|A1 ∩ [N0.6]|, |A2 ∩ [N0.6]|, |A3 ∩ [N0.6]|) ≪ N0.21. We
may therefore assume that all elements of A1 + A2 + A3 are larger than N
0.6. Hence for all
primes p ≤ N0.6 we have by Lemma 2.7,
|A1 (mod p)|+ |A2 (mod p)|+ |A3 (mod p)| ≤ p+ 1.
Let c′ > 0 be sufficiently small depending on c. By the larger sieve (Lemma 2.3) we may
assume that ∑
p≤N1/3−c
′
log p
p
· |Ai (mod p)|
p
≥
(
1
3
− 2c′
) ∑
p≤N1/3−c
′
log p
p
for each i = 1, 2, 3, since otherwise we would have |Ai| ≪ N1/3−c′ as desired. Note that the
sum of the left side above over i = 1, 2, 3 is at most∑
p≤N1/3−c′
log p
p
· p+ 1
p
=
∑
p≤N1/3−c′
log p
p
+O(1).
It follows that ∑
p≤N1/3−c
′
log p
p
· |Ai (mod p)|
p
≤
(
1
3
+ 5c′
) ∑
p≤N1/3−c
′
log p
p
for each i = 1, 2, 3. Let Pi be the set of primes p ≤ N1/3−c′ with |Ai (mod p)| ≤ (1/3−2c)p,
and let P be the set of primes p ≤ N1/3−c′ outside P1,P2,P3. By Lemma 2.4 we may assume
that ∑
p∈Pi
log p
p
< c
∑
p≤N1/3−c′
log p
p
<
c
3
logN,
since otherwise we would have |Ai| ≪ N1/3−c′ as desired. Hence∑
p/∈P
p≤N1/3+15c
log p
p
≤
∑
p∈P1
log p
p
+
∑
p∈P2
log p
p
+
∑
p∈P3
log p
p
+
∑
N1/3−c
′
<p≤N1/3+15c
log p
p
< 20c logN.
Note that for p ∈ P, we have |Ai (mod p)| > (1/3−2c)p for each i, and for any permutation
(i, j, k) of {1, 2, 3}, by Lemma 2.7 again we have
|(Ai (mod p)) + (Aj (mod p))| ≤ p− |Ak (mod p)| ≤
(
2
3
+ 2c
)
p.
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By Lemma 2.9, we conclude that each Ai (mod p) for p ∈ P is contained in an arithmetic
progression of length (1/3 + 15c)p. By Theorem 5.1, we have |A| ≪ N1/3−c for sufficiently
small c > 0. 
7. Further remarks on the larger sieve
In this last section we remark on the sharpness of the larger sieve. Recall that the larger
sieve says that, if a subset A ⊂ [N ] occupies at most αp residue classes modulo p for each
p ≤ Nα, then |A| ≪ Nα. When α = 1/2 (in the large sieve regime), the bound |A| ≪ N1/2 is
sharp by taking A to be the set of squares up to N , so that A (mod p) is the set of quadratic
residues.
For the rest of the discussion we are concerned with what happens for smaller α, say
α = 1/d for some d ≥ 3. Is the bound |A| ≪ N1/d sharp? A tempting example to try is to
take A to be the set of dth powers up to N . Then A (mod p) occupies (p−1)/gcd(p−1, d)+1
residue classes; this number is much larger than p/d whenever d ∤ p − 1. In the case when
d = 3, we have∑
p≤Q
log p
|A (mod p)| ∼
∑
p≤Q
p≡1 (mod 3)
3 log p
p
+
∑
p≤Q
p≡2 (mod 3)
log p
p
∼ 2 logQ.
Hence Gallagher’s larger sieve only gives the upper bound |A| ≪ N1/2. Some variants of the
larger sieve were obtained in [3], but they do not give better bounds in this situation. Thus
we have no obvious evidence against the following conjecture.
Conjecture 7.1. Let d ≥ 3. If A ⊂ [N ] is a subset that occupies at most (1/d+o(1))p residue
classes modulo p for all primes p ≤ N1/d, then |A| ≪ N1/d−c for some small c = c(d) > 0.
This conjecture, if true, would immediately lead to Theorem 1.3, just as the usual larger
sieve leads to Proposition 6.1. Not having a clue of proving this conjecture, we instead
proved an improved larger sieve assuming additive structure, which is sufficient for our main
theorem with the help of results from additive combinatorics.
As further evidences towards this conjecture, we remark that if A is chosen to be the value
set of any polynomial of degree d:
A = {P (x) : x ∈ Z} ∩ [N ]
for some P (x) ∈ Z[x] with degree d, then the larger sieve applied to A always leads to a
bound worse than |A| ≪ N1/d. In fact, by a result in [9], we know that if d ∤ p− 1, then the
value set of the polynomial P (x) modulo p is at least (1/d+ 2/d2)p. Therefore∑
p≤Q
log p
|A (mod p)| ≤ d logQ
[
1
φ(d)
+
d
d+ 2
(
1− 1
φ(d)
)]
,
always smaller than d logQ.
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Finally, consider the related quantity∑
p≤Q
log p
p
· |A (mod p)|
p
.
When d = 3 and A is the set of cubes up to N , this is about (2/3) logQ. In other words, the
average size of the value set of the polynomial P (x) = x3 modulo primes is 2/3. We claim that
the situation does not improve if A is taken to be the value set of other cubic polynomials,
in the sense that this average is always 2/3 asymptotically. This is a consequence of the
Chebotarev density theorem. Indeed, the quantity we are interested in is asymptotically
equal to
1
R
R∑
r=1
∑
p≤Q
p∈Pr
log p
p
,
where Pr is the set of primes p such that P (x) ≡ r (mod p) has a solution, and R ≥ Q
is large. The inner sum is the density of the primes (weighted by log p/p) for which the
congruence P (x) − r ≡ 0 (mod p) has a solution, and can be evaluated by the following
result.
Theorem. Given an irreducible polynomial P (x) ∈ Z[x], let L be the splitting field of P
over Q and G = Gal(L/Q). Let K be the intermediate field K = Q[x]/(P (x)) and let
H = Gal(L/K) be a subgroup of G. The density of the set of primes for which the congruence
P (x) ≡ 0 (mod p) has a solution is equal to
|G|−1
∣∣∣∣∣⋃
σ∈G
σ−1Hσ
∣∣∣∣∣ .
Proof. See Theorem 2 in [1]. 
Although the density above refers to the natural density, it is easy to convert it into the
density weighted by log p/p in our situation by partial summation. We omit the details here.
For generic r sufficiently large (depending on P ), P (x) − r is irreducible and the Galois
group of the splitting field of P (x) − r is the symmetric group S3, and the subgroup H in
the statement above has order 2. The union of the three conjugates of H has size 4, and
thus the inner sum is ∼ 2/3, as claimed.
Appendix A. Sieving arithmetic progressions in the large sieve regime
In this appendix we give details on proving Theorem 5.2 by adapting the arguments in
Section 5 of [11]. We recall the statement:
Theorem. Let A ⊂ [N ] be a subset. Let k be a positive integer and ǫ > 0 be real. Let c > 0
be sufficiently small depending on k and ǫ. Let P be a subset of the primes up to N1/2k
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satisfying ∑
p/∈P
p≤N1/2k
log p
p
< c logN.
Suppose that for each p ∈ P, there is an arithmetic progression Sp ⊂ Z/pZ of length at most
(1− ǫ)p, such that A (mod p) ⊂ Sp. Then |A| ≪ N1/2−c.
Obviously the statement is stronger when k is larger. We may thus assume that k ≥ 2
and write Q = N1/2k. Assume that |A| ≥ N1/2−c. We will construct a sequence of sets
A0 = A ⊃ A1 ⊃ A2 ⊃ · · · satisfying
(1) |Ai| ≥ N1/2−ci , where ci = (3k)ic;
(2) for each p ∈ P there is a set Sip ⊂ Z/pZ such that Ai (mod p) ⊂ Sip and∑
p∈P
log p
p
· |S
i
p|
p
< (1− η)i(logQ +O(1)),
where η = (10k)−8ǫ4 (say).
Let us first deduce the theorem assuming these sets are constructed. For some i = Ok,ǫ(1)
we have (1− η)i < 1/4k. Hence∑
p≤Q
log p
p
· |Ai (mod p)|
p
≤
∑
p∈P
log p
p
· |S
i
p|
p
+
∑
p/∈P
p≤Q
log p
p
<
1
3k
logQ.
Apply the larger sieve (Lemma 2.3) to Ai we get |Ai| ≪ Q ≤ N1/4. This contradicts the
lower bound |Ai| ≥ N1/2−ci if c is small enough.
Now we construct the sets Ai. Suppose that we have chosen Ai and S
i
p (p ∈ P) satisfying
the above properties. We may assume that
1
4k
(logQ +O(1)) ≤ (1− η)i+1(logQ+O(1)) ≤
∑
p∈P
log p
p
· |S
i
p|
p
< (1− η)i(logQ+O(1)).
(If the lower bound above fails, then we may take Ai+1 = Ai). By Lemma 5.3, we have
E(Ai)≫ |Ai|3N−ci
( |P|
Q
)2k−1
≫ |Ai|3N−3kci .
By a standard additive combinatorial argument (Lemma 3.6 in [11]), there is a subset H ⊂
[−N,N ] with |H| ≫ |Ai|N−3kci such that |Ai ∩ (Ai + h)| ≫ |Ai|N−3kci for each h ∈ H . We
will take Ai+1 to be Ai∩ (Ai+h) for an appropriate h ∈ H . It remains to choose h ∈ H such
that property (2) holds with Ai+1 = Ai ∩ (Ai + h). This will be achieved by the following
lemma, which completes our construction of Ai+1 and the proof.
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Lemma. Let the notations be as above. There exists h ∈ H such that∑
p∈P
log p
p
· |S
i
p ∩ (Sip + h)|
p
< (1− η)
∑
p∈P
log p
p
· |S
i
p|
p
.
Proof. Assuming the contrary we get∑
h∈H
∑
p∈P
log p
p
· |S
i
p ∩ (Sip + h)|
p
≥ (1− η)|H|
∑
p∈P
log p
p
· |S
i
p|
p
.
Let Pbad be the set of those primes p ∈ P with∑
h∈H
|Sip ∩ (Sip + h)|
p
≥ (1− η1/2)|H| · |S
i
p|
p
.
Since∑
h∈H
∑
p∈P
log p
p
· |S
i
p ∩ (Sip + h)|
p
≤ |H|
∑
p∈Pbad
log p
p
· |S
i
p|
p
+ (1− η1/2)|H|
∑
p∈P\Pbad
log p
p
· |S
i
p|
p
,
we deduce that Pbad is large:∑
p∈Pbad
log p
p
· |S
i
p|
p
≥ (1− η1/2)
∑
p∈P
log p
p
· |S
i
p|
p
≥ 1
5k
logQ =
1
10k2
logN.
For p ∈ Pbad, let Hp ⊂ H be the set of those h ∈ H with |Sip ∩ (Sip + h)| ≥ (1 − η1/4)|Sip|.
Since ∑
h∈H
|Sip ∩ (Sip + h)|
p
≤ |S
i
p|
p
|Hp|+ (1− η1/4)
|Sip|
p
(|H| − |Hp|),
we deduce that |Hp| ≥ (1 − η1/4)|H|. By Lemma 3.8 in [11] (a consequence of Pollard’s
theorem) applied to Sip, we have |Hp (mod p)| ≤ 4η1/4|Sip| + 1 ≤ p/20k2. Apply the larger
sieve as in Theorem 2.3 of [11] to the set H with those primes p ∈ Pbad, we conclude that
|H| ≪ Q
(1− η1/4)2(20k2)∑p∈Pbad log pp − logN ≪ Q ≤ N1/4.
This contradicts the lower bound on the size of H . 
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