We present the results and discussion of two methods for achieving a higher degree of wavelength accuracy of double grating monochromators. In particular, we assessed the benefits of using differential evolution curve fitting techniques to minimize wavelength uncertainties associated with the manufacture of lead screws in sine-bar driven monochromators. Absolute wavelength-scale uncertainties better than ±0.1 nm can be realized using this technique.
Introduction
Double monochromators are used extensively with radiant sources to provide spectrally tuned pseudo-monochromatic radiation for realizing and disseminating optical radiation scales at national metrology institutes. These systems are also used with primary standard cryogenic radiometers [1] [2] [3] to directly realize the spectral power responsivity scale from the ultraviolet to the near infrared. In this context it is important to establish an accurate wavelength scale in order to minimize the uncertainty in subsequent derived scale realizations.
We have investigated the wavelength characteristics of two nominally identical double monochromators set up in a side-by-side configuration for subtractive dispersion. One system was not modified, except for the addition of a multiturn absolute rotary encoder to the lead screw. The two halves were mechanically coupled, driven by one stepper motor and micro-step drive unit.
The second system is mechanically decoupled in that each half is driven by independent stepper motors coupled to the ends of the lead screws. The grating turret (quill) in each 3 Formerly at NPL, Hampton Road, Teddington TW11 0LW, UK. half of this system was replaced with a redesigned component featuring a longer spindle, in order to attach an absolute 26 bit rotary encoder. Wavelength uncertainties arising from cyclical errors on the lead screw from manufacture could thus be eliminated.
Double subtractive monochromator
The double subtractive monochromator combines two identical halves, a schematic of which is shown in figure 1 . The first half spatially separates the spectral content of the source light, while the second half re-images the output of the first half exit slit to the output slit or pinhole, in the process reducing stray light. The first half of a subtractive double monochromator sets the bandwidth of the radiation; the entrance and middle slits are generally set to the same width. The second half reduces stray light and is set up to maximize the transmitted signal. Note that in a perfect system the widening of the exit slit from the nominal entrance slit width would not increase throughput. However, due to optical aberrations caused by the focusing optics of a monochromator, the output beam tends to be larger than nominal. This is overcome by opening the width of the exit slit sufficiently. The bandwidth is not at all degraded. The selection of the output wavelength of the monochromator is actuated through a mechanical system, comprising a sine-bar drive coupled to a lead screw and stepper motor. This system ideally delivers a linear relationship between motor rotation and set wavelength. In practice, due to imperfections in the cutting of the thread of the lead screw, the relationship is non-linear, which manifests itself as an increase in the uncertainty associated with the wavelengthscale accuracy of the instrument.
The effects of the mechanical imperfections on the wavelength scale can be reduced in either of two ways. The first relies on modelling the wavelength-scale error by use of an analytical procedure and using the model output to compensate the drive routine via a single lead screw mounted encoder. The second is to use the feedback of a high resolution angular encoder coupled directly to the grating. Accurate knowledge of the grating angle bypasses the imperfections of the mechanical actuation system.
Analytical model
In order to investigate the nature of the monochromator's mechanical imperfections, we measured the peak spectra of wavelength emission reference sources as evenly distributed as possible in the spectral range of interest. The measurements were repeated a number of times in order to evaluate the random component of uncertainty. A set of software routines was developed to automate the measurement process and analyse the data. The main issue in developing such an automated system was to define a robust method for precisely identifying the position of the emission peaks. The Gaussian fit, which is less sensitive to peak offset and signal noise, gave the most reliable value of the emission peak wavelength. For each set of emission lines, a wavelength range and wavelength step resolution were specified. The range was large enough to contain peak shifts and yet not too large to include neighbouring peaks that could adversely affect the fitting procedure. From our experience, the optimal range was between four and five times the expected maximum error, while the resolution was set to give at least 20 points inside the chosen range. 
Emission line selection
A set of 60 emission lines from Ne, Kr and Hg pen-ray lamps was selected to uniformly cover the visible range. To facilitate data analysis, we applied the following peak selection criteria: the peak amplitude was at least three times larger than the signal baseline, was isolated in the chosen range to avoid fitting error induced by its neighbour and was discarded when particularly asymmetric. Particular care was taken to select lines distant from second-order diffraction lines of shorter wavelengths.
Measurement results
The differences δ(λ i ) between the calibration standard wavelength lines and the measured peaks have been determined using an automated system that identifies the measured peaks by fitting a Gaussian waveform. The procedure was repeated ten times in order to evaluate the repeatability of the measurement, which is typically ±0.04 nm. The measured wavelength difference showed a spread of 0.6 nm, as illustrated in figure 2, in which no clear pattern can be recognized at first sight.
Qualitatively we can observe the presence of scatter formed by a number of peaks and valleys. A polynomial fit would perform poorly under these conditions, while a harmonic function could potentially yield better results. As a starting point it seems reasonable to assume that the period and the amplitude of the fitting function are constant. We can also speculate on the presence of a linear trend. Based on these assumptions we can write a simple formula that includes a periodic function and a linear trend as
where λ is the wavelength, a is the amplitude of the harmonic function, b is the period, c is the phase, d is the slope and e is the offset. In order to fit this model to the data and verify its validity, we used a non-linear optimization method. A differential evolution (DE) [4] algorithm, which is a particular genetic algorithm, was implemented to solve this specific optimization problem. The reasons behind this choice were (a) a simple software implementation, (b) can be used with many types of fitting function including non-continuous and not differentiable, (c) easy to use with only two control parameters and (d) efficiency in converging to a reasonable solution.
As with many other optimization methods, the DE technique requires an initial range to be specified for the input parameters. Even though it does not limit the search space, it is beneficial to record a good initial estimate. For this particular application we can apply assumptions based on the data. The amplitude a of the harmonic function is limited to 0.7 nm, the period b is confined to the range between 10 nm and 40 nm, the phase c is between 0 and 2π, the slope d is between −1 and 1 and the offset e is between 0 and −0.5.
To find the best fit we determined the parameter values a, b, c, d, e of equation (1) that minimized the cost function:
where m is the function defined in equation (1) . Within a small number of iterations, a population size of 500 and the initial estimates described above, the DE algorithm converged the parameters corresponding to the results shown in figure 2 , fitting 90% of the data points, as modelled in figure 3 . This fit was considered sufficient, as described further below.
As expected, the period of the harmonic function, modelled by the DE algorithm, coincides with the period of the lead-screw thread (20 nm), giving physical support to the model chosen. A correction curve was applied to the wavelength control algorithm of the monochromator and the same wavelength calibration procedure was repeated. The wavelength error over the same range shows a reduced spread of ±0.1 nm, an improvement by a factor of three. There is, however, a negative slope of −0.000 35 to the wavelength scale after compensation, as shown in figure 4 . This we attribute to the fitting function not being optimal. As the residuals of the current fitting function are 0.1 nm, which is similar to the position repeatability of the system, it was considered that there would be no benefit in optimizing the solution further. 
Modifications to grating turret
As mentioned in the introduction, the grating turrets of a second monochromator were redesigned to enable absolute rotary encoders to be mounted directly to them. The quill and spindle were machined from a solid billet of stainless steel to eliminate the possibility of slippage and to ensure true rotation. An aluminium housing, which bolts to the base plate of the monochromator, provides support for two angular contact bearings 15 mm deep. The quill spindle structure drops through this assembly and is held in place by a threaded component, which also serves to compress the angular contact bearings, thus eliminating lateral movement of the spindle. The absolute encoder fits over the spindle and bolts to the bearing housing. A retaining nut fixes the encoder to the spindle, as shown in figures 5 and 6.
Grating equation
One of the most recognizable forms of the grating equation can be written as [5] 
which relates the path difference of successive incoming rays of a planar wave-front impinging on a grating of groove length d to an integral number m wavelengths, setting up the condition for constructive interference. The terms α and β are the incident angle and the angle of diffraction, respectively, both relative to the grating normal, as shown in figure 7 . If we express α and β in degrees, set the diffraction order m = 1, designate the wavelength λ in nanometres and express the groove length d as n grooves mm −1 we obtain sin α + sin β = 10 −6 nλ,
where the scaling factor 10 −6 is derived from the unit of wavelength and the number of grooves per millimetre. Typically the entrance and exit slits of a monochromator are fixed in position but variable, and the grating is rotated about an axis coincident with the plane of the front face of the grating, thus maintaining a constant included angle. The included angle D v , of a Czerny Turner monochromator, is defined as the angular difference between the diffracted and incident beams on the grating, thus
We now rewrite the grating equation (4) as [6] 2 cos
and define the grating angle φ, which quantifies the rotation of the grating, as (β + α)/2 which is measured from the grating normal to the bisector of α and β, thus
In the monochromator software drive routine, the grating angle φ is measured relative to the zero-order angle. From equation (7), we can determine the wavelength λ, given the grating angle and the constant included angle D v . See table 1 for a summary of the measured values of D v for each half of the double monochromator, for each grating pair. These values differ within a range from one instrument to the next, due to manufacturing tolerances and setup procedures.
Zero-order and D v alignment
We used a tungsten strip lamp as a source for determining the zero-order offset of the absolute encoders. This value is referenced in the drive routine for all subsequent angle calculations. As an error in this value directly translates to an error in the wavelength scale, we determined the value to better than 0.01 nm. The final setting of the zero-order offset for the second half of the double monochromator is dependent to a small degree on the exit aperture used. A final adjustment is completed with the selected aperture. During these measurements we used 200 µm slit widths. If the included angle is unknown, provisional values for each grating set/pair can be determined experimentally with angle encoders mounted directly to the grating turrets. To do this we imaged a white-light source on the entrance slit, adjusting the grating until the incident beam on the grating was reflected back out the entrance slit. For convenience the lid of the monochromator was removed during the process. The angle of the encoder was recorded. The source was then placed and imaged at the exit slit of the second monochromator that was set to zero-order/reflection and the procedure repeated. The difference in recorded angles is simply D v for the first monochromator. The reverse of the procedure gives us D v for the second monochromator. This process was repeated for each of the grating sets. The results are presented in table 1. Again, 200 µm slit widths were used.
When changing from a strip lamp source to a 'pen-ray' calibration source it is necessary to check the zero-order offset, which can alter due to misalignment of the pen-ray capillary with respect to the strip lamp. If it differed by more than an acceptable amount (±0.01 nm), the angle α, as shown in figure 8, was adjusted. As best practice the included angle and zero-order offset are checked after each grating change.
An automated calibration scan with a 'pen-ray' lamp was used to check the setting of the included angle for the front half of the monochromator after first verifying the zero-order offset. This value was adjusted until the calibration scan was within ±0.02 nm across the grating range. The 'pen-ray' lamp was replaced with a tungsten strip lamp. The front half of the monochromator was automatically scanned at discrete wavelength intervals (20 nm), and the second monochromator checked for tracking errors by placing a detector at the exit slit and interrogating the output signal. Again, if the tracking was outside acceptable limits of ±0.02 nm, the included angle was adjusted to compensate. For these measurements we used an entrance and middle slit width of 0.25 mm (1 nm bandwidth) and 1.5 mm exit slit width.
We investigated three methods for analysing the calibration peaks of the measured spectral scans about the centre of the emission lines, namely the weighted average, half-peak height and peak position. The weighted mean was determined from the definition
where λ is defined as the wavelength and S the detector response at λ. Polynomial interpolation was used to determine the half-peak height from the rising and falling half-height positions. These half-height wavelength positions were averaged to give the half-height wavelength peak position. For the peak-position case, a peak-detector algorithm was used to fit a quadratic polynomial to sequential groups of three data points. The peak wavelength value was determined by linearly interpolating the wavelength scan, given the location as derived from the peak-detector algorithm.
Figures 9 to 12 illustrate the wavelength calibration results of four 600 grooves mm −1 gratings blazed at 300 nm, 500 nm, 700 nm and 1000 nm. The values represent the average value of the three methods described above applied to each calibration point, i.e. each emission line.
Conclusion
Two different methods for improving the wavelength-scale accuracy of commercial double monochromators have been investigated. The first method involved an empirically derived mathematical treatment to improve the wavelength accuracy at minimal additional cost. The second method required a custom encoder solution, but gave the best accuracy, at the expense of additional cost.
In particular, we have demonstrated a threefold improvement to better than ±0.1 nm in the absolute wavelength-scale uncertainty across a grating set by implementing a differential evolution algorithm. This technique is applicable to leadscrew/sine-bar driven monochromators with position feedback. In order to investigate the potential limits of achievable wavelength-scale uncertainty, we fitted absolute encoders directly to modified grating turrets. In this instance we achieved scale uncertainties within ±0.02 nm, repeatable to ±0.005 nm.
Both of these methods are effective means of achieving a greater degree of wavelength accuracy for commercial grating monochromators.
