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Abstract Band selection plays an important role in iden-
tifying the most useful and valuable information contained
in the hyperspectral images for further data analysis such
as classification, clustering, etc. Memetic algorithm (MA),
among other metaheuristic search methods, has been shown
to achieve competitive performances in solving the NP-hard
band selection problem. In this paper, we propose a formal
probabilistic memetic algorithm for band selection, which is
able to adaptively control the degree of global exploration
against local exploitation as the search progresses. To verify
the effectiveness of the proposed probabilistic mechanism,
empirical studies conducted on five well-known hyperspec-
tral images against two recently proposed state-of-the-art
MAs for band selection are presented.
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1 Introduction
Today, due to the rapid development of sensor technologies,
high-dimensional spectral images have attracted significant
attentions in a tremendous range of real world applications,
from satellite remote sensing imaging and surveillance mon-
itoring systems to industrial product inspections and med-
ical imaging examinations. It provides vast spectral infor-
mation for data analysis, i.e., classification, clustering, etc.
Among spectral images, a hyperspectral image denotes a
set of data which measure the spectrum of solar radiation
reflected by the earth’s surface (Lillesand 2006). It is obtained
from hyperspectral sensors by scanning the objects and col-
lecting imagery simultaneously in tens and thousands of nar-
rowand contiguously spaced spectral bands,withwavelength
ranging from the visible spectrum to the infrared region
(Chang 2003). The information contained in hyperspectral
images allows the accurate characterization, identification,
and classification of the land covers. However, hyperspectral
images are always of abundant high correlated spectral bands
of images, which require expensive computational resources
and are full of redundancies that do not contribute to the
data analysis accuracy. Consequently, determining the most
useful and valuable information in hyperspectral images has
become essential.
Band selection for hyperspectral image is the process to
reduce the band size and identify the most informative bands
for further analysis on the hyperspectral image data. Like the
feature selection problem, band selection is NP-hard with
only explication enumeration approaches known to solve it
optimally. However, large scale problems are generally com-
putationally intractable due to the poor scalability of most
enumeration methods. From a survey of the literature, many
heuristic approaches have played an important role in algo-
rithms capable of providing good solutions within tractable
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computational time. In Chang et al. (2009), Chang et al. pro-
posed a parallel particle swarmoptimization scheme for band
selection of hyperspectral images, while Wu et al. employed
genetic algorithm to identify the most informative bands of
hyperspectral images (Wu et al. 2010). Further, Yin used
immune clonal strategy, which is an improved evolutionary
strategy algorithm, to select effective bands for hyperspec-
tral images (Yin et al. 2012). Zhu et al. proposed a memetic
algorithm framework to identify the essential hyperspectral
images bands (Zhu et al. 2010). It is worth noting here that,
among these proposed heuristic approaches, memetic algo-
rithm is able to achieve superior performance since it has
an individual learning process which is incorporated with
domain-specific knowledge, to local fine tune the found solu-
tion for band selection.
Memetic algorithms (MA) (Moscato 1999) are
population-based metaheuristic search methods inspired
by the Darwinian principles of natural evolution and the
Dawkins’ notion of a meme. It has materialized as a form of
population-based search with lifetime learning as a separate
process capable of local refinement for accelerating search.
Studies on MAs have demonstrated that they converge to
high-quality solutions more efficiently than their conven-
tional counterparts (Ong andKeane 2004; Le et al. 2009; Zhu
et al. 2007; Tang et al. 2009;Chen et al. 2011;Neri et al. 2011)
on many real world applications. Recently, Nguyen et al.
proposed a theoretic probabilistic memetic framework
(PrMF) that unifies the local search frequency, intensity and
selection of solutions undergoing local search under a sin-
gle theme (Nguyen et al. 2009). The proposed algorithm was
demonstrated to exhibit superior performances on a set of
continuous benchmark problems. To extend the framework
for combinatorial optimization, we have previously proposed
a probabilistic memetic algorithm for capacitated arc routing
problem (Feng et al. 2010). In this paper, due to the combina-
torial andNP-hard nature of band selection,we further extend
our proposed probabilistic memetic algorithm to identify the
informative bands for hyperspectral images. In particular,
two recent published memetic solvers (Zhu et al. 2010) for
band selection have been employed to exhibit the true effi-
cacy on theoretic rigor of the probabilisticmemetic approach.
Further, five well-known hyperspectral images data sets,
namely “Indian Pines”, “Salinas”, “Salinas-A”, “Pavia Cen-
tre”, “Pavia University”, which are differing in number of
class, class balance, number of bands, etc., are used in the
empirical study to verify the effectiveness of the probabilistic
memetic approach.
The rest of this paper is organized as follows. Section 2
presents an introduction of band selection problem for hyper-
spectral images and a brief review ofmemetic algorithm. The
proposed probabilistic memetic algorithm for hyperspectral
image band selection is then given in Sect. 3. Section 4 sub-
sequently provides the empirical studies on five well-known
hyperspectral images data sets. Lastly, the brief conclusive
remarks of this paper are drawn in Sect. 5.
2 Preliminary
In this section, we first give an introduction to the band
selection problem for hyperspectral images. Secondly, a brief
review of memetic algorithm is provided.
2.1 Band selection for hyperspectral images
Usually, the hyperspectral images, each collected from a
spectral band, are combined together to form a three-
dimensional image cube (as shown in Fig. 1) for further data
analysis. Band selection denotes the process to identify the
most informative bands. It can not only reduce the band size
of the hyperspectral image data, but also reduces the embed-
ded redundancies, which would improve the accuracy of data
analysis. Take classification as an example of data analysis
for hyperspectral images, which deals with assigning pre-
Fig. 1 An illustration of band selection for hyperspectral images
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defined classes, such as grass, trees, houses, crops, water
and so on, to the imaged terrains or objects. As depicted in
Fig. 1, for each pixel i on the ground truth image, there is a
vector Pi of N image measurements from each of the spec-
tral band, where N is the total number of spectral bands. In
such a way, the three-dimensional image cube is represented
by a M × N matrix, where M is the total number of pixels.
Before the classification analysis process, the M × N matrix
undergoes band selection to produce a M × K matrix, where
K denotes the number of selected bands. Please note that
K is usually much smaller than N . Through band selection,
a more effective and efficient classification is expected on
the given hyperspectral images. In this paper, classification
is considered as the data analysis for verifying the proposed
band selection algorithm for hyperspectral images.
2.2 Memetic algorithm
To date, many dedicated MAs have been crafted to solve
domain-specific problems more efficiently. In a recent spe-
cial issue dedicated to MA research (Ong et al. 2007), sev-
eral new design methodologies of memetic algorithms (Lim
and Xu 2005; Liu et al. 2007; Hasan et al. 2008; Wang
et al. 2009; Bansal et al. 2013), and specialized memetic
algorithms designed for tackling the permutation flow shop
scheduling (Liu et al. 2007), optimal control systems of per-
manent magnet synchronous motor (Caponio et al. 2007),
VLSI floor planning (Tang and Yao 2007), quadratic assign-
ment problem (Tang et al. 2006, 2007), gene/feature selec-
tion (Zhu et al. 2007), have been introduced. From a survey
of the area, it is now well established that potential algo-
rithmic improvement can be achieved by considering some
important issues ofMA (Nguyen et al. 2009; Ong et al. 2006;
Lozano et al. 2004):
1. Local search frequency, hereby denoted as fil : defines
how often should local learning be applied. fil can be
represented as a percentage of the population, i.e., the
percentage of individuals in the population that under-
goes local learning, or the ratio of evolutionary to local
search, i.e., in how many generations of global search
should local learning be conducted. Alternatively, fil can
be replaced with the local search probability, Pil , which
defines the probability at which each individual in the
population should undergo local learning.
2. Local search intensity, til : defines how much computa-
tional budget should be allocated to each local learning
process. til may be represented in terms of number of the
objective function evaluations or time budget.
3. Subset of solution undergoing local search, il : repre-
sents the subset of the solution population that undergoes
local learning.
4. Local search method: which among a given set of avail-
able local learning strategies should be employed on a
given problem at hand.
While the above issues have been studied extensively
in the literature, for examples, Hart (1994) and Ku et al.
(2000) on the local search frequency, Land (1998) on select-
ing appropriate individuals among the EA population that
should undergo local search, Goldberg and Voessner (1999)
on local search intensity, Ong and Keane (2004) and Kendall
et al. (2002) on the selection of local search; it is worth not-
ing that the works only consider the design issues separately.
On the other hand, the theoretic probabilisticmemetic frame-
work (PrMF) (Nguyen et al. 2009) unifies the local search
frequency, intensity and selection of solutions undergoing
local search under a single theme. It has demonstrated supe-
rior performances on both continuous benchmark problems
(Nguyen et al. 2009) and NP-hard combinatorial optimiza-
tion problems (Feng et al. 2010). In this paper, we further
extend this probabilistic memetic approach for hyperspec-
tral images band selections, which is described in the next
section.
3 Probabilistic memetic algorithm for hyperspectral
image band selection
In this section, we present the details of the proposed prob-
abilistic memetic algorithm (PMA) for hyperspectral image
band selection.
3.1 Encoding representation
In this proposed probabilistic memetic algorithm, we use a
binary string chromosome to represent a candidate band sub-
set. The length of the binary string chromosome equals to the
total number of bands N , with each bit in the chromosome
encoding a single band. A bit of “1” (“0”) indicates the cor-
responding band is selected (excluded). An illustration of
our encoding representation for band selection is depicted in
Fig. 2.
3.2 Fitness function
The objectives of band selection are to maximize the clas-
sification accuracy and meanwhile minimize the number of
selected bands. One way to handle this problem is to use the
aggregating function method, where the objective function is
defined as a linear combination of the classification error and
the number of selected bands. The respective weights can be
tuned empirically. However, the weights would be signifi-
cantly different for various datasets, and the corresponding
123
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Fig. 2 An illustration of encoding representation for band selection
fitness function tunedonone data set usually cannot be reused
on another. To avoid this problem, according to Zhu et al.
(2010), here we consider that the classification accuracy is
more important than the number of selected bands. Thus the
fitness function is defined as the classification error of the
selected classifier.
Further, when two chromosomes happen to have the same
fitness, the one with a smaller number of selected bands will
be given a higher chance for surviving to the next generation.
3.3 Proposed PMA for band selection
In this subsection,wefirst present the theoretical upper bound
of local search derived for memetic searches. Subsequently,
how this upper bound is used that leads to a probabilistic
memetic algorithm for solving band selection is introduced.
3.3.1 Theoretical upper bound on local search
The theoretical upper bound on local search intensity in




ln(1 − p(k)2 )
ln(1 − p(k)1 )
(1)
where tg denotes the function evaluations incurred in a gener-
ation and n is the population size. p(k)1 gives the probabilities
of an individual, in generation k, hitting the global optimum.
p(k)2 are the probabilities of an individual falling within the
basin of attraction of the global optimum in generation k.
Based on Taylor series expansion, the above equation was






By figuring out p(k)1 and p
(k)
2 in the search process, this
upper bound can be used to determine whether the current






Fig. 3 A depiction on the estimation of tupper in the probabilistic
memetic framework for non-linear programming
computational budget should be allocated to the local search
phase.
Figure 3 presents a depiction on the estimation of tupper
in the probabilistic memetic framework for non-linear pro-
gramming. In the figure, e denotes the precision accuracy for
convergence to global optimum and X is the current chromo-
some or solution. X1 and X2 are the nearest neighbors of X
(based on simple Euclidean distance) selected from the data-
base of solution vectors obtained by previous local search
processes. Note that the local search traces for X1 and X2
are also depicted in the figure. From here, the best solution A
found in the neighborhood of X and the furthest search point
B within the range of e from A are then used to approximate
p1 = |AB|volume of search space , and p2 = |AC|volume of search space . The
upper bound for local search intensity, tupper, on X is subse-
quently determined based on Eq. 2. On the other hand, the
expected local search intensity, texpected, required to reach
the local optimum of X is then defined as the estimated
average length of local search traces of X1 and X2. Finally,
local search is performed on the current individual onlywhen
texpected ≤ tupper.
On the other hand, for combinatorial optimization prob-
lem, due to its discrete nature, Euclidean distance is no long
suitable for measuring the closeness or similarity between
solutions. To approximate the upper bound given by Eq. 2
combinatoric problem context, distance measure such as
Hamming Distance, Minkowski-r-distance (Sörensen 2007,
exact match distance (Ronald 1998), deviation distance
(Ronald 1998), edit distance (Sörensen 2007) and the Jac-
card’s similarity coefficient (Najera and Bullinaria 2009) can
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be used. However, based on our previous experiences in solv-
ing capacitated arc routing problem (Feng et al. 2010), a
modified Jaccard’s similarity coefficient is considered here
as the similarity measure between the two solutions, which
is given by:
Dis(Sa, Sb) = |Sa ∪ Sb| − |Sa ∩ Sb| (3)
where Sa and Sb denote the two index sets of bands selected
for the given hyperspectral image. | · | gives the number
of selected bands in the respective solution. The distance
defined in Eq. 3 gives us the number of different selected
bands between two solutions, which lies in the range of
[0, |Sa ∪ Sb|].
Subsequently, the values of p1 and p2 in the local search
upper bound (i.e., Eq. 2) can be estimated with distance
defined inEq. 3 for searchoncombinatorial problems. First of
all, since the definition of “nearest” relationship is generally
loose in the combinatoric context, a single nearest neighbor
of the current individual is found to be sufficient for accurate
estimation. Let the current solution be X . The nearest neigh-
bor of X , denoted as Xnber, is then identified from database
 which archives all previous local search traces. The local
optimum reached, starting from Xnber, is then labeled here
as X A, while the individual solution found along the search
trace before converging to X A is labeled as X B , as depicted
in Fig. 4.
In Fig. 4, a “step” denotes a solution jump or transition to
a higher quality solution from the initial point. The dashed
line represents the trace of Xnber generated by the local search
process. Probability p1 is then derived as:
p1 = Dis(X B, X A)









Fig. 4 A depiction on estimation of tupper in probabilistic memetic
algorithm for combinatoric problem
Probability p2, on the other hand, is derived as:
p2 = Dis(X, X A)
volume of search space
(5)
Subsequently, the upper bound is then derived as:
tupper = p2
p1
= Dis(X, X A)
Dis(X B, X A)
(6)
The expected local search intensity texpected on the other
hand denotes the number of local search steps needed for X
to reach X A, which is approximated by the number of steps
from Xnber to X A. Here, we summarize the basic steps of
the probabilistic memetic approach in Fig. 5. Note that the
upper bound is considered only if the current solution X is
sufficiently close to its nearest neighbor; otherwise the search
will proceed with local search process.
3.3.2 Memetic solver for band selection
In this paper, we consider two recently published memetic
solvers as the baselines for band selection, namely MAFR
andMAAMB in the original publishedwork Zhu et al. (2010).
MAFR and MAAMB use the same global exploration evolu-
tionary operators, and are mainly differing in the local search
methods used.
Find the nearest neighbor










Estimate the upper 
bound       of local 
search











For each given 
solution X
Fig. 5 Outline of the proposed probabilistic memetic approach
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In particular, MAFR uses the filter ranking as the local
search operator. It provides the relevance value of each band
based on an intuitive idea that a band is more relevant if it
distinguishes between a data instance and its nearest neigh-
bor instances from different classes, and less relevant if it
distinguishes between an instance and its nearest neighbors
from the same class. On the other hand, MAAMB employs
the Approximate Markov Blanket as the local search opera-
tor. In this method, the relevance measure is defined as C-
correlation (Yu and Liu 2004), which evaluates the correla-
tion between a band and the class label vector. In addition,
redundancy measure between bands is also defined in this
method. For more details about these two memetic solvers,
readers can refer to Zhu et al. (2010).
3.3.3 PMA for band selection
By equipping the approximated upper bound of local search
intensity for band selection into the considered memetic
solver, the resultant probabilistic memetic algorithm is out-
lined in Algorithm 1. As the initial population is randomly
generated, for the first m generations, the memetic solver
proceeds conventionally to collect the local search traces for
the approximation of tupper in Eq. 6. Subsequently, the proba-
bilistic memetic approach kicks in to determine whether the
current solution should undergo local search or not based
Algorithm 1: Outline of the memetic solver equipped
with the proposed probabilistic framework.
Begin:1
Initialization: Generate the initial population randomly2
for j = 1 : m generations do3
while the termination criteria are not met do4
Select two chromosomes from the current population5
Perform crossover operator to generate offspring6
Apply the local search process with tracking capability on7
the generated offspring with a certain probability
Update the current population with the newly generated8
offspring
for g = m + 1 : MaxGen generations do9
while stopping conditions are not satisfied do10
Select two chromosomes from the current population11
Perform crossover operator to generate offspring12
Apply probabilistic memetic framework to the offspring13
/*see Fig. 5*/
Update the current population with the newly generated14
offspring
End15
on the derived theoretical upper bound for local search. The
whole search process terminateswhen the stopping condition
is satisfied.
4 Empirical study
In this section, an empirical study on five well-known real
world hyperspectral images is conducted using the pro-
posed probabilistic memetic algorithm (PMA). The perfor-
mance efficacy of PMA is subsequently compared to the two
recently proposed memetic solvers for hyperspectral images
band selection as aforementioned in Sect. 3.3.2, which form
the baseline for comparison.
4.1 Detailed setting
4.1.1 Data set
Fivewell-knownhyperspectral images are used in the present
experimental study, which are “Indian Pines”, “Salinas”,
“Salinas-A”, “Pavia Centre”, and “Pavia University”. These
images consist of diverse data that differ in terms of the
number of class, number of bands, and land cover, etc. The
detailed property of the hyperspectral images is summa-
rized in Table 1. In particular, |Class|, |Bands|, and Pixels
denote the number of class, the number of collected band, and
the pixel size of each band, respectively. Further, the sampled
bands and the respective ground truths of the hyperspectral
images are depicted in Fig. 6. In the present paper, for each
image, we randomly sample ten bands from each class to
form the empirical data for every considered hyperspectral
image data set.
4.1.2 Algorithm setup
First of all, to calculate the fitness, we adopt the K-Nearest
Neighborhood (KNN), which is one of the most fundamen-
tal and simple classification methods in the literature. In our
study, k of KNN is configured to 1. Secondly, for the two
memetic solvers, i.e., MAFR and MAAMB, the evolution-
ary operators and parameter settings are set according to the
original paper (Zhu et al. 2010). In particular, the restric-
tive crossover and mutation operations (Zhu et al. 2007)
are employed as exploration operators. The population size,
crossover probability, and mutation rate are set to 50, 0.6,
and 0.1, respectively. The stopping criteria are defined by a
convergence to global optimal or a maximum computational
budget of 60,000 fitness functional calls or a maximum gen-
eration of 200 is reached. It is worth noting that the fitness
function calls made in the local search are also included as
part of the total fitness function calls for fair comparison.
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Table 1 Detailed properties of the hyperspectral images used in our experiment
Data |Class| |Bands| Pixels Description
1. Indian pines 16 224 145 × 145 Gathered by AVIRIS sensor over the Indian pines test site in North-western Indiana
2. Salinas 16 224 512 × 217 Collected over Salinas valley, California, characterized by high spatial resolution
3. Salinas-A 6 224 83 × 86 Small subscene of Salinas image
4. Pavia centre 9 102 1,096 × 715 Acquired by the ROSIS sensor during a flight campaign over Pavia, nothern Italy
5. Pavia University 9 103 610 × 340 Acquired by the ROSIS sensor over Pavia University
(a)
(h) (g)
(c) (d) (e) (f) (e)(c)(b)
(i) (j) (i)(g)
(a)
Fig. 6 Sampled bands of the hyperspectral images and their ground truths
On the other hand, both MAFR and MAAMB use the best
5 individuals in each generation to undergo local search
process. ForMAFR andMAAMB equippedwith the proposed
probabilistic approach, labeled asMAFR-PMA andMAAMB-
PMA, individual undergoes local search or global exploration
based on the proposed probabilistic approach as depicted in
Fig. 5. Further, to generate local search traces for estimating
the upper bound in Eq. 6, in the first 30 generations, MAFR-
PMA and MAAMB-PMA perform exactly the same as MAFR
and MAAMB, respectively.
4.2 Results and Discussion
The performance of MAFR-PMA against MAFR and
MAAMB-PMA versus MAAMB is summarized in Tables 2
and 3, respectively. Due to the stochastic nature of evolution-
ary algorithm, the averaged results for ten runs are reported.
In particular, the training accuracy is obtained by leave-
one-out cross validation and the test accuracy is obtained
by fivefold cross validation on the hyperspectral images. In
the tables, T rain.Acc, T est.Acc and |SF | denote averaged
training accuracy, testing accuracy, and number of selected
bands, respectively. The value inside the brackets gives the
corresponding standard deviation. Further, to obtain the sta-
tistically comparison,Wilcoxon rank sum test with 95%con-
fidence level has been conducted on the experimental results.
As can be observed, both MAFR-PMA and MAAMB-PMA
achieved competitive or better performance against their
counterparts in terms of training accuracy and testing accu-
racy on all the considered hyperspectral image data sets.
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Table 2 Performance of MAFR-PMA and MAFR on hyperspectral datasets.
Test MAFR-PMA MAFR
image T rain.Acc T est.Acc |SF | T rain.Acc T est.Acc |SF |
Indian pines 69.84(±2.32) 61.88(±7.13)+ 27.00(±2.74) 69.84(±3.20) 57.50(±10.50) 14.20(±6.87)
Salinas 97.97(±1.05) 93.50(±3.12)≈ 24.60(±4.51) 97.81(±1.34) 92.50(±3.56) 12.20(±3.03)
Salinas-A 98.33(±0.93) 95.00(±7.45)≈ 8.4(±1.67) 98.33(±0.93) 93.34(±9.13) 2.8(±0.84)
Pavia centre 91.67(±2.59) 86.67(±6.33)≈ 13.40(±2.07) 92.50(±2.11) 86.67(±8.43) 9.40(±5.32)
Pavia University 78.89(±3.54) 70.00(±8.29)≈ 20.00(±4.17) 78.89(±3.85) 70.00(±8.42) 8.60(±4.22)
≈, + and − denote MAFR-PMA statistically significant similar, better, and worse than MAFR, respectively
Table 3 Performance of MAAMB-PMA and MAAMB on hyperspectral datasets.
Test MAAMB-PMA MAAMB
image T rain.Acc T est.Acc |SF | T rain.Acc T est.Acc |SF |
Indian Pines 70.31(±1.91) 60.00(±6.77)≈ 18.00(±5.70) 68.75(±2.98) 58.75(±9.47) 21.8(±9.34)
Salinas 97.82(±0.86) 89.50(±2.05)+ 20.60(±4.03) 97.34(±1.18) 87.50(±4.94) 23.60(±4.97)
Salinas-A 98.75(±1.14) 96.67(±4.56)+ 4.80(±2.77) 98.33(±0.93) 93.34(±6.97) 2.00(±0.00)
Pavia Centre 92.22(±2.10) 86.67(±9.10)+ 9.8(±3.42) 92.22(±2.11) 83.34(±11.78) 8.2(±2.77)
Pavia University 79.45(±3.59) 70.01(±8.42)≈ 11.00(±4.00) 79.17(±4.17) 68.89(±11.52) 9.80(±6.53)
≈, + and − denote MAAMB-PMA statistically significant similar, better, and worse than MAAMB, respectively
In particular, MAFR-PMA obtained better testing accuracy
than MAFR in 3 out of 5 data sets, while MAAMB-PMA
demonstrated superior testing accuracy than MAAMB in all
the data sets. It is worth noting that, on images “Indian Pines”
and “Salinas”, which have 16 classes and contain relatively
more complex information than the others, bothMAFR-PMA
and MAAMB-PMA achieved superior performance. This is
because the effectiveness of the proposed PMA is more obvi-
ous when the search space is more complicated and guidance
of the balance between local search and global search is more
necessary.
In summary, since the only difference between MAFR-
PMA (or MAAMB-PMA) and MAFR (or MAAMB) lies in the
probabilistic approach introduced in the control of global and
local search balance of the former, the superior performance
obtained by the former verifies the effectiveness of the pro-
posed probabilistic memetic algorithm.
5 Conclusion
In this paper, we have presented a probabilistic memetic
algorithm (PMA) for band selection to identify the most
informative bands for hyperspectral image data analysis. The
proposed probabilistic approach can adaptively balance the
exploration and exploitation of the evolutionary search by
a theoretical upper bound of local search while the search
progresses online. By equipping the probabilistic approach
on two recent memetic solvers for band selection, empiri-
cal studies on five well-known hyperspectral image data sets
highlighted the efficacy of PMA in converging to competitive
or improved band selection for more accurate classification
when compared to the baseline memetic solvers.
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