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The integration of complicated oscillatory functions arises in computational electromag-
netics when evaluating signals produced by the propagation of electromagnetic radiation
through the anisotropic layers of a geological formation. The computation of exact inte-
grals involves the evaluation of Sommerfeld integrals. The matrix-pencil method is used
for the numerical approximation of such signals. Numerical results show accuracy and ro-
bustness of the method for the approximation of these signals, and efficiency in their nu-
merical integration. Sampling frequency is discussed and numerical efficiency is improved
by down-sampling.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and motivations
In petrophysics, resistivity measurements are one of the common methods used to evaluate a geological formation at a
particular drilling site. Thesemeasurements are typicallymade using the propagation of electromagnetic waves through the
rock formation. An electromagnetic apparatus is used to collect these measurements, as shown in Fig. 1. Electromagnetic
waves emanate from the source point S, and are measured at the detector point D. The points S and D are the points on the
actual drill-string with antennae used to transmit and receive electromagnetic radiation. This drill-string is in the earth
whilst the borehole is being drilled. These waves may cross zero, one, or several different layers in the rock formation
between emission and reception. The angle between the dipole and the horizontal layers imparts various characteristics
to the recorded signal, since if the dipole is inclined with respect to the layers, each layer appears thicker.
Maxwell’s equations govern the propagation of electromagnetic radiation through any medium. The fundamental
Maxwell equations for time-variant electric and magnetic field strength can be combined to form the Maxwell wave
equations, see e.g. [1]:
(∇2 + k20)E(r, r ′) = f (r, r ′), (1)
where E is the electromagnetic field strength, f is the charge distribution, and λ is the radial wave number, and r and r ′
represent a position in space and the location of the charge, respectively. Finally, k0 = λ√εmµm, where the values of the
electromagnetic permittivity εm and magnetic permeability µm, respectively are given, or can be derived from data, for a
particular medium m. The radial wave number is required here since the signals are considered to propagate through a
cylinder surrounding the path that the drill bit follows through a particular geological formation. This cylinder is also the
cause for the use of the Bessel kernel in the Sommerfeld integral below.
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Fig. 1. An example of a resistivity measurement setup in a geologic formation which will be used for layer evaluation.
Fig. 2. Contour in the complex plane for the evaluation of the Sommerfeld integral.
When considering a layered medium, the materials that compose the layers in the medium are denoted by mi, and the
electromagnetic permittivity and magnetic permeability are resp. denoted by εmi and µmi . The Maxwell equations can be
written in a perfect matched layers (PML) model [2,3].
Green’s function is defined as the solution to (1) when f is given by the Dirac function −δ(r, r ′). Taking the Fourier
transform of the Maxwell wave equation (see e.g. [4]), (1) leads to
∇ × ∇ × E(λ) = k20 + iλJ˜(λ). (2)
Here, E is again the electric field strength, i = √−1, and J˜ is the displacement current. The general solution to this equation
is of the form ReSλ, where both R and S are complex numbers. Once the solution has been found in the frequency domain, it
is transformed back into the spatial domain from the frequency domain by evaluating the Sommerfeld integral [5].∫ ∞
0
G˜(z, z ′; λ)Jn(λρ)λ dλ, n = 0, 1, 2, . . . , (3)
where G˜ is Green’s function for a microstrip substrate, Jn is the nth order Bessel function of the first kind, ρ is the distance
between the source and detector, and λ is the radial frequency.
A microstrip substrate is a thin layered medium such as the one shown in Fig. 1. Here, the layers are treated like
transmission lines, since over the course of an experiment electromagnetic radiation will be passing through each layer
in turn as it moves from the source to detector points. Again, as in Fig. 1, the measurement of the radiation after it has
propagated through this microstrip substrate will allow for evaluations to be made about its properties, namely resistivity.
Once we have computed the electric field E(r, r ′), the resistivity can be recovered by using (for example) the equation:
resistivity = E/J. (4)
Here, J is the magnitude of the current density.
In electromagnetic computations, the evaluation of Sommerfeld integrals such as (3) typically faces two challenges: the
first is the presence of singularities in the integrand on the real axis; the second is handling the large oscillations of the Bessel
functions [5]. The computation of such integrals in the complex plane usually involves the integration along a contour in
the complex plane to (i) avoid singularities of the integrand, and (ii) deal with large oscillations in the Bessel (or Hankel)
functions [1,6]. A typical contour for a Sommerfeld integral is shown in Fig. 2.
The contour C1 allows us to avoid the singularities in Green’s function lying on the real line, and the contours C2 and/or
C3 allow for the damping of oscillations which are introduced into the integrand by the Bessel function. From the residue
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theorem, the following equivalence holds:∫ ∞
0
G˜(z, z ′; λ)Jn(λρ)λ dλ =
∫
C1
G˜(z, z ′; λ)Jn(λρ)λ dλ+
∫
C2 or C3
G˜(z, z ′; λ)Jn(λρ)λ dλ. (5)
Classical industrial approaches usually rely on a numerical integration of (5) on the contour C1 + C2, resp. C1 + C3.
The efficient computation of (3) is a difficult task when dealing with a layered medium, due to the slowly decaying and
oscillating tails of the integrand along the real axis, result of the Bessel function kernel. It is essential that this computation
be efficient in the field when taking measurements, since the information from this integral can be used to evaluate the
formation in real time, which allows drilling decisions such as where to move the drill bit to be made quickly. This allows
for various problems to be avoided in the field, such as changing the drilling trajectory to avoid hazards.
In some numerical approaches, (3) is approximated by a quadrature formula. However, the oscillating tails and the slow
decay of the integrand require a large number of integration points, making the evaluation computationally expensive. The
computation of (3) can also be addressed, for instance, with extrapolation methods [7,8], or function fitting, see e.g. [9].
In the following, we decompose the given signal as a finite linear combination of complex exponential functions of
the form Riesiλ, which are integrated exactly. Several methods to decompose a given signal into a linear combination of
given functions exist in the literature, most of them being of the least-squares type, see e.g. [10,11]. Decomposition of
highly oscillating signals into a complex basis of exponential functions started from the method of Prony (see e.g. [12]),
before undergoing several improvements, leading to methods such as the pencil-of-function [13], generalized pencil-of-
function [14], or the total least-squares [15] methods. Finally, the matrix-pencil method is considered as one of the most
efficient methods in terms of computations and less restrictive with regard to the poles of the signal [16–18].
The goal of this article is the numerical approximation of signals arising in the evaluation of geological formations, and
the accurate computation of their integrals. The matrix-pencil method is presented in Section 2, and its efficiency and
robustness are studied. Additional numerical techniques are discussed to improve the efficiency of the approach in those
situations. The coupling with down-sampling techniques is detailed. Numerical results are presented in Section 3, for some
benchmark signals, and for signals generated from data in homogeneous and heterogeneous media. The improvement of
the performance of the algorithm is finally discussed.
2. A matrix-pencil method approach
The matrix-pencil method (MPM) is chosen for the approximation of a given signal. The MPM uses a singular value
decomposition (SVD) in order to determine the principal components of the signal in terms of a basis {es1λ, es2λ, . . . , esMλ},
where e is the base of a natural logarithm, and s1, s2, . . . , sM are unknown complex numbers. The strategy followed by the
MPM is to first determine the values for the parameters si, and then to model the input signal using an appropriate linear
combination of the basis {es1λ, es2λ, . . . , esMλ}.
Using the MPM instead of numerical integration of Green’s function allows us to evaluate the integrals of the basis
functions, which is both more accurate and faster, since they can be computed analytically, as illustrated in Section 3.
Therefore, the function f (λ) := G˜(z, z ′; λ)Jn(λρ)λ is first approximated as a linear combination of the basis functions defined
above, and each of the individual members esiλ are integrated exactly.
Let us briefly describe the matrix-pencil method. Let∆t be the sampling interval. The sampled version of f (λ), denoted
by (fp)N−1p=0 , is of total size N , and defined by
fp = f (p∆t), p = 0, 1, . . . ,N − 1.
The sampled signal is approximated using the basis {es1λ, . . . , esMλ}. This approximation f˜ (λ), relies on the discrete sample
(f˜p)N−1p=0 that can be written as:
f˜p =
M∑
i=1
Riesi∆tp, p = 0, . . . ,N − 1, (6)
where Ri, si are unknown complex coefficients, and M ≤ N is the number of basis functions to determine. The purpose
of the matrix-pencil method is to efficiently determine the coefficients Ri and si, and use them to analytically compute an
approximation to the Sommerfeld integral. The approximation f˜p can also be written as
f˜p =
M∑
i=1
Riγ
p
i , (7)
where γi = esi∆t , i = 1, . . . ,M , are the poles of f (λ).
Let L > 1 be a given parameter, called the pencil parameter, used to balance between accuracy and computational
efficiency. In the numerical experiments, we have chosen L as N/2. A more complete sensitivity analysis of the parameter L
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can be found in [18]. In order to compute the poles γi, the signal (fp)N−1p=0 is decomposed into the following Hankel matrix:
Y =

f0 f1 . . . fL
f1 f2 . . . fL+1
...
...
. . .
...
fN−L−1 fN−L . . . fN−1
 . (8)
The matrix Y is used to determine the critical components of fp, and to construct a model that can be integrated analytically.
Let us define Y1, resp. Y2, by removing the last row, resp. the first row, of Y, and let the superscript H denote the Hermitian
conjugate of a matrix. The poles γi are given by the generalized eigenvalues of the pair ([Y2]H , [Y1]H), i.e. the values λ such
that
[Y2]H − λ[Y1]H (9)
is singular. This generalized eigenvalue problem is equivalent to finding the eigenvalues of [YH1 ]+[Y2], where [YH1 ]+ is the
pseudo-inverse of YH1 [18].
The Moore–Penrose pseudo-inverse [YH1 ]+ = (Y1YH1 )−1Y1 is ill-conditioned in this case, since YH1 is not necessarily of
full rank; the condition number of Y1YH1 ranges between 10
16 and 1023 in this sort of geological measurements, making the
computation of its inverse intractable. This problem is avoided by using the singular value decomposition of Y:
Y = USVH . (10)
Here, S is the matrix whose values of the diagonal of the first block are the singular values σi of the matrix Y, U contains the
eigenvectors of the matrix YYH , and V contains the eigenvectors of the matrix YHY.
A tolerance value ε is chosen to select the M largest singular values of Y and therefore consider only the M principal
components of the signal, i.e. the number of singular values such that |σi| /maxk |σk| > ε. The choice of the tolerance ε
allows us to balance between accuracy and computational efficiency. Therefore, we have the approximation:
f˜p '
M∑
i=1
Riγ
p
i . (11)
Once the parameterM is obtained, the eigenvalue problem (9) is equivalent to a reduced eigenvalue problem that can be
described as follows [17,19–21]: Let us define V′ as the matrix comprising the first M rows of V. Let us denote by V1, resp.
V2, the matrix V′ with the last column deleted, resp. with the first column deleted. Problem (9) is equivalent to finding the
values λ such that
[VH2 ] − λ[VH1 ] (12)
is singular, which is equivalent to finding the eigenvalues of [VH1 ]+[VH2 ]. Problem (12) has the advantage of reducing the size
of the computation of the pseudo-inverse (from N toM).
Again, the computation of the standard Moore–Penrose pseudo-inverse of [VH1 ] is intractable due to the large condition
number, and the computation of the pseudo-inverse of [VH1 ] is therefore based on the singular value decomposition:
[VH1 ] = UvSvVHv . (13)
Let us define S′v as the block matrix whose first block is diagonal and with diagonal elements (S
′
v)ii = 1/(Sv)ii, i =
1, . . . ,M . The pseudo-inverse [VH1 ]+ is given by [VH1 ]+ = VvS′vUHv . The eigenvalues of the matrix [VH1 ]+[VH2 ] = VvS′vUHv [VH2 ]
are called the poles γi, i = 1, . . . ,M , and are computed with classical numerical methods, following for instance [22,23].
Once the poles γi have been determined, the coefficients si are given by
si = 1
∆t
log(γi), i = 1, . . . ,M.
A least-squares problem finally allows us to determine the coefficients of the linear combination of the basis functions that
fits the original data [5]:
min
R1,...,RM∈C
N−1∑
p=0
(
fp −
M∑
i=1
Riγ
p
i
)2
. (14)
Relationship (14) leads to the following (Vandermonde) underdetermined linear system:
1 1 . . . . . . 1
γ1 γ2 . . . . . . γM
...
...
. . .
...
...
...
. . .
...
γ N−11 γ
N−1
2 . . . . . . γ
N−1
M


R1
R2
...
RM
 =

f1
f2
...
...
fN−1
 , (15)
that can be solved in a least-squares sense.
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Once the weights Ri, i = 1, . . . ,M , are obtained, the original signal f (λ) is approximated by∑Mi=1 Riesiλ.
Let us assume that f (λ) decays to zero at large values of λ, and thatRe(si) < 0. Under these assumptions, the integral of
f˜ (λ) using the analytical basis functions esiλ converges. The approximation of the Sommerfeld integral is computed exactly
as follows:∫ ∞
0
f (λ)dλ '
M∑
i=1
∫ ∞
0
Riesiλdλ = −
M∑
i=1
Ri
si
. (16)
If the integration is performed on a bounded interval [0, B] (requiredwhenRe(si) ≥ 0), the approximationwith complex
exponential functions leads to∫ B
0
f (λ)dλ '
M∑
i=1
∫ B
0
Riesiλdλ =
M∑
i=1
Ri
si
(
esiB − 1) . (17)
When the signal is not sparse, andwhen the sampling frequency is not large enough, the sampled signal does not allow us
to recover the higher frequencies of the original signal (aliasing effect). TheNyquist frequency is defined as half the sampling
frequency of a signal. Aliasing can be avoided if the Nyquist frequency is greater than the highest frequency of the original
signal to be reconstructed (sampling theorem [24,25]).
On the other hand, a sampling frequency that is too large compared to the frequencies appearing in the original
signal provides redundant information. This redundancy can be avoided by down-sampling the signal prior to using any
reconstruction technique, in order to decrease the length of the sampled signal, and the corresponding computational cost.
A Fourier analysis of the signal is done a priori: the coefficients of the Fourier series are computed with a discrete Fourier
transform (typically via FFT), to decompose fp into fp '∑N−1k=0 cke−ik∆t/N . The coefficients ck, k = 0, . . . ,N−1, correspond to
the low to high frequencies of the signal. Let us define cmax = max0≤k≤N−1 |ck|. For a given tolerance δ, the down-sampling
factor is computed as the ratio
d := N
#{1 ≤ i ≤ N : |ci| /cmax > δ} .
The size of the signal is reduced accordingly, by keeping every dth observation in the signal. Numerical results show
that the quality and accuracy of the reconstruction is not altered by the reduced number of observations. Note that down-
sampling also allows us to reduce the influence of any high frequency noise in the original signal.
The complete algorithm can be summarized as follows. Consider a signal (fp)N−1p=0 , with given sampling interval∆t . Let us
initialize the tolerance ε, the pencil parameter L and the down-sampling factor d. Then
(a) Down-sample the original signal (if needed).
(b) Compute the poles γ1, . . . , γM , i.e.
• Initialize the Hankel matrix Y and compute the SVD Y = USVH .
• Select theM largest singular values, according to the tolerance ε.
• Create V1 and V2, and compute the SVD V1 = UvSvVHv .• Compute S′v , where (S′v)ii = 1/(Sv)ii.
• Compute the eigenvalues of VHv S′vUHv V2.
(c) Compute the exponents si = 1∆t log(γi), i = 1, . . . ,M .
(d) Compute the coefficients Ri by solving (15).
(e) Compute the integral of the reconstructed signal f˜ (λ) =∑Mi=1 Riesiλ exactly.
Next, we discuss numerical experiments that demonstrate the efficiency of this approach for some benchmark signals,
and signals generated from data in geological formations.
3. Numerical experiments
Numerical results are presented to show the efficiency of the matrix-pencil method, and to discuss the application to
field data from geological formations. The implementation is achieved inMATLAB, using built-in functions for singular value
decomposition and the determination of the eigenvalues (in particular, the eigs() function is used for the computation of
the eigenvalues [22,23]). Unless stated otherwise, the tolerance is ε = 10−5 and the sampling interval is∆t = 1.
3.1. Benchmark signals
Numerical results on simple signals are first presented to validate the algorithm.When considering a signal with the very
simple representation
f (t) = 10e−4t + 20e−6t , t ∈ [0, 100], (18)
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Fig. 3. Oscillating Gaussian wavelet for C = 10, α = 1, β = 0.005 and c = 40. Top left: original signal; top right: reconstructed signal; bottom left: poles;
bottom right: difference between reconstructed signal and the original signal.
the matrix-pencil method provides an exact approximation with M = 2 significant poles, with corresponding exponents
−4 and−6. The calculation of the integral with (16) is exact. When considering a sinusoidal signal, given by
f (t) = 1
240
(
1+ cos
(
pi(t − 120)
120
))
, t ∈ [0, 240], (19)
the algorithm provides a very accurate approximation using M = 3 poles (namely γ1 = 0.9997 + 0.0262i, γ2 = 0.9997
− 0.0262i and γ3 = 1.0000). Note that, in this case, the exponents si have positive real parts and the approximation of the
integral of the signal is meaningful only on a bounded domain. On the interval [0, 240], the exact integral is one, while the
approximated value is 1.00000012.
The modulated exponential signal given by
f (t) = cos(t)e−0.05t , t ∈ [0, 100], (20)
is then reconstructed by a family of complex exponential functions. The reconstruction of the signal is achieved withM = 2
poles (namely γ1 = 0.51395+ 0.8004i and γ2 = 0.51395− 0.8004i), with corresponding exponents having negative real
parts. The values of the exact integral on the interval [0, 100], resp. [0,∞), are given by 0.0440930 and 0.0476190 resp. The
approximated values are 0.0461822 and 0.0498753 resp., and demonstrate accuracy within 5%.
A signal composed of a sine wave with a Gaussian envelope, given by
f (t) = C sin(αt)e−β(t−c)2 (21)
is considered, and illustrated in Fig. 3 (top left) (for C = 10, α = 1, β = 0.005 and c = 40). The poles of this signal are
clustered around the origin, shown in Fig. 3 (bottom left). The poles near the origin are removed from the approximation by
the automatic selection of the principal components in the singular value decomposition, and only the poles in the ellipsoid
surrounding the origin are used for the approximation.
The reconstructed signal is illustrated in Fig. 3 (top right). The difference between the exact signal and the reconstructed
wavelet is shown in Fig. 3 (bottom right). The approximation error is given by
∣∣∣∣∣∣fp − f˜p∣∣∣∣∣∣∞ ' 5.29×10−5. The exact value of
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Table 1
Computation of integrals for oscillating Gaussian wavelet on the interval [0, 100], for C = 10 and c = 40 and various values of (α, β).
(α, β) Exact integral Approx. integral Relative error (%)
(1, 0.005) 2.9205× 10−3 2.9580× 10−3 1.3
(1, 0.00005) 2.0541692× 100 2.0541687× 100 2.5× 10−5
(1, 0.0005) 3.1190765× 100 3.1190591× 100 5.5× 10−4
(1, 0.05) 3.979603× 10−1 5.7883222× 100 1.3× 103
(0.1, 0.005) −1.150585195× 102 −1.150585680× 102 4.2× 10−5
(2, 0.005) 1.6218× 10−3 1.2045× 10−3 25
(5, 0.005) 6.714× 10−4 −2.1219× 10−3 400
the integral on the interval [0, 100] is 2.92048× 10−3, while the approximated value is given by 2.95804× 10−3, showing
accuracy within 1.3%.
The accuracy of the method depends on the adequate sampling of the signal in order to avoid aliasing. Table 1 and Fig. 4
illustrate computation of the poles, reconstruction of the signal and calculation of the integrals for various values of α and β
(C = 10 and c = 40 remaining constant). As the bandwidth of the signal increases, and for a constant sampling interval of 1
over the interval [0, 100], the computation of the integrals is no longer accurate, indicating that a smaller sampling interval
is required.
The last example consists of a wavelet that admits an exact representation [13], given by its Z transform
f (z) = 1− 1.92z
−1 + z−2
1− 2.68z−1 + 2.476z−2 − 0.782z−3 .
It is visualized in Fig. 5 (left) with a sampling frequency of ∆t = 0.5. It has three non-zeros poles γi, i = 1, 2, 3,
that are visualized in Fig. 5 (middle). Several poles are located around the origin, and are discarded when selecting the
principal components of the signal; the three remaining poles have positive real components. Numerical results compare
well with [13], and the model is very accurate. The difference between the exact signal and the reconstructed one is shown
in Fig. 5 (right). The reconstructed wavelet is identical to the exact one, and not shown here. The maximum error between
the sampled value of the exact signal and the reconstructed signal is given by
∣∣∣∣∣∣fp − f˜p∣∣∣∣∣∣∞ = 1.4433 × 10−15. On [0, 100],
the integral of the signal computed with a trapezoidal formula is equal to 5.2120554, while the approximation of the same
integral with the matrix-pencil method is 5.2120554. Clearly, the modeling is accurate.
3.2. Homogeneous media signals
In this section, the signals considered are generated from simulated resistivity measurements. They correspond to
measurements made by a tool with (S,D) separation of length 60 ft, inclined with an angle of 15◦ with the vertical, that
provides waves emitted at 2 [kHz]. The material is assumed to be isotropic with varying resistivity (ranging from R = 0.1
to R = 1000 [Ohmm]). The presented signals are the signals generated along the integration path presented in Fig. 2.
The low resistivity case (exact signal) is shown in Fig. 6 (left). The corresponding poles γi are shown in Fig. 6 (middle).
For such signals, the number of principal components is large (M = 120 when the tolerance is ε = 10−8). The number
of principal components can be reduced as a function of the tolerance ε (see below). The reconstructed signal is shown in
Fig. 6 (right). For this first example,
∣∣∣∣∣∣fp − f˜p∣∣∣∣∣∣∞ = 6.8178× 10−4.
The influence of the tolerance on the reconstruction of the signal is illustrated in Fig. 7, for various values of ε. When
ε decreases, the reconstruction of the signal is more accurate, since it involves a larger number of basis functions, but the
computational cost increases. Note that the deviation of the approximation of the integral are relatively small, even though
the approximation of the signal itself is less accurate.
Fig. 8 illustrates a variety of signals generated from geological measurements, covering a large range of resistivities of the
homogeneous material. The number of basis functions is in the range M ∈ [90, 120]. The robustness of the matrix-pencil
method is clearly evident.
For high resistivity, instabilities in the reconstructed signals may appear at the extremities for large resistivities (see
Fig. 8, bottom right), without introducing a large error in the computation of the corresponding integral. Fig. 9 visualizes
the reconstruction of the signal for various values of ε, together with the corresponding approximation of the integral. We
remark that, in these cases, taking too many exponential functions in the decomposition leads to incorrect oscillations in
the reconstructed signal and inaccurate values of the integral.
3.3. Down-sampling of homogeneous media signals
Table 2 shows the relative computational times (on average) required to complete the major steps of the algorithm.
The major computational cost of the algorithm lies in the singular value decomposition of Y and the computation of the
eigenvalues of [VH1 ]+[V2]H .
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Fig. 4. Oscillating Gaussian wavelet for various values of (α, β). Top: original signal; bottom: poles.
One way to reduce the computational cost is to decrease the size of the sampled signals and keep only enough samples
to contain the information of the highest frequency of the signal (according to the sampling theorem [24,25]).
Fig. 10 illustrates this approach on a signal in a low resistivity medium (R = 0.1) (see Fig. 6). The top left figure shows
the frequency spectrum obtained by Fast Fourier transform (FFT). This plot shows that over 99% of the energy in the signal
is contained in approximately the first 30 samples of the Fourier spectrum (i.e. the signal reaches one percent of its maximal
amplitude at sample 29), which represents approximately 35% of the available frequencies used at this resolution. Therefore,
the original signals can be down-sampled, without losing the information about the low frequencies. The results of the
approximation bymatrix-pencilmethod after reduction of the signal’s size are illustrated in Fig. 10, and show that the accuracy
is not lost after down-sampling.
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Fig. 5. Benchmark wavelet from [13]. Left: exact representation of the signal; middle: poles of the signal; right: error between exact and reconstructed
signals.
Fig. 6. Data wavelet from a geological formation in a low-resistivity homogeneous medium (R = 0.1 [Ohmm]). Left: original signal; middle: poles; right:
reconstructed signal.
Fig. 7. Data wavelet from a geological formation; low resistivity case (R = 0.1 [Ohmm]). Influence of the value of the tolerance on the reconstruction of
the signal, the number of basis functions, and the value of the integral I (to be compared with the exact value Iexact = −0.2593147).
Table 2
Matrix-pencil method. Computational times for the steps of the algorithm (for a total computational time of approx. 10 [ms]).
Task CPU percentage (%)
Construction of the Hankel matrix Y 8.00
SVD Y = USVH 30.19
Computation of V′ and S′ 0.93
Construction of Y1 and Y2 6.62
SVD V1 = UvSvVHv 6.83
Computation of basis functions esi 3.45
Eigenvalues of [V1]H+[V2]H 25.87
Computation of si = (∆t)−1 log(γi) 0.27
Creation of the Vandermonde matrix 11.08
Least-squares problem for coefficients Ri 6.51
Computation of the integral 0.23
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Fig. 8. Data wavelet from a geological formation. Low and medium resistivity examples, R = 0.1 [Ohm m] (first row), R = 1000 [Ohm m] (second row).
Left: exact and reconstructed signals; right: poles.
Fig. 9. Data wavelet from a geological formation; high resistivity case (R = 1000 [Ohmm]). Influence of the value of the tolerance on the reconstruction
of the signal, the number of basis functions, and the value of the integral I (to compare with the exact value Iexact = 20.064676).
Table 3
Comparison of the computation of the integrals before and after down-sampling, for the examples of Figs. 10 and 11.
Exact integral Approx. integral Approx. integral
(trapezoidal rule) (original) (down-sampled)
Low resistivity −0.2593147 −0.2592491 −0.2546147
Relative error [%] 2.5297× 10−2 1.81247× 100
High resistivity 20.0646760 19.9688131 19.9291933
Relative error [%] 4.7777× 10−1 6.7523× 10−1
Table 4
Comparison of the computational cost with and without down-sampling, for the examples of Figs. 10 and 11. The cost with down-sampling is the sum of
the FFT procedure to compute the down-sampled signal plus the cost of the matrix-pencil method.
Without down-sampling (s) With down-sampling (s)
Low resistivity 0.201853 0.018523+ 0.032242
High resistivity 0.252139 0.018276+ 0.194205
Fig. 11 shows the effect of down-sampling for a signal in a high resistivity medium (R = 1000). The reconstruction
is less precise, but Table 3 shows that the approximation of the integral is just as accurate. In fact, Table 3 shows that
the approximation of the integrals does not suffer from the down-sampling, regardless of the resistivity of the medium.
Table 4 provides a comparison of computational costs with and without down-sampling; the additional procedure allows a
significant gain in efficiency for low resistivity signals, and is still faster for high resistivity signals.
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Fig. 10. Low resistivity homogeneousmedium data wavelet (R = 0.1 [Ohmm]). Down-sampling of the original signal from 240 to 80 samples (δ = 10−3).
Top left: frequencies spectrum obtained by FFT; top right: comparison between original and down-sampled signals before reconstruction; bottom left:
poles of the down-sampled signal; bottom right: difference between reconstructed signal and the original signal (down-sampled versions).
Table 5
Comparison of the computation of the integrals with exact values (trapezoidal formula), for the examples in anisotropic medium of Fig. 12, and number of
poles needed by the matrix-pencil method.
Example Exact integral Approx. integral M
Fig. 12 (top left) 1.529545× 100 1.529634× 100 39
Fig. 12 (top right) −2.099070× 10−3 −2.098445× 10−3 74
Fig. 12 (bottom left) 2.573542× 10−1 2.564417× 10−1 91
Fig. 12 (bottom right) −2.257874× 10−1 −2.257793× 10−1 43
3.4. Heterogeneous media signals
Let us consider again a 60 ft long tool, inclined with an angle of 15◦ with the vertical, that emits waves at 2 [kHz] or
96 [kHz] resp. The material is first assumed to be anisotropic with different resistivities along the horizontal and vertical
directions (R1 = 1, R2 = 10 [Ohmm]), i.e. the medium exhibits VTI (Vertical Transverse Isotropic) anisotropy. Fig. 12 shows
some results when the frequency of emissions is 2 [kHz] (top left), or 96 [kHz] (all others). Table 5 contains the exact and
approximated values of the integral of the signal over the bounded interval [0, 240].
We finally consider two layers of homogeneous medium with different resistivities R = 1 and R = 50 [Ohmm]. Figs. 13
and 14 show the results when the frequency of emissions is 2 and 96 [kHz] respectively, and confirm the good agreement
between exact and approximated signals. The values of the integrals are given in Table 6, and are reasonably close.
Numerical results for materials with more than two layers give signals with similar behaviors.
4. Conclusions
A numerical investigation using the matrix-pencil method has been proposed for the accurate approximation and
integration of signals arising in the evaluation of geological formations. The matrix-pencil method allows for the efficient
decomposition of a given electromagnetic signal into a linear combination of complex exponential functions. Numerical
experiments have shown the accuracy and robustness of the method for a large range of signals appearing in geological
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Fig. 11. High resistivity homogeneous medium data wavelet (R = 1000 [Ohm m]). Down-sampling of the original signal from 240 to 120 samples
(δ = 10−2, ε = 10−2). Top left: frequency spectrum obtained by FFT; top right: comparison between original and down-sampled signals before
reconstruction; bottom left: poles of the down-sampled signal; bottom right: difference between reconstructed signal and the original signal (down-
sampled versions).
Fig. 12. Data wavelet from a geological formation. Anisotropic medium, with one layer: waves with frequency 2 [kHz] (top left), or 96 [kHz] (all others).
Left: exact and reconstructed signals, right: poles.
formation field data (in terms of the frequency content of the signal, homogeneity and resistivity of the medium). In
particular, the approximation of the integrals of the signal is shown to be accurate. A down-sampling strategy has been
suggested to improve the computational cost, without sacrificing the accuracy of the method.
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Fig. 13. Data wavelet from a geological formation. Heterogeneous media examples with waves of frequency 2 [kHz]. Left: exact and reconstructed signals,
right: poles.
Fig. 14. Data wavelet from geological formation. Heterogeneous media examples with waves of frequency 96 [kHz]. Left: exact and reconstructed signals,
right: poles.
Table 6
Comparison of the computation of the integrals with exact values (trapezoidal formula), for the examples in two layer medium of Figs. 13 and 14, and
number of poles needed by the matrix-pencil method.
Example Exact integral Approx. integral M
Fig. 13 (top left) 1.1818814729× 10−3 1.1818814729× 10−3 54
Fig. 13 (top right) 7.778837× 100 7.778880× 100 37
Fig. 13 (bottom left) 2.297553× 10−2 2.297616× 10−2 52
Fig. 13 (bottom right) 6.971208× 100 6.972069× 100 34
Fig. 14 (top left) −4.401178× 10−1 −4.380100× 10−1 94
Fig. 14 (top right) 3.564886× 10−2 3.570049× 10−2 59
Fig. 14 (bottom left) 2.148729× 100 2.149956× 100 39
Fig. 14 (bottom right) −3.471623× 10−2 −3.458529× 10−2 75
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