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18 QUADRATIC IRRATIONALS, CLOSED GEODESICS ON THEMODULAR SURFACE AND DYNAMICAL ZETA FUNCTIONS
PETER HAZARD
Abstract. We show that generating functions associated to the sequence of
convergents of a quadratic irrational are related in a natural way to the dynam-
ical zeta function of a hyperbolic automorphism of the 2-torus. As a corollary,
this shows that the Le´vy constant of a quadratic irrational appears naturally
as the topological entropy of such maps.
1. Introduction
1.1. Background. Given an irrational real number θ, for each non-negative integer
n let the rational real number pn/qn denote the nth convergent of θ (i.e., the nth
best rational approximant). The following limit, when it exists, is called the Le´vy
constant of θ:
β(θ) = lim
n→∞
1
n
log qn (1.1)
This is named after Paul Le´vy, who proved that [12]
β(θ) =
π2
12 log 2
for Lebesgue almost every θ ∈ [0, 1] (1.2)
(For more information see [13, 10, 11] and the references therein.) Note that this
can be shown by using the ergodicity of the Gauss transformation with respect to
the invariant Gauss measure together with the Birkhoff Ergodic Theorem.
For quadratic irrationals, it was shown by Jager and Liardet [9] that the above
limit (1.1) exists. However, in this case, the Le´vy constant is not generally given
by (1.2). In fact, for a quadratic irrational θ, the Le´vy constant is given by
β(θ) =
1
ℓ
log rad(Nθ) (1.3)
where ℓ denotes the length of the (eventual) period of the continued fraction ex-
pansion of θ, Nθ denotes an element of PSL(2,C) (in fact of PSL(2,Z)) associated
to the continued fraction expansion of θ, and rad(A) denotes the spectral radius
of either of the linear transformations corresponding to A ∈ PSL(2,C). (For the
readers’ convenience, we recall the ergodic-theoretic proof of the Le´vy theorem and
the Jager-Liardet theorem in Appendix A.)
In [1], a new proof of the result of Jager and Liardet was given as a corollary of
the following.
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Theorem 1.1. Let θ ∈ [0, 1] \ Q be a quadratic irrational with continued fraction
expansion
θ = [a1, a2, . . . , ak, ak+1, ak+2, . . . , ak+ℓ] (1.4)
Let
N0 =
[
0 1
1 a1
]
· · ·
[
0 1
1 ak
]
N1 =
[
0 1
1 ak+1
]
· · ·
[
0 1
1 ak+ℓ
]
(1.5)
For each non-negative integer n, let pn/qn denote the nth convergent of θ. Then
the associated generating functions
Fp(z) =
∑
n≥0
pnz
n Fq(z) =
∑
n≥0
qnz
n (1.6)
are both rational functions in the variable z, with integer coefficients. In fact,[
Fp(z)
Fq(z)
]
=
∑
0≤n<k
zn
[
pn
qn
]
+
(
id− zℓN0N1N
−1
0
)−1 ∑
k≤n<k+ℓ
zn
[
pn
qn
]
(1.7)
(Note that restricting to the case of θ ∈ [0, 1] \ Q is merely a simplification.
This result, as well as those given in this article, hold more generally for quadratic
irrationals in R \Q.) In this paper we prove a generalisation of the above result to
more general generating functions whose coefficients are monomials in the pn and
qn (Theorem 3.1). We also show that to each quadratic irrational θ, there exists a
hyperbolic toral automorphism fθ of T
2 such that the generating functions defined
above are related in a natural way to the dynamical zeta function of fθ. Below we
prove the following result.
Theorem 1.2. Let θ ∈ [0, 1] \Q be a quadratic irrational. Then there exists
• a hyperbolic toral automorphism f of T2, depending on θ only,
• a rational function R on Cˆ, independent of θ,
• non-degenerate matrices U(z), V (z), X(z) and Y (z) with entries in Z(z)
(the ring of rational functions in the variable z with coefficients in Z),
such that the following equality holds
zℓ (log ζf )
′
(zℓ) +R(zℓ) = tr
[
U(z)−1(X(z)− Y (z))V (z)−1
]
(1.8)
where ζf denotes the dynamical zeta function of f .
Applying classical arguments already gives (log ζf )
′(z) = −R(z) + tr(id− zMf)
−1,
whereMf denotes the matrix corresponding to f . Simplifying the expression for the
operator on the right-hand side of (1.8) recovers this result. However, the reason
for considering the equality in Theorem 1.2 is to relate the set of poles of Fp and
Fq to the set of poles of ζf or equivalently, the spectrum of the transfer operator
for f .
As one application of Theorem 1.2, recall that the radius of convergence ρζf of
the dynamical zeta function ζf is related to the topological entropy of f via
1
ρζf
= exp(htop(f)) (1.9)
By equations (1.3) and (1.9) we get the following as a Corollary.
3Theorem 1.3. Let θ ∈ R \Q be a quadratic irrational. Let Mθ denote the matrix
corresponding to the prime hyperbolic element of PSL(2,Z) associated to θ. Let
fθ = fMθ denote the induced hyperbolic toral automorphism. Then
htop(fθ) = ℓβ(θ) (1.10)
What is meant by the corresponding prime hyperbolic element and also by the
induced hyperbolic toral automorphism will be explained in the text. Note that we
also give a more direct proof of this result in Section 2.4.
1.2. Notation and Terminology. Let N and N0 denote the set of positive and
non-negative integers respectively. Let Z denote the set of integers and for each
ℓ ∈ N, let Zℓ = Z/ℓZ. Denote the rational, real and complex number fields by
Q, R and C respectively. A algebraic number θ is a complex number which is the
root of a non-zero polynomial with coefficients in Q (or equivalently, after clearing
denominators, Z). An algebraic number is an algebraic integer if it is a root of
some monic polynomial with coefficients in Z. Given an algebraic number θ, the
minimal polynomial over Q is the unique monic polynomial with coefficients in Q
of minimal degree, for which θ is a root. The degree of θ is the degree of its minimal
polynomial. Algebraic numbers with the same minimal polynomial are said to be
Galois conjugate. Given an arbitrary polynomial η, over either R or C, we denote
the discriminant by discr(η).
Given θ ∈ R, let ⌊θ⌋ denote the integer part of θ, i.e., greatest integer less than
or equal to θ, and let {θ} = θ − ⌊θ⌋ denote the fractional part of θ.
Given an arbitrary set S we denote its cardinality by #S. For a self-map F of
an arbitrary set S, we denote the set of fixed points by Fix(F ).
Given a finite-dimensional vector space V , over R or C, we denote the space of
linear operators on V by L(V, V ). Let idV , or just id, denote the identity matrix
and given a linear map A ∈ L(V, V ), denote the transpose by A⊤. We denote the
trace by tr(A), the determinant by det(A). Denote the spectrum of A by spec(A),
and the spectral radius by rad(A).
Acknowledgements. The author would like to thank the Mathematics Institute
at Uppsala University for their hospitality, and IME-USP for their continuing sup-
port.
2. Preliminaries.
2.1. Continued fractions. Here we recall some basic properties of simple con-
tinued fraction expansions. Our notation, and several of the results, are as in [1].
However, we include this again here for the readers convenience. For more details
concerning continued fractions we recommend [10, 8].
2.1.1. Best rational approximants. Let θ ∈ [0, 1] \ Q. The statements given below,
with suitable modifications, also hold for general irrational points outside the unit
interval. However, to simplify the exposition we restrict ourselves to the case θ ∈
[0, 1] \Q.
The simple continued fraction expansion of θ ∈ [0, 1] \Q is given by
θ = [a1, a2, . . .] =
1
a1+
1
a2+
· · ·
1
an+
· · · , (2.1)
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where a1, a2, . . . are positive integers called the partial quotients of the simple con-
tinued fraction expansion. Define the nth convergent of θ to be
[a1, a2, . . . , an] =
1
a1+
1
a2+
· · ·
1
an−1+
1
an
. (2.2)
We denote this rational number by pn/qn, where pn and qn are positive integers
having no common factors. We will also call them the nth best rational approx-
imants for obvious reasons (see [8]). Equation (2.2) may be expressed in matrix
form as [
pn
qn
]
=
[
0 1
1 a1
] [
0 1
1 a2
]
· · ·
[
0 1
1 an−1
] [
1
an
]
(2.3)
and similarly[
pn−1
qn−1
]
=
[
0 1
1 a1
] [
0 1
1 a2
]
· · ·
[
0 1
1 an−1
] [
0
1
]
(2.4)
Combining equations (2.3) and (2.4) therefore gives[
pn−1 pn
qn−1 qn
]
=
[
0 1
1 a1
] [
0 1
1 a2
]
· · ·
[
0 1
1 an−1
] [
0 1
1 an
]
(2.5)
Hence inductively we get the following recurrence relations:[
pn−1 pn
qn−1 qn
]
=
[
pn−2 pn−1
qn−2 qn−1
] [
0 1
1 an
]
,
[
p0 p1
q0 q1
]
=
[
0 1
1 a1
]
(2.6)
More generally, for any non-negative integer m ≤ n− 2,[
pn−1 pn
qn−1 qn
]
=
[
pn−m−2 pn−m−1
qn−m−2 qn−m−1
] [
0 1
1 an−m
]
· · ·
[
0 1
1 an
]
(2.7)
For suitable integers n and m define[
B
(m)
n−m−1 B
(m+1)
n−m−1
A
(m)
n−m−1 A
(m+1)
n−m−1
]
=
[
0 1
1 an−m
]
· · ·
[
0 1
1 an
]
(2.8)
Then (2.7) becomes[
pn−1 pn
qn−1 qn
]
=
[
pn−m−2 pn−m−1
qn−m−2 qn−m−1
][
B
(m)
n−m−1 B
(m+1)
n−m−1
A
(m)
n−m−1 A
(m+1)
n−m−1
]
(2.9)
Observe that the A
(m)
n−m and B
(m)
n−m are well-defined since we have the relation[
B
(m)
n−m−1 B
(m+1)
n−m−1
A
(m)
n−m−1 A
(m+1)
n−m−1
]
=
[
0 1
1 an−m
] [
B
(m−1)
n−m B
(m)
n−m
A
(m−1)
n−m A
(m)
n−m
]
(2.10)
Observe that the above is also implied by the corresponding dual relation[
B
(m)
n−m−1 B
(m+1)
n−m−1
A
(m)
n−m−1 A
(m+1)
n−m−1
]
=
[
B
(m−1)
n−m−1 B
(m)
n−m−1
A
(m−1)
n−m−1 A
(m)
n−m−1
][
0 1
1 an
]
(2.11)
The reason for choosing this notation is the following. The sequences pn and qn
satisfy the recursion relation (2.5) which may be stated in the form
pn = anpn−1 + pn−2; p0 = 0 p1 = 1 (2.12)
qn = anqn−1 + qn−2; q0 = 1 q1 = a1 (2.13)
5Applying the recurrence relations inductively we more generally get the following
expressions
pn = A
(1)
n−1pn−1 +B
(1)
n−1pn−2 qn = A
(1)
n−1qn−1 +B
(1)
n−1qn−2
= A
(2)
n−2pn−2 +B
(2)
n−2pn−3 = A
(2)
n−2qn−2 +B
(2)
n−2qn−3
...
...
= A
(n−1)
1 p1 +B
(n−1)
1 p0 = A
(n−1)
1 q1 +B
(n−1)
1 q0
(2.14)
where A
(m)
n−m and B
(m)
n−m are non-negative integers satisfying the recurrence relations
B
(m)
n−m = A
(m−1)
n−m+1 A
(m)
n−m = B
(m−1)
n−m+1 + an−m+1A
(m−1)
n−m+1
B(0)n = 0 B
(1)
n−1 = 1 = A
(0)
n
(2.15)
2.1.2. The Gauss transformation. Let T denote the Gauss transformation on the
interval [0, 1], i.e.,
T(θ) =
{ {
1
θ
}
θ ∈ (0, 1]
0 θ = 0
(2.16)
where {x} denotes the fractional part of the real number x. Observe that T acts as
a shift on the simple continued fraction representation of θ. Namely, take θ ∈ [0, 1]
and let θˆ = T(θ). If the simple continued fraction expansion of θ is given by (2.1)
above then θˆ has simple continued fraction expansion
θˆ = [a2, a3, a4, . . .] (2.17)
For each non-negative integer n, let pn/qn denote the nth convergent of θ and let
pˆn/qˆn denote the nth convergent of θˆ. Observe that
pn
qn
=
1
a1 + [a2, . . . , an]
=
1
a1 +
pˆn−1
qˆn−1
=
qˆn−1
a1qˆn−1 + pˆn−1
(2.18)
Recall that, by definition, pn and qn do not have common factors. However, a priori
we do not know whether qˆn−1 and a1qˆn−1 + pˆn−1 have common factors or not. (If
not, we would have a direct relation between pn, qn and pˆn−1, pˆn−1.)
Theorem 2.1. Let θ ∈ [0, 1]\Q and let θˆ = T(θ). Let θ and θˆ have nth convergents
pn/qn and pˆn/qˆn respectively. Then, for all n ∈ N,[
pn
qn
]
=
[
0 1
1 a1
] [
pˆn−1
qˆn−1
]
(2.19)
Proof. Observe that if qˆn−1 and a1qˆn−1+ pˆn−1 have a common factor then for some
positive integer λn we have the following equalities
λnpn = qˆn−1 λn+1pn+1 = qˆn
λnqn = a1qˆn−1 + pˆn−1 λn+1qn+1 = a1qˆn + pˆn
(2.20)
But, by the recurrence relations (2.12) and (2.13), and since aˆn = an+1, it follows
that
pn+1 = an+1pn + pn−1 pˆn = an+1pˆn−1 + pˆn−2
qn+1 = an+1qn + qn−1 qˆn = an+1qˆn−1 + qˆn−2
(2.21)
Therefore
λn+1 (an+1pn + pn−1) = an+1qˆn−1 + qˆn−2
λn+1 (an+1qn + qn−1) = a1 (an+1qˆn−1 + qˆn−2) + (an+1pˆn−1 + pˆn−2)
(2.22)
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Rearranging gives
an+1 (λn+1pn − qˆn−1) + (λn+1pn−1 − qˆn−2) = 0 (2.23)
an+1 (λn+1qn − a1qˆn−1 − pˆn−1) + (λn+1qn−1 − a1qˆn−2 − pˆn−2) = 0 (2.24)
Then applying (2.20)
an+1 (λn+1pn − λnpn) + (λn+1pn−1 − λn−1pn−1) = 0
an+1 (λn+1qn − λnqn) + (λn+1qn−1 − λn−1qn−1) = 0
(2.25)
Hence, rearranging once more,
pn−1 (λn+1 − λn−1) + an+1pn (λn+1 − λn) = 0
qn−1 (λn+1 − λn−1) + an+1qn (λn+1 − λn) = 0
(2.26)
In matrix form this can be expressed as[
pn−1 pn
qn−1 qn
]
·
[
1 0
0 an+1
]
·
[
λn+1 − λn
λn+1 − λn−1
]
=
[
0
0
]
(2.27)
As θ is irrational, neither of the matrices on the left-hand side is singular. Therefore,
for all n, [
λn+1 − λn
λn+1 − λn−1
]
=
[
0
0
]
(2.28)
i.e., λn+1 = λn for all n. But, by the recurrence relations (2.12) and (2.13), we
know that λ1 = p1/qˆ0 = 1/1 = 1, and the theorem follows. 
An inductive argument, using the preceding result (Theorem 2.1) together with the
Binomial Theorem, now gives us the following.
Corollary 2.1. For any r ∈ N the following holds. Let θ ∈ [0, 1] \Q and θˆ = T(θ).
Let θ and θˆ have nth convergents pn/qn and pˆn/qˆn respectively. Then for all n ∈ N,

(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
1(qn)
r−1
(pn)
0(qn)
r

 = E(a1; r)


(pˆn−1)
r(qˆn−1)
0
(pˆn−1)
r−1(qˆn−1)
1
...
(pˆn−1)
1(qˆn−1)
r−1
(pˆn)
0(qˆn−1)
r

 (2.29)
where
E(a1; r) =


0 0 · · · · · · 0 1
0 . .
.
1 a1
... . .
.
1 2a1 a
2
1
... . .
.
. .
.
. .
. ...
0 1
(
r−1
1
)
a1 · · ·
(
r−1
r−2
)
ar−21 a
r−1
1
1
(
r
1
)
a1 · · · · · ·
(
r
r−1
)
ar−11 a
r
1


(2.30)
7Remark 2.1. The matrix E(a1; r) can be factored as E(a1; r) = R(r)U(a1; r) where
D(a1; r) is the upper triangular matrix
U(a1; r) =


1
(
r
1
)
a1 · · · · · ·
(
r
r−1
)
ar−11 a
r
1
0 1
(
r−1
1
)
a1 · · ·
(
r−1
r−2
)
ar−21 a
r−1
1
...
. . .
. . .
. . .
...
...
. . . 1 2a1 a
2
1
0
. . . 1 a1
0 0 · · · · · · 0 1


(2.31)
and R(r) is the idempotent permutation matrix given by
R(r) =


0 0 · · · 0 1
0 . .
.
1 0
... . .
.
. .
.
. .
. ...
0 1 . .
.
0
1 0 · · · 0 0

 (2.32)
Consequently detE(a1; r) = detR(r) = (−1)
∑
2≤n≤r(n−1).
We now consider iterating the action of the Gauss transformation. Use the
following notation. For each positive integer m, let θ∧m = Tm(θ). Then
θ∧m = [a∧m1 , a
∧m
2 , . . .] = [am+1, am+2, . . .] (2.33)
Observe that a∧mn = am+n, for each m and n. Denote the nth convergent of θ
∧m
by p∧mn /q
∧m
n . Iterating the relation (2.19) and using a
∧m
n = am+n, we find the
following.
Corollary 2.2. For each r ∈ N the following holds. Given θ and θˆ as above, for
any non-negative integers m,n

(p∧mn )
r(q∧mn )
0
(p∧mn )
r−1(q∧mn )
1
...
(p∧mn )
1(q∧mn )
r−1
(p∧mn )
0(q∧mn )
r

 = E


(p∧m+n0 )
r(q∧m+n0 )
0
(p∧m+n0 )
r−1(q∧m+n0 )
1
...
(p∧m+n0 )
1(q∧m+n0 )
r−1
(p∧m+n0 )
0(q∧m+n0 )
r

 (2.34)
where E = E(am+1; r)E(am+2; r) · · ·E(am+n; r).
Remark 2.2. In particular, for r = 1 and positive integers m and n[
p∧mn
q∧mn
]
=
[
0 1
1 am+1
] [
0 1
1 am+2
]
· · ·
[
0 1
1 am+n
] [
p∧m+n0
q∧m+n0
]
(2.35)
2.1.3. Quadratic Irrationals. Let θ ∈ [0, 1]\Q be a quadratic irrational. By this we
will mean that θ is an algebraic number whose minimal polynomial ωθ is of (strict)
degree two. Then θ possesses a unique Galois conjugate which we denote by θ′.
A theorem of Lagrange [10, p.56] states that θ has a pre-periodic simple con-
tinued fraction expansion, i.e., there exists a finite sequence of positive integers
a1, a2, . . . , ak, . . . , ak+ℓ such that
θ = [a1, a2, . . . , ak, ak+1, . . . , ak+ℓ] (2.36)
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(We adopt the convention that k = 0 actually means the continued fraction ex-
pansion is periodic). We call the minimal such ℓ the period. We call any such
k a preperiod and the least such preperiod the minimal preperiod of the simple
continued fraction expansion.
Remark 2.3. Since an+ℓ = an for all n > k, by (2.8) it follows that, for all
non-negative integers m and n satisfying n−m > k, we have
A
(m)
n−m+ℓ−1 = A
(m)
n−m−1, B
(m)
n−m+ℓ−1 = B
(m)
n−m−1 (2.37)
In particular, the following quantities are well-defined
A
(m)
(j) = A
(m)
k+n, B
(m)
(j) = B
(m)
k+n for any n ≥ 0, k + n = j mod ℓ (2.38)
Recall that we defined θ∧m = Tm(θ) for m ≥ 0. In particular, θ∧k = Tk(θ).
Hence Tℓ(θ∧k) = θ∧k. Thus θ∧k is a solution to the equation
θ∧k =
1
ak+1+
1
ak+2+
· · ·
1
ak+ℓ + θ∧k
(2.39)
and θ can be expressed as
θ =
1
a1+
1
a2+
· · ·
1
ak + θ∧k
(2.40)
These can be written in matrix form as[
θ∧k
1
]
= N1
[
θ∧k
1
]
,
[
θ
1
]
= N0
[
θ∧k
1
]
(2.41)
where
N1 =
[
0 1
1 ak+1
] [
0 1
1 ak+2
]
· · ·
[
0 1
1 ak+ℓ
]
N0 =
[
0 1
1 a1
] [
0 1
1 a2
]
· · ·
[
0 1
1 ak
] (2.42)
Here, as usual, we identify the matrices N0 and N1 with their corresponding el-
ements in PGL(2,Z). From equation (2.8), equation (2.15), and applying defini-
tion (2.38) we have
N1 =
[
B
(ℓ−1)
(k) B
(ℓ)
(k)
A
(ℓ−1)
(k) A
(ℓ)
(k)
]
=
[
A
(ℓ−2)
(k+1) A
(ℓ−1)
(k+1)
A
(ℓ−1)
(k) A
(ℓ)
(k)
]
(2.43)
and
N0 =
[
B
(k−1)
(0) B
(k)
(0)
A
(k−1)
(0) A
(k)
(0)
]
=
[
A
(k−2)
(1) A
(k−1)
(1)
A
(k−1)
(0) A
(k)
(0)
]
(2.44)
Hence θ∧k has minimal polynomial
ωθ∧k(z) = A
(ℓ−1)
(k) z
2 +
(
A
(ℓ)
(k) −A
(ℓ−2)
(k+1)
)
z −A
(ℓ−1)
(k+1) (2.45)
and, since θ = N0(θ
∧k) (now viewing N0 as a linear fractional transformation), it
follows that θ has minimal polynomial
ωθ(z) =
(
A
(k−2)
(1) −A
(k−1)
(0) z
)2
ωθ∧k(N
−1
0 (z)) (2.46)
(Note that the above shows the minimal polynomial of θ has degree two or less.
However, since θ has non-terminating continued fraction expansion, we know it
cannot be rational, i.e., cannot have minimal polynomial of degree one.)
92.2. The projective general linear group. We collect here some properties of
the two-dimensional real projective general linear group and its subgroups. We
recommend the reader consult [17, 19, 16, 5]. Here, our presentation is slightly
different as the real projective general linear group is more natural than the real
projective special linear group when we consider simple continued fraction expan-
sions (cf. [18]).
Throughout, H+ and H− denote respectively the upper and lower half-planes
of C, both with the orientations induced by the natural embeddings into C. We
endow both half-planes with the Poincare´ metric (dx2 + dy2)/y2. Geodesics with
respect to this metric are half-circles and straight-lines perpendicular to the real
axis. The (limiting) intersection points of these geodesics with the real axis are
called the ends. Given two distinct points a, b ∈ H± we denote the unique oriented
hyperbolic geodesic arc from a to b by [a, b].
Denote by PGL(2,R) and PSL(2,R) respectively the 2-dimensional real projec-
tive general linear group and the 2-dimensional real projective special linear group.
Then PSL(2,R) is a subgroup of PGL(2,R) of index 2 and, letting R denote the
element of PGL(2,R) of order 2 represented by the matrix
[
1 0
0 −1
]
, we have
PSL(2,R) ∼= PGL(2,R)/〈R〉. Given a subgroup H of PGL(2,R) and an element
S ∈ PGL(2,Z) let [S]H = {TST
−1 : T ∈ H}. In particular,
[S]PGL(2,Z) = [S]PSL(2,Z) ∪R · [S]PSL(2,Z) ·R (2.47)
The group PGL(2,R) is isomorphic to the group of linear fractional transforma-
tions acting on C which preserve the real line R, and the subgroup PSL(2,R) is
isomorphic to the subgroup of linear fractional transformations acting on C which
preserve the upper half-plane H+ (and consequently also the lower half-plane H−).
The left-coset R ·PSL(2,R) consists of linear fractional transformations interchang-
ing H+ and H−. Thus PGL(2,R) acts on H− ∪H+, while the action of PSL(2,R)
restricts separately to H− and to H+. Similar statements hold for appropriately
chosen subgroups of PGL(2,R) and PSL(2,R), such as PGL(2,Z) and PSL(2,Z).
Since, for any group G acting on a some set X and has finite subgroup H we have
(X/H)/(G/H) ∼= X/G, we therefore get the following,
H+/PSL(2,Z) ∼= (H− ∪H+)/PGL(2,Z) (2.48)
The above surface is the modular surface, which we henceforth denote by M . It
can be represented as a quotient of H+ and also of H−. Denote by π± : H± → M
the corresponding canonical projections. We will also consider the double cover
(H− ∪H+)/PSL(2,Z) (2.49)
The above surface we refer to as the double of the modular surface, denoted by
M2. This consists of two connected components, M
−
2 and M
+
2 , both isomorphic
to M . In fact, there are two isomorphisms: one orientation-preserving, the other
orientation-reversing. The orientation-preserving isomorphism is induced by R.
The orientation-reversing isomorphism is induced by complex conjugation. Observe
that both R and complex conjugation are idempotents which descend to idempo-
tents interchanging M−2 and M
+
2 . We will refer to the isomorphism induced by
complex conjugation as complex conjugation on M2, and we will call sets S
− ⊂ M−2
and S+ ⊂ M+2 conjugate-related if this isomorphism interchanges S
− and S+.
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Recall that the half-planes H− and H+ can both be endowed with the Poincare´
metric (dx2 + dy2)/y2. This metric is invariant under the action of PGL(2,R).
(Since the subgroups 〈R〉 and PSL(2,R) both leave the metric invariant.) Therefore
the Poincare´ metric descends to a metric on the modular surface, which we call the
Poincare´ metric on the modular surface, or just the Poincare´ metric when there is
no possible ambiguity.
The modular surface is a non-compact hyperbolic Riemann surface of finite area,
with respect to the volume form induced by the Poincare´ metric, and has one
puncture and two ramification points (see, e.g., [7]).
2.2.1. Hyperbolic elements and geodesics. An element of PGL(2,R) is hyperbolic if
its action on C possesses two (distinct) fixed points, both of which are contained in
the extended real line.
Remark 2.4. The element M ∈ PGL(2,R) is hyperbolic if and only if it is conju-
gate, via an element of PSL(2,R), either to an element of the form
[
t 0
0 t−1
]
(if
M ∈ PSL(2,R)), or an element of the form
[
t 0
0 −t−1
]
(if M ∈ R · PSL(2,R)),
where, in both cases, t is real with t > 1.
Let M ∈ PGL(2,R) be hyperbolic, with fixed points θ+ and θ−. Let γM denote
the unique circle in C perpendicular to the extended real axis passing through θ+
and θ−. Observe that M preserves γM . Let γ
±
M = γM ∩ H
±. Observe further
that complex conjugation interchanges γ−M and γ
+
M . Endow γ
+
M with an arbitrary
orientation and give γ−M the orientation induced by complex conjugation.
Consider the quotients of H−∪H+, and the corresponding quotients of the subset
γM , by the discrete subgroups PSL(2,Z) and PGL(2,Z). The oriented hyperbolic
geodesics γ+M and γ
−
M descend to conjugate-related oriented hyperbolic geodesics on
M2 (the orientations chosen above were made so we had agreement here)
1. Either
of these geodesics (and hence both) descends to a closed geodesic on M2 if and only
if γM is preserved by some hyperbolic element N of PGL(2,Z) .
If N ∈ PGL(2,R) is conjugate toM by some element U of PGL(2,Z) then either
γ+N = U(γ
+
M ) or γ
+
N = U(γ
−
M ). Thus the (unordered) pair of geodesics γ
+
N and γ
−
N
descend to the same (unordered) pair of conjugate-related hyperbolic geodesics in
M2 as the (unordered) pair γ
+
M and γ
−
M . Conversely, given a conjugate-related pair
of closed geodesics γ− and γ+ on M2, a lift of γ
+ induces a lift of γ− (and vice-
versa) and any two different lifts of γ± are related via an element U of PGL(2,Z).
Geodesically completing the lifts of γ− and γ+ gives a circle perpendicular to the
extended real axis or vertical straight line, and hence a hyperbolic element M of
PGL(2,R). Any other hyperbolic element N constructed in this way, from another
lift, will be related via some U toM , i.e. M = UNU−1. Hence we get the following
variant of a well-known result:
Proposition 2.1. Conjugacy classes [M ]PGL(2,Z) of hyperbolic elements M in
PGL(2,Z) are in bijective correspondence with conjugate-related pairs of oriented
closed geodesics on M2.
1Thus γ+
M
and γ−
M
descend to a pair of geodesics on M . The geodesics γ+
M
and γ−
M
descend to
the same geodesic on M if and only if γM is preserved by some non-trivial element of PGL(2,Z)
of negative determinant, necessarily interchanging γ−
M
and γ+
M
. See [18] for more information on
when this occurs.
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2.2.2. Prime hyperbolic elements and prime geodesics. The hyperbolic elementM ∈
PGL(2,Z) is prime if given any point p in γ±M , the image M(p) also lies in γ
±
M , and
the geodesic segment [p,M(p)] of γ±M is a fundamental domain for the action of the
subgroup
SZ =
{
N ∈ PSL(2,Z) : N(γ±M ) = γ
±
M , N(θ±) = θ±
}
(2.50)
on γ±M . Observe that prime elements must lie in PSL(2,Z). The property of being
prime is therefore equivalent to requiring that M is not a non-trivial power of some
other hyperbolic element in PSL(2,Z). (This is the more usual definition when
considering the action on H+ of the group PSL(2,Z), cf. [17]). Consider the real
one-parameter subgroup of PGL(2,R) given by
SR =
{
N ∈ PSL(2,R) : N(γ±M ) = γ
±
M , N(θ±) = θ±
}
(2.51)
Since the action of PGL(2,Z) is discrete, we find that SZ = SR ∩ PGL(2,Z) also
acts on γM discretely and, in fact, is an infinite cyclic subgroup. Hence the notion of
a prime hyperbolic element is well-defined. Moreover, given any hyperbolic element
M ∈ PGL(2,Z) there will be exactly 2 prime hyperbolic elements preserving γM ,
these two elements will be mutually inverse, and either of these 2 elements generates
SZ. When γ
±
M is oriented, we will take the prime hyperbolic element for which the
orientation of [p,M(p)] agrees with the orientation on γM .
A closed geodesic γ on M2 is prime if there does not exist another geodesic
which traces out the same set of points as γ on M2, and of strictly smaller length.
Observing that if M is prime hyperbolic the [p,M(p)] and [p¯,M(p¯)] descend to
conjugate-related pairs of prime geodesics on M2, together with the argument from
the preceding Section 2.2.1 gives us the following variant of another well-known
result:
Proposition 2.2. Conjugacy classes [M ]PGL(2,Z) of prime hyperbolic elements M
in PGL(2,Z) are in bijective correspondence with conjugate-related pairs of prime
oriented closed geodesics on M2.
Consider Remark (2.4) above. Given a prime hyperbolic element M define the
norm of M by n(M) = t2 Observe that this can be computed explicitly from the
trace tr(M) = t+t−1, and hence only depend on the conjugacy class ofM . Recalling
that the hyperbolic distance between the points ıt1 and ıt2 on the imaginary axis
is given by | log(t2/t1)|, we get the following, also well-known, result:
Corollary 2.3. Let γ− and γ+ be a conjugate-related pair of prime oriented closed
geodesics in M2. Let [M ]PGL(2,Z) denote the corresponding prime hyperbolic conju-
gacy class. Then length(γ−) = length(γ+) = | logn(M)|.
2.2.3. Prime hyperbolic elements and algebraic real numbers of degree two. We now
recall that prime hyperbolic elements are in bijective correspondence with Galois
conjugate pairs of algebraic real numbers of degree two. Namely, given any hyper-
bolic element M =
[
a b
c d
]
in PGL(2,Z), the fixed point equation for M may be
rearranged to give a degree-two polynomial with integer coefficients with positive
discriminant. Therefore the fixed points of M form a Galois conjugate pair of al-
gebraic reals of degree two. (In the degenerate case when c = 0 we take one of the
pair to be infinity.)
In the opposite direction, degree-two algebraic real numbers are in one-to-one
correspondence with pre-periodic simple continued fraction expansions. Let θ be a
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degree-two algebraic real number with Galois conjugate θ′. The case when θ has
strict degree one (and hence is rational, with finite continued fraction expansion)
is straightforward. Therefore assume that θ has strict degree two with simple
continued fraction expansion
[a1, a2, . . . , ak, ak+1, . . . , ak+ℓ] (2.52)
Define
N0 = E(a1)E(a2) · · ·E(ak) N1 = E(ak+1)E(ak+2) · · ·E(ak+ℓ) (2.53)
where, for each a ∈ N, E(a) =
[
0 1
1 a
]
. (These agree with the matrices defined
by equation (2.42) in Section 2.1.3.) Let N = Nθ = N0N1N
−1
0 . By considering
the trace or otherwise we find that N1, and hence N , is hyperbolic. Moreover, the
hyperbolic element N1, and hence N , is prime if and only if ℓ is even and either
(a) is the minimal period of ak+1, ak+2, . . . , ak+ℓ, or
(b) is twice the minimal period of ak+1, ak+2, . . . , ak+ℓ, which is odd.
Next, observe that N(θ) = θ. Thus θ is a solution of a quadratic equation QN (z) =
0, where QN has coefficients in Z. Since θ is real, discr(χN ) = discr(χN1) ≥ 0,
where χN denotes the characteristic polynomial of N . Since we already know that
θ has degree 2 minimal polynomial (and hence N1 is non-degenerate) we must have
QN(z) = κ · ωθ(z), for some κ ∈ Q. Thus, N must also fix the Galois conjugate θ
′
of θ. Hence to each Galois conjugate pair of degree two algebraic real numbers θ
and θ′, there exists N ∈ PGL(2,Z) which is prime and fixes θ and θ′.
2.3. Dynamical zeta functions. Our aim in this section is to consider the dy-
namical zeta function ζf of the hyperbolic toral automorphism f . Recall that the
dynamical zeta function of a general discrete-time dynamical system f with weight
g is given by
ζf,g(z) = exp

∑
n≥1
zn
n
∑
x∈Fixfn
n∏
m=1
g(fmx)

 (2.54)
When the weight is positive the radius of convergence ρ is given by ρ = exp(−P (log g))
where P (log g) is the pressure of the potential log g given by
P (log g) = lim sup
n→∞
1
n
log

 ∑
x∈Fixfn
n∏
m=1
g(fmx)

 (2.55)
For the weight g ≡ 1 we get the Artin-Mazur dynamical zeta function, which we
denote by ζf . Then by the Cauchy-Hadamard theorem
1/ρ = lim sup
n→∞
|#Fix(fn)|1/n (2.56)
By considering the Taylor expansion of log(1 − zp) the dynamical zeta function of
weight g can be expressed as an Euler product
ζf,g(z) =
∏
̟ prime

1− zper(̟) ∏
m=0,...,per(̟)−1
g(fmx(̟))


−1
(2.57)
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where the product is taken over all prime periodic orbits ̟ of f , per(̟) denotes
the prime period of ̟ and x(̟) denotes an arbitrary element of the orbit ̟. For
g ≡ 1 reduces to
ζf,g(z) =
∏
̟ prime
(
1− zper(̟)
)−1
(2.58)
When considering, instead, a continuous-time dynamical system f with weight g
the dynamical zeta function is given by
ζf,g(s) =
∏
̟
(
1− exp
[
−s
∫ per(̟)
0
g
(
f tx(̟)
)
dt
])−1
(2.59)
where, as before, the product is taken over all prime periodic orbits ̟ of f , per(̟)
denotes the prime period of ̟ and x(̟) denotes an (arbitrarily chosen) point of ̟.
The (formal) equivalence between this expression and the resulting time-one map
is via an Euler product formula-type argument. In the special case when g ≡ 1 the
above expression reduces to
ζf,g(s) =
∏
̟
(1− exp [−s · per(̟)])−1 (2.60)
2.4. Hyperbolic toral automorphisms. First, let us recall the following facts
concerning general toral automorphisms. That is, maps of the form
f : Rd/Zd → Rd/Zd f(x+ Zd) =Mfx+ Z
d (2.61)
where Mf : R
d → Rd is a linear map with integer entries satisfying det(Mf ) = ±1.
It is known that f is ergodic if and only if spec(Mf ) does not contain any roots of
unity [20, p.31]. Since, for arbitrary endomorphisms of compact groups, ergodicity
is equivalent to weak mixing is equivalent to strong mixing [20, p.50], we also
find that f is strong mixing provided spec(Mf ) doesn’t contain any roots of unity.
Finally, f is expansive if and only if it is hyperbolic, i.e., spec(Mf) is disjoint
from the unit circle [20, p.143]. (However, expansivity may be lost when taking
finite-to-one quotients [20, Example 1, p.140].)
Observe that, for each integer n, Fix(fn) is a compact subgroup of Td. In the
case when spec(Mf ) does not contain 1, the fixed points of all iterates are isolated
and we have the following equality
#Fix(fn) =
∣∣det(id−Mnf )∣∣ (2.62)
This can be seen by counting Zd-lattice points contained in Mf ([0, 1)
d), where
[0, 1)d is some fundamental domain in Rd. (When spec(Mf ) contains 1, Fix(f
n) is
isomorphic to Te for some positive integer e ≤ d, and thus fixed points are never
isolated.)
Remark 2.5. If f possesses a Markov partition, and the corresponding transition
matrix is given by M then, the equality below follows from the corresponding equality
for the induced subshift of finite type σf :
#Fix(σnf ) = tr(M
n) (2.63)
However, the encoding of orbits in this way can lead to a miscount of the number
of periodic points that lie in the boundaries of the Markov rectangles.
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Bowen [3, Corollary 16] showed that for a general toral automorphism f
htop(f) =
∑
λ∈spec(Mf ):|λ|>1
log |λ| (2.64)
(See also [4] or [20, Theorem 8.15].) When d = 2, this reduces to the equality
htop(f) = log rad(Mf ) (2.65)
When the toral automorphism f is hyperbolic, and consequently 2 Axiom A, another
result of Bowen [2, Theorem 4.9] implies that
htop(f) = lim sup
n→∞
1
n
log#Fix(fn) (2.66)
Consequently, if we denote by ρ the radius of convergence of the Artin-Mazur
dynamical zeta function ζf of the hyperbolic toral automorphism f , then
ρ = exp(−htop(f)) (2.67)
3. Generating functions.
3.1. Generating functions and the Gauss transformation. Given θ ∈ [0, 1] \
Q, denote the nth convergent of θ by pn/qn. Given non-negative integers r and s,
consider the generating function
Fr,s(z) =
∑
n≥0
(pn)
r(qn)
szn (3.1)
(Note that we will use parentheses when taking powers of pn and qn wherever
possible, to avoid confusion with our ∧-notation introduced earlier.) We wish to
understand how Fr,s behaves under the action of the Gauss transformation. The
following is a Corollary to Theorem 2.1.
Corollary 3.1. For each r ∈ N the following holds. Given θ ∈ [0, 1]\Q let θˆ = T(θ).
Let pn/qn and pˆn/qˆn denote the nth convergents for θ and θˆ respectively. For each
integer s satisfying 0 ≤ s ≤ r, let
Fr−s,s(z) =
∑
n≥0
pr−sn q
s
nz
n Fˆr−s,s(z) =
∑
n≥0
pˆr−sn qˆ
s
nz
n (3.2)
Then 

Fr,0(z)
Fr−1,1(z)
...
F0,r(z)

 =


(p0)
r(q0)
0
(p0)
r−1(q0)
1
...
(p0)
0(q0)
r

+ zE(a1; r)


Fˆr,0(z)
Fˆr−1,1(z)
...
Fˆ0,r(z)

 (3.3)
We now consider iterating the action of the Gauss transformation. Let us adopt
the notation from Section 2.1.2. For each non-negative integer n, let θ∧n = Tn(θ)
and take a∧nm , p
∧n
m , q
∧n
m , etc., as before. For each positive integer m define
F∧mr,s (z) =
∑
n≥0
(p∧mn )
r(q∧mn )
szn (3.4)
Applying Corollary 3.1 iteratively, together with Corollary 2.2, we get the following.
2Recall that a diffeomorphism is Axiom A if the nonwandering set is hyperbolic and the set of
periodic points is dense in the non-wandering set.
15
Corollary 3.2. For each r ∈ N the following holds. Given θ ∈ [0, 1] \ Q let
θ∧m = Tm(θ) for each positive integer m. For each integer s satisfying 0 ≤ s ≤ r,
let Fr−s,s and F
∧m
r−s,s denote the generating functions defined above corresponding
to θ and θ∧m respectively. Then, for each positive integer m,

Fr,0(z)
Fr−1,1(z)
...
F0,r(z)

 =
∑
0≤n<m
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

+ zmE


F∧mr,0 (z)
F∧mr−1,1(z)
...
F∧m0,r (z)


where E = E(a1; r)E(a2; r) · · ·E(am; r).
Remark 3.1. In particular, for r = 1 if we adopt the alternative notation Fp = F1,0
and Fq = F0,1 then we get the following[
Fp(z)
Fq(z)
]
=
∑
0≤n<m
zn
[
pn
qn
]
+ zm
[
0 1
1 a1
] [
0 1
1 a2
]
· · ·
[
0 1
1 am
] [
F∧mp (z)
F∧mq (z)
]
3.2. Generating functions associated to quadratic irrationals. We now fo-
cus on the case when θ ∈ [0, 1]\Q is a quadratic irrational. Thus, for some positive
integers a1, a2, . . . , ak+ℓ ∈ N,
θ = [a1, a2, . . . , ak, ak+1, . . . , ak+ℓ] (3.5)
As above, let pn/qn denote the sequence of convergents of θ and take the corre-
sponding generating functions Fr,s defined by (3.1), as before. The aim of this
section is to prove the following generalisation of Theorem 1.1.
Theorem 3.1. For each r ∈ N the following holds. Let θ ∈ [0, 1]\Q be a quadratic
irrational with continued fraction expansion
θ = [a1, a2, . . . , ak, ak+1, . . . , ak+ℓ] (3.6)
For each non-negative integer n, let pn/qn denote the nth convergent of θ. Then
the associated generating functions Fr−s,s(z) are rational functions in the variable
z, with integer coefficients. In fact, if
N0 = E(a1; r) · · ·E(ak; r) N1 = E(ak+1; r) · · ·E(ak+ℓ; r) (3.7)
and
P0(z) =
∑
0≤n<k
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

 P1(z) =
∑
k≤n<k+ℓ
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

 (3.8)
then 

Fr,0(z)
Fr−1,1(z)
...
F0,r(z)

 = P0(z) +
(
id− zℓN0N1N
−1
0
)−1
P1(z) (3.9)
Proof. Let θ have continued fraction expansion given by expression (3.5) above.
Then θ∧k = θ∧k+ℓ. Therefore p∧kn = p
∧k+ℓ
n and q
∧k
n = q
∧k+ℓ
n , for all n. Consequently,
for each integer s satisfying 0 ≤ s ≤ r,
F∧kr−s,s(z) = F
∧k+ℓ
r−s,s(z) (3.10)
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By Corollary 3.2 we therefore get

Fr,0(z)
Fr−1,1(z)
...
F0,r(z)

 =
∑
0≤n<k
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

+ zkN0


F∧kr,0 (z)
F∧kr−1,1(z)
...
F∧k0,r(z)

 (3.11)
=
∑
0≤n<k+ℓ
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

+ zk+ℓN0N1


F∧k+ℓr,0 (z)
F∧k+ℓr−1,1(z)
...
F∧k+ℓ0,r (z)

 (3.12)
where N0 andN1 are given by equations (3.7). Upon rearranging the above equality
and using the equality (3.10) above we therefore find that
zkN0
(
id− zℓN1
)


F∧kr,0 (z)
F∧kr−1,1(z)
...
F∧k0,r(z)

 =
∑
k≤n<k+ℓ
zn


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

 (3.13)
Since N0 is nonsingular, the matrix z
kN0(id− z
ℓN1) is invertible provided that z
ℓ
does not lie in spec(N1) ∪ {0}. Provided that this is the case

F∧kr,0 (z)
F∧kr−1,1(z)
...
F∧k0,r(z)

 = (id− zℓN1)−1N−10
∑
k≤n<k+ℓ
zn−k


(pn)
r(qn)
0
(pn)
r−1(qn)
1
...
(pn)
0(qn)
r

 (3.14)
Substituting into equation (3.11) gives the equation (3.9) with P0(z) and P1(z)
given by equations (3.8), as required. 
Remark 3.2. From the definition in Theorem 3.1 above, together with Corol-
lary 2.2, we find that
P1(z) =
∑
k≤n<k+ℓ
znE(a1; r)E(a2; r) · · ·E(an; r)er+1 (3.15)
where er+1 =


(p0)
r(q0)
0
...
(p0)
1(q0)
r−1
(p0)
0(q0)
r

 =


0
...
0
1

. The matrix E(a; r) is non-negative
and, when a > 0, E(a; r) maps er+1 to a positive vector. As none of the rows of
E(a; r) vanish, positive vectors are also mapped to positive vectors. Thus P1(z) is
a real-linear combination of non-negative vectors and, for ℓ 6= 1, at least one will
be positive.
Corollary 3.3. Given a quadratic irrational θ, let N1 denote the matrix corre-
sponding to the periodic part of the continued fraction expansion of θ. For each
r ∈ N, the generating functions Fr−s,s(z), 0 ≤ s ≤ r, has radius of convergence
ρ = [rad(N1)]
−1/ℓ (3.16)
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Proof. For notational simplicity let N = N0N1N
−1
0 . The strategy is to show that
lim
z→ρ−
(id− zℓN)−1P1(z) =∞ (3.17)
Since (id − zℓN)−1P1(z) necessarily has no poles of absolute value less than ρ (as
P1(z) is polynomial) the result will follow. Below we will prove the limit (3.17) in
the periodic case, i.e., when k = 0. The general case will follow as, by Remark 3.2,
(id− zℓN)−1P1(z)
= N0(id− z
ℓN1)
−1N−10 z
k
∑
k≤n≤k+ℓ
N0E(ak+1; r) · · ·E(ak+n; r)er+1 (3.18)
= zkN0 · (id− z
ℓN1)
−1
∑
k≤n≤k+ℓ
E(ak+1; r) · · ·E(ak+n; r)er+1 (3.19)
Henceforth we only consider the periodic case. Observe that the matrix N1 is non-
negative and primitive 3. Thus, by the Perron-Frobenius theorem, λ = rad(N1) is
an eigenvalue of N1 and all other eigenvalues have strictly smaller modulus. This
Perron-Frobenius eigenvalue is simple with one-dimensional eigenspace which is
the span of some positive right eigenvector v. There is also a corresponding left
eigenvector w of N1 which is also positive and, if Pv denotes the projection onto
span(v) then v · w⊤ = Pv, the projection onto span(v). Moreover, for all positive
integers n,
‖Nn1 /λ
n − Pv‖ ≤ Cλ
n
2 (3.20)
where λ2 denotes the absolute value of the next largest eigenvalue and C is some
positive constant independent of n. See, for instance [14, Section 4.5]. (Note – the
rate of convergence is not stated, but follows by observing that if the matrixM has
eigenvalues all of modulus less than one, then ‖Mn‖ ≤ rn for all positive n, where
r = maxs∈specM |s|.)
For |z| < λ−1/ℓ, the (modified) Neumann series
(id− zℓN)−1 = id + zℓN + z2ℓN2 + · · · (3.21)
converges absolutely. Take z ∈ (λ
−1/ℓ
2 , λ
−1/ℓ). Since z is positive, for any n ∈ N we
have E(a1; r) · · ·E(an; r)er+1 ≥ 0 and hence P1(z) ≥ 0. Then u = N
2
1P1(z) > 0.
Moreover, the Neumann series applied to P1(z) is positive:
0 ≤ P1(z) + z
ℓN1P1(z) + z
2ℓ
∑
n≥0
znℓNn1 u(z) (3.22)
Set µ = z−ℓ. By inequality (3.20), the sum on the right-hand side is∑
n≥0
µ−nNn1 u(µ) =
∑
n≥0
µ−n [λnPvu(µ) +O(λ
n
2 )] (3.23)
Taking the limit z → 1
λ1/ℓ
−
is equivalent taking the limit to µ→ λ+. But observe
that limµ→λ+
[∑
n≥0(λ/µ)
n
]
Pvu(µ) diverges to infinity and limµ→λ+
∑
n≥0(λ2/µ)
n
is convergent. Therefore, since the Perron-Frobenius eigenvector v is positive, each
entry of the vector
[∑
n≥0(λ/µ)
n
]
Pvu(µ) must diverge to infinity as µ→ λ
+. Thus
the result follows. 
3Recall that a non-negative matrix M is primitive if Mn is positive for some n ∈ N. In this
particular case N21 is positive.
18 PETER HAZARD
Corollary 3.4. Given a quadratic irrational θ, let N1 denote the matrix corre-
sponding to the periodic part of the continued fraction expansion of θ. Then the
Le´vy constant β(θ) of θ exists and
β(θ) =
1
ℓ
log rad(N1) (3.24)
Proof. For a quadratic irrational θ, the existence of the Le´vy constant β(θ) is
relatively straightforward. (See, for instance, [9] or Appendix A). For arbitrary
irrationals θ (not just quadratic irrationals), when β(θ) exists we know that
β(θ) = log
(
lim
n→∞
|qn|
1/n
)
= − log ρ (3.25)
where ρ denotes the radius of convergence of F0,1 (and hence also of F1,0). There-
fore, by Corollary 3.3 above the result follows. 
4. Prime geodesics on the modular surface and elements of the
mapping class group of the torus.
4.1. The Mapping Class Group of the Torus. We collect here some basic facts
about the moduli space of the 2-torus T2. The reader should consult [6] for further
details.
Let Mod(T2) denote the space of complex structures on T2. Equivalently, Mod(T2)
is the space of complex curves of genus 1. Each complex curve of genus 1 is biholo-
morphic to C/Λ, for some (non-degenerate) oriented 4 lattice Λ ⊂ C. We say that
the lattices Λ and Λ′ in C are equivalent, written Λ ∼ Λ′, if the quotient spaces C/Λ
and C/Λ′ are biholomorphically equivalent. Consider the lattices Λ = ω1Z ⊕ ω2Z
and Λ′ = ω′1Z⊕ ω
′
2Z. Then
(1) Λ = Λ′ if and only if there exist a, b, c, d ∈ Z such that ad− bc = 1 and
ω′1 = aω1 + bω2 ω
′
1 = cω1 + dω2
(2) Λ ∼ Λ′ if and only if Λ′ = λ · Λ, for some λ ∈ C \ {0}
By property (2) it follows that the lattice Λ = ω1Z ⊕ ω2Z is equivalent to the
lattice Λ = Z ⊕ τZ, where τ = ω2/ω1 is non-real. Therefore, by property (1) we
can identify Mod(T2) with the space{
Z⊕ τZ : τ ∈ H− ∪H+
}
/PSL(2,Z) (4.1)
Hence, the double of the modular surface (H− ∪ H+)/PSL(2,Z) can be identified
with Mod(T2) via the mapping τ 7→ Z⊕ τZ.
Fix an oriented closed curve γ in Mod(T2), together with a point τ ∈ γ. Consider
an arbitrary lift γ˜ of the geodesic γ to the universal cover M˜od(T2) and let τ˜
denote the corresponding lift of τ . Abusing notation slightly, we denote the geodesic
completion of the lift of γ also by γ˜. Let Mt ∈ PSL(2,R), t ∈ R, denote the one-
parameter hyperbolic subgroup leaving γ˜ invariant and fixing the ends of γ˜. Assume
that Mt is parametrised so that M =M1 is prime and such that for any point on γ˜
the orientation of the geodesic segment from the point to its image under M agrees
with the orientation of γ˜. Let Λ0 denote the lattice corresponding to τ˜ , i.e., in
vector notation
Λ0 =
[
1
0
]
Z⊕
[
ℜτ˜
ℑτ˜
]
Z (4.2)
4Here we do not assume that the orientation necessarily agrees with the standard orientation
on C – thus lattices of both orientations are considered.
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and, for t ∈ R, define Λt =Mt(Λ0), i.e., in vector notation the lattice given by
Λt =Mt
[
1
0
]
Z⊕Mt
[
ℜτ˜
ℑτ˜
]
Z (4.3)
Since M = M1 ∈ PSL(2,Z), M preserves the lattice Λ0, i.e., Λ0 is equivalent to
Λ1. Thus M descends to a holomorphic self-map of C/Λ0. In fact, M induces a
hyperbolic toral automorphism of C/Λ0. Moreover, if any other point τ
′ ∈ γ is
chosen, the resulting hyperbolic toral automorphism will be conjugate (where the
conjugacy is induced by an element of PGL(2,R)) to the induced hyperbolic toral
automorphism corresponding to τ . Consequently, by normalising to the standard 2-
torus T2 ≃ C/(Z+ıZ) or otherwise, the induced toral automorphism is independent
of the point τ . Similarly, for any other lift of γ the corresponding hyperbolic toral
automorphism constructed above will be conjugate (where, this time, the conjugacy
is induced by an element of PGL(2,Z)).
4.2. Mapping class elements associated to quadratic irrationals. Let θ ∈
[0, 1] \ Q be a quadratic irrational and let θ′ denote the Galois conjugate. Denote
the corresponding pre-periodic simple continued fraction expansion of θ by
[a1, a2, . . . , ak, ak+1, ak+2, . . . , ak+ℓ] (4.4)
In Section 2.1.3 it was stated that the matrix N = Nθ = N
−1
0 N1N0 is hyperbolic,
and is prime when ℓ is even and either (a) is the minimal period of the sequence
ak+1, . . . , ak+ℓ, or (b) is twice the minimal period of the sequence ak+1, . . . , ak+ℓ
which is odd. In this caseN1 corresponds to a conjugate-related pair of geodesics γ
−
and γ+ in H−∪H+ with ends θ and θ′. In the preceding Section 4.1 we saw that the
geodesic γ± induces a closed path on Mod(T2) which, in turn, induces a hyperbolic
toral automorphism on T2. In fact, this is the hyperbolic toral automorphism
fN : T
2 → T2 induced by the matrix N .
Remark 4.1. The construction in Section 4.1 also works in case (b) when the
minimal period is odd (so that N1 is not prime but N
2
1 is). The hyperbolic ele-
ment N1 interchanges the geodesics γ
− and γ+. These geodesics induce a pair of
one-parameter families of lattices Λ−t and Λ
+
t , t ∈ R, which are conjugate-related,
i.e., Λ±t = Λ
∓
t . This results in a pair of orientation-reversing linear torus maps
fN,± : C/Λ
±
1 → C/Λ
∓
1 . where fN,− ◦ fN,+ = fN,+ ◦ fN,− = fN .
We relate this to the Le´vy constant of a quadratic irrational in the following way.
Proof of Theorem 1.3. Take θ to be the quadratic irrational with simple continued
fraction expansion given by (4.4). It was shown in Corollary 3.4 (see also [9, 1])
that the Le´vy constant is given by
β(θ) =
1
ℓ
log rad(N1) (4.5)
where
N1 =
[
0 1
1 ak+1
] [
0 1
1 ak+2
]
· · ·
[
0 1
1 ak+ℓ
]
(4.6)
Since N1 and N are conjugate, it follows that rad(N1) = rad(N). As was demon-
strated in the previous section, N is the hyperbolic linear transformation corre-
sponding to the hyperbolic toral automorphism associated with θ. Consequently
we get a first proof of Theorem 1.3, as required. 
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We will now consider relation between fθ = fNθ and the continued fraction
expansion of θ in more detail by applying the results of Section 3 in the case r = 1.
For simplicity of notation, let us write Fp and Fq for F1,0 and F0,1 respectively.
We will also write E(a) for E(a; 1). The following is a straightforward calculation,
which we leave to the reader.
Proposition 4.1. For each non-negative integer m,∑
n≥0
zn
[
p∧mn p
∧m
n+1
q∧mn q
∧m
n+1
]
=
[
F∧mp (z) z
−1(F∧mp (z)− p
∧m
0 )
F∧mq (z) z
−1(F∧mq (z)− q
∧m
0 )
]
(4.7)
Proposition 4.2. For each positive integer m, if N0 = E(a1) · · ·E(am) then∑
n≥0
zn
[
pn pn+1
qn qn+1
]
=
∑
0≤n<m
zn
[
pn pn+1
qn qn+1
]
+ zmN0
[
F∧mp (z) z
−1(F∧mp (z)− p
∧m
0 )
F∧mq (z) z
−1(F∧mq (z)− q
∧m
0 )
]
(4.8)
Proof. By the preceding Proposition 4.1 in the case m = 0, together with Corol-
lary 3.2 we find that∑
n≥0
zn
[
pn
qn
]
=
[
Fp(z)
Fq(z)
]
(4.9)
=
∑
0≤n<m
zn
[
pn
qn
]
+ zmE(a1) · · ·E(am)
[
F∧mp (z)
F∧mq (z)
]
(4.10)
∑
n≥0
zn
[
pn+1
qn+1
]
=
[
z−1(Fp(z)− p0)
z−1(Fq(z)− q0)
]
(4.11)
=
∑
0≤n<m
zn
[
pn+1
qn+1
]
+ zmE(a1) · · ·E(am)
[
z−1(F∧mp (z)− p
∧m
0 )
z−1(F∧mq (z)− q
∧m
0 )
]
(4.12)
Here we have used that
[
pm
qm
]
= E(a1) · · ·E(am)
[
p∧m0
q∧m0
]
(see Corollary 2.2 and
the subsequent Remark 2.2), then cancelled z−1 and re-indexed the sum. Setting
N0 = E(a1) · · ·E(am) and adjoining the column vectors now gives the result. 
Proposition 4.3. If we define
N1 = E(a
∧k
1 ) · · ·E(a
∧k
ℓ ) = E(ak+1) · · ·E(ak+ℓ) (4.13)
and set
W (z) =
∑
n≥0
znℓNn1 V (z) =
∑
0≤k<ℓ
zkE(ak+1) · · ·E(ak+k+1) (4.14)
then the following equality holds,∑
n≥0
zn
[
p∧kn p
∧k
n+1
q∧kn q
∧k
n+1
]
=W (z)V (z) (4.15)
Remark 4.2. Recall that, for each non-negative integer n,[
p∧kn p
∧k
n+1
q∧kn q
∧k
n+1
]
= E(a∧k1 ) · · ·E(a
∧k
n+1) (4.16)
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Thus the left-hand side above coincides with the matrix N1 in Proposition 4.3.
Proof of Proposition 4.3. By Remark 4.2 above, and since an+ℓ = an for all n ≥
k + 1, we find that
∑
n≥0
zn
[
p∧kn p
∧k
n+1
q∧kn q
∧k
n+1
]
=
∑
n≥0
znE(ak+1) · · ·E(ak+n+1) (4.17)
=
∑
n≥0
∑
0≤m<ℓ
znℓ (E(ak+1) · · ·E(ak+ℓ))
n
· zmE(ak+1) · · ·E(ak+m+1) (4.18)
=

∑
n≥0
znℓNn1



 ∑
0≤m<ℓ
zmE(ak+1) · · ·E(ak+m+1)

 (4.19)
The result now follows. 
Rearranging the equation in Proposition 4.2 when m = k, and applying Propo-
sition 4.1 and Proposition 4.3 above, together with Theorem 3.1, now gives the
following.
Corollary 4.1. Let W (z) be given by Proposition 4.3 above. Then
W (z) = U(z)−1(X(z)− Y (z))V (z)−1 (4.20)
where
U(z) = zkE(a1)E(a2) · · ·E(ak) (4.21)
V (z) =
∑
0≤m<ℓ
zmE(ak+1) · · ·E(ak+m+1) (4.22)
X(z) =
∑
n≥0
znE(a1)E(a2) · · ·E(an+1) (4.23)
Y (z) =
∑
0≤n<k
znE(a1)E(a2) · · ·E(an+1) (4.24)
In particular, since X(z) =
[
Fp(z) z
−1(Fp(z)− p0)
Fq(z) z
−1(Fq(z)− q0)
]
is a rational function in
the variable z with integer coefficients, it follows that W (z) is a rational function
with integer coefficients.
The matrix polynomial U(z) is invertible provided that z is non-zero (and in
fact the above expression for W (z) obviously can be continued to this case). The
invertibility of V (z) is determined by the following.
Proposition 4.4.
det V (z) = (4.25)
det
[
p∧k0 p
∧k
ℓ
q∧k0 q
∧k
ℓ
]
zℓ−1+
∑
0<m<ℓ
(
det
[
p∧k0 p
∧k
m
q∧k0 q
∧k
m
]
zm−1+det
[
p∧km p
∧k
ℓ
q∧km q
∧k
ℓ
]
zℓ+m−1
)
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Proof. Let V (z) =
[
V11(z) V12(z)
V21(z) V22(z)
]
. By the Remark 4.2 above we have that
E(ak+1) · · ·E(ak+m+1) =
[
p∧km p
∧k
m+1
q∧km q
∧k
m+1
]
. This observation, together with the
definition of V (z) gives
V (z) =
∑
0≤m<ℓ
zmE(ak+1) · · ·E(ak+m+1) =
∑
0≤m<ℓ
zm
[
p∧km p
∧k
m+1
q∧km q
∧k
m+1
]
(4.26)
Therefore we have the following expressions for the entries of V (z):
V11(z) =
∑
0≤m<ℓ
p∧km z
m = p∧k0 + P (4.27)
V12(z) =
∑
0≤m<ℓ
p∧km+1z
m = z−1(P + p∧kℓ z
ℓ) (4.28)
V21(z) =
∑
0≤m<ℓ
q∧km z
m = q∧k0 +Q (4.29)
V22(z) =
∑
0≤m<ℓ
q∧km+1z
m = z−1(Q+ q∧kℓ z
ℓ) (4.30)
where
P =
∑
0<m<ℓ
p∧km z
m Q =
∑
0<m<ℓ
q∧km z
m (4.31)
Consequently,
detV (z) = z−1
(
p∧k0 + P
) (
Q+ q∧kℓ z
ℓ
)
− z−1
(
q∧k0 +Q
) (
P + p∧kℓ z
ℓ
)
(4.32)
= z−1
((
p∧k0 Q− q
∧k
0 P
)
+ zℓ
[(
Pq∧kℓ −Qp
∧k
ℓ
)
+
(
p∧k0 q
∧k
ℓ − q
∧k
0 p
∧k
ℓ
)])
(4.33)
This can be expressed as the sum of three determinants of 2 × 2 matrices. Mul-
tiplying out the first two (using multilinearity of the determinant) and collecting
terms of the same degree gives the result. 
Remark 4.3. Consider the matrix N1 = E(ak+1) · · ·E(ak+ℓ) given above. Since
det(N1) = (−1)
ℓ we find that
det(id−Nn1 ) = 1− tr(N
n
1 ) + det(N
n
1 ) = 1 + (−1)
nℓ − tr(Nn1 ) (4.34)
Recall that N1 is hyperbolic. Thus N
n
1 is also hyperbolic whenever n is a positive
integer. Therefore, by considering the discriminant of the characteristic polynomial
of Nn1 or otherwise, | tr(N
n
1 )| > 2 for all positive integers n. Moreover, from
Remark 4.2 above it follows that tr(Nn1 ) is positive. Hence
|det(id−Nn1 )| = tr(N
n
1 )−
(
1 + (−1)nℓ
)
(4.35)
By combining the results above, we are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. By Corollary 4.1 above
W (z) = U(z)−1(X(z)− Y (z))V (z)−1 (4.36)
where U(z), V (z), X(z) and Y (z) are the rational matrix functions as defined
in Corollary 4.1. We take the trace of both sides of this equality. One of the
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expressions is immediate. Applying the definition ofW (z) given in Proposition 4.3,
followed by Remark 4.3 and equation (2.62), gives us
trW (z) =
∑
n≥0
tr(Nn1 )z
nℓ (4.37)
= tr(N01 ) + z
ℓ
∑
n≥1
|det(id−Nn1 )| z
nℓ−ℓ +
∑
n≥1
(1 + (−1)nℓ)znℓ (4.38)
= tr(N01 ) + z
ℓ
∑
n≥1
#Fix(fn)znℓ−ℓ +
∑
n≥1
znℓ +
∑
n≥1
(−z)nℓ (4.39)
= 2 + zℓ(log ζf )
′(zℓ) +
zℓ
1− zℓ
+
(−z)ℓ
1− (−z)ℓ
(4.40)
Combining these equalities and rearranging, we arrive at equation (1.8), as required.
Thus the theorem is proved. 
Appendix A. The Gauss transformation and the theorem of Le´vy.
Let T denote the Gauss transformation on the interval [0, 1], i.e., the transfor-
mation
T(θ) =
{ {
1
θ
}
θ ∈ (0, 1]
0 θ = 0
(A.1)
where {x} denotes the fractional part of the real number x. The Gauss transfor-
mation possesses an ergodic absolutely continuous invariant probability measure µ
given explicitly by
µ =
1
log 2
dx
1 + x
(A.2)
For θ ∈ [0, 1] \Q and any positive integer n,
θ = [a1, a2, . . . , an +T
n(θ)] (A.3)
Therefore,
θ =
pn−1T
n(θ) + pn
qn−1Tn(θ) + qn
(A.4)
Inverting gives
Tn(θ) = −
qnθ − pn
qn−1θ − pn−1
=
|∆n|
|∆n−1|
(A.5)
where ∆n denotes the nth short renormalisation interval. Thus
|∆n|
|∆0|
=
n∏
m=1
Tm(θ) (A.6)
and so by Birkhoff’s Ergodic Theorem, for µ-almost every θ ∈ [0, 1]
1
n
log |∆n| =
1
n
[
log |∆0|+
n∑
m=1
logTm(θ)
]
−→
∫
[0,1]
log x dµ =
π2
12 log 2
(A.7)
as n tends to infinity. Observe that, since µ is absolutely continuous with respect to
Lebesgue, the null sets for µ are exactly the null sets for Lebesgue measure. Hence
the above limit holds also for Lebesgue-almost every θ ∈ [0, 1]. Since
1
qnqn+2
≤
1
qn(qn + qn+1)
<
∣∣∣∣θ − pnqn
∣∣∣∣ ≤ 1qnqn+1 (A.8)
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we find that
1
n
log |∆n| =
1
n
log |qnθ − pn| ≤ −
1
n
log qn+1 ≤
1
n
log |∆n−1| (A.9)
Exponentiating, we then find that
lim
n→∞
q1/nn = e
−π2/12 log 2 for Lebesgue-almost all θ ∈ [0, 1] (A.10)
Since |qnθ − pn| ≤ 1 we also find that
lim
n→∞
p1/nn = e
−π2/12 log 2 for Lebesgue-almost all θ ∈ [0, 1] (A.11)
We call e−π
2/12 log 2 the Le´vy constant. See [10, p.66] and [13, p.320].
Now consider the special case of quadratic irrationals. Take a quadratic irrational
θ as above, so there exists a positive integer ℓ and a non-negative integer k such
that Tk(θ) = Tk+ℓ(θ) and let θ∧k = Tk(θ). Then equation (A.6) implies that, for
any positive j < ℓ and non-negative n,
log |∆k+j+nℓ| = log |∆0|+
k+j+nℓ∑
r=0
logTr(θ) (A.12)
= O(1) +
n∑
r=0
ℓ−1∑
s=0
logTs+rℓ(θ∧k) (A.13)
From which we find, applying inequality (A.9) that
lim
n→∞
1
n
log qn = −
1
ℓ
ℓ−1∑
s=0
logTs(θ∧k) (A.14)
Thus, in particular, the Le´vy constant β(θ) is defined. This statement was first
proved by Jager and Liardet [9].
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