During the past years, adaptive video based on HTTP has become very popular. Streaming of the adaptive video relies heavily on an estimation of end-to-end network throughput, which can be challenging especially in mobile networks, where the capacity highly fluctuates. In this work, we propose to predict the network throughput using its past measurements. As the analysis shows, the network throughput forms a long range-dependent process; thus, for the throughput prediction, we apply a fractional ARIMA process and artificial neural networks. Our approach does not require any modifications to the network infrastructure or the TCP stack. The predictions are performed for data traces obtained from measurements of throughput of a real mobile network. As the experiment shows, the obtained traffic models are able to enhance the performance of an adaptive streaming algorithm. Compared to the throughput predictors employed in contemporary systems dedicated to adaptive video streaming, the proposed technique obtains better results when taking into account effectiveness of network capacity utilisation and stability of video play-out.
Introduction
Streamed multimedia are susceptible to highly variable packet delays, losses and fluctuating network capacity. Thus, streaming high-quality video to users, especially those located in mobile networks, remains a challenge. Modern mobile networks offer fairly high maximum capacity; however, due to the nature of wireless transmission, inherent variability in signal strength, interference, noise, and user mobility, the capacity usually has a high amplitude of variability. To cope with unstable network environments, content providers split video into segments and encode every segment with different bit rate. With this approach, it is possible to switch the media bit rate (and hence the quality) after each video segment is downloaded and adapt it to the current network conditions [1] , see Fig. 1 . Thus, users' software is more flexible when a network environment is less stable, for example in wireless or mobile networks.
The rate-adaptation algorithm, deciding which segment should be requested to optimize the viewing experience, is the main component and a major challenge in adaptive streaming systems because the client has to properly estimate, and sometimes even predict, network conditions or the dynamics of the available throughput. Furthermore, the client has also to control the filling level of its local buffer to avoid underflows resulting in playback interruptions. The rate adaptation algorithm might work fairly well for the case when the player does not share a connection with other flows, network resources are stable and do not fluctuate. Since network throughput is typically measured using an average of recent throughput, the estimate is typically not the same as the true current throughput. This mismatch results in an undesirable behaviour of the streaming algorithms which can be both too conservative and too aggressive. Some studies have reported many examples of an inaccurate throughput estimation while a video client competed against another video client, or against other TCP flows [2] . In other studies, it was observed that competing streams were unstable and unfair among each other what led to significant video quality variation over time [3] . Therefore, some research works, e.g., [4] [5] [6] , propose an algorithm based on measurement of buffer occupancy, while the others try to improve the algorithm by predicting the future throughput [7] [8] [9] . In our work, we try to estimate a characteristic and create a model of the network traffic received by a video player. For this purpose, we compute traffic intensity distribution, its autocorrelation and test it for long range dependence (LRD). Then, we try to fit ARIMA, fractional ARIMA (FARIMA) ((F)ARIMA) processes and artificial neural networks (ANNs) based on multilayer perceptrons (MLP) and modified auto-encoder (RDF) to the obtained statistical characteristics of the network traffic using time intervals of 5 s. Finally, we show that the streaming algorithms, based on the approaches implemented in the Microsoft Smooth Streaming (MSS) video player [10] and in the works [11, 12] obtain better performance using the estimations provided by the models than relying only on averaging of past network measurements.
Related works
There are lots of works dedicated to a prediction of general internet traffic, which is composed of many aggregated flows originating from a different kind of applications: multimedia, video and music streaming, web browsing, file downloading or peer-to-peer networking. The current review of the prediction methods and comparison of some of them can be found in [13] .
In the case of multimedia applications, the problem lays not in a prediction of intensity of the aggregated traffic but in a prediction of a single traffic flow. Thus, the models of the aggregated Internet traffic are not always directly applicable to describe the intensity of a single flow, especially if it is transmitted through an unstable mobile environment. Consequently, the number of works in this field is more limited and developers employ many elaborate techniques to obtain reliable throughput assessments, for example, [14] introduces a stochastic forecast framework to predict future capacity of a cellular link based on historical statistics; in [15] , the authors build a regression tree or use the Gaussian random walk to model the traffic [16] .
Most of the contemporary video adaptive algorithms use a simple prediction technique and estimate future throughput as an average of a number of past measurements [11, 17, 18] . In the more advanced approach, video players try to optimise video play-out by employing a range spectrum of methods from different domains. Nevertheless, there are not many works where adaptation algorithms explicitly apply prediction of network throughput. Some authors observe that prediction alone is not sufficient and can, in fact, lead to degraded QoE, although, they claim that when combined with rate stabilization functions (e.g., buffer control of a video player), prediction outperforms existing algorithms which do not employ predictive methods [7] . Therefore, quite often, developers propose hybrid solutions, where the throughput prediction is only part of them. In [19] , the authors propose to deploy in-network quality optimization agents, which should monitor the available throughput using sampling-based measurement techniques and optimize the quality of each client, based on throughput prediction. For the prediction, the authors employed an autoregressive model, a support vector regression and ANNs. In [20] , the authors study the effect of prediction errors on the performance of three adaptation approaches, buffer based, rate based, and model predictive control. As a predictor, the authors use a harmonic mean of past throughput measurements.
Authors of other works use prediction to estimate the performance of a streaming system in a near future. In [21] , the authors try to predict a re-buffering probability of a video player using an empirical cumulative distribution of throughput traces from an off-line database. The authors of [9] use smoothing techniques and an ARIMA process to develop an adaptation algorithm which, for each adaptation decision, maximizes a QoE-based utility function depending on the probability of playback interruptions, average video quality, and the amount of video quality fluctuations.
ANNs have been widely applied to forecasting of time series including also different types of network traffic. Internet traffic prediction based on MLP network can be found, among others, in [22] [23] [24] . Generally, there are no conclusive guidelines regarding the process of network traffic prediction with ANNs. Some authors state that the performance of traffic prediction model can be improved by multiplying the number of layers instead of increasing the number of neurons [25] , while other research reveals that more complex algorithms are not necessarily better, and there exists a specific range of operating parameters where predictions are generally more accurate [26] . Nevertheless, so-called deep ANNs have become a popular tool employed in machine intelligence. Different from the structure of traditional ANN with a single hidden layer, deep ANNs have multiple hidden layers what should increase their learning capabilities, among others, in the field of time series forecasting. Some types of deep ANNs are constructed by stacking multiple building blocks, such as auto-encoders [27] . The effectiveness of these auto-encoder ANNs have been demonstrated in temperature prediction [28] , weather forecasting [29] , prediction of traffic flows [30] or prediction of power consumption in a data centre [31] . The comparison presented in [13] shows that FARIMA processes and ANNs have similar approximation errors. However, the best results are achieved for hybrid solutions which employ both FARIMA and ANNs simultaneously [13, 32, 33] .
Sometimes, the network physical layer is used to support prediction, as it may give more accurate information about the status of a network environment. For example prediction made in [8, 34] use information about wireless channel quality indicator (CQI). Furthermore, in [8] , the authors found also that the time series which models capacity of a mobile link has LRD characteristics and they propose a model which estimates how long given network capacity is likely to remain consistent. The information about the status of a network physical layer is not always possible to obtain what can be a drawback of the above solutions.
In [35] , we proposed to employ (F)ARIMA processes and ANNs to enhance performance of adaptive video services. However, the experiment were done on aggregated network traffic produced in an emulated environment. In our current work, we operated on network traces gathered from a real mobile network. Furthermore, for the prediction of network traces, among others, we employ modified recursive autoencoder which is a multilayer (deep) ANN.
In contrast to all the mentioned works but [8] and [35] , we treat the capacity measurement as a long range-dependent process. Hence, for the capacity modelling, we use, among others, a fractal autoregressive model (FARIMA). Contrary to [8] , which also consider a network capacity to be LRD, our approach does not require any modifications to the network infrastructure or the TCP stack, as we solely rely on network measurements performed on the application level.
Theoretical background

Video streaming model
A video stream can be modelled as a set of consecutive data chunks {c i } where i ∈ {1, 2, … N} . Every chunk contains L seconds of video encoded with different bit rates. Hence, the total length of the video stream is N × L seconds. The video player can choose to download the video segment c i with the bit rate q i ∈ {Q min , … , Q max } [bit/s], where Q min and Q max are the bounds of the set of all available bit-rate levels. The amount of data in segment c i is then L × q i . The higher the bit rate is selected by a video player, the higher is also video quality perceived by a user, what can be formalised using an increasing function f q (⋅) ∶ R → R which maps the selected bit rate q i to the video quality f q (q i ) perceived by a user.
The video segments are downloaded into a player buffer, where they wait for the play-out. At the time t i , a video player starts to download the video chunk c i . where While the video segments are being downloaded and played, the amount of data in the player's buffer changes. After the segment c i is downloaded, the amount of data increases by L seconds. Meanwhile, the buffer occupancy decreases as the user watches the video. Hence, the evolution of the buffer is described as: 
Adaptation strategies
When at the time t i+1 , a video player selects the bit rate q i+1 , it has only knowledge of the past throughput {r t , t ≤ t i } , while the future one {r t , t > t i } is not known. However, the video player may try to use a throughput predictor defined as {r t , t > t i } . Furthermore, an inspection of the buffer level may also provide supportive information to the player. Thus, taking into account future throughput estimation and occupancy of the buffer, the player selects the quality of the next segment c i+1 :
The decision on selection of the video bit rate is based on three exemplary approaches. The first approach employs code of the simplified version of the algorithm implemented in the Microsoft Smooth Streaming (MSS) video player and is extensively described in [10] . The second approach, referred in the literature as Festive, is based on the implementation described in [11] . The third solution is described in [12] and we will refer to it as Tian2016.
In the first algorithm, the bit rate of the video chunk is selected as follows
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The notation q
denotes an increase or a decrease of the video bit-rate q i by one level respectively. The basic idea of the buffer-based part of the algorithm is to select a video bit rate based on the amount of data that is available in the buffer of a player. Thus, when the buffer reaches B max , the system is allowed to increase the bit rate (3a). Similarly, when the buffer is being drained, the selected quality is reduced if the buffer shrinks below the threshold B min (3b). When the buffer level is between the thresholds B min and B max , the quality level is selected on the base of throughput estimation r i . If the estimated throughput r i is smaller than the current video bit rate q i , the quality of video is decreased (3c). When the estimated throughput is higher than the current bit rate, but not sufficiently, the bit rate is not changed (3d). If the estimated bit rate is sufficiently higher than the current bit rate, the video quality is increased (3e). Whether the network capacity is sufficiently higher or not, it depends on the parameter d which marks a region of network throughput for which there is no need to switch the quality to a higher level. As a result, the parameter plays a stabilising role and prevents switching the quality levels too frequently, which could have a negative impact on the overall video quality perceived by users. The constants Q min and Q max define a range of available quality levels. The idea of the above described algorithm is illustrated in Fig. 2 , and we implemented it in the open-source software presented in [36] .
The second approach, Festive, similarly to the mentioned MSS approach, takes into account network capacity estimates on which future bit-rate update decisions can be made. The algorithm also uses a gradual switching strategy; i.e., each switch is only to the next higher or lower level. Unlike MSS, Festive uses randomised scheduling and takes into account also fairness among video players.
The third approach, Tian2016, tries to avoid video rate fluctuations triggered by short-term TCP throughput variations and estimation errors. Furthermore, it increases video rate smoothly when the available network bandwidth is consistently higher than the current rate and quickly decrease video rate upon the congestion level shift-ups to avoid video playback freezes. The solution is based on the proportional-integral-derivative (PID) controller which is a control loop feedback mechanism. The authors claim that the proposed approach is highly responsive to congestion level shifts and can maintain stable video rate in the face of short-term bandwidth variations which occur in mobile networks.
The presented adaptive strategies are examples of many potential strategies and we use it solely for an evaluation purpose.
Different systems use different segment lengths L which usually range from 2 to 10 s; for example, the MSS algorithm uses 2-5 s [10] . The duration of the segments have been discussed briefly in [37] . In our work, we set the duration of the video segment to 5 s. Also following [10] , we set the total buffer size B full of the player to 35 s, and the thresholds B min and B max to 40 and 80% of the total buffer size, respectively. The rest of the parameters of Festive were set as in [11] . For the Tian2016 approach, the parameters were obtained from [12] from sections V and VI-D.
Quality measures
As mentioned in Sect. 3.2, a video player selects the chunk quality taking into account such parameters of the system as available network capacity or a level of buffer occupancy. Nonetheless, the decision which quality of the video chunk to choose involves a few potentially conflicting issues. Firstly, a user expects that a video player will provide the highest possible quality within the constraint of network capacity. Secondly, the player should keep the playback as smooth as possible by avoiding frequent bit-rate switches. Thirdly, the video player should prevent its buffer starvation in order to avoid freezing video on a user's screen. Thus, for a performance evaluation, we employed three measures which take into account the above guidelines. The measures were also applied, among others, in [18] .
This first measure describes how effectively the algorithm utilises available network capacity by computing the value of the following formula:
Equation (4) computes the relation between the bit-rate level q i of the chunk c i being downloaded to the theoretical bit-rate level q i which is possible to achieve for the chunk c i in given network conditions. For example, for q i ∈ {300, 600, 1200} kbit/s, when the network capacity is 500 kbit/s, then q i = 300 kbit/s. If the capacity increases to 700 kbit/s, the theoretical bit-rate level also increases to q i = 600 . The minimum value of the formula is Q min ∕Q max if the player downloads the video segments encoded in Q min bit rate while the network allows to download the video segments encoded in Q max . Analogically, the value of the formula can reach Q max ∕Q min if the player downloads the video segments encoded in Q max bit rate while the network allows to download the video segments encoded in Q min . The periods during which r i < Q min result in q i = 0 and, therefore, are excluded from the summation in (4). The adaptation algorithm may try to maximise the value of (4) by adjusting the play-out quality to given network conditions as frequently as it is possible. Such behaviour will result in rapid oscillations of video quality, what will be negatively perceived by users [38, 39] . For this reason, we introduce the second measure which sums the bit-rate switches:
The last measure takes into account total stalling time experienced by a user. After every chunk c i is downloaded, the measure counts possible buffer under-runs taking into account the buffer level b i and the amount of data that should be pulled from the buffer t i − t i−1 , see also (2) . Thus, we have:
Hence, (6) registers every event when the video player, after downloading the chunk c i , wants to pull from the buffer more that it is possible.
Prediction of network throughput
The prediction problem
In the common approach to the problem of network throughput prediction (and other time series in general), we have the measurements of previous throughput {r t , r t−1 , … , r t−n } and we wish to predict the value of r t+m , m > 0 . For this purpose, we apply the predictor r t+m which is based on the observations of the past throughput measurements and may be written as
The problem is to choose so that r t+m is, in some sense, "closest" to r t+m .
Typically, the video adaptive algorithm uses prediction of network throughput for the nearest future r i+1 . The prediction is usually an average of past throughput measurements [18] :
This estimator (8) is applied in the base version of adaptive play-out algorithms [1] . In our work, we try to improve the prediction employing (F)ARIMA processes and ANNs.
We adopted the relative error function from [40] p. 14 and defined the relative prediction error (RPE) for assessing goodness of different parameters of the model. The RPE represents a squared difference between the predictions r t+m and the observed values r t+m normalized by the observed value r t+m . The normalisation allows us to assess prediction made for different throughput levels. Mathematically, it can be described as
The lower is the RPE value, the better the model describes empirical data.
Long-memory characteristics of network traffic
Modeling of video traffic has been extensively studied in the literature. Many measurement experiments have demonstrated that the video traffic in modern communication networks exhibits LRD and self-similarity [41] . As it was already mentioned, the newest research confirms that also the time series which models LTE downlink capacity has long range dependence [8] .
There are several way of characterising long-memory processes. A widespread definition is in terms of the autocorrelation function (k) [42] page 42. We define a process as long-memory if for k → ∞ where 0 < < 1 and L(k) is a slowly varying function at infinity. The degree of long-memory is given by the exponent ; the smaller , the longer the memory. By contrast, one speaks of short range-dependent process if the autocorrelation function decreases at a geometric rate and > 1 , while = 1 indicates a completely uncorrelated series [42] page 52.
Long memory is also discussed in terms of the Hurst exponent H, which is simply related to from (10) . For a stochastic process, H = 1 − ∕2 or = 2 − 2H . When H ∈ (0.5, 1] , the process is positively correlated which
implies that it is persistent and is characterised by longmemory effects on all time scales, i.e., the realisation of the process has been up or down in the last period then the chances are that it will continue to be up or down, respectively, in the next period. On the other hand, when H ∈ [0, 0.5) , we have anti-persistence which means that whenever the realisation of the process has been up in the last period, it is more likely that it will be down in the next period. when H = 1∕2 , and the autocorrelation function decays faster than k −1 , then the process has no long-time memory [42] page 52.
While the Hurst parameter is perfectly well-defined mathematically, it may be a difficult property to measure in real life. Tests for the LRD usually require a considerable amount of data because the measurement should be done at tails of the data distribution, where not so many data are available. Furthermore, different methods of the Hurst parameter estimation often give inconclusive or even contradictory results. The assessment results may be biased by trends, periodicity and corruptions in the data. Therefore, some authors suggested applying a "portfolio" of estimators instead of relying on a single estimator, which could give a misleading assessment caused by properties of the process under investigation [43] . Thus, in this paper, we employ three widespread, wellknown techniques, which have been used for some time, to estimate the Hurst exponent: R/S, Aggregated Variance (AV) and Differenced Aggregated Variance (DAV). All the chosen techniques have a freely available code and are implemented, among others, in Rmetrics software [44] , which is a part of the Cran R environment [45] .
ARIMA and FARIMA processes
ARIMA processes are considered as a classical and universal modelling tools. They can capture the linear and short range dependencies occurring in time series, but when used for general Internet traffic which exhibits LRD, the ARIMA processes have rather poor performance. Nevertheless, due to their versatility and relative easiness of use, they are extensively applied for modelling and forecasting of network traffic, e.g., [13, 46] . In order to capture LRD of network traffic and obtain better accuracy of a model, some research use FARIMA processes [47, 48] . However, the FARIMA processes are computationally more complex and require more elaborate algorithms for estimation of their parameters.
To define ARIMA and FARIMA processes, we will use the neutral variable x t , which in general may be considered as an element of time series, and in a particular case, it may represent, for example, network throughput measurements. The time series {x t } is an autoregressive (AR) process of order p, if where {w t } is white noise and the i are the model parameters.
Applying the backward shift operator (11) can be expressed as a polynomial of the order p A moving average (MA) process of order q is a linear combination of the current white noise term and the q most recent past white noise terms, which is defined by When AR (13) and MA (14) terms are added together in a single expression, we obtain a time series {x t } which follows an autoregressive moving average (ARMA) process of order (p, q), denoted as ARMA(p, q) which has the form Using the backward shift operator (12), the ARMA(p, q) process may be presented as where p and q are polynomials of orders p and q, respectively.
A series {x t } is integrated of order d, if the dth difference of {x t } is white noise {w t } , i.e.
A time series {x t } follows an ARIMA(p, d, q) process if the dth differences of the {x t } series are an ARMA(p, q) process (15) and may be expressed as A fractionally differenced ARIMA process {x t } is denotes as FARIMA(p,d,q), and has the form of (17) for some − 1 2
. For the fractionally differenced process, the backward shift operator is defined using the following binomial series expansion To adapt the above defined ARIMA and FARIMA processes to the problem of throughput prediction, we assume that
Artificial neural networks
ANNs have been employed in many disciplines with successes, among them in time series prediction. Similarly to the ARIMA and FARIMA processes, for prediction of time series an ANN uses a sliding window containing n most recent observations, see (7) . Nevertheless, unlike linear ARIMA and FARIMA, ANNs can handle also non-linear dependencies of time series [49, 50] . Thus, ANNs have been also widely used for network traffic modelling and prediction [51, 52] . From a number of different architectures for ANNs, for our purposes, we employ multilayer perceptrons (MLP) network with a single hidden layer and modified auto-encoder network (RDF).
In the case of the MLP network, we apply commonly used logistic function
The output of the MLP network is given as where n is the number of inputs and h is the number of neurons in the hidden layer. The variables {w
} denote the weights of the connections between the input and the hidden layer, and the hidden layer and the output layer respectively. The variables {b
2 } denote the bias terms added to the hidden and output layers respectively as presented in Fig. 3 . Similarly to (F)ARIMA processes, the MLP should minimize the RPE defined in (9) . For this purpose, the neural network is said to be trained in order to iteratively decrease the RPE. For this purpose, from the variety of available approaches, we chose the popular back-propagation algorithm [53] .
The second type of a network applied in the experiments is a recursive auto-encoder (RAE) with an additional correction
layer (RDF). An RDF network was introduced in [31] and is based on auto-encoder ANNs (AE). The AE aims at learning representation (encoding) for a set of data, typically for the purpose of dimensionality reduction. In its basic implementation, the AE consists of two layers. The input layer usually has more nodes than the output layer and is used to encode the input data into shorter length codes, as shown in Fig. 4 . The output layer is denoted as the code layer. Every node from the input layer is connected to every node in the output layer forming full mesh topology. The encoding is achieved by the activation function g, the connection weights W and bias b of the connections between the two layers. The code is calculated by Y t = g(WX t + b) where X t is input data. The weights W ′ and bias b ′ are used to decode X ′ into its original form by
, which is the reconstruction of the original data. Thus, the reconstruction error is computed as which through the AE training should be minimized.
Recursive AE (RAE) proposed in [54] is an extension of the AE. Denoting as X t all input data {x t−1 , x t−2 , … , x t−n } at time slot t, the output data is obtained recursively in the following way: firstly, X t−m and X t−m+1 are encoded into the layer E m , then the layer E m−1 and X t−m+2 are encoded into the layer E m−1 , then the layer E m−2 and X t−m+3 are encoded into the layer E m−2 etc. Finally, the layer E 1 is used to predict x t . Figure 5 illustrates an example RAE with m parameter set to 3.
According to [31] , adding another correction layer can reduce the variance of the RAE output, thus providing more stable prediction results. Thus, to correct the output of the RAE, we have an additional layer (z-NN) which is an AE with input and output layers of dimension equal to m. z-NN takes the data X t−m and differential data X t−m − X t−m+1 , X t−m+1 − X t−m+2 ,..., X t−1 − X t as the input data and computes z[0] t , z [1] t , and z [2] t which are considered the control parameters of the correction layer, see Fig. 6 . The adjustment of prediction results of the RAE is supported by the z-NN as the output of RAE is modified and takes form The training of z-NN aims at minimization of the prediction error of the whole RDF network by adjusting the weight parameters of z-NN. To train the RAE network, the optimization objective is to minimize both the reconstruction error (19) of the RAE and the RPE (9) . After this process, the output x t of the trained RAE is used as a parameter of the training process of z-NN. The details of this process can be found in [31] in Algorithm 1.
Experiments and their results
Traffic characteristics
The network capacity traces were obtained from the measurements conducted in a mobile wireless HSPA network. Because users of streamed video are more interested in download capabilities, we registered only downloaded data. For this purpose, we implemented software which registered time and amount of downloaded UDP packets. The sender was a workstation in a close proximity of an Internet exchange point. The workstation was connected to the exchange point with a very stable wired connection with round-trip time of about 3 ms in average and a standard deviation of the round-trip time less than 1 ms. As the receiver, we used a laptop with a wireless connection. The receiver was moving with a different speed and was downloading data in several various places. In the experiments, we sent packets from the workstation at a fixed rate to the laptop which logged their reception. As the transmitted packets had sequence numbers, the laptop was able to compute transmission time of the packets and detect possible loss of the transferred data. When the sender transmission rate exceeded the available capacity of the mobile network, the receiver registered a reduced reception rate. In the experiments, the capacity fluctuation between the sender and the receiver were above all caused by the mobile network; thus, we were able to obtain network traces which quite reasonably approximated the wireless link capacity.
To examine the download capability of the mobile network at time Δt i , the workstation sent UDP packets at a rate 20% higher than the throughput of the mobile network link registered at time Δt i−1 , where Δt i − Δt i−1 = 1 s . After several such tests, we were able to assess that the average network capacity was between 2.8 and 3.7 Mbit/s depending on the receiver location. We gathered five traces, each of them has a duration between 34 and 48 min and their total duration was 202 min. The traces are geographically continuous, i.e., we started to register a new trace in the same location where we ended to register a previous trace. The summary of the traces was presented in Table 1 .
The average amount of traffic registered within a certain time period is represented in our work as the network average throughput r i (1) . As stated in Sect. 3.1, the length of Recursive auto-encoder with a correction layer z-NN a video segment is L, and if we assume that the algorithm downloads video segments at the rate q i ≈q i , the algorithm will measure the network throughput roughly every L seconds. Hence, A visual assessment of the longest registered T2 trace indicates that the pattern of the traffic defined in (1) and presented in Fig. 7 has rather an irregular structure regardless of the aggregation scale. At the macro-scale, the traffic remains in a broad range; and there are clearly visible cycles which repeat themselves about every 500 s, as shown in Fig. 7a . At the medium scale, Fig. 7b , the traffic shows an increasing trend which lasts about 1 min and ends with small oscillations. The range of the traffic is quite broad and takes values from nearly zero to more than 4 Mbit/s. The traffic exhibits lots of variability even on the micro-scale, as presented in Fig. 7c .
The empirical investigation of LRD processes must take into account possible non-stationarity in short-time scales, as presented in Fig. 7 . During the statistical analysis, it is, therefore, important to try to eliminate or at least minimize
such linear dependencies, since it can bias the Hurst parameter. To eliminate the linear dependencies, the autocorrelation and the estimation of the Hurst parameter were obtained for the de-trended throughput R i (1) computed as where ΔT in (1) was set to 1 s.
The significant correlation between the subsequent detrended intensity values R i of the exemplary T2 trace in the first 10 s is mostly positive, see Fig. 8a (the first element of the autocorrelation, which is always equal to one, was removed). The positive correlation indicates the persistent nature of the examined traffic traces, what in a consequence means that an increasing trend in the past is likely to be maintained in the future.
The distribution of the traffic intensity r i of the exemplary traffic trace is negatively skewed-the right tail of the distribution, presented in Fig. 8b , drops abruptly, what is the result of the capacity caps imposed by network infrastructure, while the left tail decays hyperbolically, breaking its slide for the parameters slightly above zero.
As presented in Fig. 8c , the Hurst parameter for the all gathered traces oscillates between 0.55 and 0.70, what confirms the persistent nature of the traffic revealed previously by the visual inspections and the autocorrelation analysis.
Traffic predictions with ARIMA and FARIMA processes
We applied the Box-Jenkins procedure in order to adjust the ARIMA and FARIMA processes to the obtained traffic traces. The details of the procedure is provided in the literature, for example in [55] in section 2.3. The adjustment procedure consists of several steps: an estimation of the model order, an estimation of the model coefficients, a diagnostic check of the obtained model and its prediction accuracy. From every of five examined traces we extracted three 15 min length sub-traces which might overlap. The models were trained on the first half of each sub-trace and tested against the RPE (9) on the second half of the sub-trace.
To determine the order of the models, we employed Akaike's Information Criterion (AIC), presented, among others, in [56] in section 8.6, and defined as where L is the maximum value of the likelihood function for the model and k is the number of estimated parameters in the model. Rather than checking all their possible combinations of parameters p and q, the algorithm uses a gradient descent to minimize (22) . To avoid overfitting of the models, we set a limit on the number of parameters p, q ≤ 3 . From the set of candidate models, we selected one ARIMA (A2) and two FARIMA (F1 and F2) models, as presented in Table 2 . The ARIMA(A1), plays a role of a reference model being an implementation of the simple throughput predictor specified in (8) and employed, among others, in [18] .
For the estimation of ARIMA parameters, we used the routines implemented in the arima library, which is a part of the standard CRAN R distribution [45] . While estimating the FARIMA parameters, we had to apply additional calculation, as the arima routines operate only on integer values of the differencing parameter d. Firstly, using the relationship between the differencing parameter d and the long-memory parameter from (10), we estimated the value of d, which according to [57] 
From the analysis presented in Fig. 8 , the median of Hurst parameter is about 0.65 what implies that the differencing parameter d = 0.15 . After the estimation of the above parameter, the time series was fractionally differenced. The calculation was based on the binomial expansion of (1 − B) d , given by (18) , can be presented as and curtailed at some suitably large lag L, which we set to 40 following [57] 
To the fractionally differenced time series {y t } , we applied the arima library in order to get estimates of the model order and the values of the p and q parameters. The estimated exemplary parameters for the models are presented in Table 2 .
Traffic prediction with neural networks
The important factor of an ANN are the number of input variables, the number of hidden layers and number of nodes for each layer. In Sect. 4.4 we have already defined the basic architecture of the MLP and RDF networks. The former consist of three layers, which include one hidden layer; the latter has five layers, which include three hidden layers. Additionally, there is the correction layer. In the rest of this section we focus on the number of input and hidden nodes.
To estimate the number of input neurons, it is assumed that the analysed data is produced by an unknown M-dimensional dynamic system. However, the embedding theorem [58] allows us to identify a simpler N, N < M dimensional system which is considered as an equivalent to the original system. Furthermore, the data are obtained from the past values {y t } with a sampling rate , ∈ . Hence, taking into account (7), we have where n denotes the length of an input vector X t of an ANN. The equivalent system dimension N can be estimated using a classical method called False Nearest Neighbors (FNN) [59] . The main idea behind this method is an analysis how the number of neighbours of a point along a signal trajectory changes with an increasing embedding dimension. If the embedding dimension is too low, many of the neighbors will be false. However, if the embedding dimension is appropriate, the neighbours become real. Therefore, by examining how the number of neighbours change as a function of dimension, the algorithms determine the correct embedding dimension. In the case of the MLP, the number of nodes in the input layer is equal to the length of the input vector X t . In the case of the RDF, as we set m = 3 and every auto-encoder have three input neurons (following [54] ), the total number of input neurons is 12, see Fig. 5 . Taking into account the z-NN, which has three input and three output layers, the total number of input neurons increases to 15. Also the number of neurons in the hidden layer is increased by three in order to capture the output of z-NN.
The sampling rate was estimated by Mutual Information (MI) method [60] . This procedure, which can be an equivalent of the correlation function but in a non-linear environment, uses the MI function. The first local minimum of this function is selected as the sampling rate . Table 3 presents the summary of the most important networks attributes. The sampling rate = 1 denotes that the network throughput will be probed accordingly to (20) every 5 s. We performed the computations in CRAN R environment employing nnet package [61] .
Models validation
To check if the prediction errors are normally distributed with mean zero, we plotted a histogram of the forecast errors for each examined model, with an overlaid normal curve that has a mean zero and the same standard deviation as the distribution of prediction errors, see Fig. 9 . The plot shows that the distribution is roughly centred on zero, and is more or less normally distributed. Although, in the case of the A2 and F2 models, the tails of the distribution are little heavier compared to the normal curve. However, this aberration is relatively small, and we can assume that the prediction errors are normally distributed with mean zero. We may also observe that variability of the prediction made by F2, MLP and RDF models is smaller compared to the simpler ARIMA processes.
Except the above visual assessment, the distribution of the one-step prediction errors was verified using the Kolmogorov-Smirnov (KS) test. The KS test is a nonparametric statistics that can be used to compare a sample F n (x) with a reference probability distribution F(x). In our case, the KS statistic quantifies a distance between the cumulative distribution of the one-step prediction errors and the normal distribution. Our null hypothesis is that the one-step prediction errors have the normal distribution.
The KS statistic for a given cumulative distribution function F(x) is where sup x is the supremum of the set of distances. The null hypothesis is rejected at level if (24) and associated p values presented in Table 4 , the null hypothesis cannot be rejected.
To represent the uncertainty of the throughput estimate, for our predictor r i (7), we applied confidence bands which cover with 80% probability the one-step prediction. In mathematical terms, a point-wise confidence band w i with coverage probability of 80%, satisfies the following condition separately for each throughput measurement r i : Figure 10 shows the confidence bands for one-step ahead prediction of a fragment of the capacity trace showed in Fig. 7 . From the analysis presented in Fig. 10a , we may observe that in the most cases the values of the predictor based on averaging of the throughput past values is outside the prediction bands provided by the A2 model. The prediction bands for the F1 models, presented in Fig. 10b , and the F2 model, presented in Fig. 10c , are usually more compact compared to the prediction bands of the A2 model. However, there are events, where the FARIMA processes provide less accurate estimations, for example at about 1400th s for the F1 modes, and at about 1270th s for the F2 model. Nevertheless, in most cases, the FARIMA processes may be expected to have a better accuracy compared with the ARIMA and with the simple predictor (8) based on averaging of past measurement. The model based on the MLP delivers quite a good match except for a slip near the end of the presented bandwidth trace as shown in Fig. 10d . The RDF-based prediction handles better abrupt changes; nevertheless, sometimes it loses its accuracy when the bandwidth is relatively stable.
The RPE for the obtained models for the exemplary T3 trace is presented in Fig. 11 . Regarding the (F)ARIMA processes, the best fits were obtained for the FARIMA(F2) the FARIMA(F1) based models with the RPE little higher than 0.25. The ARIMA(A2) gained RPE at about 0.33, while the highest RPE had the ARIMA(A1) model at about 0.36. The MLP-based model achieved results similar to F2 model; however, its variance is slightly lower, what may be a result of the mentioned in Sect. 4.4 back-propagation algorithm.
The lowest RPE was generated by the RDF model. The results should not be surprising: the best scores acquired the most elaborate models, the poorest score belongs to the simplest solutions.
Performance of the play-out algorithms
We conduct the performance study using a trace-driven emulation. The emulation approach allows us to methodologically explore the behaviour of the examined system with different prediction models using the same capacity traces what would be a challenging task if we conducted such experiments only on a real network. Simultaneously, as the emulation is performed in a laboratory environment, we are able to preserve much of the network realism because we conduct experiments using real hardware and software, what preserves a high level of accuracy for the obtained results. The captured traffic trace, which was examined in Sect. 5.1, was used as a template for the capacity shaper implemented in the netem module, see Fig. 12 . In addition to the capacity throttling, the netem module also adds a uniformly distributed delay from interval [5 ms, 145 ms] and uniformly distributed packet loss from interval [0.05%, 0.15%] to emulate the instability of the connections which was measured during the gathering of the capacity traces. Thus, having identical capacity traces, we were able to perform a quite fair and realistic comparison of the different prediction models. Figure 13 shows a fragment of the throughput trace of a file transmitted through our laboratory set-up with the capacity caps imposed by the capacity shaper. The whole file had 40 MB and was transmitted using HTTP. TCP using the network congestion-avoidance mechanism restricts the achievable network throughput according with the registered earlier capacity trace.
At the web server, presented in Fig. 12 , we placed six video files, acquired from [63] and encoded in 300, 600, 1200, 2500 and 4400 kbit/s. These video files were streamed to the VLC media player with the embedded DASH plug-in [36] . Both the player and the plug-in have an open-source code, thus, it is possible to manipulate or completely change the adaptation logic without affecting the other components. As a consequence, the plug-in enables the integration of a variety of adaptation logics making it attractive for performance comparison of different adaptive streaming algorithms and their parameters. As it was mentioned in Sect. 3.2, we replaced the default logic implemented in the plug-in with the implementation of the simplified version of MSS algorithm defined in (3a)-(3e), and two algorithms described in the literature: FESTIVE and Tian2016. The default throughput predictors in the mentioned algorithms were replaced by the predictors based on the models presented in Table 2 . Additionally, we compared the performance of the prediction models with the perfect predictor r i+1 = r i+1 , which was denoted as P.
As it could be expected from the analyses presented in Figs. 9, 10 and 11, the traffic models are able to improve the quality of video streaming of the approach based on MSS algorithm. In the case of the efficiency assessment defined in (4), the A1 model, which estimates future throughput as a simple moving average, achieves the worst score, as presented in Fig. 14a . The difference between the average results obtained by base A1 model and A2 model are of several percents. Nonetheless, the FARIMA-based model achieve much better average results, as the quality of video play-out is about 20% higher for the F1 and F2 models compared to the A1 model. The variability of the results is a little higher for the FARIMA-based models, thus, sometimes there are sporadic situations, where the estimations delivered by the models are inaccurate and worsens the play-out quality. This may happen when, during the play-out, models accuracy gradually deteriorates and their parameters need more frequent recalibration, for example, every minute instead of every seven and half minutes. Compared to the other models, the perfect predictor P significantly increases the efficiency.
The result obtained by the ANNs model based on the MLP is comparable with the FARIMA-based models, while the model based on RDF is slightly better than the other models. The influence of the predictive models on the video stability, which was defined in (5) is roughly similar, see Fig. 14b . Only a player employing A1 model may experience about 15% more bit-rate switches compared to the other models. Finally, as presented in Fig. 14c , the buffering time measured by (6) is roughly on the same level for all four models and the differences among the models do not exceed 10%. The perfect predictor P does not influence the stability and the buffering time.
Similarly to the approach based on MSS algorithm, also in the case of FESTIVE, the more complex models increase the play-out efficiency and do not significantly influence stability or buffering time, see Fig. 15 . The average efficiency of FESTIVE is lower compared to the approach based on MSS algorithm. Furthermore, FESTIVE approach has higher buffering times. However, the lower efficiency and higher buffering times are compensated by better stability of the play-out. In the case of Tian2016 approach, the more advanced predictive model are able to increase the efficiency of the play-out; however, the improvement is less significant compared to MSS or FESTIVE algorithms, see Fig. 16 . Again, the better efficiency does not have negative impacts in the terms of the play-out stability or buffering times.
We can conclude that the more complex models F1, F2 and ANNs are able to increase the efficiency of video playout and simultaneously this improvement does not come at the cost of a decreased stability or robustness. In the case of older and simpler play-out algorithms like MSS, the improvement is more significant compared to the newer and more complex approaches like Tian2016. Comparing the results with the perfect predictor, we can see that there is still room for improvement in the prediction accuracy.
Conclusions
In this work, we proposed to improve performance of adaptive streaming algorithms employing for this purpose prediction of network throughput. Taking into account the results of the traffic characteristic analysis, the prediction is based on (F)ARIMA processes and ANNs. The ARIMA process is computationally simpler, nevertheless, the FARIMA process fits better the long range-dependent data. As we showed, the prediction based on both models types can improve performance of adaptive play-out algorithms. The ANN based on multilayer perceptrons networks obtains results which are comparable with the FARIMA process, while the modified auto-encoder, more advanced (deep) ANN, receives the best results from all the models. In the practice, it means that an end user should experience, on average, higher video quality without longer buffering times and without a higher number of bit-rate switches.
There may be doubts, how will the models behave when, e.g., the architecture of the system or the adaptation algorithm change. Of course, there will be need to recompute parameters of the models and update them in certain time intervals. Due to their universality, the models with great probability should handle also traffic generated by systems with different configuration.
There is also a further ground of improvement for the traffic models. Some authors report that the best results are usually obtained by hybrid techniques, for example combination of (F)ARIMA and different types of ANNs [13, 46] . Thus, these more elaborate approaches may give a better adjustment to network data and provide better input for adaptive algorithms.
Furthermore, our approach does not require any modifications of the network infrastructure or the TCP stack. As the bandwidth estimation procedure is usually clearly separated from other modules of a video player, our approach allows for an easy integration with many existing play-out algorithm. The complexity of play-out algorithms does not influence the integration process, nevertheless, the more advanced the play-out algorithm is, the less it gains from bandwidth prediction. The proposed technique can be used directly by developers of the video players which are free to employ their own adaptation strategies. Potentially, they may take into account prediction of network throughput to enhance video play-out. 
