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Abstract
Kernel density estimation is a data smoothing technique that depends heavily on the band-
width selection. The current literature has focused on optimal selectors for the univariate
case that are primarily data driven. Plug-in and cross validation selectors have recently
been extended to the general multivariate case.
This dissertation will introduce and develop new and novel techniques for data mining
with multivariate kernel density regression using information complexity and the genetic
algorithm as a heuristic optimizer to choose the optimal bandwidth and the best predictors
in kernel regression models. Simulated and real data will be used to cross validate the
optimal bandwidth selectors using information complexity. The genetic algorithm is used in
conjunction with information complexity to determine kernel density estimates for variable
selection from high dimension multivariate data sets.
Kernel regression is also hybridized with the implicit enumeration algorithm to deter-
mine the set of independent variables for the global optimal solution using information
criteria as the objective function. The results from the genetic algorithm are compared
to the optimal solution from the implicit enumeration algorithm and the known global
optimal solution from an explicit enumeration of all possible subset models.
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Chapter 1
Introduction
1.1 Brief Description of the Problem and Proposed Approach
This research focuses on the problem of estimating the optimal bandwidth selection for ker-
nel density estimation. Kernel density estimates are very sensitive to bandwidth selection,
so a large bandwidth will oversmooth the distribution and could mask the true underlying
distribution. An unnecessarily small bandwidth will undersmooth the distribution and
highlight the noise in the data more than the underlying distribution.
The current literature has many data driven methods for estimating the optimal band-
width selection for kernel density estimation. These data driven methods include plug-in
and cross validation techniques. However, the approach of this dissertation is to use Boz-
dogan’s information complexity (ICOMP) [Bozdogan, 1988, Bozdogan, 1990a, Bozdogan,
1990b, Bozdogan and Haughton, 1998, Bozdogan, 2000, Bozdogan, 2003] and Akaike’s in-
formation criteria (AIC) with a genetic algorithm (GA) to derive the optimal bandwidth
selection for high dimensional multivariate data as a data mining tool.
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1.2 Motivations
A univariate multiple linear regression model is of the form
y = Xβ + , (1.1)
where y is an (n × 1) observed response vector on each of n individuals, X is an (n × q)
matrix of full rank on q predictor variables, β is an unknown (q × 1) vector of regression
coefficients, and  is an (n × 1) vector of unobserved random errors. When the number of q
predictor variables is large, an efficient model selection algorithm must be used to identify
a subset of those predictor variables that form the best models for predicting the response
variable y. The best model should estimate the regression coefficients with small standard
errors with as few variables as necessary (parsimony).
A multivariate linear regression (MLR) model is of the form
Y = XB + E, (1.2)
where Y is an (n × p) observed matrix of p response variables on each of n individuals,
X is an (n × q) matrix of full rank on q predictor variables, B is an unknown (q × p)
matrix of regression coefficients, and E is an (n × p) matrix of unobserved random errors.
When the number of q predictor variables is large, an efficient model selection algorithm
must be used to identify a subset of those predictor variables that form the best models
for predicting the p response variables.
When q is small (e.g., q < 10), an obvious strategy to find the “best” model is us-
ing explicit numeration where all possible subset regression models are enumerated and
each model is evaluated according to a given criterion. The number of possible subset
regressions is 2q − 1 since each of the q predictor variables are either included or excluded
from the model. When q = 10, the number of subset models to enumerate explicitly is
only 210 − 1 = 1023. However, the number of subset models grows exponentially larger
as q increases. When q = 20, 1,048,575 subset models must be evaluated. When q = 30,
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1,073,741,823 subset models must be evaluated using explicit enumeration. Since many
modern multivariate data sets can have many more independent variables than 30, explic-
itly enumerating and evaluating the criterion for all possible models cannot be completed
in a reasonable time even on the fastest computers.
Classical model selection methods include hypothesis testing based on forward selection,
backward elimination or stepwise regression techniques. Forward selection begins with no
variables in the model and allows the variable with the largest F-statistic to enter the model
if its corresponding p-value is below a pre-determined significance level to enter. Once
selected, the variable stays in all subsequent models. Conversely, backward elimination
begins with all variables in the model and drops the variable with the smallest F-statistic
if its corresponding p-value exceeds the pre-determined significance level to stay. Stepwise
regression is a hybrid of forward selection and backward elimination. The technique begins
by adding the most significant variable to the model (determined by the p-value of its F-
statistic), and then tests which other variable can enter the model one at a time given the
previous variables in the model. However, in stepwise regression at each step all variables
are retested to determine if they remain significant in the presence of the other variables.
Therefore, a variable may be removed from subsequent models if its p-value exceeds the
significance level to stay.
There are several criticisms to using forward selection, backward elimination and step-
wise regression. Linhart and Zucchin [Linhart and Zucchin, 1986] state the pre-determined
significance level to enter and significance level to stay lack an adequate foundation since
the F-tests used to determine significance are based on the normal distribution with nor-
mally distributed errors. These assumptions usually do not hold in multivariate data sets
in the real world. In addition, determining the significance levels for adding or deleting a
variable from the model is subjective.
Another model selection method used is the branch and bound algorithm that guar-
antees to find the “best” model for a given criterion. In general, the branch and bound
algorithm searches a binary tree where each variable is either included or excluded from
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the model. If the criterion cannot be improved by adding a specific variable to the model,
then the algorithm pivots to another branch and does not consider models that include
that variable. Therefore, only a small percentage of models actually have to be evaluated
before the “best” model is determined.
Bao [Bao, et. al, 2005] proposed an implicit enumeration algorithm for model selection
using information criteria. The implicit enumeration algorithm is a branch and bound
algorithm that assumes a strict monotonic condition on the criterion adopted.
However, this research proposes to use the genetic algorithm (GA) with the kernel
regression approach for model selection. A genetic algorithm is a heuristic search technique
that finds optimal or near-optimal solution for general optimization problems. Genetic
algorithms are particularly useful when the objective function to be minimized does not
satisfy differentiability assumptions for standard calculus-based optimization techniques.
Genetic algorithms were introduced by John Holland [Holland, 1992] and are based on
the principles of evolutionary biology using natural selection. GA is independent from the
complexity of the problem structure and is not likely to be restricted to a local optimal
solution [Goldberg, 1989]. The GA searches much more of the feature space through
randomization during its crossover and mutation steps so that it is more likely to find
the global optimum. Furthermore, GA does not assume the monotonic selection criterion
condition as the implicit enumeration algorithm requires. GA is particularly useful for high
dimensional data mining applications.
For each model identified with the GA, the optimal bandwidth will be calculated using
ICOMP as proposed by Bozdogan [Bozdogan, 2004] and AIC. ICOMP uses an information
theoretic measure of overall model complexity based on Kullback-Leibler distance [Kull-
back, 1987] and the generalized covariance complexity of Van Emden [Van Emden, 1971].
The inverse Fisher information matrix (IFIM) of a model is used with ICOMP to exploit
the asymptotic optimality property of the maximum likelihood estimators (MLEs) and is
the most general form of ICOMP, denoted ICOMP(IFIM). ICOMP(IFIM) is then used to
calculate the optimal bandwidth for multivariate kernel density estimation.
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1.3 Contributions of this Dissertation
This dissertation contributes the following to the literature:
• Information complexity is used as the criterion to determine the optimal bandwidth
for multivariate kernel density estimation. The bandwidth is calculated for each
model identified by the genetic algorithm. The best model has the minimum ICOMP
using kernel regression smoothing within the genetic algorithm.
• The management science approach taken is the minimization of the non-linear infor-
mation complexity function to determine the global optimal model for high dimen-
sional multivariate data sets.
• The approach of using an implicit enumeration with the GA in the kernel regression
problem integrates management science optimization with statistical modeling.
1.4 Organization of this Dissertation
This dissertation contains eight chapters. Chapter 1 provides a brief description of the
problem and proposed approach of kernel density estimation using information complexity.
Chapter 2 defines information criteria and complexity as it will be used throughout this
dissertation and compares information criteria with heuristic methods and model diagnos-
tics for model selection. Chapter 3 introduces kernel density estimation and provides a
relevant literature review. Univariate, multivariate and variable bandwidth selectors cur-
rently in the literature are also reviewed. Chapter 4 discusses univariate kernel regression
using simulated and real data sets for subset selection under different models. Chapter 5
extends kernel regression to the multivariate case and presents results of multivariate kernel
regression for simulated data. Chapter 6 presents results of integrating multivariate kernel
density estimation with GA using a real data set. Chapter 7 presents results of integrating
the implicit enumeration with kernel regression from the same real data set. Chapter 8
summarizes conclusions from this dissertation and outlines areas for future work.
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Chapter 2
Information Criteria and
Complexity
2.1 Information Criteria
The concept of information criteria originated with Akaike [Akaike, 1973, Akaike, 1974,
Akaike, 1981] as an extension of the maximum likelihood principle. Information criteria is
a measure of goodness of fit of a model to the data. Data with greater uncertainty will
exhibit less information. Akaike’s information criteria (AIC) is defined by
AIC(k) = −2 logL(θˆk) + 2k, (2.1)
where L(θˆk) is the maximized log likelihood of the parameter vector θˆk and k is the number
of free parameters within the model. The first term −2 logL(θˆk) in Eqn. 2.1 is a measure
of lack of fit when the MLEs of the parameters of the model are used and 2k is a penalty
term for the number of free parameters in the model or lack of parsimony. Models with
smaller AIC are better since the information in these models is maximized.
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Bayesian extensions of information criteria have also been widely used. Schwarz [Schwarz,
1978] proposed a Bayesian model selection criterion assuming the data are generated from
an exponential family of distributions. Schwarz’s Criterion (SC) is defined as
SC(k) = −2 logL(θˆk) + k log n, (2.2)
where n is the sample size. SC has the same lack of fit term as AIC, but modifies the
lack of parsimony or penalty term. The AIC lack of parsimony term is simply 2k in the
model, whereas the SC lack of parsimony term in Eqn. 2.2 is k log n. In general, the
minimization of SC leads to lower dimensional models than those obtained by minimizing
AIC. SC adjusts the log likelihood by a penalty for model complexity. For sample sizes n
≥ 8, the values of SC are always larger than AIC. SC favors models with fewer parameters
than does AIC.
Another Bayesian extension of information criteria is Akaike’s [Akaike, 1978] Bayesian
Information Criterion (ABIC). For multiple linear regression ABIC is defined as
ABIC(Regression) = n log(2piσˆ2 ) + n+ k
[
log
(
y′Hy
k
)
− log
(
y′My
n
)]
+O(1), (2.3)
where σˆ2 is the MLE of the residual variance based on a k-parameter model, H =
X(X ′X)−1X ′ is the hat or projection matrix, M = I − H, and O(1) denotes “of or-
der 1” which can be dropped. Note that if both y
′Hy
k and
y′My
n converge in probability to
a constant, then ABIC will behave like SC in Eqn. 2.2 above.
None of these information criteria functions adjusts for biases or guards the researcher
to model misspecification in complex structures between variables in high dimensional data.
A new information complexity function is needed to account for the complex structures
and correlations among the variables.
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2.2 Informational Complexity
Bozdogan [Bozdogan, 1988,Bozdogan, 1990a] proposed an information theoretic measure of
overall model complexity based on the generalized covariance complexity index. Bozdogan’s
Information Complexity (ICOMP) was motivated by AIC, but extends it to adjust for
biases and complex structures in the data. The loss function for ICOMP takes the form of
a penalized likelihood function by
Loss = lack of fit+ lack of parsimony + profusion of complexity. (2.4)
Note that the loss function in Eqn. 2.4 has an additional term for profusion of com-
plexity that is not accounted for in the previous information criteria in Eqns 2.1, 2.2, and
2.3. ICOMP defines complexity as the degree of interdependence among the components
of the model. The complexity of a random vector is a measure of the interaction or the
dependency between its components.
Consider a continuous p-dimensional random vector x = [x1 , ..., xp ]′ that has joint
density function f(x) = f(x1 , ..., xp ) and marginal density functions fj(xj), j = 1, 2, ..., p.
Suppose that x has a p-variate Normal distribution with mean µ and covariance Σ, such
that
f(x) = (2pi)−p/2|Σ|−1/2 exp{−1
2
(x− µ)′Σ−1(x− µ)}, (2.5)
where µ = (µ1, ..., µp)′, |µj | <∞, j = 1, 2, ..., p and Σ is positive definite. By Kullback and
Leibler [Kullback, 1987], the Kullback-Leibler information I(x) is
I(x) =
p∑
j=1
[
1
2
log(2pi) +
1
2
log(σjj) +
1
2
]
− p
2
log(2pi)− 1
2
log |Σ| − p
2
, (2.6)
where σjj = σ2j is the j
th diagonal element of Σ and p is the dimension of Σ. I(x) in
Eqn. 2.6 reduces to the information complexity of a covariance matrix Σ, C0(Σ), defined
by Van Emden [Van Emden, 1971] as
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C0(Σ) =
1
2
p∑
j=1
log(σjj)− 12 log |Σ|. (2.7)
However, the function C0(Σ) is dependent on the coordinates of the original random
variables x1 , ..., xp associated with the variances σ2j , j = 1, 2, ..., p. Van Emden [Van Em-
den, 1971] showed that C0(Σ) is not an effective measure of the amount of complexity in
the covariance matrix Σ since C0(Σ) depends on the marginal and common distributions
of the random variables x1 , ..., xp .In addition, the first term of Eqn 2.7 would change
under orthonormal transformations. A general definition of the complexity of Σ should
be independent of the coordinates of the original x vector of random variables that are
associated with the variances σ2j for j = 1, 2, ..., p.
Therefore, the maximal covariance complexity is defined in order to improve on C0(Σ) in
Eqn. 2.7. Bozdogan [Bozdogan, 1990b] states the maximal information theoretic measure
of complexity of a covariance matrix Σ of a p-dimensional multivariate Normal distribution
is
C1(Σ) ≡ max
T
C0(Σ) =
p
2
log
[
tr(Σ)
p
]
− 1
2
log |Σ|, (2.8)
where the maximum is taken over the orthonormal transformation T of the overall coordi-
nate systems x1 , ..., xp .
The derivation and proof of Eqn. 2.8 is shown in Bozdogan [Bozdogan, 1990a]. Boz-
dogan and Haughton [Bozdogan and Haughton, 1998] and Bozdogan and Shigemasu [Boz-
dogan and Shigemasu, 1998] discuss the properties of C1(Σ). Clearly, C1(Σ) in Eqn. 2.8
is an upper bound to C0(Σ) in Eqn. 2.7 since it is the maximum over the orthonormal
transformations. C1(Σ) measures both the inequality among the variances and the contri-
bution of the covariances in the covariance matrix Σ. Also, C1(Σ) is independent of the
coordinate system associated with the variances σ2j for j = 1, 2, ..., p. The complexity is
also interpreted as the log ratio between the geometric mean of the average total variation
and the generalized variance since tr(Σ) is the total variation and |Σ| is the generalized
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variance. A large value of C1(Σ) indicates a high interaction between the variables, while
a small value of C1(Σ) indicates less interaction between the variables. C1(Σ) can be used
in model selection to determine the strength of model structures and correlations in mul-
tidimensional data. Note that C1(Σ) −→ 0 as Σ −→ I, where I is the (p × p) identity
matrix.
Liu [Liu, 2006] states the complexity of the model covariance structure provides a
numerical measure to assess both parameter redundancy and stability together in one
measure. When the parameters are stable the covariance matrix should be approximately
a diagonal matrix. C1(Σ) penalizes the scaling of the ellipsoidal dispersion, while the
circular distribution has been accounted for. Therefore, ICOMP uses C1(Σ) without any
transformations of Σ without discarding the use of C0(Σ).
The most general ICOMP approach to measure the fitness between multivariate linear
or nonlinear structural models and observed data is ICOMP(IFIM), where IFIM is the
inverse Fisher information matrix. The maximum likelihood estimators (MLEs) of model
parameters are asymptotically normally distributed with IFIM [Bozdogan, 2000]. The
general form of ICOMP(IFIM) is
ICOMP (IFIM) = −2 logL(θˆ) + 2C1(=−1(θˆ)), (2.9)
where C1 denotes the maximal informational complexity of the estimated IFIM =−1and θˆ
denotes the estimated model parameter MLE vector. The term 2C1(=−1(θˆ)) in Eqn. 2.9 is
the penalty term which measures the complexity of the accuracy of the parameter estimates
of the model as measured by IFIM. The C1 function gives a scalar measure of the Crame´r-
Rao lower bound matrix which accounts for the accuracy of the estimated parameters and
implicitly adjusts for the number of free parameters included in the model. ICOMP(IFIM)
also takes into account parameter orthogonality, redundancy, and stability [Bozdogan,
2000].
An alternative formulation of ICOMP in Eqn. 2.9 provides an achievable accuracy
of the parameter estimates by considering the entire parameter space of the model. The
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alternative formulation for ICOMP(IFIM) is
ICOMP (IFIM) = −2 logL(θˆ) + s log
(
tr(=ˆ−1)
s
)
− log |=ˆ−1|, (2.10)
where s = dim(=ˆ−1). The minimum of ICOMP over the class of models Mk, k = 1, 2, ...,K
is chosen as the best model. The proof is given in [Bozdogan, 2000].
ICOMP(IFIM) quantifies complexity not as the number of parameters in the model, but
the degree of interdependence or correlational structure among the parameter estimates.
Therefore, ICOMP(IFIM) provides a more sensible penalty term than AIC, SC or BIC.
Furthermore, the lack of parsimony is automatically adjusted by C1(=−1(θˆ)) across the
competing models as the parameter spaces of the models are constrained in the model
selection process [Bozdogan, 2000].
Bozdogan [Bozdogan, 2000] derives IFIM for the multiple regression model
y = Xβ + ε (2.11)
where X is the (n × q) model matrix, β is the (q × 1) parameter vector, y is the (n × 1)
response variable vector, and ε is the (n × 1) error vector. IFIM for the multiple regression
model is
=−1 = Cov(βˆ, σˆ2) =
 σˆ2(X′X)−1 0
0′ 2σˆ4/n
 . (2.12)
ICOMP(IFIM) for the multiple regression model is derived in [Bozdogan, 2000] as
ICOMP (IFIM) = n log(2pi)+
(
n− 1
2
)
log(σˆ2)+n+(q+1) log
(
σˆ2tr(X′X)−1 + 2σˆ4/n
q + 1
)
− log |(X′X)−1|+ log
(n
2
)
, (2.13)
where q = k + 1 and k = number of parameters estimated in the model.
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Bozdogan [Bozdogan, 2000] derives IFIM for the multivariate regression model
Y = XB + E, (2.14)
where X is the (n × q) model matrix with rank(X) = q+k+1, B is the (q × p) parameter
matrix, Y is the (n × p) observed matrix of p response variables on n observations, and
E is the (n × p) matrix of unobserved random errors. ICOMP(IFIM) for the multivariate
regression model is
ICOMP (IFIM) = p(p+ q) log

tr(Σˆ)tr(X′X)−1 + 12 tr(Σˆ
2)+12 tr(Σˆ)
2
+
∑
j
σˆ2jj
p(p+ q)

+np log(2pi) + n log |Σˆ|+ np− (p+ q + 1) log |Σˆ| − p log |(X′X)−1| − p log(2). (2.15)
2.3 Comparison of Model Selection Techniques
Other techniques have been used for model selection besides information criteria. The most
common model diagnostics are the root mean square error (RMSE), the adjusted R2, and
Mallow’s Cp statistic. Models with lower RMSE and Mallow’s Cp are considered better,
while models with higher adjusted R2 are preferred. These methods are limited since they
do not account for the correlational structure in the data, but do penalize for the inclusion
of more variables in the model.
Common heuristic techniques include backward elimination, forward selection, and
stepwise regression. In backward elimination parameters are estimated for the full sat-
urated model. The regression parameters for individual variables are tested whether they
are significantly different from zero. The variable with the highest p-value exceeding some
pre-selected significance level is removed from the model and the parameters for the re-
maining variables are estimated again. This process continues until no variables can be
removed from the model. Once a variable leaves the model it can not be included again.
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In forward selection the model begins with an intercept term. The variable that is
the most significant with the smallest p-value is kept in the model if it is below a pre-
selected significance level to enter the model. All other variables are tested individually
with this variable. The variable with the next lowest p-value that is below the pre-selected
significance level (such as 0.15) is also kept in the model. This process continues until no
more variables can be kept in the model. Once a variable enters the model it can not be
excluded.
Stepwise regression is a combination of backward elimination and forward selection.
Stepwise starts with the intercept term and adds the most significant variable. Additional
significant variables are added one at a time, but variables already in the model can be
deleted if they are no longer significant in the presence of other variables. Stepwise regres-
sion modeling is complete when no variables can enter the model and no variables can be
deleted at the pre-selected significance level.
Sawa [Sawa, 1978] developed a model selection criterion that was derived from a
Bayesian modification of the AIC criterion. Sawa defined Bayesian Information Criteria
(BIC) as
BIC = n log
(
σˆ2
n
)
+
2(k + 2)nσˆ2p
σˆ2
− 2n
2σˆ4p
σˆ4
, (2.16)
where σˆ2p is the MLE of the residual variance based on the full p-parameter model.
Beal [Beal, 2007] compared the information criteria AIC, BIC, and SC, model diag-
nostics, and heuristic techniques on a simulated multivariate data set to determine which
techniques more consistently chose the true model. Beal showed that information criteria
consistently outperformed both model diagnostics and heuristic techniques for selecting the
true model. Model diagnostics RMSE, Mallow’s Cp, and adjusted R2 performed poorly
by selecting the true model only 28% of the time on average for n = 1000 and 26% of the
time on average for n = 100. Adjusted R2 and RMSE consistently performed the worst
compared to Mallow’s Cp.
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Beal also showed the heuristic methods backward elimination, forward selection, and
stepwise regression performed better than the model diagnostics by selecting the true model
43% of the time on average for n = 1000 and 41% of the time on average for n = 100.
However, information criteria performed better than all the other methods by selecting the
true model 63% of the time on average for n = 1000 and 59% of the time on average for n
= 100.
2.4 Conclusions
Three measures of information criteria were defined for AIC, ABIC, and SC. Bozdogan’s
ICOMP [Bozdogan, 1988, Bozdogan, 1990a] was defined and contrasted with AIC, ABIC,
and SC. ICOMP incorporates a profusion of complexity term and accounts for the cor-
relational structure in the data, as opposed to AIC, BIC, and SC. Recent research by
Beal [Beal, 2007] compares heuristic (forward selection, backward elimination, and step-
wise regression) and model diagnostic methods (adjusted R2, Mallow’s Cp, and RMSE) to
information criteria and shows information criteria superior to both heuristic and model
diagnostics for model selection.
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Chapter 3
Kernel Density Estimation
3.1 Introduction
Kernel density estimation is a data smoothing technique that uses independent and iden-
tically distributed sample data to estimate a probability density function fˆ(x). Kernel
density estimation is used as a data mining technique in exploratory data analysis and
visualization. Kernel density estimators are categorized into two broad classes: parametric
and nonparametric estimators. Parametric kernel density estimators assume a distribution
functional form that simplifies the problem to estimating the parameters of the assumed
distribution. The most common parametric estimators are maximum likelihood estima-
tors (MLEs). The most common distribution used for MLEs is the Gaussian (normal)
distribution. Parametric density estimators are usually not as computationally intensive
as nonparametric estimators.
Density estimation is used to approximate a “true” probability density function f(x)
from sample data of independent and identically distributed observations. The univariate
kernel estimate in the general form is
fˆ(x) =
1
nh
n∑
i=1
K
(
x− xi
h
)
, (3.1)
where x1 , ..., xn are independent, identically distributed observations from density f(x)
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and K(·) is the kernel function that is positive, integrates to 1, and satisfies some regular-
ity conditions [Parzen, 1962]. The parameter h > 0 is the window width that controls the
tradeoff between smoothness and fidality of the estimate [Bozdogan, 2000]. The bandwidth
h > 0 is the width of the bins the sample data are categorized into for density estimation.
Choosing an h that is too small will result in a density that is too abrupt and fluctuating.
However, choosing an h that is too large masks important features of the data by over-
smoothing the density. Several techniques in the literature are presented in Section 3.3 for
calculating the optimum bandwidth h without using information criteria or complexity.
A commonly used univariate parametric kernel is the Gaussian or normal kernel given
by
K (x) =
1√
2pi
exp
(−x2
2
)
(3.2)
for x  R.
Figure 3.1 is a univariate plot of the shape of the Gaussian kernel shown in Eqn. 3.2.
Figure 3.1: Univariate plot of the Gaussian kernel function.
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Substituting the Gaussian kernel from Eqn. 3.2 into Eqn. 3.1 yields the univariate
Gaussian kernel density estimator
fˆ(x) =
1
nh
n∑
i=1
1√
2pi
exp
(−(x− xi)2
2h2
)
. (3.3)
Other parametric symmetric probability density functions commonly used as kernel
functions are the triangular, quadratic, and Epanechnikov [Epanechnikov, 1969] kernel
functions. The Epanechnikov kernel is discussed in more detail in section 4.2.7.
A nonparametric kernel density estimator does not require a functional form for the
density estimate. Nonparametric density estimators allow more flexibility than their para-
metric counterparts, but are typically more computationally intensive. However, with mod-
ern, high speed computers, this usually is no longer an issue. Examples of nonparametric
density estimators are histograms, frequency polygons, penalized likelihood estimators and
spline estimators [Duong, 2004,Scott and Sain, 2004]. Both parametric and nonparametric
kernel density estimators require the bandwidth parameter h to be estimated.
3.2 Review of Literature on Kernel Density Estimation
Kernel density estimation has been widely discussed in the literature. A major area
within the literature is using cross validation for kernel density estimation. Sheather and
Jones [Sheather and Jones, 1991] recommend least squares or unbiased cross-validation
algorithms for density estimation. However, cross-validation on time series data is not
recommended since serial correlation is present. Bowman [Bowman, 1984] extends cross-
validation methods for smoothing density estimates. Hall and Marron [Hall and Marron,
1987] use least squares cross validation to minimize integrated square error in nonparamet-
ric density estimation.
Another broad class within the literature is nonparametric kernel density estimation
[Tapia and Thompson, 1978, Wagner, 1975]. Bhattacharyya [Bhattacharyya, et. al, 1989]
discuss unweighted nonparametric kernel density estimators, while Chu [Chu, 1994] uses
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nonparametric regression function through kernel density estimation. Devroye [Devroye
and Gyorfi, 1985] discusses the L1 view of nonparametric density estimation. Epanech-
nikov [Epanechnikov, 1969] uses nonparametric estimation on multivariate densities, as do
Loftsgaarden and Quesenberry [Loftsgaarden and Quesenberry, 1965]. Hall and Wand [Hall
and Wand, 1988a] use density differences on nonparametric discrimination. Hjort and
Glad [Hjort and Glad, 1995] proposed a technique that uses a parametric start for non-
parametric density estimation. Minnotte and Scott [Minnotte and Scott, 1993] use a mode
tree to visualize nonparametric density features. Scott [Scott, 1985] uses averaged shifted
histograms for nonparametric density estimation in several dimensions. Scott [Scott, et.
al, 1980] uses a discrete maximum penalized likelihood criteria for nonparametric proba-
bility density estimation. Terrell and Scott [Terrell and Scott, 1985] discuss oversmoothed
density estimates.
Scott and Sain [Scott and Sain, 2004] discuss averaged shifted histograms with kernels
from several distributions: triangular, beta and normal. Silverman [Silverman, 1981] dis-
cusses beta densities and polynomial kernels as they are asymptotically related to normal
density kernels. Silverman [Silverman, 1982] explores kernel density estimation using the
fast Fourier transformation.
In addition to the statistical literature, kernel density estimation is also researched
in management science literature. For example, Sahin and Diwekar [Sahin and Diwekar,
2004] propose a new algorithm for stochastic programming using reweighting through kernel
density estimation. The algorithm is a better optimization of nonlinear uncertain systems.
Scott [Scott, 1976] also uses optimization techniques to estimate nonparametric densities.
However, a thorough review of the literature shows no published research using infor-
mation criteria or information complexity in conjunction with kernel density estimation.
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3.3 Bandwidth Selectors
The literature contains many different approaches for determining the optimum bandwidth
h. The most basic nonparametric density estimator is the histogram. Sturges [Sturges,
1926] proposed a rule for the bin width of a histogram from a random sample, but Scott and
Sain [Scott and Sain, 2004] showed this rule of thumb was far from optimal in a stochastic
setting. Duin [Duin, 1976] proposed a bandwidth based on the leave-one-out maximum
likelihood for histograms. However, the procedure is not consistent for densities with heavy
tails. Brewer [Brewer, 1998] used a modeling approach for bandwidth selection. Cao [Cao,
2001] explored the relative efficiencies of bandwidth. Chiu [Chiu, 1991] researched the
effect of discretization error on bandwidth selection and an automatic bandwidth selector
[Chiu, 1992]. Chiu [Chiu, 1996] also provided a comparative review of bandwidth selectors.
Delaigle and Gijbels [Delaigle and Gijbels, 2004] use the bootstrap for bandwidth selection
from a contaminated sample.
Eggermont and Lariccia [Eggermont and Lariccia, 1996] proposed a simpler bandwidth
selector that is effective in the univariate case. Faraway and Jhun [Faraway and Jhun,
1990] used the bootstrap to select the bandwidth. Gajek and Lenic [Gajek and Lenic,
1993] derived an approximate necessary condition for the optimal bandwidth selector. Hall
and Marron [Hall and Marron, 1991] derived lower bounds for bandwidth selection in
density estimation. Hall [Hall, et al, 1991] used a data based approach to derive an op-
timal bandwidth selection. Hallin and Tran [Hallin and Tran, 1996] derived an optimal
bandwidth for linear processes assuming asymptotic normality. Hazelton [Hazelton, 1996]
explores bandwidth selection for local density estimation and proposed an optimal local
bandwidth selector [Hazelton, 1999]. M. C. Jones has contributed extensively to the lit-
erature on bandwidth selection for kernel density estimation. For example, Jones [Jones,
1991c] explored an automatic bandwidth selection in extensions to basic kernel density
estimation.
Another type of bandwidth selector is the plug-in bandwidth selector. Cwik and Ko-
ronacki [Cwik and Koronacki, 1997a] introduce a combined adaptive-mixtures plug-in es-
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timator for multivariate probability densities. Duong and Hazelton [Duong and Hazel-
ton, 2003] discuss plug-in bandwidth selectors for the bivariate kernel density estima-
tion. Loader [Loader, 1999] compares classical and plug-in bandwidth selectors, as does
Park [Park, 1989]. Song [Song, Seog and Cho, 1991] discuss asymptotically optimal plug-in
bandwidth selectors. Wand and Jones [Wand and Jones, 1994] extend plug-in bandwidth
selectors to the multivariate case.
Authors exploring the statistical properties of using the square root law for bandwidth
selection include Abramson [Abramson, 1982], Jones [Jones, Marron and Park, 1991], Wu
and Tsai [Wu and Tsai, 2004], and Yang [Yang, 2000]. Scott and Sain [Scott and Sain, 2004]
recommend least squares or unbiased cross-validation algorithms for optimal bandwidth
estimation.
3.3.1 Univariate Fixed Bandwidth Selectors
Rosenblatt [Rosenblatt, 1956] and Parzen [Parzen, 1962] first introduced univariate kernel
density estimators in the literature. Wand and Jones [Wand and Jones, 1995] contains a
comprehensive history of univariate bandwidth selectors with an extensive bibliography.
These authors provide references to all the major types of bandwidth selectors, including
plug-in and cross validation selectors.
Mean Integrated Square Error Selector
Many univariate bandwidth selectors assume a normal or Gaussian distribution. One com-
mon estimator for the optimal bandwidth h is the Mean Integrated Square Error (MISE)
given by
hopt =
1.06
n1/5
min
(
σˆ,
Rˆ
1.34
)
, (3.4)
where σˆ is the sample standard deviation and Rˆ is the interquartile range. This univariate
selector works well when the data are normally distributed, but the smoothing parameter
h is wrong if the population is not normally distributed or has a mixture of normals. If
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the true density is a mixture of normal distributions, the estimated density obtained using
hopt hides a lot of structure by smoothing away the modes.
Histogram Selector
The first publication to advocate a systematic rule for the construction of a histogram was
due to Sturges [Sturges, 1926]. For a histogram of binomial data with k bins with p = 0.5
the optimal bandwidth h is given by Scott and Sain [Scott and Sain, 2004] by
h =
xmax − xmin
1 + log2(n)
, (3.5)
where xmax is the largest order statistic, xmin is the smallest order statistic, and n is the
sample size. However, Scott and Sain [Scott and Sain, 2004] showed Eqn. 3.5 is far from
optimal in a stochastic setting. Sturges’ bin width in Eqn. 3.5 is too slow to decrease as
the sample size increases. Sturges’ rule generally oversmooths the data in most cases.
Another histogram bandwidth estimator is proposed by Scott and Sain [Scott and Sain,
2004]. For normal distributions, Scott’s rule is given as
h = σˆ
(
24
√
pi
n
)1/3
, (3.6)
where σˆ is the estimated standard deviation.
Frequency Polygon Selector
Scott [Scott, 1985] showed that the smoothness of the frequency polygon not only reduced
the bias, but also the variance compared to the histogram. For normally distributed data,
Scott proposed the optimal bandwidth h is given by
h =
2.15σˆ
n1/5
, (3.7)
where σˆ is the estimated standard deviation. However, for non-normally distributed data,
Eqn. 3.7 is no longer optimal.
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Cross Validation Selector
Duong [Duong, 2004] describes cross validation methods that make use of leave-one-out
estimators. These estimators have the form given by
fˆj(xj) =
1
(n− 1)h
n∑
i=1
j 6=i
K
(
xj − xi
h
)
. (3.8)
This estimator leaves out the jth data point. The kernel density estimate is computed on
the rest of the data and then reevaluated at the missing data point. If the estimate is
appropriate, then fˆj(xj) should be non-zero since the data set already has a data point at
xi.
Least Squares Cross Validation Selector
Least squares cross validation (LSCV) was developed independently by Rudemo [Rudemo,
1982] and Bowman [Bowman, 1984]. The goal is to find the bandwidth that minimizes
LSCV (h) =
∞∫
−∞
fˆ(x;h)2dx− 2
n(n− 1)
n∑
j=1
n∑
i=1
j 6=i
Kh (xj − xi) , (3.9)
where Kh (·) is the scaled kernel function for a given bandwidth h. LSCV is unbiased, so
the LSCV selector is sometimes called the Unbiased Cross Validation selector. This selector
does not rely on asymptotic expansions unlike the biased and smoothed cross validation
methods described in the next two subsections.
Biased Cross Validation Selector
Scott and Terrell [Scott and Terrell, 1987] introduced a biased cross validation band-
width selector that minimizes an estimate of the asymptotic mean integrated square error
(AMISE). The biased cross validation selector as a function of the bandwidth h is
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BCV (h) =
R(K)
nh
+
h4µ2(K)2
4n(n− 1)
n∑
j=1
n∑
i=1
j 6=i
(K ′′h ∗K ′′h) (xj − xi) , (3.10)
where R(K) =
∫
K(x)2dx.
Smoothed Cross Validation Selector
Hall [Hall, Marron and Park, 1992] proposed smoothed cross validation (SCV) as a hybrid
of estimating MISE and AMISE. This selector uses the asymptotic integrated variance
R(K)/(nh) and an estimate of the exact non-asymptotic integrated squared bias to derive
the SCV function given by
SCV (h) =
R(K)
nh
+
1
n2
n∑
j=1
n∑
i=1
(Kh∗Kh∗Lg ∗Lg−2Kh∗Lg ∗Lg+Lg ∗Lg) (xj − xi) . (3.11)
Hall also showed that the SCV (h) is asymptotically equivalent to the smoothed boot-
strap proposed by Taylor [Taylor, 1989] and Faraway and Jhun [Faraway and Jhun, 1990].
Plug-In Selector
Plug-in bandwidth selectors are based on the AMISE
AMISE fˆ(h) =
R(K)
nh
+
h4µ2(K)2ψ4
4
(3.12)
as a starting point. The AMISE requires that h → 0 and 1nh → 0 as n → ∞ and that f ′′
is piecewise continuous and square integrable. The function ψ4 is defined by
ψ4 =
∞∫
−∞
f (4)(x)f(x)dx. (3.13)
The estimate ψˆ4 is then substituted into the AMISE estimate given by
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PI(h) =
R(K)
nh
+
h4µ2(K)2ψˆ4
4
. (3.14)
The following plug-in univariate selector has a closed form solution for the selector hˆPI
that minimizes PI(h) and is given by
hˆPI =
[
R(K)
µ2(K)2ψˆ4n
]1/5
. (3.15)
Sheather and Jones [Sheather and Jones, 1991] proposed the sample mean of the fourth
derivative of a pilot kernel density estimate of f as an estimator for ψ4, where
fˆP (x; g) =
1
n
n∑
j=1
Lg(x−Xj), (3.16)
and L is the plot kernel and g is the pilot bandwidth. Therefore, an estimate of ψ4 is given
by
ψˆ4(g) =
1
n
n∑
i=1
fˆ
(4)
P (Xi; g) =
1
n2
n∑
i=1
n∑
j=1
L(4)g (Xi −Xj), (3.17)
where the most appropriate pilot bandwidth g is calculated from an algorithm by Sheather
and Jones [Sheather and Jones, 1991].
An important conclusion from a review of these univariate bandwidth selectors is that
there is no uniformly best bandwidth selector for all target densities. The shape and
structure of the target density heavily influence which selectors perform well [Duong, 2004].
Note that none of these univariate bandwidth selectors has utilized information complexity
to optimize the bandwidth h.
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3.3.2 Multivariate Fixed Bandwidth Selectors
Extensions of univariate bandwidth selectors to the multivariate case are also in the liter-
ature, though they are typically more computationally intensive than univariate selectors.
Multivariate bandwidth selectors require a bandwidth matrix rather than a scalar band-
width as in the univariate case. Bowman and Azzalini [Bowman and Azzalini, 1997],
Scott [Scott, 1992], Silverman [Silverman, 1986], Simonoff [Simonoff, 1996] and Wand and
Jones [Wand and Jones, 1995] provide an extensive overview of the research already cited
in the literature for multivariate density estimation. Duong and Hazelton [Duong and
Hazelton, 2005] explore convergence rates for unconstrained bandwidth matrices and cross
validation bandwidth matrices for multivariate kernel density estimation. Sain [Sain, Bag-
gerly and Scott, 1994] and Scott [Scott, Tapia and Thompson, 1997] also extend bandwidth
selection to multivariate kernel density estimation.
The general form of the multivariate kernel density estimator from Wand [Wand and
Jones, 1993] of f(x) for a vector x = (x1, ..., xp)′ is given by
fˆH(x) =
1
n
n∑
i=1
KH (x− xi) , (3.18)
where K(·) is a multivariate kernel density function and H is a symmetric positive definite
(p × p) bandwidth matrix. Each data point xi is used in the computations through its
own bandwidth Hi. The sample point estimator has superior performance relative to kernel
density estimators where the variable bandwidth is associated with the center of the kernel
x.
Asymptotic Mean Squared Error Selector
In <d the asymptotic mean squared error (AMSE) of fˆ(x) is given by
AMSE fˆ(x) =
R(K)f(x)
nhd
+
h4µ2(K)2tr(D2f(x))
4
. (3.19)
The minimizer of AMSE fˆ(x) can be shown to be of order n−1/(d+4). Closed forms for
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the AMSE optimal bandwidths are not available for d > 2. Epanechnikov [Epanechnikov,
1969] optimizes both the bandwidths and the kernel function in the context of AMISE. If
hi = h for i = 1, 2, ..., d, a closed form solution for the optimal bandwidth hAMISE is given
by
hAMISE =
 dR(K)
nµ2(K)2
∞∫
−∞
tr2(D2f(x))dx

1/(d+4)
. (3.20)
The optimal kernel is known as the Epanechnikov kernel. However, the Epanechnikov
kernel establishes a theoretical basis for bandwidth selectors without data based algorithms
for estimating unknown quantities in the functions.
Least Squares Cross Validation Selector
Stone [Stone, 1984] proposed the multivariate least squares cross validation (LSCV) cri-
terion that is a generalization of the univariate case described previously. The LSCV
proposed by Stone is given by
LSCV (H) =
∫
<d
fˆ(x; H)2dx− 2
n
n∑
i=1
fˆ−i(Xi; H), (3.21)
which converges asymptotically in probability if the density f and its marginal densities
are bounded. The multivariate LSCV selector is simple to interpret and implement. Fur-
thermore, it does not rely on asymptotic expansions for its computation.
Biased Cross Validation Selector
Sain [Sain, Baggerly and Scott, 1994] generalized the univariate biased cross validation
(BCV) described previously using diagonal bandwidth matrices. The BCV selector they
develop is
BCV (H) =
R(K)
n
√|H| + (vechT H)Ψˆ4(vech H)4 , (3.22)
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where
Ψˆ4(H) =
1
n(n− 1)
n∑
j=1
n∑
i=1
j 6=i
K
(4)
H (Xi −Xj). (3.23)
Based on their asymptotic results and simulation study, Sain [Sain, Baggerly and Scott,
1994] recommends this BCV selector.
Smoothed Cross Validation Selector
Sain [Sain, Baggerly and Scott, 1994] also developed a general multivariate smoothed cross
validation (SCV) criterion that is an extension of Eqn. 3.11 given by
SCV (H) =
R(K)
n
√|H|+ 1n2
n∑
j=1
n∑
i=1
(KH∗KH∗LG∗LG−2KH∗LG∗LG+LG∗LG) (Xj −Xi) ,
(3.24)
where L is a pilot kernel and G is the pilot bandwidth matrix. Sain [Sain, Baggerly and
Scott, 1994] show that for G = H, the SCV selector is suboptimal since the possibility of
optimally selecting the pilot G is not accounted for.
Plug-In Selector
Wand and Jones [Wand and Jones, 1994] proposed a multivariate plug-in bandwidth se-
lector that is similar to the BCV selector except for the way Ψˆ4 is estimated. The plug-in
(PI) multivariate bandwidth selector is an extension of the univariate selector approach by
Sheather and Jones [Sheather and Jones, 1991] given by
PI(H) = BCV (H) =
R(K)
n
√|H| + (vechT H)Ψˆ4(vech H)4 , (3.25)
where
Ψˆ4(G) =
1
n2
n∑
i=1
n∑
j=1
K
(4)
G (Xi −Xj). (3.26)
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Here G is independent of H and G 6= H. Wand and Jones [Sheather and Jones, 1991]
propose an algorithm to find an appropriate pilot bandwidth. They show the properties of
univariate plug-in selectors carry over to the multivariate case through a simulation study.
Cross validation and plug-in selectors are currently the most commonly used selectors
[Duong, 2004].
Maximal Smoothing Selector
Terrell [Terrell, 1990] proposed a maximal smoothing selector that induces the smoothest
density estimate that is consistent with the data scale. Terrell uses the kernel K such that
Id =
∫
<d
xxTK(x)dx (3.27)
and the AMISE is given by
AMISE fˆ(x;h) =
R(K)
nhd
+
h4
4
∫
<d
tr(H′D2f(x))dx, (3.28)
where |H′| = 1. The minimizer of AMISE fˆ(x;h) is given by
h =
[
dR(K)
n
∫
<d tr
2(H′D2f(x))dx
]1/(d+4)
. (3.29)
Using a minimax approach, the maximally smoothed (MS) selector HˆMS with density
f with variance Id that maximizes the integral in the denominator and minimizes over H′
is given by
HˆMS =
[
(d+ 8)(d+6)/2pid/2R(K)
16(d+ 2)nΓ(d/2 + 4)
]2/(d+4)
S. (3.30)
The maximal smoothing selector is the only multivariate bandwidth selector that has
a closed form. No large scale simulation studies of multivariate bandwidth selectors has
been found in the literature.
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AMISE Multivariate Normal
Wand and Jones [Wand and Jones, 1995] derive the asymptotic mean integrated squared
error (AMISE) multivariate kernel density estimator given by
AMISE(H) =
µ2(K)2
∞∫
−∞
[tr{H ′Hg(x)H}]2dx
4
+
‖K‖22
n|H| , (3.31)
where H = bandwidth matrix, µ2(K) = second moment of K, Hg = Hessian matrix of
second partial derivatives, and ‖K‖22 = p-dimensional squared L2 norm of K.
If we let K(·) be the multivariate standard normal distribution such that K ∼ Np(0, I),
Eqn. 3.31 becomes
AMISEN (H) =
2tr{(H ′Σ−1H)2}+ {tr(H ′Σ−1H)}2
4[2p+2pip/2
√|Σ|] + 12ppip/2n|H| , (3.32)
where p = number of variables. If we assume H and Σ to be diagonal matrices such that
H = diag(h1, ..., hp) and Σ = diag(σ21, ..., σ
2
p), the optimal bandwidth for each variable j
is shown in Wand and Jones [Wand and Jones, 1995] to be
h∗j =
(
4
n(p+ 2)
)1/(p+4)
σˆj (3.33)
for j = 1, ..., p, where σˆj can be replaced by its sample estimate sj . Eqn. 3.33 is known
as the “normal reference rule” since a multivariate normal distribution is assumed in its
derivation. Eqn. 3.33 requires the estimation of σˆj and does not take into account the
correlational structure in the data. Note in the univariate case when p = 1, Eqn. 3.33
reduces to Silverman’s rule of thumb [Silverman, 1986] given by
hj =
(
4
3n
)1/5
σˆj . (3.34)
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Eqn. 3.34 also requires estimation of each σˆj and does not take into account the
correlational structure in the data.
3.3.3 Variable Bandwidth Selectors
In addition to univariate and multivariate fixed bandwidth selectors, variable bandwidth
selectors are also used. Variable bandwidth selectors use bandwidth functions instead of a
constant bandwidth. The two main classes of variable bandwidth selectors assume either
the bandwidth is different at each estimation point (x, h(x)) or the bandwidth is different at
each data point Xi : hi = ω(Xi), i = 1, 2, ..., n. The functions h(·) and ω(·) are non-random
functions. Sain and Scott [Sain and Scott, 1996] refer to the two types of selectors as
balloon and sample point selectors. Thus, the kernel density estimators arising from these
selectors are called balloon and sample point kernel density estimators [Duong, 2004].
Schucany [Schucany, 1989] introduced balloon selectors, while sample point selectors
were introduced by Wagner [Wagner, 1975], Breiman [Breiman, Meisel and Purcell, 1977]
and Victor [Victor, 1976].
The balloon (B) estimator fˆB(x;h(x)) takes on the functional form given by
fˆB(x;h(x)) =
1
n
n∑
i=1
Kh(x)(x−Xi). (3.35)
For balloon estimators, the bandwidth is a function of the estimation point. For a given
point x0, all the kernels have the same bandwidth h(x0). However, balloon estimators are
not true density functions since they do not typically integrate to 1 due to their focus on
local estimation [Terrell and Scott, 1992].
The sample point (SP) estimator takes on the functional form
fˆSP (x;ω) =
1
n
n∑
i=1
Khi(x−Xi), (3.36)
where hi = ω(Xi), i = 1, 2, ..., n. Each kernel has a different bandwidth for the sample
point estimator, whereas the fixed kernel density estimator has a fixed bandwidth. The
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bandwidths change at each of the data points rather than at each estimation point for the
balloon estimator. Abramson [Abramson, 1982] suggested to use a pilot estimate fˆP given
by
ωˆ(Xi) =
h√
fˆP (Xi)
. (3.37)
Terrell and Scott [Terrell and Scott, 1992] developed multivariate generalized kernel
density estimators which combine the fixed, balloon and sample point kernel estimators in
addition to non-parametric density estimators by generalizing the sample point estimator
of Breiman [Breiman, Meisel and Purcell, 1977]. The general multivariate sample point
estimator is
fˆSP (x; Ω) =
1
n
n∑
i=1
KΩ(Xi)(x−Xi), (3.38)
where Ω(Xi) = h
2f(Xi)−1I as proposed by Abramson [Abramson, 1982]. Other choices
for Ω include the kth nearest neighbor function of Xi multiplied by the identity matrix
I [Breiman, Meisel and Purcell, 1977], a piecewise constant function [Sain, 2002], and
Ω(Xi) = Hj if Xi  bin j [Sain and Scott, 1996]. In addition, Hall [Hall, 1992] discussed
other global properties of variable bandwidth density estimators.
3.3.4 Information Complexity Bandwidth Selectors
A new method of estimating the bandwidth h∗j from Eqn. 3.33 uses Bozdogan’s ICOMP
[Bozdogan, 1988, Bozdogan, 1990a, Bozdogan, 1990b, Bozdogan, 2000] from Eqn. 2.8 in
place of σˆj . The entropic complexity of the estimated covariance matrix Σˆ is
σˆj = C1(Σˆ) ≡ p2 log
[
tr(Σ)
p
]
− 1
2
log |Σ|, (3.39)
where p is the rank of Σˆ.
If Σ is diagonal, the Frobenius norm characterization of the complexity is defined as
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sj = CF (Σˆ) =
tr(Σˆ′Σˆ)
p
− tr(Σˆ)
2
p2
, (3.40)
where p is the rank of Σˆ.
Another alternative is to choose the bandwidth matrix proportional to Σ1/2. The esti-
mated bandwidth matrix Hˆ is defined as
Hˆ =
Σˆ1/2
n1/(p+4)
, (3.41)
where p is the rank of Σˆ.
A likelihood cross validation technique uses the Kullback-Leibler (K-L) [Kullback, 1987]
information as a measure of distance between two densities. The goal is to minimize the
K-L distance from the approximate density fˆH(x) from the true density f(x). The K-L
information is defined as
KL(f, fˆH) =
∫
log
(
f(x)
fˆH(x)
)
f(x)dx =
∫
log[f(x)]f(x)dx−
∫
log[fˆH(x)]f(x)dx. (3.42)
The goal is to derive a bandwidth matrix H that minimizes KL(f, fˆH) or maximizes
E[log fˆH(x)] as shown by
E[log fˆH(x)] =
∫
log[fˆH(x)]f(x)dx. (3.43)
Eqn. 3.43 is estimated by using the log pseudo-likelihood function
logL(x1, ..., xn|H) =
n∑
i=1
log[fˆH,(−i)(xi)], (3.44)
where fˆH,(−i) is the leave-one-out estimator given by
fˆH,(−i)(xi) =
1
n− 1
n∑
i=1
j 6=i
|H|−1/2K{H−1/2(xi − xj)}. (3.45)
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The likelihood cross validation criterion will select H by maximizing 1n logL(·|H). Al-
ternatively, we can minimize ICOMP(IFIM) in
ICOMP (IFIM) = −2 logL(x1, ..., xn|H) + 2C1F (Σˆ), (3.46)
where C1F (Σˆ) is defined by
C1F (Σˆ) =
sCF (Σˆ)
4
(
tr(Σˆ)2
s2
) = 1
4λ¯2a
s∑
j=1
(λj − λ¯a)2, (3.47)
where λj are the eigenvalues. The function C1F (·) is a second order equivalent measure
of complexity to the original C1(·) measure and is scale-invariant where C1F (·) > 0. Note
that C1F (·) measures the relative variation in the eigenvalues and C1F (·) = 0 only when
λj = λ¯a for all j = 1, ..., s.
The Cholesky decomposition can be applied to the bandwidth matrix H since H is
symmetric positive definite. The Cholesky decomposition calculates a lower triangular
matrix L such that H = LL′. The kernel estimator of f(x) is
fˆB(x) =
|B|
n
n∑
i=1
K(B(x− xi)), (3.48)
where B = L−1. The leave-one-out estimator of f(x) is
fˆB,(−i)(xi) =
|B|
n− 1
n∑
i=1
j 6=i
|H|−1/2K(B(xi − xj)). (3.49)
For a data set denoted by (x1, ..., xn), let S denote the sample covariance matrix with
diagonal components D = diag(s21, ..., s
2
p). The sphering transformation is defined as
x∗i = S
−1/2xi (3.50)
for i = 1, 2, ..., n. The scaling transformation is defined by
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x∗i = D
−1/2xi (3.51)
for i = 1, 2, ..., n. The optimal bandwidth matrix for the original data Hˆ can be calculated
through the reverse transformations given by
Hˆ = S1/2Hˆ∗(S1/2)′ (3.52)
and
Hˆ = D1/2Hˆ∗(D1/2)′, (3.53)
where Hˆ∗ denotes the optimal bandwidth matrix.
Substituting Eqn. 3.39 into Eqn. 3.33 gives
h∗ =
(
4
n(p+ 2)
)1/(p+4)(p
2
log
[
tr(Σ)
p
]
− 1
2
log |Σ|
)
, (3.54)
which will be used to estimate the bandwidth h for kernel regression smoothing using all
X variables together.
The subscript j is no longer needed to denote each of p variables for h since σˆj is
calculated using the correlational structure from all the X matrix variables and is constant
for all p variables.
When kernel regression smoothing is applied to each X or Y variable individually,
Bozdogan [Bozdogan, 2006] used
hj = 1.4j
1.06
n1/5
min
(
σˆ,
Rˆ
1.34
)
(3.55)
to each variable for calculating the optimal h by scoring ICOMP for each j = -3, -2, ..., 4
where σˆ is the sample standard deviation and Rˆ is the interquartile range, as shown in Eqn.
3.4. The value of hj associated with the minimized ICOMP score using the misspecification
covariance matrix is the optimized h for that variable.
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3.4 Conclusions
A review of the current literature showed several methods for both univariate and mul-
tivariate kernel density estimation. However, none of the methods in the literature use
kernel density estimation in conjunction with ICOMP and the genetic algorithm. This
new contribution to the literature is discussed in chapter 6. Kernel density estimation also
has not been applied with the implicit enumeration algorithm which is discussed in chapter
7.
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Chapter 4
Univariate Kernel Regression
4.1 Kernel Regression
Regression models in which the response depends on some covariates linearly, but on other
covariates nonparametrically are called partially linear models (PLMs). PLMs are special
cases of additive models that generalize standard linear regression techniques. Linear
parameters are estimated by least squares estimators, while the nonparametric part can be
estimated by kernel regression. When the model is heteroscedastic, the variance functions
are approximated by weighted least squares estimators.
Hardle [Hardle, Mori and Vieu, 2007] discusses how kernel regression is used in PLMs.
PLMs are defined by
Y = XTβ + g(T ) + , (4.1)
where X and T are d-dimensional and scalar regressors, β is a vector of unknown param-
eters, g(·) an unknown smooth function, and  an error term with mean zero conditional
on X and T .
PLMs are a special form of the additive regression model and are more flexible than
the standard linear models since they combine both parametric and nonparametric com-
ponents. Hardle [Hardle, 1990] gives an extensive discussion of various nonparametric
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statistical methods based on the kernel estimator. Wand and Jones [Wand and Jones,
1995] also discuss related works in kernel regression.
Let K(·) be a kernel function and hn be a bandwidth parameter. The weight function
is defined by
ωni(t) =
K
(
t−Ti
hn
)
n∑
j=1
K
(
t−Tj
hn
) . (4.2)
Let gn(t, β) =
n∑
i=1
ωni(t)(Yi − XTi β) for a given β. By substituting gn(t, β) into Eqn.
4.1 and using least square criterion, the least squares estimator of β is shown by
βˆKR = (X˜T X˜)−1X˜T Y˜ , (4.3)
where X˜T = (X˜1, ..., X˜n) with X˜j = Xj −
n∑
i=1
ωni(Tj)Xi and Y˜ T = (Y˜1, ..., Y˜n) with Y˜j =
Yj −
n∑
i=1
ωni(Tj)Yi. The nonparametric part g(t) is estimated by
gˆn(t) =
n∑
i=1
ωni(t)(Yi −XTi βˆKR). (4.4)
When 1, ..., n are identically distributed, their common variance σ2 may be estimated
by σ2n by
σ2n = (Y˜ − X˜βˆKR)T (Y˜ − X˜βˆKR). (4.5)
Hardle, Liang and Gao [Hardle, Liang and Gao, 2000] and Speckman [Speckman, 1988]
provide a detailed discussion on asymptotic theories of these estimators. Hardle [Hardle,
Mori and Vieu, 2007] states that if sup0≤t≤1E(‖ X ‖3 |t) < ∞, Σ = Cov{X −E(X|T )} is
a positive definite matrix, g(t) and E(xij |t) are Lipschitz continuous, and the bandwidth
h ∼= λn−1/5 for some 0 < λ <∞, then
√
n(βˆKR − β)→ N(0, σ2Σ−1). (4.6)
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Kernel regression has been applied using a variety of bandwidth estimators as discussed
in chapter 3. However, this dissertation proposes the extension of kernel regression to the
multivariate case using ICOMP for variable model selection.
Eqn. 4.2 shows the weight is calculated from only one regressor Xi independent of
the other Xj . Only the data within each Xi is used in the weighting for smoothing the
data. Eqn. 4.7 is an extension of Eqn. 4.2 that uses the data from all X1,...,Xd variables
simultaneously to smooth the data by
ωnik(t) =
K
(
t−Tik
hn
)
d∑
k=1
n∑
j=1
K
(
t−Tjk
hn
) . (4.7)
Eqn. 4.7 can be applied to the independent variables Xi, the dependent variables Yi,
or both in the multivariate case. Let gn(t, β) =
n∑
i=1
d∑
k=1
ωnik(t)(Yi−XTi β) for a given β. By
substituting gn(t, β) into Eqn. 4.1 and using least square criterion, the least squares esti-
mator of β is shown in Eqn. 4.3 where X˜T = (X˜1, ..., X˜n) with X˜j = Xj−
n∑
i=1
d∑
k=1
ωnik(Tj)Xi
and Y˜ T = (Y˜1, ..., Y˜n) with Y˜j = Yj −
n∑
i=1
d∑
k=1
ωnik(Tj)Yi. The nonparametric part g(t) is
estimated by
gˆn(t) =
n∑
i=1
d∑
k=1
ωnik(t)(Yi −XTi βˆKR). (4.8)
When 1, ..., n are identically distributed, their common variance σ2 may be estimated
by σ2n in Eqn. 4.5.
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4.2 Univariate Kernel Regression Results
For univariate Y data sets, all possible combinations of applying kernel regression were
calculated using the notation summarized in Table 4.1.
4.2.1 Univariate Kernel Regression with Normal Data
A multivariate data set with seven normally distributed X variables and one normally
distributed Y variable was simulated with n = 50 observations. The models from Table
4.1 were run assuming a univariate Y .
Figure 4.1 is a surface plot of the first two variablesX1 andX2. These are approximately
bivariate normal.
Histograms and scatter plots of each of the simulated variables are shown in Appendix
Figures A.1 and A.2 where each variable is approximately normally distributed. Eqn. 3.55
was used to calculate the optimal bandwidth h values when kernel regression is applied
individually to each variable. Therefore, there is one h bandwidth for each variable when
kernel regression is applied individually to each variable.
Figure 4.2 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable X1. Figure 4.2 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 0.15337 is too small since the
kernel density plot is very jagged.
Yet the largest h = 2.2635 is too large since the kernel density plot has oversmoothed
the data and removed features of the data that may be important. For X1 the bandwidth
h that minimizes the ICOMP score is h = 0.5892.
Similarly, Figures 4.3 through 4.9 each shows smoothed kernel density plots for various
values of hj calculated from Eqn. 3.55 for the variables X2, X3, ..., X7 and Y , respec-
tively, for the Yk and Xk models. The values of h that minimize ICOMP for the variables
X2, X3, ..., X7 and Y are 0.6766, 0.5691, 2.9936, 5.2505, 3.2336, 1.0146, and 0.4766, respec-
tively.
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Table 4.1: Notation used for applying univariate kernel regression smoothing methods.
Model Description
Y  = Xβ Baseline model with no kernel regression smoothing on either    X  or Y  variables
Y  = X k β Kernel regression on  X  variables one at a time, but no kernel regression on  Y
Y  = X mkβ Kernel regression on all  X  variables together, but no kernel regression on  Y
Y k  = Xβ Kernel regression on  Y  variable, but no kernel regression on  X
Y k  = X k β Kernel regression on  Y  and X  variables one at a time
Y k  = X mkβ Kernel regression on  Y  variable and kernel regression on   X  variables together
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Figure 4.1: Bivariate surface plot of normally distributed variables X1 and X2.
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Figure 4.2: Kernel density plots for various h values for normally distributed variable X1.
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Figure 4.3: Kernel density plots for various h values for normally distributed variable X2.
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Figure 4.4: Kernel density plots for various h values for normally distributed variable X3.
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Figure 4.5: Kernel density plots for various h values for normally distributed variable X4.
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Figure 4.6: Kernel density plots for various h values for normally distributed variable X5.
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Figure 4.7: Kernel density plots for various h values for normally distributed variable X6.
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Figure 4.8: Kernel density plots for various h values for normally distributed variable X7.
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Figure 4.9: Kernel density plots for various h values for normally distributed variable Y .
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Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression
is applied to all X variables together (Xmk models). Therefore, there is only one h value
for all X variables when kernel regression is applied to all X variables together.
Table 4.2 summarizes the RMSE, AIC, ICOMP(IFIM), and h bandwidths calculated
for the true underlying model using Eqns. 3.54 and 3.55 from the six models. Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 81.1 and 194, respectively, from the baseline model of 79.8.
Similarly, the RMSE and AIC also increased from the baseline model where no kernel
regression smoothing was applied to the data. Since RMSE, AIC, and ICOMP(IFIM)
increased for these models, applying the kernel regression only to the X variables resulted
in poorer models than the baseline.
However, applying the kernel regression smoothing to the Y variable decreased the
RMSE, AIC, and ICOMP(IFIM). The RMSE decreased from the baseline model of 0.474
to 0.109. Similarly, the AIC decreased from 73.1 to -74 for the Yk = Xβ model, while
ICOMP(IFIM) decreased from 79.8 to -77.7. ICOMP(IFIM) is minimized for the Yk = Xkβ
model with an ICOMP(IFIM) score of -89.1. RMSE, AIC, and ICOMP(IFIM) increased
considerably for the Yk = Xmkβ model compared to the Yk = Xβ model. Therefore,
applying kernel regression to the Y variable provides the largest decrease in RMSE, AIC,
and ICOMP(IFIM) compared to the baseline model.
Table 4.2: Results for applying univariate kernel regression smoothing methods with nor-
mally distributed data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.474 73.1 79.8
Y  = X k β 0.537 85.6 81.1 *
Y  = X mkβ 1.478 187 194 0.0062
Y k  = Xβ 0.109 -74.0 -77.7 0.4766
Y k  = X k β 0.109 -73.4 -89.1 0.4766 *
Y k  = X mkβ 0.144 -46.1 -58.3 0.4766 0.0062
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [0.5892, 0.6766, 0.5691, 2.9936, 5.2505, 3.2336, 1.0146] using Eqn. 3.55.
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4.2.2 Univariate Box-Cox Transformation
In multiple linear regression models, if the assumptions of normality and homoscedasticity
of the error variance are violated, one approach established in the literature to stabilize
the error variance, make the error variance more homogeneous, remove the skewness and
make the distribution more nearly normal is to use a Box-Cox [Box and Tidwell, 1962]
transformation. The Box-Cox transformation for λ  R is shown by
y =
 (x
λ − 1)/λ if λ 6= 0
loge(x) if λ = 0
 . (4.9)
Bozdogan [Bozdogan, 1990a] derived the information criteria for five competing models
shown in Table 4.3.
The AIC for M1 is given by
AIC = n log(2pi) + n log(σˆ2) + n+ 2(k + 1). (4.10)
The ICOMP(IFIM) for M1 is given by
ICOMP (IFIM) = n log(2pi) + n log(σˆ2) + n+ (k + 2) log
(
tr(σˆ2(X′X)−1) + 2σˆ4/n
k + 2
)
− log |σˆ2(X′X)−1| − log
(
2σˆ4
n
)
. (4.11)
The AIC for M2 is given by
AIC = n log(2pi) + n log(σˆ2
λˆ
) + n− 2(λˆ− 1)
n∑
i=1
log(yi) + 2(k + 2), (4.12)
where λˆ is the optimal λ that maximizes the log likelihood function.
The ICOMP(IFIM) for M2 is given by
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Table 4.3: Competing models for univariate Box-Cox transformations.
Model Notation Model Description
M1 y  = X β  + ε No transformation baseline model
M2 y
( λ)  = X β  + ε Transformation of dependent variable  y  by λ only
M3 y
( λ)  = X (λ) β  + ε Transformation of all variables by the same  λ
M4 y  = X
(λ) β  + ε Transformation of independent   X  variables only
M5 y
( λ)  = X ( µ) β  + ε Independent transformation of   X  and y  variables
ICOMP (IFIM) = n log(2pi) + n log(σˆ2
λˆ
) + n− 2(λˆ− 1)
n∑
i=1
log(yi)+
(k + 2) log
(
tr(σˆ2
λˆ
(X′X)−1) + 2σˆ4
λˆ
/n
k + 2
)
− log |σˆ2
λˆ
(X′X)−1| − log
(
2σˆ4
λˆ
n
)
. (4.13)
The AIC for M3 is given by
AIC = n log(2pi) + n log(σˆ2
(λˆ,λˆ)
) + n− 2(λˆ− 1)
n∑
i=1
log(yi) + 2(k + 2), (4.14)
where λˆ is the optimal λ that maximizes the log likelihood function.
The ICOMP(IFIM) for M3 is given by
ICOMP (IFIM) = n log(2pi) + n log(σˆ2
(λˆ,λˆ)
) + n− 2(λˆ− 1)
n∑
i=1
log(yi)− log
(
2σˆ4
(λˆ,λˆ)
n
)
+
(k + 2) log
 tr(σˆ2(λˆ,λˆ)(X(λˆ)′X(λˆ))−1) + 2σˆ4(λˆ,λˆ)/n
k + 2
− log |σˆ2
(λˆ,λˆ)
(X(λˆ)′X(λˆ))−1|. (4.15)
The AIC for M4 is given by
AIC = n log(2pi) + n log(σˆ2µˆ) + n+ 2(k + 2), (4.16)
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where µˆ is the optimal µ that maximizes the log likelihood function.
The ICOMP(IFIM) for M4 is given by
ICOMP (IFIM) = n log(2pi)+n log(σˆ2µˆ)+n+(k+2) log
(
tr(σˆ2µˆ(X
(µˆ)′X(µˆ))−1) + 2σˆ4µˆ/n
k + 2
)
− log |σˆ2µˆ(X(µˆ)′X(µˆ))−1| − log
(
2σˆ4µˆ
n
)
. (4.17)
The AIC for M5 is given by
AIC = n log(2pi) + n log(σˆ2
(λˆ,µˆ)
) + n− 2(λˆ− 1)
n∑
i=1
log(yi) + 2(k + 3), (4.18)
where λˆ and µˆ are the optimal λ and µ that maximize the log likelihood function.
The ICOMP(IFIM) for M5 is given by
ICOMP (IFIM) = n log(2pi) + n log(σˆ2
(λˆ,µˆ)
) + n− 2(λˆ− 1)
n∑
i=1
log(yi)− log
(
2σˆ4
(λˆ,µˆ)
n
)
+
(k + 2) log
 tr(σˆ2(λˆ,µˆ)(X(µˆ)′X(µˆ))−1) + 2σˆ4(λˆ,µˆ)/n
k + 2
− log |σˆ2
(λˆ,µˆ)
(X(µˆ)′X(µˆ))−1|. (4.19)
Results using kernel regression smoothing for the models in Table 4.2 will be compared
to results from using the Box-Cox transformation models described in Table 4.3 and the
results in Table 4.4.
Table 4.4 shows the results from using a Box-Cox transformation on the univariate data
with normally distributed residuals. The RMSE, AIC, and ICOMP(IFIM) decrease very
little compared to the baseline M1 model.
52
Table 4.4: Results from using Box-Cox transformation for normally distributed data.
Model Optimal µ Optimal λ RMSE AIC ICOMP(IFIM)
M1 0.4735 73.13 79.77
M2 0.75 0.2647 74.81 72.97
M3 0.9 0.3756 75.11 73.12
M4 1.6 0.4703 74.46 74.00
M5 1.5 1 0.4704 76.49 72.89
The Box-Cox transformation did not provide significantly better models even using
optimal maximum likelihood λ and µ parameters compared to kernel regression smoothing.
In fact, kernel regression applied to the univariate Y variable singly by far outperformed
the optimal Box-Cox transformation as shown in Tables 4.2 and 4.4.
4.2.3 Univariate Kernel Regression on Hald Cement Data
Hald [Hald, 2001] published well-known cement production data that has been widely used
in many published data analyses. The data set is small with only four independent X
variables, one Y dependent variable, and n = 13 observations. The raw data are shown in
Table 4.5.
A multiple linear regression model using only the variables X1 and X2 minimizes the
ICOMP(IFIM) among all possible subset models. The residuals from the best model
y = β0 + β1x1 + β2x2 + ε are approximately normally distributed.
Figure 4.10 is a surface plot of the first two variables X1 and X2. These are clearly not
bivariate normal.
Histograms and scatter plots of each of the variables are shown in Appendix Figure A.3
where none of the variables is approximately normally distributed. Eqn. 3.55 was used to
calculate the optimal bandwidth h values when kernel regression is applied individually to
each variable. Therefore, there is one h bandwidth for each variable when kernel regression
is applied individually to each variable.
Figure 4.11 shows smoothed kernel density plots for the various values of hj calculated
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Table 4.5: Hald’s cement production data.
Y X 1 X 2 X 3 X 4
78.5 7 26 6 60
74.5 1 29 15 52
104.3 11 56 8 20
87.6 11 31 8 47
95.9 7 52 6 33
109.2 11 55 9 22
102.7 3 71 17 6
72.5 1 31 22 44
93.1 2 54 18 22
115.9 21 47 4 26
83.8 1 40 23 34
113.3 11 66 9 12
109.4 10 68 8 12
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Figure 4.10: Bivariate surface plot of Hald’s variables X1 and X2.
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Figure 4.11: Kernel density plots for various h values for Hald’s variable X1.
from Eqn. 3.55 for the variable X1. Figure 4.11 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 1.3605 is too small since the
kernel density plot is jagged. Yet the largest h = 14.3411 is too large since the kernel
density plot has oversmoothed the data and removed features of the data that may be
important. For X1 the bandwidth h that minimizes the ICOMP score is h = 5.2264.
Similarly, Figures 4.12 through 4.15 each shows smoothed kernel density plots for var-
ious values of hj calculated from Eqn. 3.55 for the variables X2, X3, X4, and Y , respec-
tively, for the Yk and Xk models. The values of h that minimize ICOMP for the variables
X2, X3, X4 and Y are 7.0538, 2.0739, 14.8715, and 9.5323, respectively.
Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression
is applied to all X variables together (Xmk models). Therefore, there is only one h value
for all X variables when kernel regression is applied to all X variables together.
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Figure 4.12: Kernel density plots for various h values for Hald’s variable X2.
56
0 20 40
0
0.1
0.2
h=0.53985
x
f(x
)
0 20 40
0
0.1
0.2
h=0.7558
x
f(x
)
0 20 40
0
0.1
0.2
h=1.0581
x
f(x
)
0 20 40
0
0.1
0.2
h=1.4814
x
f(x
)
0 20 40
0
0.1
0.2
h=2.0739
x
f(x
)
0 20 40
0
0.1
0.2
h=2.9035
x
f(x
)
0 20 40
0
0.1
0.2
h=4.0649
x
f(x
)
0 20 40
0
0.05
0.1
h=5.6908
x
f(x
)
0 20 40
0
0.05
0.1
h=7.9671
x
f(x
)
Figure 4.13: Kernel density plots for various h values for Hald’s variable X3.
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Figure 4.14: Kernel density plots for various h values for Hald’s variable X4.
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Figure 4.15: Kernel density plots for various h values for Hald’s variable Y .
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Table 4.6: Results for applying univariate kernel regression smoothing methods on Hald’s
data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 2.12 60.4 75.4
Y  = X k β 6.46 89.4 109.4 *
Y  = X mkβ 12.23 106.0 134.7 0.2695
Y k  = Xβ 1.15 44.5 56.6 9.5323
Y k  = X k β 1.55 52.3 57.3 9.5323 *
Y k  = X mkβ 2.18 61.1 81.0 9.5323 0.2695
*Optimal bandwidth h  values for X1, X2, X3, X4 individually are respectively:
  [5.2264, 7.0538, 2.0739, 14.8715] using Eqn. 3.55.
Table 4.6 summarizes the RMSE, AIC, ICOMP(IFIM), and h bandwidths calculated
for the best model using Eqns. 3.54 and 3.55 from the six kernel models. Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 109.4 and 134.7, respectively, from the baseline model of
75.4. Similarly, the RMSE and AIC also increased from the baseline model where no kernel
regression smoothing was applied to the data. Since RMSE, AIC, and ICOMP(IFIM)
increased for these models, applying the kernel regression only to the X variables resulted
in poorer models than the baseline.
However, applying the kernel regression smoothing to the Y variable decreased the
RMSE, AIC, and ICOMP(IFIM) for the Yk = Xβ and Yk = Xkβ kernel models. The RMSE
decreased from the baseline model of 2.12 to 1.15 for the Yk = Xβ model. Similarly, the
AIC decreased from 60.4 to 44.5 for the Yk = Xβ model, while ICOMP(IFIM) decreased
from 75.4 to 56.6. RMSE, AIC, and ICOMP(IFIM) are minimized for the Yk = Xβ
model compared to the other models. RMSE, AIC, and ICOMP(IFIM) increased for the
Yk = Xmkβ model compared to the Y = Xβ and Yk = Xβ models. Therefore, applying
kernel regression to the Y variable alone provides the largest decrease in RMSE, AIC, and
ICOMP(IFIM) compared to the baseline model. This agrees with the results from section
4.2.1 although the Hald’s data were shown to be non-normally distributed.
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4.2.4 Kernel Regression for Univariate Power Exponential Distribution
Liu and Bozdogan [Liu and Bozdogan, 2008] discuss regression models with power expo-
nential (PE) random errors. A univariate random variable x is PE distributed if the density
function of x is defined by
f(x;µ, σ, β) =
1
σΓ(1 + 12β )2
1+ 1
2β
exp
(
−1
2
∣∣∣∣x− µσ
∣∣∣∣2β
)
, (4.20)
where the parameters −∞ < µ <∞ and σ > 0 are location and scale parameters, respec-
tively, and β > 0 is the shape parameter. Note that when β = 1 the density becomes the
normal distribution. So the PE distribution can be seen as a generalized normal distribu-
tion. Standard PE distribution is the PE distribution with µ = 0 and σ = 1.
In order to generate univariate PE pseudo-random numbers, Liu and Bozdogan [Liu
and Bozdogan, 2008] show that if Y = 12 |X|2β, where X has a standard PE distribution
with shape parameter β, then Y ∼ Gamma( 12β ). So Y has a distribution with density
given by
f(y) =
y(1/2β)−1e−y
Γ( 12β )
. (4.21)
Seven independent X variables and one Y dependent variable were generated using
Eqn. 4.21 with n = 50 observations. The residuals from multiple linear regression models
are gamma distributed with β = 0.3.
Figure 4.16 is a surface plot of the first two variables X1 and X2 where β = 0.3. These
are gamma distributed with thin tails.
Histograms and scatter plots of each of the PE simulated variables are shown in Ap-
pendix Figures A.4 and A.5. Eqn. 3.55 was used to calculate the optimal bandwidth h
values when kernel regression is applied individually to each variable. However, due to
the extremely thin tails and sharp peaks for the PE data, the j parameters in Eqn. 3.55
were increased from 4 to 13 in order to minimize ICOMP and determine the optimal band-
width h values for each variable individually. Therefore, there is one h bandwidth for each
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Figure 4.16: Bivariate surface plot of power exponential variables X1 and X2.
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variable when kernel regression is applied individually to each variable.
Figure 4.17 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable X1. Figure 4.17 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 0.47318 shown in Figure
4.17 is too small since the kernel density plot is very jagged. Yet the largest h = 6.9832
shown in Figure 4.17 is too large since the kernel density plot has oversmoothed the data
and removed features of the data that may be important. For X1 the bandwidth h that
minimizes the ICOMP score is h = 4.988.
Similarly, Figures 4.18 through 4.24 each shows smoothed kernel density plots for var-
ious values of hj calculated from Eqn. 3.55 for the variables X2, X3, ..., X7 and Y , respec-
tively, for the Yk and Xk models.
The values of h that minimize ICOMP for the variables X2, X3, ..., X7 and Y are 2.5413,
18.5111, 0.7633, 2.7108, 14.5435, 82.7758, and 20.4193, respectively. Eqn. 3.54 was used
to calculate the optimal bandwidth h value when kernel regression is applied to all X
variables together (Xmk models). Therefore, there is only one h value for all X variables
when kernel regression is applied to all X variables together.
Table 4.7 summarizes the RMSE, AIC, ICOMP(IFIM), and h bandwidths calculated
for the true underlying model using Eqns. 3.54 and 3.55 from the six kernel models.
Performing kernel regression smoothing only on the X variables for models Y = Xkβ and
Y = Xmkβ increased the ICOMP(IFIM) to 549.9 and 556.4, respectively, from the baseline
model of 58.9, approximately one order of magnitude. Similarly, the AIC also increased
approximately one order of magnitude from the baseline model where no kernel regression
smoothing was applied to the data. However, the RMSE increased almost two orders of
magnitude from 0.3652 to 32.9 for the Y = Xkβ model and 34.4 for the Y = Xmkβ model.
Since RMSE, AIC, and ICOMP(IFIM) increased for these models, applying the kernel
regression only to the X variables resulted in much poorer models than the baseline.
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Figure 4.17: Kernel density plots for various h values for PE distributed variable X1.
64
0 20 40
0
0.02
0.04
hhat(p)=0.92612
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=1.2966
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=1.8152
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=2.5413
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=3.5578
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=4.9809
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=6.9733
x
f(x
)
0 20 40
0
0.02
0.04
hhat(p)=9.7626
x
f(x
)
0 20 40
0.01
0.02
0.03
hhat(p)=13.6676
x
f(x
)
Figure 4.18: Kernel density plots for various h values for PE distributed variable X2.
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Figure 4.19: Kernel density plots for various h values for PE distributed variable X3.
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Figure 4.20: Kernel density plots for various h values for PE distributed variable X4.
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Figure 4.21: Kernel density plots for various h values for PE distributed variable X5.
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Figure 4.22: Kernel density plots for various h values for PE distributed variable X6.
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Figure 4.23: Kernel density plots for various h values for PE distributed variable X7.
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Figure 4.24: Kernel density plots for various h values for PE distributed variable Y .
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Table 4.7: Results for applying univariate kernel regression smoothing methods with power
exponential data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.3652 47.2 58.9
Y  = X k β 32.9 497.3 549.9 *
Y  = X mkβ 34.4 501.7 556.4 1.193
Y k  = Xβ 7.83 353.8 394.4 20.42
Y k  = X k β 5.58 319.9 346.0 20.42 *
Y k  = X mkβ 7.15 344.6 375.8 20.42 1.193
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [4.988, 2.5413, 18.5111, 0.7633, 2.7108, 14.5435, 82.7758] using Eqn. 3.55.
However, applying the kernel regression smoothing to the Y variable also increased
the RMSE, AIC, and ICOMP(IFIM) compared to the baseline model, but not as high as
the Y = Xkβ and Y = Xmkβ models. The RMSE increased from the baseline model
of 0.3652 to 7.83, 5.58, and 7.15 for the Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ models,
respectively. Similarly, the AIC increased from 47.2 to 353.8 for the Yk = Xβ model, while
ICOMP(IFIM) increased from 58.9 to 394.4. Among the models using kernel regression,
ICOMP(IFIM) and AIC are minimized for the Yk = Xkβ model with an ICOMP(IFIM)
score of 346. For PE simulated data, no kernel regression model was better than the original
model without kernel regression due to the highly skewed and peaked PE distribution.
The Box-Cox transformation was applied to the univariate PE data to compare with
the kernel regression results. The Box-Cox optimal λˆ = 1, so Box-Cox recommended no
data transformation. In fact, the M5 model could not be evaluated because the matrix
was too singular. Therefore, Box-Cox could not be used to improve the RMSE, AIC, or
ICOMP(IFIM) of the univariate PE data.
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4.2.5 Univariate Kernel Regression for Friedman’s Nonlinear Regression
Friedman [Friedman, 1991] proposed a highly nonlinear multiple regression model with
skewed normal errors. The true model is given by
y = 10 sin(pix1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5 + ε, (4.22)
where xi ∼ N(0, 1). The 10 independent variables X1, X2, ..., X10 are randomly generated
from the unit hypercube. Variables X6, X7, ..., X10 have no contribution to the response
variable Y , and are therefore redundant.
Ten independent X variables and one Y dependent variable were simulated using Eqn.
4.22 with n = 100 observations. Univariate kernel regression smoothing was performed on
the univariate nonlinear distributed data.
Figure 4.25 is a surface plot of the first two variables X1 and X2 with the dependent
variable Y . As expected, Y is highly nonlinear.
Figure 4.25: Bivariate surface plot of Friedman’s variables X1 and X2 with the dependent
variable Y .
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Histograms and scatter plots of each of the Friedman simulated variables are shown in
Appendix Figures A.6 and A.7. Eqn. 3.55 was used to calculate the optimal bandwidth h
values when kernel regression is applied individually to each variable. Therefore, there is
one h bandwidth for each variable when kernel regression is applied individually to each
variable.
Figure 4.26 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable X1. Figure 4.26 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 0.14649 shown in Figure
4.26 is too small since the kernel density plot is very jagged. Yet the largest h = 2.1619
shown in Figure 4.26 is too large since the kernel density plot has oversmoothed the data
and removed features of the data that may be important. For X1 the bandwidth h that
minimizes the ICOMP score from Eqn. 3.55 is h = 0.40197.
Similarly, Figures 4.27 through 4.36 each shows smoothed kernel density plots for vari-
ous values of hj calculated from Eqn. 3.55 for the variables X2, X3, ..., X10 and Y , respec-
tively, for the Yk and Xk models. The values of h that minimize ICOMP for the variables
X2, X3, ..., X10 and Y are 0.36273, 0.36094, 0.28781, 0.61694, 0.58268, 0.44327, 0.38365,
0.47411, 0.55332, and 17.1047, respectively.
Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression
is applied to all X variables together (Xmk models). Therefore, there is only one h value
for all X variables when kernel regression is applied to all X variables together.
Table 4.8 summarizes the RMSE, AIC, ICOMP(IFIM), and h bandwidths calculated
for the true underlying model using Eqns. 3.54 and 3.55 from the six kernel models.
Performing kernel regression smoothing only on the X variables for models Y = Xkβ and
Y = Xmkβ slightly decreased the ICOMP(IFIM) to 946.8 and 970.5, respectively, from the
baseline model of 990.2. Similarly, RMSE and AIC also decreased slightly from the baseline
model where no kernel regression smoothing was applied to the data. Since RMSE, AIC,
and ICOMP(IFIM) decreased for these models, applying the kernel regression only to the
X variables resulted in slightly better models than the baseline.
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Figure 4.26: Kernel density plots for various h values for Friedman’s variable X1.
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Figure 4.27: Kernel density plots for various h values for Friedman’s variable X2.
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Figure 4.28: Kernel density plots for various h values for Friedman’s variable X3.
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Figure 4.29: Kernel density plots for various h values for Friedman’s variable X4.
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Figure 4.30: Kernel density plots for various h values for Friedman’s variable X5.
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Figure 4.31: Kernel density plots for various h values for Friedman’s variable X6.
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Figure 4.32: Kernel density plots for various h values for Friedman’s variable X7.
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Figure 4.33: Kernel density plots for various h values for Friedman’s variable X8.
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Figure 4.34: Kernel density plots for various h values for Friedman’s variable X9.
83
−5 0 5
0
0.01
0.02
hhat(p)=0.14403
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=0.20165
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=0.28231
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=0.39523
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=0.55332
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=0.77465
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=1.0845
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=1.5183
x
f(x
)
−5 0 5
0
0.01
0.02
hhat(p)=2.1256
x
f(x
)
Figure 4.35: Kernel density plots for various h values for Friedman’s variable X10.
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Figure 4.36: Kernel density plots for various h values for Friedman’s variable Y .
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Table 4.8: Results for applying univariate kernel regression smoothing methods using Fried-
man’s nonlinear data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 24.1 930.2 990.2
Y  = X k β 21.5 907.0 946.8 *
Y  = X mkβ 22.8 918.9 970.5 8.34E-03
Y k  = Xβ 4.83 608.9 632.7 17.1
Y k  = X k β 4.87 610.3 626.9 17.1 *
Y k  = X mkβ 5.18 622.8 642.6 17.1 8.34E-03
*Optimal bandwidth h  values for X1, X2, …, X10 individually are respectively:
  [0.40197, 0.36273, 0.36094, 0.28781, 0.61694, 0.58268, 0.44327, 0.38365, 0.47411, 0.55332].
However, applying the kernel regression smoothing to the Y variable more dramatically
decreased the RMSE, AIC, and ICOMP(IFIM) compared to the baseline model. The
RMSE decreased from the baseline model of 24.1 to 4.83, 4.87, and 5.18 for the Yk = Xβ,
Yk = Xkβ, and Yk = Xmkβ models, respectively. Similarly, the AIC decreased from 930.2
to 608.9 for the Yk = Xβ model, while ICOMP(IFIM) decreased from 990.2 to 632.7.
ICOMP(IFIM) is minimized for the Yk = Xkβ model with an ICOMP(IFIM) score of
626.9, while AIC is minimized for the Yk = Xβ model with an AIC score of 608.9. These
results agree with sections 4.2.1 and 4.2.3 that applying kernel regression on the Y variable
decreases the RMSE, AIC, and ICOMP(IFIM) compared to the baseline model even for a
highly nonlinear response Y variable.
The Box-Cox transformation was applied to the univariate Friedman’s data to compare
with the univariate kernel regression results. The Box-Cox optimal λˆ = 1, so Box-Cox
recommended no data transformation. In fact, the M5 model could not be evaluated
because the matrix was too singular. Therefore, Box-Cox could not be used to improve
the RMSE, AIC, or ICOMP(IFIM) of the univariate Friedman’s data.
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4.2.6 Univariate Kernel Regression for Uncorrelated Data
ICOMP in the general form utilizes the correlational structure in the data to accommodate
correlated variables. However, in the case of completely uncorrelated variables, another
form of ICOMP that estimates the posterior expected utility (PEU) as a Bayesian crite-
rion can be used. Bozdogan [Bozdogan, 2006] defines ICOMP(IFIM)PEU for uncorrelated
variables by
ICOMP (IFIM)PEU = −2 logL( ˆθM ) + k + 2C1(=−1( ˆθM )). (4.23)
Substituting Eqns. 2.8 and 2.13 into Eqn. 4.23 yields
ICOMP (IFIM)PEU = n log(2pi)+n log(σˆ2)+n+k+s log
(
tr(=−1)
s
)
−log |=−1|, (4.24)
where s = dim(=−1) and =−1( ˆθM ) is the outer product form.
Seven independent variables X1, X2, ..., X7 with n = 100 observations were randomly
generated from the unit hypercube using an uniform distribution with varying means such
that X1, X2, ..., X7 were all uncorrelated. Variables X4, X5, X6, and X7 did not contribute
to the response variable Y , and were therefore redundant variables.
Univariate kernel regression smoothing using ICOMP(IFIM)PEU was performed on
the uncorrelated univariate data. Figure 4.37 shows histograms and scatter plots of the
uncorrelated uniform variables X1, X2, X3, and Y . Histograms and scatter plots of the
uncorrelated variables X4, X5, X6, and X7 are shown in Appendix Figure A.8.
Eqn. 3.55 was used to calculate the optimal bandwidth h values when kernel regression
is applied individually to each variable. Therefore, there is one h bandwidth for each
variable when kernel regression is applied individually to each variable.
Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression
is applied to all X variables together (Xmk models). Therefore, there is only one h value
for all X variables when kernel regression is applied to all X variables together.
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 Figure 4.37: Histograms and scatter plots of uncorrelated variables X1, X2, X3, and Y .
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Figure 4.38 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable X1. Figure 4.38 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 0.0334 shown in Figure 4.38
is too small since the kernel density plot is very jagged with many peaks. Yet the largest h
= 0.4933 shown in Figure 4.38 is too large since the kernel density plot has oversmoothed
the data and removed features of the data that may be important. For X1 the bandwidth
h that minimizes the ICOMP score is h = 0.0917.
Similarly, Figures 4.39 through 4.45 each shows smoothed kernel density plots for var-
ious values of hj calculated from Eqn. 3.55 for the variables X2, X3, ..., X7 and Y , respec-
tively, for the Yk and Xk models. The values of h that minimize ICOMP for the variables
X2, X3, ..., X7 and Y are 0.0341, 0.1761, 0.0712, 0.3161, 0.0931, 0.1799, and 1.4217, respec-
tively.
Table 4.9 summarizes the RMSE, AIC, ICOMP(IFIM)PEU , and h bandwidths calcu-
lated for the true underlying model using Eqns. 3.54 and 3.55 from the six kernel models.
Performing kernel regression smoothing only on the X variables for models Y = Xkβ and
Y = Xmkβ dramatically increased the ICOMP(IFIM)PEU to 558.6 and 520.6, respectively,
from the baseline model of -280.6. Similarly, the AIC also dramatically increased from the
baseline model where no kernel regression smoothing was applied to the data. However,
the RMSE increased almost two orders of magnitude from 0.058 to 3.848 for the Y = Xkβ
model and 3.192 for the Y = Xmkβ model. Since RMSE, AIC, and ICOMP(IFIM)PEU
increased for these models, applying the kernel regression only to the X variables resulted
in much poorer models than the baseline.
However, applying the kernel regression smoothing to the Y variable also increased the
RMSE, AIC, and ICOMP(IFIM)PEU compared to the baseline model, but not as high as
the Y = Xkβ and Y = Xmkβ models. The RMSE increased from the baseline model of
0.058 to 0.176, 0.288, and 0.244 for the Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ models,
respectively.
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Figure 4.38: Kernel density plots for various h values for uncorrelated variable X1.
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Figure 4.39: Kernel density plots for various h values for uncorrelated variable X2.
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Figure 4.40: Kernel density plots for various h values for uncorrelated variable X3.
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Figure 4.41: Kernel density plots for various h values for uncorrelated variable X4.
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Figure 4.42: Kernel density plots for various h values for uncorrelated variable X5.
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Figure 4.43: Kernel density plots for various h values for uncorrelated variable X6.
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Figure 4.44: Kernel density plots for various h values for uncorrelated variable X7.
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Figure 4.45: Kernel density plots for various h values for uncorrelated variable Y .
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Table 4.9: Results for applying univariate kernel regression smoothing methods on uncor-
related variables using posterior expected utility (PEU).
Model RMSE AIC ICOMP(IFIM)PEU h  for Y h  for X
Y  = Xβ 0.058 -280.5 -280.6
Y  = X k β 3.848 559.3 558.6 *
Y  = X mkβ 3.192 521.9 520.6 0.206
Y k  = Xβ 0.176 -57.80 -59.18 1.422
Y k  = X k β 0.288 40.83 38.52 1.422 *
Y k  = X mkβ 0.244 7.490 5.436 1.422 0.206
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [0.0917, 0.0341, 0.1761, 0.0712, 0.3161, 0.0931, 0.1799] using Eqn. 3.55.
Similarly, the AIC increased from -280.5 to -57.8, 40.83, and 7.49 for the Yk = Xβ,
Yk = Xkβ, and Yk = Xmkβ models, respectively, while ICOMP(IFIM)PEU increased from
-280.6 to -59.18, 38.52, and 5.436 for the same models. Among the models using kernel
regression, ICOMP(IFIM)PEU and AIC are minimized for the Yk = Xβ model with an
ICOMP(IFIM)PEU score of -59.18 and AIC score of -57.8. For uncorrelated uniformly
distributed data, no kernel regression model was better than the original model without
kernel regression due to the extremely thick tails of the uniform distribution.
4.2.7 Univariate Kernel Regression Using the Epanechnikov Kernel on
Normal Data
Epanechnikov [Epanechnikov, 1969] also proposed a kernel function for calculating the
optimal bandwidth h. The Epanechnikov kernel minimizes asymptotic mean integrated
squared error (AMISE) and assumes the data are from a multivariate normal distribution.
The Epanechnikov kernel univariate function is given by
K(x) =

3
4(1− x2) if |x| ≤ 1
0 if |x| > 1
 . (4.25)
Figure 4.46 is a univariate plot of the Epanechnikov kernel shown in Eqn. 4.25.
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Figure 4.46: Univariate plot of the Epanechnikov kernel function.
The equation for calculating the optimal bandwidth h using an Epanechnikov kernel
one variable at a time is given by
h∗j =
(
2p+2p2(p+ 2)(p+ 4)Γ(p2)
n(2p+ 1)
)1/(p+4)
σˆj , (4.26)
where p is the number of predictor variables.
Eqn. 4.26 has a similar form to Eqn. 3.33 which is the normal reference rule. In Eqn.
4.26 p = 1 when calculating h∗j one variable at a time.
For all X variables together, Eqn. 3.39 is substituted into Eqn. 4.26 and becomes
h∗j =
(
2p+2p2(p+ 2)(p+ 4)Γ(p2)
n(2p+ 1)
)1/(p+4)(
p
2
log
[
tr(Σ)
p
]
− 1
2
log |Σ|
)
. (4.27)
Eqn. 4.27 resembles Eqn. 3.54 for calculating a single optimal h value for all X variables
together.
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The Epanechnikov kernel was used on the same multivariate data set described in
section 4.2.1 with one normally distributed Y variable and seven normally distributed X
variables with n = 50 observations. Histograms and scatter plots for the data are shown
in Appendix Figures A.1 and A.2.
Table 4.10 summarizes the AIC, RMSE, ICOMP(IFIM), and bandwidth h values cal-
culated for the true underlying model with predictor variables X1, X2, and X3 using the
Epanechnikov kernel.
Table 4.10 shows the results from the six models used for univariate Y . Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 103 and 194.9, respectively, from the baseline model of 79.8.
Similarly, the RMSE and AIC also increased considerably from the baseline model where no
kernel regression smoothing was applied to the data. Since RMSE, AIC, and ICOMP(IFIM)
increased for these models, applying the kernel regression only to the X variables resulted
in poorer models than the baseline. However, applying the kernel regression smoothing
to the Y variable decreased the RMSE, AIC, and ICOMP(IFIM). The RMSE decreased
from the baseline model of 0.474 to 0.146, 0.144, and 0.26 for the Yk = Xβ, Yk = Xkβ,
and Yk = Xmkβ models, respectively. Similarly, the AIC decreased from 73.1 to -44.4,
-45.9, and 13.3 for the Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ models, respectively, while
ICOMP(IFIM) decreased from 79.8 to -46.1, -59.2, and 6.79 for the Yk = Xβ, Yk = Xkβ,
and Yk = Xmkβ models, respectively. The Yk = Xkβ model had the best RMSE, AIC, and
ICOMP(IFIM) scores.
These results agree well with Table 4.2 where the Gaussian kernel was used. The RMSE,
AIC, and ICOMP(IFIM) scores using the normal kernel in Table 4.2 were lower for the Yk
models than the Epanechnikov kernel results in Table 4.10, particularly for the Yk = Xmkβ
model. Since the data were normally distributed, the Gaussian kernel performed slightly
better than the Epanechnikov kernel.
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Table 4.10: Results for applying univariate kernel regression with the Epanechnikov kernel
on normal data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.474 73.1 79.8
Y  = X k β 0.656 105.7 103.0 *
Y  = X mkβ 1.475 186.8 194.9 0.0177
Y k  = Xβ 0.146 -44.4 -46.1 1.677
Y k  = X k β 0.144 -45.9 -59.2 1.677 *
Y k  = X mkβ 0.260 13.3 6.79 1.677 0.0177
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [1.1118, 1.0691, 0.9609, 4.7303, 8.2965, 7.1532, 2.2444] using Eqn. 4.26.
4.2.8 Univariate Kernel Regression Using the Epanechnikov Kernel on
PE Data
The Epanechnikov kernel defined in Eqn. 4.25 and shown in Fig. 4.46 was applied to
the PE distributed data described in Section 4.2.4 to compare the performance of the
Epanechnikov and Gaussian kernels on highly skewed non-normal data.
The equations for calculating the optimal bandwidth h using an Epanechnikov kernel
are shown in Eqns. 4.26 and 4.27. The Epanechnikov kernel was used on the same mul-
tivariate PE data set described in section 4.2.4 with one PE distributed Y variable and
seven PE distributed X variables with n = 50 observations. Eqn. 4.26 was used when cal-
culating h∗j one variable at a time. Eqn. 4.27 was used when calculating a single optimal h
value for all X variables together. Table 4.11 summarizes the AIC, RMSE, ICOMP(IFIM),
and bandwidth h values calculated for the true underlying model using the Epanechnikov
kernel.
Table 4.11 shows the results from the six models used for univariate Y . Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 549.3 and 556.9, respectively, from the baseline model of
58.9. Similarly, the RMSE also increased approximately two orders of magnitude from the
baseline model where no kernel regression smoothing was applied to the data.
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Table 4.11: Results for applying univariate kernel regression with the Epanechnikov kernel
on power exponential data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.365 47.2 58.9
Y  = X k β 33.0 497.4 549.3 *
Y  = X mkβ 34.5 502.1 556.9 3.42
Y k  = Xβ 7.78 353.1 393.7 39.1
Y k  = X k β 5.03 309.4 333.3 39.1 *
Y k  = X mkβ 6.89 340.9 371.7 39.1 3.42
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [12.2153, 3.8303, 42.9406, 2.5444, 5.7193, 19.6565, 98.13] using Eqn. 4.26.
AIC increased more than one order of magnitude from 47.2 in the baseline model to
497.4 and 502.1 for the Y = Xkβ and Y = Xmkβ models, respectively. Since RMSE, AIC,
and ICOMP(IFIM) increased for these models, applying the kernel regression only to the
X variables resulted in poorer models than the baseline.
However, applying the kernel regression smoothing to the Y variable also increased the
RMSE, AIC, and ICOMP(IFIM), but not nearly as much as the Y = Xkβ and Y = Xmkβ
models. The RMSE increased from the baseline model of 0.365 to 7.78, 5.03, and 6.89
for the models Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ, respectively. Similarly, the AIC
increased from 47.2 to 353.1, 309.4, and 340.9 for the models Yk = Xβ, Yk = Xkβ, and
Yk = Xmkβ, respectively, while ICOMP(IFIM) increased from 58.9 to 393.7, 333.3, and
371.7 for these models, respectively. Among the kernel models, the Yk = Xkβ model had
the best RMSE, AIC, and ICOMP(IFIM) scores. However, none of the kernel models
performed better than the baseline model.
These results agree well with Table 4.7 where the Gaussian kernel was applied on the
same PE data. Note the Epanechnikov kernel outperformed the Gaussian kernel for the
models Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ since the RMSE, AIC, and ICOMP(IFIM)
scores are slightly smaller in Table 4.11 than in Table 4.7.
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4.3 Conclusions
Kernel regression smoothing on the univariate Y variable has shown to significantly lower
the ICOMP(IFIM), RMSE, and AIC scores compared to the baseline linear regression
models for normally distributed data, Hald’s cement data, and Friedman’s nonlinear data.
However, for power exponential and uncorrelated uniformly distributed data, kernel regres-
sion did not lower ICOMP(IFIM), RMSE, and AIC scores. Kernel regression smoothing
on the X variables consistently produced poorer models compared to the baseline for all
data sets.
The Epanechnikov kernel was applied to both the normally distributed data and power
exponential data to compare its performance with the Gaussian kernel. The Epanechnikov
kernel performed better than the Gaussian kernel for the skewed power exponential data,
but not as well with the normal data. Therefore, the choice of the kernel can matter
depending on the data.
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Chapter 5
Multivariate Kernel Regression
5.1 Introduction
Chapter 3 and Section 4.1 present the theoretical framework for kernel regression. Kernel
regression has been applied using a variety of bandwidth estimators as discussed in chapter
3. However, this dissertation proposes the extension of kernel regression to the multivariate
case using ICOMP for variable model selection.
The univariate kernel regression described in section 4.1 is extended here to the multi-
variate case. The multivariate partially linear model is defined as
Y = XTβ + g(T ) + E, (5.1)
where Y is a (n × m) response matrix, X and T are d-dimensional and scalar regressors,
β is a (d × m) matrix of unknown parameters, g(·) an unknown smooth function, and E
an error matrix with E(i) = 0.
Let gn(t, β) =
n∑
i=1
ωni(t)(Yi − XTi β) for a given matrix β where ωni(t) is defined in
Eqn. 4.2. By substituting gn(t, β) into Eqn. 5.1 and using least squares criterion, the least
squares estimator of β is shown as
βˆKR = (X˜T X˜)−1X˜T Y˜, (5.2)
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where X˜T = (X˜1, ..., X˜n) with X˜j = Xj −
n∑
i=1
ωni(Tj)Xi and Y˜ Tk = (Y˜1, ..., Y˜n) with Y˜j =
Yj −
n∑
i=1
ωni(Tj)Yi for k = 1, 2, ..., p. The nonparametric part g(t) is estimated by
gˆn(t) =
n∑
i=1
ωni(t)(Yi −XTi βˆKR). (5.3)
When 1, ..., p are identically distributed, their common variance Σ may be estimated
by Σˆ by
Σˆ = (Y˜ − X˜βˆKR)T (Y˜ − X˜βˆKR). (5.4)
Eqn. 4.2 shows the weight is calculated from only one regressor Xi independent of the
other Xj . Only the data within each Xi is used in the weighting for smoothing the data.
Eqn. 4.7 is an extension of Eqn. 4.2 that uses the data from all X1, ..., Xd or Y1, ..., Yp
variables simultaneously to smooth the data.
Eqn. 4.7 can be applied to the independent variables Xi, the dependent variables Yi,
or both in the multivariate case. Let gn(t, β) =
n∑
i=1
d∑
k=1
ωnik(t)(Yi−XTi β) for a given β. By
substituting gn(t, β) into Eqn. 5.1 and using least squares criterion, the least squares esti-
mator of β is shown in Eqn. 5.2 where X˜T = (X˜1, ..., X˜n) with X˜j = Xj−
n∑
i=1
d∑
k=1
ωnik(Tj)Xi
and Y˜k
T
= (Y˜1, ..., Y˜n) with Y˜j = Yj −
n∑
i=1
d∑
k=1
ωnik(Tj)Yi. The nonparametric part g(t) is
estimated by
gˆn(t) =
n∑
i=1
d∑
k=1
ωnik(t)(Yi −XTi βˆKR). (5.5)
When 1, ..., p are identically distributed, their common variance Σ may be estimated
by Σˆ in Eqn. 5.4. The optimal bandwidth matrix Hˆ is calculated from Eqn. 3.41.
Multivariate data sets were simulated with both normal and non-normal error structures
to determine the optimal use of univariate or multivariate kernel regression on minimizing
the ICOMP(IFIM) from Eqn. 2.15.
The simulated multivariate data sets were small enough so that all possible subset
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models were considered. MATLAB programs were written to calculate AIC, root mean
square error (RMSE), and ICOMP(IFIM) from the model with the smallest ICOMP(IFIM)
from Eqn. 2.15 after considering all possible subset models.
AIC for multivariate regression derived from Eqn. 2.1 is defined by
AIC(k) = np log(2pi) + n log(σ2|Σ|) + np+ 2(k + 1), (5.6)
where p = number of dependent variables Y1, Y2, ..., Yp, k = number of independent
variables X1, X2, ..., Xk, and n = number of observations. For multivariate data sets,
all possible combinations of applying kernel regression were calculated using the notation
described in Table 5.1.
5.2 Kernel Regression with Normal Data
A multivariate data set with seven normally distributed X variables and three normally
distributed Y variables was simulated with n = 50 observations as first discussed in section
4.2.1. Two additional Y response variables were added to the data set using the variables
X1, X2, and X3 in the true model.
Figure 5.1 is a surface plot of the first two variablesX1 andX2. These are approximately
bivariate normal.
Histograms and scatter plots of each of the simulated variables X1, X2, ..., X7, and Y1,
Y2, and Y3 are shown in Appendix Figures A.9 and A.10 where each variable is approx-
imately normally distributed. Eqn. 3.55 was used to calculate the optimal bandwidth h
values when kernel regression is applied individually to each Xi or Yi variable.
Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression is
applied to all X variables together (Xmk models) or all Y variables together (Ymk models).
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Table 5.1: Notation used for applying multivariate kernel regression smoothing methods.
Model Description
Y  = Xβ Baseline model with no kernel regression smoothing on either    X  or Y  variables
Y  = X k β Univariate kernel regression on   X  variables one at a time, but no kernel 
regression on Y variables
Y  = X mk β Multivariate kernel regression on all   X  variables together, but no kernel 
regression on Y variables
Y k  = Xβ Univariate kernel regression on  Y  variables one at a time, but no kernel 
regression on  X
Y k  = X k β Univariate kernel regression on  Y  and X  variables one at a time
Y k  = X mk β Univariate kernel regression on  Y  variables one at a time, and multivariate kernel 
regression on all  X  variables together
Y mk  = Xβ Multivariate kernel regression on all  Y  variables together, but no kernel 
regression on  X variables
Y mk  = X k β Multivariate kernel regression on all  Y  variables together, and univariate kernel 
regression on  X  variables one at a time
Y mk  = X mk β Multivariate kernel regression on all  Y  variables together, and multivariate kernel
regression on all  X  variables together
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Figure 5.1: Bivariate surface plot of normally distributed variables X1 and X2.
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Therefore, there is only one h value for all X or Y variables when kernel regression is
applied to all X or Y variables together.
Figure 5.2 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable Y2. Figures 4.2 through 4.9 show smoothed kernel density
plots for the values of hj calculated from Eqn. 3.55 for the variables X1, X2, ..., X7, and
Y1 in section 4.2.1. Figure 5.2 shows that as the bandwidth h increases the kernel density
plots become smoother. The smallest hj = 1.6352 is too small since the kernel density plot
is very jagged. Yet the largest hj = 24.1326 is too large since the kernel density plot has
oversmoothed the data and removed features of the data that may be important. For Y2
the bandwidth h that minimizes the ICOMP score is h = 6.2819.
Similarly, Figure 5.3 shows smoothed kernel density plots for various values of h calcu-
lated from Eqn. 3.55 for the Y3 variable for the Yk models. The value of h that minimizes
ICOMP for the Y3 variable is 1.3743.
Table 5.2 shows the results from the nine kernel models for multivariate Y . Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 425 and 787, respectively, from the baseline multivariate
model of 319. Similarly, the AIC also increased from the baseline model of 205 to 370 and
647 for models Y = Xkβ and Y = Xmkβ, respectively. RMSE increased almost two orders
of magnitude from 0.0973 for the baseline to 8.26 for the Y = Xmkβ model. Since RMSE,
AIC, and ICOMP(IFIM) increased for these models, applying the kernel regression only
to the X variables resulted in poorer models than the baseline.
However, applying the kernel regression smoothing to the multivariate Y variables
dramatically decreased the RMSE, AIC, and ICOMP(IFIM) as in the univariate Y case in
section 4.2.1. The RMSE decreased more than one order of magnitude from the baseline
model of 0.0973 to 0.008 for the Yk = Xβ model. Similarly, the AIC decreased from
205 to -47.4 for the Yk = Xβ model, while ICOMP(IFIM) decreased from 319 to 45.2.
Among the three Yk models, RMSE, AIC, and ICOMP(IFIM) increased dramatically for
the Yk = Xmkβ model compared to the Yk = Xβ and Yk = Xkβ models. However,
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Figure 5.2: Kernel density plots for various h values for normally distributed variable Y2.
110
−20 0 20
0
0.01
0.02
0.03
hhat(p)=0.50085
x
f(x
)
−20 0 20
0
0.01
0.02
0.03
hhat(p)=0.70118
x
f(x
)
−20 0 20
0
0.01
0.02
0.03
hhat(p)=0.98166
x
f(x
)
−20 0 20
0
0.01
0.02
0.03
hhat(p)=1.3743
x
f(x
)
−20 0 20
0
0.01
0.02
0.03
hhat(p)=1.924
x
f(x
)
−20 0 20
0.005
0.01
0.015
0.02
0.025
hhat(p)=2.6937
x
f(x
)
−20 0 20
0.005
0.01
0.015
0.02
0.025
hhat(p)=3.7711
x
f(x
)
−20 0 20
0.01
0.015
0.02
0.025
hhat(p)=5.2796
x
f(x
)
−20 0 20
0.014
0.016
0.018
0.02
0.022
hhat(p)=7.3914
x
f(x
)
Figure 5.3: Kernel density plots for various h values for normally distributed variable Y3.
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Table 5.2: Results for applying multivariate kernel regression smoothing methods with
normally distributed data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.0973 205 319
Y  = X k β 0.5178 370 425 *
Y  = X mkβ 8.26 647 787 0.0062
Y k  = Xβ 0.0080 -47.4 45.2 **
Y k  = X k β 0.0103 -21.9 42.6 ** *
Y k  = X mkβ 0.0617 157 275 ** 0.0062
Y mk  = Xβ 0.0032 -138 -93.5 0.8235
Y mk  = X k β 0.0031 -141 -131 0.8235 *
Y mk  = X mkβ 0.0123 -3.81 18.4 0.8235 0.0062
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [0.5892, 0.6766, 0.5691, 2.9936, 5.2505, 3.2336, 1.0146]
**Optimal bandwidth h  values for Y1, Y2, Y3 individually are respectively:
  [0.4766, 6.2819, 1.3743]
compared to the baseline model all Yk models have lower RMSE, AIC, and ICOMP(IFIM)
scores.
The Ymk models provide the best improvement in RMSE, AIC, and ICOMP(IFIM)
compared to the other models. The Ymk = Xkβ model has the lowest RMSE, AIC, and
ICOMP(IFIM) scores of all nine models with scores of 0.0031, -141, and -131, respectively.
The RMSE, AIC, and ICOMP(IFIM) scores increased considerably for the Ymk = Xmkβ
model compared to the Ymk = Xβ and Ymk = Xkβ models. This pattern is consistent for
the Y , Yk, and Ymk models in Table 5.2. Using a single h bandwidth for all X variables
consistently produces poorer models than applying kernel regression smoothing to the Y
variables.
For normally distributed data, applying the kernel regression smoothing to the Y vari-
ables had the most dramatic effect in lowering the RMSE, AIC, and ICOMP(IFIM).
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5.3 Kernel Regression for Multivariate Power Exponential
Distribution
Liu and Bozdogan [Liu and Bozdogan, 2008] discuss multivariate regression models with
power exponential (PE) random errors. The univariate random variable x is PE distributed
if the density function of x is defined by Eqn. 4.20 in section 4.2.4.
Gomez [Gomez, Gomez-Villegas and Marin, 1998] published a multivariate generaliza-
tion of the PE family of distributions, denoted PEp(µ,Σ, β), defined by
f(x;µ,Σ, β) =
pΓ(p/2)
pip/2Γ(1 + p2β )2
1+ p
2β
|Σ|−1/2 exp
(
−1
2
[(x− µ)′−1(x− µ)]β
)
, (5.7)
where x = [x1, x2, ..., xp]′ is a p dimension random vector, µ  Rp, Σ is a (p × p) positive
definite symmetric matrix, and β > 0 is the shape parameter. Note that when p = 1, Eqn.
5.7 reduces to Eqn. 4.20.
In order to generate univariate PE pseudo-random numbers, Liu and Bozdogan [Liu
and Bozdogan, 2008] show that if Y = 12 |X|2β, where X has a standard PE distribution
with shape parameter β, then Y ∼ Gamma( 12β ). So Y has a distribution with density
f(y) =
y(1/2β)−1e−y
Γ( 12β )
. (5.8)
A multivariate PE data set with seven independent X variables and one dependent
Y variable was simulated with n = 50 observations as discussed in section 4.2.4. Two
additional Y response variables were added to the data set using the variables X1, X2,
and X3 in the true model. The residuals from the multivariate linear regression models
are gamma distributed with β = 0.3. A MATLAB program performed multivariate kernel
regression smoothing on the multivariate PE distributed data.
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Figure 5.4 is a surface plot of the first two variables X1 and X2 where β = 0.3. The
data are gamma distributed with thin tails.
Histograms and scatter plots of each of the simulated variables X1, X2, ..., X7, and Y1,
Y2, and Y3 are shown in Appendix Figures A.11 and A.12 where each variable is skewed
and non-normally distributed. Eqn. 3.55 was used to calculate the optimal bandwidth h
values when kernel regression is applied individually to each Xi or Yi variable. Therefore,
there is one h bandwidth for each variable when kernel regression is applied individually
to each variable.
Eqn. 3.54 was used to calculate the optimal bandwidth h value when kernel regression is
applied to all X variables together (Xmk models) or all Y variables together (Ymk models).
Therefore, there is only one h value for all X or Y variables when kernel regression is
applied to all X or Y variables together.
Figure 5.5 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable Y2. Figures 4.17 through 4.24 show smoothed kernel density
plots for the values of hj calculated from Eqn. 3.55 for the variables X1, X2, ..., X7, and
Y1, respectively, in section 4.2.4. Figure 5.5 shows that as the bandwidth h increases the
kernel density plots become smoother. The smallest hj = 10.7018 is too small since the
kernel density plot is jagged. Yet the largest hj = 157.9359 is too large since the kernel
density plot has oversmoothed the data and removed features of the data that may be
important. For Y2 the bandwidth h that minimizes the ICOMP score is h = 41.112.
Similarly, Figure 5.6 shows smoothed kernel density plots for various values of hj calcu-
lated from Eqn. 3.55 for the Y3 variable for the Yk models. The value of h that minimizes
ICOMP for the Y3 variable is 10.0665.
Table 5.3 shows the results from the nine kernel models for multivariate Y . Performing
kernel regression smoothing only on the X variables for models Y = Xkβ and Y = Xmkβ
increased the ICOMP(IFIM) to 1663 and 1705, respectively, from the baseline multivariate
model of 434. Similarly, the AIC also increased from the baseline model of 184 to 1460 and
1497 for models Y = Xkβ and Y = Xmkβ, respectively. RMSE increased more than five
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Figure 5.4: Bivariate surface plot of power exponential variables X1 and X2.
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Figure 5.5: Kernel density plots for various h values for PE distributed variable Y2.
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Figure 5.6: Kernel density plots for various h values for PE distributed variable Y3.
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Table 5.3: Results for applying multivariate kernel regression smoothing methods with
power exponential data.
Model RMSE AIC ICOMP(IFIM) h for Y h for X
Y  = Xβ 0.080 184 434
Y  = X k β 28,114 1460 1663 *
Y  = X mkβ 40,783 1497 1705 1.193
Y k  = Xβ 318 1012 1177 **
Y k  = X k β 12.8 691 824 ** *
Y k  = X mkβ 480 1053 1185 ** 1.193
Y mk  = Xβ 136 927 1066 0.812
Y mk  = X k β 131 923 1023 0.812 *
Y mk  = X mkβ 149 936 1048 0.812 1.193
*Optimal bandwidth h  values for X1, X2, …, X7 individually are respectively:
  [4.988, 2.5413, 18.5111, 0.7633, 2.7108, 14.5435, 82.7758]
**Optimal bandwidth h  values for Y1, Y2, Y3 individually are respectively:
  [20.4193, 41.112, 10.0665]
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orders of magnitude from 0.08 for the baseline to 40,783 for the Y = Xmkβ model. Since
RMSE, AIC, and ICOMP(IFIM) increased for these models, applying the kernel regression
only to the X variables resulted in poorer models than the baseline.
However, applying the kernel regression smoothing to the multivariate Y variables also
increased the RMSE, AIC, and ICOMP(IFIM) as in the univariate Y case in section 4.2.4.
The RMSE increased more than two orders of magnitude from the baseline model of 0.08
to 318, 12.8, and 480 for the Yk = Xβ, Yk = Xkβ, and Yk = Xmkβ models, respectively.
Similarly, the AIC scores increased from 184 to 1012, 691, and 1053 for the Yk = Xβ,
Yk = Xkβ, and Yk = Xmkβ models, respectively, while ICOMP(IFIM) scores increased
from 434 to 1177, 824, and 1185 for the three models, respectively. Among the three Yk
models, RMSE, AIC, and ICOMP(IFIM) scores are much lower for the Yk = Xkβ model
compared to the Yk = Xβ and Yk = Xmkβ models. However, compared to the baseline
model all Yk models have higher RMSE, AIC, and ICOMP(IFIM) scores.
The Ymk models generally provide the better improvement in RMSE, ICOMP(IFIM),
and AIC scores compared to all other models except the Yk = Xkβ model. There is little
difference between the three Ymk models as shown in Table 5.3. Among the kernel regression
models, the Yk = Xkβ model minimizes RMSE, AIC, and ICOMP(IFIM), although the
scores are not as low as the baseline model. Kernel regression smoothing did not improve
the baseline model for PE data using the Gaussian kernel due to its skewness and peaks.
5.4 Conclusions
Kernel regression smoothing on the multivariate Y variables has shown to significantly
lower the ICOMP(IFIM), RMSE, and AIC scores compared to the baseline linear re-
gression models for normally distributed data. However, kernel regression did not lower
ICOMP(IFIM), RMSE, and AIC scores compared to the baseline model for power expo-
nential data due to its high skewness and sharp peaks using the Gaussian kernel. Kernel
regression smoothing on the X variables singly or jointly produces a poorer model com-
pared to the baseline in both normally and power exponential distributed data.
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Chapter 6
Kernel Regression with the
Genetic Algorithm
6.1 Introduction
Chapters 4 and 5 showed results using kernel regression on univariate and multivariate data
sets. Kernel regression was applied using both the Gaussian and Epanechnikov kernels.
Chapters 4 and 5 showed applying the kernel to the Y variables dramatically reduced both
the AIC and ICOMP(IFIM) compared to the model where no kernel regression was used
in some cases. Chapter 6 will present results of integrating kernel density regression with
the genetic algorithm (GA).
6.2 Genetic Algorithm
A genetic algorithm is a heuristic search algorithm based on concepts of biological evolution
and natural selection [Goldberg, 1989]. GA has many applications as a numerical optimiza-
tion technique for complex problems in many different disciplines including management
science, statistics, industrial engineering and operations research. GAs take into consider-
ation all historical information involved in a problem as well as random information [Said,
2005].
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A GA treats information as a series of codes on a string, where each string represents
a different solution to a given problem. The strings are analogous to genetic informa-
tion coded by genes on a chromosome. Each string is evaluated according to a “fitness”
function that measures its ability to solve the problem. Genetic algorithms are search and
optimization tools that enable the fittest candidate among strings to survive and reproduce
based on information exchange imitating the natural biological selection. “Parent” strings
reproduce into two “child” strings that are created using portions of the parent strings.
The general procedure in the GA involves the following seven steps:
1. Convert predictor variables into a string of binary code
2. Create a population of breeding strings
3. Define the fitness function
4. Select the mating pool based on values of the fitness function
5. Perform chromosomal crossover and genetic mutation
6. Create the next generation of models
7. Loop back to step 2 until termination criteria are met.
Step 1 in GA for regression modeling is to use an encoding scheme for the various
possible combinations of predictor variables into a string, where each locus in the string is
a binary code indicating the presence (1) or absence (0) of a given predictor variable. For
each string, locus 0 represents the intercept term, while locus i represents predictor variable
i for i = 1, 2, ..., p. Each string has length p+ 1. For example, if there are p = 5 predictor
variables, the string “110101” represents the regression model that includes the intercept
(locus 0 has “1”), predictor variable 1 is included (locus 1 has “1”), predictor variable 2
is excluded (locus 2 has “0”), predictor variable 3 is included (locus 4 has “1”), predictor
variable 4 is excluded (locus 5 has “0”), and predictor variable 5 is included (locus 6 has
“1”).
Step 2 in GA is to create an initial population of breeding strings or models. The initial
population size is chosen by the investigator and is not random. Each model is selected by
randomly choosing variables to be included in the model and encoding the string based on
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the presence or absence of each variable.
Step 3 in GA is to define the criterion to rank solutions called the fitness function. The
fitness function used for model selection is AIC or the information complexity (ICOMP)
of the inverse Fisher information matrix (IFIM) given by
ICOMP (IFIM) = n log(2pi) + (n− 1
2
) log(σˆ2) + n+ (q+ 1) log
(
tr(σˆ2X′X)−1 + 2σˆ4/n
q + 1
)
− log |(X′X)−1|+ log
(n
2
)
, (6.1)
where q = k+1 and k = number of parameters estimated in the model. Eqn. 6.1 is identical
to Eqn. 2.13.
Step 4 in GA is to select the mating pool based on their ICOMP values from Eqn.
6.1. After calculating the ICOMP criterion for each of the models in the population, each
ICOMP criterion is subtracted from the highest criterion value in the population. The
arithmetic average of these differences and the ratio of each model’s difference value to the
mean value are calculated. This process is called the natural selection strategy since the
probability of an individual being selected is proportional to the ratio
rj =
FitnessMax − Fitnessj
1
n
n∑
j=1
Fitnessj
, (6.2)
where FitnessMax is the maximum ICOMP fitness value among the population and Fitnessj
is the ICOMP fitness value of the jth model. The probability of an individual model being
selected is proportional to the ratio in Eqn. 6.2. Parents from the population are chosen
whose ratios are greater than one which guarantees the mating pool contains the models
with better fitness. This selection process of selecting producing offspring models continues
until the number of offspring equals the initial population size [Goldberg, 1989].
Step 5 in GA is the crossover and mutation process. In the crossover process the pair
of chromosomes chosen for crossover is controlled by the crossover probability which is
122
input by the user. The crossover point is the randomly selected location on the binary
string that separates the string into two parts. The portions of the two strings to the
right of the crossover point are interchanged between the parents to form two offspring
strings. For example, if parent A is the string “011|01001110” while parent B is the string
“010|11100101” where the symbol “|” is the randomly chosen crossover point, then offspring
A would be the string “011|11100101” and offspring B would be the string “010|01001110”.
A crossover probability of zero means that the members of the mating pool are carried
over into the next generation and no offspring are produced. On the other had, a crossover
probability of 1 means that crossover always occurs between any two parent models chosen
from the mating pool; hence, the next generation will consist only of offspring models
with no models from the previous generation. Models that perform well from the previous
population could be removed from subsequent generations before selection can produce
improvements from their contributions. However, a low crossover rate likely will slow down
the search by not producing new combinations of variables fast enough [Luh, Minesky and
Bozdogan, 1996].
A mutation of models is used in the GA process to create new combinations of variables
so the searching process can jump to other areas of the fitness landscape in search of the
global optimal model. Mutation occurs when a randomly selected locus changes from 0 to
1 or from 1 to 0 with a specified probability called the mutation probability. The elitism
rule is applied which allows the best model in the previous generation to remain in the
subsequent generations. This guarantees the individual model with the most preferred
fitness in the current generation will survive to the next generation.
Step 6 in the GA is creating the next generations of models. The number of generations
is set by the user in the algorithm. The number of generations the GA is allowed to
reproduce should be large enough to have a high probability of searching most areas of the
search landscape for the global optimum. However, the number of generations should be
small enough that the algorithm terminates in a reasonable amount of time without being
computationally expensive.
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The GA continues looping through steps 2 through 6 until the algorithm has executed
the total number of generations allowed or a prescribed number of generations have been
executed with no improvement in the objective function.
The two main types of traditional search and optimization methods are calculus-based
and enumerative. Calculus-based methods optimize an objective function subject to linear
or non-linear constraints. The Langrange methodology searches for local extremal points
using gradients. Calculus-based methods assume the functions are differentiable and con-
tinuous. How close the starting point in the optimization method to the local maximum
can determine whether the method converges to a local or global maximum, or even con-
verges at all. Hence, many calculus-based optimization methods are not as robust. When
calculus-based methods do converge on a local maximum, it may not be clear whether the
local maximum is also the global maximum. Real world applications are known to have
discontinuities with multimodal and chaotic search domains making them difficult to model
with continuous, differentiable functions required of calculus-based methods. These meth-
ods lack the power to provide robust search through the optimization techniques [Said,
2005].
Enumeration techniques depend on either searching a finite continuous highly focused
region or an infinite disconnected search region where the algorithm evaluates every point in
the region. However, these techniques are inefficient and not robust. For excessively large
problems, the number of evaluations could be prohibitive even with modern computing
capabilities. Enumerative methods are best used for small optimization problems where
the domain space can be searched without prohibitive costs in time or computing resources.
By contrast, GAs can be applied to solving problems where the number of possible
solutions is very large. The GA does not require calculation of gradient of the objective
function and is not likely to be restricted to local optima [Goldberg, 1989]. Through the
mutation and crossover stages of the algorithm, the GA can jump to other areas of the
domain search space, thereby increasing the likelihood of finding the global optimum unlike
calculus-based methods. GAs maintain robustness throughout the optimization process
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as it searches the feature space efficiently in complex systems. GAs require only simple
computations while not imposing restrictions on the domain of the search or optimization
problem. GAs are robust and powerful in detecting problems in a wide array of fields
by resolving an assortment of complex problems. GAs form a subset field of evolutionary
computation that inspire optimization algorithms based on simulated evolution. GAs allow
discontinuous, complex objective functions unlike calculus-based techniques. The optimum
solution can be shown to be optimal by running a GA using the optimal solution as one of
the initial parent solutions.
Howe [Howe, 2009] and Bozdogan developed the Information Complexity M3 Toolbox
for MATLAB. These MATLAB programs (hereafter referred to as the M3 toolbox) provide
the basis for generating results using the GA in this dissertation. The M3 toolbox programs
were modified to incorporate kernel regression discussed in chapters 3 and 4.
The M3 toolbox uses eight operational parameters that are summarized in Table 6.1.
Howe [Howe, 2009] discusses these parameters in detail and are summarized below.
Number of Generations
A generation in a GA is another name for an iteration. The number of generations
selected should be large enough for the algorithm to identify the global optimal solution,
but not unnecessarily large due to the increase in computation time. Selecting a number of
generations too small could mean termination of the algorithm with a suboptimal result.
Table 6.1: Genetic algorithm operational parameters.
Parameter Setting
Number of generations 60
Premature termination threshold 40
Population size 30
Generation seeding Ranking
Crossover probability 0.75
Mutation probability 0.10
Elitism on
Objective function AIC or ICOMP(IFIM)
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Premature Termination Threshold
The premature termination threshold is a convergence criteria for the GA. This param-
eter controls the number of generations the GA is allowed to execute with no improvement
in the objective function. This parameter needs to be large enough to find the global op-
timal solution, but not too large since the algorithm will not make improvements in the
objective function using a longer computation time.
Population Size
The population size parameter P determines how many solutions are evaluated in each
generation. As a general rule, in a subsetting problem with p variables, each generation
should evaluate P > p solutions.
Generation Seeding
Generation seeding is the process of selecting members of the next generation for mat-
ing. Ranking selection uses unequal bin widths so the larger bins are at the beginning,
corresponding to the most fit solutions. This allows chromosomes with a better objective
function values are overrepresented in the mating pool. The ordering of the solutions is
still randomly permuted, and solutions are mated sequentially [Howe, 2009].
Crossover Probability
The crossover probability uses a randomized single-point crossover described in Howe
[Howe, 2009]. The mating pair undergo the crossover operation if it is less than the crossover
probability. Frequent crossovers are preferred since the procedure just duplicates the origi-
nal solutions when the solutions are not crossed. Therefore, crossover probabilities greater
than 50% are preferred.
Mutation Probability
The mutation probability is implemented by randomly selecting elements on the chro-
mosome and then reassigning them randomly to different groups. The GA uses mutation
to widen the search for the global optimal solution by allowing a jump to another area of
the fitness landscape. Generally, a small probability (≤ 10%) is preferred for mutation.
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Elitism
The elitism rule ensures monotonic improvement in the objective function. After all
reproduction operations have been completed, the elitism rule copies the best chromosome
without modification for mating with the next generation. However, the elitism rule usually
means the population size increases with each generation, which can increase computation
time.
Objective Function
Like all optimization procedures, the GA requires some objective function to either
maximize or minimize. The M3 toolbox uses information criteria as the objective function
to determine the optimal solution.
6.3 Kernel Regression with the Genetic Algorithm on Real
Body Fat Data
The M3 toolbox was originally developed by Howe and Bozdogan [Howe, 2009] for variable
selection using ordinary least squares regression with the genetic algorithm. The MATLAB
programs used in the M3 toolbox were modified to incorporate kernel regression smoothing
in place of ordinary regression for the models described in Table 4.1.
Kernel regression is applied with GA on a real data set using the modified M3 toolbox.
The real data set predicts percentage of body fat as the response variable, as described
by Bao [Bao, et. al, 2005] (http://lib.stat.cmu.edu/datasets/bodyfat). The data set has
13 independent X variables, n = 252 observations, and percentage of body fat as the Y
response variable.
6.3.1 Results from the Y = Xβ Model
The modified M3 toolbox was run first with no kernel regression (Y = Xβ model) applied
to the data to establish a baseline of AIC and ICOMP(IFIM) scores for the best models.
The operational parameters shown in Table 6.1 were used for the GA. Figure 6.1 is a
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three-dimensional plot showing the fitness landscape of AIC scores with the number of
generations and populations output from the M3 toolbox. Figure 6.1 shows the AIC
scores generally decrease as the generations increase.
Figure 6.2 is a scatter plot of the minimum and average AIC scores for each generation
in the GA. The GA converges to the minimum AIC at generation 5 and is constant through
the remaining generations. Since the GA found the optimal model, the GA terminated
early at generation 46. The average AIC score decreases quickly and stabilizes at generation
11.
The GA model was replicated 100 times. The results are summarized in Table 6.2.
An explicit enumeration of all possible subset models was performed and the top 10 AIC
models are shown in Table 6.2. The integer 0 in the model column denotes the presence of
the intercept term. The other integers in the model column identify the variable number
present in the model. For example, the best model (0,1,2,4,6,7,8,12,13) has the intercept
term plus variables X1, X2, X4, X6, X7, X8, X12, and X13. The GA correctly identified
the best model (0,1,2,4,6,7,8,12,13) with the smallest AIC score of 1457 69 times out of
100 replications. This model identified by GA is the optimal solution shown in Table 6
of Bao [Bao, et. al, 2005] using the exact implicit enumeration (IE) algorithm. The GA
identified the model (1,2,3,4,6,7,8,12,13) with the third smallest AIC score of 1457.47 19
times out of 100 replications. Ninety-nine of the 100 replications identified five of the best
seven models using AIC. One replication identified model (1,2,3,4,6,7,11,12,13) outside the
top 10 models with an AIC score of 1459.79.
Figure 6.3 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the M3 toolbox. Figure
6.3 shows the ICOMP(IFIM) scores generally decrease as the generations increase.
The GA model was replicated 100 times for ICOMP(IFIM). The results are summarized
in Table 6.3. An explicit enumeration of all possible subset models was performed and the
top 10 ICOMP(IFIM) models are shown in Table 6.3.
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Figure 6.1: Three dimensional surface plot of AIC scores for body fat from the Y = Xβ
model.
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Figure 6.2: Scatter plot of AIC scores for body fat for each generation from the Y = Xβ
model.
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Table 6.2: AIC results for body fat data from the Y = Xβ model.
Model AIC Frequency
{0,1,2,4,6,7,8,12,13} 1457.00 69
{0,1,2,4,6,8,12,13} 1457.05 8
{1,2,3,4,6,7,8,12,13} 1457.47 19
{0,1,2,4,6,8,11,12,13} 1457.62 2
{1,3,4,6,7,8,12,13} 1457.72
{0,1,2,4,6,7,8,11,12,13} 1457.82
{0,1,2,4,6,11,12,13} 1458.13 1
{1,4,6,7,8,12,13} 1458.21
{0,1,2,3,4,6,7,8,12,13} 1458.33
{0,1,2,4,6,8,10,12,13} 1458.34
{1,2,3,4,6,7,11,12,13} 1459.79 1
Modeling completed in 3.5 minutes using 100 replications.
The GA identified the model (4,6,7,12,13) with the smallest ICOMP(IFIM) score of
1495.17 91 times out of 100 replications. The model (1,4,6,7,8,12,13) was the second most
frequently identified model seven times out of 100 replications with an ICOMP(IFIM) score
of 1498.5. All 100 replications using GA identified four of the top five models scored by
ICOMP(IFIM).
Figure 6.4 is a scatter plot of the minimum and average ICOMP(IFIM) scores for each
generation in the GA. The GA converges to the minimum ICOMP(IFIM) at generation 41
and is constant through generation 60. The average ICOMP(IFIM) score decreases quickly
and stabilizes at generation 26.
Histograms and scatter plots of each of the variables X1, X2, ..., X13, and Y are shown
in Appendix Figures A.13, A.14, and A.15. The histograms show a variety of distributions
from skewed to approximately normal. The scatter plots show significant correlations
between several variables.
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Figure 6.3: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Y = Xβ model.
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Figure 6.4: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from the
Y = Xβ model.
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Table 6.3: ICOMP(IFIM) results for body fat data from the Y = Xβ model.
Model ICOMP(IFIM) Frequency
{4,6,7,12,13} 1495.17 91
{4,6,7,13} 1495.85 1
{6,7,13} 1495.97
{3,4,6,7,12,13} 1497.84 1
{1,4,6,7,8,12,13} 1498.50 7
{3,6,7,13} 1498.51
{6,7,12,13} 1498.54
{1,4,6,7,12,13} 1498.55
{4,6,7,11,13} 1498.55
{0,2,6} 1498.65
Modeling completed in 1.6 minutes using 100 replications.
6.3.2 Results from the Y = Xkβ Model
Eqn. 3.55 was used to calculate the optimal bandwidth h values when kernel regression is
applied individually to each X variable. Therefore, there is one h bandwidth for each of
the 13 X variables when kernel regression is applied individually to each variable.
Figure 6.5 shows smoothed kernel density plots for the various values of hj calculated
from Eqn. 3.55 for the variable X1. Figure 6.5 shows that as the bandwidth h increases
the kernel density plots become smoother. The smallest h = 0.5871 is too small since the
kernel density plot is very jagged. Yet the largest h = 8.664 is too large since the kernel
density plot has oversmoothed the data and removed features of the data that may be
important. For X1 the bandwidth h that minimizes the ICOMP score is h = 2.2553.
Similarly, Figures 6.6 through 6.18 each shows smoothed kernel density plots for various
values of hj calculated from Eqn. 3.55 for the variables X2, X3, ..., X13, and Y , respectively,
for the Yk and Xk models. The values of h that minimize ICOMP for the variables X2, X3,
..., X13, and Y are 19.6249, 4.0225, 2.1908, 4.0862, 5.2954, 4.1302, 3.2837, 1.0994, 0.733,
1.4837, 0.7068, 0.3141, and 2.9355, respectively.
The modified M3 toolbox was then run with the Y = Xkβ model where kernel regres-
sion was applied to the X matrix of independent variables one variable at a time. The
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Figure 6.5: Kernel density plots for various hj values for body fat variable X1.
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Figure 6.6: Kernel density plots for various hj values for body fat variable X2.
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Figure 6.7: Kernel density plots for various hj values for body fat variable X3.
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Figure 6.8: Kernel density plots for various hj values for body fat variable X4.
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Figure 6.9: Kernel density plots for various hj values for body fat variable X5.
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Figure 6.10: Kernel density plots for various hj values for body fat variable X6.
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Figure 6.11: Kernel density plots for various hj values for body fat variable X7.
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Figure 6.12: Kernel density plots for various hj values for body fat variable X8.
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Figure 6.13: Kernel density plots for various hj values for body fat variable X9.
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Figure 6.14: Kernel density plots for various hj values for body fat variable X10.
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Figure 6.15: Kernel density plots for various hj values for body fat variable X11.
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Figure 6.16: Kernel density plots for various hj values for body fat variable X12.
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Figure 6.17: Kernel density plots for various hj values for body fat variable X13.
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Figure 6.18: Kernel density plots for various hj values for body fat variable Y .
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operational parameters shown in Table 6.1 were again used for the GA with 100 replica-
tions. Figure 6.19 is a three-dimensional plot showing the fitness landscape of AIC scores
from the Y = Xkβ model with the number of generations and populations output from
the M3 toolbox. Figure 6.19 shows the AIC scores generally decrease as the generations
increase.
Figure 6.20 is a scatter plot of the minimum and average AIC scores for each generation
in the GA from the Y = Xkβ model. The GA converges to the minimum AIC at generation
44. The average AIC score decreases quickly and stabilizes at generation 14.
The GA model was replicated 100 times. The results are summarized in Table 6.4.
An explicit enumeration of all possible subset models was performed and the top 10 AIC
models are shown in Table 6.4. The optimal bandwidth h was calculated from Eqn. 3.55 for
each model using the Gaussian kernel. GA correctly identified the best model (0,3,4,6,13)
with the smallest AIC score of 1477.28 100 times out of 100 replications. Applying kernel
regression to the X matrix variables one at a time for the Y = Xkβ model resulted in
higher AIC scores than the Y = Xβ model where no kernel regression was applied from
Table 6.2. The modeling took 3 hours to complete compared to 3.5 minutes for the Y = Xβ
model as shown in Table 6.2.
The GA model was replicated 100 times for ICOMP(IFIM). The results are summarized
in Table 6.5. The optimal bandwidth h was calculated from Eqn. 3.55 for each model using
the Gaussian kernel. An explicit enumeration of all possible subset models was performed
and the top 10 ICOMP(IFIM) models are shown in Table 6.5. GA correctly identified
the model (0,3,4,6) with the smallest ICOMP(IFIM) score of 1497.56 89 times out of 100
replications. The ICOMP(IFIM) scores from the models in Table 6.5 from the Y = Xkβ
model are higher than the ICOMP(IFIM) scores when no kernel regression smoothing
was applied to the data from Table 6.3. All 100 replications identified four of the top five
models. The modeling took 2.2 hours to complete compared to 1.6 minutes for the Y = Xβ
model as shown in Table 6.3.
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Figure 6.19: Three dimensional surface plot of AIC scores for body fat from the Y = Xkβ
model.
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Figure 6.20: Scatter plot of AIC scores for body fat for each generation from the Y = Xkβ
model.
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Table 6.4: AIC results for body fat data from the Y = Xkβ model.
Model AIC Frequency h
{0,3,4,6,13} 1477.28 100 *
{0,3,4,6,10,13} 1478.42 *
{0,3,4,5,6,13} 1478.70 *
{0,1,3,4,6,13} 1478.78 *
{0,3,4,6,12,13} 1478.89 *
{0,3,4,6,11,13} 1479.04 *
{0,2,3,4,6,13} 1479.15 *
{0,3,4,6,7,13} 1479.26 *
{0,3,4,6,9,13} 1479.28 *
{0,3,4,6,8,13} 1479.28 *
Modeling completed in 3.0 hours using 100 replications.
*Optimal bandwidth h  values for X1, X2, …, X13 individually are respectively:
  [2.255, 19.625, 4.023, 2.191, 4.086, 5.295, 4.130, 3.284, 1.099, 0.733, 1.484, 0.707, 0.314]
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Table 6.5: ICOMP(IFIM) results for body fat data from the Y = Xkβ model.
Model ICOMP(IFIM) Frequency h
{0,3,4,6} 1497.56 89 *
{0,3,4,6,10} 1498.13 2 *
{0,3,4,5,6} 1499.94 *
{0,3,4,6,9} 1500.59 3 *
{0,3,6,13} 1500.60 6 *
{0,3,4,6,11} 1500.63 *
{0,1,3,4,6} 1500.65 *
{0,3,4,6,10,11} 1501.12 *
{0,3,4,5,6,10} 1501.15 *
{0,1,3,4,6,10} 1501.38 *
Modeling completed in 2.2 hours using 100 replications.
*Optimal bandwidth h  values for X1, X2, …, X13 individually are respectively:
  [2.255, 19.625, 4.023, 2.191, 4.086, 5.295, 4.130, 3.284, 1.099, 0.733, 1.484, 0.707, 0.314]
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Figure 6.21 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the modified M3
toolbox from the Y = Xkβ model. Figure 6.21 shows the ICOMP scores generally decrease
as the generations increase.
Figure 6.22 is a scatter plot of the minimum and average ICOMP(IFIM) scores for
each generation in the GA from the Y = Xkβ model. The GA converges to the minimum
ICOMP(IFIM) at generation 19 and is constant through the remaining generations until
it terminates early at generation 52 since the GA found the optimal solution early. The
average ICOMP(IFIM) score decreases quickly and stabilizes at generation 20.
6.3.3 Results from the Y = Xmkβ Model
The modified M3 toolbox was then run with kernel regression applied to the X matrix
of independent variables together for the Y = Xmkβ model. The operational parameters
shown in Table 6.1 were again used for the GA with 100 replications. Since the Y = Xmkβ
model computes the optimal bandwidth h using all independent variables together, the
computation time is significantly increased compared to the Y = Xkβ model. Figure 6.23
is a three-dimensional plot showing the fitness landscape of AIC scores from the Y = Xmkβ
model with the number of generations and populations output from the M3 toolbox.
Figure 6.24 is a scatter plot of the minimum and average AIC scores for each generation
in the GA from the Y = Xmkβ model. The GA converges to the minimum AIC at
generation 10 and continues through the remaining generations. The average AIC score
decreases quickly and stabilizes at generation 15.
The GA model was replicated 100 times for AIC. The results are summarized in Table
6.6. An explicit enumeration of all possible subset models was performed and the top 10
AIC models are shown in Table 6.6. The optimal bandwidth h was calculated from Eqn.
3.54 for each model using the Gaussian kernel. The GA identified the model (0,2,4,5,6,13)
with the smallest AIC score of 1490.5 95 times out of 100 replications.
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Figure 6.21: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Y = Xkβ model.
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Figure 6.22: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from
the Y = Xkβ model.
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Figure 6.23: Three dimensional surface plot of AIC scores for body fat from the Y = Xmkβ
model.
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Figure 6.24: Scatter plot of AIC scores for body fat for each generation from the Y = Xmkβ
model.
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Table 6.6: AIC results for body fat data from the Y = Xmkβ model.
Model AIC Frequency h
{0,1,2,4,5,6,8,12,13} 387.93 3.987
{0,1,2,3,4,6,8,12,13} 388.37 4.377
{0,1,2,4,5,6,8,10,12,13} 389.18 5.028
{0,1,2,4,5,6,7,8,12,13} 389.22 4.237
{0,1,2,3,4,6,7,8,12,13} 389.41 4.629
{0,1,2,4,5,6,8,9,12,13} 389.53 4.815
{0,1,2,3,4,6,8,10,12,13} 389.66 5.415
{0,1,2,4,5,6,8,11,12,13} 389.88 4.682
{0,1,2,3,4,5,6,8,12,13} 389.93 4.572
{0,1,2,3,4,6,8,9,12,13} 390.06 5.202
{0,2,4,5,6,13} 1490.5 95 3.211
{0,2,5,6,13} 1490.8 3 1.747
{0,2,4,5,6,9,13} 1491.4 1 3.870
{0,2,5,6,9,11,13} 1492.7 1 2.279
Modeling completed in 206.5 hours using 100 replications.
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Applying kernel regression to the X matrix variables together for the Y = Xmkβ
model resulted in higher AIC scores than the Y = Xβ model where no kernel regression
was applied, as seen in Table 6.2. All replications were not within the top 10 models. The
modeling took 206.5 hours to complete compared to 3.5 minutes for the Y = Xβ model as
shown in Table 6.2.
Figure 6.25 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the modified M3
toolbox for the Y = Xmkβ model.
Figure 6.26 is a scatter plot of the minimum and average ICOMP(IFIM) scores for each
generation in the GA from the Y = Xmkβ model. The GA first converges to the minimum
ICOMP(IFIM) at generation 15 and continues through the remaining generations. The
average ICOMP(IFIM) score decreases quickly and stabilizes at generation 23.
The GA model was replicated 100 times for ICOMP(IFIM). The results are summarized
in Table 6.7. An explicit enumeration of all possible subset models was performed and the
top 10 ICOMP(IFIM) models are shown in Table 6.7. The optimal bandwidth h was
calculated from Eqn. 3.54 for each model using the Gaussian kernel. The GA identified
the model (0,2,5,6,13) with the smallest ICOMP(IFIM) score of 1525.8 78 times out of
100 replications. The model (0,5,6,7,13) was the model GA identified the second most
frequently 19 times out of 100 replications with a ICOMP(IFIM) score of 1552.6. All
models identified by the GA were not in the top 10 best models. The ICOMP(IFIM)
scores from the models identified by the GA in Table 6.7 from the Y = Xmkβ model are
larger than the ICOMP(IFIM) scores when no kernel regression smoothing was applied to
the data, as seen in Table 6.3. The modeling took 107.5 hours to complete compared to
1.6 minutes for the Y = Xβ model as shown in Table 6.3.
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Figure 6.25: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Y = Xmkβ model.
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Figure 6.26: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from
the Y = Xmkβ model.
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Table 6.7: ICOMP(IFIM) results for body fat data from the Y = Xmkβ model.
Model ICOMP(IFIM) Frequency h
{1,2,3,4,5,6,7,8,9,10,11,12,13} 380.68 7.151
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46 8.337
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48 7.494
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74 7.720
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81 7.860
{1,2,3,4,6,7,8,9,11,12,13} 382.26 8.680
{1,2,3,4,5,6,7,8,11,12,13} 382.41 8.063
{1,2,3,4,6,7,8,10,11,12,13} 382.54 8.905
{1,2,3,4,6,7,8,9,10,12,13} 382.55 9.044
{1,2,3,4,5,6,7,8,9,12,13} 382.61 8.203
{0,2,5,6,13} 1525.8 78 1.747
{0,2,5,6,10,13} 1539.9 1 1.902
{0,2,4,5,6} 1542.9 1 1.741
{0,2,4,5,6,10,13} 1548.2 1 3.287
{0,5,6,7,13} 1552.6 19 2.040
Modeling completed in 107.5 hours using 100 replications.
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6.3.4 Results from the Yk = Xβ Model
The modified M3 toolbox was run for the Yk = Xβ model where kernel regression was
applied to the Y dependent variable only. The operational parameters shown in Table 6.1
were again used for the GA with 100 replications. Figure 6.27 is a three-dimensional plot
showing the fitness landscape of AIC scores from the Yk = Xβ model with the number of
generations and populations output from the modified M3 toolbox.
Figure 6.28 is a scatter plot of the minimum and average AIC scores for each generation
in the GA from the Yk = Xβ model. The GA converges to the minimum AIC at generation
25 and continues through the remaining generations. The average AIC score decreases
quickly and stabilizes at generation 28.
The GA model was replicated 100 times for AIC. The results are summarized in Table
6.8. An explicit enumeration of all possible subset models was performed and the top 10
AIC models are shown in Table 6.8. The optimal bandwidth h for Y was calculated from
Eqn. 3.55 for each model using the Gaussian kernel. The optimal bandwidth h = 2.936 for
each model since Y does not change as the X matrix changes. The GA correctly identified
the model (0,1,2,4,6,8,12,13) with the smallest AIC score of 386.38 98 times out of 100
replications. This model was also chosen as the second best AIC model from the Y = Xβ
model in Table 6.2. Applying the kernel regression to the Y variable alone and not on
the X matrix of independent variables resulted in significantly lower AIC scores. The AIC
score for model (0,1,2,4,6,8,12,13) was reduced from 1457.05 for the Y = Xβ model in
Table 6.2 to 386.38 for the Yk = Xβ model in Table 6.8. All 100 replications identified
three of the top five models.
Figure 6.29 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the modified M3
toolbox from the Yk = Xβ model.
Figure 6.30 is a scatter plot of the minimum and average ICOMP(IFIM) scores for
each generation in the GA from the Yk = Xβ model. The GA converges to the minimum
ICOMP(IFIM) at generation 13 and remains constant through the remaining generations.
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Figure 6.27: Three dimensional surface plot of AIC scores for body fat from the Yk = Xβ
model.
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Figure 6.28: Scatter plot of AIC scores for body fat for each generation from the Yk = Xβ
model.
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Table 6.8: AIC results for body fat data from the Yk = Xβ model.
Model AIC Frequency h
{0,1,2,4,6,8,12,13} 386.38 98 2.936
{0,1,2,4,6,7,8,12,13} 387.51 1 2.936
{0,1,2,4,6,8,10,12,13} 387.67 2.936
{0,1,2,4,5,6,8,12,13} 387.93 2.936
{0,1,2,4,6,8,9,12,13} 388.09 1 2.936
{0,1,2,6,8,12,13} 388.27 2.936
{0,1,2,4,6,8,11,12,13} 388.30 2.936
{0,1,2,3,4,6,8,12,13} 388.37 2.936
{0,1,4,6,7,8,12,13} 388.50 2.936
{0,1,2,4,6,7,8,10,12,13} 388.84 2.936
Modeling completed in 32.3 minutes using 100 replications.
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Figure 6.29: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Yk = Xβ model.
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Figure 6.30: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from
the Yk = Xβ model.
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The GA model was replicated 100 times for ICOMP(IFIM). The results are summarized
in Table 6.9. An explicit enumeration of all possible subset models was performed and the
top 10 ICOMP(IFIM) models are shown in Table 6.9. The model (0,1,4,6,12,13) was
identified with an ICOMP(IFIM) score of 410.58 74 times out of 100 replications. This
ICOMP(IFIM) score is approximately 72% lower than the ICOMP(IFIM) scores of models
using no kernel regression on any variables for the Y = Xβ model from Table 6.3. The
model (0,2,6) was the second most frequently selected model 20 times out of 100 replications
with an ICOMP(IFIM) score of 410.83. None of the models identified by the GA are among
the top 10 models. Table 6.9 shows the top 10 models all exclude the intercept term. GA
identified the best models with an intercept term.
6.3.5 Results from the Yk = Xkβ Model
The modified M3 toolbox was run with the Yk = Xkβ model where kernel regression is
applied to the Y dependent variable and the X matrix of independent variables one variable
at a time. The operational parameters shown in Table 6.1 were used for the GA with 100
replications. Figure 6.31 is a three-dimensional plot showing the fitness landscape of AIC
scores from the Yk = Xkβ model with the number of generations and populations output
from the modified M3 toolbox.
Figure 6.32 is a scatter plot of the minimum and average AIC scores for each generation
in the GA from the Yk = Xkβ model. The GA converges to the minimum AIC at generation
25 and stays constant through generation 60. The average AIC score decreases quickly and
stabilizes at generation 13.
The GA model was replicated 100 times for AIC. The results are summarized in Table
6.10. An explicit enumeration of all possible subset models was performed and the top
10 AIC models are shown in Table 6.10. The optimal bandwidths h for Y and X were
calculated from Eqn. 3.55 for each model using the Gaussian kernel. The GA identified
the model (0,3,4,6,10,12) with an AIC score of 407.68 77 times out of 100 replications.
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Table 6.9: ICOMP(IFIM) results for body fat data from the Yk = Xβ model.
}
Model ICOMP(IFIM) Frequency h
{1,2,3,4,5,6,7,8,9,10,11,12,13 380.68 2.936
{1,3,4,5,6,7,8,9,10,11,12,13} 381.16 2.936
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46 2.936
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48 2.936
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74 2.936
{1,3,4,6,7,8,9,10,11,12,13} 381.75 2.936
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81 2.936
{1,3,4,5,6,7,8,9,11,12,13} 382.05 2.936
{1,3,4,5,6,7,8,10,11,12,13} 382.26 2.936
{1,2,3,4,6,7,8,9,11,12,13} 382.26 2.936
{0,1,4,6,12,13} 410.58 74 2.936
{0,2,6} 410.83 20 2.936
{0,1,4,6,8,12,13} 411.23 1 2.936
{0,1,4,6,7,8,12,13} 411.66 1 2.936
{0,2,6,12,13} 414.92 1 2.936
{0,4,6,7,12,13} 414.97 3 2.936
Modeling completed in 34.7 minutes using 100 replications.
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Figure 6.31: Three dimensional surface plot of AIC scores for body fat from the Yk = Xkβ
model.
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Figure 6.32: Scatter plot of AIC scores for body fat for each generation from the Yk = Xkβ
model.
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Table 6.10: AIC results for body fat data from the Yk = Xkβ model.
Model AIC Frequency h for Y h for X
{0,1,2,4,5,6,8,12,13} 387.93 2.936 *
{0,1,2,3,4,6,8,12,13} 388.37 2.936 *
{0,1,2,4,5,6,8,10,12,13} 389.18 2.936 *
{0,1,2,4,5,6,7,8,12,13} 389.22 2.936 *
{0,1,2,3,4,6,7,8,12,13} 389.41 2.936 *
{0,1,2,4,5,6,8,9,12,13} 389.53 2.936 *
{0,1,2,3,4,6,8,10,12,13} 389.66 2.936 *
{0,1,2,4,5,6,8,11,12,13} 389.88 2.936 *
{0,1,2,3,4,5,6,8,12,13} 389.93 2.936 *
{0,1,2,3,4,6,8,9,12,13} 390.06 2.936 *
{0,3,4,6,10,12} 407.68 77 2.936 *
{0,3,4,6,10,12,13} 408.17 5 2.936 *
{0,3,4,6,7,8,10,12} 408.41 15 2.936 *
{0,3,4,6,12,13} 408.57 1 2.936 *
{0,3,4,6,7,9,10,12,13} 408.61 2 2.936 *
Modeling completed in 4.2 hours using 100 replications.
*Optimal bandwidth h  values for X1, X2, …, X13 individually are respectively:
  [2.255, 19.625, 4.023, 2.191, 4.086, 5.295, 4.130, 3.284, 1.099, 0.733, 1.484, 0.707, 0.314]
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Applying the kernel regression to the Y variable and also on the X matrix of inde-
pendent variables one variable at a time resulted in approximately 72% lower AIC scores
compared to the Y = Xβ model in Table 6.2. The model (0,3,4,6,7,8,10,12) was the second
most frequently identified model with an AIC score of 408.41 15 times out of 100 repli-
cations. None of the 100 replications identified a model within the top 10 models. The
modeling took 4.2 hours to complete compared to 32.3 minutes for the Yk = Xβ model in
Table 6.8.
Figure 6.33 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the modified M3
toolbox from the Yk = Xkβ model.
Figure 6.34 is a scatter plot of the minimum and average ICOMP(IFIM) scores for
each generation in the GA from the Yk = Xkβ model. The GA converges to the mini-
mum ICOMP(IFIM) at generation 27 and is constant through generation 60. The average
ICOMP(IFIM) score decreases quickly and stabilizes at generation 14.
The GA model was replicated 100 times for ICOMP(IFIM). The results are summarized
in Table 6.11. An explicit enumeration of all possible subset models was performed and
the top 10 ICOMP(IFIM) models are shown in Table 6.11. The optimal bandwidths h for
Y and X were calculated from Eqn. 3.55 for each model using the Gaussian kernel. The
model (0,1,3,4,5,6,7,8,9,10,11,12) was identified with an ICOMP(IFIM) score of 388.26 96
times out of 100 replications. This ICOMP(IFIM) score is approximately 76% lower than
the ICOMP(IFIM) scores of the Y = Xβ model as seen in Table 6.3. None of the models
identified by the GA are among the top 10 models. The top 10 models all exclude the
intercept term. The GA correctly identified the top two models that include the intercept
term. The modeling took 7.3 hours to complete compared to 34.7 minutes for the Yk = Xβ
model in Table 6.9.
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Figure 6.33: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Yk = Xkβ model.
176
0 10 20 30 40 50 60
380
390
400
410
Generation
GA Progress: Objective function ICOMP_IFIM
M
in
im
um
 V
al
ue
 (o
)
350
400
450
500
Av
er
ag
e 
Va
lu
e 
(*)
Figure 6.34: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from
the Yk = Xkβ model.
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Table 6.11: ICOMP(IFIM) results for body fat data from the Yk = Xkβ model.
Model ICOMP(IFIM) Frequency h for Y h for X
{1,2,3,4,5,6,7,8,9,10,11,12,13} 380.68 2.936 *
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46 2.936 *
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48 2.936 *
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74 2.936 *
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81 2.936 *
{1,2,3,4,6,7,8,9,11,12,13} 382.26 2.936 *
{1,2,3,4,5,6,7,8,11,12,13} 382.41 2.936 *
{1,2,3,4,6,7,8,10,11,12,13} 382.54 2.936 *
{1,2,3,4,6,7,8,9,10,12,13} 382.55 2.936 *
{1,2,3,4,5,6,7,8,9,12,13} 382.61 2.936 *
{0,1,3,4,5,6,7,8,9,10,11,12} 388.26 96 2.936 *
{0,1,3,4,5,6,7,8,9,10,11} 388.42 4 2.936 *
Modeling completed in 7.3 hours using 100 replications.
*Optimal bandwidth h  values for X1, X2, …, X13 individually are respectively:
  [2.255, 19.625, 4.023, 2.191, 4.086, 5.295, 4.130, 3.284, 1.099, 0.733, 1.484, 0.707, 0.314]
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6.3.6 Results from the Yk = Xmkβ Model
The modified M3 toolbox was run with the Yk = Xmkβ model where kernel regression
was applied to the Y dependent variable and the X matrix of independent variables all
together. The operational parameters shown in Table 6.1 were used for the GA with 100
replications. Since the Yk = Xmkβ model computes the optimal bandwidth h using all
independent variables together, the computation time is significantly increased compared
to the Yk = Xkβ model. Figure 6.35 is a three-dimensional plot showing the fitness
landscape of AIC scores from the Yk = Xmkβ model with the number of generations and
populations output from the modified M3 toolbox.
Figure 6.36 is a scatter plot of the minimum and average AIC scores for each generation
in the GA from the Yk = Xmkβ model. The GA converges to the minimum AIC at
generation 25 and stays constant through generation 60. The average AIC score decreases
and stabilizes at generation 29.
The GA model was replicated 100 times for AIC. The results are summarized in Table
6.12. An explicit enumeration of all possible subset models was performed and the top
10 AIC models are shown in Table 6.12. The optimal bandwidth h for X was calculated
from Eqn. 3.54 for each model using the Gaussian kernel, while the optimal bandwidth h
for Y was calculated from Eqn. 3.55. The GA identified the model (0,2,4,5,6,9,13) with
the smallest AIC score of 424.24 57 times out of 100 replications. Applying the kernel
regression to the Y variable and also on the X matrix of independent variables together
resulted in lower AIC scores compared to the no kernel regression model Y = Xβ in Table
6.2. The model (0,2,5,6,10,13) was the second most frequently identified model with an
AIC score of 424.61 43 times out of 100 replications. The GA identified the top two models
with an intercept term and two of the top three models overall. The modeling took 184
hours to complete compared to 32.3 minutes for the Yk = Xβ model in Table 6.8.
Figure 6.37 is a three-dimensional plot showing the fitness landscape of ICOMP(IFIM)
scores with the number of generations and populations output from the modified M3
toolbox from the Yk = Xmkβ model.
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Figure 6.35: Three dimensional surface plot of AIC scores for body fat from the Yk = Xmkβ
model.
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Figure 6.36: Scatter plot of AIC scores for body fat for each generation from the Yk = Xmkβ
model.
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Table 6.12: AIC results for body fat data from the Yk = Xmkβ model.
Model AIC Frequency h for Y h for X
{2,4,5,6,9,13} 423.20 2.936 3.696
{0,2,4,5,6,9,13} 424.24 57 2.936 3.870
{0,2,5,6,10,13} 424.61 43 2.936 1.902
{0,2,5,6,13} 425.83 2.936 1.747
{0,2,4,5,6,13} 425.95 2.936 3.211
{0,2,4,5,6,11,13} 427.00 2.936 2.270
{0,2,5,6,11,13} 427.58 2.936 3.293
{0,2,5,6,9,13} 427.83 2.936 3.202
{2,4,5,6,9,10,13} 428.28 2.936 3.600
{0,2,4,5,6,10,11,13} 428.49 2.936 2.045
Modeling completed in 184 hours using 100 replications.
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Figure 6.37: Three dimensional surface plot of ICOMP(IFIM) scores for body fat from the
Yk = Xmkβ model.
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Figure 6.38 is a scatter plot of the minimum and average ICOMP(IFIM) scores for
each generation in the GA from the Yk = Xmkβ model. The GA converges to the mini-
mum ICOMP(IFIM) at generation 29 and is constant through generation 60. The average
ICOMP(IFIM) score decreases quickly and stabilizes at generation 33.
The GA was replicated 100 times for ICOMP(IFIM). The results are summarized in
Table 6.13. An explicit enumeration of all possible subset models was performed and the
top 10 ICOMP(IFIM) models are shown in Table 6.13. The GA identified the model
(0,2,4,5,6,13) with the smallest ICOMP(IFIM) score of 429.57 58 times out of 100 repli-
cations. This ICOMP(IFIM) score is much lower than the ICOMP(IFIM) scores using
no kernel regression on any variables for the Y = Xβ model as seen in Table 6.3. The
model (0,2,5,6,11,13) was the second most frequently selected model 29 times out of 100
replications with an ICOMP(IFIM) score of 431.17. Table 6.13 shows the ICOMP(IFIM)
scores from the Yk = Xmkβ models are higher than the ICOMP(IFIM) scores from the
Yk = Xβ models in Table 6.9 and the Yk = Xkβ models in Table 6.11. The GA identified
97 of the 100 replications within the top 10 models. However, an explicit enumeration of
all possible models shows all the models the GA did identify are the best ICOMP(IFIM)
models with an intercept term. The modeling took 161 hours to complete compared to
34.7 minutes for the Yk = Xβ model in Table 6.9.
6.3.7 Conclusions from Body Fat Data
The best AIC and ICOMP(IFIM) models on the body fat data from Tables 6.2 through 6.13
along with their AIC and ICOMP(IFIM) scores are summarized in Table 6.14. Table 6.14
shows both AIC and ICOMP(IFIM) scores increased for the Y = Xkβ model compared to
the baseline Y = Xβ model with no kernel regression. The AIC and ICOMP(IFIM) scores
also increased for the Y = Xmkβ model compared to the baseline Y = Xβ model with
no kernel regression. These results agree with Chapter 4 where applying kernel regression
on the X matrix alone tends to increase both AIC and ICOMP(IFIM), indicating poorer
models compared to the baseline Y = Xβ model with no kernel regression.
184
0 10 20 30 40 50 60
420
440
460
480
500
Generation
GA Progress: Objective function ICOMP_IFIM
M
in
im
um
 V
al
ue
 (o
)
400
450
500
550
600
Av
er
ag
e 
Va
lu
e 
(*)
Figure 6.38: Scatter plot of ICOMP(IFIM) scores for body fat for each generation from
the Yk = Xmkβ model.
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Table 6.13: ICOMP(IFIM) results for body fat data from the Yk = Xmkβ model.
Model ICOMP(IFIM) Frequency h for Y h for X
{2,4,5,6,9,10,13} 418.67 2.936 3.600
{2,4,5,6,9,13} 422.76 2.936 3.696
{2,4,5,6,9,10,12,13} 427.12 2.936 3.778
{2,4,5,6,9,12,13} 427.46 2.936 4.069
{0,2,4,5,6,13} 429.57 58 2.936 3.211
{2,4,5,6,9,10} 429.58 2.936 2.917
{2,4,5,6,9,10,11,13} 430.24 2.936 3.559
{2,4,5,6,9} 430.38 2.936 2.249
{0,2,5,6,11,13} 431.17 29 2.936 3.293
{0,2,5,6,9,13} 431.34 10 2.936 3.202
{0,2,5,6,10,13} 432.21 3 2.936 1.990
Modeling completed in 161 hours using 100 replications.
Table 6.14: Best AIC and ICOMP(IFIM) models for the body fat data.
Kernel Best AIC Best ICOMP(IFIM) ICOMP
Model Model from GA AIC Model from GA (IFIM)
Y = X β {0,1,2,4,6,7,8,12,13} 1457.0 {4,6,7,12,13} 1495.2
Y = X k β {0,3,4,6,13} 1477.3 {0,3,4,6} 1497.6
Y = X mkβ {0,2,4,5,6,13} 1490.5 {0,2,5,6,13} 1525.8
Y k  = X β {0,1,2,4,6,8,12,13} 386.38 {0,1,4,6,12,13} 410.58
Y k  = X k β {0,3,4,6,10,12} 407.68 {0,1,3,4,5,6,7,8,9,10,11,12} 388.26
Y k  = X mkβ {0,2,4,5,6,9,13} 424.24 {0,2,4,5,6,13} 429.57
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However, applying kernel regression on the Y variable decreases both ICOMP(IFIM)
and AIC scores whether kernel regression is also applied to the X matrix or not. The AIC
and ICOMP(IFIM) scores for the Yk = Xmkβ model were higher than both the Yk = Xβ
and Yk = Xkβ models. GA correctly identified the best ICOMP(IFIM) model for the
Yk = Xkβ kernel model and the best AIC model for the Yk = Xβ kernel model. The GA
tends to identify the best models with an intercept term even when other models without
an intercept term may have lower AIC or ICOMP(IFIM) scores.
The GA identified the global optimal solution for the body fat data as confirmed by
Bao [Bao, et. al, 2005] (Table 6) using AIC. The models in Table 6.14 also confirm results
presented by Bozdogan [Bozdogan, 2004].
6.4 Conclusions
The genetic algorithm (GA) was introduced as a data mining tool for the optimization
of information criteria for model selection of multivariate data sets. The GA can locate
a global optimum solution on very rugged fitness landscapes through its mutation and
crossover properties.
A real body fat data set was used to demonstrate the integration of kernel regression
with the GA. Kernel regression was applied to the Y dependent variable, the X matrix of
independent variables, or both. AIC and ICOMP(IFIM) results were computed using the
modified M3 information complexity toolbox of MATLAB programs developed by Howe
and Bozdogan [Howe, 2009]. The body fat data confirmed the results of Chapter 4 that
applying the kernel regression on the Y variable dramatically decreases both the AIC and
ICOMP(IFIM) scores compared to the baseline model using no kernel regression. However,
applying kernel regression to the X matrix alone increases the AIC and ICOMP(IFIM)
scores. The optimal bandwidths h were also calculated for each of the models identified by
the modified M3 toolbox using Eqns. 3.54 and 3.55.
The GA identified the global optimal solution for an example real data set in the
literature [Bao, et. al, 2005] that used the exact implicit enumeration algorithm with AIC.
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Chapter 7
Kernel Regression with Implicit
Enumeration Algorithm
7.1 Introduction
Chapter 6 showed results from integrating kernel regression smoothing with the genetic
algorithm on a real data set. Chapter 7 will present an application of kernel regression
smoothing with the implicit enumeration algorithm. The implicit enumeration algorithm
has been shown to dramatically reduce the number of models to be evaluated using infor-
mation criteria to identify the global optimum solution. The results of integrating kernel
regression with the genetic algorithm and implicit enumeration will be compared.
7.2 Implicit Enumeration Algorithm
Bao, et. al [Bao, et. al, 2005] developed an implicit enumeration (IE) algorithm that
is guaranteed to find the global optimum solution for ordinary least squares multiple re-
gression using AIC. The subset of variables that minimizes AIC is identified and global
optimality is proven with a small number of iterations without exhaustively evaluating
every subset model. Bao showed that in addition to the best model, IE can generate all
models having information criteria values close to the minimum in order to estimate the
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uncertainty in model selection. The methodology of the IE used by Bao is summarized
and applied on the same body fat data used in Chapter 6.
Bao assumed that the information criteria being used was of the form
z(w) = f(w) + g(w), (7.1)
where f(w) is a term that measures bias in estimation of model parameters and g(w) is
a measure of variance in the estimation of parameters. The first term, f(w) is considered
a measure of lack of fit, while g(w) is a “penalty function” associated with the number of
parameters that must be estimated within the model. If another independent variable is
added to the set defined by a given w, the result would be a decrease in f(w) and increase
in g(w). That is, f(w) and g(w) must follow the monotonic conditions
f(w1) ≤ f(w2) (7.2)
and
g(w1) ≥ g(w2) (7.3)
if w1 ≥ w2.
The “best” solution is then defined as the solution among the 2p possible solutions that
minimizes z(w), where p is the number of independent variables comprising the X matrix.
Information criteria described in Chapter 2 operationalize z(w) in Eqn. 7.1. Specifically,
AIC from Eqn. 2.1 and ICOMP(IFIM) from Eqn. 2.9 satisfy the monotonicity requirements
for z(w) in Eqn. 7.1.
IE constructs an enumeration tree by identifying and eliminating branches of the tree
that do not contain the optimal solution w∗ where w∗ minimizes z(w). Let z∗ = z(w∗).
IE uses partial solutions to discard those that cannot lead to the optimal solution. Partial
solutions are bounded from above with an upper bound that is used to determine whether
fathoming is required. A partial solution is fathomed when no completion can be optimal
or the best feasible solution has been found. For example, if the lower bound on a given
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partial solution is greater than or equal to the upper bound on another partial solution
already examined, then the partial solution cannot be optimal, so it is unnecessary to
further examine that partial solution.
Bao [Bao, et. al, 2005] discusses in further detail the seven steps of the IE algorithm:
1. Initialization: Set S = ∅, wS = ∅ and z¯∗ = ∞. Let w = {0, 0, ..., 0} represent the
incumbent solution.
2. Computing an upper bound: Compute z(w) for selected completions of (S,wS) and
set z¯(S,wS) equal to the smallest of these. Go to step 3.
3. Updating: If z¯(S,wS) < z¯∗, a solution better than incumbent has been found.
Replace the incumbent solution with the best feasible completion of (S,wS), and set z¯∗ =
z¯(S,wS).
4. Computing a lower bound: Compute z(S,wS).
5. Fathoming: (S,wS) is fathomed if z¯(S,wS) > z¯∗, indicating that no completion of
(S,wS) can be optimal or z¯(S,wS) = z¯∗, indicating that the best feasible completion of
(S,wS) has been found.
If (S,wS) is fathomed, go to Step 7.
6. Branching: Add another variable to S and add the corresponding component (0
or 1) to wS . The methods used to select a variable and to choose the value of the new
component of wS are described in Bao, et. al [Bao, et. al, 2005]. Go to Step 2.
7. Backtracking: If all of the elements of S are underlined, the incumbent represents the
optimal solution. Otherwise, choose the right most non-underlined element of S, underline
it and change the corresponding element of wS (from 0 to 1 or from 1 to 0). Then drop all
elements of S (and the corresponding component of wS) to the right of the newly underlined
element. Go to step 2.
Since IE is exhaustive it will either enumerate or eliminate by fathoming every possible
solution.
Lower and upper bounds on the optimal solution are calculated using four bounding
solutions:
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1. core solution z(wc)
2. replete solution z(wr)
3. augmented core solution z(wac)
4. diminished replete solution z(wdr)
The upper bound is then computed as
z¯(S,wS) = min(z(wc), z(wac), z(wr), z(wdr)). (7.4)
For monotonic functions f(w) and g(w), Bao [Bao, et. al, 2005] proves that a lower
bound is computed as
z(S,wS) = min(z(wc), z(wac), z(wr), z(wdr), z˜). (7.5)
Bao evaluated three branching strategies: greedy, variable augmentation, and variable
deletion. Bao showed the variable augmentation branching strategy (where the free variable
is added to the core solution to form the augmented core solution) consistently identified
the optimal solution in fewer iterations than either the greedy or variable deletion branching
strategies.
Bao also showed that IE consistently outperformed the traditional stepwise regression
approach by correctly identifying the optimal solution, while stepwise regression did not.
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7.3 Implicit Enumeration with Kernel Regression
The MATLAB programs written by Bao, et al. [Bao, et. al, 2005] implemented IE on
ordinary least squares multiple regression using AIC since AIC is calculated as the sum
of two monotonic functions that satisfy IE assumptions. The MATLAB programs were
modified for the six kernel regression models described in Table 4.1. In addition, the
programs were modified to calculate ICOMP(IFIM) as the objective function in addition
to AIC.
7.3.1 Results from the Y = Xβ Model
The IE MATLAB programs were applied on the real body fat data described in Section
6.3 and used by Bao [Bao, et. al, 2005]. Table 7.1 summarizes the AIC results from IE for
the Y = Xβ model without kernel regression smoothing. Table 7.1 shows the same top 10
AIC models as Table 6.2. IE correctly identified the model (0,1,2,4,6,7,8,12,13) as having
the lowest AIC score in only five iterations. IE evaluated 2598 out of the 8191 possible
models to arrive at this model. This is the same model most frequently identified in Table
6.2 using GA.
Table 7.2 summarizes the ICOMP(IFIM) results from IE for the Y = Xβ model without
kernel regression smoothing. Table 7.2 shows the same top 10 ICOMP(IFIM) models as
Table 6.3. The model (0,6) was identified by IE as having the lowest ICOMP(IFIM) score in
one iteration. IE evaluated only 28 out of 8191 possible models to arrive at this solution.
The (0,6) model is not among the top 10 models as scored by ICOMP(IFIM) with an
ICOMP(IFIM) score of 1534.87.
Bozdogan [Bozdogan, 1990a] showed that the penalty term from Eqn. 2.13 monotoni-
cally increases as σˆ2 increases when 2qσˆ2 > ntr(X′X)−1. However, Bozdogan [Bozdogan,
1990a] also showed that the penalty term from Eqn. 2.13 monotonically decreases as σˆ2
increases when 2qσˆ2 < ntr(X′X)−1. Therefore, the implicit enumeration algorithm has
difficulty obtaining the global minimum ICOMP(IFIM) score when the weak monotonicity
assumption for σˆ2 is violated when 2qσˆ2 = ntr(X′X)−1.
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Table 7.1: Top 10 best AIC models for the body fat data using IE for the Y = Xβ model.
Number of Number of
Model AIC Iterations Models Evaluated
{0,1,2,4,6,7,8,12,13} 1457.00 5 2598
{0,1,2,4,6,8,12,13} 1457.05
{1,2,3,4,6,7,8,12,13} 1457.47
{0,1,2,4,6,8,11,12,13} 1457.62
{1,3,4,6,7,8,12,13} 1457.72
{0,1,2,4,6,7,8,11,12,13} 1457.82
{0,1,2,4,6,11,12,13} 1458.13
{1,4,6,7,8,12,13} 1458.21
{0,1,2,3,4,6,7,8,12,13} 1458.33
{0,1,2,4,6,8,10,12,13} 1458.34
Table 7.2: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Y = Xβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{4,6,7,12,13} 1495.17
{4,6,7,13} 1495.85
{6,7,13} 1495.97
{3,4,6,7,12,13} 1497.84
{1,4,6,7,8,12,13} 1498.50
{3,6,7,13} 1498.51
{6,7,12,13} 1498.54
{1,4,6,7,12,13} 1498.55
{4,6,7,11,13} 1498.55
{0,2,6} 1498.65
{0,6} 1534.87 1 28
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7.3.2 Results from the Y = Xkβ Model
Table 7.3 summarizes the results from IE for the Y = Xkβ model with kernel regression
smoothing applied to the X matrix variables individually. IE correctly identified the model
(0,3,4,6,13) as having the lowest AIC score of 1477.28 in only nine iterations. IE evaluated
2178 out of the 8191 possible models to correctly confirm this model has the global optimal
minimum AIC score. This is the same model identified in Table 6.4 using GA. Table 7.3
shows the same top 10 models with the lowest AIC scores as Table 6.4.
Table 7.4 summarizes the ICOMP(IFIM) results from IE for the Y = Xkβ model. Table
7.4 shows the same top 10 ICOMP(IFIM) models as Table 6.5. The model (0,3,6,7,9) was
identified by IE as having the lowest ICOMP(IFIM) score in nine iterations. IE evaluated
only 240 out of 8191 possible models to arrive at this solution. The (0,3,6,7,9) model is
not among the top 10 models as scored by ICOMP(IFIM) with an ICOMP(IFIM) score of
1511.13. The implicit enumeration algorithm has difficulty obtaining the global minimum
ICOMP(IFIM) score when the weak monotonicity assumption for σˆ2 is violated when
2qσˆ2 = ntr(X′X)−1 as discussed in Section 7.3.1.
7.3.3 Results from the Y = Xmkβ Model
Table 7.5 summarizes the results from IE for the Y = Xmkβ model with kernel regression
smoothing applied to the X matrix variables together. IE identified the model (0,2,4,5,6,13)
as having the lowest AIC score of 1490.5 in only eight iterations and evaluated only 238 out
of the 8191 possible models. This is the same model identified in Table 6.6 using GA. Table
7.5 shows the same top 10 models with the lowest AIC scores as Table 6.6. However, the
model IE identified is not among the top 10 models as identified by an explicit enumeration
of all possible subset models.
Table 7.6 summarizes the ICOMP(IFIM) results from IE for the Y = Xmkβ model.
Table 7.6 shows the same top 10 ICOMP(IFIM) models as Table 6.7. The model (0,6)
was again identified by IE as having the lowest ICOMP(IFIM) score in one iteration. IE
evaluated only 28 out of 8191 possible models to arrive at this model.
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Table 7.3: Top 10 best AIC models for the body fat data using IE for the Y = Xkβ model.
Number of Number of
Model AIC Iterations Models Evaluated
{0,3,4,6,13} 1477.28 9 2178
{0,3,4,6,10,13} 1478.42
{0,3,4,5,6,13} 1478.70
{0,1,3,4,6,13} 1478.78
{0,3,4,6,12,13} 1478.89
{0,3,4,6,11,13} 1479.04
{0,2,3,4,6,13} 1479.15
{0,3,4,6,7,13} 1479.26
{0,3,4,6,9,13} 1479.28
{0,3,4,6,8,13} 1479.28
Table 7.4: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Y = Xkβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{0,3,4,6} 1497.56
{0,3,4,6,10} 1498.13
{0,3,4,5,6} 1499.94
{0,3,4,6,9} 1500.59
{0,3,6,13} 1500.60
{0,3,4,6,11} 1500.63
{0,1,3,4,6} 1500.65
{0,3,4,6,10,11} 1501.12
{0,3,4,5,6,10} 1501.15
{0,1,3,4,6,10} 1501.38
{0,3,6,7,9} 1511.13 9 240
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Table 7.5: Top 10 best AIC models for the body fat data using IE for the Y = Xmkβ
model.
Number of Number of
Model AIC Iterations Models Evaluated
{0,1,2,4,5,6,8,12,13} 387.93
{0,1,2,3,4,6,8,12,13} 388.37
{0,1,2,4,5,6,8,10,12,13} 389.18
{0,1,2,4,5,6,7,8,12,13} 389.22
{0,1,2,3,4,6,7,8,12,13} 389.41
{0,1,2,4,5,6,8,9,12,13} 389.53
{0,1,2,3,4,6,8,10,12,13} 389.66
{0,1,2,4,5,6,8,11,12,13} 389.88
{0,1,2,3,4,5,6,8,12,13} 389.93
{0,1,2,3,4,6,8,9,12,13} 390.06
{0,2,4,5,6,13} 1490.5 8 238
Table 7.6: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Y = Xmkβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{1,2,3,4,5,6,7,8,9,10,11,12,13} 380.68
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81
{1,2,3,4,6,7,8,9,11,12,13} 382.26
{1,2,3,4,5,6,7,8,11,12,13} 382.41
{1,2,3,4,6,7,8,10,11,12,13} 382.54
{1,2,3,4,6,7,8,9,10,12,13} 382.55
{1,2,3,4,5,6,7,8,9,12,13} 382.61
{0,6} 1696.7 1 28
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The (0,6) model is not among the top 10 models as scored by ICOMP(IFIM) with a
ICOMP(IFIM) score of 1696.7. IE has difficulty obtaining the global minimum score for
ICOMP(IFIM) when the weak monotonicity assumption for σˆ2 is violated as discussed in
Section 7.3.1.
7.3.4 Results from the Yk = Xβ Model
Table 7.7 summarizes the results from IE for the Yk = Xβ model with kernel regression
smoothing applied only to the Y dependent variable. IE correctly identified the model
(0,1,2,4,6,8,12,13) as having the lowest AIC score of 386.38 in only six iterations. IE
evaluated 2120 out of the 8191 possible models to correctly confirm this model has the
global optimal minimum AIC score. This is the same model identified in Table 6.8 using
GA. Table 7.7 shows the same top 10 models with the lowest AIC scores as Table 6.8.
Table 7.8 summarizes the ICOMP(IFIM) results from IE for the Yk = Xβ model. Table
7.8 shows the same top 10 ICOMP(IFIM) models as Table 6.9. The model (0,1,4,6,8,12,13)
was identified by IE as having the lowest ICOMP(IFIM) score in seven iterations. IE eval-
uated only 948 out of 8191 possible models to arrive at this solution. The (0,1,4,6,8,12,13)
model is not among the top 10 models as scored by ICOMP(IFIM) with an ICOMP(IFIM)
score of 411.24. IE has difficulty obtaining the global minimum ICOMP(IFIM) score
when the weak monotonicity assumption for σˆ2 is violated as discussed in Section 7.3.1.
However, the (0,1,4,6,8,12,13) model is very similar to the global optimal AIC model of
(0,1,2,4,6,8,12,13) identified by IE in Table 7.7.
7.3.5 Results from the Yk = Xkβ Model
Table 7.9 summarizes the results from IE for the Yk = Xkβ model with kernel regression
smoothing applied to the Y dependent variable and the X matrix of independent variables
individually. IE identified the model (0,1,2,3,6,8,9) as having the lowest AIC score of 398.93
in only seven iterations. IE evaluated 2614 out of the 8191 possible models.
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Table 7.7: Top 10 best AIC models for the body fat data using IE for the Yk = Xβ model.
Number of Number of
Model AIC Iterations Models Evaluated
{0,1,2,4,6,8,12,13} 386.38 6 2120
{0,1,2,4,6,7,8,12,13} 387.51
{0,1,2,4,6,8,10,12,13} 387.67
{0,1,2,4,5,6,8,12,13} 387.93
{0,1,2,4,6,8,9,12,13} 388.09
{0,1,2,6,8,12,13} 388.27
{0,1,2,4,6,8,11,12,13} 388.30
{0,1,2,3,4,6,8,12,13} 388.37
{0,1,4,6,7,8,12,13} 388.50
{0,1,2,4,6,7,8,10,12,13} 388.84
Table 7.8: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Yk = Xβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{1,2,3,4,5,6,7,8,9,10,11,12,13} 380.68
{1,3,4,5,6,7,8,9,10,11,12,13} 381.16
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74
{1,3,4,6,7,8,9,10,11,12,13} 381.75
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81
{1,3,4,5,6,7,8,9,11,12,13} 382.05
{1,3,4,5,6,7,8,10,11,12,13} 382.26
{1,2,3,4,6,7,8,9,11,12,13} 382.26
{0,1,4,6,8,12,13} 411.24 7 948
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Table 7.9: Top 10 best AIC models for the body fat data using IE for the Yk = Xkβ model.
Number of Number of
Model AIC Iterations Models Evaluated
{0,1,2,4,5,6,8,12,13} 387.93
{0,1,2,3,4,6,8,12,13} 388.37
{0,1,2,4,5,6,8,10,12,13} 389.18
{0,1,2,4,5,6,7,8,12,13} 389.22
{0,1,2,3,4,6,7,8,12,13} 389.41
{0,1,2,4,5,6,8,9,12,13} 389.53
{0,1,2,3,4,6,8,10,12,13} 389.66
{0,1,2,4,5,6,8,11,12,13} 389.88
{0,1,2,3,4,5,6,8,12,13} 389.93
{0,1,2,3,4,6,8,9,12,13} 390.06
{0,1,2,3,6,8,9} 398.93 7 2614
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This model is not among the top 10 AIC models. Table 7.9 shows the same top 10
models with the lowest AIC scores as Table 6.10.
Table 7.10 summarizes the ICOMP(IFIM) results from IE for the Yk = Xkβ model. Ta-
ble 7.10 shows the same top 10 ICOMP(IFIM) models as Table 6.11. The saturated model
(0,1,2,3,4,5,6,7,8,9,10,11,12,13) was identified by IE as having the lowest ICOMP(IFIM)
score in one iteration. IE evaluated 1578 out of 8191 possible models to arrive at this
solution. The (0,1,2,3,4,5,6,7,8,9,10,11,12,13) model is not among the top 10 models as
scored by ICOMP(IFIM) with a ICOMP(IFIM) score of 455.22. IE has difficulty obtaining
the global minimum ICOMP(IFIM) score when the weak monotonicity assumption for σˆ2
is violated as discussed in Section 7.3.1.
7.3.6 Results from the Yk = Xmkβ Model
Table 7.11 summarizes the results from IE for the Yk = Xmkβ model with kernel regression
smoothing applied to the Y dependent variable and the X matrix of independent variables
together. IE identified the model (0,2,5,6,10,13) as having the lowest AIC score of 424.61
in only 16 iterations. IE evaluated only 210 out of the 8191 possible models. This is one
of the models identified in Table 6.12 using GA. Table 7.11 shows the same top 10 models
with the lowest AIC scores as Table 6.12.
Table 7.12 summarizes the ICOMP(IFIM) results from IE for the Yk = Xmkβ model.
Table 7.12 shows the same top 10 ICOMP(IFIM) models as Table 6.13. The model (0,6) was
identified by IE as having the lowest ICOMP(IFIM) score in one iteration. IE evaluated
only 28 out of 8191 possible models to arrive at this model. The (0,6) model is not
among the top 10 models as scored by ICOMP(IFIM) with an ICOMP(IFIM) score of
556.65. IE has difficulty obtaining the global minimum ICOMP(IFIM) score when the
weak monotonicity assumption for σˆ2 is violated as discussed in Section 7.3.1. This is the
same model IE identified as optimal in Tables 7.2 and 7.6 for the Y = Xβ and Y = Xmkβ
models, respectively.
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Table 7.10: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Yk = Xkβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{1,2,3,4,5,6,7,8,9,10,11,12,13} 380.68
{1,2,3,4,6,7,8,9,10,11,12,13} 381.46
{1,2,3,4,5,6,7,8,9,11,12,13} 381.48
{1,2,3,4,5,6,7,8,10,11,12,13} 381.74
{1,2,3,4,5,6,7,8,9,10,12,13} 381.81
{1,2,3,4,6,7,8,9,11,12,13} 382.26
{1,2,3,4,5,6,7,8,11,12,13} 382.41
{1,2,3,4,6,7,8,10,11,12,13} 382.54
{1,2,3,4,6,7,8,9,10,12,13} 382.55
{1,2,3,4,5,6,7,8,9,12,13} 382.61
{0,1,2,3,4,5,6,7,8,9,10,11,12,13} 455.22 1 1578
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Table 7.11: Top 10 best AIC models for the body fat data using IE for the Yk = Xmkβ
model.
Number of Number of
Model AIC Iterations Models Evaluated
{2,4,5,6,9,13} 423.20
{0,2,4,5,6,9,13} 424.24
{0,2,5,6,10,13} 424.61 16 210
{0,2,5,6,13} 425.83
{0,2,4,5,6,13} 425.95
{0,2,4,5,6,11,13} 427.00
{0,2,5,6,11,13} 427.58
{0,2,5,6,9,13} 427.83
{2,4,5,6,9,10,13} 428.28
{0,2,4,5,6,10,11,13} 428.49
Table 7.12: Top 10 best ICOMP(IFIM) models for the body fat data using IE for the
Yk = Xmkβ model.
ICOMP Number of Number of
Model (IFIM) Iterations Models Evaluated
{2,4,5,6,9,10,13} 418.67
{2,4,5,6,9,13} 422.76
{2,4,5,6,9,10,12,13} 427.12
{2,4,5,6,9,12,13} 427.46
{0,2,4,5,6,13} 429.57
{2,4,5,6,9,10} 429.58
{2,4,5,6,9,10,11,13} 430.24
{2,4,5,6,9} 430.38
{0,2,5,6,11,13} 431.17
{0,2,5,6,9,13} 431.34
{0,6} 556.65 1 28
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7.4 Conclusions
Kernel regression smoothing was incorporated into the implicit enumeration (IE) algo-
rithm for the six kernel models shown in Table 4.1. MATLAB programs written by
Bao [Bao, et. al, 2005] were modified to incorporate kernel regression smoothing using
AIC or ICOMP(IFIM) information criteria as the objective function to be minimized.
IE with kernel regression correctly identified the global optimal models for the six kernel
models shown in Table 4.1 using AIC. These models confirm the results of the GA from
Chapter 6 for AIC. IE works well for AIC since the monotonicity of σˆ2 holds for σˆ2 > 0.
Table 7.13 summarizes the best models from IE and GA using AIC for each of the six
kernel models. Table 7.13 shows perfect agreement between the first four models identified
by IE and GA. IE outperformed GA for the Yk = Xkβ model since the AIC score for the
(0,1,2,3,6,8,9) model identified by IE was 398.93, while the AIC score for the (0,3,4,6,10,12)
model identified by GA was 407.68. However, GA barely outperformed IE for the Yk =
Xmkβ model since the AIC score for the (0,2,4,5,6,9,13) model identified by GA was 424.24,
while the AIC score for the (0,2,5,6,10,13) model identified by IE was 424.61.
Table 7.14 summarizes the best models from IE and GA using ICOMP(IFIM) for each
of the six kernel models. Table 7.14 shows the GA outperformed IE for selecting the
optimal models for all six kernel models since the ICOMP(IFIM) scores were consistently
lower for GA than IE. The weak monotonicity of the penalty term of ICOMP(IFIM) is a
problem for IE, but not for GA.
However, ICOMP(IFIM) did not perform as well as AIC using IE with kernel regres-
sion due to the weak monotonicity properties of the penalty function of ICOMP(IFIM).
Bozdogan [Bozdogan, 1990a] showed that the penalty term from Eqn. 2.13 monotonically
increases as σˆ2 increases when 2qσˆ2 > ntr(X′X)−1. However, Bozdogan [Bozdogan, 1990a]
also showed that the penalty term from Eqn. 2.13 monotonically decreases as σˆ2 increases
when 2qσˆ2 < ntr(X′X)−1. Therefore, the implicit enumeration algorithm has difficulty ob-
taining the global minimum ICOMP(IFIM) score when the weak monotonicity assumption
for σˆ2 is violated when 2qσˆ2 = ntr(X′X)−1.
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Table 7.13: Comparison of the best models from IE and GA using AIC.
Kernel IE IE GA GA
Model Best Model AIC Best Model AIC
Y  = Xβ {0,1,2,4,6,7,8,12,13} 1457.0 {0,1,2,4,6,7,8,12,13} 1457.0
Y  = X k β {0,3,4,6,13} 1477.3 {0,3,4,6,13} 1477.3
Y  = X mkβ {0,2,4,5,6,13} 1490.5 {0,2,4,5,6,13} 1490.5
Y k  = Xβ {0,1,2,4,6,8,12,13} 386.38 {0,1,2,4,6,8,12,13} 386.38
Y k  = X k β {0,1,2,3,6,8,9} 398.93 {0,3,4,6,10,12} 407.68
Y k  = X mkβ {0,2,5,6,10,13} 424.61 {0,2,4,5,6,9,13} 424.24
Table 7.14: Comparison of the best models from IE and GA using ICOMP(IFIM).
Kernel IE IE ICOMP GA GA ICOMP
Model Best Model (IFIM) Best Model (IFIM)
Y  = Xβ {0,6} 1534.87 {4,6,7,12,13} 1495.17
Y  = X k β {0,3,6,7,9} 1511.13 {0,3,4,6} 1497.56
Y  = X mkβ {0,6} 1696.7 {0,2,5,6,13} 1525.82
Y k  = Xβ {0,1,4,6,8,12,13} 411.24 {0,1,4,6,12,13} 410.58
Y k  = X k β all variables + intercept 455.22 {0,1,3,4,5,6,7,8,9,10,11,12} 388.26
Y k  = X mkβ {0,6} 556.65 {0,2,4,5,6,13} 429.57
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Further research is needed to modify the IE algorithm or the ICOMP(IFIM) penalty
term to account for the split monotonicity of the current penalty term of ICOMP(IFIM)
in order to achieve the global optimal solution.
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Chapter 8
Conclusions
8.1 Summary of Dissertation
This dissertation provided a brief description of the problem and proposed approach of
kernel density estimation using information complexity in Chapter 1. Chapter 2 defined
information criteria and complexity and compared information criteria as a tool for vari-
able selection to other heuristic techniques and model diagnostics. Chapter 3 introduced
kernel density estimation and provided a relevant and current literature review. Univari-
ate, multivariate and variable bandwidth selectors currently in the literature were also
reviewed. Chapter 4 discussed univariate kernel regression using both simulated and real
data sets for various data distributions and kernel functions. Chapter 5 extended kernel
regression to the multivariate case and presented results of multivariate kernel regression
using simulated data. Chapter 6 described the genetic algorithm and presented results of
integrating multivariate kernel density regression with the genetic algorithm using a real
multivariate data set. Chapter 7 presented results of integrating kernel regression with the
implicit enumeration algorithm using the same real multivariate data set from Chapter 6.
The research in this dissertation made the following contributions to the literature.
• Information complexity is used as the criterion to determine the optimal bandwidth
for multivariate kernel density estimation. The bandwidth is calculated for each
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model identified by the genetic algorithm. The best model has the minimum ICOMP
using kernel regression smoothing within the genetic algorithm.
• The management science approach taken is the minimization of the non-linear infor-
mation complexity function to determine the global optimal model for high dimen-
sional multivariate data sets.
• The approach of using an implicit enumeration with the GA in the kernel regression
problem integrates management science optimization with statistical modeling.
All possible combinations of applying kernel regression smoothing to the dependent Y
variables and the independent X variables were researched using both ICOMP(IFIM) and
AIC for model selection. This research showed kernel regression smoothing on the X matrix
increased the information complexity scores, resulting in generally poorer models. However,
kernel regression smoothing on the Y variables dramatically decreased the information
complexity scores in most data sets, resulting in much better models.
The choice of the kernel function used to smooth the data depends on the data distri-
bution. The Gaussian kernel is best for approximately normally distributed data, while the
Epanechnikov kernel was shown to be a better choice for uniform and power exponential
distributed data.
The genetic algorithm with kernel regression smoothing was applied to a well publicized
real multivariate data set. The real body fat data confirmed the simulated results of
Chapter 4 that applying the kernel regression on the Y variable dramatically decreases
both the AIC and ICOMP(IFIM) scores compared to the baseline model using no kernel
regression. However, applying kernel regression to the X matrix alone increases the AIC
and ICOMP(IFIM) scores.
Kernel regression smoothing was incorporated into the implicit enumeration algorithm
for the six kernel models shown in Table 4.1. MATLAB programs written by Bao [Bao,
et. al, 2005] were modified to incorporate kernel regression smoothing using AIC or
ICOMP(IFIM) information criteria as the objective function to be minimized.
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Implicit enumeration with kernel regression correctly identified the global optimal mod-
els for three of the six kernel models using AIC. These models confirm the results of the
genetic algorithm for AIC. Implicit enumeration works well for AIC due to the monotonicity
of σˆ2. However, ICOMP(IFIM) did not perform as well as AIC using implicit enumera-
tion with kernel regression due to the monotonicity properties of the penalty function of
ICOMP(IFIM).
8.2 Future Work
This dissertation has provided the opportunity for future work to extend this research.
Future work based on this research includes:
• Determine whether the dramatic reduction of information complexity scores by ap-
plying kernel regression smoothing to the dependent Y variables extends for more
kernel density functions than were used in this dissertation.
• Integrate the kernel regression smoothing with the hybridized implicit enumeration
algorithm and the genetic algorithm.
• Apply this research to a higher dimension real data set to see if the results are
consistent with both the real and simulated data sets used in this dissertation.
• Modify the implicit enumeration algorithm to account for the monotonicity of the
penalty function of ICOMP(IFIM).
• Use other information criteria such as SC, ICOMP(IFIM)PEU , and ICOMP(IFIM)
for misspecified models with kernel regression in the genetic and implicit enumeration
algorithms.
The author plans to submit the results of this dissertation for publication to a peer
reviewed journal.
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Appendices
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Appendix
A.1 Simulated Normal Data from Section 4.2.1
227
 Figure A.1: Histograms and scatter plots of normally distributed variables X1, X2, X3,
and X4.
228
 Figure A.2: Histograms and scatter plots of normally distributed variables X5, X6, X7,
and Y1.
229
A.2 Hald’s Cement Data from Section 4.2.3
 
Figure A.3: Histograms and scatter plots of Hald’s variables X1, X2, X3, X4 and Y .
230
A.3 Power Exponential Data from Section 4.2.4
 
Figure A.4: Histograms and scatter plots of PE variables X1, X2, X3, and X4.
231
 Figure A.5: Histograms and scatter plots of PE variables X5, X6, X7, and Y1.
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A.4. Friedman’s Data from Section 4.2.5
 
Figure A.6: Histograms and scatter plots of Friedman’s variables X1, X2, X3, X4, X5, and
Y .
233
 Figure A.7: Histograms and scatter plots of Friedman’s variables X6, X7, X8, X9, and
X10.
234
A.5. Uncorrelated Uniform Data from Section 4.2.6
 
Figure A.8: Histograms and scatter plots of uncorrelated uniform variables X4, X5, X6,
and X7.
235
A.6 Simulated Multivariate Normal Data from Section 5.2
 
Figure A.9: Histograms and scatter plots of normally distributed variables X1, X2, Y1, Y2,
and Y3.
236
 Figure A.10: Histograms and scatter plots of normally distributed variables X3, X4, X5,
X6, and X7.
237
A.7 Power Exponential Data from Section 5.3
 
Figure A.11: Histograms and scatter plots of PE variables X1, X2, Y1, Y2, and Y3.
238
 Figure A.12: Histograms and scatter plots of PE variables X3, X4, X5, X6, and X7.
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A.8. Body Fat Data from Section 6.3
 
Figure A.13: Histograms and scatter plots of body fat variables X1, X2, X3, X4, and X5.
240
 Figure A.14: Histograms and scatter plots of body fat variables X6, X7, X8, X9, and X10.
241
 Figure A.15: Histograms and scatter plots of body fat variables X11, X12, X13, and Y .
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