Located at 2 pc, the L7.5+T0.5 dwarfs system WISE J104915.57−531906.1 (Luhman 16 AB) is the third closest system known to Earth, making it a key benchmark for detailed investigation of brown dwarf atmospheric properties, thermal evolution, multiplicity, and planet-hosting frequency. In the first study of this series -based on a multi-cycle Hubble Space Telescope (HST ) program -we provide an overview of the project and present improved estimates of positions, proper motions, annual parallax, mass ratio, and the current best assessment of the orbital parameters of the A-B pair. Our HST observations encompass the apparent periastron of the binary at 220.5±0.2 mas at epoch 2016.402. Although our data seem to be inconsistent with recent ground-based astrometric measurements, we also exclude the presence of third bodies down to Neptune masses and periods longer than a year.
INTRODUCTION
The first completeness-corrected planet occurrence rates emerging from the Kepler mission reveal a larger number of short-period Earth-sized planets around M dwarfs than around earlier-type (FGK) stars (Dressing & Charbonneau 2013 , Fressin et al. 2013 . Combined with stateof-the-art planet radius-mass relationships, studies indicate that there are about 3.5× as many 1-4 M Earth mass planets around M-type stars than around G-type stars, with a period-dependence on planet occurrence rate that varies monotonically with host spectral types (Mulders et al. 2015) . The larger number of small planets around M-dwarfs con- tains more mass in solids than the same small planet population around G-type stars (Mulders et al. 2016) . Given that discs around higher-mass stars have higher masses (e.g., , the higher occurrence rates and higher solid mass of small planets around lower-mass stars may be the result of inward migration of planets or their planetary building blocks. The recent discovery of seven approximately Earth-sized planets in the TRAPPIST-1 system (a star at the stellar/substellar boundary) provides a striking demonstration of the high occurrence rates of small planets around small stars (Gillon et al. 2017) .
These results motivate studies of the small planet population around even lower-mass hosts, the brown dwarfs (BDs, Kumar 1962 , Hayashi & Nakano 1963 . These lowmass objects, incapable of hydrogen fusion, also host circumstellar discs (e.g., Luhman et al. 2008 ) which evolve through the first steps of planet formation (e.g., Apai et al. 2005 , Pascucci et al. 2009 , Ricci et al. 2013 ). However, planet detection through radial velocity (RV), transit, and high-contrast imaging are not effective for BD primaries due to their low luminosities (<10 −3 L⊙; Burrows et al. 2001 ). In contrast, high-precision astrometric observations have the potential to provide an extremely sensitive assessment of the presence of planets and to constrain the orbital inclination of the planetary system.
The Wide-field Infrared Survey Explorer (WISE) has discovered many of the nearest BDs in the Solar neighbourhood (d<20 pc). A key example is WISE J104915.57−531906.1 AB, identified by Luhman (2013) as a binary BD located 2 pc from the Sun (hereafter Luhman 16 AB to follow the Burgasser et al. 2013 denomination) . Luhman 16 A and B orbit each other at a distance of a few Astronomical Units with an orbital period of decades. As the closest known BDs, the system is ideally suited for detailed characterization.
The primary (Luhman 16 A) is of spectral type L7.5±1 and the secondary (Luhman 16 B) of type T0.5±1.5. Both at effective temperatures of about 1,300 K, placing them near the L-T transition (Luhman 2013 , Burgasser et al. 2013 Kniazev et al. 2013; Faherty et al. 2014; Lodieu et al. 2015) . The system age is constrained to about 0.1-3 Gyr, implying masses below 0.06 M⊙ (Faherty et al. 2014 , Lodieu et al. 2015 . There is no evidence for the pair belonging to any nearby young moving group (Mamajek 2013 , Lodieu et al. 2015 . Both brown dwarfs are known variables, with the B component more strongly variable than A. The variability likely originates from patchy clouds (Gillon et al. 2013 , Crossfield et al. 2014 , Buenzli et al. 2014 , 2015a , Karalidi et al. 2016 . Boffin et al. (2014) reported perturbations of the A-B orbital motions in the Luhman 16 system, suggesting the presence of a third body. Later, Sahlmann & Lazorenko (2015) using the same Very Large Telescope (VLT) data and those from the follow-up monitoring programme by Boffin et al., have excluded the presence of any third object with a mass greater than two Jupiter masses orbiting around either BD with a period between 20 and 300 d.
Past and present-day ground-based seeing-limited imaging-and adaptive-optics-facilities have fundamental limitations (field of view, PSF stability, differential atmospheric chromatic effects, seasonal visibility), all of which introduce systematic and seasonal astrometric errors that are difficult to quantify or isolate when constraining the presence of companions via astrometry. This is particularly true for faint and red objects, which are much redder than the stars used as reference in the field. In the case of Luhman 16, there is the additional complication of observing a tight binary system (at an average separation of ∼1 ′′ and down to 0.22 ′′ , see next sections). In the past, these systematic errors have resulted in false detections of planetary companions. These include reports of exoplanets orbiting Lalande 21185 (van de Kamp & Lippincott 1951 , Lippincott 1960 ) and Barndard's star (van de Kamp 1963 (van de Kamp , 1969 , both later refuted (Gatewood & Eichhorn 1973 , Gatewood 1974 . More recently, a giant planet was claimed to orbit the M8 dwarf VB 10 by Pravdo & Shaklan (2009) based on ground-based astrometric observations, a claim subsequently refuted by Lazorenko et al. (2011) , among others. These and other examples point to the importance of high-precision-sub-milliarcsecond (mas)-space-based astrometry for robust detection of exoplanets around very low-mass stars and BDs.
For these reasons, we have used the Hubble Space Telescope (HST ) in a special mode to obtain the most accurate annual parallax of any BD to date (eventually down to the 50 micro-arc second level, µas) for each of the two components of Luhman 16, and to constrain their absolute space motions with similar accuracy. Most importantly, by searching for astrometric perturbation of the A-B orbital motion, we will be able to confirm whether giant planet candidates exist in this system uncovering exoplanets down to a few Earth-masses, as described below. Our HST data could also potentially complement/extend the work done by Melso et al. (2015) searching for giant planets as resolved, faint companions comoving with the targets; however, we will see that this is not the case.
In this first article, we focus on the standard imaging analysis of our existing HST data using procedures and methods widely used in literature, sufficient to significantly improve characterization of this brown-dwarf binary system. In Section 2 we detail our observing strategy. In Sect. 3 we describe our data reduction and measurements. We explore two methods to derive astrometric and orbital parameters, through simultaneous fit of the parameters (Section 4) and through a two-step fitting procedure (Section 5). In Section 6 we use the limited radial velocities for the two components available in the literature to remove the degeneracy in the sign of the orbital inclination. In Sect. 7 we examine the photometric variability of the sources. In Sec. 8 we examine the potential presence of exoplanets based on this analysis, ruling out the presence of planets more massive than one Neptune-mass, and pointing out several-mas level inconsistencies between HST and existing ground-based astrometry from Sahlmann & Lazorenko (2015, hereafter SL15) . In Sect. 9, we summarize the electronic material released as part of this work. In Sect. 10 we summarize our conclusions.
OBSERVING STRATEGY
The imaging data acquired for this project are obtained with the Ultraviolet-VISual (UVIS) channel of the Wide Field Camera 3 (WFC3) instrument on HST under programs GO-13748 and GO-14330 (PI: Bedin) . UVIS has a wide field of view of about 160×160 arcsec 2 and the best image-quality on-board of HST , with two detectors of ∼4,000×2,000 pixels 2 , and a pixel scale of ∼39.77 mas. The main goal of our program is to probe Luhman 16 AB for the presence of additional, yet unknown bodies, down to ∼5 Earth-masses, through astrometric perturbations of the A-B orbital motion. Our observations were designed to maximize the high-precision astrometric capabilities of the HST with the relatively new cutting-edge technique of spatial-scanning mode. Spatial scanning under Fine Guide Sensors (FGS) control is an observing mode implemented for WFC3 on HST only recently, with the original aim of high-precision photometry during exoplanet transits (McCullough & MacKenty 2012) . In this mode the target field is observed while the telescope slews in a specified direction and rate. This spatial scanning enables up to thousands of times more sampling of the same sources (targets and references), boosting photometric precision over pointed imaging. In the following we will refer to these images in spatial-scanning mode as trailed, and to those obtained in the standard mode as pointed. Recently, Riess et al. (2014) employed this newly developed HST observing mode for WFC3 also to the case of astrometry. By scanning perpendicularly to the long axis of the parallax ellipse, this mode can considerably improve the precision of parallax measurements. Riess et al. demonstrated the possibility to measure changes in a source's position to a precision of 20-40 µas. This is almost an order of magnitude better than what is attainable employing the best techniques in traditional pointed imaging with the WFC3/UVIS (i.e., 320 µas, see Bellini, Anderson & Bedin, 2011) . As a rule of thumb, the astrometric precision essentially scales with the length of the trails. As in point-source imaging all the weight comes from the innermost 5-pixels, therefore trailing for 2,000 pixels, results in a 2000/5 = 400 times more pixels, and therefore the gain is a factor of √ 400 = 20. Accurate calculations are more complicated, and residuals in geometric distortion, currently calibrated down to 320 µas (Bellini et al. 2011) need to be suppressed to make this potential gain usable down to 20 µas (Casertano et al. 2016 ). There are important differences between our observing mode and analyses, and those proposed by Riess et al. (2014) or Casertano et al. (2016) , which will be discussed in a subsequent paper analysing the trailed images.
The data for this project are collected in 13 visits at well-defined epochs, 5 at the maximum elongations of the parallax, and 8 at fractional phases of the year at (approximate) logarithmic sampling. Sampling periods are between 30 days and 3 years. Twelve of these visits have been collected.
The images (two-dimensional data) collected in thirteen epochs provide 26 independent data points to solve for the Luhman 16 AB baricentric positions, barycenter motions, parallax, mass-ratio, and for the seven parameters of the A-B orbit (13 parameters), plus detection of any significant deviation. Naturally, it would not be possible to firmly constrain the A-B orbit until at least half of the orbit will be completed, but we would still be able to firmly detect deviations from a conic arc, induced by additional bodies, at least for periods between ∼30 days up to ∼3 years.
The roll angle (hereafter, PAV3, i.e., the position angle of axis V3 of the HST' s focal plane 1 ) was varied among the visits to minimize hidden systematic errors. Data were acquired in 6 different roll-angle values, with each roll-angle used on at least two visits. The dither pattern within each epoch was also carefully designed. We imposed large dithersteps of at least ±100 pixels to have a check on the distortion residuals. We also avoided having Luhman 16 A and B fall on any of the lithographic features or other known cosmetic defects of the two UVIS CCDs (see Bellini et al. 2011) , or in the gap between the two chips. Two known extra-galactic sources also fell in all images, which will be used in future works as an external check on absolute positions.
The main astrometric trailed exposures are collected in filter WFC3/UVIS/F814W. Although a medium or narrow band filter would be better for astrometry, as PSFs would be less dependent on the color of the targets, filter F814W has the valuable property that both Luhman16 A and B have almost the same count rates. Furthermore, the F814W fil-1 WFC3 Instrument Handbook Chapter 2.2, Dressel et al. 2017. ter has one of the best characterized geometric distortion solutions (Bellini, Anderson & Bedin 2011) .
Future analyses of the trailed images require pointed images to characterize the sources in the patch of sky (targets and the reference stars) and color information to trace potential chromatic dependencies. Therefore, two 60 s short pointed exposures in F814W are also taken at the beginning and at the end of each orbit to provide an input list, where both components of Luhman 16 are just below saturation level, i.e., at the maximum astrometric S/N possible. Next, to get the color information of the sources in the field, we choose the filter WFC3/UVIS/F606W, which is sufficiently bluer than F814W, and the best compromise between depth and reasonable signal for the cool components of Luhman 16. Due to the time required by the frame buffer dump, the exposure time for an optimal duty cycle is ∼350 s. Our trailed exposures have at least this exposure times, and when visibility allows it, even longer. Therefore, in addition to the two short exposures, we could not fit more than five long exposures per orbit, of which four are trailed in F814W, and one is a pointed image in F606W. Seven exposures per orbits means that in the end there will be 52 trailed images of at least 350s in F814W, and 39 pointed images, 26 of which of 60 s in F814W and 13 of ∼350s in F606W, for a grand total of 91 images. So far 12 of 13 visits have been collected, i.e., 36 pointed images are available.
This article is based -exclusively-on these pointed images, 24 in filter F814W and 12 in filter F606W. Table 1 gives information on these 36 images.
DATA REDUCTIONS AND MEASUREMENTS
In this section we provide a brief description on how the positions in pixel coordinates (x, y) for all the stars in the individual frames were obtained, transformed into a common reference frame (X, Y ), and into a standard equatorial coordinate system (α, δ) at Equinox J2000. At each step we also give reference to works containing more exhaustive descriptions of the adopted procedures and software.
Correction for imperfect CTE
Imperfections in the charge transfer efficiency (CTE) smear the images, which result in compromised astrometry (see Anderson & Bedin 2010) . In all our observations we have mitigated the CTE effects in two ways: (1) passive CTEmitigation: we have downloaded the flc images, which apply the pixel-based CTE correction algorithms developed for the Wide Field Channel (WFC) of the Advanced Camera for Surveys (ACS) (Anderson & Bedin 2010) and are already implemented also for WFC3/UVIS images by the STScI pipeline. They are now downloadable as standard dataproducts at the MAST archive. 2 (2) active CTE-mitigation: We have applied a post-flashing (of about 12 e − ) to keep the background above the critical threshold (filling many of the charge-traps), which suppress as much as convenient the residuals due to imperfect CTE. 3 However, both strategies do not work perfectly, and traces of these imperfect CTE remain. The residuals left on the measured positions are sizable (∼0.5 mas), but thankfully, they are also (relatively) easy to track down and remove (see following Sections).
Fluxes and positions in the individual images
Positions and fluxes of sources in each WFC3/UVIS flc image were obtained with software that is adapted from the program img2xym WFC.09x10 developed for ACS/WFC (Anderson & King 2006), and publicly available.
4 Together with the software, a library of effective PSFs for most common filters is also released. These are spatially variable in a 7×8 array, and can also be perturbed in a spatially constant mode to better fit PSFs of individual frames. However, we follow the Bellini et al. (2013) prescription to perturb the library PSFs also spatially (in a 5×5 spatial array). These procedures tailor the library PSFs to each individual image even better than spatially-constant perturbed PSFs, as they better account for small focus variations across the whole field of view. In addition to solving for positions and fluxes, the software also provides a quality-of-fit parameter (Q). The quality-of-fit essentially tells how well the flux distribution resembles the shape of the point spread function (this parameter is defined in Anderson et al. 2008) . It is close to zero for stars measured best. This parameter is useful for eliminating galaxies, blends, and stars compromised by detector cosmetic or artifacts.
Once the raw pixel positions (x raw , y raw ) and magnitude are obtained, they are corrected for geometric distortion. We used the best available average distortion corrections for WFC3/UVIS (Bellini & Bedin 2009; Bellini, Anderson & Bedin 2011) to correct the raw positions and fluxes of sources that we had measured within each individual image. (Note that fluxes are also corrected for pixel area using the geometric distortion correction). We refer to corrected positions in the individual frame with the symbols (x cor , y cor ). Finally, we note that given the large width of the filter pass-band of F606W and F814W, the PSFs for very red stars are significantly different from the PSFs of averagecolor stars in the field. This fact is evident in the relatively large values of Q for Luhman 16 A and B, compared to stars of similar magnitudes; and residuals in the subtracted images of Luhman 16 A and B. These fit mismatches could potentially lead to chromatic systematic errors in positions, known to affect UV filters (Bellini et al. 2011 ). However, as described below, such offsets are below the level of other systematic errors (i.e., ∼320 µas for geometric distortion) for this analysis.
The reference frame
As our reference frame we adopted the best-fit (∼200) stars measured in the first exposure of our first epoch. These stars were unsaturated, with at least 4,000 e − , isolated by at least 9 pixels, and with Q < 0.4. To avoid negative values when stacking all images from all epochs (see next section), we added 1000.0 pixels in each coordinate to the distortioncorrected positions of these stars; the resulting coordinates are indicated with (X, Y ) and are the positions in our adopted reference frame. We then find the most general linear transformation (6-parameters), between the distortioncorrected positions of these stars of the reference-frame (X, Y ), and their distortion-corrected positions (x cor , y cor ) in any other image (for as many stars in common as possible). This enables us to perform all of the relative measurements with respect to this reference frame. These transformations were computed using only stars with positions consistent to at least 3.6 mas (or 0.09 pixels). This ensured that we use only stars that are present in all imaging epochs and do not have compromised measurements due to cosmic rays or detector cosmetics. The underlying assumption is that stars in the field have negligible common and peculiar motions; however an uncertainty of 3.6 mas on ∼200 stars still leads to an uncertainty of 250 µas on the centroid position. In this work we will not attempt to iteratively solve for the motions of individual reference field objects, as again, these uncertainties are of the same order of the precision of the astrometry in pointed images. We will see in Sect. 3.4 how this positional precision is consistent with Gaia DR1 positions.
For the same reasons, and differently from the more sophisticated local-transformations procedure described in Bedin et al. (2014) , we do not apply any local approach, due to the relatively low stellar density in the field, and as our final residuals using global transformations are already consistent with our expected uncertainties.
The observed positions in the (X, Y ) reference frame for Luhman 16 A and B in the 36 pointed images analyzed in this work are given in Table 2 . There, we also give the (x raw , y raw ) positions which will be used to track down the systematic effects of residuals of imperfect CTEs, and to correct for them.
Absolute Astrometric Calibration
We anchor our reference frame to the astrometric system of the Gaia first data-release (DR1, The Gaia collaboration, 2016), which is tied to the ICRS for equinox J2000.0, and at epoch 2015.0. As extensively discussed in Bedin et al. (2014) , any adopted geometric distortion correction for HST cameras is just an average solution, as from frame to frame there are sizable changes, mainly induced by velocity aberration (Cox & Gilliland 2003) and focus variations (the so called breathing of the telescope tube as a result of different incidence of light from the Sun). This is particularly true for the linear terms of the distortion, which contain the largest portion of these changes. We used six-parameter linear transformations to register the distortion-corrected positions measured in each Table 3 . Adopted coefficients to transform the observed tangential plane coordinates of the reference frame (2X, 2Y ) into equatorial coordinates of Gaia DR1 equinox J2000.0, at epoch 2015.0 (α, δ), which are linked to the ICRS.
frame (x cor , y cor ) to the distortion-corrected positions of the reference frame (X, Y ). The linear-term variations with respect to the reference frame are almost completely absorbed by these six-parameter linear transformations. However, the linear terms of the reference frame remain to be determined: astrometric zero-points, plate scales, orientations, and skew terms need to be calibrated to an absolute reference system. To avoid under-sampling in our stacked image we derive the transformation from Gaia to our reference frame supersampled by a factor of 2, hereafter indicated as (2X, 2Y ), see next section.
Within our Luhman 16 AB WFC3/UVIS field of view we found 126 Gaia DR1 point sources in common with our reference frame which we used to calibrate our six linear terms. To do this, we assume our (2X, 2Y ) as a tangential plane in the tangent point (α0, δ0), and matched the (α − α0, δ − δ0) differences with our (2X, 2Y ). We then find the linear transformation between (α − α0, δ − δ0) and (2X, 2Y ), by solving for the six parameters A, B, C, D, X0, Y0 in the system:
Where α * = α cos δ. All 126 stars in common with Gaia DR1 agree to within 40 mas with positions in (2X, 2Y ). Of the 67 within 1 mas, we noticed a bulk of very consistent stars. To derive the six coefficients we used only the 21 stars with consistent Gaia positions to within 0.6 mas. The coefficients of the transformations are given in Table 3 .
The plate-scale derived from Gaia DR1 of our supersampled reference frame (2X, 2Y ) is |AD − BC| = 19.883 mas, meaning that the assumed pixel scale of (X, Y ) is 39.766 mas. This is in good agreement with values of the WFC3/UVIS pixel scale independently derived by Bellini et al. (2011) .
The non-linear part of the WFC3/UVIS distortion solutions should be accurate to much less than 0.01 originalsize WFC3/UVIS pixel (∼0.3 mas in a global sense, Bellini et al. 2011) , roughly the random positioning accuracy with which we can measure a bright star in a single exposure. Note that the linear terms of the ACS/WFC distortion solution have been changing slowly over time (Anderson et al. 2007 ; Ubeda, Kozurina & Bedin 2013) . Even if this is the case for WFC3/UVIS, having linked our linear terms to the Gaia DR1 makes our astrometric solution immune to those effects, as well as to those of velocity aberration, breathing, etc. Therefore our absolute coordinates are referred to the ICRS Gaia DR1 in equinox J2000.0, with positions given at the reference epoch, 2015.0 (The Gaia collaboration, 2016).
Image stack
Having at hand all the transformations from the coordinates of each image into the reference frame, it becomes possible to create a stacked image of the field for each epoch, and a sum of these stacks. The stack provides a representation of the astronomical scene that enables us to independently check the region around each source at each epoch. The stacked images are 13 000 × 13 000 pixels 2 in the (2X, 2Y ) reference system, i.e., super-sampled by a factor of two (∼20 mas pixel −1 ). The image sum of the stacks for the 12 epochs is shown in Fig. 1 . We have included in the header of the image (in the form of World Coordinate System keywords) our absolute astrometric solution, which is based on the Gaia DR1 source catalog, as described in the previous section. As part of the electronic material provided in this paper, we also release the stacked average image, and the sum of the stacked images for all epochs in F814W; all with our astrometric solution in the header in the form of World Coordinate System (WCS).
In the next two sections we will describe the determination of the astrometric and orbital parameters of the Luh 16 AB system employing two different methods.
METHOD A: SIMULTANEOUS DETERMINATION OF ASTROMETRIC AND ORBITAL PARAMETERS
Our reference system is not an absolute reference frame, as even the stars that moved the least and with the most robust positions are not at an infinite distance. On the basis of a Besançon Galactic model (Robin et al. 2004) , we expect that our best measured stars used to define the (X, Y ) reference frame lie at an average distance of ∼5 kpc. This would introduce a correction from relative to absolute of about 0.2 mas to our parallax and motions.
As noted previously, in this first analysis we aim for an accuracy equivalent to geometric distortion, about 0.3 mas. Hence, to first approximation we assume our measured positions are on an absolute system. Rather than fitting the relative orbit (seven parameters) and the absolute motion of the baricenter plus the mass ratio (six parameters) separately, a thirteen-parameter model of the independent motions of Luhman 16 A and B is adopted. In terms of complexity, the computational cost of fitting both models is the same; however, fitting a model looking at the separate component motions makes it possible to measure the correlation between any pair of the thirteen parameters, and thus deviation from that model for a planet orbiting one of the components.
The positions (α * = α cos δ, δ) of the two components (k) can be expressed as
(1) 
B = a1(cos ω sin Ω + sin ω cos Ω cos i)
where a1 is the angular semi-major axis of the absolute orbit of the primary component, ω is the argument of the periastron of the primary, Ω is the longitude of the node, i is the inclination of the orbital plane with respect to the plane orthogonal to the line of sight, e is the eccentricity of the orbit, P the orbital period and T0 one epoch of periastron passage.
Assuming that model, the parameters which minimize the sum of the residuals squared (for both components, both in α * and δ) are adopted as the solution. Owing to the nature of the model (motion of the baricenter and orbit of both components), the gradient of that sum is nonlinear and one therefore needs a reliable initial guess of the solution before calling any local minimization method (e.g., LevenbergMarquardt, Marquardt 1963) . Even if our model is globally nonlinear, the minimization problem can be reorganized as two nested ones, the inner one containing all the parameters that appear linearly in the gradient of the original sum. If F (p1, . . . , p13) denotes that sum with p k (k = 1 . . . 13) the different parameters, one can rewrite the minimization of F as
where, for the sake of simplicity, it is assumed that the last four parameters are those that appear non-linearly in the model (namely the eccentricity, the orbital period, an epoch of periastron time, and the scaling factor ρ). The notation p k means that p k remains unchanged. In these nested minimizations, the inner one is linear and thus takes no iteration to reach the minimum. Therefore, one ends up with a simpler nonlinear model with four parameters only. An initial guess of that 4-dimensional nonlinear problem can be obtained through a basic grid search before the whole 13-parameter nonlinear objective function is minimized with, say, Levenberg-Marquardt.
The residuals of this model exhibit a seasonal variation along both axes (α * and δ) for both components. The periodicity (one year) and the fact that this variation is present in every residual rule out the presence of a companion as an explanation. If, instead of these natural residuals versus time, one plots the residuals in X and Y versus xraw and yraw, the seasonal variation becomes a straight line, thus revealing the presence of some CTE residual in the observations. Four straight lines are adjusted to correct for CTE: one for each axis and each filter. [Note that at each of the 13 epochs we have 3 observations in two coordinates, so 72 independent data points, for twelve epochs.] Once the CTE residuals are corrected for, a new model fit is carried out. The thirteen parameters resulting from that minimization are listed in Table 4 . The typical residual is 0.39 mas.
Despite the exquisite precision of the HST data, there are difficulties in obtaining a reliable simultaneous fit of the astrometric and orbital parameters using only a partial arc of the orbit. It is particularly unsatisfactory that the orbital period that results is largely unconstrained (see Table 4 ), and so too the individual masses. Similar difficulties to obtain a simultaneous fit were reported previously by Sahlman & Lazorenko (2015, Sect. 3.1), who used an even shorter orbital arc than ours. Among other inconsistencies in their simultaneous solutions, they noted a strong anti-correlation between the residuals for the A and B components much larger than their measurement uncertainties, indicating that the motion of A and B were not independent and should be modelled globally. We therefore analyzed our own A and B motion residuals, and found that the Pearson correlation coefficients are ∼0.65 for both the α * and δ components of our solution, indeed indicating a degree of correlation much larger than our expected uncertainties.
It is not clear how and why the accuracy of the simultaneous fit solution is degraded using a partial arc of the orbit. We suspect a complicated interplay with CTE residuals, field-targets color dependencies in the PSFs, or just the deviations from the absolutes positions, all of which might propagate in the solution.
Therefore, until distances with Gaia for the reference field stars or data covering more of the orbital phase will be available, we now abandon the simultaneous fit of (absolute) astrometric and orbital parameters, and explore in the next section a simpler and more robust (relative) approach.
METHOD B: TWO-STEP DETERMINATION OF ASTROMETRIC AND ORBITAL PARAMETERS
In a two-body system, at any time, the baricenter (indicated hereafter with G) lies along the segment connecting the two components of the system, and the position of G along this segment is fixed by just one parameter, the mass ratio (hereafter, q).
In this second approach we obtain our solution in two steps. In the first step we determine q and the astrometric parameters of G (positions, proper motions and parallax), and in the second step we solve for the relative orbit, now using just the Luh16 A and B relative positions. Note that the derived astrometric parameters will be in the relative astrometric system of the reference frame (2X, 2Y ), which is not an absolute system. The orbital solutions will not be affected by CTE residuals, because when looking at differences between A and B positions the effects of CTE should cancel-out at a great level of accuracy. The same is true for the PSFs' color-dependencies, as Luh 16 A and B have essentially the same color and they would be affected by the same systematic errors. To better identify the epoch-pair, we connect the AB components with a black segment. Note that at each given epoch (i.e., one single-orbit HST visit) there are actually three dithered individual observations taken less than an hour apart, which we can safely consider collected at the same astrometric epoch. From the observed 36 2D-data points we would like to derive for the baricenter of the Luhman 16 AB system (G) five astrometric parameters: its positions (XG, YG), its motions (µX G , µY G ), and most importantly the system parallax π. However, the baricenter G is not an observable, but needs to be inferred from the relative positions of A and B components along their mutual orbit. So, we need to add to the unknown parameters the mass ratio q defined as MB/MA (i.e., 0 < q < 1, where M indicate the mass of each component). In the following we will describe the procedure followed to fit these six parameters.
By virtue of the principle that any transformation of the observational data degrades them, while numerical models do not, we perform this numerical fitting process directly in the observational plane (2X, 2Y ). To accomplish our fit, we proceed iteratively solving for the best fit of the data, then de-trending for CTE residuals, and finally fitting again the CTE-de-trended data.
To predict the position of the baricenter we make use of the sophisticated tool by U.S. Naval Observatory, the Naval Observatory Vector Astrometry Software, hereafter NOVAS 5 (in version F3.1, Kaplan et al. 2011) , which accounts for many subtle effects, such as the accurate Earth orbit, perturbations of major bodies, nutation of the MoonEarth system, etc. We are not interested in the absolute astrometric calculations of NOVAS but only in the relative effects. In computing the positions we used an auxiliary star with no motion and zero parallax (i.e., at infinite distance), and finally compute the difference with respect to our targets. We then use a Levenberg-Marquardt algorithm (the FORTRAN version lmdif available under MINIPACK, Moré et al. 1980 ) to find the minimization of six parameters: XG, YG, µX G , µY G , π, and q.
The first iteration produced a solution with residuals as large as 2 mas, which were significantly larger than our expected errors, and most importantly clearly and simply correlated with the x raw and y raw coordinates. We ascribed these residual mainly to CTE, but potentially also to differential chromatic and PSFs residuals correlated with rollangles. The best fit is shown with a blue line in Fig. 2 . A simple fit to the residuals of the Observed−Calculated (O−C) of baricenter 2X and 2Y as function of x raw and y raw deliver a correction that can be applied to the (X, Y ) positions. We refer to these de-trended positions for both A and B components with the symbols (X dtr , Y dtr ), which are given in Table 5. After this correction the (O−C) residuals are perfectly consistent with those expected for stars of this luminosity for WFC3/UVIS, i.e., 0.008 pixels, or, 320 µmas. Therefore we impute these remaining residuals to just random errors. 501.118 ± 0.093 ̟ = π + 0.28 ± 0.01 [mas] 501.398 ± 0.093 ±0.01
Our final astrometric solution is given in Table 6 . To assess uncertainties we conservatively used the method of residual permutation, and take the 68-th percentile of the deviations from the mean as the 1-σ error. The relative parallax (which we indicate with π) is with respect to the most distant objects in the field (i.e., those that moved the least) and therefore π is only a lower limit to the absolute parallax ̟. In a first approximation we can use the relative-to-absolute correction, which was derived by SL15 as 0.28±0.01 mas. In Table 6 we also give the value derived for ̟ employing this correction. However, we note that our relative parallax, π = 501.118 ± 0.093 mas, is already significantly larger than the absolute parallax by SL15, which is ̟ = 500.51 ± 0.11 mas, therefore implying a closer distance for Luh 16 AB, at no more than 1.9955±0.0004 pc. When Gaia parallaxes for reference stars will become available we will be able to determine an accurate relative-to-absolute correction for our π value.
Step 2: Determination of the Orbital Parameters
With q and the astrometric parameters of G derived in the previous step, the position of the baricenter is known at any given epoch. This enables us to plot in Fig. 3 the observed data points in equatorial coordinates relative to the baricenter, revealing that our data cover over 120
• of the projected true anomaly along the orbits (i.e., ∼1/3 of the projected orbit). We indicate the area swept during our observations Table 7 .
To determine the seven orbital parameters of visual binaries we will follow the trial-and-error approach described by Pourbaix (1994) . We employed the two software tools developed and maintained by one of us (D.P.): union and epilogue (Pourbaix 1998) . Practical details about the internal algorithms and some applications are available in Pourbaix (1998a,b, and 2000) . Briefly, union and epilogue are used together to simultaneously adjust the observations of double-lined spectroscopic-visual binaries (VB-SB2). union undertakes a global optimization then followed by a preliminary local search. In order to increase the chance of getting the right minimum, the user supplies with a time range to which the orbital period is assumed to belong. epilogue processes the results of union and generates some statistical information as well as ephemerid for the solution.
The resulting orbital solution for the Luhman 16 A-B system is given in Table 8 . To estimate uncertainties we use the conservative approach of permuting the 36 residuals. We give the minimum and maximum values of the different realizations, and their weighted averages. We indicate in the case of ω and Ω that a 5-σ clipping exclude 4 outliers. 
Disagreement with SL15 astrometry
We have downloaded the on-line supporting information available at MNRAS, for Fig. 4 , only focused on the observed data points from this work and from SL15. The residuals are now shown in a scale that enable to see all residuals of the SL15 data points. Note that neither a simple rotation or shifts, nor a change in the absolute scale can bring into agreement SL15's VLT data points with our HST 's data-set. A green circle indicates the apparent periastron (at 220.5 mas) estimated to have happened in 2016.402. For reference, the size of the nominal FWHM with WFC3/UVIS filter F814W (74 mas) is indicated with a gray thick circle at positions where A and B components were observed, and dotted at the not-observed apparent periastron.
This table provides the equatorial coordinates of Luhman 16 A and B collected with FORS2@VLT in 22 epochs between April 14 2013 and May 18 2014. The positions are given in the ICRF, after a correction for differential color refraction (DCR) effects was applied.
These data-points could potentially extend by 1.36 years our HST data time base-line, resulting in better estimates of both astrometric and orbital parameters. Extra monitoring would also improve the search for perturbations induced by third bodies.
We show the relative positions transformed into the tangential plane in Fig. 4 and Fig. 5 as small red circles. Apparently the SL15 data points are not consistent with our orbital solution. We attempt to re-derive the orbital fit includ-ing also SL15 data but with no success. No simple rotation nor shift can solve the inconsistency. However, if we assume the pixel scale in SL15 to be off by ∼5%, the data would be nearly aligned with our orbital solution. But, even when this is assumed, and the orbit is re-derived using our HST data points and simultaneously including SL15 data points, the results are not physically consistent. In summary, we are unable to fit simultaneously our HST data and those by SL15 collected at FORS2@VLT.
In Figure 5 it can be appreciated that while our observed HST data points significantly deviate from the straight line (by over 25 mas, at ∼100 σ) those observed by SL15 are almost consistent with a straight line, deviating no more than very few mas, which seems consistent with the observed amount of scatter in their 22 data points. This is also consistent with the fact that while our HST data are exploring over 120
• of the projected true anomaly ν, the SL15 data map only a few degrees of ν (see Fig. 4 ). This is even clearer in Fig. 6 , where the amount of curvature traced by our HST data is better exposed.
We cannot point to the exact reason(s) of these discrepancies, however, we suspect the usual limitations of groundbased facilities may be responsible, i.e.: (i) the limited parallax factor covered by the ground-based data (see Fig. 3 of SL15); (ii) the FORS2 geometric astrometric stability (camera focal enhancing, de-rotator, active optic stability) and the effects of Earth's atmosphere on the astrometry (variable PSFs, variable extinction and residual DCR); (iii) the limited angular resolution for this tight binary (∼1 arcsec during 2013-2014, i.e., comparable to the ground-based seeing); and (iv) the limited arc of the AB orbit the ground-based data cover. SL15 quote positional errors within individual images as low as 0.25 mas, and we suspect that this quoted uncertainty -below the HST geometric distortion limitreflects only internal errors, which might severely underestimate the true (internal and systematic) errors. Nevertheless, their orbital solution, although poorly constrained by the data, still gives (O-C) residuals consistent with their quoted errors. It is also unclear whether in deriving their proper motions they made use of the original WISE AB-photo-center position (of the unresolved components). Instead, we are only using our 2014-2016 HST data, as using unresolved position of the photo-center (and at a different wavelength) would surely result in decreasing the accuracy of our solution, biasing our estimates for astrometric parameters of G and q.
COMPARISON WITH RADIAL VELOCITIES FROM THE LITERATURE
In deriving the orbit of a visual binary from astrometry only, the inclination (which appears as cos i) is degenerate in i and −i and only radial velocities (RVs) can remove this degeneracy and determine the sign. Thankfully a couple of RVs measurements are available from the literature and epilogue and union can process RVs (Pourbaix 1998 2017.12 ± 0.65
for 20.1±0.5 km s −1 and 17.4±0.5 km s −1 , for components A and B respectively.
Inevitably, there are numerous difficulties to estimate the absolute RV zero points of heterogeneous observations collected with different instruments at different telescopes in different sites, and this is particularly true when comparing RVs derived from optical and IR observations. Therefore, as we are interested mainly in the relative RVs of the two components, we assumed the mass ratio q derived in Sect. 5.1, and compute the RVs of the baricenter for the two references. We then impose the velocity of the baricenter in the two data sets to be equal. This was obtained imposing a shift of +2.6 km s −1 to the Crossfield et al. data. In Figure 7 we compare our orbital solution with our astrometric data points and with the available radial velocities processed as just described above. From top to bottom, we show our residuals as function of δ, α * , and RVs. These two RV pairs are sufficient to suggest that i should have a negative value. Consequently also the ω and Ω change by 180
• . For clarity the new amended values are given in Table 9 . 
PHOTOMETRY
Our HST photometry were calibrated to the Vega magnitude system by adding the filter zeropoints (ZPm F814W = 29.02 ± 0.02 and ZPm F606W = 32.24 ± 0.02, following procedures in Bedin et al. 2005) 7 to the instrumental magnitudes given in Table 5 . The absolute accuracy of the calibration is about 0.02 mag per filter. Our observations are not well suited for constraining rotational modulation of these sources, but provide some of the most precise optical photometry for the two brown dwarfs.
In Fig. 8 we summarize the photometry obtained for the targets (Luh 16 A in blue, and B in red) and for the sources in our WFC3/UVIS field (black square symbols). On the left panel we show the (mF606W −mF814W) vs. mF814W colormagnitude diagram (CMD). The onset of saturation in the 60 s exposure in F814W is indicated by a dotted line. Note how Luh 16 A and B are considerably redder than any other source in the field, and just below the saturation level (as planned). On the right panels we show our registered and calibrated magnitudes obtained for each image. The error bars associated with each data points is the r.m.s. for stars within 1 magnitude below the saturation level. This is 0.01 for all, with the exception of B in F606W, for which we associate an error of 0.0125 mag. Both Luh 16 components appear to have a scatter considerably larger than field objects of the same magnitudes, in particular the B component.
Luhman 16 B is one of the highest-amplitude variable brown dwarf known (Gillon et al. 2013 , Biller et al. 2013 , Buenzli et al. 2014 and spatially resolved studies 7 and zero points at http://www.stsci.edu/hst/wfc3/phot zp lbn discovered variability also in Luhman 16 A (Buenzli et al. 2015) emerging from the rotation of the heterogeneous cloud deck of the brown dwarf. Time-resolved precision photometry by Gillon et al. (2013) showed rapidly evolving light curve variations in Luhman 16 B and multi-band photometry and resolved ground-based spectroscopy by Biller et al. (2013) and Burgasser et al. (2013) , respectively, showed wavelength-(and therefore pressure-) dependent phase shifts and amplitude variations. Buenzli et al. (2014 Buenzli et al. ( , 2015 used high-precision time-resolved HST spectroscopy (0.8-1.7 µm range) to show that correlated temperature and cloud thickness variations are responsible for the observed near-infrared spectral evolution, similar to other variable L/T transition brown dwarfs (e.g., Radigan et al. 2012 , Apai et al. 2013 . Crossfield et al. (2014) presented time-resolved CO line profile observations to derive the first Doppler-imaging map for a brown dwarf, which revealed multiple bright and dark patches; Karalidi et al. (2015) used a Markov Chain Monte Carlo-optimized forward modeling procedure (Aeolus, with a finely pixelized sphere and assuming elliptical structures) to derive the simplest surface brightness map that is consistent with the observed variations. Although taken hundreds of rotations apart and with different techniques, the Crossfield et al. and Karalidi et al. maps show some similarity in terms of the approximate size, distribution, and contrasts of the features.
The observed variability for component A is 0.11 magnitudes in F606W and 0.08 magnitudes in F814W, while for component B we observed variations as large as 0.11 magnitudes in F606W and 0.25 magnitudes in F814W. These are significantly larger than the ∼0.01 photometric precision of our measurements. As our observations are not resolved on the timescale of the rotational periods of Luhman 16 A and B, we cannot derive peak-to-peak changes for the objects, therefore the reported values should be considered lower limits on the intrinsic amplitudes at these wavelengths. Red-optical variability has been detected in other T dwarfs (e.g., Gillon et al. 2013; Heinze et al. 2015) , which suggests that cloud amplitudes are likely as large if not larger in the red optical than they are in the near-infrared (1-1.6 µm) bands, potentially providing stronger constraints on condensate grain size distribution (e.g., Lew et al. 2016) .
Alternately, variability of nonthermal emission induced by magnetic activity could be responsible for this signal, as such emission has a much greater relative impact at optical wavelengths where the photospheric emission is weak (e.g., Croll et al. 2016; Gizis et al. 2017) . Magnetic emission has been detected from T dwarfs at optical (e.g., Burgasser et al. 2003; Kao et al. 2016; Pineda et al. 2016 ) and radio wavelengths (e.g., Route & Wolszczan 2012 ; however, neither component of Luhman 16 AB was found to exhibit Hα emission to an equivalent width limit of 1.5Å (Faherty et al. 2014) , and the system was undetected in single-epoch radio and X-ray observations (Osten et al. 2015) . Further investigation into the variability of this system, over broad wavelength and time spans, is certainly warranted.
Our observations are also consistent with the extended base-line (spatially unresolved) photometric monitoring of the Luhman 16 AB system in the Pan-STARRS-Z band and in the SDSS i ′ band, which show that modulations 0.05 magnitude are typical over the timescales of the rotational period, but these authors also report changes as large as 0.1 mag (Street et al. 2015) .
PRESENCE OF EXOPLANETS
The main goal of this project is to search for, and possibly to characterize, exoplanets and other bodies, in P-type or S-type orbits around the Luhman 16 A and B components. We summarize the results of this preliminary work as follow:
(1) We inspected each epoch for faint companions, and find no detectable third body co-moving with the Luhman 16 A-B system within our WFC3/UVIS field of view. At 2 pc, our search area extends from 1 AU (0.
′′ 5) to 80 AU. Assuming a detection limit of mF814W=23 magnitudes (Fig. 8) , we can rule out well-resolved companions to an absolute magnitude limit of MF814W ≈ 26.5. For comparison, the T9 dwarf UGPS J072227.51−054031.2 has an absolute i-band magnitude of 26.2 (Leggett et al. 2012) , so these observations rule out companions warmer than a Y dwarf (T eff 500 K). It appears that these new HST images do not provide any new constraints (from direct detection) that surpass those from Melso et al. (2015) .
In Fig. 9 we show the amplitude of the expected astrometric perturbation for a number of cases, over-imposed on our current 3 σ threshold. For simplicity, we assume circular planetary orbits as these are more likely to be stable, and adopt the maximum and minimum masses for Luh 16 A and Luh 16 B, respectively, given in Table 8 .
(2) Using our HST -only data, we confirm the results by SL15 as we also do not see any significant residual in our (Table 1 ).
motions at the ∼mas level compatible with the perturbation induced by a third body having a mass larger than 2 Jupiter Masses (MJ), and period between 20 days and 300 days.
(3) Our longer time base-line of 2.12 yrs, compared to the SL15 base-line of 1.09 yrs, allow us to exclude the presence of 2 MJ planets with period as long as 2 yrs.
(4) We can also exclude the presence of 1 MJ with period between 20 days and 2 years.
(5) Finally, we can extend this claim down to significantly lower masses, i.e., down to Neptune masses for periods longer than about 1 year.
To increase sensitivity and place a lower limit to what we could detect, we can average the residuals before and after 2015.75, where there might seem to be a marginally significant residual of about 0.5±0.2 mas (mainly in α * ). Even assuming that this can be ascribed to a genuine signature caused by a third body -rather than a more likely effect of residual systematic errors-and assuming masses between the maximum and minimum masses for Luh A and B, it would imply a period larger than 2 years and a mass not greater than one Neptunian mass.
(6) Neither a simple shift, nor a rotation, nor a scale change can reconcile our HST -derived positions with those by SL15 based on data obtained with VLT from ground. The two data sets can not be fit with a common orbital solution unless an ad-hoc third body is used to explain that discontinuity; a possibility that at this stage we have not explored. Table 8 , respectively, we show the relation between twice the semi-major axis 2a of the baricentric orbit of the luminous companions (A or B) around the center of mass with a non-luminous planet, and the period (P). Dotted lines show this relation for a planet with a mass of 1 M Jupiter . The green region indicates the loci for intermediate masses for A or B. The dashed lines (and corresponding region in magenta) indicate the corresponding astrometric signal induced by a 2 M Neptune exoplanets. For reference, the solid lines (and blue region) show the amount of A-B orbital motion if the system was on a circular orbit. Twice the semi-major axes because that is the maximum size of the total range of motion for a circular orbit that we can measure. The horizontal red line sets our limit to the astrometric signal, i.e., 3 σ≃960 µas, or, for a distance of ∼2 pc, equivalent to ∼0.002 AU (i.e., about 300 000 km).
ELECTRONIC MATERIAL
As part of this work, we electronically release as supplementary material on the Journal: i) The individual observed positions and magnitudes for A and B in the tables. ii) The astrometrized stack of the HST observations in filter F814W. iii) The photometry for the field objects.
CONCLUSIONS
In this paper we presented the first results from an ongoing, high-precision, Hubble Space Telescope-based astrometric monitoring campaign targeting the Luhman 16 AB system, the closest brown dwarfs to the Sun. The key findings of our study are as follows:
(i) We rule out co-moving companions down to Y dwarf spectral types in the range 1-80 AU. This result confirms the finding of Melso et al. (2015) , which is based on superior data for this analysis. Note that Melso et al. also extended this investigation at wider separations.
(ii) Our HST data alone confirm the results by SL15: we find no evidence for ∼mas-level residuals that would be consistent with an exoplanet in the system with a mass greater than 2 MJup and with a period between 20 and 300 days.
(iii) We extend this results to lower masses and larger periods. In particular no exoplanets with masses larger than a Neptunian mass and period between 1 year and 2 years.
(iv) Our measurements significantly improve the parallax and proper motion of the Luhman 16 AB system, and indicates that this system is closer to the Sun (<2 pc) than previous measurements.
(v) We have also improved on the mass ratio q of the Luhman 16 AB system and mapped the motions through the apparent periastron.
Further significant improvements on the astrometric solution and parallax of the Luhman 16 AB system can be made in the near-future: We plan to focus on the trailed HST images already collected and those planned for August 2018, to further improve the astrometric precision and search exoplanets down to few Earth masses. Follow-up observations with the VLT/CRIRES+ instrument will provide accurate radial velocity data, an important complement to our 2-D astrometric data, as it will provide the missed component necessary for the complete tri-dimensional picture of the kinematic in the system. In addition, the Gaia DR2 dataset will provide absolute motions, positions, and distances of several stars in the field, allowing us to link our positions to an absolute system.
