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BIMONOTONE BROWNIAN MOTION
MALTE GERHOLD
Abstract. We define bi-monotone independence, prove a bi-monotone central
limit theorem and use it to study the distribution of bi-monotone Brownian
motion, which is defined as the two-dimensional operator process with mono-
tone and antimonotone Brownian motion as components.
1. Introduction
It is a key feature of noncommutative probability that there is not a unique notion
of independence, but a number of different ones, each of which allows to a distinct
theory with its own limit theorems and limit distributions, Le´vy processes, de
Finetti theorems, etc. Although weaker concepts have been considered, a full theory
comparable to classical probability theory is only achieved with a universal product
independence, i.e. independence for a family of noncommutative random variables is
defined as factorization of the joint distribution with respect to a universal product
construction for distributions of noncommutative random variables; this product
construction replaces the tensor product of probability measures in the classical
case. One possibility is to use the tensor product of states, and this leads to the
notion of independence most frequently used in quantum mechanics. The most
famous example of an alternative product is the free product of states which leads
to the notion of freeness, and which has been studied extensively, exhibiting many
connections to random matrix theory and the theory of operator algebras, cf. [HP00,
VDN92]. Based on work of Speicher [Spe97] and Ben Ghorbal and Schu¨rmann
[BGS02], Muraki showed that besides the tensor product and the free product, there
are only three more universal products of states, namely the Boolean, the monotone
and the antimonotone product [Mur03, Mur13]. Extending Muraki’s result to a
purely algebraic setting, Gerhold and Lachs classified all universal products of linear
functionals on associative algebras; these are all deformations of Muraki’s five, the
Boolean products admits a two-parameter deformation, while the others admit a
one-parameter deformation [GL15]. Results on cummulants and Le´vy processes for
general universal product independences can be found in [Fra06, MS16, GLS16].
In 2014, Voiculescu introduced the notion of bi-freeness in a series of papers
[Voi14, Voi16a, Voi16b]. The main difference between bi-freeness and the univer-
sal product independences mentioned above is that Voiculescu does not consider a
notion of independence for single random variables, but for pairs of random vari-
ables, or two-faced random variables. This corresponds to considering only such
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2 MALTE GERHOLD
algebras which are structured as a free product of subalgebras. Since universality
only has to hold for algebra homomorphisms which respect the two-faced structure,
the possibility arises to find universal products of states besides Muraki’s five. Bi-
freeness is built on the fact that there are two distinct natural realizations of the
GNS-representation of a free product state, a left and a right one. The monotone
product was introduced by Muraki [Mur96, Mur97] and Lu [Lu97]. In contrast to
the free case, the monotone product is not symmetric, i.e. the monotone product
B and its opposite, the anti-monotone product ϕ1 C ϕ2 := ϕ2 B ϕ1, do not coin-
cide. There is a “left” and a “right” product representation, which corresponds to
the monotone product and the anti-monotone product, respectively. In this paper
we will introduce a new universal product for states on two-faced ∗-algebras, the
bi-monotone product, and study its associated notion of independence for two-faced
random variables (Section 3), construct a bi-monotone Brownian motion on mono-
tone Fock space (Section 4), introduce bi-monotone partitions (Section 5), and use
these to give a combinatorial description of the distribution of bi-monotone Brow-
nian motion via a bi-monotone central limit theorem (Sections 6 and 7).
2. Preliminaries and notation
For any natural number n, we denote by [n] the set {1, . . . , n}. If the set [n]
appears as an argument inside usual brackets, we omit the inner square bracket. By
an algebra, we always mean a not necessarily unital, complex, associative algebra.
The free product of algebras A1, . . . , An is denoted by A1 unionsq · · · unionsq An. We write
A = A(1) unionsq · · · unionsq A(n) if A(1), . . . , A(n) are all subalgebras of A and the canonical
homomorphism A(1) unionsq · · · unionsq A(n) → A (i.e. the free product of the embeddings
ι(i) : A(i) ↪→ A) is an isomorphism. An algebra A with subalgebras A(1), . . . , A(n)
such that A = A(1) unionsq · · · unionsqA(n) is called an n-faced algebra. Let B1, B2 be n-faced
algebras. Then the free product B1 unionsq B2 is again an n-faced algebra with respect
to the subalgebras B(i) := B
(i)
1 unionsqB(i)2 . Recall that an augmented algebra is a unital
algebra A with a character, i.e. a non-zero homomorphism to C, whose kernel is
called augmentation ideal (cf. for example [LV12]). For any algebra B, its the
unitization B˜ is an augmented algebra with augmentation ideal B and, conversely,
every augmented algebra is isomorphic to the unitization of its augmentation ideal.
Therefore, we will always denote an augmented algebra as A˜ where A denotes its
augmentation ideal. We say that A˜ is an augmented n-faced algebra if it is the
unitization of an n-faced algebra A. In this case A˜ = (A(1) unionsq · · · unionsq A(n))∼ =
A˜(1) unionsq1 · · · unionsq1 A˜(n), where unionsq1 denotes the free product of unital algebras. If A,B
are ∗-algebras, then we consider A˜ and A unionsqB as ∗-algebras in the obvious way.
A noncommutative probability space is a pair (A,Φ), where A is a unital ∗-algebra
and Φ is a state on A. Let B be an n-faced ∗-algebra and (A,Φ) a noncommutative
probability space. A ∗-homomorphism j : B → A is called n-faced random variable.
We call j augmented if B is an augmented algebra and j is unital, that is if B = B˜′
and j = j˜  B′. Just as for algebras, we will write augmented random variables
as ˜ from the start with j its restriction to the augmentation ideal. An element of
(b1, . . . , bn) ∈ An gives rise to the ∗-algebra homomorphism jb1,...,bn : *-alg(b1) unionsq
· · · unionsq *-alg(bn)→ A determined by jb1,...,bn(bi) = bi. In this sense, we will consider
elements of An as n-faced random variables. For an n faced random variable b =
(b1, . . . bn) ∈ An and an m tuple δ ∈ [n][m] we define bδ := bδ1 · · · bδm . The numbers
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Φ(bδ) are called moments of b and the collection of all moments is called distribution
of b.
In this paper we will only consider two-faced algebras. We write a two-faced
algebra as A = Al unionsqAr. Al is called left face and Ar is called right face of A.
A pointed representation of an algebra A consists of a pre-Hilbert space H, an
algebra homomorphism pi : A→ L(H) and a unit vector Ω ∈ H. For every pointed
representation pi we can define a linear functional ϕpi(a) := 〈Ω, pi(a)Ω〉. If pi is a
unital ∗-representation, then ϕpi is a state. On the other hand, for any state Φ on A,
the GNS-representation yields a pointed unital ∗-representation. Given a pointed
representation on H with unit vector Ω, we denote by P the projection onto CΩ
and by id the identity operator on H.
3. Bimonotone independence
We define the bimonotone product first for pointed representations of two-faced
algebras and afterwards for states on augmented two-faced ∗-algebras.
Definition 1. Let A1, A2 be two-faced algebras and pi1, pi2 pointed representations
of A1, A2 on pre-Hilbert spaces H1, H2 respectively. Then we define the pointed
representation pi1 ./ pi2 of A1 unionsqA2 on H1 ⊗H2 with unit vector Ω := Ω1 ⊗ Ω2 by
pi1 ./ pi2(a) :=

pi1(a)⊗ id a ∈ Al1
pi1(a)⊗ P a ∈ Ar1
id⊗ pi2(a) a ∈ Ar2
P ⊗ pi2(a) a ∈ Al2
Now suppose that ϕ1, ϕ2 are states on augmented two-faced ∗-algebras A˜1, A˜2 and
pii are pointed ∗-representations of Ai such that ϕi(a) = 〈Ωi, pii(a)Ωi〉 for all a ∈ Ai.
Then we put
ϕ1 ./ ϕ2(a) := 〈Ω, pi1 ./ pi2(a)Ω〉
for all a ∈ A1 unionsqA2 and ϕ(1) = 1.
Note that the definition is independent of the choice of the pointed representa-
tions, so we can always take pii to be the GNS-represenation of ϕi. By construc-
tion, ϕ1 ./ ϕ2 is a state, because pi := pi1 ./ pi2 is a pointed ∗-representation with
ϕ1 ./ ϕ2(a) = 〈Ω, pi(a)Ω〉 for all a ∈ A˜1 unionsqA2. But in general (pi1 ./ pi2)∼ will not be
the GNS-represenation of ϕ1 ./ ϕ2, because Ω is not necessarily cyclic.
It is easy to check that the bimonotone product is associative. Indeed
pi1 ./ · · · ./ pin(a) =
{
P⊗k−1 ⊗ pik(a)⊗ id⊗n−k a ∈ Alk
id⊗k−1 ⊗ pik(a)⊗ P⊗n−k a ∈ Ark
holds independently of the way one insert parentheses. Associativity on the level
of pointed representations clearly implies associativity on the level of states.
Remark. The bi-monotone product can also be defined for arbitrary linear func-
tionals on algebras. Instead of pointed representations on pre-Hilbert spaces, one
can use pointed representations on vector spaces V˜ with a fixed decomposition
V˜ = CΩ ⊕ V . Then every linear functional admits a pointed representation such
that Φ(a)Ω = Ppi(a)Ω, where P is the projection onto CΩ. If V˜i = CΩi ⊕ Vi, then
V˜1 ⊗ V˜2 = C(Ω1 ⊗ Ω2) ⊕ (Ω1 ⊗ V2) ⊕ (V1 ⊗ Ω2) ⊕ (V1 ⊗ V2) yields a direct sum
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decomposition of V˜1 ⊗ V˜2. Given linear functionals ϕi on algebras Ai, we can find
pointed representations pi1, pi2 as above and define
ϕ1 .ˇ/ ϕ2(a) := 〈Ω, pi1 ./ pi2(a)Ω〉
for all a ∈ A1 unionsqA2.
Theorem 3.1. The bi-monotone product of linear functionals is a positive (1, 2)-
u.a.u. product in the sense of [MS16], i.e. for all linear functionals ϕi on two-faced
algebras Ai and all two-faced algebra homomorphisms ji : Bi → Ai it holds that
• (ϕ1 .ˇ/ ϕ2) ◦ ι1 = ϕ1, (ϕ1 .ˇ/ ϕ2) ◦ ι2 = ϕ2
• (ϕ1 .ˇ/ ϕ2) ./ ϕ3 = ϕ1 ./ (ϕ2 ./ ϕ3)
• (ϕ1 .ˇ/ ϕ2) ◦ (j1 unionsq j2) = (ϕ1 ◦ j1) .ˇ/ (ϕ2 ◦ j2)
• ˜ϕ1 .ˇ/ ϕ2 is a state on A˜1 unionsq1 A˜2 whenever ϕ˜1, ϕ˜2 are states on augmented
∗-algebras A˜1, A˜2 respectively.
where ιi : Ai ↪→ A1unionsqA2 is the canonical embedding and j1unionsqj2 := (ι1 ◦j1)unionsq (ι2 ◦j2).
Proof. Straightforward. Note that ˜ϕ1 .ˇ/ ϕ2 = ϕ˜1 ./ ϕ˜2. 
Since we are in the realm of universal products, there are associated notions
of independence and Le´vy processes for the bi-monotone product, cf. [MS16] and
[GLS16].
Definition 2. Let j1, . . . , jn be two-faced random variables. We call j1, . . . , jn
bi-monotonely independent if
Φ ◦
⊔˜
i
ji = (Φ ◦ ˜1) ./ · · · ./ (Φ ◦ ˜n).(1)
Pairs of ∗-subalgebras are called bi-monotonely independent if their embedding
homomorphisms are. Pairs of elements are called bi-monotonely independent if
their generated ∗-algebras are.
Lemma 3.2. Let ji : Bi → A be two-faced random variables over a noncommutative
probability space (A,Φ) with distributions ϕi := Φ ◦ ˜i. We denote by pii,Π pointed
representations on pre-Hilbert spaces Hi,K with unit vectors Ωi,Ω respectively such
that
Φ(a) = 〈Ω,Π(a)Ω〉, ϕi(b) = 〈Ωi, pii(b)Ωi〉
for all a ∈ A, b ∈ Bi, i ∈ {1, . . . , n}. Assume that there exists an isometry
i : H1 ⊗ · · · ⊗Hn → K such that
• i(Ω1 ⊗ · · · ⊗ Ωn) = Ω
• i ◦ (./i pii(b)) = Π(jk(b)) ◦ i for all b ∈ Bk, k ∈ {1, . . . , n}
Then j1, . . . , jn are bi-monotonely independent.
Proof. Since both sides of (1) are states, it is enough to prove equality for elements
a1 · · · am ∈
⊔
iBi. Suppose ai ∈ Bεi for i ∈ 1, . . . , n with ε1, . . . , εn ∈ [2], εi 6= εi+1
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for i = 1, . . . , n− 1. In this case we have
Φ ◦ (j1 unionsq · · · unionsq jn)(a1 · · · am)
= 〈Ω,Π
(⊔
i
ji(a1 · · · am)
)
Ω〉
= 〈iΩ1 ⊗ · · · ⊗ Ωn,Π(jε1(a1)) · · ·Π(jεm(am))iΩ1 ⊗ · · · ⊗ Ωn〉
= 〈Ω1 ⊗ · · · ⊗ Ωn, i∗i
(
./
i
pii(a1)
)
· · ·
(
./
i
pii(am)
)
Ω1 ⊗ · · · ⊗ Ωn〉
= 〈Ω1 ⊗ · · · ⊗ Ωn,
(
./
i
pii(a1 · · · am)
)
Ω1 ⊗ · · · ⊗ Ωn〉
= ϕ1 ./ · · · ./ ϕn(a1 · · · am) 
4. Bimonotone Brownian motion
For a set M , put M∗ :=
⋃
n∈N0 M
n. In particular, R∗ :=
⋃
n∈N0 R
n. We
view R∗ as a measure space with the unique measure whose restriction to Rn is
n-dimensional Lebesgue measure. Restriction of this measure to the subset ∆ :=
{(t1, . . . , tn) ∈ R∗ | t1 < · · · < tn} makes ∆ a measure space. We will also use the
subspaces ∆[s,t] := ∆ ∩ [s, t]∗ for the interval [s, t], s < t.
Definition 3. Put Γ := L2(∆) and denote by Ω the function with value 1 on
the empty tuple Λ := () ∈ R0 and which vanishes on all (t1, . . . , tn) with n > 0.
We call Γ monotone Fock space. The unit vector Ω induces the vector state ϕ with
ϕ(a) = 〈Ω, aΩ〉 on A := B(Γ) called the vacuum state. We also define the monotone
Fockspaces over intervals as Γ[s,t] := L
2(∆[s,t]) and view them as subspaces of Γ
with respect to the obvious embedding.
We define the following bounded operators on Γ:
Definition 4. For every f ∈ L2(R), we define the left creation operator λ∗(f), left
annihilation operator λ(f), right creation operator ρ∗(f), and right annihilation
operator ρ(f) by
λ∗(f)(g)(t1, . . . , tn) := f(t1)g(t2, . . . , tn), (n > 0); λ∗(f)(g)(Λ) := 0
λ(f)(g)(t1, . . . , tn) :=
∫ t1
−∞
f(τ)g(τ, t1, . . . , tn)dτ
ρ∗(f)(g)(t1, . . . , tn) := g(t1, . . . , tn−1)f(tn), (n > 0); ρ∗(f)(g)(Λ) := 0
ρ(f)(g)(t1, . . . , tn) :=
∫ ∞
tn
f(τ)g(t1, . . . , tn, τ)dτ
respectively.
All these operators belong to B(Γ). It is easy to check that λ∗(f) = (λ(f))∗
and ρ∗(f) = (ρ(f))∗. We abbreviate λ∗(1[s,t]) as λ∗s,t and similarly for the other
three families of operators. For every interval [s, t] let B[s,t] denote the two-faced
∗-algebra with Bls,t = *-alg(λ∗s,t) and Brs,t = *-alg(ρ∗s,t)
Theorem 4.1. The two-faced ∗-subalgebras Bt1,t2 , Bt2,t3 , . . . , Btn−1,tn are bi-
monotonely independent for all choices of t1 ≤ . . . ≤ tn.
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Proof. There is a natural isometry i : Γ[t1,t2] ⊗ · · · ⊗ Γ[tn−1,tn] → Γ with
i(g1 ⊗ · · · ⊗ gn−1)(s) =
{
g1(s ∩ [t1, t2]) · · · gn−1(s ∩ [tn−1, tn]), s ∈ ∆[t1,tn]
0, else.
Obviously, i(Ω[t1,t2] ⊗ · · · ⊗ Ω[tn−1,tn]) = Ω. Since Γ[ti,ti+1] is invariant under Bi,
we can define a pointed representation pii : Bi → B(Γ[ti,ti+1]) by restriction. We
shortly write λ/ρ
(∗)
i for pii(λ/ρ
(∗)
ti,ti+1). So, by Lemma 3.2 and the definition of the
bi-monotone product of pointed representations, we are done if we can show
λ∗ti,ti+1 ◦ i = i ◦ P⊗i−1 ⊗ λ∗i ⊗ idn−1−i
λti,ti+1 ◦ i = i ◦ P⊗i−1 ⊗ λi ⊗ idn−1−i
ρ∗ti,ti+1 ◦ i = i ◦ id⊗i−1 ⊗ ρ∗i ⊗ Pn−1−i
ρti,ti+1 ◦ i = i ◦ id⊗i−1 ⊗ ρi ⊗ Pn−1−i.
We check the first equality and leave the remaining ones to the reader, as the
calculations are very similar. Suppose that s1 < . . . < sm and that s1, . . . , sk belong
to [t1, ti], sk+1, . . . , sr belong to [ti, ti+1] and sr+1, . . . , sm belong to [ti+1, tn]. For
all gk ∈ Γ[tk,tk+1] , k ∈ {1, . . . , n− 1}, we get, using the increasing order of t1, . . . , tn
and s1, . . . , sm,
λ∗ti,ti+1(i(g1 ⊗ · · · ⊗ gn−1))(s1, . . . , sm)
= 1[ti,ti+t](s1) · (g1 ⊗ · · · ⊗ gi−1)(s2, . . . , sk)·
gi(sk+1, . . . , sr) · (gi+1 ⊗ · · · ⊗ gn−1)(sr+1, . . . , sm)
=

0 k > 0
g1(Λ) · · · gi−1(Λ)gi(s2, . . . , sr)(gi+1 ⊗ · · · gn−1)(sr+1, . . . , sm) k = 0, r > 0
0 k = 0, r = 0
=
(
P (g1)⊗ · · · ⊗ P (gi−1)⊗ λ∗i (gi)⊗ gi+1 ⊗ · · · ⊗ gn−1
)
(s1, . . . , sm)
= i ◦ (P⊗i−1 ⊗ λ∗i ⊗ idn−1−i)(g1 ⊗ · · · ⊗ gn−1)(s1, . . . , sm). 
Put bls,t := λ
∗
s,t + λs,t and b
r
s,t := ρ
∗
s,t + ρs,t.
Theorem 4.2. The bs,t = (b
l
s,t, b
r
s,t), s, t ≥ 0 form an additive Le´vy process, i.e.
• br,s + bs,t = br,t for all r ≤ s ≤ t and b0,0 = id (increment property)
• Φ(bδs,t) = Φ(bδ0,t−s) for all s ≤ t and all δ ∈ {l, r}∗ (stationarity of incre-
ments)
• bt1,t2 , bt2,t3 , . . . , btn−1,tn are bi-monotonely independent for all 0 ≤ t1 ≤
. . . ≤ tn (independence of increments).
Proof. The increment property is obvious, independence follows from the previous
theorem. Stationarity follows from the fact that the canonical unitary Us : Γs,t →
Γ0,t−s with Us(f)(t1, . . . , tn) = f(t1 + s, . . . , tn + s) fulfills Us(Ω) = Ω and bs,t =
U∗s b0,t−sUs. 
5. Bi-monotone partitions
Definition 5. A partition of a set X is a set pi of subsets of X, called blocks of pi,
such that
• V 6= ∅ for all blocks V ∈ pi
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• V1 ∩ V2 = ∅ for all all distinct blocks V1, V2 ∈ pi
•
⋃
V ∈pi
V = X
A partition pi of X is called a pair partition if #V = 2 for all blocks V ∈ pi.
An ordered partition of a set X is a partition pi of X with a total order ≤ between
the blocks (i.e. a total order on the set pi).
The special kinds of partitions and ordered partitions we shall define now are im-
portant for the study of noncommutative independences, such as freeness (noncross-
ing partitions), Boolean (interval partitions) and monotone independence (mono-
tona partitions). They appear in moment-cumulant formulas, in the universal co-
efficients of the correspondung universal product and in the central limit theorems.
Definition 6. Let X be a totally ordered set.
A partition pi of X is called
• noncrossing if a, c ∈ V and b, c ∈ W for elements a < b < c < d of X and
blocks V,W ∈ pi implies V = W ,
• interval parition if a, c ∈ V , b ∈W for elements a < b < c of X and blocks
V,W ∈ pi implies V = W .
An ordered partition pi of X is called
• monotone partition if a, c ∈ V , b ∈ W for elements a < b < c of X and
blocks V,W ∈ pi implies V ≥W .
We denote the set of all partitions, noncrossing partitions, interval partitions and
monotone partitions of an ordered set X by P⊗(X), P?(X), P(X), and PB(X)
respectively, according to their associated universal product. An (ordered) parti-
tions is called a pair partition if all its blocks have cardinality 2. The set of all pair
partitions of type  is denoted by PP(X) for  ∈ {⊗, ?,,B}.
Partitions and ordered partitions can be nicely depicted in the following way:
• The elements of X are written on the bottom line of the diagram, in as-
cending order if X is ordered
• Each block is represented by a horizontal line with vertical “legs” connecting
it down to the points of the block
• If pi is not ordered, the heights are chosen such that there are no overlaps
and as little crossings as possible.
• If pi is ordered, the heights are chosen such that greater blocks have higher
horizontal lines.
Noncrossing and monotone partitions are simply recognized as the ones that
have no crossing lines in the corresponding diagram.
Definition 7. Let X be a set. A two-faced partition of X is a partition pi of X
together with a map δ : X → {l, r}. Similarly, an ordered two-faced partition of X
is an ordered partition pi of X together with a map δ : X → {l, r}.
The map δ is called pattern of the (ordered) two-faced partition. Frequently, we
will consider δ as an element of {l, r}X and write δx instead of δ(x).
An (ordered) two-faced partition can be drawn like a partition, but the points
of X are put on the bottom and on the top line and the vertical leg at x ∈ X is
drawn down to the bottom line if δ(x) = r and up to the top line if δ(x) = l.
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Figure 1. bi-noncrossing partition
{{1, 4}, {2, 3}, {5, 6}} with
pattern δ = (r, r, r, l, l, l)
1 2 3 4 5 6
1 2 3 4 5 6
Figure 2. bi-monotone orderings of a bi-noncrossing partition
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
Definition 8. Let X be an ordered set.
A a two-faced partition of X is called
• bi-noncrossing partition if a, c ∈ V and b, c ∈W for elements a < b < c < d
with δ(b) = δ(c) of X and blocks V,W ∈ pi implies V = W . (cf. [CNS15])
An ordered two-faced partition pi of X is called
• bi-monotone partition if a, c ∈ V , b ∈ W for elements a < b < c of X and
blocks V,W ∈ pi implies V ≥W if δ(b) = r and V ≤W if δ(b) = l.
Again, the bi-noncrossing and bi-monotone partitions exactly correpond to those
diagrams which have no crossing lines. The sets of bi-noncrossing partitions, bi-
monotone partitions, bi-noncrossing pair partitions, and bi-monotone pair parti-
tions of X with pattern δ : X → {l, r} are denoted by P
>
(δ), P./(δ), PP>(δ), and
PP./(δ) respectively.
Example 1. The two-faced partition (pi, δ) of {1, . . . , 6} with
pi =
{
{1, 4}, {2, 3}, {5, 6}
}
, δ = (r, r, r, l, l, l)
is bi-noncrossing, as it can be drawn in a noncrossing way, see Figure 1. There
are three possible orders between the blocks such that the resulting ordered two-
faced partition is bi-monotone. Indeed, the block {1, 4} has to be smaller than
the block {2, 3}, whereas {5, 6} can be in any position. This is easily seen in the
corresponding diagrams in Figure 2.
Remark. Let X be an ordered 2n-set. Then one can show that for every pattern
δ : X → {l, r}, there are at most (2n−1)!! bi-monotone pair partitions with pattern
δ. A complete proof requires quite a bit of combinatorial background which is not
needed for the central limit theorem, so we will present it in a second paper. Here
we only sketch the key idea.
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A partition pi of an ordered set X is called irrecucible if for all a 6= maxX
there is a block V ∈ pi with elements b, c ∈ V such that b ≤ a < c. For a set M
of partitions of X we denote by IM the set of irreducible partitions in M . For
monotone partitions (bi-monotone partitions with constant pattern), we know that
#PP(X) = (2n− 1)!!. Also note that the highest block of an irreducible monotone
partition has to be {minX,maxX}, so deleting the highest block yields a bijection
between IPPB(X) and PPB(′X ′), where ′X ′ := X \ {minX,maxX}.
For a general pattern δ : X → {l, r}, it is not difficult to see that
#PP./(δ) =
∑
δ=δ1^···^δk
|δi|∈2N
#IPP./(δ1) · · ·#IPP./(δk)
( |δ|/2
|δ1|/2, . . . , |δk|/2
)
.
On the right hand side the induction hypothesis can be applied to replace all par-
titions with shorter patterns by ordinary monotone partitions. Finally, one has to
deal with the the summand IPP./(δ). The Dyck path description of noncrossing
pair partitions (see e.g. [NS06, Exercise 8.23]) also works for bi-noncrossing pair
partitions with fixed pattern, and one can use it to find an injection IPP./(δ) ↪→
PP./(
′δ′), where ′δ′ := δ  ′X ′. Then the induction hypothesis yields
#IPP./(δ) ≤ #PP./(′δ′) ≤ #PPB(′X ′) = #IPPB(X).
6. Bi-monotone central limit theorem
Our proof of the bi-monotone central limit theorem is based on the central limit
theorem for singleton independence as given in [AHO98, Lemma 2.4]. For conve-
nience of the reader, we recall the relevant part of the theorem.
Theorem 6.1 (cf. [AHO98, Lemma 2.4]). Let J be a set and (A,Φ) a noncommu-
tative probability space. Assume that b(j) = (b
(j)
n )∞n=1, j ∈ J , sequences of elements
in A such that
• each b(j)n is centered, i.e. Φ(b(j)n ) = 0,
• the condition of boundedness of mixed moments is fulfilled, i.e. for each
k ∈ N there exists a positive constant νk such that
∣∣∣Φ(b(j1)n1 · · · b(jk)nk )∣∣∣ ≤ νk
for any choice of n1, . . . , nk ∈ N and j1, . . . , jk ∈ J ,
• the singleton condition is satified, i.e. for any choice of k ∈ N, j1, . . . , jk ∈
J and n1, . . . , nk ∈ N
Φ(b(j1)n1 · · · b(jk)nk ) = 0
holds whenever there exists an index ns which is different from all other
ones.
Write SN (b
(j)) :=
∑N
n=1 b
(j)
n . Then
(2) lim
N→∞
Φ
(
SN (b
(j1))
N1/2
· · · SN (b
(j2n))
N1/2
)
= lim
N→∞
N−n
∑
pi : [2n]→[n]
2 to 1
∑
σ : [n]→[N ]
order preserving
Φ
(
b
(j1)
σ◦pi(1) · · · b(j2n)σ◦pi(2n)
)
.
We will use it in the form of the following Corollary.
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Corollary 6.2. Let b(j) = (b
(j)
n )∞n=1, j ∈ {l, r}, be sequences of two-faced random
variables such that
• each b(j)n is centered
• the singleton condition is fulfilled
• the distribution is spreadable, i.e.
Φ(bj1n1 · · · bjknk) = Φ(bj1σ(n1) · · · b
jk
σ(nk)
)
for each order preserving σ : [n]→ N.
Then
lim
N→∞
Φ
(
SN (b
(j1))
N1/2
· · · SN (b
(j2n))
N1/2
)
=
1
n!
∑
pi : [2n]→[n]
2 to 1
Φ
(
b
(j1)
pi(1) · · · b(j2n)pi(2n)
)
.(3)
Proof. Spreadability implies boundedness of mixed moments. There are exactly(
N
n
)
order preserving maps from [n] to [N ], and by spreadability the value of
Φ
(
b
(j1)
σ◦pi(1) · · · b(j2n)σ◦pi(2n)
)
is independent of σ. Finally, note that
lim
N→∞
N−n
(
N
n
)
=
1
n!
lim
N→∞
N(N − 1) · · · (N − n+ 1)
Nn
=
1
n!
. 
Lemma 6.3. Let (Bl1, B
r
1), . . . , (B
l
n, B
r
n) be bi-monotonely independent pairs of sub-
algebras. Let bi ∈ Bδiεi , i ∈ {1, . . . ,m}, with εi ∈ {1, . . . , n} and δi ∈ {r, l}. If the
two-faced partition (pi, δ) with blocks Vi := {k | εk = i}, V1 < . . . < Vn, and pattern
δ is bimonotone, then
Φ(b1 · · · bm) = Φ
( →∏
εk=1
bk
)
· · ·Φ
( →∏
εk=n
bk
)
.
Proof. Let pii be pointed representations with Φ(b) = 〈Ωi, pii(b)Ωi〉 for all b ∈ Bi,
i ∈ [n]. On the representation space of each pii, we denote by P the projection onto
CΩi and by id the identity operator. For b ∈ Bδε with ε ∈ [n], δ ∈ {l, r}, we write
./i pii(b) as T1(b)⊗ · · · ⊗ Tn(b) with
Ti(b) =

P if (i < ε and δ = l) or (i > ε and δ = r)
id if (i < ε and δ = r) or (i > ε and δ = l)
pii(b) if i = ε.
With this notation
./
i
pii(b1 · · · bn) =
(
./
i
pii(b1)
)
· · ·
(
./
i
pii(bm)
)
=
(
T1(b1) · · ·T1(bn)
)⊗ · · · ⊗ (Tn(b1) · · ·Tn(bn)).
One checks that the fact that (pi, δ) is bimonotone implies that Ti(bj) = id whenever
there are µ, ν with µ < j < ν, εµ = εν = i and εj 6= i. Then it follows easily that
〈Ωi, Ti(b1) · · ·Ti(bn)Ωi〉 = Φ
( →∏
εk=i
bk
)
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and therefore
Φ(b1 · · · bm) =
〈
Ω1 ⊗ · · · ⊗ Ωn,./
i
pii(b1 · · · bn)Ω1 ⊗ · · · ⊗ Ωn
〉
=
〈
Ω1, T1(b1) · · ·T1(bn)Ωi
〉
· · ·
〈
Ωn, Tn(b1) · · ·Tn(bn)Ωi
〉
= Φ
( →∏
εk=1
bk
)
· · ·Φ
( →∏
εk=n
bk
)
as claimed. 
Lemma 6.4. Let (b
(l)
1 , b
(r)
1 ), . . . , (b
(l)
n , b
(r)
n ) ∈ A × A be bi-monotonely independent
and centered. For an ordered two-faced pair partition (pi, δ) with blocks Vi := {k |
εk = i}, V1 < . . . < Vn, and pattern δ = (δ1, . . . , δ2n), it holds that
Φ(bpi) = Φ(b
(δ1)
ε1 · · · b(δ2n)ε2n ) = 0
whenever (pi, δ) is not bi-monotone.
Proof. If (pi, δ) is not bi-monotone, there are µ < j < ν and i ∈ [n] with εµ = εν = i
and either
(1) δj = l and εj > i or
(2) δj = r and εj < i.
In either case, using the notation of the previous Lemma,
Ti(b
(δµ)
εµ ) = pii(b
(δµ)
εµ )
Ti(b
(δj)
εj ) = P
Ti(b
(δν)
εν ) = pii(b
(δν)
εν ),
so
〈Ωi, Ti(b(δ1)ε1 ) · · ·Ti(b(δ2n)ε2n )Ωi〉 = Φ(b
(δµ)
i )Φ(b
(δν)
i ) = 0 
Theorem 6.5 (Bi-monotone central limit theorem). Let b(j) = (b
(j)
n )∞n=1, j ∈ {l, r},
be sequences of elements in a quantum probability space such that
• each b(j)n is centered
• the sequence of pairs (b(l)n , b(r)n )n∈N is bi-monotonely independent
• the pairs (b(l)n , b(r)n ) have the same distribution for all n ∈ N.
Put cp,q := Φ(b
(p)
n b
(q)
n ) for p, q ∈ {l, r}. Then for every pattern δ = (δ1, . . . , δ2n) we
have
lim
N→∞
Φ
(
SN (b
(δ1))
N1/2
· · · SN (b
(δ2n))
N1/2
)
=
1
n!
∑
pi∈PP./(δ)
∏
{k<l}∈pi
cδk,δl .
Proof. The singleton condition and spreadibility of the distribution follow from
bimonotone independence. Therefore we can apply Corollary 6.2 to get
lim
N→∞
Φ
(
SN (b
(δ1))
N1/2
· · · SN (b
(δ2n))
N1/2
)
=
1
n!
∑
pi : [2n]→[n]
2 to 1
Φ
(
b
(δ1)
pi(1) · · · b(δ2n)pi(2n)
)
.
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With every 2-to-1 map pi : [2n]→ [n] we associate the ordered pair partition pˆi with
blocks Vi := pi
−1(i), V1 < . . . < Vn and the two-faced ordered pair partition (pˆi, δ).
Thus, we can combine Lemma 6.3 and Lemma 6.4 to get
Φ
(
b
(δ1)
pi(1) · · · b(δ2n)pi(2n)
)
=

0 if (pˆi, δ) is not bi-monotone∏
{k<l}∈pi
cδk,δl if (pˆi, δ) is bi-monotone
and the proof is finished. 
7. Distribution of bi-monotone Brownian motion
Next, we will apply the bi-monotone central limit theorem in order to determine
the distribution of bi-monotone Brownian motion.
Theorem 7.1. Put b
(l)
s,t := λ
∗
s,t + λs,t and b
(r)
s,t := ρ
∗
s,t + ρs,t. Then
〈Ω, b(δ1)0,1 · · · b(δn)0,1 Ω〉 =
1
n!
#PP./(δ).
Proof. The proof is based on two simple observations:
• For any N ∈ N, we can write b(j)0,1 = b(j)0, 1N + b
(j)
1
N ,
2
N
+ · · ·+ b(j)N−1
N ,1
.
• The two families(
b
(j)
i
n ,
i+1
n
)
i∈N
j∈{l,r}
and
(
b
(j)
i,i+1√
n
)
i∈N
j∈{l,r}
have the same distribution, i.e.
Φ
(
b
(j1)
i1
n ,
i1+1
n
· · · b(jk)ik
n ,
ik+1
n
)
= N−
k
2 Φ
(
bj1i1,i1+1 · · · bjkik,ik+1
)
for all i1, . . . , ik ∈ N, j1, . . . , jk ∈ {l, r}. Now put b(j)i := b(j)i,i+1. The sequences
(b
(j)
i ) consist of centered bounded operators and are bi-monotonely independent.
Therefore, we can apply the bi-monotone central limit theorem. Since cp,q :=
Φ(b
(p)
i b
(q)
i ) = 1 for all i ∈ N and all p, q ∈ {l, r}, the stated formula follows. 
Corollary 7.2. Put bs,t := λ
∗
s,t + λs,t + ρ
∗
s,t + ρs,t. Then
〈Ω, bn0,1Ω〉 =
1
n!
#PP./(n),
where PP./(n) is the set of all bi-monotone pair partitions of [n] with arbitrary
pattern.
Proof. Since bs,t = b
(l)
s,t + b
(r)
s,t , this follows directly from the previous theorem and
bns,t = (b
(l)
s,t + b
(r)
s,t)
n =
∑
δ∈{l,r}n
b
(δ1)
s,t · · · b(δn)s,t . 
This corollary allows us to calculate the number of bi-monotone pair partitions.
The number of bi-monotone partitions of a 2n-set for n = 0, 1, . . . , 10 are:
1, 4, 48, 928, 24448, 811776, 32460032, 1516774912, 81064953344, 4876115246080,
325959895390976.
We do not know any explicit or recursive formula for these numbers.
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Since b0,1 is a bounded selfadjoint operator on a Hilbert space, its moments are
the moments of a uniquely determined compactly supported probability measure
on R. It would be nice to have an explicit formula of this probability measure.
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