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In this paper, we investigate a local density of state (LDOS) in two-dimensional nano-structured
superconductors. We solve the Bogoliubov-de Gennes equations self-consistently with the two-
dimensional finite element method. In nano-structured superconductors, the LDOS as a function
of the energy has many discrete peaks. A discretization of the LDOS comes from a discretization
of energy levels due to the quantum confinement effect in nano-structured systems. When the
temperature increases, a width of a peak in the LDOS is spread to a large energy range and neighbor
peaks are superposed due to the thermal effect. On the other hand, for the fixed temperature, the
behavior of the LDOS is different between nano-scaled rectangular and square systems. In the
nano-scaled rectangular system, when only a lateral length increases, a contribution of the quantum
confinement effect from the lateral side is suppressed, while the contribution from a longitudinal
side remains large. Then, some peaks are left in the LDOS even when the lateral length is very
large. These peaks form a periodic structure and can be regarded as gaps in a multi gap structure
due to the quantum confinement effect. On the other hand, energy levels in the square system tend
to arrange equally. Then, in the square system, peaks in the LDOS which exist in the rectangular
system are small. Also, the period between peaks in the LDOS in the square system is smaller than
the period in the rectangular system.
I. INTRODUCTION
Recently, high quality small superconductors has been
developed [1, 2]. Nanoscopic and mesoscopic supercon-
ductors have many interesting phenomena which do not
occur in bulk superconductors. For example, vortices in
a small type-II superconductor are confined in a narrow
region, which lead to geometry-dependent arrangements
of vortices and a formation of a giant vortex state [3–
5]. Also, when a thickness of a film is atomic scale or
a few nanometer scale, a movement of an electron is re-
stricted strongly. A confinement of electrons results in a
discretization of energy levels. The discretization of en-
ergy levels is one of features of a quantum confinement ef-
fect. In the field of semiconductors, a quantum computer
with quantum dots [6] and a quantum dot semiconduc-
tor laser [7] are reported as applications of the quantum
confinement effect.
The quantum confinement effect is an important phe-
nomenon for not only semiconductors but also supercon-
ductors. It is known that superconductivity is enhanced
in nano-particle superconductors [8–11]. Moreover, basic
superconducting properties such as a critical tempera-
ture, a density of state (DOS), and a gap energy oscillate
when the thickness of the film decreases. Oscillations
of superconducting properties are reported theoretically
[12–18] and experimentally [19–21]. As well as vortex
arrangements in nano-structured superconductors, the
quantum confinement effect depends on the geometry of
the sample. Then, oscillations of superconducting prop-
erties depend on not only the system size but also the
geometry [16]. To investigate relations between geomet-
rical influences and superconducting properties is impor-
tant for applications of nano-structured superconducting
devices such as a nano-SQUID [22], a quantum computer
[23], and a single flux quantum (SFQ) logic [24].
The discretization of energy levels in the quantum con-
finement effect also affects a dependence of a local den-
sity of state (LDOS) on the energy dramatically. In a
LDOS-energy plot, a discretization of the LDOS due to
the discretization of energy levels is reported in hollow
nano-cylinders [17] and superconducting nano-ribbons
with constrictions [25]. Experimentally, the LDOS cor-
responds to a differential conductance with a STM/STS
measurement. In the STM/STS measurement, the dif-
ferential conductance is measured by a tunneling current
between a probe of a microscopy and a surface in the sam-
ple. Then, an electric structure in the two-dimensional
surface is important for the LDOS. In two-dimensional
nano-structured systems, a correlation among the de-
pendence of the LDOS on the energy, the system con-
dition, and the discretization of energy levels is hardly
reported. In this paper, we show dependences of the
LDOS on the temperature, the size, and the shape in
two-dimensional superconductors, in particular, rectan-
gular and square systems. Also, we investigate relations
between the LDOS and the discretization of energy levels
in detail.
This paper is organized as follows. In Sec. II, we in-
troduce our model, the Bogoliubov-de Gennes equations,
and a numerical method. In Sec. III, we show the LDOS
in the nano-structured finite system. First, we show the
spatial inhomogeneous gap energy and the LDOS. Next,
dependences of the LDOS on the temperature, the size,
and the shape in the system are discussed. We also men-
tion dependences of the discretization of energy levels on
the size and the shape. In Sec. IV, we give a brief sum-
mary of this paper.
2II. METHOD
We consider two-dimensional conventional (s-wave) su-
perconductors. We use the microscopic Bogoliubov-de
Gennes (BdG) equations in order to investigate electronic
structures [26]. The BdG equations are given by,[
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vn(r) + ∆
∗(r)un(r)
= Envn(r), (1b)
where un(r) and vn(r) are n-th quasi-particle wave func-
tions, En is a n-th eigenenergy measured with respect to
a chemical potential, ∆(r) is a gap energy, µ is the chem-
ical potential, m is an electronic effective mass, e is an
electronic charge, c is a light velocity, andA is a magnetic
vector potential. ∆(r) is obtained from a self-consistent
equation,
∆(r) = g
|En|≤Ec∑
n
un(r)v
∗
n(r)(1− 2f(En)). (2)
Here, g is a BCS coupling constant and f(En) =
1/{exp[En/(kBT )] + 1} is the Fermi distribution func-
tion, where kB is the Boltzmann constant and T is
the temperature. Ec is a cutoff energy, which corre-
sponds to an energy of a Debye frequency in the Bardeen-
Cooper-Schrieffer (BCS) theory, ~ωD (ωD is the Debye
frequency). The magnetic vector potential A(r) is ob-
tained from the Maxwell equations, which is given by,
∇× (∇×A(r)−H) =
4pi
c
j(r). (3)
H is an uniform applied magnetic field. j(r) is a current
density, which represents [27],
j(r) =
e~
2mi
∑
n
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)
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(
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A
)
v∗n(r)−H. C.
]
.
(4)
Here, ”H. C.” represents the Hermitian conjugate. In this
approach, a particle number must be fixed by controlling
the chemical potential µ. The chemical potential µ is
determined by a particle number conservation,
Ne = 2
∫ ∑
n
[
|un(r)|
2f(En) + |vn(r)|
2(1− f(En))
]
,
(5)
where Ne is a total particle number.
Boundary conditions are that (i) quasi-particle wave
functions un(r) and vn(r) are absent at edges of the
FIG. 1. (a) Square system divided into triangular elements,
(b) Triangular element in the e-th element. Coordinates at
each node are defined as 1 (x1, y1), 2 (x2, y2), and 3 (x3, y3).
system, (ii) the current does not flow perpendicular to
boundaries, which is expressed by,
n ·
(
~
i
∇−
eA
c
)
un(r) = 0, (6a)
n ·
(
~
i
∇+
eA
c
)
vn(r) = 0, (6b)
where n is an unit vector perpendicular to boundaries.
In order to solve above equations, we use a finite el-
ement method (FEM) [28–31]. In the two-dimensional
FEM, we divide a system into small triangular elements,
which is shown in Fig. 1(a). A triangle in Fig. 1(b)
shows one of elements in the system in Fig. 1(a). In the
e-th triangular element, we label nodes as 1, 2, and 3.
These coordinates in nodes are defined as r1 = (x1, y1),
r2 = (x2, y2), and r3 = (x3, y3), respectively. Then, we
define an e-th area coordinate at i-th node as ζei (xi, yi),
which is given by,
ζei (xi, yi) =
1
2Se
(ai + bix+ ciy), (i = 1, 2, 3) (7)
where Se is an area of the e-th triangular element and,
ai = xjyk − xkyj, (8a)
bi = yj − yk, (8b)
ci = xk − xj . (8c)
i, j, and k are 1, 2, and 3, following a cyclic order. Using
the area coordinate ζei (r), we extend quasiparticle wave
functions un(r) and vn(r), the gap energy ∆(r), and the
magnetic vector potential A(r) into,
un(r) =
∑
e
∑
i
ζei (xi, yi)u
e
n,i, (9a)
vn(r) =
∑
e
∑
i
ζei (xi, yi)v
e
n,i, (9b)
∆(r) =
∑
e
∑
i
ζei (xi, yi)∆
e
i , (9c)
A(r) =
∑
e
∑
i
ζei (xi, yi)A
e
i . (9d)
3We substitute Eqs. (9a)-(9d) into Eqs. (1)-(5). The BdG
equations [Eqs. (1a) and (1b)] can be solved as an eigen-
value problem,∑
j
[
P 1eij (A) + P
2e
ij (A)
]
uen,j +
∑
j
Qeij(∆)v
e
n,j
= En
∑
j
Ieiju
e
n,j , (10a)
∑
j
[
−P 1eij (A) + P
2e
ij (A)
]
ven,j +
∑
j
Qe∗ij (∆)u
e
n,j
= En
∑
j
Ieijv
e
n,j . (10b)
The Maxwell equation and the current [Eqs. (3) and (4)]
are combined, which is given by,∑
j
Reij(u, v)A
e
jx +
∑
j
SeijA
e
jy = T
ex
i (u, v)− U
ey
i ,
(11a)∑
j
Reij(u, v)A
e
jy −
∑
j
SeijA
e
jx = T
ey
i (u, v) + U
ex
i ,
(11b)
where Aejx and A
e
jy are x- and y-components of the mag-
netic vector potential Aej . When we derive Eqs. (11a)
and (11b), we impose the London gauge ∇ ·A = 0. Fi-
nally, the self-consistent equation [Eq. (2)] and the par-
ticle number conservation [Eq. (5)] are reproduced by,
∑
j
Ieij∆
e
j = g
∑
i1,i2
Ieii1i2
|En|≤Ec∑
n
uen,i1v
e∗
n,i2
(1− 2f(En)),
(12)
Ne = 2
∑
ije
Ieij
∑
n
[
f(En)u
e∗
n,iu
e
n,j + (1− f(En))v
e∗
n,iv
e
n,j
]
.
(13)
Here, we define integrals Ieij , I
e
i1i2i3
, Iei1i2i3i4 , J
exi
j , J
exi
i1i2i3
,
and K
exixj
i1i2
as following forms,
Ieij ≡
∫
ζei (r)ζ
e
j (r)dr, (14a)
Iei1i2i3 ≡
∫
ζei1(r)ζ
e
i2
(r)ζei3 (r)dr, (14b)
Iei1i2i3i4 ≡
∫
ζei1(r)ζ
e
i2
(r)ζei3 (r)ζ
e
i4
(r)dr, (14c)
Jexij ≡
∫
∂ζej (r)
∂xi
dr, (14d)
Jexii1i2i3 ≡
∫
∂ζei1(r)
∂xi
ζei2(r)ζ
e
i3
(r)dr, (14e)
K
exixj
i1i2
≡
∫
∂ζei1(r)
∂xi
∂ζei2(r)
∂xj
dr, (14f)
where xi = x, y. Using Eqs. (14a)-(14f), we also de-
fine coefficients P 1eij (A), P
2e
ij (A), Q
e
ij(∆), R
e
ij(u, v), S
e
ij ,
T eαi (u, v), and U
eα
i as,
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~
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2m
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∑
α
Ieiji1i2A
e
i1α
Aei2α
−µIeij , (15a)
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∑
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eα
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)Aei1α, (15b)
Qeij(∆) ≡
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∆ei1I
e
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, (15c)
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Seij ≡ K
exy
ij −K
eyx
ij , (15e)
T eαi (u, v) ≡ i
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, (15f)
Ueαi ≡ H0J
eα
i , (15g)
where α = x, y and H0 is a magnitude of the ap-
plied magnetic field perpendicular to the system [H =
(0, 0, H0)].
We solve Eqs. (10)-(13) self-consistently. First of all,
we determine the BCS coupling constant g and the total
particle numberNe. We solve Eqs. (10a) and (10b) by us-
ing a bulk value of the gap energy at the zero temperature
(∆0) and the chemical potential at T = 0 (µ = ~
2k2F /2m,
where kF is a Fermi wave vector). Substituting solutions
in Eqs. (10a) and (10b) into Eqs. (12) and (13), g and
Ne are obtained. The coupling coefficient g solved from
Eqs. (12) changes spatially due to the finite system and
boundary conditions, which is represented by g(r). We
calculate a spatial average of g(r) by,
g =
1
Ss
∫
Ss
g(r)dr, (16)
where Ss is a superconducting area in the system, in
other words, a region except for boundaries in the sys-
tem. Next, we set the gap energy ∆(r) randomly as an
initial condition and solve Eqs. (10a) and (10b). After
the eigenvalue En and corresponding eigenvectors un(r)
and vn(r) are obtained, we substitute them to Eqs. (11)
- (13) in order to obtain A(r), ∆(r), and µ. Then, we
substitute solutions in Eqs. (11) - (13) into Eqs. (10a)
and (10b), and obtain the eigenvalue En and eigenvec-
tors un(r) and vn(r) again. This process is iterated until
convergence solutions are obtained.
After the self-consistent calculation is finished, we cal-
culate the LDOS N(r, E). The LDOS N(r, E) is given
4by,
N(r, E) = −
∑
n
[
|un(r)|
2f ′(En − E)
+|vn(r)|
2f ′(En + E)
]
. (17)
f ′(E) = ∂f(E)/∂E is a derivative of the Fermi distribu-
tion function [27, 28].
III. RESULTS AND DISCUSSIONS
In this section, we show the LDOS in two-dimensional
nano-structured superconductors. We investigate behav-
iors of the LDOS in various system sizes. At first, we
set the square system size L × L in Fig. 1(a) as a stan-
dard system, where L is a length of the standard sys-
tem. Then, we consider various system size, for example,
3L× 3L, 3L× L, 5L× L, and so on.
We set the gap energy in the bulk sample at the zero
temperature ∆0 = 0.2Ec, the coherence length at the
zero temperature ξ0 = 0.2L, and the Fermi wave vector
kF = 3.0/ξ0, respectively. Parameters are normalized
to the cutoff energy Ec and the length of the system L.
Also, we set a Ginzburg-Landau parameter in the clean
limit κ = 0.96λL/ξ0 = 3.0 [26], where λL is a London
penetration length. In this research, the magnetic field
is not applied (H0 = 0.0). In addition, the LDOS is
normalized to a density of state (DOS) in the normal
state in the two-dimensional system per area L × L at
the zero temperature, N(0) = m/(pi2~2).
A. Distributions of LDOS in the finite small
system
The LDOS relates to wave functions of quasiparticle
and the gap energy in Eq. (17). It is known that wave
functions and the gap energy are inhomogeneous spa-
tially in finite systems [30]. So, we present a distribution
of the gap energy in the finite system before we show re-
sults of the LDOS. We consider the square system, whose
size is L × L [see Fig. 1(a)] and set the temperature
T = 0.2Tc, where Tc is the critical temperature in the
bulk superconductor. Fig. 2 shows the distribution of the
gap energy, which is normalized to the gap energy in the
bulk superconductor at the zero temperature (∆(r)/∆0).
Superconducting electrons cannot exist at edges due to
boundary conditions, then magnitudes of the gap energy
at edges are zero. Magnitudes of the gap energy are large
at locations near boundaries, in particular, at corners
(x/L, y/L) ∼ (0.15, 0.15), (0.85, 0.15), (0.15, 0.85),
and (0.85, 0.85).
The LDOS has also an inhomogeneous spatial distri-
bution due to the inhomogeneous spatial distribution
of the gap energy in Fig. 2. Fig. 3 shows spatial dis-
tributions of the LDOS for (a) E/∆0 = 2.0 and (b)
E/∆0 = 3.0. In Fig. 3(a), the LDOS for E/∆0 = 2.0
FIG. 2. Spatial distribution of the gap energy ∆(r)/∆0 at
T = 0.2Tc in the square system L× L [Fig. 1(a)].
FIG. 3. Spatial distributions of the LDOS for (a) E/∆0 =
2.0 and (b) E/∆0 = 3.0 in the square system L × L. The
LDOS is normalized to the DOS in the normal state per unit,
N(r, E)/N(0)
is large at corners, diagonal directions, and cross lines
of the middle in the system. On the other hand, the
LDOS is small at corners of the small square region,
(x/L, y/L) ∼ (0.4, 0.4), (0.6, 0.4), (0.4, 0.6), and
(0.6, 0.6). For the different energy E/∆0 = 3.0 in
Fig. 3(b), the magnitude of the LDOS is smaller than
the magnitude for E/∆0 = 2.0 in Fig. 3(a), but loca-
tions of peaks are different. In Fig. 3(b), the LDOS for
E/∆0 = 3.0 at the cross lines of the middle [x/L ∼ 0.5
or y/L ∼ 0.5], where the magnitude of the LDOS is
large for E/∆0 = 2.0 in Fig. 3(a), is very small. On the
5FIG. 4. Distribution of the LDOS at middle of the lateral
side [y = 0.5L] in the square system L × L. The LDOS is
normalized to the DOS in the normal state per unit, N(x, y =
0.5L, E)/N(0)
FIG. 5. Spatial distribution of the gap energy ∆(r)/∆0 at
T = 0.2Tc in the rectangular system 3L× L.
other hand, the LDOS at corners of the small square re-
gion (x/L, y/L) ∼ (0.4, 0.4), (0.6, 0.4), (0.4, 0.6), and
(0.6, 0.6) are almost same as the LDOS for E/∆0 = 2.0
in Fig. 3(a) [N(r, E/∆0 = 3.0) ∼ N(r, E/∆0 = 2.0) ∼
0.4N(0)]. Both distributions of the LDOS in Figs 3(a)
and (b) are inhomogeneous spatially, but symmetric with
respect to middles in systems.
Generally, the DOS in the bulk superconductor has a
peak corresponding to the homogeneous gap energy in
the positive energy region. Also, when the magnitude of
the energy increases, the DOS decreases continuously as
a function of the minus square root [26, 32]. On the other
hand, in the nano-structured finite system, the behavior
of the LDOS as a function of the energy depends on the
coordinate in the system. This dependence results from
the inhomogeneous spatial distribution of the gap energy
and the fact that we consider the finite system. Next, the
dependence of the LDOS on the energy is investigated in
detail.
Fig. 4 shows the spatial and energy distribution of the
LDOS. The y component of the coordinate is fixed to
y/L = 0.5. From Fig. 4, we find some discrete peaks in
the LDOS. The discretization of the LDOS in the verti-
cal direction represents spatial distributions in Fig. 3. On
the other hand, the discretization of the LDOS with re-
spect to the energy results from the different reason. In
nano-structured superconductors, energy levels are dis-
FIG. 6. Spatial distributions of the LDOS for (a) E/∆0 = 2.0
and (b) E/∆0 = 3.0 in the rectangular system 3L × L. The
LDOS is normalized to the DOS in the normal state per unit,
N(r, E)/N(0)
FIG. 7. Distribution of the LDOS at middle of the lateral side
[y = 0.5L] in the rectangular system 3L × L. The LDOS is
normalized to the DOS in the normal state per unit, N(x, y =
0.5L,E)/N(0)
crete due to the quantum confinement effect. We show
a distribution of energy levels in this system in Fig. 10,
and will discuss it in detail later. The discretization of
energy levels leads to the discretization of the LDOS in
Fig. 4.
In a later subsection (Sec. III C), we will discuss the re-
lation between the LDOS and the system shape, and con-
sider the LDOS in rectangular systems. In order to com-
pare with the case in the square system, we also show the
spatial distribution of the gap energy, the spatial distri-
bution of the LDOS for certain energies, and the spatial
and energy distribution of the LDOS in the rectangular
system in Figs. 5, 6, and 7, where their system sizes are
fixed to 3L× L and T = 0.2Tc. In Fig 5, as well as the
6FIG. 8. Space-averaged LDOS as a function of the energy at
T/Tc = 0.1 (red), 0.2 (blue), 0.3 (black), 0.5 (green) and 1.0
(yellow) in |E/∆0| < 4.0. System sizes are fixed to L× L,
case in the square system, the inhomogeneous spatial dis-
tribution of the gap energy is obtained, and magnitudes
of the gap energy are large at locations near boundaries.
Figs. 6(a) and (b) show spatial distributions of the LDOS
for E/∆0 = 2.0 and 3.0, respectively, as well as Figs. 3(a)
and (b). Both distributions in Figs. 6(a) and (b) seem
to be more inhomogeneous spatially than distributions
in the square system in Figs. 3(a) and (b), while these
distributions in the rectangular system remain to be sym-
metric with respect to middles in systems. Also, as well
as the distribution in Fig. 4, the spatial and energy dis-
tribution of the LDOS in Fig. 7 has discrete peaks. Peaks
of the LDOS in the square system in Fig. 4 are large, and
their peaks appear very locally. On the other hand, the
LDOS in the rectangular system in Fig. 7 is smaller than
the case in the square system, but more peaks appear.
From this result, a suppression of the discreteness of the
LDOS due to the increase of the system size is expected.
The dependence of the discreteness of the LDOS on the
system size will be discussed in Sec. III C in detail.
In this subsection, we found inhomogeneous spatial dis-
tributions of the LDOS because of inhomogeneous spatial
distributions of the gap energy. Also, the discretization
of the LDOS with respect to the energy comes from the
discretization of energy levels. Next, we investigate in-
fluences of the temperature, the size, and the shape on
the discretization of the LDOS. In the next subsection,
we focus on effects of the temperature on the LDOS.
B. Effects of temperature on the LDOS
In this subsection, we investigate dependences of the
LDOS on the temperature. We calculate a spatial-
averaged LDOS Nav(E), which is given by,
Nav(E) =
1
S
∫
S
N(r, E)dr, (18)
where S is a total area in the system, which includes
boundaries. We substitute Eqs. (9a), (9b), and (17) into
Eq. (18), then the spatial-averaged LDOS can be rewrit-
ten by,
Nav(E) = −
1
S
∑
e
∑
n
∑
i1i2
Iei1i2
{
uen,i1u
e∗
n,i2
f ′(En − E)
+ven,i1v
e∗
n,i2
f ′(En + E)
}
. (19)
Fig. 8 shows the spatial-averaged LDOS around the
Fermi energy [|E/∆0| ≤ 4.0] at T/Tc = 0.1, 0.2, 0.3, 0.5,
and 1.0. At T/Tc = 0.1, we can find some sharp peaks in
the LDOS. As the previous discussion, these peaks come
from the discretization of energy levels. In our approach,
we obtain both positive and negative energy levels when
we solve the BdG equations [Eqs. (10a) and (10b)]. En-
ergy levels are symmetric with respect to E = 0, but
magnitudes of the LDOS are asymmetric. This asym-
metric magnitude of the LDOS results from the fact that
E = 0 corresponds to the Fermi energy in the system. In
our calculation in Eqs. (10a) and (10b), energy levels over
the Fermi energy are also obtained. Electric states below
a bottom of energy levels in the negative energy region
cannot exist. So, the difference of the LDOS between the
positive and the negative energy regions occurs.
Then, we consider behaviors of the LDOS with increas-
ing the temperature. At T/Tc = 0.2, 0.3, and 0.5, peaks
in the LDOS at T/Tc = 0.1 decrease or disappear. Loca-
tions of peaks are almost same as peaks at T/Tc = 0.1,
which means that values of energy levels do not depend
on the temperature except for the very low temperature
and the high temperature. Finally, there are no peaks in
the LDOS at T/Tc = 1.0. Influences of the discretiza-
tion of energy levels and the temperature are included in
the derivative of the Fermi function f ′(E) in Eqs. (17)
or (19). Mathematically, this function behaves as a delta
function in the low temperature, so sharp peaks appear
in the LDOS. Increasing the temperature, a width of the
peak in the LDOS is spread. Physically, the thermal en-
ergy becomes large when the temperature increases, and
the influence of one energy level is spread to the large
energy range. When each peak is spread, neighbor peaks
are superposed each other and small peaks disappear.
Therefore, magnitudes of peaks decrease and the number
of peaks becomes small with increasing the temperature.
This result means that the influence of the discretization
of energy levels becomes small at the high temperature.
The suppression of the discretization comes from the fact
that a thermal fluctuation suppresses the quantum con-
finement effect at the high temperature [11].
C. Effects of size and shape on the LDOS
In the previous subsection, the dependence of the tem-
perature on the LDOS is investigated. Next, we investi-
gate dependences of the LDOS on the size and the shape
in the system. As well as the previous subsection, we
calculate the spatial-averaged LDOS in Eq. (19). The
temperature is fixed to T/Tc = 0.2 and the system size is
7FIG. 9. Spatial-averaged LDOS as a function of the energy
in L×L (red), 3L×L (blue), 5L×L (black), 9L×L (green),
and 3L × 3L (yellow) in |E/∆0| ≤ 4.0 at T/Tc = 0.2. LDOS
plots in 3L × L, 5L × L, and 9L × L are almost overlapped
each other in the negative energy region (E/∆0 < 0.0). In
the positive energy region (0.0 < E/∆0 < 4.0), LDOS plots
in 5L×L and 9L× L are also almost overlapped each other.
changed. The standard system size is L× L in Fig. 1(a)
and we focus on rectangular systems and square systems.
In rectangular systems, a lateral length [x-axis side] is in-
creased, but a longitudinal length [y-axis side] is fixed L.
On the other hand, in square systems, both the lateral
and the longitudinal length are increased equally.
Fig. 9 shows the LDOS around the Fermi energy
[|E/∆0| ≤ 4.0] in L × L, 3L × L, 5L × L, 9L × L,
and 3L × 3L. The LDOS in the L × L system is the
same as the LDOS plot at T/Tc = 0.2 in Fig. 8. In
the standard system size L × L, there are many peaks
in |E/∆0| < 4.0 because of the discretization of energy
levels as well as the previous discussion. At first, we con-
centrate on the LDOS in rectangular systems. In com-
parison of the LDOS in the L × L with the 3L× L, the
number of peaks in the 3L×L system is less than the case
in the L×L system. Also, magnitudes of peaks decrease
with increasing the lateral length. Next, we compare the
LDOS in the 3L×L with the 5L×L. Peaks in the nega-
tive energy region [E/∆0 < 0.0] are not changed. In the
positive energy region [E/∆0 > 0.0], magnitudes of peaks
in the 5L × L are smaller than the case in the 3L × L.
In both the 3L × L and the 5L× L, a large peak of the
LDOS in E/∆0 ∼ 4.0 appears. Finally, in the 9L × L
system, the LDOS in the negative energy region remains
the same behavior as other rectangular cases [3L×L and
5L×L systems]. On the other hand, peaks of the LDOS
in the positive energy region 0 < E/∆0 < 4.0 almost dis-
appear and a large peak appears in E/∆0 ∼ 4.0 as well
as cases in the 3L×L and the 5L×L systems. Therefore,
increasing only the lateral length, the number of peaks
decreases but peaks do not disappear completely.
Next, we compare the LDOS in the rectangular system
with that in the square system. The 9L× L system and
the 3L × 3L system have same areas 9L2 and different
shapes. In the 3L×3L square system, there are no peaks
FIG. 10. Energy levels in systems whose sizes are L × L
(red), 3L × L (blue), 5L × L (black), 9L × L (green), and
3L × 3L (yellow) at T/Tc = 0.2. Energy levels are nor-
malized to ∆0. Each plot is classified by the energy re-
gions (a) 0 < E/∆0 < 140.0 [where all positive energy lev-
els are included], (b) 0.0 < E/∆0 < 5.0 [where positive
energy levels below the cutoff energy Ec are included], and
(c) 25.0 < E/∆0 < 50.0 [energy region where a maximum
interval between neighbor energy levels in rectangular sys-
tems is included], respectively. A maximum value of the lon-
gitudinal axis in plot (b) corresponds to the cutoff energy,
E/Ec = (E/∆0)× (∆0/Ec) = 1.0
of the LDOS in the negative energy region. In the posi-
tive energy region 0 < E/∆0 < 4.0, peaks of the LDOS
in the 3L×3L system are larger than peaks in the 9L×L
system. However, a peak of the LDOS in E/∆0 ∼ 4.0 in
the 3L×3L system is smaller than the peak of the LDOS
in the same energy in the 9L× L system.
Clearly, the LDOS in the square system is different
8FIG. 11. Maximum interval between neighbor energy levels
δEmax in the rectangular (red and solid line) and the square
(blue and dashed line) systems at T/Tc = 0.2. The horizontal
axis represents the area in the system divided by L2. Intervals
are normalized to ∆0.
from the LDOS in the rectangular system with the same
area. We relate the difference of the LDOS to the quan-
tum confinement effect. The quantum confinement effect
occurs when electrons are confined in the nano-scaled or
atomic-scaled system. When the system size increases,
this confinement is suppressed. In the case of the rectan-
gular system, increasing the lateral length [x-axis side],
the confinement of electrons from x-axis side is sup-
pressed. However, the longitudinal length [y-axis side]
is fixed, then the confinement from y-axis side remains
strong. So, in the rectangular system, some large peaks
still exist because of the strong confinement of electrons
from the longitudinal side. On the other hand, in the
case of the square system, contributions of the confine-
ment of electrons from both sides are suppressed equally.
Then, peaks of the LDOS in E/∆0 < 0.0, which do not
disappear in the case of the rectangular system, disap-
pear because the confinement from the longitudinal side
becomes small. In 0 < E/∆0 < 4.0, small peaks of the
LDOS still exist because the contribution of the confine-
ment from the lateral side is larger than the contribu-
tion in the case of the rectangular system with the same
area. On the contrary, the small peak of the LDOS in
E/∆0 ∼ 4.0 in the square system comes from the sup-
pression of the confinement of electrons from the lon-
gitudinal side. Therefore, the nano-scaled rectangular
system with the constant longitudinal side will remain
the quantum confinement effect unless the longitudinal
length increases, while the quantum confinement effect
in the nano-scaled square system will disappear with in-
creasing lengths of both sides finally.
In Sec. III A, we mentioned that the LDOS in the nano-
scaled system results from the discretization of energy
levels. Next, we discuss the relation between system con-
ditions and the discretization of energy levels in detail.
Fig. 10 shows positive energy levels in L × L, 3L × L,
5L × L, 9L × L, and 3L × 3L at T = 0.2Tc. Fig. 10(a)
provides all positive energy levels in 0.0 < E/∆0 < 140.0,
and Figs. 10(b) and (c) provide energy levels within cer-
tain energy regions; (b) 0.0 < E/∆0 < 5.0, and (c)
25.0 < E/∆0 < 50.0, respectively. The energy level is
normalized to ∆0. The maximum value of the longitu-
dinal axis in Fig. 10(b) corresponds to the cutoff energy,
E/Ec = (E/∆0)× (∆0/Ec) = 1.0. Maximum and mini-
mum values of energy levels in the positive energy region
are almost same, but slightly change with increasing the
system size. It is known that this small change of energy
levels occurs in nano-scaled superconductors due to the
quantum confinement effect [30]. In the standard sys-
tem L × L, intervals between neighbor energy levels are
large. When the system size increases, new energy levels
enter in the energy region 0.0 < E/∆0 < 140.0 and do
not enter above the maximum value of the energy level
and below the gap energy. In the case of rectangular
systems, a large interval between neighbor energy levels
appears in the energy region 40.0 < E/∆0 < 45.0 [See
Fig. 10(b)]. Even in the 9L× L system, energy levels do
not exist within this large interval. On the other hand,
in the case of the square system 3L × 3L, some energy
levels exist in 40.0 < E/∆0 < 45.0. So, the interval
between neighbor energy levels in this region is shorter
than the interval in the rectangular system. Dependences
of the maximum interval between neighbor energy levels
δEmax on the size and the shape in the rectangular and
the square systems are shown in Fig. 11. The horizontal
axis in Fig. 11 provides each area divided the area in the
standard system size L × L. In the rectangular case in
Fig. 11, the maximum interval becomes almost constant
when the area increases. Constant intervals in large ar-
eas correspond to maximum intervals in the energy region
40.0 < E/∆0 < 45.0 in Fig. 10(c). On the contrary, the
maximum interval in the square system continues to de-
crease even when the area is large. This result means that
energy levels in the square system can be arranged more
freely, and the energy interval in 40.0 < E/∆0 < 45.0 is
no longer the maximum interval in the square system.
Below the largest interval between neighbor energy lev-
els in rectangular system in 40.0 < E/∆0 < 45.0, we find
periodic arrangements of energy levels [See Fig, 10(c)].
In rectangular systems, big packets of energy levels and
some discrete energy levels appear periodically in 25.0 <
E/∆0 < 50.0. As the previous discussion of the con-
finement of electrons, increasing the lateral length, the
confinement of electrons from the lateral side is sup-
pressed, while the confinement from the longitudinal side
remains strong. Contributions of the confinement are
different between the lateral and the longitudinal side,
which leads to the periodic arrangement of big packets
and some discrete energy levels in rectangular systems.
On the contrary, in the square system, packets of energy
levels are smaller than packets in the rectangular sys-
tem, while there is an arrangement of energy levels with
almost equal intervals in 30.0 < E/∆0 < 45.0. Equally
suppressions of the confinement of electrons from both
sides result in this regular arrangement. In comparison of
two different energy regions in Figs. 10(b) and (c), a den-
9FIG. 12. Spatial-averaged LDOS for all energy levels at T/Tc = 0.2 in (a) L × L, (b) 5L × L, (c) 9L × L, and (d) 3L × 3L
systems, respectively. Insert figures are LDOS plots in 60.0 < E/∆0 < 100.0.
sity of energy levels below the cutoff energy in Fig. 10(b)
is large. Below the cutoff energy, big packets are cre-
ated in rectangular systems, while in the square system,
small packets are created and intervals between neighbor
energy levels are relatively equal as well as the arrange-
ment in 25.0 < E/∆0 < 50.0. Therefore, a tendency of
arrangements of energy levels in different energy regions
is the same.
So far, we restricted our discussion of the LDOS to the
energy region around the Fermi energy [|E/∆0| < 4.0, in
Figs. 8 and 9]. Finally, we extend our discussion to the
energy region included all energy levels. Fig. 12 shows
LDOS plots within all energy levels in (a) L × L, (b)
5L×L, (c) 9L×L, and (d) 3L× 3L. The horizontal axis
represents the energy normalized to ∆0. LDOS plots in
60 < E/∆0 < 100 are shown in insert figures in order
to emphasize periodic behaviors of the LDOS. Also, the
left edge of each plot corresponds to the bottom of en-
ergy levels. In all figures, a very large peak appears in
E/∆0 ∼ 45. This value corresponds to the energy above
the maximum interval between energy levels in rectangu-
lar systems [see Fig. 10(c)].
We discuss dependences of peak structures of the
LDOS in all energy levels on the size and the shape.
In Fig. 12(a), the LDOS has many sharp peaks lo-
cally. From Fig. 10(a), intervals between neighbor en-
ergy levels are large, and superpositions of neighbor
peaks in the LDOS hardly occur. In rectangular sys-
tems [Figs. 12(b) and (c)], some ensembles with peri-
odic behaviors appear in 0 < E/∆0 < 20.0 and 50.0 <
E/∆0 < 140.0. In the periodic arrangement of energy
levels in 0 < E/∆0 < 20.0, the LDOS has a locally
largest peak in E/∆0 ∼ 4.0, 7.4, 11.8, and 17.5 except
for the energy corresponding to the gap energy. Then,
the LDOS decreases like a function of the minus square
root with increasing the energy. On the other hand, in
50.0 < E/∆0 < 140, locally largest peaks in the LDOS
appear in E/∆0 ∼ 63.6, 71.4, 81.6, 92.4, and so on as
well as the case in 0 < E/∆0 < 20.0 [see the insert fig-
ure in Fig. 12(c)]. However, the LDOS oscillates and
increases like the function of the square with increasing
the energy, then the LDOS drops in next peaks. It is
known that the LDOS has a multi gap structure in the
region of the quantum confinement effect [17, 25]. There-
fore, these periodic peaks can be regarded as gaps in the
multi gap structure due to the confinement of electrons
from the fixed longitudinal side. It is expected that these
gaps will not disappear unless the longitudinal length in-
creases.
From the LDOS of the square system in Fig. 12(d),
more peaks appear than the case in rectangular systems
in Figs. 12(b) and (c). In 50.0 < E/∆0 < 140, a small
periodic structure in the LDOS appear [see the insert
figure in Fig. 12(d)]. As the previous discussion of the
discretization of energy levels, confinements of electrons
from both longitudinal and lateral sides are suppressed
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equally. Repeatedly, in comparison of cases in the rectan-
gular and the square systems with the same area [9L×L
and 3L×3L], the confinement of electrons from the lateral
side in the 3L×3L system is larger than the confinement
from the lateral side in the 9L × L system. Then, the
peak structure with the small period is left in the LDOS.
It is expected that if the size of the square system in-
creases, small peaks will disappear because of the super-
position between neighbor peaks and only large peaks in
E/∆0 ∼ 1.0, 20.0, and 45.0 will be left. Finally, these
large peaks in E/∆0 ∼ 1.0, 20.0, and 45.0 will disappear
in the bulk limit.
IV. SUMMARY
We have investigated the local density of state (LDOS)
in the two-dimensional nano-structured superconductor.
We have solved the Bogoliubov-de Gennes equations with
the finite element method. In the finite nano-structured
system, energy levels are discrete, which lead to the
discretization of the LDOS with respect to the energy.
This discretization of the LDOS depends on the tem-
perature. At the low temperature, the LDOS has many
sharp peaks. When the temperature increases, the influ-
ence of each energy level is spread to the large energy
range and magnitudes of peaks in the LDOS decrease.
Also, the LDOS also depends on the size and the shape
of the system for the fixed temperature. The number
of peaks in the LDOS decreases when the system size
increases. This behavior is different between the rectan-
gular system and the square system. In this time, the
rectangular system with the nano-size fixed longitudinal
length and the variable lateral length is considered. In
the rectangular system, when the lateral length increases,
the confinement of electrons from the lateral side is sup-
pressed. Energy levels become continuous gradually, but
the maximum interval between energy levels is saturated
because the confinement of electrons from the longitudi-
nal side remains strong. Then, the number of the peak
in the LDOS decreases, while peaks in the LDOS can-
not disappear completely. These peaks can be regarded
as gaps in the multi gap structure due to the quantum
confinement effect. On contrary, in the square system,
confinements of electrons from both lateral and longitu-
dinal sides are suppressed equally. The maximum inter-
val between energy levels continues to decrease even in
the large area. Comparing with the LDOS in the rect-
angular system, more peaks appear in the LDOS in the
square system. Then, the LDOS has the peak structure
with the small period. Finally, the peak structure of the
LDOS in the square system will disappear in the bulk
limit. Therefore, differences of the shape and size affect
behaviors of the LDOS and energy levels.
In this research, we focus on the rectangular and the
square systems. We do not take into account the thick-
ness of the system. As Sec. I, it is known that the change
of the thickness of the film in the nano-structured su-
perconductor occurs the oscillation of superconducting
properties. If we consider cases that influences of the
thickness can be neglected [for example, systems with
nano-sized fixed thickness or atomic-layer thickness], the
same discussion will be valid. Of course, exactly, contri-
butions from the direction of thickness is cannot be ne-
glected. In order to consider influences of the thickness
on the LDOS, we have to investigate the LDOS in three-
dimensional superconductors. Also, we have considered
the conventional superconducting plane. Different be-
haviors of the LDOS are expected in cases of junction
systems with non-superconducting samples and other
shapes such as a triangle, a circle, and so on. In partic-
ular, in junction systems such as superconductor-normal
metal-superconductor (SNS) junction systems [33–35]
and superconductor-ferromagnet-superconductor (SFS)
junction systems [36–38], the LDOS is more complicated
because of the Andreev reflection and the proximity ef-
fect. The nano-structured Josephson junction system is
expected as applications such as the nano-SQUID, the
quantum computer, and the single flux quantum (SFQ)
logic. In the future work, dependences of the LDOS and
other properties in nano-structured SNS junctions or SFS
junctions on the discretization of energy levels due to the
quantum confinement effect will be investigated.
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