Abstract. In this paper we prove mixed norm estimates for Riesz transforms related to LaplaceBeltrami operators on compact Riemannian symmetric spaces of rank one. These operators are closely related to the Riesz transforms for trigonometric Jacobi polynomials expansions, where the type parameter in the Jacobi expansions depends on the level in which the L 2 projections are taken. Thus, the key point is to obtain sharp estimates for the kernel of the Jacobi-Riesz transforms with control on the parameters, together with a weighted vector-valued extension by means of an adaptation of Rubio de Francia's extrapolation theorem. The latter results are of independent interest.
Introduction
Let M be a Riemannian symmetric space of rank one 1 and compact type. These spaces are completely classified. They are the sphere, the real, complex and quaternionic projective spaces and the Cayley plane. With the Riemannian gradient ∇ M on M and the corresponding divergence div M , one can define the Laplace-Beltrami operator∆ M = div M ∇ M . Suppose that u is a solution to the fractional problem
where (−∆ M ) 1/2 is the square root of −∆ M = −∆ M +λ M , and λ M is a positive constant depending on M (see (2.1) below). The operator (−∆ M ) 1/2 could be thought as a first order (nonlocal) differential operator. Thus, when f is in some functional space X we may expect the gradient of u to be in the same space X, that is, our hope is that
The operator
is the Riesz transform on M . The consideration above would say that the Riesz transform is bounded from X to X. In this paper we choose as X the mixed norm spaces L p (L 2 (M )) that can be defined by using polar coordinates on M .
Here is our first main result.
Theorem 1.1. Let M be a compact Riemannian symmetric space of rank one. Then the Riesz transform R M is a bounded operator from L p (L 2 (M )) into itself, for all 1 < p < ∞.
The mixed norm spaces L p (L 2 (M )) are defined in terms of appropriate polar coordinates (θ, x ′ ) ∈ (0, π) × S M , where S M is a unit sphere whose dimension depends on the particular manifold M , see [14] . It turns out that, if we denote by∆ SM the Laplace-Beltrami operator on the sphere S M , then we can write
where, for given parameters α, β > −1, that depend on M , is the trigonometric Jacobi polynomials differential operator, and ρ M (θ) is some nonnegative function of θ. Observe that the coordinates separate variables in M . Therefore, the eigenspaces H n (M ) of −∆ M can be written in terms of products of spherical harmonics and trigonometric Jacobi polynomials whose type parameters depend on j, where j varies in a range depending on n and the dimension of M . Moreover, the Riesz transform on M in the spaces L p (L 2 (M )) is related to the Jacobi-Riesz transform
and an auxiliary operator expressed via the Jacobi fractional integral
see Section 2. In particular, we need vector-valued estimates for the Jacobi-Riesz transform. A key point is to obtain estimates for the kernel of the Jacobi-Riesz transform with control on the constants. To introduce our second main result we let
Then J α,β is a symmetric operator on L 2 (dµ α,β ) := L 2 ((0, π), dµ α,β (θ)) whose spectral resolution is given by the trigonometric Jacobi polynomials P (α,β) n (θ) as in (2.3) below. With this we can give a precise meaning to R α,β as a bounded operator in L 2 (dµ α,β ), see (2.5) . It is known (see [23] ) that R α,β is a Calderón-Zygmund operator on the space of homogeneous type ((0, π), | · |, dµ α,β ) with associated kernel K α,β (θ, ϕ). Theorem 1.2 (Sharp estimates for the Jacobi-Riesz kernel). Let α, β > −1/2, a ≥ 1, b = 0 or b ≥ 1, and j ∈ N 0 . Define
, θ = ϕ, and
with C 1 and C 2 independent of j, where µ α,β (B(θ, |θ − ϕ|)) is the dµ α,β -measure of the interval with center θ and radius |θ − ϕ|.
As a consequence, and by means of an adaptation of Rubio de Francia's extrapolation theorem given in Theorem 5.1 below, we get the following weighted vector-valued extension for the Jacobi-Riesz transform.
be the class of Jacobi weights defined in (5.1) below. Then there is a constant C such that The analysis on Riemannian symmetric spaces has been studied by many authors, see for example [2, 3, 5, 10, 14, 16, 17, 18, 19, 20, 24, 29, 30, 32, 34] . It is remarkable the work on Fourier and Geometric Analysis done by S. Helgason [16, 17, 18, 19, 20] . In [29, 30] , T. O. Sherman developed the counterpart of Helgason's Fourier theory for compact type spaces. More recently, S. Thangavelu considered in [34] holomorphic Sobolev spaces. We studied mixed norm estimates for the fractional integral on M in [14] . The Harmonic Analysis for compact Lie groups is treated in E. M. Stein [31] .
Certainly the Lebesgue mixed norm spaces L p (L r ) are of interest in Harmonic Analysis and Partial Differential Equations. A systematic study was carried out by A. Benedek and R. Panzone in [4] .
were used by J. L. Rubio de Francia to tackle the problem of almost everywhere convergence of Bochner-Riesz means for the Fourier transform in even dimensions, see [26] . On the other hand, the remarkable paper by M. Keel and T. Tao [21] refers to Strichartz estimates for the Schrödinger and wave equations, which is boundedness of solutions in the mixed norm spaces L p t L q x (t for time and x for space). These estimates turn out to be useful for proving well-posedness of nonlinear equations.
It is known that the Riesz transforms based on the Laplace-Beltrami operator [32, Section 6] . Nothing had been done so far in the mixed norm context. On the other hand, in [23] A. Nowak and P. Sjögren considered the Riesz transform related to the operator (1.1) and they showed that it is a Calderón-Zygmund operator. Nevertheless, the constants in the kernel estimates in [23] are not explicit and it is not clear from their computations that they can be tracked down explicitly. In turn, we get control on the constants in Theorem 1.2. Notice that when α = β = λ − 1/2, λ > −1/2, the Jacobi expansions reduce to ultraspherical expansions, see (2.11) . A notion of conjugacy for ultraspherical expansions was given by B. Muckenhoupt and E. M. Stein in [22] . The Calderón-Zygmund theory and, in particular, the Riesz transforms in such a context, were studied by D. Buraczewski et al. [7, 8] and J. J. Betancor et al. [6] .
The paper is organized as follows. In Section 2 we prove Theorem 1.1 by assuming the validity of Theorems 1.3 and 2.2. Section 3 is devoted to the proof of Theorem 1.2, while Section 4 contains the estimates for the kernel of the operator T α,β M . The computations, though simple and systematic, are rather cumbersome, so we try to keep them to a minimum. Theorems 1.3 and 2.2 share the same proof, so they will be proved at the end of the paper, see Section 5. The last section also contains the adaptation to the Jacobi context of the Rubio de Francia's extrapolation theorem that we need.
The Riesz transform on M
In this section we give the precise definitions of the Riesz transform R M and the mixed norm spaces L p (L 2 (M )) on the compact Riemannian symmetric spaces of rank one M . By assuming Theorem 1.3 and Theorem 2.2 we will prove Theorem 1.1 case by case.
As we said in the introduction, the manifolds M we are considering here are completely classified. Indeed, H.-C. Wang [35] , showed that the Riemannian symmetric spaces of compact type and rank one are compact two-point homogeneous spaces. They are
3) the complex projective space P l (C), l ≥ 2; (4) the quaternionic projective space P l (H), l ≥ 2; (5) the Cayley plane P 2 (C Ý).
In this way, we are going to take (2.1)
Here d = 2, 4, 8, m = l − 2, 2l − 3, 3, for P l (C), P l (H) and P 2 (C Ý), respectively. Besides, we will assume that d ≥ 2 in the case of S d .
2.1.
Preliminaries on Jacobi expansions. The standard Jacobi polynomials of degree n ≥ 0 and type α, β > −1 are given by
see [33, (4.3.1) ]. These form an orthogonal basis of
After making the change of variable x = cos θ, we obtain the normalized Jacobi trigonometric polynomials
where the normalizing factor is
The trigonometric polynomials P 2.1.1. Jacobi-Riesz transforms. We have the decomposition
It can be checked that R α,β is a bounded operator in L 2 (dµ α,β ). We also know that R α,β is a Calderón-Zygmund operator associated with the kernel K α,β (θ, ϕ) given in (3.5) below. See Section 3. In this section we assume that Theorem 1.3 is true.
The auxiliary operator
as in the introduction by taking
We will prove in Section 4 that ju j T α+aj,β+bj M can be seen as a Calderón-Zygmund operator with kernel ju j (θ)u j (ϕ)T α+aj,β+bj M (θ, ϕ), see (4.1) below. We will also prove there the following estimate.
with C 1 and C 2 independent of j.
In this section we assume the validity of the following consequence of Theorem 2.1.
we also assume that β > 0 and b ≥ 1. Then there exists a constant C such that
2.2.
The case of the unit sphere
. We introduce the following coordinates on S d , known as geodesic polar coordinates. Each point on the sphere can be written as
By using the coordinates in (2.8), we can see that
is the spherical part of the Laplacian on R d , acting on functions on R d+1 by holding the first coordinate fixed and differentiating with respect to the remaining variables, see [10, Chapter II, Section 5]. In (2.9) we have chosen α = β = d−2 2 ≥ 0 for the operator J α,α of (1.1). By using the description of H n (S d ) via spherical harmonics and the coordinates in (2.8), it is an exercise to see that an orthonormal basis associated to (2.9) is given by
See also [30, Section 3, p. 110]. Here, for n ≥ 0 and j = 0, 1, . . . , n,
is an ultraspherical polynomial, see [33, (4.7 .1)], and a n,j is the normalizing constant
form an orthonormal basis of spherical harmonics on S d−1 of degree j ≥ 0. The orthogonal projections of f onto the spaces H n (S d ) can be written in coordinates as
(note the abuse of notation in (2.
, and (2.10),
as above, where in the last equality we used the orthogonality property
Therefore, by (2.13), in the coordinates we have (2.14)
Proof of Theorem 1.1 for M = S d . By projecting F on the space of spherical harmonics, we can write
where
With this, 
By using (2.13), (2.12), (2.17),
Therefore, by (2.14), the Riesz transform can be written as
and
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By Theorem 1.3 and Theorem 2.2 with a = b = 1 and w = 1, from (2.16), we get 
Thus, Theorem 1.1 for P d (R) is then established as a particular case of the result for the sphere applied to even functions.
2.4.
The case of the projective spaces P l (C), P l (H) and P 2 (C Ý). In this subsection we use the tools developed in [30, Section 4] . Let M be any of the projective spaces P l (C), P l (H) or P 2 (C Ý) and take −∆ M as in the introduction, with λ M as in (2.1). We have the orthogonal direct sum decomposition
Each space H n (M ) is finite-dimensional and corresponds to the eigenspace of∆ M with respect to the eigenvalue −n(n + m + d). From here it is readily seen that
2 f }. Now we introduce appropriate polar coordinates on M by following [30] . Let B d+1 be the unit ball in R d+1 and ω(r) := c ω r −1 (1 − r) m , for 0 < r < 1, with c ω =
. According to [30, Lemma 4.15] there is a bounded linear map E :
where dµ M is the Riemannian measure on M . Each x ∈ B d+1 , x = 0, can be written in polar coordinates as x = rx ′ , where 0 < r = |x| < 1 and x ′ ∈ S d . Then, if we write r = (sin θ 2 ) 2 for 0 < θ < π and F (θ, x ′ ) = E(f )(rx ′ ) we have that integration over M reduces to
Let F n (B d+1 ) be the space of functions on B d+1 which are polynomials of degree less than or equal to n in the variables x and r = |x|. Define the set H n (B d+1 , ω) as the orthocompliment of the space
) with respect to the inner product on L 2 (B d+1 , ω(|x|) dx). It is shown in [30, Corollary 4.26 ] that E(H n (M )) = H n (B d+1 , ω). With polar coordinates and the trigonometric change as above, the eigenspaces
. These spaces are eigenspaces of the differential operator 
. A basis of the latter spaces is
where, for
and the set {Y 
Thus, the projections can be written in these coordinates as
The mixed norm spaces L p (L 2 (M )), 1 ≤ p < ∞, are defined as the set of functions f on M for which the norm
are Banach spaces. Now we pass to the definition of the Riesz transform on the mixed norm space L p (L 2 (M )). By (2.18), in the coordinates we let
We have
Analogously to the case of the sphere S d in Subsection 2.2, we have
Therefore, in the coordinates,
In this way, by (2.20),
Proof of Theorem 1.1 for M = P l (C), P l (H), P 2 (C Ý). Parallel to the case of the sphere, we can write
Proceeding as in (2.17),
. Hence, by (2.18) and (2.20),
From here and (2.21), we can write
Recall that we are taking α = d − 1, β = m, so we obtain
. Hence, analogously to the case of the sphere,
By Theorem 1.3 and Theorem 2.2 with a = 2, b = 0 and w = 1, by using (2.19),
3. Kernel estimates for the Jacobi-Riesz transforms R α,β
Recall the definition of Jacobi-Riesz transform R α,β = δ(J α,β ) −1/2 given in Subsection 2.1.1 above. To find the kernel of R α,β let us consider the Poisson semigroup P α,β t related to J α,β . This operator is initially defined in L 2 (dµ α,β ) as
The operator semigroup {P α,β t } t>0 can be written as an integral operator
where the Jacobi-Poisson kernel is given by
We need a more explicit expression of this kernel when α, β > −1/2. Let
(the analogous definition for dΠ β (v)). The expression for the Jacobi-Poisson kernel is (see [23] )
Now, see [23] , for a compactly supported smooth function f , we have
for θ outside the support of f . The kernel is given by
Also, K α,β (θ, ϕ) satisfies standard Calderón-Zygmund estimates on the space of homogeneous type ((0, π), | · |, dµ α,β ). The following identity is easy to check:
Then we get (3.5)
In the same way, the operator u j R α+aj,β+bj (u
, with u j as in (1.3), can be defined by using (2.5) and it can be expressed as an integral operator in the Calderón-Zygmund sense, with associated kernel u j (θ)u j (ϕ)K α+aj,β+bj (θ, ϕ). Let us establish this as a lemma.
Lemma 3.1. Let α, β > −1/2, a, b ≥ 1 and u j be as in (1.3) . Take f, g ∈ C ∞ c (0, π) having disjoint supports. Then,
The proof of Lemma 3.1 follows in a standard way just by writing the left hand side as a Fourier series and checking that it coincides, after changing the order of summation and integration (which can be done thanks to the disjoint supports of f and g), with the right hand side. Now that everything is defined, we will prove Theorem 1.2. The main tool in the proof is the following elementary lemma. 
For α, β > −1/2 we can readily check that
We will often use the following well known fact [1, eq. 6.1.46]
The next estimate is easy to see. For η > 0 and γ ≥ 1/2, we have
Finally, we collect several trigonometric identities that will be used throughout the proofs:
Proof of Theorem 1.2. We have to prove (1.4) and (1.5) for j ≥ 1. Growth estimates: proof of (1.4). By taking into account (3.5) and (3.6),
Let us proceed with the estimates of each term.
Estimate for J 1 . Observe that 
2 ) β+5/2 dv. Proceeding as in the case of J 3 above, this integral is bounded by the sum of two terms K 1,3,1 and K 1,3,2 , given by 
From here and (3.5), we have that
where 
. By pasting together all the estimates and taking into account (3.7), we get (1.5). Smoothness estimates: proof of (1.5). Derivative in ϕ. We have
with J 1 , J 2 and J 3 as above, and
In order to treat L 1 , we use the symmetry of the expressions on u and v and θ and ϕ, and the estimate (1.5) follows with analogous reasonings as for K 1 above. Concerning L 2 , we have to take into account that |∂ 
Proof. Before starting with the estimate, we need an identity for the Jacobi polynomials. By using the identities n + α 2 + β 2 (1 − x)P (α+1,β) n−1 (x) = (n + α)P 
