Abstract-A data-driven adaptive tracking control approach is proposed for a class of continuous-time nonlinear systems using a recent developed goal representation heuristic dynamic programming (GrHDP) architecture. The major focus of this paper is on designing a multivariable tracking scheme, including the filterbased action network (FAN) architecture, and the stability analysis in continuous-time fashion. In this design, the FAN is used to observe the system function, and then generates the corresponding control action together with the reference signals. The goal network will provide an internal reward signal adaptively based on the current system states and the control action. This internal reward signal is assigned as the input for the critic network, which approximates the cost function over time. We demonstrate its improved tracking performance in comparison with the existing heuristic dynamic programming (HDP) approach under the same parameter and environment settings. The simulation results of the multivariable tracking control on two examples have been presented to show that the proposed scheme can achieve better control in terms of learning speed and overall performance.
strategy is used for the tracking control based on the system model and all measured variables [1] , [2] , and the linearization technique is often used before the feedback control design for nonlinear systems. Therefore, such approach is based on enough system information and is usually effective on the specific operation point. The control performance would be deteriorated and even lose effect if the prior information of system model and parameter values has been changed. Although nonlinear control approaches have been proposed in the last several decades [3] [4] [5] , such as backstepping control, sliding mode control, and observer-based nonlinear control, they still require the prior information of the system model. With the difficulty in the system description, the adaptive learning controllers were proposed and gradually developed [6] [7] [8] [9] . This approach is better performance and has less limitation on models, parameter values, and disturbances [10] , [11] , hence this type of control design is very promising toward to the further control field and has attracted much attention on the topic.
Many intelligent control methods have been studied under the framework of adaptive learning control [12] [13] [14] , including iterative learning control, model-free adaptive control, reinforcement learning, neural-network-based control, among others. For instance, in [15] , the state feedback control of affine nonlinear systems with unknown dynamics were investigated by online adaptive learning policy. In [16] , a class of parabolic partial differential equation systems with unknown nonlinear dynamics was developed by a new design based on approximate dynamic programming. In [17] , an experimental-driven interior point barrier algorithm was proposed as a new datadriven reference trajectory tracking algorithm, which provided a general and applicable solution to many complex industrial systems. In [18] , a quadratic penalty function-based approach was proposed to reduce the required number of experiments, which yields promising results for cost-effective implementations in many application domains. In [19] , a 2-D regulating method was proposed with the consideration of the control saturation and control rate constraint simultaneously. A neural network-based stochastic approximation approach for datadriven nonlinear system control was studied in [20] . In a strong connection to the machine learning side, the use of support vector machine for identification and control for numerous applications were reported in [21] and [22] .
The reinforcement learning method was typically developed to deal with the system control by Q learning and temporal difference learning at the early stage, and then was 2168-2267 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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extended to a new level by the adaptive dynamic programming (ADP) method [23] [24] [25] . ADP is thought as one of the promising adaptive control methods. Generally speaking, ADP has been developed with three classical structures, named as heuristic dynamic programming (HDP), dual HDP (DHP), and globalized DHP (GDHP) [26] [27] [28] [29] [30] . HDP uses the critic network to approach the cost function over time, DHP adopts the critic network to estimate the time derivative of the cost function, and GDHP employs the critic network to obtain both the cost value and its time derivative. The action networks in the three ADP structures are uniformly arranged to peruse the optimal control action via solving the Hamilton-Jacobi-Bellman equation [31] . Considering the universal approximation capacity of neural networks, most ADP methods are usually implemented with neural networks to obtain approximate solutions [32] . Various developed ADP versions are based on the three basic structures, such as the action-dependent HDP was designed from both the mathematical and implementation standpoint [23] , [33] , a variety of adaptive critic network ADP was developed for neurocontrol [34] [35] [36] . In recent literature, a family of goal representation ADP (GrADP) design has been proposed in the community [37] . The explicit architecture design and tracking control scheme of goal representation HDP (GrHDP) have been introduced in [38] . The advanced design on DHP has also been proposed as goal representation DHP with promising results in [39] . This design has been demonstrated with the improved capacity of control and optimization in some critical engineering domains [40] , [41] . The theoretical assurance and stability analysis of this GrADP design have also been investigated with several rigorous mathematical approaches in [38] and [42] . The adaptive learning tracking control with neural networks was utilized in [6] and [43] , where the neural networks were used to model the unknown system. Along this direction, the reinforcement learning tracking control for discrete-time systems was developed. The greedy HDP method in [44] , the finite-horizon optimal control approach in [45] and other ADPbased approaches were also contributed to the tracking control of discrete-time nonlinear systems [46] [47] [48] . In [49] , a neural network observer was introduced to estimate the system states, and the HDP-based controller with a filter design for nonlinear discrete-time systems was investigated. Existing literature work was presented in [50] to detail the reinforcement learning controller with a tracking filter in the presence of saturation constraints. The HDP tracking control with the filter tracking error was discussed in [51] . The GrHDP method was designed to deal with a discrete-time nonlinear system tracking problem in [38] based on the filter design. To the best of our knowledge, most of the literature research works are focusing on the discrete-time nonlinear system tracking control, where the system states constitute a time sequence. The approximate optimal tracking control of continuous-time nonlinear system was first addressed using ADP in [52] , where the recurrent neural network was used to estimate the general unknown system model and then the ADP algorithm was used for the tracking control. This paper follows the filter-based design for the tracking control. It focuses on the multivariable tracking control based on a recent developed GrHDP approach. The major contributions are summarized as follows. First, a new tracking filter is proposed to interact with the action network and thus handles the multiple variable tracking control for continuous-time nonlinear systems. The new filter-based action network (FAN) is integrated into the GrHDP architecture which improves the tracking control performance compared with that of the HDP method. Second, the proposed GrHDP-based tracking control is a data-driven approach which does not rely on the accurate mathematical model. The proposed approach is capable to address the bounded disturbances. Third, the rigorous stability analysis of the proposed FAN is presented based on Lyapunov approach. The derived results provide theoretical guarantee for this new design. This paper is organized as follows. Section II provides the background and the problem description of this paper. Section III presents the tracking control methodology of GrHDP with the FAN for a class of continuous-time nonlinear systems with stability analysis. Section IV develops the implementation of filter-based GrHDP with neural networks. Simulation and comparison results on two benchmark systems are presented in Section V and the conclusion remarks are given in Section VI.
II. PROBLEM FORMULATION
The typical second-order continuous-time system is studied in this paper, which can be formulated as
where
T defines a state vector, x ∈ R 2 , f (x) ∈ R is the system function, u(t) ∈ R is the control input, and d(t) ∈ R is the disturbance term.
The reference values of all states in system (1) are given by the reference system
where x 1r (t) and x 2r (t) are the reference values of x 1 (t) and x 2 (t), respectively, u r (t) is the reference input. For the multivariable tracking control, we first give the following assumptions.
Assumption 1: The states of system (1) are measurable and bounded in a compact set ⊂ R 2 , and the states of system (2) are also bounded in a compact set r ⊂ R 2 .
Assumption 2: f (x) is continuous and differentiable on x, but it is unknown; and d(t) is bounded by an upper bound, d(t) ≤d. · defines the 1-norm for a scalar or a vector, which is uniformly used in the following.
The state tracking errors are defined as
and the error vector is defined as
Therefore, the dynamics of system (3) onx(t) can be described as
As the stability of a perturbed system is discussed and no equilibrium point is involved in the problem, therefore the stability of uniform ultimate boundedness (UUB) is addressed instead of the Lyapunov stability. However, the Lyapunov analysis can still be used to show the boundedness of the solution.
The UUB stability is a mild stability, and the ultimate bound cannot be made arbitrarily small if the system is disturbed or is uncertain [53] . Based on the UUB stability, the control objective for the tracking control is to design u(t) with the filter-based GrHDP approach that makes all the states x 1 (t) and x 2 (t) of system (1) are UUB regarding to their reference values x 1r (t) and x 2r (t) using an approximation of f (x).
In this paper, the GrHDP approach is implemented by neural networks. The following neural network is used to approximate the continuous function
where ϕ ∈ ⊂ R ι is the bounded input vector, specifically ι = 2 for system (1). C(ϕ) expresses the space of continuous functions on ϕ, is a compact set, w = [w 1 , . . . , w N ] T ∈ R N is the weight vector, N is the number of hidden layer nodes, and s(ϕ) ∈ R N is the activation function. The universal approximation of neural networks is presented as follows.
Lemma 1 (see [54] ): For a feed-forward neural network, with an arbitrary bounded activation function, if the hidden node number is sufficiently large, then there is an ideal weight vector w * for ∀ρ(ϕ) ∈ C(ϕ) to make an arbitrary accuracy estimation by the input vector ϕ on a compact set , that is
where w * is the optimal weight vector and (ϕ) is the reconstruction error. It is common to assume that there exists an ideal weight vector w * such that (ϕ) <¯ ,¯ > 0 for all ϕ ∈ .
III. FILTER-BASED GRHDP CONTROL DESIGN FOR MULTIVARIABLE TRACKING
In this section, a new tracking filter that is appropriate for a class of continuous-time systems is proposed, which is integrated into the action network to constitute the FAN. A goal network is added to the top of the critic network to provide the adaptive internal reward signal. The reference tracking variables and their derivatives are known and no accurate system model information is required.
A. Filter-Based Action Network Design 1) Action Network Estimation:
In this design, the action network is expected to estimate f (x). If the action network is implemented with a neural network that contains a single hidden layer and the finite number of hidden layer nodes, then the continuous function f (x) can be estimated by the compact state vector x according to the universal approximation property in Lemma 1. Define the estimated function asf (x) that satisfies
where ε * is an arbitrary small positive constant with an ideal weight vector w * . It means that, for a given small positive constant ε and finite hidden layer nodes, there would be an admissible weight vector w to make
where 0 < ε * ≤ ε since w * is considered as an optimal weight vector.
In the tracking problem, since f (x) is unknown, the action network is commonly used for estimating the system function [38] , [49] [50] [51] . The approximation errorf (
is added to the error function of the FAN. Therefore, the error of the FAN is defined as
where J(t) is the approximated total cost function provided by the critic network. U c is the ultimate performance objective in the tracking control design paradigm, which is defined as U c = 0. The system function f (x) is estimated by the action network according to the current system states x(t), then the estimation functionf (x) together with the system reference states is delivered to the continuous-time nonlinear filter for producing the control action u(t). These procedure is processed by the FAN, whose structure figure is shown in Fig. 1 .
2) Continuous-Time Tracking Filter: In order to get the control law u(t), the filter error is designed as
) are parameters to be designed. To be convenient, sign(x 1 (t)) x 1 (t) α 1 is representative by sig α 1 (x 1 (t)). Therefore, (8) is rewritten as
As f (x) is unknown and would be approximated asf (x) by the action network, which is one of the filter inputs. Therefore, the control law u(t) is produced by the filter as
With the control law u(t), the dynamics of error variables in system (3) can be obtained aṡ
wheref
Before the stability analysis, one definition and one lemma are given as follows.
Definition 1 (see [55] ): A function σ : R ι ≥0 → R ≥0 is said to belong to class K function (σ ∈ K) if it is strictly increasing and σ (0) = 0. It is said to belong to class
Lemma 2 (see [56] ): Consider a Lyapunov candidate function on the system states x, V(x, t) : D × R ≥0 → R, where D is a domain containing the origin, and V(x(t)) is a continuous and differentiable function, such that
for any t ≥ 0 and ∀x ∈ D, D ∈ R ι , if V 1 ( x ) and V 2 ( x ) are class K functions, and W(x(t)) is a continuous positive definite function, then the system states are uniformly bounded; if V 1 ( x ) and V 2 ( x ) belong to class K ∞ function, then the system states are uniformly ultimately bounded. Theorem 1: If the filter error is designed according to (8) with positive k 1 and k 2 > ε +d, and the system function is estimated asf (x) by the action network, then the tracking error states in (11) are uniformly ultimately bounded around the origin.
Proof: The Lyapunov function is selected as
where V(x(t)) is a continuous and differentiable function with a positive k 1 . Suppose
It is obvious that v 1 (
As 2 , then for any t ≥ 0, we have
If
Therefore, it can be concluded that ∀x(t) ∈ R 2 , there always exist the K ∞ class functions
The derivative of V(x(t)) is given bẏ
Substitute (11) into (18) to get the inequitieṡ
There are max( f (x)−f (x) ) ≤ ε from Lemma 1 and d ≤d from Assumption 2, then it has max( f (
If k 2 > ε +d, it can be obtained that
is continuous and positive definite. V(x(t)) ≤ −W(x(t)) holds for any t ≥ 0. Therefore, according to Lemma 2, the tracking error statesx 1 (t) andx 2 (t) in system (11) are uniformly ultimately bounded in a neighborhood of the origin. Thus that completes the proof.
B. Multivariable Tracking Control With GrHDP
In the data-driven tracking control with GrHDP, the action network is extended as the FAN, which would produce the tracking control action to realize the multivariable tracking without an explicit plant model, and only the reference states and the current system states are involved. The internal reinforcement signal is generated from the goal network, which makes GrHDP more adaptive. Fig. 2 presents the diagram of tracking control with GrHDP, which contains the FAN, the goal network and the critic network.
The internal reward signal s(t) is defined as
where β is the discount factor and 0 < β ≤ 1. In this paper, we use k to express k t for brief, t is the uniform step interval [26] , [39] . r(t) is the external reinforcement signal. r(t) works together with the internal reward signal s(t) to minimize the optimal cost function J * (t), which will be approximated by the critic network. Meanwhile, the minimization process of the cost function will balance the performance betweenx(t) and u(t). The values ofx(t) and u(t) are smaller, then r(t) and s(t) are rewarded much more; elsex(t) and u(t) will be optimized by punishing r(t) and s(t). The external reinforcement signal r(t) is expressed as
where τ 1 , τ 2 , and τ 3 are the non-negative constants. The error of goal network is defined as
From (21), it can be seen that the internal reward signal at the current time contains all the further external reinforcement information and the current external reinforcement value, such that the internal reward signal is more advanced. In other words, the internal reward signal s(t) makes the learning system to achieve the better control action via expressing all the current and forward-time external reinforcement values into the current internal reward value. The critic network with an adaptive internal reward signal is expected to approximate the optimal cost function J * (t), which satisfies the Bellman equation [26] . J * (t) is approximated by the critic network, denoted as J(t), then J(t) is expressed as
The critic network outputs J(t) by minimizing the network error
The adaptive learning control system contains external and internal reinforcement signals, the goal network, the critic network, and the FAN. Specifically, at every calculation, the learning system receives the system states to estimate f (x), then a control action u(t) is produced by combining with the reference state values, system current states, and the estimation valuef (x). After obtaining the control action u(t), the learning system gets its external reward signal r(t), and an internal reward signal s(t) to calculate the total cost function J(t), which is further used to regulate the action network and the critic network. The detailed implementation is provided in the following section.
IV. IMPLEMENTATION OF PROPOSED
TRACKING CONTROL SCHEME
A. Adaptive Internal Reward Signal
The internal reward signal s(t) is adaptively generated according to the external reinforcement signal r(t), system states x(t), and the control action u(t), which is implemented by a goal network via the forward calculation and the back propagation, as shown in Fig. 3 .
The input vector and the output vector of goal network are given as g in = x g = [x T (t), u(t)] T and g out = s(t), respectively. The forward learning process is formulated as
g and N h g are the numbers of input layer nodes and hidden layer nodes, respectively; (−1, 1) .
p i (t), q i (t), and v(t) are intermediate variables. Equation (26d) expresses the internal reinforcement signal bounded in
The back-propagation procedure is to minimize the error function by updating the weight values, which is formulated as min E g (t) = arg min
where η g > 0 is the learning rate of the goal network, w 
∂E g (t) ∂s(t) ∂s(t) ∂v(t) ∂v(t)
∂w g2 i (t) = 1 2 βe g (t) 1 − s 2 (t) q i (t) w g1 ij (t) = ∂E g (t) ∂s(t) ∂s(t) ∂v(t) ∂v(t) ∂q i (t) ∂q i (t) ∂p i (t) ∂p i (t) ∂w g1 ij (t) = 1 4 βe g (t) 1 − s 2 (t) w g2 i (t) 1 − q 2 i (t) x j (t).
B. Critic Network With Internal Reward Signal
In GrHDP, the system states, the control action, and the internal reward signal are taken as the inputs of the critic network, the total cost function J(t) is outputted, i.e., c in = x c =
[x T (t), u(t), s(t)] T and c out = J(t)
, where the structure of critic network is presented in Fig. 4 .
The critic network also executes the feed-forward calculation and the back-forward propagation to minimize the error of the critic network. The error of the critic network in (25) is similar with (23) . The feed-forward procedure from input to output can be formulated by the same paradigm in (26) . Therefore, the expressions of μ i (t) and z i (t) can be obtained by following the procedure of (26) , and J(t) is expressed as:
The minimization procedure of e c (t) is executed by the gradient descent algorithm. Due to J(t) is an explicit function of w c2 , the back-forward process is simpler than that in the goal network. Set the error energy function as Therefore, the weights updating of critic network is as follows:
where η c > 0 is the learning rate of the critic network,
, and N h c are the numbers of input layer nodes and hidden layer nodes, respectively.
C. Filter-Based Action Network
In the action network, the inputs are the measured system states and the output is the estimation of system function, recorded as a in = x(t) and a out =f (x). The learning principle in the action network is still that all system states propagate via the feed-forward way and the error of action network propagates via the back-forward way, similar to the goal network and the critic network. The implementation diagram of the FAN is presented in Fig. 5 .
The expressions of intermediate variables l i (t), g i (t)
, and h(t) can be obtained according to (26) , the estimated system function is outputted aŝ
Since the system states are provided to the controlled nonlinear system, the filter error ϑ(t) can obtained according to (8) , and then a new control action u(t) is outputted from the filter withf (x), which has been described by (10) . Besides, the action network error is expected to be used in the backpropagation process, thereforef (x) needs to be obtained. According to (11) , it can be obtained as
whereẋ 2r (t) is a derivative with respect to the reference states. A dataset of {ẋ(t − i)} m i=1 is prepared for training a neural network to provideẋ 2 (t), and m is the length of the data-set. e a (t) can be calculated by (7) . The weight updating also uses the gradient descent rule, which is as follows:
where η a > 0 is the learning rate of the action network. w a2 i (t) and w a1 ij (t) are calculated by
. The pseudo-code in Algorithm 1 shows the implementation procedure of the filter-based GrHDP scheme.
V. SIMULATION RESULTS AND ANALYSIS
In this section, two simulation examples are presented based on different system functions to show that our proposed scheme can deal with the problem of multiple variable tracking. Comparative simulations with the HDP implementation are also provided in this section.
A. Case One
A single-link manipulator is described with the following motion equation [57] :
whereq is the angle of the manipulator, G is the system inertia term, u(t) is the control torque, d(t) is the disturbances,m and l are the mass and the length of the manipulator, andḡ is the gravity acceleration. In this case, set x 1 =q and x 2 =q, then system (35) can be rewritten as
As the manipulator model is assumed to be unknown, (36) T a , T c , T g : the internal training error thresholds for the action/critic/goal network, respectively; n a , n c , n g : the maximal iteration numbers for the action/critic/goal network, respectively; \ * parameter definition 1) for 1 to MaxRun do 2) initialize x(0), uniformly randomly initialize w a (0), w c (0), w g (0);
; endif endif \ * learning rates setting 14) calculate E g (t), and set cir = 0;
, and set cir = cir + 1; endwhile \ * goal network learning 16) calculate E c (t), and set cir = 0; 17)
calculate E c (t), and set cir = cir + 1; endwhile \ * critic network learning 18) calculate E a (t), and set cir = 0;
calculate E a (t), and set cir = cir + 1; endwhile \ * action network learning endwhile \ * corresponding to step 5 endfor \ * corresponding to step 1 The settings of this algorithm are as follows. The action network is with the structure of 2-4-1 (i.e., the action neural network has two input nodes, four hidden nodes, and one output node), to estimate the system function f (x); the critic network is with the structure of 4-6-1 to output the total cost function J(t); and the goal network is with the structure of 3-5-1 to provide an internal reward signal for the critic network. All used parameters in the simulation are shown in Table I , where k 1 and k 2 are filter gains, α 1 and α 2 are filter weighted coefficients, and other parameters can refer to Algorithm 1 in Section IV.
In order to facilitate the learning in the tracking problem, the learning rates are adaptive based on tracking errors. In this algorithm, the index of mean square error (MSE) is used for regulating the learning rates adaptively. The MSE of the previous m states is calculated and then is compared with the MSE thresholds ζ 1 and ζ 2 . In this algorithm, m = 100, it will reduce the learning rates if the MSE of the previous 100 states is less than ζ 1 , or it will reset the learning rates as the initial learning rates if the MSE of the previous 100 states is greater than ζ 2 , or it will keep the current learning rates if the MSE is greater than ζ 1 and less than ζ 2 . Specifically, MSE is calculated by
In this case, disturbances are considered during the manipulator motion. The pulse disturbances d p (t) are taken as
The total simulation time is T s = 100 s, and the sample time interval t s = 20 ms. In order to get a fair comparative study, in the simulation, the same parameters and network settings are conducted for the filter-based HDP method. It means that HDP has the action network with the structure of 2-4-1 and the critic network with the structure of 4-6-1. The weights of all neural networks are randomly initialized from [−0.2, 0.2] for the two competing methods. The typical tracking results are presented in Fig. 6 , where Fig. 6(a) shows the tracking result of x 1 and Fig. 6(b) shows the tracking result of x 2 . It can be seen that the filter-based GrHDP method can quickly track the reference states since the goal network provides an adaptive reinforcement learning signal, while the filter-based HDP method can follow the reference signals after about one period learning. It is illustrated that the filter-based GrHDP method has the faster learning process. With the filter-based GrHDP method, when the system is perturbed by a pulse signal at t = 40 s, x 1 and x 2 are deviating from their reference states, but both system states go back to follow the reference signals very quickly. For the filter-based HDP method, when the disturbances happen at t = 40 s, the system is still in the learning process such that this disturbance prolongs the learning process. Before the system is perturbed by a pulse signal at t = 70 s, both two methods complete the learning process and can make the system states track the reference signals. The filter-based GrHDP method is a little bigger fluctuation for this disturbance at t = 70 s, while the filter-based HDP method is mildly disturbed after a long learning. Both two methods are robust against disturbances and can implement the multivariable tracking. Fig. 7 depicts the updating process of w a1 1 in GrHDP. It is obvious that GrHDP can quickly regulate the weights to make the outputted system states follow the reference states, and the weights are quickly readjusted when disturbances are added at t = 40 s and at t = 70 s. The filter-based GrHDP scheme has the fast learning ability and therefore can provide the better overall performance.
In additional, MSE is introduced to figure out the tracking accuracy for every state with the formula MSE
M is the total sampling number. The calculated results are shown in Table II . Based on the MSE index, HDP and GrHDP can both achieve the filter-based tracking control, and the filter-based GrHDP method is fast learning and has better accuracy in the total process.
B. Case Two
The continuous-time system is usually expressed as
where f (x) is set as 0.5x 1 (t)+1.5x 2 2 (t)+0.4 sin(x 1 (t)) referring to [58] . Assume that f (x) is unknown,f (x) is obtained from the action network which is used as an estimation value in simulation. d(t) expresses the lumped disturbances.
The given initial states for system (38) It can be seen that x 1 and x 2 are expected to track two different reference signals.
In this case, all system states are assumed to be measurable, and the state x 1 is added uniform sensor noises within 10‰ on its nominal state values. The noises added on x 1 will lead that x 2 is continuously disturbed by the stochastic signal during the whole process. η a = 0.08, η c = 0.08, η g = 0.08, other used parameters in the simulation are shown in Table I . The total simulation time is T s = 80 s, and the sample time interval t s = 20 ms. The filter-based GrHDP method is used to provide the effective control action that makes the states of system (38) track their desired values. The filter-based HDP method is employed as the competing method. GrHDP is implemented by neural networks using the same settings as case 1, and HDP keeps all the same settings with GrHDP for a fair comparison. The typical simulation results under this noise environment are presented in Fig. 8 , where Fig. 8(a) and (b) shows the tracking results of x 1 and x 2 , respectively. The performance comparisons with GrHDP and HDP are also illustrated in Fig. 8 with different line types. From Fig. 8 , it can be clearly seen that the reference trajectories in dashed lines can be followed with the proposed filter-based tracking scheme under this noise condition. The filter-based GrHDP method can quickly track the reference trajectories within 4 s, and x 2 keeps small fluctuations around the reference values due to the stochastic disturbances. The HDP tracking scheme takes longer time to learn and then keeps tracking, however, it has obvious fluctuations and is fair performance in the initial stage.
The MSE values of x 1 and x 2 in Table II also reveal this point. In general, the filter-based GrHDP method has the fast learning speed and the good overall performance.
VI. CONCLUSION
In this paper, the multivariable tracking control scheme based on GrHDP is proposed by integrating a new filter into the action network. The stability of the FAN has been analyzed by the Lyapunov method, and the algorithm implemented by neural networks has been presented as well. Two simulation examples were shown to illustrate the better performance derived from the filter-based GrHDP method in the view of learning speed and overall performance compared with the filter-based HDP under the same environment and parameter settings. This proposed scheme has the learning ability that makes all controlled system states track the reference states only using the information of the known states and the reference signals, and is also adaptive to keep the good tracking performance even under the conditions of noises and disturbances.
