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Text mining for twitter tweet data in case of disaster
Kaito Shishido
In the event of the disaster, it is necessary to grasp the information of the aﬄicted
area in real time. During the Great East Japan Earthquake and the Kumamoto earth-
quake as a kind of information acquisition means Twitter was used. However, to handle
tweet data It is necessary to analyze the tweet data. In the existing research, we As an
analysis, SVM, simple Bayes is used to classify tweets. Its accuracy is 70%, which is
not enough.
In this paper, we classify tweets using LSTM which is a type of RNN. By using
LSTM, without losing features necessary for classification than existing methods Can
be classified. Also, in LSTM classification in tweets We demonstrate that classification
accuracy is highest.
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学習である Support Vector Machine(以降 SVMとする)及び単純ベイズを用いたツイート




ある Neural Network(以降 NNとする)を用いてツイートの分類を行う．NNの中でも自然
言語処理の分野で使用されている Reccurent Neural Network(以降 RNNとする)，その一
種である Long short-term memory(以降 LSTMとする)を用いる．LSTMを用いてツイー















図 2.1 データの境界線 [4]






テゴリに分類するのかを判定する [4]．ナイーブベイズ分類の式は式 2.1で与えられる [4]．
P (B|A) = P (B) × P (A|B) (2.1)
P(B)は事前確率であり，どのカテゴリに分類させるかの確率を表している．入力テキスト
Aは，各単語の集合であり，テキストを単語に分割する．また，集合であるため，単語の順
序に意味を持たない．入力テキスト Aを各単語 aNの集合とすると P(A—B)は式 2.2にな
る [4]．
P (A|B) = P (a(a1)|B)P (a(a2)|B)P (a(a3)|B)...P (a(xN)|B) (2.2)
P(aN|B)の確率は，分割した単語がどのカテゴリに属する確率を求めることである．ある
カテゴリにおいて，単語が出現した確率は式 2.3で求めることが出来る [4]．
























飲み水関係あり 14 4 18
飲み水関係なし 7 5 12






飲み水関係あり 15 3 18
飲み水関係なし 6 6 12

























図 3.1 RNNの概要 [6]














• OS : Ubuntu 16.04 LTS
• 言語 : Python2.7.14
• パッケージ : Chainer 3.3.0






• EmbedID(7176，600) : 埋め込み層
• LSTM(600，600) : 中間層
• Linear(600，2) : 全結合層
• Optimizer : Adam
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4.4 使用データ
• Batchsize : 81
• Epoch : 50
4.4 使用データ
学習させるデータは東日本大震災・熊本自身の発生時である下記の期間から収集したツ
イートデータ 2400 個を使用する．ツイートは “水” 含みハッシュタグ#jishin，#tsunami
や地震に関係のある単語を含んでいるツイートである．また，ツイートデータ 2400個の中
で飲み水に関係のあるツイートが 1200個，関係のないツイートが 1200個である．
• 2011年 3月 10日 ～ 2011年 4月 4日

























図 4.1 モデルの LOSS
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4.6 学習















タ 2400個とは別に集めたツイートデータ 200個を用いる．また，ツイートデータ 200の中
で飲み水に関係のあるツイートが 200 個，関係のないツイートが 200 個である．評価の結








飲み水関係あり 78 22 100
飲み水関係なし 4 96 100
合計 82 118 200
表 5.2 分類精度の比較
単純ベイズ SVM LSTM




















今回の実験において実験時間は LSTMが役 1時間 28分に対して，単純ベイズは約 0.15
秒，SVMが約 3時間 6分となった．速度では単純ベイズが圧倒的に早いものの分類精度が
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