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Abstract
This paper studies a continuous-review backlogged inventorymodel considered by Helmes et al.
(2015) but with discontinuous quantity-dependent setup cost for each order. In particular, the
setup cost is characterized by a two-step function and a higher cost would be charged once
the order quantity exceeds a threshold Q. Unlike the optimality of (s, S)-type policy obtained
by Helmes et al. (2015) for continuous setup cost with the discounted cost criterion, we find
that, in our model, although some (s, S)-type policy is indeed optimal in some cases, the (s, S)-
type policy can not always be optimal. In particular, we show that there exist cases in which
an (s, S) policy is optimal for some initial levels but it is strictly worse than a generalized
(s, {S(x) : x 6 s}) policy for the other initial levels. Under (s, {S(x) : x 6 s}) policy, it orders
nothing for x > s and orders up to level S(x) for x 6 s, where S(x) is a non-constant function
of x. We further prove the optimality of such (s, {S(x) : x 6 s}) policy in a large subset of
admissible policies for those initial levels. Moreover, the optimality is obtained through estab-
lishing a more general lower bound theorem which will also be applicable in solving some other
optimization problems by the common lower bound approach.
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1 Introduction
In this paper, we study the optimal ordering policy with the discounted cost criterion for a single-
item inventory system in the presence of quantity-dependent setup cost and proportional cost as
well as holding/backorder cost. The inventory processes in the absence of control are modeled as
solutions to a stochastic differential equation
dX(t) = −µ dt+ σ dB(t), X(0) = x, (1.1)
where both µ and σ are strictly positive constants.
The system manager replenishes the inventory from an outside supplier with unlimited items.
The presence of positive setup cost incurred by each order yields that the problem is an impulse
control one and an ordering policy φ can be represented as a sequence of pairs {(τn, ξn) : n =
0, 1, 2, · · · }, in which τn denotes the nth ordering time and ξn denotes the corresponding order
quantity. By convention, we set τ0 = 0 and let ξ0 > 0 be the ordering amount at time zero (ξ0 = 0
if no order is placed). The inventory level process under any given impulse control policy therefore
satisfies
Z(t) = x− µt+ σB(t) +
N(t)∑
n=0
ξn, (1.2)
where N(t) = max{n > 0 : τn 6 t} denotes the cumulative ordering times in (0, t].
Each order with quantity ξ incurs a setup cost and a proportional cost kξ. In particular, the
setup cost is given by a two-step function
K(ξ) = K11{0<ξ6Q} +K21{ξ>Q}, (1.3)
where K2 > K1 > 0 and 1A is an indicator function with 1A = 1 if A is true and 1A = 0 otherwise.
That means a high setup cost K2 would be charged whenever the order quantity exceeds Q and
a low setup cost K1 is incurred otherwise. At the same time, the system continuously incurs a
holding/backorder cost g(z) when the inventory level is z, where g(z) is a convex function. Let
β > 0 be a discount factor. Under an impulse control policy φ = {(τn, ξn) : n = 0, 1, 2, · · · } and an
initial inventory level x, the expected present cost of holding/backorder and ordering is
DC(x, φ) = Ex
[ ∫ ∞
0
e−βtg(Z(t)) dt+
∞∑
n=0
e−βτn
(
K(ξn) + kξn
)]
, (1.4)
where Ex[·] is the expectation conditioning on the initial inventory level Z(0−) = X(0) = x. The
objective is to find a policy φ∗ to minimize (1.4) over all ordering policies.
In the classical inventory models, a constant setup cost is usually assumed when an order is
placed, and then an (s, S)-type policy turns out to be optimal; see e.g., Scarf (1960) and Veinott Jr.
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(1966) for periodic-review models, and Bather (1966) and Bensoussan et al. (2005) for continuous-
review models. In many practical application, however, the setup costs are more complex and often
depend on the order quantity. For example, when the setup costs arise from the labor costs for
offloading task, depending on the size of order quantity, different amount of crews are assigned
to the offloading and incur different setup costs (cf. Bigham (1986) and Caliskan-Demirag et al.
(2012)).
The setup cost (1.3) was first studied in a periodic-review inventory model by Lippman (1969),
which considered a subadditive ordering cost function including (1.3) as a special case and partially
characterized the optimal ordering policy. Later, Chao and Zipkin (2008) considered setup cost
(1.3) with K1 = 0 and Caliskan-Demirag et al. (2012) considered (1.3) in a general case. Both of
them studied finite-horizon periodic-review inventory models and provided partial characterization
of optimal ordering policies. The partial characterization indicates that the optimal ordering policies
for periodic-review models with setup cost (1.3) would be very complicated.
Parallel to periodic-review inventory models, general ordering cost, including quantity-dependent
setup cost, was recently studied in continuous-review inventory models. In particular, Helmes et al.
(2015, 2017, 2018) studied continuous ordering cost functions and proved the optimality of (s, S)-
type policies for the inventory models with general diffusion process, under long-run average and
discounted cost criterions respectively. Motivated by some real inventory problems, at the same
time, discontinuous ordering cost began to attract more attention from both the optimal con-
trol community and the operations management community. He et al. (2017) studied a general
quantity-dependent setup cost and Yao et al. (2017) studied a general piece-wise ordering cost,
both in Brownian motion models. Furthermore, a very general ordering cost function was con-
sidered by Perera et al. (2017) in a deterministic EOQ model, and by Perera et al. (2018) in an
inventory model with renewal process demand. Under the long-run average cost criterion, they all
proved the optimality of (s, S)-type policies. Thus, so far the optimality of (s, S)-type policy has
been obtained under the long-run average cost criterion with continuous/discontinuous ordering
cost function and under the discounted cost criterion but only with the continuous ordering cost
function. So a natural question is whether the discontinuous ordering cost still admits an (s, S)-type
policy to be optimal for the discounted cost criterion.
When the initial inventory level is strictly limited to be nonnegative, Jia (2016) proved that an
(s, S)-type policy is optimal. Generally speaking, the total cost depends on the initial level and the
initial level plays a crucial role in determining the optimal policies for the discounted cost models
(compared with the average cost models); see e.g., Helmes et al. (2015). Unlike the nonnegative
initial level case considered by Jia (2016), and the continuous ordering cost case investigated by
Helmes et al. (2015), this paper, however, shows that the optimal policies with arbitrary initial level
and discontinuous ordering cost are very complicated and in some cases, any (s, S)-type policy is
not always optimal.
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To identify the optimal policy, a new approach is developed as follows: First we characterize
two “good” (s, S)-type policies, embodied by (s1, S1) policy and (s2, S2) policy, respectively. The
(s1, S1) ((s2, S2)) policy is obtained by minimizing the inventory problems (1.4) limited in (s, S)-
type policies but with order quantity constraint ξ 6 Q (ξ > Q) and constant setup cost K1 (K2).
We then show that, in our original problem, if (s2, S2) policy is better than (s1, S1) policy for
x > max{s1, s2}, (s2, S2) policy would be optimal for all initial inventory level x ∈ R. Otherwise,
(s1, S1) policy is optimal only for initial inventory levels x ∈ [S1 − Q,∞) but is strictly worse
than a generalized (s1, {S
∗(x) : x 6 s1}) policy for some initial levels in (−∞, S1 − Q). Under
(s1, {S
∗(x) : x 6 s1}) policy, it orders nothing for initial level x > s1 and orders up to level S
∗(x)
for initial level x 6 s1, where S
∗(x) equals S1 for S1−Q < x 6 s1, equals x+Q for s 6 x 6 S1−Q,
and equals S¯ for x < s. The parameters s and S¯ are determined by certain equations and satisfy
s1−Q 6 s 6 S1−Q and S¯ > S1. We further show that this generalized policy is optimal in a large
subset of policies when certain conditions are satisfied.
More specifically, in the first step of our approach, to characterize the (si, Si) policies in the con-
strained Brownian control problems, we solve the KKT conditions of two independent constrained
nonlinear optimization problems, rather than solving the Brownian control problems with order
quantity constraints directly such as in literature; see e.g., Ormeci et al. (2008) and Jia (2016).
Using this deterministic optimization method, the connection between order quantity constraints
and smooth-pasting conditions can be clearly established.
To prove the optimality of the selected policy, we generalize the lower bound theorem (also
called verification theorem) in literature (cf., Dai and Yao (2013), Harrison et al. (1983), and
Ormeci et al. (2008)), which requires the value/cost function should be of C1 at all points, such that
the results still hold even when the value/cost function is not of C1 at finite points. The C1 condi-
tion is also required in the measure approach (cf. Helmes et al. (2017)) and the quasi-variational
inequalities (QVI) approach (cf. Bensoussan et al. (2005) and Helmes et al. (2018)). Thus, the
generalized lower bound theorem established in this paper will also be applicable to other optimal
control problems whose value/cost functions are not of C1.
The rest of this paper is organized as follows. In §2, we formulate our model and give some
preliminary results about two candidate (s, S)-type policies. In §3, we show our main results, i.e.,
Theorems 3.1, 3.2, 3.3, and 3.4. In §4, we provide the generalized lower bound theorem, and using
it, we prove our main results in §5. In §6, we discuss a condition in Theorem 3.4 by numerical
studies and further show that this condition always holds when Q is large. Finally, we conclude
this paper in §7, and provide some supplementary proofs in Appendix 8.
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2 Model formulation and preliminaries
2.1 Model formulation
We assume that B = {B(t) : t > 0} in (1.1) is a standard Brownian motion defined on a filtered
probability space (Ω,F ,F,P) with filtration F = {F(t) : t > 0}. The generator of process X in
(1.1) is
Γf(x) =
1
2
σ2f ′′(x)− µf ′(x). (2.1)
An impulse control policy φ = {(τn, ξn) : n = 0, 1, 2, · · · } is said to be admissible if τn is an
F-stopping time, ξn is Fτn-measurable, and
Ex
[N(t)∑
n=0
ξn
]
<∞ for any t > 0,
which ensure the controlled process Z in (1.2) is a semimartingale. Let P be the set of all admissible
policies. The objective is to find an admissible policy φ∗ such that
DC(x, φ∗) = inf
φ∈P
DC(x, φ). (2.2)
In this paper, the holding/shortage cost function g(·) satisfies the following assumption.
Assumption 1. (A1) g(·) is convex with g(0) = 0;
(A2) g(·) is twice continuously differentiable except at 0;
(A3) g′(x) < 0 for x < 0 and g′(x) > 0 for x > 0;
(A4) limx→−∞[g
′(x) + βk] < −βK1/Q;
(A5) g(x) is polynomially bounded, i.e., there exist a positive integer n and two positive numbers
a, b such that g(x) 6 a+ b|x|n for all x ∈ R.
Remark 2.1. (a) We explain Assumption (A4) as follows. Note that the convexity of g implies
that limx→−∞(−g
′(x))/β is an upper bound of the present value of the backorder cost per unit
from now to infinity, and K1/Q + k is a lower bound of the ordering cost per unit with order
quantity ξ ∈ (0, Q]. If limx→−∞(−g
′(x))/β 6 K1/Q + k, it will never be optimal to place any
order with ξ ∈ (0, Q] and then we only need consider the policy with ξ ∈ (Q,∞). In order to
facilitate the analysis and avoid this trivial case, we assume limx→−∞(−g
′(x))/β > K1/Q+ k, i.e.,
limx→−∞[g
′(x) + βk] < −βK1/Q.
(b) We can get that g′(x) is also polynomially bounded. To see this, noting that g(x) is convex, we
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have that for any x 6= 0,
g(x + 1) > g(x) + g′(x) and g(x− 1) > g(x) − g′(x),
which, together with the nonnegativity of g (which can be obtained by (A1) and (A3)), imply
−g(x− 1) 6 g′(x) 6 g(x+ 1),
Therefore, g′(x) is also polynomially bounded.
(c) Both piecewise linear cost g(x) = hx+ − px− with −p + βk < −βK1/Q and quadratic cost
g(x) = αx2 with α > 0 satisfy (A1)-(A5).
Further, the setup cost function K(·) in (1.3) satisfies the following assumption.
Assumption 2. K1 < K2 6 2K1.
Note that K1 < K2 means that a higher setup cost would be incurred if the order quantity
exceeds Q (cf. Caliskan-Demirag et al. (2012) and Chao and Zipkin (2008)). We explain the as-
sumption K2 6 2K1 as follows. If 2K1 < K2, the cost of placing two orders with the same amount
Q′, satisfying 0 < Q′ 6 Q and 2Q′ > Q, is 2K1 +2kQ
′, which is strictly lower than K2 +2kQ
′, the
cost of placing one order with amount 2Q′. Thus, a policy that places multiple orders at the same
time may be optimal. In this paper, we do not consider the case placing multiple orders at a single
time point, thus we assume 2K1 > K2. In fact, the setup cost function K(·) satisfying Assumption
2 is a subadditive function1. This assumption has been given in Lippman (1969).
2.2 Preliminaries
In this subsection, we study two independent models, embodied by Mi, i = 1, 2, which have the
same setting as our original model except the following:
Model M1: order quantity is constrained in [0, Q] with setup cost K1;
Model M2: order quantity is constrained in [Q,∞) with setup cost K2.
Then we obtain a “good” (s, S) policy for each model, and these two (s, S) policies would be used
to characterize our optimal policy.
First, if the setup cost in our original model is a constant K1 or K2 for any order quantity,
our problem becomes a classical inventory model, that admits a (s, S) policy to be optimal. This
has been studied in Benkherouf (2007) and Sulem (1986) (and Helmes et al. (2015) for a more
1A function f is subadditive in domain D if f(x+ y) 6 f(x) + f(y) for any x, y ∈ D.
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general demand model). For ModelMi, let v
(s,S)
i (x) denote the expected discounted cost for initial
inventory level x ∈ R under a given (s, S) policy. Under given (s, S) policy, if the current inventory
level is larger than s, i.e., x > s, no order is placed before the inventory level process hits s, thus
v
(s,S)
i (x) = Ex
[ ∫ τ(s)
0
e−βtg(Z(t)) dt+ e−βτ(s)v
(s,S)
i (Z(τ(s)))
]
for x > s,
where τ(s) is the first hitting time of process Z at level s. Thus, v
(s,S)
i (x) satisfies the following
ordinary differential equation and boundary condition (cf. Page 127 of Sulem (1986) and Page 170
of Wu and Chao (2014))
Γv
(s,S)
i (x)− βv
(s,S)
i (x) + g(x) = 0, for x > s, and (2.3)
lim
x→∞
e−αxv
(s,S)
i (x) = 0, ∀α > 0, (2.4)
where Γ is defined in (2.1). Further, once the inventory level hits s, it will jump to S by placing
an order with quantity S − s, incurring an ordering cost Ki + k · (S − s), that means
v
(s,S)
i (s) = v
(s,S)
i (S) +Ki + k · (S − s). (2.5)
Then the expected discounted cost v
(s,S)
i (x) can be solved by (2.3)-(2.5), that is,
v
(s,S)
i (x) =
2
σ2
1
λ1 + λ2
[
Λ1(x) + Λ2(x)−
1
λ22
Ai(s, S)e
−λ2x
]
for x > s, and (2.6)
v
(s,S)
i (x) = v
(s,S)
i (S) +Ki + k · (S − x) for x 6 s, (2.7)
where
Λ1(x) =
∫ ∞
x
eλ1(x−y)g(y) dy, Λ2(x) =
∫ x
0
e−λ2(x−y)g(y) dy,
and
Ai(s, S) =
λ22
e−λ2S − e−λ2s
[ 2∑
j=1
(
Λj(S)− Λj(s)
)
+
σ2(λ1 + λ2)
2
(
Ki + k · (S − s)
)]
, (2.8)
with λ1 =
(
µ+
√
µ2 + 2βσ2
)
/σ2 > 0 and λ2 =
(
− µ+
√
µ2 + 2βσ2
)
/σ2 > 0.
The cost function v
(s,S)
i (x) in (2.6) depends on policy parameters s and S only through Ai(s, S)
and is strictly decreasing in Ai(s, S). Thus, to minimize the cost of Model Mi within (s, S)-type
policies, we consider the following two constrained optimization problems:
OP1 : A
∗
1 := max
0<S−s6Q
A1(s, S) and OP2 : A
∗
2 := max
S−s>Q
A2(s, S).
Consider OP1, define the Lagrange function L1(s, S, η1) = −A1(s, S) + η1(S − s − Q) with the
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Lagrangian multiplier η1
2. Then the KKT conditions are
∂A1(s, S)
∂s
+ η1 = 0, (2.9)
∂A1(s, S)
∂S
− η1 = 0, (2.10)
η1((S − s)−Q) = 0, (2.11)
(S − s)−Q 6 0, (2.12)
s− S < 0, (2.13)
η1 > 0. (2.14)
Since the constraint functions are linear functions (i.e., affine functions), the regularity conditions
are satisfied. Thus, from the classical nonlinear optimization theory (cf. Bertsekas (2016)), any
local maximizer must satisfy the above KKT conditions. Similarly, the Lagrange function of OP2
is L2(s, S, η2) = −A2(s, S) + η2(Q− (S − s)) and the KKT conditions are
∂A2(s, S)
∂s
− η2 = 0,
∂A2(s, S)
∂S
+ η2 = 0, (2.15)
η2(Q− (S − s)) = 0, Q− (S − s) 6 0, and η2 > 0. (2.16)
Define
vAi(x) =
2
σ2
1
λ1 + λ2
[
Λ1(x) + Λ2(x)−
1
λ22
Aie
−λ2x
]
for x ∈ R and Ai ∈ R, and (2.17)
vi(x) = vA∗i (x).
Let
A , λ2
∫ 0
−∞
eλ2yg′(y) dy = g′(0−)−
∫ 0
−∞
eλ2yg′′(y) dy and (2.18)
A¯ , λ1
∫ ∞
0
e−λ1yg′(y) dy = g′(0+) +
∫ ∞
0
e−λ1yg′′(y) dy, (2.19)
where we used integration by parts. Note that A < 0 < A¯ from Assumption 1 (A1) and (A3). First,
we have the following lemma, which is crucial to prove our main results. The proof is postponed
to Appendix 8.1.
Lemma 2.1. (a) A < A∗i < A¯, i = 1, 2.
(b) For any given Ai with Ai ∈ (A, A¯), function v
′
Ai
(x) is strictly quasi-convex, having a unique
minimizer x∗Ai < 0.
(c) There exists a unique finite solution (si, Si) with si < x
∗
i < Si (where x
∗
i := x
∗
A∗
i
) of the KKT
2Since A1(s, S) → −∞ as S − s → 0, the local maximizer can not be s = S, then we did not put the constraint
S − s > 0 into the Lagrange function and just put it into the KKT conditions
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conditions (2.9)-(2.14) or (2.15)-(2.16) such that Ai(si, Si) ∈ (A, A¯). Further,
A∗i = Ai(si, Si) and vi(x) = vAi(si,Si)(x). (2.20)
(d) v′1(s1) = v
′
1(S1) = −k if S1 − s1 < Q and v
′
1(s1) = v
′
1(S1) 6 −k if S1 − s1 = Q.
(e) v′2(s2) = v
′
2(S2) = −k if S2 − s2 > Q and v
′
2(s2) = v
′
2(S2) > −k if S2 − s2 = Q.
(f) g′(x) + βk < 0 for x 6 x∗1 and when S2 − s2 > Q, g
′(x) + βk < 0 for x 6 x∗2.
Remark 2.2. (a) It follows from Lemma 2.1 (b)-(c) that v′i is strictly quasi-convex, i.e., v
′′
i (x) < 0
for x < x∗i and v
′′
i (x) > 0 for x > x
∗
i .
(b) When A∗1 > A
∗
2, we can get s1 > s2. This is because, when A
∗
1 > A
∗
2, it follows from
v′i(x) =
2
σ2
1
λ1 + λ2
[
λ1Λ1(x)− λ2Λ2(x) +
1
λ2
A∗i e
−λ2x
]
(2.21)
that v′1(s2) > v
′
2(s2), which together with Lemma 2.1 (d)-(e), yields that v
′
1(s2) > v
′
2(s2) > −k >
v′1(s1). Then, the quasi-convexity of v
′
i (Remark 2.2 (a)) immediately implies s1 > s2.
From (2.6)-(2.7), (2.17), and (2.20), we know that under (si, Si) policy, the associated cost (1.4)
for our original problem is
DC(x, (si, Si)) =
{
vi(x) for x > si,
vi(Si) +K(Si − x) + k · (Si − x) for x 6 si.
(2.22)
In Lemma 2.1 (d)-(e), v′i(si) = v
′
i(Si) = −k holds when the constraints are not tight. This
is consistent with the literature without any order constraints; see Benkherouf (2007). In fact,
v′i(si) = v
′
i(Si) = −k, called smooth-pasting conditions, are used to characterize the optimal policy
parameters (si, Si) for the model without order constraints. However, Lemma 2.1 (d)-(e) also show
that the smooth-pasting conditions no longer hold when the constraints are tight.
In the following section, we will show the performance of these two policies, which are indeed
optimal in some cases.
3 Main results
In this section, with Lemma 2.1 in hand, we present our main results. We show that if A∗1 6 A
∗
2,
(s2, S2) policy is optimal for our problem (2.2) (Theorem 3.1), and that if A
∗
1 > A
∗
2, (s1, S1) policy
is optimal only when the initial inventory level x is in [S1 −Q,∞) (Theorem 3.2), but it is strictly
worse than a generalized (s1, {S
∗(x) : x 6 s1}) policy for some x ∈ (−∞, S1 − Q) (Theorem 3.3).
Finally, we, in Theorem 3.4, show that if A∗1 > A
∗
2, such generalized policy is optimal in a subset
of admissible policies for x ∈ (−∞, S1 −Q).
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First, it follows from (2.17) and (2.20), that if A∗1 6 A
∗
2,
v1(x) > v2(x) for x ∈ R. (3.1)
Furthermore, (2.22) has shown that for the initial inventory level x ∈ [si,∞), vi(x) denotes the
discounted cost under (si, Si) policy. Thus, (3.1) implies that for any initial level x ∈ [s1 ∨ s2,∞),
the discounted cost under (s2, S2) policy is lower than that under (s1, S1) policy. The following
Theorem 3.1 will show that when A∗1 6 A
∗
2, (s2, S2) policy indeed is optimal for any x ∈ R. The
proof of this theorem is provided in Section 5.1.
Theorem 3.1. If A∗1 6 A
∗
2, (s2, S2) policy is optimal in P for any initial level x ∈ R, and the
optimal cost is
DC(x, (s2, S2)) = V2(x) :=
{
v2(x), for x > s2,
v2(S2) +K2 + k · (S2 − x), for x < s2.
(3.2)
By K1 < K2, the optimal cost for system M1 will be less than the one for system M2 if the
optimal ordering quantity S1 − s1 is not bounded by Q in system M1. Hence we can find that
A∗1 6 A
∗
2 only happens when S1 − s1 = Q. Thus, Theorem 3.1 tells us when it happens, (s2, S2)
policy is better than (s1, S1) policy for any initial inventory level x ∈ R. This ensures the optimality
of (s2, S2) policy.
Consider the other case when A∗1 > A
∗
2, we have
v1(x) < v2(x) for x ∈ R.
Note that s1 > s2 (see Remark 2.2 (b)), thus for any initial level x ∈ [s1,∞), the cost under (s1, S1)
policy is lower than that under (s2, S2) policy. It seems that (s1, S1) policy is a “good” policy,
especially when the initial inventory level is in [s1,∞). In fact, the following theorem shows that
(s1, S1) policy is optimal for any x ∈ [S1 −Q,∞). The proof is given in Section 5.2.
Theorem 3.2. If A∗1 > A
∗
2, for any initial level x ∈ [S1 − Q,∞), (s1, S1) policy is optimal in P,
and the optimal cost is
DC(x, (s1, S1)) =
{
v1(x), for x > s1,
v1(S1) +K1 + k · (S1 − x), for S1 −Q 6 x < s1.
One would speculate (s1, S1) policy to be the optimal policy when x < S1−Q naturally, which
is, however, not the truth here. For example, consider the initial inventory level x1 = S1 −Q and
x2 = S1 −Q− ε for small ε > 0. Under (s1, S1) policy, we have
K(S1 − x1) = K1 and K(S1 − x2) = K2,
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i.e., setup cost changes from K1 to K2 abruptly while initial inventory level x varies slightly from
S1−Q to S1−Q− ε. Motivated by this, we may construct a policy which still places an order with
quantity Q even for initial level x2 = S1−Q− ε, incurring setup cost K1, and then the order-up-to
inventory level becomes S1− ε. This action does not belong to (s1, S1) policy but seems to perform
better in some sense. To construct this kind of policy, we first introduce two parameters in the
following lemma.
Lemma 3.1. When A∗1 > A
∗
2,
(a) there exists a unique solution, denoted by S¯, in [S1,∞) such that v
′
1(x) = −k; and further
(b) there exists a unique solution, denoted by s, in [s1 −Q,S1 −Q] such that
H(x) = 0, (3.3)
where
H(x) =
(
v1(x+Q) +K1 + kQ
)
−
(
v1(S¯) +K2 + k · (S¯ − x)
)
.
In particular, if v′1(s1) = v
′
1(S1) = −k, we have
s < S1 −Q. (3.4)
Using these two parameters, we define a generalized policy, named (s1, {S
∗(x) : x 6 s1}) policy.
Definition 1. A policy is called (s1, {S
∗(x) : x 6 s1}) policy if it orders nothing for x > s1, and
orders up to level S∗(x) for x 6 s1, where
S∗(x) :=


S1 for x ∈ (S1 −Q, s1],
x+Q for x ∈ [s, S1 −Q],
S¯ for x ∈ (−∞, s),
with s and S¯ being defined in Lemma 3.1.
Under (s1, {S
∗(x) : x 6 s1}) policy,
DC(x, (s1, {S
∗(x) : x 6 s1})) =


v1(x), for x ∈ (s1,∞),
v1(S1) +K1 + k(S1 − x), for x ∈ (S1 −Q, s1],
v1(x+Q) +K1 + kQ, for x ∈ [s, S1 −Q],
v1(S¯) +K2 + k(S¯ − x), for x ∈ (−∞, s).
(3.5)
We next compare the actions under both (s1, S1) policy and (s1, {S
∗(x) : x 6 s1}) policy. First,
for x ∈ (s1,∞), both policies order nothing and if x ∈ [S1 − Q, s1], both order items up to level
S1. Furthermore, for x ∈ [s, S1 −Q), (s1, S1) policy orders items up to level S1 while (s1, {S
∗(x) :
x 6 s1}) policy orders items up to level x+Q, which is strictly smaller than S1. Finally, we check
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the case when x ∈ (−∞, s) by two cases: v′1(s1) = v
′
1(S1) = −k and v
′
1(s1) = v
′
1(S1) < −k (from
Lemma 2.1 (d), v′1(s1) = v
′
1(S1) 6 −k always holds).
If v′1(s1) = v
′
1(S1) = −k, it follows from the definition of S¯ in Lemma 3.1 (a) that
S¯ = S1, (3.6)
then both policies take the same action and order items up to level S1.
If v′1(s1) = v
′
1(S1) < −k, for x ∈ (−∞, s), since v
′
1(S1) < −k = v
′
1(S¯), we have
S¯ > S1,
and then (s1, S1) policy orders items up to level S1 while (s1, {S
∗(x) : x 6 s1}) policy orders items
up to level S¯.
Based on the above comparison between these two policies, we can see that (s1, {S
∗(x) : x 6 s1})
policy improves (s1, S1) policy in two scenarios and thus is better than (s1, S1) policy. First, when x
is lower than S1−Q but not too low, i.e., x ∈ [s, S1−Q), unlike (s1, S1) policy, (s1, {S
∗(x) : x 6 s1})
policy still orders quantity Q with setup cost K1, avoiding abrupt jump from K1 to K2 when x
changes from S1 − Q to S1 − Q − ε. Second, when x is too low, i.e., x ∈ (−∞, s), (s1, S1) policy
orders up to S1 while (s1, {S
∗(x) : x 6 s1}) policy orders up to S¯, and both incur setup cost
K2. However, S¯ satisfies v
′
1(S¯) = −k and thus it minimizes v1(y) +K2 + k · (y − x), but it is not
necessarily for S1. In summary, we have the following theorem, whose proof is in Section 5.3.
Theorem 3.3. If A∗1 > A
∗
2, we have the following result.
(a) If v′1(s1) = v
′
1(S1) = −k, for any initial level x ∈ (s, S1 − Q), (s1, S1) policy is strictly worse
than (s1, {S
∗(x) : x 6 s1}) policy.
(b) If v′1(s1) = v
′
1(S1) < −k, for any initial level x ∈ (−∞, S1 −Q) \ {s}, (s1, S1) policy is strictly
worse than (s1, {S
∗(x) : x 6 s1}) policy.
Remark 3.1. In both cases, although (s1, S1) policy and (s1, {S
∗(x) : x 6 s1}) policy take different
actions at x = s, the definition of s in (3.3) implies that the discounted costs under these two
policies are the same.
The above theorem tells us that if A∗1 > A
∗
2, there must exist some x ∈ (−∞, S1−Q) such that
(s1, S1) policy is not optimal. At these initial levels, Theorem 3.3 also has shown that (s1, {S
∗(x) :
x 6 s1}) policy performs better than (s1, S1) policy. So whether (s1, {S
∗(x) : x 6 s1}) is an optimal
policy when (s1, S1) is not optimal (i.e., when x < S1 − Q)? In the following theorem, we show
that under some conditions, (s1, {S
∗(x) : x 6 s1}) policy is optimal in a large subset of admissible
policies. The proof of this theorem can be found in Section 5.4. Before presenting the theorem, we
introduce the concept of the local time at some point a for semimartingales. For the semimartingale
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Z given by (1.2), since |x− a| is convex, one has
|Z(t)− a| = |Z(0)− a|+
∫ t
0+
sign(Z(s−)− a) dZ(s) +Aat , (3.7)
where sign(x) is the sign function with sign(x) = 1{z>0} − 1{z60}, and A
a
t is an adapted, right
continuous, increasing process; see Theorem 66 of §IV in Protter (2005).
Definition 2 (Protter (2005)). Let Z be the semimartingale defined by (1.2), and let Aa be defined
in (3.7). The local time at a of Z, denoted by Lat (Z), is defined to be the process given by
Lat (Z) = A
a
t −
∑
0<s≤t
(
|Z(s)− a| − |Z(s−)− a| −∆Z(s)(1{Z(s−)>a} − 1{Z(s−)6a})
)
.
Theorem 3.4. If A∗1 > A
∗
2 and Ξ(s) := µk+g(s)−β(v1(S¯)+K2+k ·(S¯−s)) > 0, then (s1, {S
∗(x) :
x 6 s1}) policy defined in Definition 1 is optimal in P{s} for any initial level x ∈ (−∞, S1 − Q),
where
P{s} =
{
φ ∈ P : Ex
[ ∫ ∞
0
e−βt dL
s
t(Zφ)
]
= 0
}
(3.8)
with that Zφ is the inventory level process under policy φ. Further, the discounted cost for x ∈
(−∞, S1 −Q) under (s1, {S
∗(x) : x 6 s1}) policy is given by (3.5).
The assumption Ξ(s) > 0 is a technical one, and we will see in the proof of Theorem 3.4 that this
assumption is used to ensure the cost function DC(x, (s1, {S
∗(x) : x 6 s1})) satisfies the condition
(4.1) in the lower bound theorem. In fact, the condition Ξ(s) > 0 holds in many cases, and in
Section 6 we will show that it always holds when the threshold Q is large.
The set constraint (3.8) is a mathematical condition for the admissible policies. We will see
that a large class of admissible policies satisfy this condition. Let P ′{s} be a subset of policies that
must place order up to a level higher than s once the inventory level x is lower than or equal to
s. For any policy in P ′{s}, we see that the inventory level process Z never pass s continuously, and
thus (3.8) holds, i.e., P ′{s} ⊂ P{s}.
Recalling that the actions for x > S1 −Q under both (s1, {S
∗(x) : x 6 s1}) policy and (s1, S1)
policy are the same, thus we can integrate Theorems 3.2 and 3.4 to get the following result imme-
diately.
Corollary 1. If A∗1 > A
∗
2, (s1, {S
∗(x) : x 6 s1}) policy is optimal in P for all x ∈ [S1 − Q,∞)
while it is optimal in P{s} for x ∈ (−∞, S1 −Q) when Ξ(s) > 0.
We will prove Theorem 3.3 directly, and use two steps to prove Theorems 3.1, 3.2, and 3.4 as
follows. First, we provide a comparison theorem under discounted cost version and then establish
a generalized lower bound theorem (also called verification theorem); see Section 4. Second, we
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prove the optimality of the selected policies in these three theorems by checking associated cost
functions satisfy the lower bound theorem; see Section 5.
4 Generalized lower bound theorem
In this section, we establish a generalized lower bound theorem (Proposition 4.2), which generalizes
the lower bound theorem in literature (see e.g., Dai and Yao (2013), Harrison et al. (1983), and
Ormeci et al. (2008)) that requires continuously differentiable functions. Our lower bound theorem
could apply to the functions that even do not have continuous first-order derivative at finite points.
To establish the lower bound theorem, we need a discounted cost version comparison theorem,
which can be found in Jia (2016) (see an average cost version in He et al. (2017)).
Proposition 4.1 (Comparison Theorem). For any admissible policy φ ∈ P, there exists a sequence
of admissible policies
φm ∈ P
m = {φ ∈ P : Z(t) 6 m at any ordering time t}, m = 1, 2, · · · ,
such that limm→∞DC(x, φm) 6 DC(x, φ).
By Comparison Theorem, it suffices to search an optimal policy in P¯ , where
P¯ = ∪∞m=1P
m.
Now, we are ready to show a generalized lower bound theorem, whose proof is shown at the end of
this section.
Proposition 4.2 (Generalized Lower Bound Theorem). Let f : R → R be a continuous function
with f ′ and f ′′ continuous except at a finite set S = {z1, z2, . . . , zI}, and the limits f
′(zi±) ,
limx→zi± f
′(x), f ′′(zi±) , limx→zi± f
′′(x) for zi ∈ S exist and are finite. Assume that
Γf(x)− βf(x) + g(x) > 0 for any x ∈ R \ S. (4.1)
Further assume that
f(x2)− f(x1) > −K(x2 − x1)− k · (x2 − x1) for any x1 < x2, (4.2)
and that there exist positive constants a0, a1 and a positive integer n such that
|f ′(x)| < a0 + a1x
n, ∀ x ∈ [0,∞) \ S, (4.3)
and
|f ′(x)| < a0, ∀ x ∈ (−∞, 0) \ S. (4.4)
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Then, DC(x, φ) > f(x) for any initial inventory level x ∈ R and any admissible policy
φ ∈ Pf = {φ ∈ P : Ex
[ ∫ ∞
0
e−βt dLzit (Zφ)
]
= 0,∀zi ∈ Sf},
where Sf = {zi ∈ S : f
′(zi+)− f
′(zi−) < 0}, and Zφ is the inventory level process with policy φ.
If f ′ is continuous in R or f ′(zi+)− f
′(zi−) > 0 for any zi ∈ S, the set Sf would be empty, and
then
Pf = P.
Thus, we have the following corollary.
Corollary 2. In Proposition 4.2, if we further assume that f ′ is continuous or f ′(zi+)−f
′(zi−) > 0
for any zi ∈ S, then DC(x, φ) > f(x) for any initial inventory level x ∈ R and any admissible policy
φ ∈ P.
Since Theorems 3.1 and Theorem 3.2 show the optimality of selected policies in whole P, their
proofs need Corollary 2; while Theorem 3.4 shows the optimality in a subset, its proof needs
Proposition 4.2. At the end of this section, we give the proof of Proposition 4.2.
Proof of Proposition 4.2. By Proposition 4.1, it suffices to consider the policies in P¯ with P¯ =
∪∞m=1P
m. When the inventory process Z is given by (1.2) with φ ∈ P¯ , it follows from Lemma 3 of
He et al. (2017) that function f with properties (4.3)-(4.4) satisfies
Ex
[
|f(Z(t))|
]
<∞ ∀t > 0,
Ex
[ ∫ t
0
f ′(Z(s))2 ds
]
<∞ ∀t > 0, and (4.5)
lim
t→∞
1
t
Ex
[
|f(Z(t)) · 1[0,∞)(Z(t))|
]
= 0. (4.6)
It follows from Problem 6.24 of §3.6 in Karatzas and Shreve (1991) that, if function f : R → R
is continuous and f ′ and f ′′ exist and are continuous except at a finite set S = {z1, z2, . . . , zI},
and the limits limx→zi± f
′(x) and limx→zi± f
′′(x), i = 1, . . . , I, exist and are finite, then function
f can be written as the difference of two convex functions. Since Z is a semimartingale, by the
Itoˆ formula (see e.g., Theorem 70 of Section IV in Protter (2005) and Proposition 4.12 of Harrison
(2013)), we have
f(Z(t)) =f(Z(0)) +
∑
0<s6t
(f(Z(s))− f(Z(s−))− f ′(Z(s−)∆Z(s)) (4.7)
+
∫ t
0
f ′(Z(s−)) dZ(s) +
1
2
∫ +∞
−∞
Lzt (Z)ν(dz),
where f ′ is the left derivative of f , and ν is the signed measure (when restricted to compacts)
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defined by ν(dz) = f ′′(z) dz for z ∈ R \ S and ν{z} = f ′(z+) − f ′(z−) for z ∈ S. Thus, it follows
from Corollary 9.47 in He et al. (1992) that the last term in (4.7) can be calculated as
1
2
∫ +∞
−∞
Lzt (Z)ν( dz) =
1
2
[ ∫ +∞
−∞
Lzt (Z)f
′′(z) dz +
I∑
i=1
Lzit (Z)(f
′(zi+)− f
′(zi−))
]
=
1
2
[ ∫ t
0
f ′′(Z(s)) d[Z,Z]cs +
I∑
i=1
Lzit (Z)(f
′(zi+)− f
′(zi−))
]
=
1
2
[ ∫ t
0
σ2f ′′(Z(s)) ds+
I∑
i=1
Lzit (Z)(f
′(zi+)− f
′(zi−))
]
,
and then (4.7) becomes
f(Z(t)) =f(Z(0)) +
∫ t
0
Γf(Z(s)) ds+
∫ t
0
σf ′(Z(s)) dB(s)
+
∑
0<s6t
(f(Z(s))− f(Z(s−)) +
1
2
I∑
i=1
Lzit (Z)(f
′(zi+)− f
′(zi−)).
Applying the formula of integration by parts, we have
e−βtf(Z(t)) =f(Z(0)) +
∫ t
0
e−βs df(Z(s))− β
∫ t
0
e−βsf(Z(s)) ds (4.8)
=f(Z(0−)) +
∫ t
0
e−βs
[
Γf(Z(s))− βf(Z(s))
]
ds
+
∫ t
0
σe−βsf ′(Z(s)) dB(s) +
∑
06s6t
e−βs(f(Z(s))− f(Z(s−))
+
1
2
I∑
i=1
(f ′(zi+)− f
′(zi−))
∫ t
0
e−βs dLzis (Z).
By (4.5), we have
Ex
[ ∫ t
0
(
e−βsf ′(Z(s))
)2
ds
]
6 Ex
[ ∫ t
0
f ′(Z(s))2 ds
]
<∞, ∀t > 0,
then it follows from Theorem 3.2.1 in Øksendal (2003) that Ex[
∫ t
0 e
−βsf ′(Z(s)) dB(s)] = 0. Thus,
taking expectation of (4.8) and using inequalities (4.1)-(4.2), we have
Ex
[
e−βtf(Z(t))
]
>f(x)− Ex
[ ∫ t
0
e−βsg(Z(s)) ds +
N(t)∑
i=0
e−βτi(K(ξi) + k · ξi)
]
(4.9)
+
1
2
I∑
i=1
(f ′(zi+)− f
′(zi−))Ex
[ ∫ t
0
e−βs dLzis (Z)
]
,
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where we used (4.2) in the form of
f(Z(s))− f(Z(s−)) = 0 if s /∈ {τ0, τ1, · · · , τN(t)},
f(Z(s))− f(Z(s−)) > −K(ξi)− k · ξi if s = τi ∈ {τ0, τ1, · · · , τN(t)}.
Since Lzit (Z), i = 1, · · · , I, is a continuous, increasing process, we have Ex[
∫ t
0 e
−βs dLzis (Z)] > 0,
and then for any policy in Pf ,
1
2
∑
zi∈S
(f ′(zi+)− f
′(zi−))Ex
[ ∫ t
0
e−βs dLzis (Z)
]
> 0,
which, together with (4.9), implies
Ex[e
−βtf(Z(t))] > f(x)− Ex
[ ∫ t
0
e−βsg(Z(s)) ds+
N(t)∑
i=0
e−βτi(K(ξi) + k · ξi)
]
.
Letting t go to infinity, we get
lim inf
t→∞
Ex[e
−βtf(Z(t))] + DC(x, φ) > f(x).
If lim inft→∞ Ex[e
−βtf(Z(t))] 6 0, we have DC(x, φ) > f(x); otherwise,
lim inf
t→∞
Ex[e
−βtf(Z(t))] > c for a strictly positive constant c,
thus by inequality (4.6), we further have lim inft→∞ Ex[e
−βt|f(Z(t))1{Z(t)<0)}|] > c. Then, there
exists a sufficiently large tc such that
Ex[e
−βt|f(Z(t))1{Z(t)<0}|] >
1
2
c for t > tc.
Furthermore, by (4.4) and the continuity of f , there exists a constant b0 such that |f(z)| < a0|z|+b0
for z ∈ (−∞, 0), thus
Ex[|Z(t)|] >
ceβt − 2b0
2a0
for t > tc. (4.10)
Furthermore, it follows from Assumption 1 (A1) and (A3) that there exist constants a1 > 0 and
b1 ∈ R such that
g(x) > a1|x| − b1 for x ∈ R,
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which yields
Ex
[ ∫ ∞
0
e−βtg(Z(t)) dt
]
=
∫ ∞
0
e−βtEx[g(Z(t))] dt
>
∫ ∞
tc
e−βtEx[g(Z(t))] dt
> a1
∫ ∞
tc
e−βtEx[|Z(t)|] dt−
b1
β
e−βtc
=∞,
where the first equality holds by Tonelli’s Theorem, and the last equality follows from (4.10).
Therefore, DC(x, φ) =∞, and then DC(x, φ) > f(x) holds for any φ ∈ Pf .
5 Proof of main results
In this section, we prove our main results, Theorems 3.1, 3.2, 3.3, and 3.4. Specifically, in Section
5.1, we prove Theorem 3.1 by checking that the cost function V2(x) under (s2, S2) policy satisfies
all conditions in Corollary 2; In Section 5.2, we prove Theorem 3.2 by constructing a function V1(x)
such that it satisfies all conditions in Corollary 2 as well as equals the cost under (s1, S1) policy for
x ∈ [S1−Q,∞); In Section 5.3, we prove Theorem 3.3 by comparing the cost under (s1, S1) policy
with the cost under (s1, {S
∗(x) : x 6 s1}) policy; In Section 5.4, we prove Theorem 3.4 by checking
that the cost function DC(x, (s1, {S
∗(x) : x 6 s1})) under (s1, {S
∗(x) : x 6 s1}) policy satisfies all
conditions in Proposition 4.2.
5.1 The optimality of (s2, S2) policy when A
∗
1 6 A
∗
2
Before proving Theorem 3.1, we first give some useful properties.
Lemma 5.1. When A∗1 6 A
∗
2, we must have
S1 − s1 = Q and S2 − s2 > Q. (5.1)
Proof. We first prove the first part of (5.1), i.e., when A∗1 6 A
∗
2, we have S1 − s1 = Q. Recall that
(s1, S1) is the unique maximizer of OP1 : max0<S−s6QA1(s, S), thus we must have S1 − s1 6 Q.
Suppose S1 − s1 < Q, if we can claim that
(s1, S1) is a maximizer of max
S−s>0
A1(s, S), (5.2)
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then
A∗1 = A1(s1, S1) = max
S−s>0
A1(s, S) > max
S−s>0
A2(s, S) > max
S−s>Q
A2(s, S) = A2(s2, S2) = A
∗
2,
where the first inequality follows from the definition of Ai in (2.8) and K2 > K1. This contradicts
with A∗2 > A
∗
1. Thus, S1 − s1 = Q holds when A
∗
2 > A
∗
1.
Next we prove that (5.2) holds under condition S1 − s1 < Q. If (5.2) is not true, there must
exist a maximizer (s˜1, S˜1) with Q < S˜1 − s˜1 < ∞ (the finiteness of s˜ and S˜ can be proved in a
similar way used in the proof of Lemma 2.1 (c)) such that A1(s˜1, S˜1) > A1(s1, S1) and
∂A1
∂s
(s˜1, S˜1) =
∂A1
∂S
(s˜1, S˜1) = 0. (5.3)
Denote A˜1 = A1(s˜1, S˜1) and define
v˜1(x) =
2
σ2
1
λ1 + λ2
[ ∫ ∞
x
eλ1(x−y)g(y) dy +
∫ x
0
e−λ2(x−y)g(y) dy −
1
λ22
A˜1e
−λ2x
]
, x ∈ R.
Then (5.3) can be rewritten as
v˜′1(s˜1) = v˜
′
1(S˜1) = −k, (5.4)
and we have
A˜1 = A1(s˜1, S˜1) > A1(s2, S2) > A2(s2, S2) = A
∗
2 > A
∗
1, (5.5)
where the second inequality follows from that the definition of Ai in (2.8) and K2 > K1. It follows
from (5.5) and (2.21) that v˜′1(x) > v
′
1(x) for x ∈ R, which, together with (5.4), yields that
v′1(s˜1) < v˜
′
1(s˜1) = −k and v
′
1(S˜1) < v˜
′
1(S˜1) = −k. (5.6)
Recall part (d) of Lemma 2.1 that when S1 − s1 < Q, we have v
′
1(s1) = v
′
1(S1) = −k, which,
together with (5.6) and the strict quasi-convexity of v′1, implies that
S1 − s1 > S˜1 − s˜1 > Q.
This contradicts with the condition S1 − s1 < Q. Therefore, when S1 − s1 < Q, (s1, S1) must be a
maximizer of optimization problem maxS−s>0A1(s, S).
It remains to prove the second part of (5.1), i.e., S2 − s2 > Q. Suppose S2 − s2 = Q, we have
A∗1 = A1(s1, S1) = max
0<S−s6Q
A1(s, S) > A1(s2, S2) > A2(s2, S2) = A
∗
2,
where the first inequality follows from S2 − s2 = Q, and the second inequality follows from the
definition of Ai in (2.8) and K2 > K1. This contradicts with A
∗
2 > A
∗
1, and thus we have S2− s2 >
Q.
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Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1. The function V2(x) defined in (3.2) is the discounted cost for initial level
x under (s2, S2) policy. If we can show that V2 satisfies the conditions in Corollary 2 (i.e., all
conditions in Proposition 4.2 as well as continuity of the first derivative), then
DC(x, φ) > V2(x) for any x ∈ R and φ ∈ P ,
i.e., V2(x) is the optimal cost for initial level x and (s2, S2) policy is an optimal policy. What
remains is to check that V2 satisfies all conditions in Corollary 2.
First, the definitions of V2 and v2 imply
V2(s2) = v2(s2) = v2(S2) +K2 + k(S2 − s2) = lim
x↑s2
V2(x),
then V2 is continuous at s2 and thus is continuous in R. Further, part (e) in Lemma 2.1 and
S2 − s2 > Q in (5.1) imply
lim
x↓s2
V ′2(x) = v
′
2(s2) = −k = lim
x↑s2
V ′2(x),
thus, V ′2 is continuous in R. In addition, V
′′
2 is continuous except at x = s2, V
′′
2 (s2−) = limx→s2− V
′′
2 (x) =
0, and V ′′2 (s2+) = limx→s2+ V
′′
2 (x) = v
′′
2 (s2). Therefore, it remains to check that V2 satisfies condi-
tions (4.1)-(4.4).
Check condition (4.1). For x ∈ [s2,∞), the definitions of V2 and v2 imply that
ΓV2(x)− βV2(x) + g(x) = Γv2(x)− βv2(x) + g(x) = 0. (5.7)
For x ∈ (−∞, s2), we have
ΓV2(x)− βV2(x) + g(x) = µk − β
(
v2(S2) +K2 + k(S2 − x)
)
+ g(x).
Let Φ1(x) = µk − β
(
v2(S2) +K2 + k(S2 − x)
)
+ g(x), then for x ∈ (−∞, s2),
Φ′1(x) = βk + g
′(x) < 0,
where the inequality follows from Lemma 2.1 (f) by noting s2 < x
∗
2 and S2 − s2 > Q (see (5.1)).
Thus, we have that for x ∈ (−∞, s2),
ΓV2(x)− βV2(x) + g(x) = Φ1(x) > Φ1(s2). (5.8)
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Note that taking x = s2 in (5.7), we have
0 = ΓV2(s2)− βV2(s2) + g(s2) =
1
2
v′′2(s2)− µv
′
2(s2)− βv2(s2) + g(s2) =
1
2
v′′2 (s2) + Φ1(s2). (5.9)
Furthermore, the strict quasi-convexity of v′2 (see Remark 2.2 (a)) and s2 < x
∗
2 implies v
′′
2(s2) < 0,
which, together with (5.8)-(5.9), yields
ΓV2(x)− βV2(x) + g(x) > 0.
The verification of condition (4.1) is completed.
We check condition (4.2) in three cases: x1 < x2 < s2, s2 6 x1 < x2, and x1 < s2 6 x2.
Case 1 : If x1 < x2 < s2, we have
V2(x2)− V2(x1) = −k · (x2 − x1) > −K(x2 − x1)− k · (x2 − x1),
thus (4.2) holds.
Case 2 : If s2 6 x1 < x2, we have
V2(x2)− V2(x1) = v2(x2)− v2(x1) =
∫ x2
x1
[v′2(y) + k] dy − k(x2 − x1). (5.10)
When x2 − x1 > Q, we have∫ x2
x1
[v′2(y) + k] dy >
∫ S2
s2
[v′2(y) + k] dy = v2(S2)− v2(s2) + k(S2 − s2) = −K2 = −K(x2 − x1),
(5.11)
where the inequality follows from the quasi-convexity of v′2 and v
′
2(s2) = v
′
2(S2) = −k (see Lemma
2.1 (e) and (5.1)), and the last equality follows from x2 − x1 > Q. Thus, (5.10)-(5.11) imply that
when x2 − x1 > Q,
V2(x2)− V2(x1) > −K(x2 − x1)− k(x2 − x1). (5.12)
When x2 − x1 6 Q, it follows from (5.10) that
V2(x2)− V2(x1) =
∫ x2
x1
[v′2(y) + k] dy − k(x2 − x1) >
∫ x2
x1
[v′1(y) + k] dy − k(x2 − x1), (5.13)
where the inequality follows from the definition of v′i in (2.21) and A
∗
1 6 A
∗
2. In this case, if we can
further prove ∫ x2
x1
[v′1(y) + k] dy >
∫ S1
s1
[v′1(y) + k] dy = −K1, (5.14)
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then (5.13)-(5.14) imply
V2(x2)− V2(x1) > −K1 − k(x2 − x1) = −K(x2 − x1)− k(x2 − x1), (5.15)
where the equality follows from x2−x1 6 Q. Therefore, it follows from (5.12) and (5.15) that when
x1 < x2 < s2, condition (4.2) holds.
We next prove (5.14). Since 0 < x2 − x1 6 Q, it follows from the strict quasi-convexity of v
′
1
that there exist α1 and α2 with α1 < α2 such that
α2 − α1 = x2 − x1 and v
′
1(α1) = v
′
1(α2), (5.16)
and then
v′1(x)
{
< v′1(α1) for x ∈ (α1, α2),
> v′1(α1) for x ∈ [α1, α2]
c,
(5.17)
where Ac denotes the complementary of set A with respect to R. Therefore,∫ x2
x1
[v′1(y) + k] dy =
∫
[x1,x2]∩[α1,α2]
[v′1(y) + k] dy +
∫
[x1,x2]∩[α1,α2]c
[v′1(y) + k] dy (5.18)
>
∫
[x1,x2]∩[α1,α2]
[v′1(y) + k] dy + [v
′
1(α1) + k]ν([x1, x2] ∩ [α1, α2]
c)
=
∫
[x1,x2]∩[α1,α2]
[v′1(y) + k] dy + [v
′
1(α1) + k]ν([α1, α2] ∩ [x1, x2]
c)
>
∫
[α1,α2]∩[x1,x2]
[v′1(y) + k] dy +
∫
[α1,α2]∩[x1,x2]c
[v′1(y) + k] dy
=
∫ α2
α1
[v′1(y) + k] dy,
where both inequalities follow from (5.17) and ν(A) denotes the Lebesgue measure of set A, the
second equality follows from ν([x1, x2]∩ [α1, α2]
c) = ν([α1, α2]∩ [x1, x2]
c) (due to α2−α1 = x2−x1).
Recall that S1− s1 = Q (see (5.1)), it follows from the strict quasi-convexity of v
′
1, the second part
of (5.16), and v′1(s1) = v
′
1(S1) (Lemma 2.1 (d)) that
s1 6 α1 6 α2 6 S2 and v
′
1(α1) = v
′
1(α2) 6 v
′
1(s1) = v
′
1(S1) 6 −k,
where the last inequality in the second part is from Lemma 2.1 (d) for the case when S1 − s1 = Q.
Then,
∫ α2
α1
[v′1(y) + k] dy >
∫ S1
s1
[v′1(y) + k] dy = v1(S1)− v1(s1)− k · (S1 − s1) = −K1. (5.19)
Hence, (5.18)-(5.19) imply (5.14).
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Case 3 : If x1 < s2 6 x2, we have
V2(x2)− V2(x1) = v2(x2)− v2(s2) + k · (x2 − s2)− k · (x2 − x1)
> −K(x2 − s2)− k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1),
where the first inequality holds because v2(x2) − v2(s2) > −K(x2 − s2) − k · (x2 − s2) holds from
(5.12) and (5.15), and the last inequality follows from that K(·) is an increasing function.
Finally, we check (4.3)-(4.4). It follows from the definition of V2 in (3.2) and (2.21) that
V ′2(x) =
{
v′2(x), x > s2,
−k, x < s2,
=


2
σ2
1
λ1+λ2
[ ∫∞
x
eλ1(x−y)g′(y) dy +
∫ x
0 e
−λ2(x−y)g′(y) dy + 1
λ2
A∗2e
−λ2x
]
, x > s2,
−k, x < s2,
where the expression of v′2(x) is obtained by integration by parts. Since g
′ is polynomially bounded
(see Remark 2.1), we can easily obtain (4.3)-(4.4).
5.2 The optimality of (s1, S1) policy for x ∈ [S1 −Q,∞) when A
∗
1 > A
∗
2
In this section, we aim to prove Theorem 3.2. If we can construct a function, embodied by V1,
satisfies all conditions in Corollary 2, then
DC(x, φ) > V1(x) for any x ∈ R and any φ ∈ P .
If V1 further satisfies the following properties
V1(x) = DC(x, (s1, S1)) if and only if x ∈ [S1 −Q,∞), (5.20)
then DC(x, φ) > DC(x, (s1, S1)) for any x ∈ [S1 − Q,∞) and any φ ∈ P, i.e., (s1, S1) policy is
optimal in P for any initial level x ∈ [S1 − Q,∞). Therefore, what remains is to construct the
function V1, and then to prove that it satisfies (5.20) and all conditions in Corollary 2.
First, we construct V1. It follows from (2.21) and integration by parts that
v′1(x) =
2
σ2
1
λ1 + λ2
[ ∫ ∞
x
eλ1(x−y)g′(y) dy +
∫ x
0
e−λ2(x−y)g′(y) dy +
1
λ2
A∗1e
−λ2x
]
, (5.21)
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which implies that
lim
x→−∞
v′1(x)
e−λ2x
=
2
σ2
1
λ1 + λ2
[
lim
x→−∞
∫∞
x
e−λ1yg′(y) dy
e−(λ1+λ2)x
+
1
λ2
(A∗1 −A)
]
=
2
σ2
1
λ1 + λ2
1
λ2
(A∗1 −A)
> 0,
where the first equality follows from the definition of A in (2.18), the second equality follows from
the polynomial boundedness of g′, and the inequality follows from A∗1 > A. Therefore, we have
lim
x→−∞
v′1(x) =∞. (5.22)
It also follows from (5.21) that
lim
x→∞
v′1(x) = lim
x→∞
g′(x)
β
> 0, (5.23)
where the equality follows from the L’Hospital rule, and the inequality follows from the convexity
of g and g′(x) > 0 for x > 0. Therefore, (5.22)-(5.23), v′1(s1) = v
′
1(S1) 6 −k (see Lemma 2.1 (d))
and the quasi-convexity of v′1 imply that there exist unique s¯1 and S¯1 with s¯1 6 s1 < S1 6 S¯1 such
that
v′1(s¯1) = v
′
1(S¯1) = −k. (5.24)
Let
V1(x) =
{
v1(x), for x > s¯1,
v1(s¯1) + k · (s¯1 − x), for x < s¯1.
(5.25)
Next, we show that V1 satisfies (5.20). We prove this in two cases: S1−s1 < Q and S1−s1 = Q.
Case 1: If S1−s1 < Q, since v
′
1 is strictly quasi-convex, Lemma 2.1 (d) and (5.24) imply that s1 = s¯1
and S1 = S¯1. Thus,
V1(x) =
{
v1(x), for x > s1,
v1(s1) + k · (s1 − x) = v1(S1) +K1 + k · (S1 − x), for x < s1,
(5.26)
where the equality in the case when x < s1 follows from v1(s1) = v1(S1) + K1 + k · (S1 − s1).
Furthermore, the discounted cost under (s1, S1) policy is
DC(x, (s1, S1)) =


v1(x), for x > s1,
v1(S1) +K1 + k · (S1 − x), for S1 −Q 6 x < s1,
v1(S1) +K2 + k · (S1 − x), for x < S1 −Q,
(5.27)
Comparing (5.26) with (5.27), we obtain that V1(x) = DC(x, (s1, S1)) holds if and only if x ∈
[S1 −Q,∞).
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Case 2: If S1−s1 = Q, we have v
′
1(s1) 6 −k and thus s¯1 6 s1, which implies that for x > S1−Q = s1
V1(x) = v1(x) = DC(x, (s1, S1)),
and for x < S1 −Q,
V1(x) = v1(s1) + k · (s1 − x) = v1(S1) +K1 + k · (S1 − x)
< v1(S1) +K2 + k · (S1 − x)
= DC(x, (s1, S1)).
Therefore, V1(x) = DC(x, (s1, S1)) holds if and only if x ∈ [S1 −Q,∞).
Finally, we need to check that V1 satisfies all conditions in Corollary 2. The proof of this part
is very similar to that of Theorem 3.1, and thus it is put into the appendix; see Appendix 8.3.
5.3 Proof of Theorem 3.3
(a) If v′1(s1) = v
′
1(S1) = −k, we need to show that for any x ∈ (s, S1 −Q),
DC(x, (s1, S1)) > DC(x, (s1, {S
∗(x) : x 6 s1})). (5.28)
Recalling from (3.6), we have S¯ = S1 in this case. Then, we have that for x ∈ [s, S1 −Q),
DC(x, (s1, S1))− DC(x, (s1, {S
∗(x) : x 6 s1})) (5.29)
=
[
v1(S1) +K2 + k · (S1 − x)
]
−
[
v1(x+Q) +K1 + kQ
]
,
where DC(x, (s1, S1)) = v1(S1) + K2 + k · (S1 − x) is due to x < S1 − Q, and DC(x, (s1, {S
∗(x) :
x 6 s1})) = v1(x+Q)+K1+ kQ follows from (3.4)-(3.5). Denote Φ2(x) =
[
v1(S1)+K2+ k · (S1−
x)
]
−
[
v1(x+Q) +K1 + kQ
]
, we have
Φ2(s) = 0 and Φ
′
2(x) = −v
′
1(x+Q)− k > 0 for x ∈ (s, S1 −Q), (5.30)
where Φ2(s) = 0 is due to the definition of s in (3.3) and S¯ = S1, and the inequality follows from
v′1(x+ Q) < −k because x+Q ∈ (s +Q,S1) ⊂ (s1, S1) (noting that s > s1 −Q from Lemma 3.1
(b)). Thus, (5.29)-(5.30) imply (5.28).
(b) If v′1(s1) = v
′
1(S1) < −k, when x ∈ [s, S1 −Q) (this interval may be empty in this case), it
is similar to (5.30) that we also have
DC(x, (s1, S1)) = DC(x, (s1, {S
∗(x) : x 6 s1})) for x = s,
DC(x, (s1, S1)) > DC(x, (s1, {S
∗(x) : x 6 s1})) for x ∈ (s, S1 −Q).
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When x ∈ (−∞, s), we have
DC(x, (s1, S1))− DC(x, (s1, {S
∗(x) : x 6 s1})) =
[
v1(S1) +K2 + k · (S1 − x)
]
−
[
v1(S¯) +K2 + k · (S¯ − x)
]
= v1(S1)− v1(S¯) + k · (S1 − S¯)
> 0,
where the inequality follows from v′1(x) + k < v
′
1(S¯) + k = 0 for x ∈ [S1, S¯).
5.4 The optimality of (s1, {S
∗(x) : x 6 s1}) policy for x ∈ (−∞, S1 − Q) when
A∗1 > A
∗
2
In this section, we aim to prove Theorem 3.4. Let
V¯1(x) = DC(x, (s1, {S
∗(x) : x 6 s1})), (5.31)
where DC(x, (s1, {S
∗(x) : x 6 s1})) is given in (3.5). We will show that V¯1(x) satisfies all the
conditions specified in Proposition 4.2.
First, we check the continuity of V¯1, V¯
′
1 , and V¯
′′
1 , and prove SV¯1 = {s} by considering two cases:
S1 − s1 < Q and S1 − s1 = Q.
Case 1: S1 − s1 < Q. It follows from the definition of V¯1(x) and the definition of s in (3.3) that
V¯1(x) is continuous. Furthermore, it follows from S1 − s1 < Q and Lemma 2.1 (d) that
v′1(s1) = v
′
1(S1) = −k,
which implies that V¯ ′1 is continuous at s1 and S1 − Q, and thus it is continuous except at s. In
addition, V¯ ′1(s−) = limx→s− V¯
′
1(x) = −k and V¯
′
1(s+) = limx→s+ V¯
′
1(x) = v
′
1(s + Q). Furthermore,
V¯ ′′1 is continuous except at {s1, S1 − Q, s} and V¯
′′
1 has finite left and right limits at these three
points. Note that V¯ ′1 is continuous except at s, thus it is the unique possible point in SV¯1 . Further,
it follows from (3.5), (5.31) and the strict quasi-convexity of v′1 that
V¯ ′1(s+) = v
′
1(s+Q) < v
′
1(s1) = −k = V¯
′
1(s−), (5.32)
which implies SV¯1 = {s}.
Case 2: S1 − s1 = Q. In this case, (S1 −Q, s1] is an empty set, and then
V¯1(x) =


v1(x), for x ∈ (s1,∞),
v1(x+Q) +K1 + kQ, for x ∈ [s, s1],
v1(S¯) +K2 + k(S¯ − x), for x ∈ (−∞, s).
It follows from v1(s1) = v1(S1) + K1 + k · (S1 − s1) = v1(s1 + Q) + K1 + kQ and the definition
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of s that V¯1 is continuous in R. Furthermore, since V¯
′
1(s1+) = v
′
1(s1) = v
′
1(S1) = V¯
′
1(s1−), we
have that V¯ ′1 is continuous except at s. In addition, V¯
′
1(s−) = limx→s− V¯
′
1(x) = −k and V¯
′
1(s+) =
limx→s+ V¯
′
1(x) = v
′
1(s+Q). Furthermore, V¯
′′
1 is continuous except at {s1, s} and V¯
′′
1 has finite left
and right limits at these two points. It is similar to (5.32) that we also have V¯ ′1(s+) < V¯
′
1(s−),
which implies SV¯1 = {s}.
It remains to check conditions (4.1)-(4.4). The detailed proof is similar to that in Theorems
3.1-3.2, and can be found in Appendix 8.4.
6 The condition Ξ(s) > 0 in Theorem 3.4
In this section, we analyze the condition Ξ(s) > 0 in Theorem 3.4 first by some numerical studies
and then prove that it always holds when the threshold Q is large; see Example 1 and Propositions
6.1.
Recalling the definition of s in (3.3), we can then take Ξ(s) as a function of Q.
Example 1. In this example, we set µ = 0.2, σ = 0.6, β = 0.01, k = 0.85, K1 = 4, K2 = 7.
We set g(x) = hx+ − px− with h = 0.08, p = 0.12 in Table 1, and set g(x) = αx2 with α = 0.01
in Table 2. It can be observed that when Q is small (i.e., Q = 1, 2 in Table 1 and Q = 1, 2, 3 in
Table 2), we get A∗1 6 A
∗
2, thus (s2, S2) policy is optimal; When Q becomes moderate (i.e., Q = 3
in Table 1 and Q = 4 in Table 2), we have A∗1 > A
∗
2 but Ξ(s) < 0; When Q becomes large (i.e.,
Q = 4, . . . , 10 in Table 1 and Q = 5, . . . , 10 in Table 2), we get A∗1 > A
∗
2 and Ξ(s) > 0. We also
find that s is decreasing in Q and Ξ(s) is strictly increasing in Q when Q becomes large. In fact,
the following proposition shows that there exists a Q such that Ξ(s) > 0 for any Q ∈ [Q,∞) and
Ξ(s) is strictly increasing in [Q,∞).
Table 1: The value of Ξ(s) varies with the threshold Q when we set g(x) = hx+ − px− with h = 0.08, p = 0.12
Q s1 S1 A
∗
1 s2 S2 A
∗
2 S¯ s Ξ(s)
1 -1.3536 -0.3536 -0.0446 -4.4183 3.4704 -0.0201 - - -
2 -1.7653 0.2347 -0.0251 -4.4183 3.4704 -0.0201 - - -
3 -2.2178 0.7822 -0.0193 -4.4183 3.4704 -0.0201 3.3042 -2.8178 -0.0650
4 -2.6508 1.3492 -0.0170 -4.4183 3.4704 -0.0201 2.8046 -4.3217 0.1540
5 -3.0733 1.9267 -0.0160 -4.4183 3.4704 -0.0201 2.5975 -5.5441 0.3159
6 -3.4897 2.5103 -0.0157 -4.4183 3.4704 -0.0201 2.5418 -6.6070 0.4465
7 -3.5118 2.5416 -0.0157 -4.4183 3.4704 -0.0201 2.5416 -7.6072 0.5651
8 -3.5118 2.5416 -0.0157 -4.4639 3.5361 -0.0201 2.5416 -8.6072 0.6837
9 -3.5118 2.5416 -0.0157 -5.5255 3.4745 -0.0339 2.5416 -9.6072 0.8023
10 -3.5118 2.5416 -0.0157 -6.0177 3.9823 -0.0368 2.5416 -10.6072 0.9209
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Table 2: The value of Ξ(s) varies with the threshold Q when we set g(x) = αx2 with α = 0.01
Q s1 S1 A
∗
1 s2 S2 A
∗
2 S¯ s Ξ(s)
1 -3.7879 -2.7879 -0.0461 -6.4436 3.1352 -0.0194 - - -
2 -3.2882 -1.2882 -0.0280 -6.4436 3.1352 -0.0194 - - -
3 -3.4550 -0.4550 -0.0219 -6.4436 3.1352 -0.0194 - - -
4 -3.7885 0.2115 -0.0190 -6.4436 3.1352 -0.0194 3.0757 -5.4063 -0.0197
5 -4.1887 0.8112 -0.0175 -6.4436 3.1352 -0.0194 2.7504 -7.1070 0.2060
6 -4.6221 1.3779 -0.0166 -6.4436 3.1352 -0.0194 2.5584 -8.5993 0.4428
7 -5.0746 1.9254 -0.0162 -6.4436 3.1352 -0.0194 2.4609 -9.8886 0.6776
8 -5.5136 2.4345 -0.0160 -6.4436 3.1352 -0.0194 2.4345 -10.9747 0.8970
9 -5.5136 2.4345 -0.0160 -6.4436 3.1352 -0.0194 2.4345 -11.9747 1.1180
10 -5.5136 2.4345 -0.0160 -6.6377 3.3623 -0.0194 2.4345 -12.9747 1.3586
Proposition 6.1. There exists a Q ∈ (0,∞) such that Ξ(s) > 0 holds for any Q ∈ [Q,∞) and
Ξ(s) is strictly increasing in [Q,∞).
Proof. We consider the following unconstrained problem
A†1 = min
s<S
A1(s, S).
Let v†1(x) = vA†
1
(x) for x ∈ R. It is very similar to Lemma 2.1 that there exists unique finite (s†1, S
†
1)
such that A†1 = A1(s
†
1, S
†
1) and
dv†1(s
†
1)
dx
=
dv†1(S
†
1)
dx
= −k.
Let Q† = S†1−s
†
1, then (s
†
1, S
†
1) is a feasible solution of the constrained problem min0<S−s6QA1(s, S)
for any Q > Q†, and thus it is the optimal solution, i.e., for any Q > Q†,
s1 = s
†
1 S1 = S
†
1, and v1(x) = v
†
1(x), x ∈ R.
Therefore,
S1 is a constant for any Q ∈ [Q
†,∞), (6.1)
and it follows from the definition of S¯ in Lemma 3.1 (a) and the strict quasi-convexity of v1 that
S¯ = S1 = S
†
1, for any Q > Q
†. (6.2)
Recall that s is defined by (3.3), which can be rewritten as
v1(s+Q) + k · (s+Q) = v1(S1) +K2 + kS1 −K1, (6.3)
where we used S¯ = S1 in (6.2). We have proven the existence of s in [s1 − Q,S1 − Q], thus
s+Q ∈ [s1, S1]. Let ρ = s+Q. In equation (6.3), the right-side is a constant for any Q ∈ [Q
†,∞),
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then the left-side is also a constant, i.e., ρ = s+Q is a fixed constant. Thus, for any Q ∈ [Q†,∞),
Ξ(s) = µk + g(s)− β
(
v1(S¯) +K2 + k · (S¯ − s)
)
= µk + g(ρ−Q) + βk(ρ−Q)− β
(
v1(S1) +K2 + kS1
)
,
which, together with g′(ρ − Q) + βk < 0 (ρ − Q = s 6 s1 < x
∗
1 and Lemma 2.1 (f)) and (6.1),
implies that Ξ(s) is strictly increasing in Q ∈ [Q†,∞) and tends to ∞ as Q → ∞, and then there
exist a Q ∈ [Q†,∞) such that Ξ(s) > 0 for Q ∈ [Q,∞).
7 Concluding remarks
In this paper, we studied a continuous-review stochastic inventory model, in which the inventory
process is modeled as a drifted Brownian motion, the holding and shortage cost function is convex,
and a discontinuous quantity-dependent setup cost is incurred by each order. The setup cost
discontinuity makes the optimal policy more complicated under the discounted cost criterion. To
completely characterize the optimal policy, we first selected two “good” (s, S) policies, denoted by
(si, Si) policy, i = 1, 2, which were obtained by solving two models. Namely, (s1, S1) is determined
by solving the Brownian inventory problem with the order quantity constraint bounded by Q and
constant setup cost K1, and (s2, S2) is given by solving the Brownian inventory problem with the
order quantity constraint larger than Q and constant setup cost K2. We showed that (s2, S2) policy
is optimal for our problem when it is better than (s1, S1) policy, otherwise, (s1, S1) policy is optimal
for initial level x ∈ [S1−Q,∞) but is worse than the state-dependent policy, (s1, {S
∗(x) : x > s1})
for x ∈ (−∞, S1 − Q). We further proved the optimality of (s1, {S
∗(x) : x > s1}) policy for
x ∈ (−∞, S1 − Q) in a large class of admissible policies. To prove the optimality of the selected
policies, we established a generalized lower bound theorem to handle the discontinuity issue for the
derivative of the cost function.
It is worth to mention that the convexity in Assumption 1 for holding/shortage cost function g
might be generalized to the weakly quasi-convex case (see Yao et al. (2015)) or the case when the
convexity holds only on (−∞, 0) (see Bensoussan et al. (2005)). These generalizations would lead
the characterization of optimal policy parameters to become more tedious.
One natural extension to our model is to consider a more general setup cost function with N
steps. The approach developed in this paper may still work but the analysis would be very tedious.
In view of what we analyzed for the two-step case, we conjecture that the similar results hold:
some (s, S) policies are optimal in some cases while they can be dominated by a more generalized
state-dependent policy in other cases. Further, the approach could apply to the inventory problems
in which the demand processes are modeled as more general stochastic processes with continuous
paths, e.g., the mean-reverting processes (cf. Cadenillas et al. (2010)) and general diffusions (cf.
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Helmes et al. (2015)), because the inventory level can be controlled into a desired region. Finally,
our approach provides a building block toward studying the models with jump processes, e.g.,
Poisson processes (cf. Presman and Sethi (2006)), compound Poisson plus diffusion processes (cf.
Benkherouf and Bensoussan (2009) and Bensoussan et al. (2005)), jump diffusions (cf. Davis et al.
(2010) and Liu et al. (2018)), and general Le´vy processes (cf. Yamazaki (2017)). For example,
when the demand process is the mixture of compound Poisson processes and Brownian motions,
even under a given policy, the inventory level at any ordering time could drop to any level like the
initial level in this work. However, it would become very difficult to obtain and compare the cost
functions under different policies.
8 Appendix
8.1 Proof of Lemma 2.1
(a) As the proof is slightly longer, we first outline its main procedures. To prove A < A∗i < A¯,
we construct a finite (s, S) policy for each i such that its corresponding Ai(s, S) defined in (2.8)
is larger than A, which, by the definition of A∗i , implies A < A
∗
i . In order to show A
∗
i < A¯, for
any finite (s, S) policy, we decompose Ai(s, S) defined in (2.8) into two parts, A¯ and a function of
(s, S). Then A∗i < A¯ is established by verifying the positivity of this function.
Following the above outline, we now show that there exists a finite (s, S) such that Ai(s, S) > A,
and thus A∗i > A. For s < S 6 0, using integration by parts, we can rewrite Ai(s, S) defined in
(2.8) as
Ai(s, S) =
λ22
e−λ2S − e−λ2s
bi(s, S) +A, (8.1)
where
bi(s, S) = ai(s, S) + aλ1(s, S)− aλ2(s, S) (8.2)
with
ai(s, S) =
1
2
(
σ2(λ1 + λ2)
[
Ki + k(S − s) +
g(S) − g(s)
β
])
, i = 1, 2;
aλ1(s, S) =
1
λ1
(
eλ1S
∫ ∞
S
e−λ1yg′(y) dy − eλ1s
∫ ∞
s
e−λ1yg′(y) dy
)
;
aλ2(s, S) =
1
λ2
(
e−λ2S
∫ S
−∞
eλ2yg′(y) dy − e−λ2s
∫ s
−∞
eλ2yg′(y) dy
)
,
and A is defined in (2.18). Since e−λ2S − e−λ2s < 0 for any s < S, we only need to prove that there
exists a finite (s, S) such that bi(s, S) < 0 for i = 1, 2.
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First we consider b1(s, S). Since S − s ∈ [0, Q], we just choose S = s+Q and show that
there exists s with s < −Q such that b1(s, s+Q) < 0. (8.3)
Note that from the convexity of g, there are two possibilities for the limit of g′(s) as s → −∞,
namely,
lim
s→−∞
g′(s) > −∞ or lim
s→−∞
g′(s) = −∞.
In the following, the proof of (8.3) is given according to these two possible cases.
Case 1: lims→−∞ g
′(s) > −∞. For the first term in (8.2) with i = 1,
lim
s→−∞
a1(s, s+Q) 6 lim
s→−∞
σ2(λ1 + λ2)
2
(
K1 + kQ+ g
′(s +Q)
Q
β
)
< 0, (8.4)
where the first inequality follows from the convexity of g, and the second one is from lims→−∞[g
′(s+
Q) + βk] < −βK1/Q given by Assumption 1 (A4).
For the second and third terms in (8.2),
aλ1(s, s+Q) =
∫∞
s+Q e
−λ1yg′(y) dy − e−λQ
∫∞
s
e−λ1yg′(y) dy
λ1e−λ1(s+Q)
(8.5)
=
∫∞
s+Q e
−λ1yg′(y) dy −
∫∞
s+Q e
−λ1yg′(y −Q) dy
λ1e−λ1(s+Q)
;
aλ2(s, s+Q) =
∫ s+Q
−∞ e
λ2yg′(y) dy − eλ2Q
∫ s
−∞ e
λ2yg′(y) dy
λ2eλ2(s+Q)
(8.6)
=
∫ s+Q
−∞ e
λ2yg′(y) dy −
∫ s+Q
−∞ e
λ2yg′(y −Q) dy
λ2eλ2(s+Q)
.
Let
c1(s, s+Q) =
∫∞
s+Q e
−λ1yg′(y) dy
λ1e−λ1(s+Q)
−
∫ s+Q
−∞ e
λ2yg′(y) dy
λ2eλ2(s+Q)
;
c2(s, s+Q) =−
∫∞
s+Q e
−λ1yg′(y −Q) dy
λ1e−λ1(s+Q)
+
∫ s+Q
−∞ e
λ2yg′(y −Q) dy
λ2eλ2(s+Q)
.
Then,
aλ1(s, s+Q)− aλ2(s, s+Q) = c1(s, s+Q) + c2(s, s+Q). (8.7)
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By the L’Hospital Rule and denoting − 1
λ2
1
+ 1
λ2
2
by ∆, we have
lim
s→−∞
c1(s, s+Q) = lim
s→−∞
(−∆) · g′(s+Q); (8.8)
lim
s→−∞
c2(s, s+Q) = lim
s→−∞
∆ · g′(s). (8.9)
When lims→−∞ g
′(s) > −∞, lims→−∞ g
′(s) = lims→−∞ g
′(s+Q). Therefore, it follows from (8.4),
(8.7)-(8.9) that
lim
s→−∞
(a1(s, s+Q) + aλ1(s, s+Q)− aλ2(s, s +Q)) < 0.
This makes (8.3) hold.
Case 2: lims→−∞ g
′(s) = −∞. In view of Assumption 1 (A3), 0 < g
′(s+Q)
g′(s) 6 1 for s < −Q.
First we have
lim sup
s→−∞
1
g′(s +Q)
[
σ2(λ1 + λ2)
2
(
K1 + kQ+ g
′(s+Q)
Q
β
)
+ c1(s, s+Q) + c2(s, s+Q)
]
= lim sup
s→−∞
[
σ2(λ1 + λ2)
2g′(s+Q)
(K1 + kQ) +
σ2(λ1 + λ2)Q
2β
+
c1(s, s +Q)
g′(s+Q)
+
c2(s, s+Q)
g′(s)
g′(s)
g′(s+Q)
]
=
σ2(λ1 + λ2)Q
2β
−∆+∆× lim sup
s→−∞
g′(s)
g′(s +Q)
>
σ2(λ1 + λ2)Q
2β
.
Here the second equality is guaranteed by lims→−∞ g
′(s+Q) = −∞ and (8.8)-(8.9). With consid-
ering (8.4), the above equation also gives (8.3). Hence we complete the proof for the negativeness
of b1(s, S).
Next consider b2(s, S). Since S − s ∈ [Q,∞), we just take S = s + 3Q and show that there
exists s with s < −3Q such that b2(s, s + 3Q) < 0. For the first term in (8.2) with i = 2, similar
to (8.4),
lim
s→−∞
a2(s, s+ 3Q) 6 lim
s→−∞
σ2(λ1 + λ2)
2
(
K2 + 3kQ+ g
′(s + 3Q)
3Q
β
)
(8.10)
<
σ2(λ1 + λ2)
2
(K2 − 3K1) < 0,
where again the convexity of g and Assumption 1 (A4) are applied in the first and second inequal-
ities, respectively, and the last inequality follows from K2 6 2K1 in Assumption 2.
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Consider the second and third terms in (8.2), similar to (8.5)-(8.6),
aλ1(s, s + 3Q) =
∫∞
s+3Q e
−λ1yg′(y) dy −
∫∞
s+3Q e
−λ1yg′(y − 3Q) dy
λ1e−λ1(s+3Q)
;
aλ2(s, s + 3Q) =
∫ s+3Q
−∞ e
λ2yg′(y) dy −
∫ s+3Q
−∞ e
λ2yg′(y − 3Q) dy
λ2eλ2(s+3Q)
.
Then going along the same lines of the proof for the case b1(s, s+Q), we can prove that there exists
s with s < −3Q such that b2(s, s+ 3Q) < 0.
Therefore, we have proved that there exists a finite (s, S) such that Ai(s, S) > A and thus
A∗i > A for i = 1, 2.
We next prove Ai(s, S) < A¯ for any s < S. We provide the details of the case when s < S 6 0,
the proof of other cases is similar and thus is omitted. When s < S 6 0, we can rewrite Ai(s, S) as
Ai(s, S) =
λ22
e−λ2S − e−λ2s
[σ2(λ1 + λ2)
2
(Ki + k(S − s)) + r(s, S)
]
+ A¯,
where
r(s, S) =
( 1
λ1
+
1
λ2
)
(g(S)− g(s)) +
1
λ1
(
eλ1S
∫ ∞
S
e−λ1yg′(y) dy − eλ1s
∫ ∞
s
e−λ1yg′(y) dy
)
+
1
λ2
(
e−λ2S
∫ 0
S
eλ2yg′(y) dy − e−λ2s
∫ 0
s
eλ2yg′(y) dy
)
−
1
λ22
(
λ1(e
−λ2S − e−λ2s)
∫ ∞
0
e−λ1yg′(y) dy
)
.
If we can prove r(s, S) > 0 for any s < S 6 0, since e−λ2S−e−λ2s < 0 and 12σ
2(λ1+λ2)(Ki+k(S−
s)) > 0, we must have Ai(s, S) < A¯. It remains to show r(s, S) > 0 for any s < S 6 0. We have
∂r(s, S)
∂S
= eλ1S
∫ ∞
S
e−λ1yg′(y) dy − e−λ2S
∫ 0
S
eλ2yg′(y) dy +
λ1
λ2
e−λ2S
∫ ∞
0
e−λ1yg′(y) dy (8.11)
and
∂2r(s, S)
∂S2
=λ1e
λ1S
∫ ∞
S
e−λ1yg′(y) dy + λ2e
−λ2S
∫ 0
S
eλ2yg′(y) dy − λ1e
−λ2S
∫ ∞
0
e−λ1yg′(y) dy
(8.12)
=λ1
[
eλ1S − e−λ2S
] ∫ ∞
0
e−λ1yg′(y) dy
+ λ1e
λ1S
∫ 0
S
e−λ1yg′(y) dy + λ2e
−λ2S
∫ 0
S
eλ2yg′(y) dy
60,
where the inequality follows from S ∈ (s, 0] and g′(y) < 0 for y < 0. Furthermore, it follows from
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(8.11) that
∂r(s, S)
∂S
∣∣∣
S=0
=
λ1 + λ2
λ2
∫ ∞
0
e−λ1yg′(y) dy > 0,
which, together with (8.12), implies that
∂r(s, S)
∂S
> 0 for any S ∈ (s, 0].
Note that
lim
S→s
r(s, S) = 0,
thus we obtain r(s, S) > 0 for any s < S 6 0.
(b) As usual, the quasi-convexity of v′Ai(x) is established by considering its second order deriva-
tive. To this end, using integration by parts, the definition of vAi in (2.17) implies that
v′Ai(x) =


1
β
g′(x) + 2
σ2
1
λ1+λ2
·
[
1
λ1
∫∞
x
e−λ1yg′′(y) dy · eλ1x
+ 1
λ2
(
Ai − g
′(0+)−
∫ x
0 e
λ2yg′′(y) dy
)
e−λ2x
]
, for x > 0,
1
β
g′(x) + 2
σ2
1
λ1+λ2
·
[
1
λ1
(
g′(0+)− g′(0−) +
∫∞
x
e−λ1yg′′(y) dy
)
eλ1x
+ 1
λ2
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x
]
, for x < 0,
v′′Ai(x) =


2
σ2
1
λ1+λ2
[ ∫∞
x
e−λ1yg′′(y) dy · eλ1x
−
(
Ai − g
′(0+)−
∫ x
0 e
λ2yg′′(y) dy
)
e−λ2x
]
, for x > 0,
2
σ2
1
λ1+λ2
[(
g′(0+)− g′(0−) +
∫∞
x
e−λ1yg′′(y) dy
)
eλ1x
−
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x
]
, for x < 0,
(8.13)
and
v′′′Ai(x) =


2
σ2
1
λ1+λ2
[
λ1
∫∞
x
e−λ1yg′′(y) dy · eλ1x
+λ2
(
Ai − g
′(0+)−
∫ x
0 e
λ2yyg′′(y) dy
)
e−λ2x
]
, for x > 0,
2
σ2
1
λ1+λ2
[
λ1
(
g′(0+)− g′(0−) +
∫∞
x
e−λ1yg′′(y) dy
)
eλ1x
+λ2
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x
]
, for x < 0.
(8.14)
Clearly, both v′Ai and v
′′
Ai
are continuous in R. When Ai ∈ (A, A¯), we have that for any x > 0,
v′′Ai(x) > v
′′
A¯
(x) (8.15)
=
2
σ2
1
λ1 + λ2
[∫ ∞
x
e−λ1yg′′(y) dy · eλ1x −
(∫ ∞
0
e−λ1yg′′(y) dy −
∫ x
0
eλ2yg′′(y) dy
)
e−λ2x
]
=
2
σ2
1
λ1 + λ2
[∫ ∞
x
e−λ1yg′′(y) dy ·
(
eλ1x − e−λ2x
)
+ e−λ2x
∫ x
0
(
eλ2y − e−λ1y
)
g′′(y) dy
]
> 0,
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where the first inequality follows from (8.13), the second equality follows from the definition of A¯
in (2.19). Furthermore, it follows from (8.13) that
lim
x→−∞
v′′Ai(x)
e−λ2x
=
2
σ2
1
λ1 + λ2
lim
x→−∞
g′(0+)− g′(0−) +
∫∞
x
e−λ1yg′′(y) dy
e−(λ1+λ2)x
−
2
σ2
1
λ1 + λ2
(Ai −A)
=
2
σ2
1
λ1 + λ2
lim
x→−∞
λ1
∫∞
x
e−λ1yg′(y) dy − e−λ1xg′(x)
e−(λ1+λ2)x
−
2
σ2
1
λ1 + λ2
(Ai −A)
=
2
σ2
1
λ1 + λ2
(A−Ai)
< 0,
where the second equality follows from integration by parts and the polynomially bounded property
of g′(x) in Remark 2.1 (b), and the third equality follows from the polynomially bounded property
of g′(x). Thus,
lim
x→−∞
v′′Ai(x) = −∞. (8.16)
In addition, it follows from (8.14) that for x < 0,
v′′′Ai(x) =
2
σ2
1
λ1 + λ2
[
λ1
(
g′(0+)− g′(0−) +
∫ ∞
x
e−λ1yg′′(y) dy
)
eλ1x
+ λ2
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x
]
.
If Ai ∈ [g
′(0−), A¯), we have
v′′′Ai(x) > 0 for x < 0,
which, together with (8.15)-(8.16), implies that there exists a unique x∗Ai with x
∗
Ai
< 0 satisfying
v′′Ai(x)


< 0, x < x∗Ai ,
= 0, x = x∗Ai ,
> 0, x > x∗Ai ,
i.e., the function v′Ai is strictly quasi-convex with a unique negative minimizer x
∗
Ai
. If Ai ∈
(A, g′(0−)), since Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy is decreasing in x ∈ (−∞, 0),
lim
x→−∞
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
= Ai −A > 0 and
lim
x→0−
(
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
= Ai − g
′(0−) < 0,
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there exists an x0 with x0 < 0 such that
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy > 0 for x < x0 and
Ai − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy 6 0 for x0 6 x < 0,
which imply that
v′′Ai(x) >
2
σ2
1
λ1 + λ2
(
g′(0+)− g′(0−) +
∫ ∞
x
e−λ1yg′′(y) dy
)
eλ1x > 0 for x0 6 x < 0 and (8.17)
v′′′Ai(x) > 0 for x < x0, (8.18)
where the second inequality in (8.17) follows from that for any x 6 0
g′(0+)− g′(0−) +
∫ ∞
x
e−λ1yg′′(y) dy > g′(0+)− g′(0−) +
∫ ∞
0
e−λ1yg′′(y) dy > 0 (8.19)
by noting that one of g′(0+) and
∫∞
0 e
−λ1yg′′(y) dy must be strictly larger than 0 (see Assumption
1). Therefore, it follows from (8.15)-(8.18) that there exists a unique x∗Ai with x
∗
Ai
< x0 < 0
satisfying
v′′Ai(x)


< 0, x < x∗Ai ,
= 0, x = x∗Ai ,
> 0, x > x∗Ai ,
i.e., the function v′Ai is strictly quasi-convex with a unique negative minimizer x
∗
Ai
.
(c) We only prove the case when i = 1, and the proof of the case when i = 2 is similar and thus
is omitted. Note that A∗1 ∈ (A, A¯) and S − s ∈ (0, Q], thus if we can prove that
lim
s→−∞
A1(s, S) = A, lim
S↓s
A1(s, S) = −∞, and lim
S→∞
A1(s, S) = −∞, (8.20)
there must exist at least one finite local maximizer of OP1, i.e., there exists at least one finite
solution, denoted by (s1, S1), of the KKT conditions satisfying A1(s1, S1) ∈ (A, A¯). We next prove
(8.20). First, recall the expression of Ai(s, S) in (8.1), it is similar to the analysis in the proof of
part (a), the polynomial boundness of g′ implies that
lim
s→−∞
A1(s, S) = lim
s→−∞
λ22
e−λ2S − e−λ2s
b1(s, S) +A = A,
i.e., we obtain the first part in (8.20). To prove the last two ones in (8.20), we rewrite A1(s, S) as
A1(s, S) =
λ22
e−λ2S − e−λ2s
[
d1(s, S) +
σ2(λ1 + λ2)
2
(K1 + k(S − s))
]
,
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with
d1(s, S) =(g(S) − g(s))
( 1
λ1
+
1
λ2
)
+
1
λ1
(
eλ1S
∫ ∞
S
e−λ1yg′(y) dy − eλ1s
∫ ∞
s
e−λ1yg′(y) dy
)
(8.21)
−
1
λ2
(
e−λ2S
∫ S
0
eλ2yg′(y) dy − e−λ2s
∫ s
0
eλ2yg′(y) dy
)
.
Since
lim
S↓s
d1(s, S) = 0, (8.22)
we have limS↓sA1(s, S) = −∞, i.e., the second one in (8.20) holds. Furthermore, it follows from
(8.21) that for S > 0,
∂d1(s, S)
∂S
= eλ1S
∫ ∞
S
e−λ1yg′(y) dy + e−λ2S
∫ S
0
eλ2yg′(y) dy > 0,
which, together with (8.22), implies that for any 0 < s < S,
d1(s, S) > 0. (8.23)
Note that when S − s ∈ (0, Q],
0 > lim
S→∞
[
e−λ2S − e−λ2s
]
= lim
S→∞
e−λ2S
[
1− eλ2(S−s)
]
> lim
S→∞
e−λ2S
[
1− eλ2Q
]
= 0,
and then limS→∞[e
−λ2S − e−λ2s] = 0, which yields
lim
S→∞
A1(s, S) 6 lim
S→∞
λ22
e−λ2S − e−λ2s
σ2(λ1 + λ2)
(
K1 + k(S − s)
)
2
= −∞,
where the inequality follows from (8.23). Therefore, we have proven the last one in (8.20).
It remains to show the uniqueness of (s1, S1). It follows from the definition of A1 in (2.8) and
vA1 in (2.17) that
∂A1(s1, S1)
∂s
= −
λ22
e−λ2S1 − e−λ2s1
σ2(λ1 + λ2)
2
(
v′A1(s1,S1)(s1) + k
)
, (8.24)
∂A1(s1, S1)
∂S
=
λ22
e−λ2S1 − e−λ2s1
σ2(λ1 + λ2)
2
(
v′A1(s1,S1)(S1) + k
)
. (8.25)
Furthermore, the KKT conditions (2.9)-(2.10) imply
∂A1(s1, S1)
∂s
= −
∂A1(s1, S1)
∂S
,
which, together with (8.24)-(8.25), implies
v′A1(s1,S1)(s1) = v
′
A1(s1,S1)
(S1). (8.26)
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Since A1(s1, S1) ∈ (A, A¯), it follows from part (b) that v
′
A1(s1,S1)
is strictly quasi-convex, which
yields that there exists at most one pair (s1, S1) satisfying (8.26), i.e., such (s1, S1) is unique
(because we have obtained the existence).
The fact A∗1 ∈ (A, A¯) and the uniqueness of (s1, S1) forOP1 such that local maximumA1(s1, S1) ∈
(A, A¯) imply that A∗1 = A1(s1, S1) and v1(x) = vA∗1(x) = vA1(s1,S1)(x).
(d) If S1−s1 < Q, the complementary slackness condition (2.11) implies η1 = 0, which together
with (8.24)-(8.25), implies that (2.9)-(2.10) are equivalent to
v′A1(s1,S1)(s1) = v
′
A1(s1,S1)
(S1) = −k,
which implies v′1(s1) = v
′
1(S1) = −k by noting A
∗
1 = A1(s1, S1).
If S1 − s1 = Q, the complementary slackness condition (2.11) implies η1 > 0, which together
with (8.24)-(8.25), implies that (2.9)-(2.10) are equivalent to
v′A1(s1,S1)(s1) = v
′
A1(s1,S1)
(S1) 6 −k.
i.e., v′1(s1) = v
′
1(S1) 6 −k.
(e) The proof for this part is very similar to the one of (d) and thus is omitted.
(f) It follows from part (b) that v′′i (x
∗
i ) = 0, which, together with (8.13), implies that x
∗
i < 0 is
the solution of equation
(
g′(0+) − g′(0−) +
∫ ∞
x
e−λ1yg′′(y) dy
)
eλ1x =
(
A∗i − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x. (8.27)
Furthermore, we have
−k >v′1(s1) (8.28)
>v′1(x
∗
1)
=
1
β
g′(x∗1) +
2
σ2
1
λ1 + λ2
[ 1
λ1
(
g′(0+)− g′(0−) +
∫ ∞
x∗
1
e−λ1yg′′(y) dy
)
eλ1x
∗
1
+
1
λ2
(
A∗1 − g
′(0−) +
∫ 0
x∗
1
eλ2yg′′(y) dy
)
e−λ2x
∗
1
]
=
1
β
g′(x∗1) +
eλ1x
∗
1
β
[
g′(0+)− g′(0−) +
∫ ∞
x∗
1
e−λ1yg′′(y) dy
]
>
1
β
g′(x∗1),
where the first inequality follows from part (d), the second inequality follows from s1 < x
∗
1 and that
v′1 is strictly quasi-convex with unique minimizer x
∗
1, the second equality follows from (8.27), and
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the last inequality follows from (8.19). Then, (8.28) and the convexity of g(x) imply that
g′(x) + βk 6 g′(x∗1) + βk < 0 for x 6 x
∗
1.
When S2 − s2 > Q, it follows from part (e) that −k = v
′
2(s2), then it is similar to (8.28) that
−k >
1
β
g′(x∗2),
and then we have
g′(x) + βk 6 g′(x∗2) + βk < 0 for x 6 x
∗
2.
8.2 Proof of Lemma 3.1
(a) It can be concluded from Lemma 2.1 (d) and Remark 2.2 (a) that v′1(S1) 6 −k and v
′′
1 (x) > 0
for x > S1 > x
∗
1. Thus, it follows from limx→+∞ v
′
1(x) > 0 (see (5.23)) that there exists a unique
solution S¯ ∈ [S1,∞) to equation v
′
1(x) = −k.
(b) Lemma 2.1 (d) and Remark 2.2 (a) imply that
H′(x) = v′1(x+Q) + k < 0 for x ∈ (s1 −Q,S1 −Q). (8.29)
Thus, if we can prove that
H(s1 −Q) > 0 and H(S1 −Q) 6 0, (8.30)
then there exists a unique point s in [s1−Q,S1−Q], such that H(s) = 0. We next prove (8.30) by
two cases: v′1(s1) = v
′
1(S1) = −k and v
′
1(s1) = v
′
1(S1) < −k.
Case 1: When v′1(s1) = v
′
1(S1) = −k, it follows from the definition of S¯ in part (a) and v
′′
1 (x) > 0
for x > S1 > x
∗
1 (Remark 2.2 (a)) that S¯ = S1, and then
H(s1 −Q) = v1(s1)− (v1(S1) +K1 + k(S1 − s1)) + 2K1 −K2 = 2K1 −K2 > 0,
where v1(s1) = v1(S1) + K1 + k(S1 − s1) in the last equality follows from v1(x) = v
(s1,S1)
1 (x) for
x > s1 (see (2.6)-(2.7), (2.17), and (2.20)) and (2.5) with s = s1 and S = S1. Furthermore, we have
H(S1 −Q) = v1(S1) +K1 + kQ− (v1(S¯) +K2 + k(S¯ − S1 +Q)) = K1 −K2 < 0. (8.31)
Thus, (8.30) is proven. In addition, H(s) = 0, (8.29), and (8.31) imply (3.4).
Case 2: When v′1(s1) = v
′
1(S1) < −k, it follows from the definition of S¯ that S¯ > S1 and
v′1(x) < −k for any x ∈ (S1, S¯). (8.32)
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Thus,
H(s1 −Q) = v1(s1)− v1(S¯) +K1 −K2 − k(S¯ − s1)
= v1(S1)− v1(S¯)− k(S¯ − S1) + 2K1 −K2
= (v′1(θ) + k)(S1 − S¯) + 2K1 −K2
> 0,
where the second equality follows from v1(s1) = v1(S1)+K1+k(S1−s1), and the inequality follows
from 2K1 > K2 and (8.32). Furthermore, it follows from Lemma 2.1 (d) that S1− s1 = Q and then
H(S1 −Q) = H(s1) =
(
v1(S1) +K1 + kQ
)
−
(
v1(S¯) +K2 + k · (S¯ − s1)
)
.
Note that v1(S1) +K1 + kQ is the discounted cost at x = s1 under (s1, S1) policy, i.e.,
DC(s1, (s1, S1)) = v1(S1) +K1 + k · (S1 − s1) = v1(S1) +K1 + kQ,
while, v1(S¯)+K2+k(S¯−s1) can be regarded as the discounted cost at level s1 under an admissible
policy φ that increases the inventory to level S¯ (from level s1) immediately at time 0 and then
follows (s1, S1) policy, i.e.,
DC(s1, φ) = v1(S¯) +K2 + k(S¯ − s1).
It follows from Theorem 3.2 that DC(s1, (s1, S1)) 6 DC(s1, φ), and thusH(S1−Q) = DC(s1, (s1, S1))−
DC(s1, φ) 6 0.
8.3 Supplement of Section 5.2
In this part, we prove that function V1 defined in (5.25) satisfies all conditions in Corollary 2.
First, the definition of V1 and (5.24) imply that V1 and V
′
1 are continuous in whole R, V
′′
1 is
continuous except at s¯1, V
′′
1 (s¯1−) = limx→s¯1− V
′′
1 (x) = 0, and V
′′
1 (s¯1+) = limx→s¯1+ V
′′
1 (x) = v
′′
1 (s¯1).
Check condition (4.1). The definitions of V1 and v1 imply that for x ∈ [s¯1,∞),
ΓV1(x)− βV1(x) + g(x) = Γv1(x)− βv1(x) + g(x) = 0. (8.33)
For x ∈ (−∞, s¯1), we have
ΓV1(x)− βV1(x) + g(x) = µk − β
(
v1(s¯1) + k(s¯1 − x)
)
+ g(x).
Let Φ3(x) = µk − β
(
v1(s¯1) + k(s¯1 − x)
)
+ g(x), then for x < s¯1,
Φ′3(x) = g
′(x) + βk < 0,
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where the inequality follows from Lemma 2.1 (f) and the fact that s¯1 6 s1 < x
∗
1. Thus, for x < s¯1,
ΓV1(x)− βV1(x) + g(x) = Φ3(x) > Φ3(s¯1). (8.34)
Taking x = s¯1 in (8.33), we have
0 = Γv1(s¯1)− βv1(s¯1) + g(s¯1) =
1
2
v′′1 (s¯1)− µv
′
1(s¯1)− βv1(s¯1) + g(s¯1) =
1
2
v′′1(s¯1) + Φ3(s¯1),
which, together with v′′1(s¯1) < 0 (since v
′
1 is strictly quasi-convex and s¯1 < x
∗
1), implies Φ3(s¯1) > 0.
Therefore, (8.34) implies that for x < s¯1, ΓV1(x)− βV1(x) + g(x) > 0.
Check condition (4.2). This is done by considering three cases: x1 < x2 < s¯1, s¯1 6 x1 < x2,
and x1 < s¯1 6 x2.
Case 1 : If x1 < x2 < s¯1, we have V1(x2)− V1(x1) = −k · (x2 − x1) > −K(x2 − x1)− k · (x2 − x1).
Case 2 : If s¯1 6 x1 < x2, we have
V1(x2)− V1(x1) = v1(x2)− v1(x1) =
∫ x2
x1
[v′1(y) + k] dy − k · (x2 − x1). (8.35)
Subcase 2.1 : When S1 − s1 < Q, we have v
′
1(s1) = v
′
1(S1) = −k and then∫ x2
x1
[v′1(y) + k] dy >
∫ S1
s1
[v′1(y) + k] dy
= v1(S1)− v1(s1) + k · (S1 − s1)
= −K1
> −K(x2 − x1),
which implies V1(x2)− V1(x1) > −K(x2 − x1)− k · (x2 − x1), i.e., condition (4.2) holds.
Subcase 2.2 : When S1 − s1 = Q, we have v
′
1(s1) = v
′
1(S1) 6 −k. If x2 − x1 6 Q, we have∫ x2
x1
[v′1(y) + k] dy >
∫ S1
s1
[v′1(y) + k] dy
= v1(S1)− v1(s1) + k · (S1 − s1)
= −K1
= −K(x2 − x1),
which, together with (8.35), implies V1(x2)− V1(x1) > −K(x2 − x1)− k · (x2 − x1). Now consider
the case when x2 − x1 > Q. We first prove that S1 − s1 = Q implies
v′2(s2) = v
′
2(S2) = −k. (8.36)
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It follows from Lemma 2.1 (d) that v′1(s1) = v
′
1(S1) 6 −k, which, together with A
∗
1 > A
∗
2 and
(2.21), implies that
v′2(s1) < −k and v
′
2(S1) < −k.
Recall v′2(s2) = v
′
2(S2) > −k (see Lemma 2.1 (e)), the quasi-convexity of v
′
2 implies S2 − s2 >
S1 − s1 = Q, and then (8.36) holds. Thus, we have∫ x2
x1
[v′1(y) + k] dy >
∫ x2
x1
[v′2(y) + k] dy >
∫ S2
s2
[v′2(y) + k] dy = −K2 = −K(x2 − x1), (8.37)
where the first inequality follows from A∗1 > A
∗
2 and (2.21), the second inequality follows from (8.36)
and the quasi-convexity of v′2, and the last equality follows from x2 − x1 > Q. Therefore, (8.35)
and (8.37) imply condition (4.2).
Case 3 : If x1 < s¯1 6 x2, we have
V1(x2)− V1(x1) = v1(x2)− v1(s¯1) + k · (x2 − s¯1)− k · (x2 − x1)
> −K(x2 − s¯1)− k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1),
where the first inequality follows from Case 2, and the last inequality follows from that K(·) is
increasing.
Finally, the proof of conditions (4.3)-(4.4) is very similar to that in the proof of Theorem 3.1,
thus we omit the details.
8.4 Supplement of Section 5.4
In this part, we check that V¯1 defined in (5.31) satisfies conditions (4.1)-(4.4).
We first check condition (4.1). For x ∈ [S1 −Q,∞), since V¯1(x) is the same as V1(x) defined in
Theorem 3.2, condition (4.1) has been proven in the proof of Theorem 3.2, and in particular,
ΓV¯1(x)− βV¯1(x) + g(x) > 0 for x > S1 −Q. (8.38)
We next check the cases when x ∈ [s, S1 −Q) and x ∈ (−∞, s).
Case 1: x ∈ [s, S1 −Q). In this case, we have
ΓV¯1(x)− βV¯1(x) + g(x)
=
[
Γv1(x+Q)− βv1(x+Q) + g(x+Q)
]
+ g(x) − g(x+Q)− β(K1 + kQ)
> g(x) − g(x+Q)− β(K1 + kQ),
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where the inequality follows from (8.38) at x + Q > s + Q > s1. Let Φ4(x) = g(x) − g(x + Q) −
β(K1 + kQ), we have Φ
′
4(x) = g
′(x)− g′(x+Q) 6 0 for x ∈ [s, S1 −Q). If we can prove
Φ4(S1 −Q) > 0, (8.39)
then we get Φ4(x) > 0 for x ∈ [s, S1 −Q), i.e., ΓV¯1(x)− βV¯1(x) + g(x) > 0 for x ∈ [s, S1 −Q). We
next prove (8.39). It follows from (8.38) that
0 6 ΓV¯1((S1 −Q)+)− βV¯1(S1 −Q) + g(S1 −Q)
= µk − β
(
v1(S1) +K1 + kQ
)
+ g(S1 −Q)
6 −µv′1(S1)− β
(
v1(S1) +K1 + kQ
)
+ g(S1 −Q),
where the last inequality follows from v′1(S1) 6 −k. Thus, we have
g(S1 −Q)− β
(
K1 + kQ
)
> µv′1(S1) + βv1(S1),
which implies that
Φ4(S1 −Q) = g(S1 −Q)− g(S1)− β(K1 + kQ)
> µv′1(S1) + βv1(S1)− g(S1)
=
1
2
σ2v′′1 (S1)
> 0,
where the last equality follows from Γv1(S1)− βv1(S1) + g(S1) = 0 and the last inequality follows
from the quasi-convexity of v′1 and that S1 is on the right of the minimum point.
Case 2: x ∈ (−∞, s). In this case, we have
ΓV¯1(x)− βV¯1(x) + g(x) = µk − β
(
v1(S¯) +K2 + k · (S¯ − x)
)
+ g(x).
Let Φ5(x) = µk − β
(
v1(S¯) +K2 + k · (S¯ − x)
)
+ g(x), we have
Φ5(s) = Ξ(s) > 0 and Φ
′
5(x) = βk + g
′(x) < 0 for x < s < 0,
where the inequality in the first part follows from the assumption in Theorem 3.4, and the inequality
in the second part follows from Lemma 2.1 (f) and x < s 6 s1 < x
∗
1 < 0. Thus, for x ∈ (−∞, s),
ΓV¯1(x)− βV¯1(x) + g(x) = Φ5(x) > Φ5(s) > 0.
We next check condition (4.2). According to the expression of V¯1 given by (3.5) and (5.31), the
verification of condition (4.2) is divided into ten cases: 1) s1 < x1 < x2, 2) S1 −Q < x1 6 s1 < x2,
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3) S1−Q < x1 < x2 6 s1, 4) s 6 x1 6 S1−Q < s1 < x2, 5) x1 < s < s1 < x2, 6) s 6 x1 6 S1−Q <
x2 6 s1, 7) x1 < s < S1 − Q < x2 6 s1, 8) s 6 x1 < x2 6 S1 −Q, 9) x1 < s 6 x2 6 S1 − Q, and
10) x1 < x2 < s.
First note that for x ∈ [S1−Q,∞), V¯1(x) is the same as V1(x) defined in Theorem 3.2. In Cases
1), 2), and 3), we have x2 > x1 > S1 −Q, thus V¯1(xi) = V1(xi), i = 1, 2, and then condition (4.2)
for these three cases has been proven in Theorem 3.2. We next consider Cases 4)-10).
Case 4): s 6 x1 6 S1 −Q < s1 < x2. In this case, we have
V¯1(x2)− V¯1(x1) = v1(x2)−
(
v1(x1 +Q) +K1 + kQ
)
(8.40)
=
∫ x2
x1+Q
[v′1(y) + k] dy −K1 − k · (x2 − x1).
With considering the discontinuity of the setup cost at Q, this case is further divided into two
subcases. Case 4.1): x2 6 x1 +Q. In this subcase, we have K(x2 − x1) = K1 and
∫ x2
x1+Q
[v′1(y) + k] dy = −
∫ x1+Q
x2
[v′1(y) + k] dy > 0,
where the inequality follows from s1 < x2 6 x1 + Q 6 S1 and v
′
1(x) 6 −k for any x ∈ [s1, S1].
Then,
V¯1(x2)− V¯1(x1) > −K1 − k · (x2 − x1) = −K(x2 − x1)− k · (x2 − x1).
Case 4.2): x2 > x1 +Q. Since s1 6 s+Q 6 x1 +Q 6 S1 6 S¯, we have
v′1(y)


< −k, for x ∈ (s+Q, S¯),
= −k, for x = S¯,
> −k, for x ∈ (S¯,∞),
which implies that
∫ x2
x1+Q
[v′1(y) + k] dy >
∫ S¯
s+Q
[v′1(y) + k] dy = v1(S¯)− v1(s+Q) + k · (S¯ − s−Q) = K1−K2, (8.41)
where the last equality follows from the definition of s in (3.3). Therefore, (8.40)-(8.41) imply that
V¯1(x2)− V¯1(x1) > −K2 − k · (x2 − x1) = −K(x2 − x1)− k · (x2 − x1).
Case 5): x1 < s < s1 < x2. In this case, we have
V¯1(x2)− V¯1(x1) = v1(x2)−
(
v1(S¯) +K2 + k · (S¯ − x1)
)
=
∫ x2
S¯
[v′1(y) + k] dy −K2 − k · (x2 − x1).
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The rest analysis for this case is provided by three subcases according to the order relation of x2
with S¯, s+Q and s1.
Case 5.1): If x2 > S¯, we have x2−x1 > S¯−s > S1−s > Q, and
∫ x2
S¯
[v′1(y)+k] dy > 0 by v
′
1(y) > −k
for y > S¯. Hence, we have
V¯1(x2)− V¯1(x1) > −K2 − k · (x2 − x1) = −K(x2 − x1)− k · (x2 − x1).
Case 5.2): If s+Q < x2 < S¯, we have x2 − x1 > s+Q− s = Q, and then
V¯1(x2)− V¯1(x1) = −
∫ S¯
x2
[v′1(y) + k] dy −K2 − k · (x2 − x1)
> −K2 − k · (x2 − x1)
= −K(x2 − x1)− k · (x2 − x1),
where the inequality follows from that v′1(x) 6 −k for x ∈ (s+Q, S¯) ⊂ (s1, S¯).
Case 5.3): If s1 < x2 6 s+Q, we have
V¯1(x2)− V¯1(x1) = −
∫ S¯
x2
[v′1(y) + k] dy −K2 − k · (x2 − x1)
> −
∫ S¯
s+Q
[v′1(y) + k] dy −K2 − k · (x2 − x1)
= −(K1 −K2)−K2 − k · (x2 − x1)
= −K1 − k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1),
where the first inequality follows from v′1(x) 6 −k for any x ∈ (s1, s + Q], the second equality
follows from the definition of s in (3.3), i.e.,
(
v1(s+Q)+K1+kQ
)
−
(
v1(S¯)+K2+k · (S¯− s)
)
= 0.
Case 6): s 6 x1 6 S1 − Q < x2 6 s1. In this case, we have x1 + Q ∈ [s + Q,S1] ⊆ [s1, S1] and
x2 − x1 6 s1 − s 6 Q. Thus,
V¯1(x2)− V¯1(x1) =
(
v1(S1) +K1 + k · (S1 − x2)
)
−
(
v1(x1 +Q) +K1 + kQ
)
=
∫ S1
x1+Q
[v′1(y) + k] dy − k · (x2 − x1)
>
∫ S1
s1
[v′1(y) + k] dy − k · (x2 − x1)
= −K1 − k · (x2 − x1)
= −K(x2 − x1)− k · (x2 − x1),
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where the inequality follows from v′1(x) 6 −k for any x ∈ [s1, S1].
Case 7): x1 < s < S1 −Q < x2 6 s1. In this case, we have
V¯1(x2)− V¯1(x1) =
(
v1(S1) +K1 + k · (S1 − x2)
)
−
(
v1(S¯) +K2 + k · (S¯ − x1)
)
= −
∫ S¯
S1
[v′1(y) + k] dy +K1 −K2 − k · (x2 − x1)
> −K1 − k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1),
where the first inequality follows from v′1(x) 6 −k for x ∈ [S1, S¯] and 2K1 > K2.
Case 8): s 6 x1 < x2 6 S1 − Q. In this case, we have s1 6 x1 + Q < x2 + Q 6 S1 and
x2 − x1 6 S1 − s1 6 Q. Hence,
V¯1(x2)− V¯1(x1) = v1(x2 +Q) +K1 + kQ− (v1(x1 +Q) +K1 + kQ)
=
∫ x2+Q
x1+Q
[v′1(y) + k] dy − k · (x2 − x1)
>
∫ S1
s1
[v′1(y) + k] dy − k · (x2 − x1)
= −K1 − k · (x2 − x1)
= −K(x2 − x1)− k · (x2 − x1),
where the inequality follows from v′1(x) 6 −k for x ∈ [s1, S1].
Case 9): x1 < s 6 x2 6 S1 −Q. In this case, we have s1 6 x2 +Q 6 S1 6 S¯. Hence,
V¯1(x2)− V¯1(x1) =
(
v1(x2 +Q) +K1 + kQ
)
−
(
v1(S¯) +K2 + k · (S¯ − x1)
)
= −
∫ S¯
x2+Q
[v′1(y) + k] dy +K1 −K2 − k · (x2 − x1)
> K1 −K2 − k · (x2 − x1)
> −K1 − k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1),
where the first inequality holds since x2 + Q ∈ [s1, S¯] and v
′
1(x) 6 −k for x ∈ [s1, S¯], the second
inequality follows from 2K1 > K2.
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Case 10): x1 < x2 < s. In this case, we have
V¯1(x2)− V¯1(x1) =
(
v1(S¯) +K2 + k · (S¯ − x2)
)
−
(
v1(S¯) +K2 + k · (S¯ − x1)
)
= −k · (x2 − x1)
> −K(x2 − x1)− k · (x2 − x1).
Combining Cases 1)–10), we know that V¯1 defined in (5.31) satisfies condition (4.2).
Finally, we prove that conditions (4.3)-(4.4) hold for V¯1 defined in (5.31). This directly follows
from
V¯ ′1(x) =


1
β
g′(x) + 2
σ2
1
λ1+λ2
·
[
1
λ1
∫∞
x
e−λ1yg′′(y) dy · eλ1x
+ 1
λ2
(
A∗1 − g
′(0+)−
∫ x
0 e
λ2yg′′(y) dy
)
e−λ2x
]
, for x > 0,
1
β
g′(x) + 2
σ2
1
λ1+λ2
·
[
1
λ1
(
g′(0+)− g′(0−) +
∫∞
x
e−λ1yg′′(y) dy
)
eλ1x
+ 1
λ2
(
A∗1 − g
′(0−) +
∫ 0
x
eλ2yg′′(y) dy
)
e−λ2x
]
, for x ∈ (s1, 0),
−k, for x ∈ (S1 −Q, s1],
v′1(x+Q), for x ∈ [s, S1 −Q],
−k, for x ∈ (−∞, s),
which is given by (2.21) and (3.5).
Therefore, we have completed the verification of conditions (4.1)-(4.4) for V¯1 defined in (5.31).
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