Abstract
Introduction
Recording electrical activity from neurons in the brain has become an indispensable technique in modern neuroscience research. Multi-channel extracellular recording permits neurophysiologist to study information transmission within the nervous system by measuring neuronal activities. A major challenge here is that one microelectrode may pick up spikes originating from several adjacent neurons. In such case, separation of spikes generated by adjacent neurons is necessary [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . This separation task is called spike sorting.
In spike sorting, one challenge is that a typical extracellular recording consists of large amount of background noise and spikes [3] , and the SNR can be as low as 0 dB in practical, which means the amplitude of spikes can be similar to that of noises. Another challenge is that real-time operation is necessary for some applications such as real-time device control [11] . Consequently, aimed at higher accuracy and faster automatic sorting, various classification methods have been applied to spike sorting, including feature analysis (such as peak-to-peak amplitude and/or spike duration), principal component analysis (PCA) [4] , template matching [10] , cluster analysis, Bayesian clustering and classification [9] . Recently, artificial neural networks are introduced into spike sorting, such as MLP, RBFN [2] and SOMA [6] . Classification models constructed by discrimination analysis, ANN, and many other methods are black box systems and the spike sorting results are incomprehensible to neurophysiologist.
Rough set theory, has been gaining attention due to its abilities to data analysis. Rough set theory has been successfully applied in many problems in medicine, pharmacology, engineering, banking, finances, market analysis, environment management and others [12] [13] [14] [15] [16] . Many applications have proven its usefulness especially in extracting hidden relationships among data items. Based on rough set theory, one can construct a partly whitened box classification model and the classification results are rules which are comprehensive to us.
In this paper, we introduce rough set theory into spike sorting and construct a partly whitened neural spike sorting system based rough set theory. We want to show that rough set theory can supply a novel thought for spike sorting. 
Basic concepts
Where U is the set of objects; f U V → is a function that maps an object in U to exactly one value in a V . The first rule means that if diastolic pressure is high, then the blood pressure is high. While the second rule shows that if systolic pressure is low, then the blood pressure is low.
For a subset of attributes A At ⊂ , two objects are called indiscernible if they have the same value in each attribute of A . The indiscernibility relation with respect to attributes set A is formally defined as follows.
Definition 2.
( )
Objects in the same indiscernibility relation form an equivalence class. The equivalence class
Approximation sets
The lower approximation set of a subset X U ⊂ consists of the objects x X ∈ whose equivalence class is in X ; while the upper approximation set of X consists of the objects whose equivalence class has nonempty intersection with X . The definition is as follows.
Definition 3. The lower and upper approximation sets of a subset X U ⊂ with respect to attributes set A are:
3. Methods
1. Simulation signals generation
The simulation signals used in the paper are generated by the Neural Signal Simulator (NSS). NSS produces three different shaped spikes on each of the 128 output channels. Each virtual electrode is simulated as recording microvolt signals from three separate neurons located at different distances from the electrode. The amplitudes of the three kinds of spikes as well as the kinetics of their responses differ in a manner consistent with real world signals.
The simulation on each output channel consists of a sequence of three kinds of spikes that 'fire' one after the other at an interval of 1s, see figure 1(a) . Then, every 10 seconds, a 1-second burst of activity is simulated, see figure 1(b) . The bursts consist of the same train of three individual spikes, but they are repeated with an inter spike interval of 10 milliseconds. The output impedance of each channel is 220k. This simulates the output impedances of the electrodes of the Cyberkinetics array. The amplitudes of the three kinds of spikes are 300, 250, and 200μV respectively. The duration of the spikes is about 1 millisecond. 
2. Noise environment
To test the method under noise environment, we add noise of different signal-to-ratio (SNR) to the detected spikes using Matlab function y = awgn( x, snr, 'measured' ) .This function adds white Gaussian noise to signal x. The parameter snr specifies SNR of per sample in dB. SNR is defined in the following formula:
signal noise SNR dB P P = (5) Where P signal represents the power of the signal and P noise represents the power of the noise. 11 groups of noisy spike are obtained with SNR from 0 dB to 10 dB, shown in Figure 4 . When the SNR decreases, waveforms become more chaotic and it becomes more difficult to discriminate the spikes of different classes. 
Neural spike sorting based on rough set method
The decision system for spike data is constructed as follows. Each row of the decision system represents a spike, each sampling point of the spike is a condition attribute, and its classification identifier is the decision attribute. Part of the decision system constructed in our experiment is shown in Table 2 . Based on the construction of decision system for spikes, spike sorting based on rough set theory is performed in two phases: training phase and classification phase. In training phase, we discretize the original decision system and obtain a discretized decision table. Then we obtain the decision rule set by an algorithm for acquisition of decision rules based on classification consistency rate [16] . At last we get the final rule set after rule reduction. In classification phase, the test set is first discretized similar to the training set, then the rule set is applied and spikes sorting results are obtained. The whole procedure of spike sorting based on rough set theory is shown in Figure 3 . 
Experimental results

1. Spike sorting performance result
When 2-level discretization is used, we get the performance ranging from 81.7% to 99.1% when SNR decreases from 10 dB to 0 dB, shown in Figure 4 . Figure 4 . Performance of spike sorting based on rough set when SNR decreases from 10 dB to 0 dB. 2-level discretization is used in the experiments. When SNR is 0 dB, correct sorting ratio of 81%~82% is gained which is a satisfactory result.
2. Statistic analysis of rule set at different SNR
When SNR is getting lower, the decision table becomes more chaotic, which further means that more rules and more complicated single rule are needed for classification. Statistic analysis of rule sets gained under different SNR levels is shown in figure 5 . Figure (a)-(c) show that number of rules, number of attributes and average length of rules increase when SNR decreases from 10 dB to 0 dB. Increasing of average length of the rules means the decreasing of generality and less comprehension of the rule set, which is a major problem needed to be settled in the future. 
Conclusion
In this paper we proposed a spike sorting method based on rough set. The trained rough set spike sorter obtains satisfactory performance on synthesis data. Rough set classifier model retains the original information of spikes, so it's more intelligible for domain experts. We want to show that rough set theory can supply a novel thought for spike sorting. At present, we are interested in the spike data from primary motor cortex and there is no much overlapping of spikes. In the future, we will focus on this problem.
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