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Abstract
The subject of this thesis is the application of the Renormalised Perturbation
Theory (RPT) to models of magnetic impurities embedded in a non-magnetic
host metal. The theoretical description of such models is particularly challenging,
for they present strong correlations that render the usual perturbation theory
around the non-interacting limit inapplicable. The RPT addresses this difficulty
by incorporating the concept of a quasi-particle into a perturbative framework,
and organising the expansion in terms of the quasi-particle parameters of the
model rather than the bare parameters; it can thus be carried out regardless of
the strength of the interactions.
In the present work we present an introduction to the theory and discuss in
detail the calculation of the renormalised self-energy expansions for the Ander-
son impurity model. To cope with the complexity of high-order calculations
we develop and implement a computer algorithm to automatically compute the
diagrammatic expansion in the renormalised theory to any order. As a demon-
stration of the usefulness of the theory, we use it to calculate the conductance of
a single quantum dot, and of two quantum dots with an inter-dot coupling, to
leading order in the quasi-particle interaction.
To perform calculations in the renormalised theory it is essential that the
values of the renormalised parameters describing the quasi-particles are known.
Here we develop a general method for determining them entirely within the
RPT framework, which relies on constructing renormalisation flow equations
relating the renormalised parameters of two models whose bare parameters dif-
fer infinitesimally. By determining the renormalised parameters for a model
with bare parameters that render it amenable to ordinary perturbation theory,
and solving the flow equations to relate them to the renormalised parameters
of models with progressively stronger correlations, we succeed in deducing the
renormalised parameters for models with strong correlations.
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Introduction
A core principle that has guided the development of physics in the past centuries
is that of reductionism, the belief that a physical system can be understood by
studying its individual constituents. To understand a system, one must break
it down into smaller, simpler entities, which can be studied in isolation. The
reductionist argument asserts that these units will be governed by simpler laws
than apply to their collective behaviour, and thus a scientific theory for them
will be easier to construct; the properties of the original system can then be
understood as the sum of the properties of its components. This approach has
so far been rather successful, and has led to the Standard Model of particle
physics which is currently thought to describe nature at least down to scales of
10−20 m. Despite this success, in the course of the 20th century it became clear
that some systems exhibit behaviour that cannot be understood in this manner
and which is a result of the interactions of the particles rather than a naive sum
of the individual behaviours. Explaining such emergent behaviour is one of the
central challenges in modern physics.
In material science, the physics of a large class of materials, known as strongly
correlated materials, stems from the interactions of their constituent electrons.
This class includes high-temperature superconductors, heavy-fermion compounds,
Mott insulators, mesoscopic quantum dots and other systems. Strongly corre-
lated materials frequently exhibit highly unusual behaviour, such as a transition
from a metallic to an insulating state, and have been a focal point for condensed
matter physics for over eighty years.
The subject of this thesis is a class of strongly correlated systems, namely
metallic systems containing a magnetic impurity. Metallic systems owe many of
their characteristic properties to the periodicity of the underlying ion lattice. A
striking prediction of quantum theory is that the electrons in such a crystalline
environment can delocalise and form a conduction band that allows them to
spatially dissociate from their parent ion. These conduction, or Bloch, bands lie
at the very centre of our modern understanding of crystalline solids and lie at
the core of the explanations of fundamental metallic properties, such as their
12
good electrical and thermal conductivity.
In systems with magnetic impurities this periodicity is spoiled. Far from the
impurity we can expect its effects to be negligible, and electron wavefunctions
to assume their Bloch form. But the impurity itself will present a scattering
site to electrons in the conduction band, with which it may interact through a
magnetic moment or Coulomb potential. Due to the large number of electrons in
the conduction band (of order 1023) one must treat this as a many-body problem;
one cannot simply ignore the electron-electron repulsion.
Historically, the study of magnetic impurities began with experimental obser-
vation that the resistivity of Au [30] had a minimum as a function of tempera-
ture. This contradicted the band theory of metals at the time, which required
the resistivity to be a strictly increasing function of temperature as a result of
non-magnetic impurity and phonon scattering [13]. This remained a puzzling
observation for about three decades and a number of experiments [86, 8, 85]
conducted over this period confirmed the presence of the resistance minimum
in several dilute transition metal alloys. Furthermore, these experiments sug-
gested a connection between the resistance minimum and the presence of a local
magnetic moment on the impurity.
An explanation came in 1964 when Jun Kondo calculated [70] the resistivity
of the s-d model [140, 66, 136], a simple model involving a conduction electron
bath interacting with a localised magnetic moment due to the impurity. He
showed that the effect of the impurity scattering was to contribute a term to the
resistivity with a logarithmic dependence on the temperature. As T is decreased,
the lnT contribution increases rapidly in magnitude and eventually dominates
the non-magnetic and phonon scattering mechanisms, giving rise to a local min-
imum in the resistivity. As T is further decreased the logarithmic term diverges,
signalling the failure of Kondo’s solution. The problem of extending Kondo’s
solution to lower temperatures became known as the Kondo problem.
Kondo’s original approach relied on the use of perturbation theory, a standard
method for approaching problems in quantum physics. In Kondo’s perturbation
theory begins by ignoring the exchange coupling and solving the non-interacting
problem. This solution is assumed to be reasonably close to the solution of the
interacting problem, and that the effect of the interactions is to merely introduce
small corrections. For strongly correlated systems, such an approach is, by defi-
nition, inadequate. Extending Kondo’s solution to lower temperatures required
the development of non-perturbative methods and was eventually accomplished
by Kenneth Wilson in 1975 [131] and his Numerical Renormalisation Group,
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ultimately earning him the 1982 Nobel Prize in Physics.
Though Kondo’s work was successful in explaining the resistance minimum
in terms of a local moment, the existence of a local moment in metals was a
puzzle in itself. The presence of such localised moments also seemed to coincide
with a locally-suppressed superconducting temperature, putting more pressure
on theorists to provide a explanation. A breakthrough was achieved in 1961
when P.W. Anderson introduced what is today known1 as the Anderson impurity
model [9]. This will be extensively discussed in this thesis — we briefly mention
here that it consists of a conduction band, an electronic level contributed by
the impurity and which is connected to the conduction band via a hybridisation
matrix element, and a term to account for Coulomb repulsion on the impurity
site.
Early attempts to solve the Anderson model proved hard to extend to the
regime of strong electron-electron interactions, with perturbation theory around
the non-interacting limit proving again insufficient to describe the strong electron-
electron interactions. Significant progress was achieved in the 1980, when exact
solutions of an important special case of the model, the particle-hole symmetric
model, were obtained using the Bethe Ansatz [127, 129, 11]. In the same year,
the Numerical Renormalisation Group [72, 73] method was applied successfully
to the model in its general case.
The limitations of perturbation theory had become apparent very early in
the development of quantum field theory, where several calculations were ob-
served to exhibit logarithmic divergences similar to the one present in Kondo’s
solution. Following a period of controversy, a technique known as renormalised
perturbation theory was developed to interpret the seemingly spurious infinities
and extract predictions from the theory. This restored the legitimacy of quan-
tum electrodynamics and was instrumental to the subsequent development of
quantum chromodynamics.
Despite the well-understood analogy between quantum-field and many-body
theory, the renormalised perturbation theory had not, until relatively recently,
found applications to strongly correlated systems, except for the important influ-
ence it had on the development of the Numerical Renormalisation Group. In the
past decades, however, it has been used to study the Anderson, s-d and Hubbard
models in a number of scenarios. The approach is similar to perturbation theory,
in that there is a perturbative expansion to be carried out, but differs from it
1Not to be confused with the Anderson localisation model.
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in how the series is organised. Though systems in condensed matter are not
plagued by the infinities of particle physics, the idea of carrying out the expan-
sion in a new set of parameters is useful in this context too, allowing meaningful
perturbation expansions to be carried out.
The ideas of renormalised perturbation theory have many similarities to the
conceptual underpinnings of Fermi liquid theory: the strong correlations between
the electrons close to the Fermi surface force them to coalesce into quasi-particles,
which behave somewhat like independent entities. However, this picture does
not capture all the correlation effects; the residual effects manifest themselves
as interactions between the quasi-particles. Crucially, the quasi-particle corre-
lations are weak and permit us to carry a perturbation theory in powers of the
quasiparticle–quasiparticle interaction. In a sense, a reductionist approach is
still at work, with the ‘simple’ entities being the quasi-particles. The quasi-
particle itself however must taken to be the building block of this picture. This
is more useful framework to a condensed matter physicist than to think of a
quasi-particle in terms of electrons and holes, similar to how the abstraction of
a proton is more useful to an atomic physicist than its description in terms of
quarks and gluons.
This thesis is structured as follows: In Chapter 1 a summary of relevant back-
ground material is given. We introduce the Anderson impurity model and dis-
cuss a number of different approaches to its solution , namely Anderson’s original
mean-field approach, the ordinary perturbation theory, the Bethe Ansatz and the
Numerical Renormalisation Group. We highlight some important properties of
the Anderson impurity model, and define quantities such as the spin and charge
susceptibilities which we refer to throughout the thesis.
In Chapter 2 we present a comprehensive introduction to the renormalised per-
turbation theory. We discuss some key results in the renormalised theory and
illustrate how quantities such as the renormalised self-energy can be calculated
in terms of the renormalised parameters, up to third order inclusive. We demon-
strate the effectiveness of the theory by using it to calculate the conductance of
a quantum dot under a small bias voltage. This calculation is then extended to
the case of two coupled quantum dots.
In Chapter 3 we discuss how calculations in the renormalised perturbation
theory can be automated and carried out entirely algorithmically. We discuss
the implementation of this method as a computer program, which generates the
diagrams, translates them to integrals and carries out the numerical integration,
without any user intervention. To improve the efficiency of our calculation we
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introduce a factorisation algorithm to simplify the resultant numerical integrals,
in analogy to common practice in manual calculations. We present results for
the self-energy, the spectral density to fifth order inclusive.
In Chapter 4 we address the question of determining the renormalised parame-
ters without the use of the Numerical Renormalisation Group, which constitutes
an inherent challenge in the renormalised theory. We develop the flow equa-
tion method, a general framework for constructing flow equations that relies on
identifying a flow variable and constructing a system of differential equations
to describe the renormalisation flow. We first discuss the case where the flow
variable is provided by the impurity level and use it to obtain the renormalised
parameters for asymmetric models. We then focus on the particle-hole symmet-
ric model and, by implementing the flow scheme in the hybridisation, obtain
numerical results for the renormalised parameters. Finally, we discuss the sym-
metric model and the scaling of the interaction, and deduce particularly simple
flow equations that we solve exactly, obtaining closed-form expressions for the
renormalised parameters.
The main text is followed by five appendices. In Appendix A the leading
temperature dependence of the renormalised self-energy is determined; this is
pertinent to the calculation of the quantum dot conductance in Chapter 2. This
is followed by Appendix B, where a finite-temperature generalisation of the renor-
malised perturbation theory is considered. In Appendix C we discuss the calcula-
tion of the n-particle/hole propagators, introduced in Chapter 3, which was not
included in the main text due to its technical nature. In Appendix D a geometric
approach to the numerical integration of functions with planar discontinuities,
such as self-energy amplitudes at zero external frequency, is entertained. Finally,
Appendix E contains the Feynman diagrams generated during the calculations
of Chapter 3.
Notation
Throughout the thesis we work in ‘natural’ units where ~ = kB = 1. For aesthetic
reasons we occasionally use the notation σ = −σ. Similarly, in the interests of
legibility we employ the notation dω¯ = dω/2π to denote the integration measure.
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1. Overview of the model
1.1. Overview of the Anderson impurity model
In the late 1950s the effects of magnetic impurities1 on the superconductivity
of their non-magnetic host metals were the subject of extensive experimental
investigations [86, 8, 85]. Such impurities were found to lead to the formation
of regions of localised magnetic moments and seemed to suppress the supercon-
ducting transition temperature Tc. Efforts to explain the origin of the mag-
netic moment led to the formulation of the Anderson impurity model (AIM) [9].
This model incorporates a localised atomic orbital contributed by the impurity,
and a conduction band of free electrons. Electrons from the conduction band
are allowed to transition to the impurity orbital through a hybridisation am-
plitude. Far from the impurity the conduction electron wavefunctions tend to
Bloch states, but the potential of the impurity will tend to localise them in its
vicinity. In the limit of an infinitely attractive impurity potential, the atomic
limit, this will lead to the formation of a bound state, whereas weaker poten-
tials will merely induce a resonance in the conduction electron density of states;
such states are known as virtual bound states [37], [48, p. 9]. Double occupancy
of the impurity orbital is energetically penalised through an on-site interaction
U > 0 which encodes the Coulomb energy cost of two localised electrons. The
impurity is generally a transition metal or a lanthanide where the incomplete d
or f shells correspond to the impurity orbital. The interaction constant U can
be calculated from first principles as a matrix element involving the Coulomb
interaction and the impurity states. In doing so, screening effects which act to
reduce U must be taken into account; typical values for the constant thus lie in
the range 1− 7 eV [50].
1Impurities are classified as magnetic if their contribution to the host susceptibility is of the
Curie-Weiss type, χ ∝ 1
T+θ
.
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Figure 1.1.: Impurity contribution to the non-interacting density of states
π∆ρ(ω), where ∆ denotes the hybridisation, in the limit of a wide
(left) and a narrow (right) conduction band.
The Hamiltonian for the AIM is
Hˆ =
∑
σ
ǫd,σc
†
d,σcd,σ +
∑
σ,k
ǫkc
†
k,σck,σ+
∑
σ,k
(
Vk,dc
†
k,σcd,σ + V
∗
k,dc
†
d,σck,σ
)
+ Uc†d,↑cd,↑c
†
d,↓cd,↓. (1.1)
In Eq. (1.1) the variable ǫd denotes the impurity level, ǫk denotes the energy of
a conduction electron with momentum k and Vk,d is the hybridisation matrix
element. It is understood that energies are measured with respect to the Fermi
level, which we have set to zero and omitted from Eq. (1.1). The creation
and annihilation operators c†d,σ, cd,σ and c
†
k,σ, ck,σ correspond to the impurity
site and conduction band respectively, and satisfy the usual fermionic canonical
anti-commutation relations {cd,σ, cd,σ′} = δσ,σ′ , {ck,σ, c†k′,σ′} = δσ,σ′δk,k′ . The
occupancy of the impurity depends on the parameters ǫd, Vk,d and U , and takes
the values 2 and 0 in the limits ǫd → −∞ and ǫd → +∞ respectively. When ǫd =
−U/2 the impurity occupation is equal to 1, with each spin species contributing
1/2 to it, and the model is said to be at half-filling, or to possess particle-hole
symmetry. An external magnetic field h will shift the impurity levels from the
zero-field values and can be absorbed in the definition of the impurity levels
ǫd,σ = ǫd − σh.
1.1.1. The non-interacting limit
In the limit U → 0 the physics of the AIM is attributed to the virtual bound state
resonance induced by the local impurity potential. In this limit the model can be
solved exactly and the solution will form the starting point for the perturbation
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theory in U , which will be discussed later in this chapter. We define the advanced
and retarded Green’s function operators, Gˆ+ and Gˆ−, through the Lippmann-
Schwinger equation
(ω ± iη − Hˆ)Gˆ± = Iˆ , (1.2)
where Iˆ is the identity operator and η → 0+. We now introduce impurity and
conduction electron eigenstates |dσ〉 = c†d,σ |0〉 and |kσ〉 = c†k,σ |0〉, where |0〉 is
the vacuum defined as cd,σ |0〉 = ck,σ |0〉 = 0. To simplify the analysis we will
assume that these are orthogonal, 〈dσ|kσ〉 = 0, but this is not essential and the
assumption can be lifted if desired [48]. Furthermore, we will assume the absence
of a magnetic field. By taking matrix elements of Hˆ in Eq. (1.2) with U = 0 and
solving the resultant system of equations, we can deduce an expression for the
impurity Green’s function
G+σ (ω) = 〈dσ|Gˆ+|dσ〉 =
1
ω + iη − ǫd −K(ω) , (1.3)
where
K(ω) =
∑
k
|Vk|2
ω + iη − ǫk . (1.4)
Using the Sokhotsky identity
lim
η→0+
1
x± iη = P
(
1
x
)
∓ iπδ(x), (1.5)
where P denotes a principal value integration, we write K(ω) = Λ(ω) − i∆(ω)
where
Λ(ω) = P
∑
k
|Vk|2
ω − ǫk , ∆(ω) = π
∑
k
|Vk|2δ(ω − ǫk). (1.6)
Since the number of states in a conduction band is of the order of the Avogadro
constant, we can replace the sums over discrete states with integrals over a
conduction density of states ρc(ω). In general, the underlying band structure is
very complicated, material-specific and not always fully known, so it is standard
to simplify the theoretical treatment by assuming a flat (i.e. dispersionless) band
of width 2D with density of states
ρc(ω) =
ρc,0, if |ω| ≤ D0, if |ω| > D (1.7)
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and ignoring the wavevector dependence of the hybridisation matrix elements
Vk = V . We then find that
Λ(ω) =
∆
π
ln
∣∣∣∣D + ωD − ω
∣∣∣∣ , ∆(ω) = ∆θ(D − |ω|), (1.8)
where
∆ = πρc,0|V |2 (1.9)
and θ(x) is the usual Heaviside step function. At this point two limiting cases
naturally present themselves:
• The wide-band limit D ≫ ∆: In this limit the half-bandwidth D is assumed
to be the dominant scale of the problem. The expressions in Eq. (1.8)
simply become
Λ(ω) = 0, ∆(ω) = ∆, (1.10)
and we arrive at the non-interacting (retarded) Green’s function
G(0,+)σ (ω) =
1
ω − ǫd,σ + i∆
. (1.11)
This limit is adopted in the vast majority of published work on the Ander-
son model and will be assumed throughout this thesis.
• The narrow-band limit D ≪ ∆: In this limit the half-bandwidth is taken
to be much smaller than all the other scales that appear in the problem.
While this is not a useful simplification for ordinary host metals, it has been
pointed out that it is relevant to the Dynamical Mean Field Theory [42]
of the Mott insulator transition in the Hubbard model, in the infinite-
dimensional limit. The physics of this limit has been explored in Refs. [56,
111, 110].
In either case we can deduce the non-interacting contribution to the density
of states using
ρ(0)σ (ω) = −
1
π
ImG(0,+)σ (ω). (1.12)
The results are shown in Fig. 1.1.
1.1.2. Parameter regimes
Based on the relative values of the parameters in Eq. (1.1) we can broadly distin-
guish two parameter regimes, the magnetic and non-magnetic. The former can
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Figure 1.2.: Depiction of the different regimes of the Anderson model.
be further sub-divided into the local moment and intermediate valence regimes,
and the latter into the empty orbital and doubly occupied regimes. These are
defined as follows [50]:
• The local moment regime: This corresponds to the case where the two
states lie on either side of the Fermi level and are well separated from it,
i.e. ǫd+U ≫ ∆, ǫd ≪ −∆. Experimentally this regime is identified through
the observation of a Curie contribution to the impurity spin susceptibility.
In this regime the Anderson model can be well approximated by the s-d or
Kondo model [140]
Hˆsd =
∑
k,k′
Jk,k′
[
Sˆ+c†k,↓ck′,↑ + Sˆ
−c†k,↑ck′,↓ + Sˆz(c
†
k,↑ck′,↑ − c†k,↓ck′,↓)
]
,
(1.13)
where Sˆz and Sˆ
± = Sˆx± iSˆy are the standard spin operators. By means of
a canonical transformation one can show that Hˆsd and Eq. (1.1) are equal
in the limit ∆→ 0 [114].
• The intermediate valence regime corresponds to the situation where either
the lower level ǫd or the upper level ǫd+U are within ∆ of the Fermi level
and it is particularly relevant to lattice models of impurities. This regime
is dominated by charge fluctuations.
• The non-magnetic regime, which can be further sub-divided into the empty
orbital regime ǫd − ǫf ≫ ∆ and the doubly occupied regime ǫd + U ≪
∆. Since in either case the level is far from the Fermi energy, charge
fluctuations are not important in this regime.
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1.1.3. The n-channel Anderson model
So far we have considered only systems with spin S = 1/2 and a single impurity
orbital — this is known as the non-degenerate or SU(2) Anderson model. A
more realistic model ought to take into account the fact that in real systems the
magnetic impurity is a transition or a rare-earth metal, and such systems do
not typically donate an s orbital to the host metal. Instead, a more elaborate
description is needed. Consequently, the model of Eq. (1.1) can be modified to
accommodate N impurity states:
Hˆ =
∑
σ
ǫd,σc
†
d,σcd,σ +
∑
σ,k
ǫkc
†
k,σck,σ +
∑
σ,k
(
Vk,dc
†
k,σcd,σ + V
∗
k,dc
†
d,σck,σ
)
+
∑
σ 6=σ′
Uc†d,σ′cd,σ′c
†
d,σcd,σ, (1.14)
where σ = 1, . . . , N . The introduction of an additional variable N also opens
up the possibility of carrying out a perturbation expansion around the atomic
limit and performing a partial diagrammatic resummation of the leading terms
in 1/N . This is known as the 1/N -expansion (see Refs. [50, p. 171], [19]) and has
been found in some cases to be reasonably accurate even for N = 2. In recent
years SU(N) models have proven useful in modelling the behaviour of semi-
conductor [43, 28, 100, 78, 125] and carbon nanotube [23, 82, 21, 7] quantum
dots.
In Eq. (1.14) the Coulomb term affects all spin species equally. This can be
seen as a special case of the two-channel model [27]
Hˆ = Hˆ1 + Hˆ2 + U12(n1,↑ + n1,↓)(n2,↑ + n2,↓), (1.15)
where Hˆi is the interacting SU(2) Anderson Hamiltonian of the i’th species
Hˆi =
∑
σ
ǫdc
†
i,d,σci,d,σ +
∑
k,σ
ǫk,σc
†
i,k,σci,k,σ +
∑
k,k′
(Vσc
†
i,k,σci,k′,σ +H.c) + Uni,↑ni,↓.
(1.16)
In this model the Coulomb repulsion between electrons on different bands is not
necessarily equal to the Coulomb repulsion experienced by electrons occupying
the same band. By assuming that U12 ∼ U we can use Eq. (1.15) to model
impurities that contribute more than a single orbital, since both orbitals are
localised around the same nucleus and will give rise to wavefunctions with similar
overlap integrals. Furthermore, when U12 ≪ U , we can interpret Eq. (1.15)
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as a model of two impurities. The U12 term then describes the inter-impurity
repulsion, and is weaker than U due to the spatial separation of the impurity
sites.
1.2. Mean field theory
Having tackled the non-interacting case, we now seek to take into account the
Coulomb term. The mean-field theory (MFT), or Hartree-Fock theory, developed
by Anderson in his original work [9] is the simplest way to accomplish this but,
as we shall see, is far from the final word on the matter. In the MFT we attempt
to simplify the Hamiltonian by assuming that the fluctuations of the orbital
occupations from the their mean-field values are small. Specifically, we aim
to rewrite the interaction term so that it is linear in the fluctuations. The
expectation values of the number operators 〈nσ〉 are at present unknown and
will be calculated self-consistently. Substituting δnσ = nσ − 〈nσ〉 into Eq. (1.1),
and ignoring the term Uδn↑δn↓, as well an overall additive constant which does
not affect the physics of the model, we find that the Hamiltonian is formally
identical to that of a non-interacting model with a renormalised level ǫ˜
(hf)
d,σ = ǫ˜d,σ+
U〈n−σ〉. This is characteristic of mean-field methods; the complicated many-
particle interactions are replaced with a much simpler one-particle interaction
with an effective field, in this case 〈n−σ〉, which is calculated self-consistently.
From our previous discussion of the non-interacting model it follows that
G(+,hf)σ (ω) =
1
ω − ǫ˜(hf)d,σ + i∆
. (1.17)
To formulate the self-consistency requirement we note that the mean-field im-
purity occupation 〈n−σ〉 can be obtained by integrating the density of states
obtained from G
(+,hf)
σ . We thus find that
〈nσ〉 = 1
π
cot−1
(
ǫd + U〈n−σ〉
∆
)
. (1.18)
This equation admits a single root if u = U/π∆ < 1 and three roots if u > 1. In
the case of a unique root we have n↑ = n↓, implying a non-magnetic ground state
since the magnetisation is zero in the absence of an external magnetic field. Oth-
erwise, Eq. (1.18) develops three possible roots, allowing for the possibility that
n↑ 6= n↓ (see Fig. 1.3). The SU(2) symmetry of the system is thus spontaneously
broken and the system becomes magnetic.
24
 0
 0.25
 0.5
 0.75
 1
-6 -4 -2  0  2  4  6
n
σ
η/∆
 0
 0.25
 0.5
 0.75
 1
-6 -4 -2  0  2  4  6
n
σ
η/∆
Figure 1.3.: The solutions to the Hartree-Fock equations as a function of η =
ǫd+U/2 for U/π∆ = 0.8 (left) and U/π∆ = 1.2 (right). We see that
in the latter case three solutions appear; two of them correspond to
broken symmetry states and the third to the Restricted Hartree-Fock
solution.
The mechanism outlined above was indeed put forward in Ref. [9] as an ex-
planation for the existence of localised magnetic moments in metals. It later
became apparent that the predicted broken symmetry states must be in fact be
unphysical. This is largely due to Elitzur’s theorem which precludes the spon-
taneous breaking of local gauge symmetries [35]. As one progresses towards the
magnetic solutions the fluctuations ignored by mean-field theory become increas-
ingly important and act to preserve the gauge symmetry.
The simplest way to overcome the problem of the spontaneously broken states
is to enforce a non-magnetic ground-state by imposing the condition n↑ = n↓ in
Eq. (1.18). This eliminates the magnetic state when u > 1 and only the central
branch of in the right panel of Fig. 1.3 remains. This approximation is also
known as the Restricted Hartree-Fock approximation.
1.3. Linear response functions
Physics is an experimental science, and it is therefore of crucial importance to ul-
timately be able to relate theoretical predictions to measurable quantities. Typ-
ically one aims to disturb the system in some manner and measure its response
to the disturbance. In condensed matter physics this disturbance is typically
a modification of the environment of the system: for instance, we can apply a
magnetic field and measure the magnetisation, apply an electric field and mea-
sure the polarisation, or change the temperature of the system and measure the
thermal capacity. The calculation of response functions is therefore a matter of
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great importance.
For the Anderson model we can define two types of spin and charge suscepti-
bilities, referred to as longitudinal and transverse
χts(t) = −i〈T
{
c†d,↑(t)cd,↓(t)c
†
d,↓(0)cd,↑(0)
}〉U , (1.19)
χtc(t) = −i〈T
{
c†d,↑(t)c
†
d,↓(t)cd,↓(0)cd,↑(0)
}〉U , (1.20)
χls(t) = −i〈T
{
[n↑(t)− n↓(t)][n↑(0)− n↓(0)]
}〉U , (1.21)
χlc(t) = −i〈T
{
[n↑(t) + n↓(t)− 1] [n↑(0) + n↓(0)− 1]
}〉U . (1.22)
In Eq. (1.19)-(1.22) it is understood that expectation values are to be calculated
with respect to the interacting ground state and T is the time-ordering operator
defined for fermionic fields A1, A2, . . . , An as
T {A1(t1)A2(t2) . . . An(tn)} =∑
p
sign(p)θ(tp1 − tp2)θ(tp2 − tp3) . . . θ(tpn−1 − tpn)
×Ap1(τp1)Ap2(τp2) . . . Apn(τpn), (1.23)
where the sum runs over all permutations of (1, 2, . . . , n) and sign(p) = ±1
denotes the sign of the permutation2. In this thesis we will be concerned with
the static susceptibilities, for which we have
χts(0) =
m
2h
, (1.24)
χtc(0) =
n− 1
2ǫd + U
, (1.25)
χls(0) =
∂m
∂h
, (1.26)
χlc(0) =
∂n
∂ǫd
, (1.27)
in terms of the total occupation n = n↑+n↓ and the magnetisation m = n↑−n↓.
The charge and spin susceptibilities are not unrelated quantities — they can be
mapped into each other via the spin-isospin transformation which we will discuss
in the Section 1.4. In the limit h→ 0, m→ 0 so it follows that
χts =
m(h)
2h
→ 1
2
∂m(h)
∂h
=
1
2
χls, (1.28)
for a model which is not necessarily symmetric. A similar relation can be deduced
2If P = (p1, p2, . . . , pn can be obtained from (1, 2, . . . , n) by swapping an even number of
elements then signP = 1, otherwise signP = −1.
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for for χtc for the symmetric model, potentially in a non-zero magnetic field:
χtc =
n− 1
2ǫd + U
→ 1
2
∂n
∂ǫd
=
1
2
χlc. (1.29)
Another quantity of interest is the impurity contribution to the specific heat Cd,
which is defined in terms of the impurity’s contribution δFG to the free energy
FG
Cd = −T ∂
2δFG
∂T 2
. (1.30)
At low temperatures Cd(T ) ≈ γT ; we will see later that the linear coefficient γ
can be related to the derivative of the self-energy, and is consequently a quantity
of considerable theoretical interest. We define the Wilson (or Sommerfeld) ratio
R defined as the ratio
R =
4π2
3
χts
γ
, (1.31)
which can be loosely interpreted as a measure of the strength of the correlation
effects. In the case of the non-interacting model model we find that R = 1. The
Wilson ratio increases monotonically with U , with an asymptotic value of 2 as
U →∞.
As defined, the quantities in Eq. (1.19)-(1.22) are dimensionful. We will find
it convenient to define the corresponding dimensionless quantities
χls = 2π∆χ
l
s, χ
l
c =
π∆
2
χlc, and γ =
3∆
2π
γ. (1.32)
1.4. Spin-isospin transformation
The spin-isospin transformation [61, 53] is a symmetry transformation that re-
lates a model with an interaction constant U to a model with an opposite inter-
action constant −U . To demonstrate this we introduce the (unitary) spin-isospin
operator T which effects a particle-hole transformation on one spin species whilst
leaving the other spin invariant:
T c†d,↑T −1 = c†d,↑,
T c†d,↓T −1 = cd,↓,
T c†k,↑T −1 = c†k,↑,
T c†k,↓T −1 = c−k,↓. (1.33)
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By applying this transformation to the Hamiltonian in Eq. (1.1) we find that a
model with parameters (ǫd, U, h) maps into a model with (ǫ
′
d, U
′, h′) with
ǫ′d = −h+ U/2,
h′ = −ǫd − U/2,
U ′ = −U. (1.34)
This can be used, for instance, to map a symmetric AIM with interaction con-
stant U in a magnetic field h to an asymmetric model with an interaction −U ,
h′ = 0 and ǫ′d = −h + U/2. Under the spin-isospin transformation the charge
and spin susceptibilities map into one another
χt,ls → χt,lc , χt,lc → χt,ls . (1.35)
This reflects the mapping of the particle-hole and particle-particle channels into
each other. More generally, we can apply T to the expectation value with re-
spect to the interacting vacuum of any operator in the Heisenberg picture. By
expressing the expectation value as a trace, substituting the equations of motion,
and repeatedly inserting T , we find that [61]
〈A1(t1)A2(t2) . . .〉U = 〈A1(t1)A2(t2) . . .〉−U . (1.36)
From this we can deduce that the self-energy3 in the symmetric model must be
an even function of U .
1.5. The SIAM in the Lagrangian formalism
Historically, many-body field theory was developed in the framework of second
quantisation. One begins with a classical Hamiltonian density, which is then
quantised by introducing creation and annihilation operators, in analogy to the
raising and lowering operators of the simple harmonic oscillator. In the case
of bosons the commutation rules for the operators are prescribed, whereas in
the case of fermions one imposes an anti-commutation relation to reflect the
Fermi statistics of the particles. Subsequently, the canonical framework was
supplemented by a functional approach based on the ideas by Feynman and
Dirac.
3That is, if it is calculated with respect to the Hartree-Fock vacuum. If the Hartree-Fock term
is not absorbed into the Green’s function then Σ(ω) = U/2 + (a term even in U).
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Whilst the Anderson model is usually discussed in the context of second quan-
tisation, we will find it useful in later chapters to discuss it within the functional
framework, which we will proceed to briefly outline. Our starting point is the
Hamiltonian density of Eq. (1.1) which can be converted to a suitable Lagrangian
density using a Legendre transformation (see Ref. [4, p. 167] for a thorough dis-
cussion). One finds that
LAIM(τ) =
∑
σ
dσ(τ)(∂τ − ǫd,σ)dσ(τ) +
∑
k,σ
ck,σ(τ)(∂τ − ǫk)ck,σ(τ)
+
∑
k,σ
(
Vkdσ(τ)ck,σ(τ) + V
∗
k ck,σ(τ)dσ(τ)
)
+ Ud↑(τ)d↑(τ)d↓(τ)d↓(τ).
(1.37)
Note that we have re-written L in terms of a fictitious ‘imaginary time’ [83]
variable τ = it that is defined only on the interval [0, i/T ]. We now introduce
the Grassman fields c(τ), c(τ) for the conduction electrons and d(τ), d(τ) for the
impurity electrons. We adopt the notation ψσ(τ) = (cσ(τ), dσ(τ)) for brevity,
and impose anti-periodic boundary conditions on the fields
ψσ(0) = −ψσ(β), ψσ(0) = −ψσ(β), (1.38)
where β = 1/T . These boundary conditions enable us to transform to frequency-
space through a Fourier sum
ψσ(τ) =
1
β
∑
n
ψσ,n(ω)e
−iωnτ , ψσ,n(ω) =
∫ β
0
dτψσ(τ)e
iωnτ , (1.39)
where the ωn = (2n + 1)π/β denote the fermionic Matsubara frequencies. For
brevity let d = (d↑, d↓), d = (d↑, d↓) and similarly ck = (ck,↑, ck,↓), ck =
(ck,↑, ck,↓). From Eq. (1.37) we can compute the action SAIM[d,d; ck, ck] di-
rectly
SAIM[d,d; ck, ck] =
∫ β
0
dτLAIM(d,d; ck, ck). (1.40)
In turn, this expression can be used to calculate the partition function as a
functional integral
Z =
∫ ∏
σ
D[dσ, dσ]
∏
k,σ
D[ck,σ, ck,σ] exp(−SAIM[d,d; ck, ck]). (1.41)
Assuming a flat conduction band and neglecting the wavevector dependence of Vk
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we integrate out the conduction electron component. We now define an effective
action
Seff[d,d] =
∫ β
0
dτLeff(d,d), (1.42)
where in the wide-band limit
Leff(d,d) =
∑
σ
dσ(τ)
(
∂τ + ǫd,σ − i∆
)
dσ(τ) + Un↑(τ)n↓(τ), (1.43)
with ∆ given by Eq. (1.9), which by construction allows us to rewrite the partition
function of Eq. (1.41) as an integral over the impurity variables alone
Z =
∫
D[d,d] exp(−Seff[d, d]), (1.44)
where the abbreviation
D[d,d] =
∏
σ
D[dσ, dσ] (1.45)
has been introduced for clarity. The partition function can be used to define the
expectation value of any operator with respect to the interacting vacuum as
〈. . .〉 = Z−1
∫
D[d,d] . . . exp(−Seff[d,d]). (1.46)
At this point it is not clear how to handle the functional integral of Eq. (1.46).
It is helpful to introduce a partition function with source terms and define ex-
pectation values of operators as moments with respect to the source. Using the
notation J(τ) = (J↑(τ), J↓(τ)), J(τ) = (J↑(τ), J↓(τ)) we define
Z[J,J] =
∫
D[d,d] exp(−Seff[d,d]− S[J,J,d,d]),
where S[J,J,d,d] =
∑∫ β
0
dτ(J(τ) · d(τ) + d(τ) · J(τ)), (1.47)
which enables us to rewrite the expectation value of arbitrary string of impurity
operators as functional integrals
〈dσ1(τ1) . . . dσk(τk)dσ′1(τ
′
1) . . . dσ′k(τ
′
k)〉 =
δ
δJσ1(τ1)
. . .
δ
δJσk(τk)
× δ
δJσ′1(τ
′
1)
. . .
δ
δJσ′
k
(τ ′k)
lnZ[J,J]
∣∣∣∣∣
J=J=0
.
(1.48)
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We will be primarily interested in calculating pair correlation functions. In the
functional formalism the thermal Green’s function is defined as
Gσ(τ1, τ2) = Gσ(τ1 − τ2) = 〈dσ(τ1)dσ(τ2)〉. (1.49)
Similarly, we can define the two-particle correlation function
GIIσ1,σ2(τ1, τ2; τ3, τ4) = 〈dσ1(τ1)dσ2(τ2)dσ3(τ3)dσ4(τ4)〉. (1.50)
Both Eq. (1.49) and Eq. (1.50) are special cases of the 2n-point correlation
function
C
(2n)
σ1...σn;σ′1...σ
′
n
(τ1, . . . , τn; τ
′
1, . . . , τ
′
n) = 〈dσ1(τ1) . . . dσn(τn)dσ′1(τ
′
1) . . . dσ′n(τ
′
n).
(1.51)
Physically, such correlations describe the simultaneous scattering of n particles.
1.5.1. Frequency-space formulation
The boundary conditions in Eq. (1.38) also imply that the Greens functions
admit a Fourier representation in the Matsubara basis
Gσ(τ) = 1
β
∑
n
Gσ(iωn)eiωnτ , (1.52)
where
Gσ(ωn) =
∫ β
0
dτGσ(τ)e−iωnτ . (1.53)
This periodicity applies to any n-point correlation function of the form of
Eq. (1.51)
C
(2n)
σ1...σn;σ′1...σ
′
n
(τ1, . . . , τn; τ
′
1, . . . , τ
′
n) =
1
βn
∑
k1,...,kn
C
(2n)
σ1...σn;σ′1...σ
′
n
(ωk1 , . . . , ωkn)
× exp
(
i
n∑
i=0
(τi − τ ′i)ωki
)
,
(1.54)
31
where
C
(2n)
σ1...σn;σ′1...σ
′
n
(ωk1 , . . . , ωkn) =
∫
[0,β]n
dτ1 . . . dτnC
(2n)
σ1...σn;σ′1...σ
′
n
(τ1, . . . , τn; 0, . . . , 0)
× exp
(
−i
n∑
i=0
(τi − τ ′i)ωki
)
. (1.55)
Physically, the 2n-point correlation function describes the scattering of n →
n particles. The physically relevant quantities are the connected correlation
functions, which comprise diagrams that are not trivially separable into two or
more parts. It can be shown that the connected 4-point correlation function
can be represented diagrammatically with interacting Green’s functions and in
terms of a four-vertex which contains the genuine two-body interactions. This is
achieved through the introduction of a generating functional Γ[d,d] defined by
means of a Legendre transform as [71]
Γ[d,d] =
∫
dω
(
J(ω)d(ω) + d(ω)J(ω)
)− lnZ[J,J]. (1.56)
Note that the point of the Legendre transform is to trade the free variables J,J
for d,d (see Ref. [109, p. 260] for a more detailed discussion). Thus, in Eq. (1.56)
the fields J,J are defined as the solution to
d =
δ lnZ[J,J]
δJ
d = −δ lnZ[J,J]
δJ
, (1.57)
and d(ω),d(ω) can be defined from the Fourier expansion of their imaginary-
time counter-parts. We thus arrive at the four-vertex Γσ1,σ2;σ3,σ4(ω1, ω2;ω3, ω4),
which is the two-body analogue of the self-energy.
For notational brevity, the four-vertex Γσ,σ;σ,σ(ω1, ω2;ω3, ω4) will be, where
convenient, denoted as Γσ,σ(ω1, ω2;ω3) with the understanding that ω4 = ω1 +
ω2 − ω3 and σ = −σ. Furthermore, we adopt the short-hand Γσ,σ(ω1, ω2) =
Γσ,σ;σ,σ(ω1, ω2;ω1, ω2).
1.5.2. Analytic continuation
A complication that occurs in the Matsubara formalism outlined above arises
due to the use of the imaginary time τ rather than the usual t. Through the
Fourier transform, this carries over to the frequency-space formulation, with
the use of iωn rather than ω. Quantities defined on the imaginary axis are
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not directly observable, so to extract meaningful results one must analytically
continue4 these quantities to the real-axis. Given an analytic expression for a
quantity defined on the Matsubara frequencies iωn, an analytic continuation can
be achieved by performing the substitution iωn → ω − iδ, where δ → 0+. If the
analytic form of the function in question is not known, and only the value of
the function are, the analytic continuation has to be performed numerically. In
most cases, this is very difficult to do; analytic continuation is an ill-conditioned
problem [2] and is very sensitive to noise in the numerical data. Consequently,
a number of sophisticated approaches have been developed to effect it, such as
the use of Pade´ approximants [126], least-square fitting [117] and the Maximum
Entropy Method [119], to mention a few.
1.6. Perturbation theory in U
When U = 0, the functional integration implicit in Eq. (1.44) can be carried
out exactly, in analogy to the infinite-dimensional limit of a Gaussian integral,
giving
Z ∼
∑
σ
(
detGˆ−1σ
)−1/2
, (1.58)
where a divergent numerical prefactor has been ignored, and we recover Eq. (1.11)
(modulo a Wick rotation). It follows from Eq. (1.38) that G(τ) is a periodic
function. It thus admits a Fourier decomposition in the Matsubara basis
G(0)σi (ωn) =
1
iωn − ǫd,σ + i∆sign(ωn)
. (1.59)
The challenge, of course, is to take the effects of the Coulomb repulsion into
account. Its effects will be to modify the Green’s function, which will now read
Gσi(ωn) =
1
[G(0)σi (ωn)]−1 − ΣMσ (iωn)
, (1.60)
where the quantity ΣMσ (iωn) is the Matsubara self-energy. We will accomplish
this by using the U = 0 as a starting point for a perturbation expansion in
powers of U .
To compute the imaginary-axis self-energy ΣMσ (iωn) one may apply the fol-
lowing rules [84, p. 246]
4Given a function f : A→ ❈ where A ⊂ ❈, we define its analytic continuation as an analytic
function f ′ : ❈→ ❈ such that f(x) = f ′(x)∀x ∈ A.
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• Internal lines with a Matsubara frequency ωn and spin σi receive a factor
of Gσi(ωi).
• Interaction vertices are associated with a factor −U .
• Impose frequency conservation at all vertices and sum over the remaining
undetermined Matsubara variables with measure 1β
∑
ωn
.
• If the diagram has an odd number of fermion loops multiply its amplitude
by −1.
Physical quantities will generally depend not on the Matsubara self-energy, but
its analytic continuation to the real axis; one can obtain this using the methods
discussed in Sec. 1.5.2.
1.6.1. T = 0 formalism
The previous section detailed the rules for the calculation of Σσ(ω) for arbitrary
temperatures. If we are only interested in the T = 0 behaviour of the system
we may prefer to avoid the complications of the discrete Matsubara frequencies
and the final analytic continuation. In this case we may resort to the T = 0
formalism in which the calculation is carried out directly on the real axis. The
Feynman rules are then the following [84, p. 167]:
• Internal lines with frequency ωi and spin σi receive a factor of iGσi(ωi).
• Interaction vertices are associated with a factor −iU .
• Impose frequency conservation at all vertices and integrate over the unde-
termined frequencies with measure
∫∞
−∞
dω
2π .
• If the diagram has an odd number of fermion loops multiply its amplitude
by −1.
• Multiply the overall amplitude with −i.
1.6.2. Causal and retarded quantities
The result of perturbative calculations, in either the Matsubara or T = 0 for-
malism, is a causal quantity. In general, such quantities are continuous but not
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differentiable at the origin. Given a causal quantity Xc(ω) one can deduce the
corresponding retarded quantity X+(ω) using the relation
ReXc(ω) + i ImXc(ω) = ReX+(ω) + i sign(ω) ImX+(ω). (1.61)
In this thesis the role of X is played either by a self-energy or a Green’s function.
1.7. Properties of the self-energy
In this section we summarise some important exact results for the Anderson
model.
1.7.1. Ward identity
One of the key concepts in field theory is the concept of a symmetry, which is
defined as a transformation that leaves the action of the system invariant. Sym-
metries are particularly important in light of Emmy Noether’s famous theorem,
which asserts that there is a conserved quantity for each differential symmetry
(or generator) of the system [139]. For example, many systems are invariant
under a coordinate shift; this reflects the homogeneity of space and gives rise to
the law of conservation of momentum. Similarly, invariance under a translation
in the time coordinate leads to the concept of conservation of energy. Noether’s
theorem thus links a fundamental assumption of physics —- that its laws do not
change with time and are the same anywhere — to the seemingly unrelated laws
of energy and momentum conservation.
Noether’s theorem was originally derived in the context of classical field theory.
Like classical theories, quantum field theories can possess the usual symmetries,
such as invariance under a translation in the time coordinate, but can addi-
tionally exhibit an internal symmetry under a (potentially local) phase transfor-
mation of the fields. Such transformation are known as gauge transformations,
which give rise to gauge symmetries which lie at the heart of the Standard Model
of particle physics. Each symmetry will again give rise to a conserved quantity,
i.e. an exact relation between quantities, which in the quantum context is termed
a Ward identity.
The action of the Anderson model is invariant under the SU(2) rotation of the
impurity fields (
d↑(τ)
d↓(τ)
)
=M(τ)
(
d′↑(τ)
d′↓(τ)
)
, (1.62)
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where M(τ) is a 2 × 2 matrix defined as M(τ) = exp(−iσ · α(τ)) in terms of
a vector of the three Pauli matrices σ = (σx,σy,σz) and a real differentiable
function α(τ). In the limit of a flat wide conduction band it can be shown that
the invariance of the Hamiltonian under Eq. (1.62) implies that
∂Σσ(ω)
∂ω
∣∣∣∣
ω=0
+
∂Σσ(0))
∂ǫd
= −ρ−σ(0)Γσ,σ(0, 0), (1.63)
∂Σσ(ω)
∂ω
∣∣∣∣
ω=0
− σ∂Σσ(0))
∂h
= ρ−σ(0)Γσ,σ(0, 0). (1.64)
This result can be restated in a number of different ways, all of which are referred
to as ‘the Ward identity’ in the literature. For instance, in the limit ω → 0 we
can relate the self-energy to the reduced susceptibilities through
ReΣσ(ω) = Un−σ +
(
1− χs + χc
2
)
ω +O(ω2), (1.65)
ImΣσ(ω) = −
(
χs − χc
2
)2 ω2
2∆
+O(ω3). (1.66)
Finally, we can use Eq. (1.66) to show that
χs + χ = 2γ. (1.67)
The existence of the Ward identity for the AIM was originally derived from
perturbation theory by Yamada and Yosida [134, 138, 135] and subsequently
generalised by Oguri [96] to the AIM out of equilibrium. Recently Kopietz et al.
presented a proof based on functional methods [71].
1.7.2. Results from Fermi liquid theory
Fermi liquid theory is a general phenomenological theory applicable to many
interacting fermionic systems, and is particularly useful in describing the low
temperature behaviour of many ‘ordinary’ metals. It was originally developed by
Lev D. Landau in 1956 [76, 75] to explain why, at low temperatures, the specific
heat of liquid 3He increases linearly with temperature as one would expect from
a Fermi gas5. Though the observed slope was larger than the theoretical predic-
tion, such linear behaviour was thought to be characteristic of a non-interacting
system, which a liquid ostensibly is not. Fermi liquid theory succeeded in ex-
5The linear behaviour is observed at temperatures of order 0.1 K, a temperature obviously
lower than the 3.19 K at which 3He boils [46].
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plaining why an interacting system can behave qualitatively as a non-interacting
and has since been a central topic in condensed matter and particle physics.
Consider a non-interacting system in an a state ψ = |np1,σ1np2,σ2 . . . >, where
npi,σi denotes the number of electrons with momentum pi and spin σi. In its
ground state, for instance, npi,σ = θ(pF − p), where pF is the Fermi momentum.
As we turn on the interactions, Fermi liquid theory argues that the resultant
state of the interacting system can again be labelled in the same way, and will
thus be in a one-to-one correspondence with the non-interacting ground-state.
Furthermore, it also asserts that this is true even for the excited states. To see
why, one must realise that the excited states of the non-interacting system can
again solely by labelled in terms of npi,σi and that turning on interactions will,
in either case, not affect quantum numbers such as spin and momentum.
We thus arrive at the notion of a quasi-particle — an excited state, a com-
plicated mess of interactions and virtual processes that nonetheless behaves just
like a particle with modified dynamical properties (such as the effective mass).
Remarkably, the quasi-particles themselves are weakly interacting, since the ma-
jority of the interaction effects have been already accounted for by the quasi-
particle picture.
Another key concept in Fermi liquid theory is thus the notion of the adiabatic
switching on of interactions, necessary to ensure that the system remains in
equilibrium throughout. Note that the quasi-particle excitations away from the
Fermi sphere have a finite lifetime τq proportional to the inverse of the excitation
energy (τqǫ
−1
p,σ) before they decay in electron-hole pairs. The adiabatic switching
on of the interactions must therefore take place on time-scales smaller than τq.
A remarkable feature of the Fermi liquid quasi-particle pictures is that the
quasi-particles are weakly interacting. In Ref. [95] Nozie`res applied the principles
of Fermi liquid theory to the Kondo model and achieved an expansion in terms
of phenomenological Fermi liquid parameters. He conjectured that the Anderson
impurity model can be similarly described, though this was not actually pursued
until much later [89].
The self-energy Σ(ω) of a Fermi liquid must satisfy certain properties. First,
Σ(0) and Σ′(0) must be real at zero frequency; this implies that in the limit
ω → 0, ImΣ(ω) ∼ ω2. This is confirmed by the explicit result in Eq. (1.66) and
will prove useful in formulating the renormalised perturbation theory.
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1.7.3. Friedel-Langreth sum rule
The Friedel-Langreth [77] sum rule is another exact result for the Anderson
model that we will make extensive use of. Given the (exact) self-energy at zero
frequency, it allows us to calculate the impurity occupation from
nσ =
1
2
− 1
π
tan−1
(
ǫd + σh+Σ−σ(0)
∆
)
. (1.68)
If the frequency dependence of the self-energy is known, then nσ can also be
found by directly integrating the spectral density up to the Fermi level
nσ =
∫ 0
−∞
dωρσ(ω). (1.69)
If the self-energy is known exactly, the two expressions for the occupation will
agree. Typically, however, the self-energy is only known to an approximation.
We expect then that the two estimates will differ, and it is not a priori clear
whether Eq. (1.68) or Eq. (1.69) will provide a more accurate estimate for nσ.
1.8. The Bethe ansatz
The Bethe ansatz is a method introduced by Hans Bethe in 1931 [18] in the
context of the Heisenberg model, where he showed that it can be used for the
exact calculation of the eigenvectors and eigenvalues of one-dimensional quantum
systems. Nevertheless, it was not until the 1980s that it was applied to quantum
impurity problems, starting from the Kondo model of Eq. (1.13) [127, 129, 11].
Solutions to the non-degenerate AIM appeared shortly thereafter [130, 12, 67].
In summary, the following exact equations were derived
χls =
√
π
2u
exp
(
π2u
8
− 1
2u
)
+
1√
2πu
∫ ∞
−∞
dx
e−x
2/2u
1 + (πu/2 + ix)2
, (1.70)
χlc =
1√
2πu
∫ ∞
−∞
dx
e−x
2/2u
1 + (πu/2 + x)2
, (1.71)
γ =
1
2
(χls + χ
l
c), where u =
U
π∆
. (1.72)
Note that Eq. (1.72) is just an explicit statement of the Ward identity. We
highlight the appearance of the exponential functions, which contain u to all
powers. Important insight into the connection between these results and the
perturbation theory was provided by Zlatic´ and Horvatic´ [142, 60] who expressed
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Figure 1.4.: Exact results for the reduced spin and charge susceptibilities
(Eq. 1.70, 1.71 for the particle-hole symmetric model.
Eq. (1.70)-(1.72) as a power series in u by introducing a set of coefficients Cn
which can be calculated through a recurrence relation. They found that at T = 0
χls =
∞∑
n=0
Cnu
n, χlc =
∞∑
n=0
(−1)nCnun, (1.73)
where the coefficients Cn satisfy
Cn = (2n− 1)Cn−1 − π
2
4
Cn−2, (1.74)
with C0 = C1 = 1. The first terms in this expansion are none other than those
calculated by Yamada and Yosida [137, 134, 138, 135]. The similarity in the two
expressions of Eq. (1.73) is not coincidental and is a reflection of the spin-isospin
symmetry discussed in Section 1.4. By iterating Eq. (1.74) we can calculate the
susceptibilities to any order in U . An important property of the coefficients Cn
is that they decrease very rapidly with n [142], allowing certainly quantities,
such as the Wilson ratio (Eq. (1.31)), to be reliably calculated even in the strong
correlation regime.
1.9. The Numerical Renormalisation Group
The renormalisation group is a framework developed largely by Kenneth Wilson
for solving classes of problems in high-energy and condensed matter physics. In
its early formulations it built on earlier work on scaling by Kadanoff, Widom and
Fisher and succeeded in explaining the universal nature of critical exponents in
second order transitions. It marked a significant improvement over Landau’s
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mean-field approach to scaling relations, which, while successful in providing
an effective description of universality, was incapable of deducing exponents in
dimensions fewer than the upper critical dimension and could not be used to
calculate non-universal properties, such as the transition temperature. Reviews
of the application of the renormalisation group to statistical physics can be found
in Ref. [133, 36].
The question of phase transitions aside, Wilson was one of the first to exploit
the analogy between statistical mechanics and quantum field theory and apply
the renormalisation group to impurity problems, with enormous success. The
Numerical Renormalisation Group (NRG) is now one of the most reliable ways of
calculating many properties of strongly correlated systems, having been applied
to the usual and degenerate variations of the s-d model, the Anderson model, in
or out of equilibrium; for a comprehensive review see Ref. [20]. A brief summary
of the key points in the NRG will be presented in this section — the complexity
of the method and subtleties associated with it prevent a more comprehensive
exposition; more information can be found in Ref. [131, 132, 72, 73, 50, 20].
In Eq, (1.1) the Hamiltonian of the AIM is written in terms of the parameters
ǫd,∆, U . In general, any Hamiltonian can be written as H(K), where K ∈ K
is a set of parameters in the manifold K of all possible Hamiltonian configura-
tions. The Numerical Renormalisation Group is a mapping R : K → K 6. The
mapping is not necessarily linear or invertible, and is typically characterised by
a parameter α, which, for simplicity, we take to be a real number.
We also define an associative binary operation ◦ : K×K → K that and assume
that there is an identity element I ∈ K. We require that
Rαα′ = Rα ◦Rα′ , ∀α, α′. (1.75)
To avoid confusion, we clarify that the word ‘group’ is somewhat of a misnomer,
as (R only constitutes a semi-group in the mathematical sense [132]). An im-
portant concept in the theory of the NRG is that of a fixed point K∗ ∈ K under
a transformation Rα, defined such that
K∗ = RαK∗. (1.76)
Our starting point now is the Hamiltonian of Eq. (1.1) with a flat conduction
band of width 2D. We place the impurity at r = 0 and assume an isotropic
6It can also be seen as a mapping R : ❤→ ❤, where ❤ is the manifold of possible Hamiltonians.
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conduction band (i.e. that the conduction operators and hybridisation elements
depend only on k, not k). We then expand the operators in spherical harmonics,
and, since by symmetry only s-states need to be considered, discard all states
with l 6= 0.
We introduce a real number Λ > 1, known as the discretisation factor, and
use it partition the formerly-continuous conduction band into an infinity of log-
arithmically spaced discrete intervals i.e. the wavector k of the n’th interval falls
in the interval (Λ−(n+1),Λ−n). Carrying out the discretisation in this manner
introduces a hierarchy of clearly-separated energy scales. We thus arrive at the
linear-chain Hamiltonian [72]
Hˆ(N) = Λ
N−1
2
[
Λ1/2Hˆ0 +
N−1∑
n=0
Λ−n/2ξn
∑
σ
(f †n,σfn+1,σ + f
†
n+1,σfn,σ)
]
, (1.77)
Hˆ(0) = Hˆ
(0)
0 + Hˆ
(0)
c , (1.78)
Hˆ
(0)
0 =
∑
σ
ǫd,Λc
†
d,σcd,σ + UΛ(
∑
σ
c†d,σcd,σ − 1)2, (1.79)
Hˆ(0)c = Vd,Λ
∑
σ
(
f †0,σcd,σ + c
†
d,σf0,σ
)
, (1.80)
where the operators fn,σ define a basis which is related to the original basis
through a unitary transformation, ǫd,Λ, Vd,Λ, UΛ are functions of the correspond-
ing variable and Λ, and ξn are exponentially decreasing functions of n. In the
limit N → ∞ we recover the original Hamiltonian of Eq. (1.1) up to a scale
factor involving Λ (this can also be achieved by setting Λ = 1).
This satisfies the recurrence relation
Hˆ(N+1) = Λ1/2Hˆ(N) + ξN
∑
σ
(f †N,σfN+1,σ + f
†
N+1,σfN,σ), (1.81)
which also constitutes the definition of the renormalisation group mapping RΛ.
The significance of rewriting the Hamiltonian in this manner is that it permits its
iterative diagonalisation. We begin with Hˆ(0), which comprises a Hamiltonian
Hˆ0 that involves only the impurity and a term Hˆc that couples the impurity
to the 0th site. The eigenstates of Eq. (1.79) can be determined analytically.
Given this basis one can then numerically obtain an eigenbasis |〉0 for the com-
bined Hˆ(0); the elements of this are labelled by the ‘good’ quantum numbers
appropriate for the problem (for example, in the absence of a magnetic field
spin and charge constitute ‘good’ quantum numbers). To determine the eigen-
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basis of HˆN+1, given the eigenbasis of HˆN , we form the outer product of |〉N
with a 1-particle eigenbasis for the additional site. The resultant spectrum in-
creases quickly in size and practical computational considerations necessitate its
truncation. Typically at each step one retains only the 104 or so lowest-lying
states and consequently, due to the loss of information, renders the transforma-
tion non-invertible. Another complication arises due to the discrete nature of
the linear chain Hamiltonian, which results in a spectral density consisting of a
series of delta functions. To obtain a smooth spectrum one must convolve these
peaks with a broadening kernel; this is typically accomplished using log-Gaussian
function, or another function with long tails.
Despite its power, the NRG has a number of drawbacks. First, the discretisa-
tion and broadening of the conduction band introduces an element of uncertainty
to the calculation. In practice this itself as a spurious oscillation of the self-energy
— or any operator expectation value — at low frequencies, making it sometimes
difficult to extract precise results, particularly for large values of Λ. Conse-
quently, schemes for combining calculations performed with different values of
the discretisation have been developed [98, 128]. A more serious limitation to
the method is the exponential increase in the number of states that have to be
retained as further impurity sites are added to the problem. For computational
reasons this greatly restricts the application of the NRG to highly degenerate
models and multiple-impurity scenarios.
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2. Renormalised perturbation theory
2.1. The Renormalised Perturbation Theory
In Sec. 1.6 we saw how a systematic perturbation expansion in powers of U can
be constructed around the non-interacting limit. The disadvantage of this ap-
proach is that in practice one can only calculate the first few terms of the series.
For small values of U , the truncated series for the self-energy will, by construc-
tion, constitute a good approximation to the self-energy. As U is increased this
will progressively cease to be the case, and our approximation will not even be
qualitatively correct. This is precisely the challenge posed by strong correlation
physics.
The Renormalised Perturbation Theory (RPT) is an attempt to rectify this
inapplicability of ordinary (or bare) perturbation theory to the strong correlation
regime [48, 49, 47, 51, 55, 52, 53, 17]. In very broad terms, the reason the bare
perturbation expansion fails when U is large is that the non-interacting model
is not a suitable starting point and, as a result, the perturbation corrections
are quite large. The effect of the interactions is particularly important at low
energies, and depending on their strength may result in very significant renor-
malisations of the parameters of the system. Rather than try to account for these
in a perturbative manner, in the RPT these effects are automatically taken into
account from the outset by working with the renormalised values directly. A
penalty one has to pay is that the renormalised expansion is more cumbersome
to carry out, as in addition to the interaction vertices, one must also include
counter-terms, to ensure that effects included in the renormalised parameters
are not over-counted.
In high-energy physics the renormalised perturbation theory has been used to
extract physically significant predictions from quantum field theory [105, 109, 31].
In that context, the renormalisation effects were divergent, prompting the famous
analogy to ‘sweeping infinities under the rug’. By absorbing these infinite renor-
malisations into the bare parameters of the model, one can make predictions in
terms of the renormalised parameters, eliminating the dependence of the theory
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on their unobservable bare values. The additional complication in this scenario
is of course the divergence itself which has to be controlled through some regu-
larisation scheme. In condensed matter physics such divergences do not occur in
neither the high-energy limit, where the lattice spacing provides a high-frequency
cut-off, nor the in low-energy limit where the system size sets a minimum scale.
The principle is thus the same, but the technical details differ considerably.
We will set up the RPT of the Anderson model by adopting two different, but
complementary, viewpoints. In the first case we will start with the interacting
Green’s function and show how a Taylor expansion of the self-energy can be used
to define a renormalised pair propagator. In the second point of view we will
consider the renormalisation of the Lagrangian density directly.
2.1.1. Renormalisation of the correlation functions
Our starting point is the interacting Green’s function of the AIM in the zero-
temperature formalism. The argument we will put forward is presented in
Ref. [49], and is similar for the advanced and causal incarnations of the Green’s
function. For concreteness we will use the retarded propagator
G+σ (ω) =
1
ω − ǫd,σ + i∆− Σ+σ (ω)
, (2.1)
where a potentially non-zero magnetic field has been absorbed in ǫd,σ = ǫd−σh.
Since we are interested in incorporating the low-energy interaction effects in the
parameters, we perform a Taylor expansion of the self-energy around ω = 0
Σ+σ (ω) = Σ
+
σ (0) + Σ
+
σ
′(0)ω +Σ(rem,+)σ (ω), (2.2)
where Σ
(rem,+)
σ (ω) = O(ω2). To carry out the Taylor expansion we have to
assume that Σ+σ (ω) is an analytic function of frequency. Since the single-impurity
model is a Fermi liquid in all parameter regimes (Sec. 1.7.2), this is justified
assumption. Furthermore, it ensures that Σ+σ (0) and Σ
+′
σ(0) are real at zero
temperature1. By inserting Eq. (2.2) into Eq. (2.1) we deduce that
G+σ (ω) = zσG˜
+
σ (ω), (2.3)
1We note in passing that the formulation of RPT is presently tied to models with Fermi-liquid
behaviour. Furthermore, the renormalised parameters are only defined at zero temperature;
in Appendix A we explore the possibility of formulating the theory for T 6= 0.
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where G˜+σ (ω) is the retarded renormalised (or quasi-particle) propagator given
by
G˜+σ (ω) =
1
ω − ǫ˜d,σ + i∆˜σ − Σ˜+σ (ω)
. (2.4)
The renormalised quantities are defined with respect to their bare counter-parts
as follows
∆˜σ = zσ∆, (2.5)
ǫ˜d,σ = zσ(ǫd,σ +Σ
+
σ (0)), (2.6)
Σ˜+σ (ω) = zσΣ
rem,+
σ (ω), (2.7)
where the quasi-particle weight is given by
zσ =
1
1− Σ+σ ′(0)
. (2.8)
Note that in Eq. (2.6) and (2.8) the retarded self-energy Σ˜+σ (ω) can be replaced
with the causal self-energy Σ˜σ(ω), since Σ˜σ(0) and Σ˜
′
σ(0) are real. By studying
the two-point correlation function we have shown how the low-energy effects can
be absorbed into the two model parameters, ǫ˜d and ∆˜, with a one-particle nature.
To complete our treatment we have to consider the effects of two-particle inter-
actions, which cannot be studied from the Green’s function alone. We therefore
turn our attention to higher correlation functions and introduce a renormalised
interaction constant U˜ , which we define in terms of the four-vertex at zero fre-
quency as
U˜ = zσz−σΓσ,−σ(0, 0). (2.9)
For brevity we will henceforth adopt the shorthand notation µ = (ǫd,∆, U) and
µ˜ = (ǫ˜d, ∆˜, U˜) in the absence of a magnetic field. In non-zero magnetic fields
the bare and renormalised levels are spin-dependent while in the renormalised
theory the hybridisation is also spin-dependent (Eq. (2.5)). It is understood then
that µ = (ǫd,↓, ǫd,↑,∆, U) and µ˜ = (ǫ˜d,↓, ǫ˜d,↑, ∆˜↓, ∆˜↑, U˜).
2.1.2. Renormalisation of the Lagrangian density
In this section we consider the Lagrangian formulation of the renormalised theory
presented in Ref. [51]. Consider Eq. (2.3), which relates the renormalised and
bare Green’s function. From the observation that they only differ by a factor
of z, and with the operator definition of Eq. (1.49) in mind, we can conclude
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that the renormalised fields must similarly only differ from the bare fields by a
multiplicative factor . In either the τ or ω bases we have
d˜σ = z
−1/2
σ dσ,
d˜σ = z
−1/2
σ dσ. (2.10)
Furthermore, a ‘number operator’ can be defined as n˜σ = d˜σd˜σ and will satisfy
n˜σ = zσnσ.
We are now in a position to examine the renormalisation of the Lagrangian. We
start by separating the bare Lagrangian density into a renormalised Lagrangian
(in terms of renormalised parameters) and a counter-term Lagrangian of the
same form
L(µ) = L˜(µ˜) + L˜ct(λ(µ˜)), (2.11)
where
L˜ct(λ) =
∑
σ=↑,↓
d˜σ(τ)(λ2,σ∂τ + λ1,σ)d˜σ(τ) + λ3n˜↑(τ)n˜↓(τ). (2.12)
This counter-term Lagrangian will depend on µ˜ only implicitly, through the
counter-terms λ = (λ1,σ, λ2,σ, λ3) — we will discuss this shortly. To set up
the RPT we separate the Lagrangian L into renormalised non-interacting and
interacting components
L˜0 =
∑
σ
d˜σ(τ)
(
∂τ − ǫ˜d,σ + i∆˜σ
)
d˜σ(τ),
L˜I = U˜ n˜↑(τ)n˜↓(τ) + L˜ct(µ). (2.13)
The non-interacting component now gives rise to a renormalised non-interacting
thermal Green’s function defined, on the imaginary time axis, in analogy to
Eq. (1.49)
G˜σ(τ1, τ2) = G˜σ(τ1 − τ2) = 〈d˜σ(τ1)d˜σ(τ2)〉. (2.14)
Of particular practical importance for diagrammatic calculations is its frequency-
space non-interacting version, which is equal to
G˜(0)σ (ωn) =
1
iωn − ǫ˜d,σ + i∆˜σ sign(ωn)
, (2.15)
and can be related to causal variant of the retarded T = 0 propagator of Eq. (2.1)
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by an analytic continuation, as discussed in Sec. 1.5.2. Note that in contrast to
the bare perturbation theory, the structure of the interacting Lagrangian in the
renormalised theory is more complicated due to the presence of the counter-
terms. In particular, the λ1,σ and λ2,σ counter-terms will contribute one-particle
vertices to the diagrammatics of the RPT. Similarly, λ3 constitutes a two-particle
interaction vertex, somewhat similar to the renormalised four-vertex but which
is a polynomial in U˜ . Along with the renormalised Coulomb term, the counter-
terms will give rise to a renormalised self-energy Σ˜(ω) and an interacting Green’s
function G˜σ(ω), defined through the Dyson equation [G˜σ(ω)]
−1 = [G˜(0)σ (ω)]−1 −
Σ˜σ(ω; µ˜).
To determine the counter-terms as functions of the renormalised parameters
we impose the renormalisation conditions
Σ˜σ(0) = 0,
Σ˜′σ(0) = 0,
Γ˜σ,−σ(0, 0) = U˜ . (2.16)
Note that the first two renormalisation conditions are equivalent to the definition
of Σ˜σ(ω) in terms of the Taylor remainder of Eq. (2.7), though they do not
make explicit reference to the bare self-energy. To impose these conditions one
is forced to adopt some approximation for Σ˜σ(ω); the counter-terms will thus
clearly depend on the chosen approximation, in contrast to the renormalised
parameters which depend only on the model.
In generalising our treatment to non-zero magnetic fields, two ways of defining
the renormalised parameters naturally present themselves:
1. Field-independent counter-terms : We apply the conditions of Eq. (2.16)
at zero-field. Turning the field on then renders the cancellation of the
counter-term with the self-loop diagram incomplete, necessitating the ex-
plicit inclusion of the counter-term in any calculation (also see Sec. 2.3.1).
2. Field-dependent counter-terms: Following Refs. [53, 17], we define the
renormalised parameters as
zσ(h) = [1− ∂ω Σσ(ω, h)|ω=0]−1, (2.17)
ǫ˜d,σ(h) = zσ(h)(ǫd,σ +Σσ(0, h)), (2.18)
∆˜σ(h) = zσ(h)∆, (2.19)
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and the renormalised self-energy as
Σ˜σ(ω, h) = zσ(h)[Σσ(ω, h)− ω∂ω Σσ(ω, h)|ω=0 − Σσ(0, h)]. (2.20)
The renormalisation conditions in Eq. (2.16) are imposed at finite-field,
yielding field-dependent counter-terms λ1,σ(h), λ2,σ(h) and λ3(h). Using
these definitions we can rewrite the bare Green’s function in a magnetic
field (Eq. (2.1)) as
Gσ(ω) =
zσ(h)
ω − ǫ˜d(h) + zσ(h)σh+ i∆˜σ(h)− Σ˜σ(ω, h)
. (2.21)
2.1.3. The renormalised parameters
In the previous section we saw how the renormalised parameters µ˜ can be de-
termined from the bare self-energy and four-vertex. However, these quantities
are not generally known; after all, determining them is essentially the challenge
of many-body physics. Crucially, the definitions of the parameters in terms of
the bare self-energy and four-vertex involve only Σσ(0),Σ
′
σ(0) and Γ(0). This
opens up the possibility of determining the parameters from the NRG introduced
in Sec. 1.9. Since the NRG can determine the self-energy itself, the definitions
in Eq. (2.5), (2.6) (2.9) can in principle be used directly. In practice, the ac-
curacy of this approach is vitiated by oscillatory artefacts in the NRG caused
by the broadening and discretisation [63]) procedure, and which are particularly
pronounced at low energies. To overcome this, Ref. [55] describes a method by
which the renormalised parameters can be extracted from the NRG fixed point
directly.
In the special case of particle-hole symmetry the exact results of the Bethe
Ansatz (see Sec. 1.8) can also be used to deduce the renormalised parameters.
From the definitions of the susceptibilities we can infer the relations
U˜ = 2π∆
χls − χlc
(χlsχ
l
c)
2
, (2.22)
∆˜ = 2∆
1
χlsχ
l
c
, (2.23)
which allow us to numerically compute U˜ and ∆˜ from Eq. (1.70), (1.71). By
carefully evaluating these expressions numerically we can calculate the stationary
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Figure 2.1.: The renormalised parameters U˜ , ∆˜ for (2.1a) a symmetric and an
(2.1b) asymmetric (right) model as a function of U/π∆.
point of U˜(U)
Us
π∆
= 0.856122. (2.24)
In Fig. 2.1 we show how the renormalised parameters U˜ , ∆˜ (determined from
the NRG) depend on U . We see that in the case of Kondo limit (U → ∞) of
the symmetric model, a single energy scale emerges as U is increased. We can
write U˜ → 4TK and π∆˜→ 4TK , where TK is known as the Kondo temperature,
as U →∞ [49]. Note furthermore that in this limit, U˜ ρ˜(0) = U˜/π∆˜→ 1.
One might object that the RPT will be of limited use so long as it depends on
external methods for the determination of the renormalised parameters. This is
indeed a legitimate concern and we will address it in Chapter 4, where we will
discuss how they can be determined exclusively within the framework of RPT.
2.2. The Feynman rules in the renormalised theory
We proceed to discuss the rules in the renormalised theory (a more comprehensive
discussion is included in Ref. [15, p. 30]. In the Lagrangian formalism it is easy
to repeat the steps described in Sec. 1.5, but with the renormalised fields as
integration variables. The Green’s function can then be computed from the
explicit form of the functional definition of G˜σ(τ1, τ2) in Eq. (2.14)
G˜σ(τ1, τ2) =
∫
D[d˜]D[d˜]d˜σ(τ1)d˜σ(τ2) exp
(
−S[d˜, d˜]
)
∫
D[d˜]D[d˜] exp
(
−S[d˜, d˜]
) , (2.25)
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where the action is computed in the renormalised theory as
S[d˜, d˜] =
∫
dτ
(
L˜(d˜, d˜, µ˜; ∂τ ) + L˜ct(d˜, d˜,λ(µ˜); ∂τ )
)
, (2.26)
and is equal to action in the bare theory. We thus arrive at the following rules:
• Internal lines of frequency ωi and spin σ receive a factor iG˜(0)σ (ωi).
• Vertices are assigned a factor −iU˜ .
• Impose frequency conservation at each vertex and integrate over the re-
maining free variables with measure
∫∞
−∞
dω
2π .
• Diagrams with an odd number of fermion loops receive a factor of −1.
• Multiply the overall amplitude by i, to obtain Σ˜σ(ω), rather than −iΣ˜σ(ω).
Note that in the Lagrangian formalism the re-scaling of the Grassmann fields
does not enter the derivation of the rules at all. By contrast, in the canonical
formalism2 the re-scaled fields will satisfy the non-standard anti-commutation
relation {c˜d,σ(τ1), c˜†d,σ′(τ2)} = zσδσ,σ′δ(τ1 − τ2). As a result, Wick’s theorem [1,
p. 66], which the canonical formalism is usually based on, will have to be modi-
fied. These complexities can be avoided by re-introducing the bare operators in
the renormalised theory. We can then make use of the usual rules of the bare
perturbation theory (Sec. 1.6) with the substitutions ǫd → z−1σ ǫ˜d, ∆ → z−1σ ∆˜σ
and U → z↑z↓U˜ leading to peculiar form for the propagator
G˜(0)σ (ω) =
1
ω − zσ ǫ˜d,σ + izσ∆˜σ sign(ω)
. (2.27)
After writing down the expression corresponding to a diagram we can perform
the substitution ω → zω′ — each diagram will be thus expressed as a product
of a power of z and an expression involving renormalised variables. For an nth
order diagram there are n−1 free integration variables, each contributing a factor
of z from the Jacobian, n vertices contributing in total 2n factors of z−1 and
2n− 1 instances of Eq. (2.27) from which, when expressed in ω′, we can isolate
a z−n term. Altogether, the overall power of the factor of z is then = −1. We
thus conclude that we can effectively ignore the unusual commutation relation
of the renormalised operators and deduce the same rules as given above.
2In the interests of brevity, a discussion of perturbation theory in the canonical formalism has
been omitted from Chapter 1; the interested reader is referred to Ref. [1, 84].
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(a) (b)
Figure 2.2.: Diagrams that contribute to the first order (a) and second order (b)
terms in the renormalised self-energy.
2.3. Perturbation expansions in U˜
In this section we discuss the perturbation theory in powers of U˜ and calculate
the self-energy and four-vertex to order U˜3 inclusive (this calculation was first
carried out in Refs. [49, 51] in the special case of particle-hole symmetry, and also
appears in Ref. [32]). The counter-terms represent a complication not present in
the bare theory, and are best dealt by organising the calculation order-by-order.
To simplify the notation we introduce an effective interaction U˜eff = U˜ + λ3,
which will also serve as a tentative expansion variable before we impose the
renormalisation group equations. We will use the notation X [n] to denote the
(strictly) nth order term in the power series expansion of X. We have the choice
of using the T = 0 formalism (Sec. 2.1.1) or the Matsubara formalism in the zero
temperature limit (Sec. 2.1.2). For simplicity we choose the former, to avoid the
need for an analytic continuation. In our diagrams the internal lines will thus
correspond to
G˜(0)(ω) =
1
ω − ǫ˜d + i∆˜ sign(ω)
. (2.28)
To simplify the calculation we will assume that any magnetic field is zero, i.e.
ǫ˜d,↑ = ǫ˜d,↓.
2.3.1. Mean-field
We begin by calculating the amplitude of the simplest possible diagram, the
tadpole of Fig. 2.2 (see Ref. [49]). As this is frequency-independent it will be
always cancelled by the counter-term. Similarly, the four-vertex trivially consists
of a single instance of the effective interaction vertex. We thus have λ1,σ =
−U˜ n˜−σ + O(U˜), λ2,σ = λ3 = O(U˜2). Trivially, Σ˜[1]σ (Ω) = 0 and Γ˜[1]↑↓ = U˜ . Note
that — as remarked at the end of Sec. 2.1.2 — the counter-term will no longer
cancel the self-loop if we turn on a magnetic field.
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(a) (b)
Figure 2.3.: The two diagrams that contribute to the renormalised four-vertex
to second order in U˜ .
2.3.2. Second-order calculation
The second-order self-energy can be deduced [49] by calculating the diagram in
Fig. 2.2b. The λ1,σ counter-term will only make a static contribution and there-
fore can be entirely ignored for our purposes. Similarly, the O(U˜2) cannot form
part of a second-order diagram and is similarly ignored. By applying the Feyn-
man rules as usual and defining the renormalised particle/hole-pair propagators
Π˜ppσ,−σ(Ω) = i
∫
dω¯G˜(0)σ (ω)G˜
(0)
−σ(Ω− ω),
Π˜phσ,−σ(Ω) = i
∫
dω¯G˜(0)σ (ω)G˜
(0)
−σ(Ω + ω). (2.29)
we arrive at two equivalent expressions for the self-energy
Σ˜[2]σ (Ω) = −iU˜2
∫
dω¯G˜
(0)
−σ(Ω− ω)Π˜phσ,−σ(ω) + Ωλ[2]2,σ + λ[2]1,σ
= −iU˜2
∫
dω¯G˜
(0)
−σ(ω − Ω)Π˜ppσ,−σ(ω) + Ωλ[2]2,σ + λ[2]1,σ, (2.30)
Note that the interaction vertex in the diagrams of Fig. (2.2) is really U˜eff, not
U˜ . However, from the first-order calculation of the four-vertex we have that
U˜2eff = U˜
2 +O(U˜3), allowing us to ignore the influence of the λ3 counter-term.
To find λ
[2]
2,σ and λ
[2]
1,σ we impose the renormalisation conditions of Eq. (2.16).
This can be done numerically using a finite-difference estimate of the derivative
of the first term on the right-hand side of Eq. (2.30). From a numerical point
of view, however, it is usually preferable to analytically differentiate Eq. (2.30)
and only then to resort to numerics. From Eq. (2.28) we find3 that
dG˜
(0)
σ (ω)
dω
= −
[
G˜(0)σ (ω)
]2
− 2i∆˜σ
ǫ˜2d,σ + ∆˜
2
σ
δ(ω) = −
[
G˜(0)σ (ω)
]2
− 2iπρ˜(0)σ (0)δ(ω).
(2.31)
3It is helpful to note that sign(x) = 2θ(x)− 1 so d sign(x)/dx = 2δ(x).
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Figure 2.4.: The quantity π∆α2 (Eq. (2.35) plotted as a function of ǫd+U/2 for
a model with U = 3π∆.
We thus deduce an expression for the derivative of the self-energy:
∂ωΣ˜
[2]
σ (Ω) = −iU˜2
∫
dω¯
[
G˜
(0)
−σ(Ω− ω)
]2
Π˜phσ,−σ(ω)− ρ˜−σ(0)Π˜phσ,−σ(Ω) + λ[2]2,σ.
(2.32)
We now turn our attention to the two particle four-vertex. The diagrams that
contribute to it are shown in Fig, 2.3 and give
Γ˜
[2]
↑↓(Ω1,Ω2) = U˜
2
eff
[
Π˜ph↑↓(0) + Π˜
pp
↑↓(0)
]
. (2.33)
Applying the renormalisation condition we thus obtain
U˜ = U˜eff + U˜
2
effα2 +O(U˜3eff) ⇒ U˜eff = U˜ − U˜2α2 +O(U˜3), (2.34)
where
α2 = Π˜
ph
↑↓(0) + Π˜
pp
↑↓(0) = ρ˜σ(0)−
1
πǫ˜d
tan−1
(
ǫ˜d
∆˜
)
. (2.35)
Note that in the limit of particle-hole symmetry (ǫ˜d = 0) the two diagrams of
Fig. 2.3 cancel and α2 = 0. This is true for all even-order terms of the U˜ . Away
from particle-hole symmetry we thus have that
λ3 = −U˜2α2 +O(U˜3). (2.36)
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(a) (b)
Figure 2.5.: The two diagrams that contribute to the third-order term of the
renormalised self-energy.
2.3.3. Third-order calculation
The third-order skeleton diagrams that contribute to the self-energy [51] are
shown in Fig. 2.5, which are equal to
Σ˜[3a]σ (Ω) = −U˜3eff
∫
dω¯G˜
(0)
−σ(ω − Ω)
[
Π˜pp−σ,σ(ω)
]2
, (2.37)
Σ˜[3b]σ (Ω) = −U˜3eff
∫
dω¯G˜
(0)
−σ(Ω− ω)
[
Π˜ph−σ,σ(ω)
]2
. (2.38)
At lower orders, the counter-term λ3 has not played an important role in our
calculation. However, from Eq. (2.34) we find that U˜2eff = U˜
2 − 2α2U˜3 +O(U˜4)
and U˜3eff = U˜
3 +O(U˜4). So, in addition to the contributions of the diagrams in
Fig. 2.5, we have to consider the two diagrams obtained by replacing each of the
interaction vertices in Fig. 2.2b with the λ3 counter-term given by Eq. (2.36).
We thus simply have
Σ˜[3c]σ (Ω) = −2iU˜3α2
∫
dω¯G˜
(0)
−σ(Ω− ω)Π˜phσ,−σ(ω), (2.39)
where α2 is given by Eq. (2.35). The third-order self-energy is thus
Σ˜[3]σ (Ω) = Σ˜
[3a]
σ (Ω) + Σ˜
[3b]
σ (Ω) + Σ˜
[3c]
σ (Ω) + Ωλ
[3]
2,σ + λ
[3]
1,σ. (2.40)
Again it is preferable to use Eq. (2.31) to analytically perform the differentiation
needed to determine the λ2 counter-term, rather than a numerical derivative
based on finite differences.
Note that a very considerable simplification of the calculation has been af-
forded by the assumption of a zero magnetic field. In a finite magnetic field
one would have to account for the partial cancellation between the tadpole of
Fig. 2.2a and the λ1,σ counter-term defined at zero temperature. Thus we would
have to consider insertions of the self-loop (and counter-term) in the second-order
diagrams, and staggered tadpole diagrams, if we aim to calculate Σ˜σ(ω = 0, h).
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Figure 2.6.: The real (left) and imaginary (right) components of the second and
third-order approximations to Σ˜(ω), for a model with U = 4π∆ and
ǫd = −1.5π∆.
In order to compare the results of the calculations above to the NRG results
for the self-energy we set π∆ = 0.01, ǫd = −1.5π∆ and U = 4π∆, for which
we find that ǫ˜d = 7.422 × 10−6, ∆˜ = 1.113 × 10−4 and U˜ = 3.505 × 10−4. Our
results are shown in Fig. 2.6. We see that the corrections from the third-order
term to the second-order self-energy are small, and, as is evident in the plot of
the imaginary part, improve the agreement of the results with those obtained
from the NRG.
2.4. Properties of the renormalised self-energy
2.4.1. The Ward identities
In Sec. 1.7.1 we discussed how the theory’s gauge invariance leads to the identities
of Eq. (1.63), (1.64). In this section we focus on Eq. (1.63) and derive the
corresponding identity in the renormalised theory following Ref. [49]. Consider
a model with the impurity orbital at ǫd. In the renormalised theory, the counter-
terms are introduced so that Eq. (2.16) are satisfied, that is, the terms subtracted
in Eq. (2.7) cancel Σ(ω, ǫd,λ(ǫd)) at ω = 0. When the orbital is shifted to ǫd+δǫd
with the counter-terms held constant, the cancellation is incomplete, resulting
in a non-zero ∂ǫdΣ˜σ(0, ǫd,λ(ǫd)). We thus have
∂Σ˜σ(0, ǫd,λ(ǫd))
∂ǫd
=
∂
∂ǫd
(zσ(ǫd)Σσ(0, ǫd) + ωλ2,σ(ǫd) + λ1,σ(ǫd))
=
∂ ln zσ(ǫd)
∂ǫd
Σ˜σ(0, ǫd,λ(ǫd)) + zσ(ǫd)
∂Σσ(0, ǫd)
∂ǫd
(2.41)
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Figure 2.7.: Diagrammatic representation of (2.7a) transverse spin susceptibili-
ties and (2.7b transverse charge susceptibilities in terms of the four-
vertex in the particle-hole channel.
Noting the renormalisation conditions (Eq. (2.16)), the Ward identity in Eq. (1.63),
and Eq. (2.3) we find that
∂Σ˜σ(0, ǫd,λ(ǫd))
∂ǫd
= −ρ˜−σ(0)U˜ . (2.42)
We can exploit the spin-isospin transformation to deduce the corresponding iden-
tity with respect to the magnetic field
∂Σ˜σ(0, h,λ(h))
∂(σh)
= ρ˜−σ(0)U˜ . (2.43)
2.4.2. The Friedel-Langreth sum rule in RPT
The renormalised perturbation theory accommodates the Friedel-Langreth sum
rule in a very natural way [49]. Starting with the statement of the rule in terms
of the bare quantities, and invoking Eq. (2.5), (2.6)
nσ =
1
2
− 1
π
tan−1
ǫd,σ +Σσ(0)
∆
=
1
2
− 1
π
tan−1
ǫ˜d,σ
∆˜σ
. (2.44)
We see that the occupation in the renormalised theory can be determined from
the renormalised parameters alone, without involving the renormalised self-energy.
2.4.3. Susceptibilities
By applying the definitions of the susceptibilities (Eqs. (1.21), (1.22)) to the
statement of the Friedel-Langreth sum rule (Eq. (2.44)) we can derive concise
expressions for the longitudinal susceptibilities in terms of the renormalised pa-
rameters [48, 49]. Expressions for the dynamic transverse susceptibilities in terms
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of the renormalised parameters can be derived by considering their diagrammatic
representation in Figs. 2.7a and 2.7b
χts(0) = Π˜
ph
↑↓(0)
[
1 + U˜Π˜ph↑↓(0)
]
, (2.45)
χtc(0) = Π˜
pp
↑↓(0)
[
1 + U˜Π˜pp↑↓(0)
]
, (2.46)
where the renormalised pair propagators are defined in Eq. (2.29). Furthermore,
we find that the longitudinal susceptibilities satisfy [52, 53, 17]
χls = −
[
ρ˜↑(h) + ρ˜↓(h) + 2U˜ ρ˜↑(h)ρ↓(h)
]
, (2.47)
χlc = ρ˜↑(h) + ρ˜↓(h)− 2U˜ ρ˜↑(h)ρ˜↓(h). (2.48)
2.5. The second derivative
Of particular importance is the second frequency derivative of the self-energy.
This will become evident in Sec. 2.6, where we will see that it plays a crucial role
in the determination of the impurity conductance at low temperatures. In the
RPT the leading contribution to ∂2Ω Σ˜(Ω)
∣∣∣
Ω=0
is of order U˜2 [49]. To calculate
this we follow the steps outlined in [49, 15] and differentiate Eq. (2.31) to find
the operator equation
d2
dω2
G˜(0)σ (ω) = 2
[
G˜(0)σ (ω)
]3
− 4iǫ˜d,σπ
2ρ˜2σ
∆˜σ
δ(ω) + 2iπρ˜(0)σ (0)δ(ω)
d
dω
. (2.49)
Inserting this in Eq.(2.30), we find
Σ˜
′′
σ(Ω) = −2i
∫
dω¯[G˜(0)σ (ω +Ω)]
3Π˜phσ,−σ(ω)
− 2πǫ˜d,σ
∆˜σ
ρ˜2σΠ˜
ph
σ,−σ(−Ω) + ρ˜(0)σ (0)∂ΩΠ˜phσ,−σ(−Ω), (2.50)
where the derivative of the propagator is given by
∂ΩΠ˜
ph
σ1,σ2(Ω) = −i
∫
dω¯G˜(0)σ1 (ω)
[
G˜(0)σ2 (ω +Ω)
]2
+ ρ˜(0)σ2 (0)G˜
(0)
σ1 (−Ω). (2.51)
At particle-hole symmetry the integral in Eq.(2.50) vanishes due to parity, and
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we find4 that
lim
Ω→0
Im Σ˜+σ (Ω) =
−πU˜2
2(π∆˜)3
Ω2 +O(Ω4). (2.52)
In the case of the one-orbital AIM at particle-hole symmetry Eq. (2.52) gives
an exact result for the imaginary part of the curvature (note that the real part
vanishes). This follows by re-writing the exact relation [134, 135]
lim
ω→0
ImΣ+σ (Ω) =
−iπΓ2↑↓(0, 0; )
2(π∆)3
Ω2 +O(ω4) (2.53)
in terms of the renormalised parameters ∆˜ = z∆, U˜ = z2Γ↑↓(0, 0), to recover
precisely Eq. (2.52) (see also Ref. [49]). Due to the parity of the Green’s function,
it is easy to show for a symmetric model that ReΣ′′σ(0) = Re Σ˜
′′
σ(0) = 0. Con-
sequently, we conclude that at particle-hole symmetry the renormalised theory
yields an exact result for the second derivative of Σσ(ω) [49].
It is interesting to investigate whether these results hold for asymmetric mod-
els. The proof of Eq. (2.53) relies on the assumption of particle-hole symmetry,
and consequently cannot be used to justify the renormalised theory away from
the symmetric point. Nevertheless, by writing Eq. (2.52) in terms of the renor-
malised density of states as
lim
Ω→0
Im Σ˜+σ (Ω) =
−πρ˜3U˜2
2
Ω2 +O(Ω4) (2.54)
we obtain an expression that we conjecture holds even away from particle-hole
symmetry 5. That the second derivative does not involve powers of U˜3 can be
explicitly confirmed by differentiating the analytic result and showing that the
contribution of the diagrams with a λ3 to the second derivative cancels that of
the diagrams containing three U˜ vertices. Of course, this does not preclude the
appearance of ω2 terms in the imaginary part of Σ˜σ(ω) at higher-orders in U˜ .
However, we can numerically check Eq. (2.54) away from particle-hole symmetry
by using the NRG to calculate Σσ(ω).
To calculate Σσ(ω) we will use the NRG Ljubljana [62] framework. which
implements a z-averaging procedure [63] that reduces the severity of the spurious
oscillations in Σσ(ω) at low frequencies. We then perform a least-squares fit of
Σ(ω) to a quadratic polynomial ζ0+ζ1ω+ζ2ω
2 over the frequency range [−R,R],
4It is helpful to pick a one-sided limit such as Ω→ 0+.
5One can obtain the same result by calculating the second derivative explicitly. This is par-
ticularly convenient to do in the Matsubara formalism, as in Ref. [51].
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Figure 2.8.: The real (left) and the imaginary (right) parts of the ω2 coefficient
of the self-energy for a model with U = 3π∆ as a function of ǫd, at
zero temperature. The result labelled ‘NRG’ is deduced by fitting
the Numerical Renormalisation Group results to a quadratic poly-
nomial, as described in the main body. The error bars indicate the
uncertainty from the fitting procedure.
where R is chosen so that the fitting errors |δRe ζ2/Re ζ2| and |δ Im ζ2/ Im ζ2|
are separately minimised. We perform such a fit as a function ǫd, keeping ∆ and
U fixed, and determining an ‘optimal’ R for each ǫd. We clarify that the real
and imaginary parts are fitted independently with different values of R.
Our results for the real part of Σ˜′′σ(ω) are shown in Fig. 2.8a, where we plot
Re ζ2 as obtained from the fitting procedure described above, against the cor-
responding results in the renormalised theory. To relate the latter to the bare
self-energy we make use of the identity
Σ′′σ(ω) = zσΣ˜
′′
σ(ω), (2.55)
and Eq. (2.50). Clearly, the second-order result for Re Σ˜′′σ(ω) is only approximate
— except for the trivial case of particle-hole symmetry where it vanishes, in exact
agreement with the analytic result — and will receive potentially significant
corrections from higher order terms. Our results for the imaginary part are
shown in Fig. 2.8b, where the points labelled ‘RPT’ are obtained by combining
Eq. (2.55) and Eq. (2.54), and the ‘NRG’ line corresponds to Im ζ2. We see that
the two curves are in excellent agreement for all values of the asymmetry. We
draw the conclusion that Eq. (2.54) is an excellent approximation to imaginary
part of Σ′′σ(ω); this is compatible with the conjecture that it is an exact result.
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2.6. Quantum dot conductance
The Anderson impurity model, originally used to model magnetic impurities,
has in recent years found important applications in modelling semi-conductor
quantum dot systems [43, 28]. Due to their materials’ chemical properties, such
devices trap an integer number of electrons in a localised potential well, which due
to its small size is responsible for the plethora of interesting quantum mechanical
properties exhibited by the dot. A typical set-up consists of a AlGaAs/GaAs
heterostructure, traps a two-dimensional electron gas. Using optical lithography,
metallic leads are placed on the (insulating) surface of the device and which can
be used to manipulated the underlying electron gas by the application of a nega-
tive voltage [43, 68]. The quantum dot is also coupled to a metallic reservoir, with
which it can exchange electrons. The multi-channel generalisations of the Ander-
son model can be used to model more elaborate experimental setups, in which
two dots are present and potentially coupled (e.g. capacitively). When used to
model semi-conductor quantum dots, the appropriate values of the parameters
ǫd,∆ and U of the Anderson model differ considerably from those encountered
in the impurity case [43], with typical values lying in the range 0.1 − −1 meV.
The associated Kondo scale is typically of the order of 1 µeV, and sets an upper
temperature scale at which one can observe the relevant Kondo physics.
We now turn to the question of determining the leading temperature depen-
dence of the electrical conductance gd of a single quantum dot in the limit of
zero bias voltage. This calculation has appeared in Ref. [49] and Ref. [15, p.49 ]
for a particle-hole symmetric model; we aim to extend this treatment to general
models. Extensions of the calculation to non-zero small bias voltages have been
considered in Refs. [96, 97, 54]. Our starting point is the general expression for
σd in terms of the density of states [138, 50]
gd(T ) = ∆e
2
∑
σ
∫
dω
2π
ImGσ(ω, T )
∂F (ω, T )
∂ω
, (2.56)
e is the electron charge and F (ω, T ) is the Fermi-Dirac distribution. This can
be trivially rewritten [15, p.49 ] in terms of renormalised quantities as
gd(T ) = e
2
∑
σ
∆˜σ
∫
dω
2π
Im G˜+σ (ω, T )
∂F (ω, T )
∂ω
= −e2
∑
σ
∆˜σ
∫
dω
2π
∂ Im G˜+σ (ω, T )
∂ω
F (ω, T ), (2.57)
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where the surface term has been set to zero, since G˜+σ (ω, T )→ 0 as ω → −∞ by
assumption. In the limit T → 0 we have that F (ω, T ) → θ(−x), where θ(x) is
the Heaviside step function. Consequently, in this limit we find
gd(0) =
e2
2
∑
σ
∆˜σρ˜σ(0). (2.58)
We can derive a formula for the leading temperature dependence of gd(T ) by
applying Sommerfeld’s expansion (see Appendix A) to obtain
gd(T )− gd(0) = e
2
2π
∑
σ
∆˜σ
[
− Im G˜+σ (0, T ) + Im G˜+σ (0, 0)
− π
2
6
T 2
∂2 Im G˜+σ (ω, 0)
∂ω2
∣∣∣
ω=0
+O(T 4)
]
. (2.59)
We can write6
G˜+σ (ω, T ) =
(−ǫ˜d,σ + i∆˜σ)−1
(
1 +
ω − Σ˜+σ (ω, T )
−ǫ˜d,σ + i∆˜σ
)−1 (2.60)
= G˜(0,+)σ (0)
[
1−
(
ω − Σ˜+σ (ω, T )
)
G˜(0,+)σ (0)
+
(
ω − Σ˜+σ (ω, T )
)2 (
G˜(0,+)σ (0)
)2
+ . . .
]
. (2.61)
In Eq. (2.61) the terms involving Σ˜σ(ω) are sometimes known as the inelas-
tic component of the Green’s function, while the contributions from G˜
(0,+)
σ (ω)
constitute the elastic component. We thus have to leading order in Σ˜σ(ω)
G˜+σ (0, T )− G˜+σ (0, 0) = [G˜(0,+)σ (0)]2Σ˜+σ (0, T ) + . . . , (2.62)
and furthermore
∂2 Im G˜+σ (ω, 0)
∂ω2
∣∣∣∣∣
ω=0
=
[
G˜(0,+)σ (0)
]2 (
Σ˜+σ
′′(0, 0) + 2G˜(0,+)σ (0)
)
. (2.63)
6Note that the notation G˜
(0)
σ (ω) is unambiguous, for we have not defined a non-interacting
propagator at non-zero temperatures.
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Inserting these expression in Eq. (2.59) we find that
gd(T )− gd(0) = − e
2
2π
∑
σ
∆˜σ Im
{
[G˜(0,+)σ (0)]
2
×
[
Σ˜+σ (0, T ) +
π2
6
T 2
(
Σ˜+σ
′′(0, 0) + 2G˜(0,+)σ (0)
)]}
+ . . .
(2.64)
We discuss the cases of a symmetric and an asymmetric model separately.
Symmetric model
For a symmetric Anderson model in the absence of a magnetic field we have
G˜
(0,+)
σ (0) = −i/∆˜ and Eq. (2.59) reduces to
gd(T )− gd(0)
gd(0)
= − 1
∆˜
[
Im Σ˜+(0, T ) +
π2
6
T 2
(
Im Σ˜+′′(0, 0)− 2
∆˜
)]
+ . . . (2.65)
Recall from Sec. 2.5 that at particle-hole symmetry Σ˜+σ
′′(0, 0) is purely imag-
inary and given by Eq. (2.52). Additionally, we can use the results of our calcu-
lations, which so far have been carried out only at T = 0, to deduce Im Σ˜+σ (0, T )
7. It can be shown [50, p. 121] that, to leading order in T and Ω, Eq. (2.54)
generalises to
ImΣ+(Ω, T ) =
1
2
ImΣ+′′(0, 0)(Ω2 + π2T 2 + . . .). (2.66)
We remark that the proof in Ref. [50] assumes a symmetric model, though the
result holds for models with arbitrary asymmetry. We can verify this explicitly
in the weak-coupling regime from the results of Ref. [57, 58] reproduced in the
Appendix (Eq. (B.4)). More generally, that the imaginary part of the self-energy
is proportional to ω2 + π2T 2 can be seen as a consequence of the Fermi liquid
theory for the model [49]. By invoking Eq. (2.52) we finally find
gd(T )− gd(0)
gd(0)
=
π2T 2
3∆˜2
1 + 2( U˜
π∆˜
)2 . (2.67)
7Incidentally, we note that at particle-hole symmetry, Re Σ˜σ(0, T ) = 0. This follows from the
fact that the tadpole diagram involving the interacting renormalised Green’s function will
evaluate to U˜/2 at any temperature, and thus cancel with the λ1 counter-term (which is
defined at T = 0).
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Asymmetric model
Turning our attention to the asymmetric model, we note that the effects of the
asymmetry will be to introduce a real component to G˜
(0,+)
σ (0), which is now
equal to (ǫ˜d + i∆˜)
−1, and Σ˜+σ (0, T ). The latter quantity can be calculated, ap-
proximately, using the renormalised theory — the details of the calculation are
discussed in Appendix A. In brief, to calculate Σ˜+σ (0, T ) for an asymmetric model
one deduces its imaginary component in the same way as in the symmetric case,
that is, by taking into account the second-order diagram of Fig. 2.2b. Addition-
ally, one must calculate the contribution to the real part, which comprises the
real component of the second-order and the tadpole diagrams. We arrive at the
expression
gd(T )− gd(0)
gd(0)
= − 1
π
∑
σ ∆˜σρ˜σ(0, 0)
∑
σ
Im
{
[G˜(0,+)σ (0)]
2
×
[
Σ˜+σ (0, T ) +
π2
6
T 2
(
Σ˜+σ
′′(0, 0) + 2G˜(0,+)σ (0)
)]}
+ . . . .
(2.68)
Note that the right hand side of the above equation is proportional to T 2 since,
as per the analysis of Appendix A. We plot the dimensionless quantity
g¯d = lim
T→0
π2ρ˜2(0)
gd(T )− gd(0)
T 2gd(0)
(2.69)
in Fig. (2.9). We see that the conductance is even around the point of particle-
hole symmetry, where it is also maximum. As the asymmetry is increased g¯d
decreases and eventually becomes negative, with the sign change occurring at
|ǫd + U/2| ≈ 1.2π∆.
2.7. Partial series resummation
In Secs. 2.3 we organised the calculation by including all contributions up to
some power of U˜ and truncating the higher-order components; we refer to such
calculations as fixed-order expansions. Sometimes, particularly when U˜ is large
and repeated scattering is important, it is preferable to isolate a sub-set of dia-
grams and resum them to all orders in U˜ . We will focus here on two cases, the
Renormalised Random Phase Approximation (RRPA-PH), in which repeated
particle-hole scattering is taken into account, and the RRPA-PP which involves
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Figure 2.9.: The coefficient of the T 2 term in the conductance of a quantum dot
in the linear response limit.
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Figure 2.10.: The RRPA in the particle-hole channel.
a ladder of repeated particle-particle scattering. Infinite series such as these were
introduced in Ref. [52] and were shown to be especially useful in describing mag-
netic field effects [53, 17, 16, 15]. Furthermore, they play a crucial role in the
determination of the renormalisation parameter flow in a magnetic field [32, 33];
we will return to this point in Chapter 4.
2.7.1. RRPA-PH
The RRPA-PH [52, 53, 17, 16, 15] corresponds to the diagrams in Fig. (2.10).
The infinite series of diagrams for the four-vertex can be resummed by means of
the Bethe Salpeter equation:
Γ˜↑↓(Ω1,Ω2; Ω3,Ω4) = U˜eff + i
∫
dω
2π
G˜
(0)
↑ (−ω)G˜(0)↓ (ω)Γ˜↑↓(ω,−ω; Ω3,Ω4)). (2.70)
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Figure 2.11.: Comparison of the second-order, RRPA-PH and RRPA-PP approx-
imations to Im Σ˜σ(ω) to the NRG results for Im Σ˜σ(ω). In both
figures the comparison is carried out for a model with ∆/D = 0.01
and U = 3π∆.; furthermore on the left ǫd = −0.01, correspond-
ing to ∆˜ = 3.75 × 10−4, ǫ˜d = 5.00 × 10−5 and U˜ = 1.18 × 10−3,
while on the right ǫd = −0.035, corresponding to ∆˜ = 2.99× 10−3,
ǫ˜d = −6.81× 10−3 and U˜ = 1.27× 10−2.
Noting that the particle-hole propagator, and thus the four-vertex, depends only
on the difference of the incoming frequencies, we have
Γ˜↑↓(Ω1,Ω2; Ω3,Ω4) =
U˜eff
1− U˜effΠ˜ph↑↓(Ω2 − Ω1)
≡ Γ˜↑↓(Ω2 − Ω1). (2.71)
We can relate the effective interaction U˜eff to U˜ as per Eq. (2.16)
U˜ =
U˜eff
1− U˜effΠ˜ph↑↓(0)
. (2.72)
Note that in the absence of a magnetic field Π˜phσ,−σ(0) = ρσ(0) (see Ap-
pendix C). Turning to the self-energy we find
Σ˜σ(Ω) = U˜ n˜σ − iU˜eff
∫
dω¯G˜
(0)
−σ(ω − Ω)Π˜phσ,−σ(ω)Γ˜σ,−σ(Ω2 − Ω1) + Ωλ2,σ + λ1,σ.
(2.73)
To implement the RPA for given renormalised parameters we start with Eq. (2.72)
which allows us to deduce U˜eff and allows the counter-terms to be deduced from
Eq. (2.73). Our treatment here is general and valid even in the presence of
a magnetic field, since the loop diagram has been explicitly accounted for in
Eq. (2.73).
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Figure 2.12.: Left: The magnitude of the effective interaction constant U˜ph in the
particle-hole channel, compared to U˜ , as a function of the model’s
asymmetry. Right: The magnitude of the expansion constant in
the denominator of Eq. (2.72). In both cases U = 3π∆.
In Figs. 2.11a and 2.11b we plot the imaginary parts of Eq. (2.73) for the
model with U = 3π∆ and ǫd = −π∆/2 and ǫd = −U/2 respectively. We see that
the RRPA-PH can reproduce the low-frequency behaviour of the self-energy. We
conclude therefore that for the symmetric model it is principally these ‘spin-
flip’ processes captured by the RRPA-PH that are responsible for the strong
correlation effects.
We remark that the application of the RPA to the AIM is not a new idea; its
application was the subject of much of the early literature on the model [122,
79, 22, 108, 81, 112]. These were ultimately unsuccessful, and suffered from a
divergence of the RPA sum due to a root in the denominator in the bare version
of Eq. (2.71)
Γ↑↓(Ω2 − Ω1) = U
1− UΠph↑↓(Ω2 − Ω1)
. (2.74)
Physically this corresponds to a divergence in the transverse spin susceptibility
and the appearance of a local magnetic moment. This is unphysical but is
indicative of the importance of spin-flip processes. In contrast, the RRPA-PH
does not suffer from such a divergence as the renormalisation of the parameters
prevent such a pole from occurring. This is shown explicitly in Fig. 2.13, where
U˜ ρ˜(0) is shown to always remain less than 1.
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Figure 2.14.: The RRPA in the particle-particle channel.
2.7.2. RRPA-PP
In the RRPA-PP [52, 53, 17, 16, 15] one considers the effect of repeated particle-
particle scattering (Fig. 2.14), very much in analogy to the treatment of particle-
hole scattering in the RRPA-PH. The dependence of the ladder on just the sum
of the incoming frequencies allows us to reduce the its calculation to a geometric
series summation, finding
Γ˜↑↓(Ω1,Ω2; Ω3,Ω4) =
U˜eff
1− U˜effΠ˜pp↑↓(Ω1 +Ω2)
≡ Γ˜↑↓(Ω1 +Ω2) (2.75)
Σ˜σ(Ω) = Ωλ2,σ + λ1,σ + U˜ n˜σ
− iU˜eff
∫
dω¯G˜
(0)
−σ(ω − Ω)Π˜ppσ,−σ(ω)Γ˜σ,−σ(Ω1 +Ω1).
(2.76)
In the context of the bare perturbation theory, the particle-particle ladder is
known as the low-density approximation and is expected to provide an reliable
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Figure 2.15.: Left: The magnitude of the effective interaction constant U˜pp in
the particle-particle channel, compared to U˜ , as a function of the
model’s asymmetry. Right: The magnitude of the expansion con-
stant in the denominator of Eq. (2.72). In both cases U = 3π∆.
description for the self-energy for sufficiently asymmetric models. We will return
to this discussion in Sec. 4.3. The convergence of Eq. (2.75) depends on the
magnitude of U˜pp, and is reliant on U˜ppΠ˜
pp
↑↓. From the plots of Fig. 2.15 we see
that U˜pp is small for very asymmetric models but increases rapidly in size in
the vicinity of |ǫd + U/2| ≈ π∆, where it apparently diverges. The uncontrolled
increase in magnitude is a clear sign of the failure of theory, and we expect the
RRPA-PP approximation to be poor for ǫd + U/2 ≪ π∆. The sign change in
Fig. 2.15 is unphysical and provides further evidence of the unsuitability of the
approximation in this regime.
2.8. Extensions to the two-channel model
The discussion of the renormalised theory can be extended to the case of the
two-channel model introduced in Sec. 1.1.3. The renormalised Hamiltonian is
given by [92, 91, 94, 93]
H˜ = H˜1 + H˜2 + U˜12(n˜1,↑ + n˜1,↓)(n˜2,↑ + n˜2,↓) (2.77)
where Hˆi is the usual interacting SU(2) Anderson Hamiltonian of the ith species
H˜i =
∑
σ
ǫ˜dc˜
†
i,d,σ c˜i,d,σ +
∑
k,σ
ǫ˜k,σ c˜
†
i,k,σ c˜i,k,σ +
∑
k,k′
(V˜σ c˜
†
i,k,σ c˜i,k′,σ +H.c) + U˜ n˜i,↑n˜i,↓,
(2.78)
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where σ = {↑, ↓}. Given the interpretation of the two-channel model as a model
for quantum dots, we are interested in calculating its conductance in the linear
response regime. In particular, we are interested in the leading finite-temperature
corrections at zero temperature, which will be of order T 2.
We proceed in analogy to the one-channel model and the calculation outlined
in Sec. 2.5, 2.6. The diagrammatic calculation of the self-energy is very similar to
the case of the one-channel model, only that one is faced with more diagrams as
a result of the term involving U˜12, that allows propagators of the same spin but
corresponding to different channels to interact. To second order in the couplings
the self-energy is simply
Σ˜σ(Ω) = −i
∫
dω
2π
G˜(0)σ (ω +Ω)F˜σ(ω) + λ2ω + λ1, (2.79)
with the counter-terms set by Eq. (2.16) and where now
Fσ(ω) = U˜
2Π˜ph−σ,−σ(ω) + U˜
2
12
[
Π˜ph−σ,−σ(ω) + Π˜
ph
σ,σ(ω)
]
. (2.80)
Following the steps of Sec. 2.5 we find that
Σ˜
′′
σ(Ω) = −2i
∫
dω¯[G˜(0)σ (ω +Ω)]
3F˜σ(ω)− 2πǫ˜d,σ
∆˜σ
ρ˜2σF˜σ(−Ω) + ρ˜(0)σ (0)∂ΩF˜σ(−Ω),
(2.81)
where the derivative of F˜σ(−Ω) can be computed using Eq. (2.51) and
∂ΩΠ˜
pp
σ1,σ2(Ω) = −i
∫
dω¯G˜(0)σ1 (ω)
[
G˜(0)σ2 (Ω− ω)
]2
+ ρ˜(0)σ2 (0)G˜
(0)
σ1 (Ω). (2.82)
Given the renormalised parameters for the two-channel, the conductance can
now be computed from Eq. 2.68; our results are shown in Fig. 2.16.
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Figure 2.16.: The coefficient of the T 2 term in the conductance of a double quan-
tum dot with U = 20π∆ and U12 = 5π∆ in the linear response
limit.
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3. Automatic perturbation
expansions
A recurrent theme throughout this thesis has been the calculation of the self-
energy by drawing Feynman diagrams and translating them to integrals via a
simple set of rules1. Working order-by-order one can, in principle, determine
an arbitrary number of corrections to the ‘non-interacting’ term2 of the per-
turbation series. Though this process is not difficult per se, it is tedious and
time-consuming; the effort required increases exponentially with the order, lim-
iting the feasibility of this approach to only the lowest orders. This presents a
problem when the interaction constant (in the bare perturbation theory U ; in
the renormalised theory U˜) is large, for then the truncation of the series after
only a few terms constitutes a poor approximation to the self-energy.
In this chapter we demonstrate how such perturbative expansions can be com-
pletely automated. A process is outlined whereby all diagrams of order greater
than or equal to two are automatically generated and translated into integrals.
These are then evaluated numerically and summed, yielding results for the im-
purity self-energy and its frequency derivative. The largest order accessible is
limited only by the computational power available. In the interests of efficiency
we develop an optimisation algorithm to identify the cases where the resultant
multi-dimensional integral can be factorised into a product of a term that can be
integrated analytically, and a residual integral of reduced dimensionality which
is evaluated numerically. We present results for the self-energy and four vertex,
though the method can be generalised to the calculation of any n-point function.
Automated perturbative calculations are, of course, far from new, and have
been employed in computer-assisted calculations of cross-sections in high-energy
physics for several decades [121]. Off-the shelf, very advanced and configurable
1Too simple for Julian Schwinger, who famously lamented that Feynman’s graph representa-
tion of terms in perturbation theory ‘brought quantum field theory to the masses’ [118].
2The quotes are to highlight the fact that the division of the Lagrangian into a ‘non-interacting’
and an ‘interacting’ component is arbitrary; it is common for the ‘non-interacting’ compo-
nent to include some interactions, so long as a closed-form solution for the corresponding
Green’s function can be found.
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packages [74, 5, 107] exist to aid calculations within and beyond the Standard
Model (see Ref. [45] for a review) The approach outlined here is condensed-
matter-specific and differs from such approaches in several important aspects:
• The loop integrals encountered are finite, non-divergent quantities and
therefore the spectacularly complex affair of automating multi-loop reg-
ularisation and subtraction methods is entirely side-stepped. Our method
can therefore seamlessly handle diagrams with any number of loops.
• Relativistic considerations such as four-momenta and traces over Dirac
gamma matrices do not enter the discussion at all. The impurity Green’s
function is local, that is, it depends only on frequency.
• To the best of the author’s knowledge the analytic simplification method
is entirely novel.
Our method can be used to compute either the bare or the renormalised per-
turbation expansion. Here we focus only the latter, since the former has been
discussed extensively in the literature [57, 58, 141, 59]. Our approach will be
based our the concept of skeleton diagrams, which we define as diagrams that
do not contain any lower-order self-energy insertions. We will start by calculat-
ing the bare theory order-by-order and then explicitly re-ordering it to obtain
the renormalised expansion. The advantage of organising our calculation in this
manner is that the counter-terms do not have to considered as separate interac-
tion vertices when generating the diagrams.
Conceptually, the process can be divided into three distinct stages: the dia-
gram generation, the translation into an integral by applying the Feynman rules
and the numerical integration. This chapter will deal with each one in order.
First we describe a simple combinatorial algorithm to generate all possible dia-
grams to given order. Then, by regarding Feynman diagrams as directed graphs,
we appeal to standard algorithms from graph theory to identify and retain only
the subset of skeleton diagrams. Subsequently, we discuss how the Feynman rules
can be applied algorithmically to each diagram, and describe the factorisation
procedure used to reduce the dimensionality of the numerical integration. To aid
the explanation of the factorisation algorithm we discuss a particular example in
detail. We then proceed to discuss how the numerical integration can be carried
out efficiently. Finally, we present results for the renormalised self-energy to
fifth-order in U˜ and for the four-vertex to fourth order.
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Figure 3.1.: To generate all Feynman diagrams of a given order n (here n = 3)
one must connect n vertices in all possible ways. A line can only be
connected to other lines of the same spin, which is denoted by the
arrows.
3.1. Diagram generation
3.1.1. Drawing graphs
The problem at hand is to generate all nth order diagrams for the impurity self-
energy. By definition, an nth order diagram will involve n interaction vertices.
Without loss of generality we take the external legs to have spin ↑. We clas-
sify the diagrams into two types: dynamic diagrams, which have the incoming
and outgoing legs on different vertices, and consequently are functions of the
external frequency, while static diagrams have both legs on the same vertex and
are frequency-independent. In calculations in the bare theory that are strictly
ordered3 in U , and away from particle-hole symmetry, static diagrams should
be taken into account explicitly up to the appropriate order of U . However, in
the renormalised theory, in the absence of a magnetic field, they can always be
ignored, since they will be cancelled by the λ1,σ counter-term. Henceforth our
discussion will focus primarily on the generation of dynamic diagrams.
To order n, we begin by considering all the possible ways that n vertices, as
shown in Fig. 3.1, can be linked to each other. It is helpful to think of the
orientation of the arrows as immutable. Internal lines carry spin and we must
ensure we only connect lines of equal spin.
Each diagram can be completely characterised by specifying which incoming
and outgoing lines are to be joined together. In the SU(2) case we are considering,
we use two arrays to describe the diagrams — one array for each spin flavour. Let
A be the array corresponding to the spin-↑ lines and B the array corresponding
to the spin-↓ lines. The kth element in the A [B] array denotes the index of the
3In other words, calculations where Σσ(0) is calculated from first principles and not determined
self-consistently or from the impurity occupation.
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interaction vertex from which the incoming line to the (k+1)th [kth] interaction
vertex originates. For example, when we write for a fourth-order diagram A =
[1, 3, 2] we mean that the spin-↑ line entering the second vertex is the outgoing
line from vertex 1, the line entering the third vertex is the outgoing line from
vertex 3 and the line entering the fourth vertex originates from vertex number
2. Similarly, if for a fourth-order diagram B = [2, 1, 2, 4] then the interpretation
is that the first vertex receives a spin ↓ from vertex 2 et cetera. By specifying
the A and B arrays (for spin ↑ and ↓respectively) we have completely specified
the diagram.
We clarify that for both static and dynamic diagrams the B array contains n
elements, a permutation of the numbers 1 to n. In dynamic diagrams, the last
(nth) vertex is not available to contribute an outgoing line, as this is external.
Consequently the A array will consist of only n − 1 elements, a permutation of
the numbers 1 to n − 1. By considering all possible permutations in the above
notation we can see that to order n there are 2×n!× (n− 1)! diagrams in total.
3.1.2. Diagrams with a self-loop
A special case of diagrams is those that contain at least one self-loop, that is, a
line which starts and ends on the same vertex. As discussed in Chapter 2, such
diagrams do not contribute to the renormalised self-energy in the absence of a
magnetic field, since they are always cancelled by the counter-term. It is thus
best to avoid generating them altogether. We thus reject any graph whose A
array is such that Ai = i+ 1, or for which Bi = i (where i = 1, . . . , N).
3.1.3. Irreducibility
Through the above method we generate all possible diagrams to a given order.
Recalling that we have set out to calculate the irreducible self-energy, we now
seek a way of identifying the reducible diagrams and discarding them. This is a
challenging problem in its own right, and we turn to graph theory for a solution.
It is very useful to regard Feynman diagrams as directed, multi-edge graphs. To
determine whether a given diagram D is reducible we create a diagram D′ by
deleting all internal lines (edges) in D with edge connectivity strictly less than
two. We then analyse the number of weakly connected components in the graph;
if there is more than one then D is reducible and is discarded.
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3.1.4. Equivalent diagrams
Having discarded reducible diagrams, we have to ensure that we are not over-
counting some of the remaining diagrams, i.e. that we are not including topolog-
ically equivalent diagrams more than once. Such equivalent diagrams are certain
to arise due to the arbitrariness in the labelling of the vertices: all vertices not
attached to external legs are equivalent, so the numeric label we have assigned
to them cannot matter. In graph-theoretic terms, this equivalence is known
as an isomorphism and this is essentially just the graph isomorphism problem;
informally, two graphs are isomorphic if there is a bijective mapping between
their vertices (or equally informally, they are identically up to a permutation of
the internal vertices). Such a mapping must of course involve only vertices not
directly attached to external legs. To identify pairs of isomorphic diagrams we
use the the VF2 [65, 26] algorithm.
3.1.5. Skeleton graphs
The next step is to select the skeleton diagrams, defined as those diagrams that
cannot be generated from a self-energy insertion in a lower-order diagram (see
also Fig. 3.2). We thus aim to identify non-skeleton diagrams and discard them.
We accomplish this by generating all diagrams, order-by-order up to order n,
rather than just the diagrams of the desired order. By storing the lower-order
graphs, and realising that the problem of identifying a non-skeleton diagram is
equivalent to identifying a subgraph isomorphism, we can discard all non-skeleton
graphs. In checking whether a graph Dm of order m < n is a subisomorphism
of a higher-order graph we must be careful to distinguish lines of different spins.
For every graph Dm we must thus also check whether the graph D′m, generated
by reversing the spins on Dm, is an isomorphism too.
3.1.6. Graph properties
To associate each diagram with the correct numerical sign we must know how
many fermion loops it contains. A diagram contains a fermion loop if there
exists a sequence of adjacent internal lines, with the same spin, which connects
this vertex V with itself. Of these fermion loops we distinguish self-loops, which
start and end on the same vertex without linking to other vertices, and cycles
which must involve at least two vertices. In graph-theory parlance, our cycles
are simple cycles.
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(a) (b)
Figure 3.2.: Examples of a fourth-order skeleton diagram (left) and a non-
skeleton diagram (right) which comprises a second-order skeleton
diagram with a second-order insertion.
Order dynamic static Total RPT
2 1 1 2 1
3 5 3 8 2
4 31 13 44 12
5 225 71 296 73
Table 3.1.: Number of self-energy diagrams to given order in U˜ . The fifth col-
umn lists the number of diagrams that actually contribute to the
renormalised self-energy, i.e. dynamic diagrams with no self-loops.
To determine the number of cycles algorithmically, we take the original dia-
gram D and create derivatives of it Di, where i = 1, . . . , 2k for the k-channel
model, which are structured like D but contain only lines of spin i. For each
Di we count the number ci of strongly connected components. Each strongly
connected component is really a cycle, so the total number of cycles c =
∑
ci.
We note in passing that self-loops are easier to count, for one must only count
the number s of lines that start and end on the same vertex — we stress how-
ever that for the purposes of our calculation we can disregard diagrams with a
self-loop entirely. The number of fermion loops is thus c+ s.
3.1.7. Generating the self-energy graphs
In summary, this section described the process of generating all possible dia-
grams, discarding the reducible ones and then ensuring we count equivalent di-
agrams only once. The number of self-energy diagrams generated to each order
is reported in Table 3.1.
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Order Total (ex. self loops) Total (inc. self-loops)
2 2 2
3 9 13
4 58 104
5 438 940
Table 3.2.: Number of four-vertex diagrams to given order in U˜ .
3.1.8. Generating the four-vertex
The approach outlined in the previous section can be extended to the case of the
four-vertex Γσ,−σ(ω1, ω2;ω3, ω4) (or any n-point vertex, but we will not consider
the general problem here). For simplicity we consider here the particle-particle
channel (this is not an approximation but merely a way of organising the calcu-
lation). Diagrams now feature two incoming lines of particles of different spin,
and two outgoing lines.
We begin the generation process again by considering a sequence of vertices
as in Fig. 3.1. We can again classify the diagrams depending on whether the
incoming and outgoing spin-↑ particles attach to the same vertex or not. To
generate all diagrams, both cases need to be explicitly taken into account. Unlike
the case of the self-energy however, the latter diagrams cannot be ignored. After
fixing the placement of the external spin-↑ lines we need to assign the external
spin-↓ lines to vertices. We adopt the simple brute-force strategy of considering
all possible ways of choosing two vertices out of n. 4.
As in the case of the self-energy, we have to ensure that isomorphic graphs are
only included only once and that one-particle-reducible graphs are discarded. At
any given order it is evident that the number of possible four-vertex diagrams is
much greater than the number of self-energy diagrams, due to the extra exter-
nal legs which restrict the number of isomorphic diagrams. Though greater in
number, the four-vertex diagrams involve one integration fewer compared to the
self-energy diagrams and are thus easier to evaluate. The number of diagrams
appearing to given order is given in Table 3.2.
3.1.9. Implementation details
The code to generate the diagrams was written in Python using the library
igraph [29] library for the graph-theoretic aspects. An important point to note
4This can be optimised significantly to reduce the number of potentially equivalent diagrams,
but the bottleneck of the calculation is the numerical integration. not the diagram genera-
tion.
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is that the igraph implementation of the VF2 [65, 26] algorithm used to deter-
mine graph (Sec. 3.1.4) and subgraph isomorphisms (Sec. 3.1.5) is only directly
applicable to directed graphs without self-loops and without multiple edges. Nev-
ertheless it does allow each line l to carry a scalar attribute pl. To apply the
algorithm we thus employ an ‘edge colouring’ trick: for a given graph D we make
a copy D′ of D, and collapse the edges in D′ that have the same start and end
points into a single edge, with pl = 100n
′
↑ + n
′
↓, where n
′
σ denotes the number
of lines of spin σ connecting this pair of vertices5. For each multi-edge graph
D we thus obtain a simple graph D′ whose edges pl attribute encodes the spin
information. The one-to-one correspondence can therefore be used to conclude
that D1 and D2 will be isomorphic if D′1 and D′2 are isomorphic.
3.2. Diagram evaluation
3.2.1. The rules
As discussed in the introduction, we will tentatively set up the calculation in a
‘mixed’ perturbation theory, which is to be carried out using the renormalised
Green’s function and in powers of an effective interaction constant U˜eff (which
equal to U˜+λ3, though this has no bearing on the Feynman rules). At this point
we are free to ignore the λ1,σ, λ2,σ counter-terms; these will be reintroduced in
Sec. 3.3 by virtue of the skeleton formalism. We use the T = 0 formalism, in
which the Feynman rules read
• Each vertex receives a factor −iU˜eff.
• Each internal free quasi-particle line with frequency ωi and spin σ is associ-
ated with a factor iG˜
(0)
σ (ωi), where G˜
(0)
σ (ω) =
[
ω − ǫ˜d,σ + i∆˜σ sign(ω)
]−1
.
• Each free variable ǫ should be integrated over using measure ∫∞−∞ dǫ2π .
• If a diagram has an odd number of fermion loops its amplitude receives a
factor of −1.
• The overall amplitude of each diagram is multiplied with a factor of −i.
3.2.2. Frequency conservation
In this section we describe how frequency conservation for the self-energy can be
enforced at each vertex; the following discussion carries over to the four-vertex
5The factor of 100 can be replaced with any other sufficiently large number.
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with the substitution 2n−1→ 2n−2, to account for the fact that the four-vertex
contains one fewer internal line. We begin by enumerating all internal lines —
for an nth-order calculation we have 4n lines in total, two of which are external
and thus do not receive a label. These are connected in pairs, giving us a total
of (4n − 2)/2 = 2n − 1 internal lines; to each one we assign an index from 1 to
2n − 1. We then proceed to impose an algebraic condition to ensure frequency
conservation on each vertex, namely that the sum of the incoming frequencies
at each vertex is equal to the sum of outgoing frequencies.
For each vertex, we have thus ωin,1 + ωin,2 − ωout,1 − ωout,2 = 0. The first and
last vertices deserve special attention, for they involve the external line, which
we take to have frequency Ω. The frequency conservation rule on the first vertex
is therefore Ω+ωin−ωout1−ωout2 = 0, whilst similarly on the last vertex we have
ωin,1 + ωin,2 − ωout −Ω = 0. In summary, the frequency conservation is imposed
through a system of n linear equations, one for each vertex, in 2n− 1 variables
for the self-energy and 2n− 2 variables for the four-vertex. We can write this as
Cω = Ωext, (3.1)
where ω = (ω1, . . . , ω2n−1) denotes the internal line frequencies and C is an
n× (2n− 1) matrix with integer entries 0 or ±1 encoding the constraints. The
vector Ωext = (−Ω, 0, 0, . . . ,Ω) has 2n − 1 entries and the graph’s external fre-
quency dependence. It is important to note that not all n equations are in-
dependent — one is certainly dependent as a consequence of overall frequency
conservation, which we have already implicitly imposed by taking the external
outgoing frequency to be equal to the incoming frequency6.
To summarise, we have to solve Eq. (3.1). We have 2n− 1 variables and n− 1
independent constraints. We thus expect to find n free variables — these will be
our integration variables. It is not possible to know at this stage which of the ωi
will be the independent variables, and no clever enumeration scheme seems to ex-
ist to guarantee that, say, the first n ω-variables will be independent. Instead, we
have to solve the undetermined, linear, and, in general, inhomogeneous, system
of equations. We can write the solution to Eq. (3.1) as
ω = fǫ+Ω(p), (3.2)
6Note that in the case of self-loops, which we are ignoring here, some of the 2n−1 frequencies ωi
will not appear in the system. Such frequencies are free variables and have to be integrated
over.
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Figure 3.3.: The k-particle/hole propagator.
where ǫ = (ǫ1, . . . , ǫn) are the free variables, and Ω
(p) is a particular solution to
Eq. (3.1). The matrix f has dimensions (2n − 1) × n known as the null space
matrix or kernel ; we will refer to it as the f -matrix.
The null space of a matrix is usually numerically determined using the Sin-
gular Value Decomposition of a matrix [106, p. 39]. This involves a significant
number of floating-point operations which will inevitably introduce numerical
round-off errors. To prevent this, we note that the matrix C is not an arbitrary
matrix but one with integer entries, since at every vertex an internal line will
appear with either a + or a −, or not at all. This can be exploited by apply-
ing the Lenstra-Lenstra-Lova´sz lattice basis reduction algorithm [80] through
which the kernel can be determined exactly. This is implemented in the number-
theory library pari/gp [124] which was accessed through the Python interface
python-pari [87]. Furthermore, inverting the matrix in this way results in an
f -matrix that resembles what one would obtain when solving the problem by
hand, that is, all elements of f are equal to −1, 0 or 1. We clarify that we use
the Singular Value Decomposition to determine the particular solution.
3.2.3. Analytic simplifications
It is possible, though very inefficient, to apply the Feynman rules at this point,
to obtain for each diagram an expression proportional to
PD
∫
dǫG˜(0)σ1 (ω1) . . . G˜
(0)
σ2n−1(ω2n−1), , (3.3)
where ω is given by Eq. (3.2), and proceed with the numerical integration. How-
ever, in calculations by hand, such as those in Sec. 2.3 where the renormalised
self-energy was calculated to third order in U˜ , it is common to analytically fac-
torise out terms that correspond to pair propagators. This has the advantage
of reducing the dimension of the numerical integration, and consequently reduc-
ing the number of integrand evaluations needed to achieve a given precision.
This idea can be generalised to accommodate the propagation of k > 1 free
quasi-particles, or quasi-holes, with arbitrary spins σ1, . . . , σk and frequencies
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Ω1, . . . ,Ωk. An example is shown in Fig. 3.3. We define the k-particle/hole
propagator as
Π˜
(k)
σ;s(Ω1, . . . ,Ωk) = i
k
∫
dω
2π
G˜(0)σ1 (s1ω +Ω1)G˜
(0)
σ2 (s2ω +Ω2) . . . G˜
(0)
σk
(skω +Ωk),
(3.4)
where si ∈ {−1, 1} (terms with si = 1 correspond to particles and si = −1 to
holes). Through a change of variables we can show that Π˜
(k)
σ;s is really a function of
only k−1 variables but the form of Eq. (3.4) is more convenient for our purposes.
The details of the evaluation of Eq. (3.4) are described in Appendix C; we find
that the answer involves logarithms of complex quantities.
Evaluating these complex logarithms is a computationally expensive opera-
tion, so we seek to further optimise our setup by implementing interpolation
tables. For the particle-particle and particle-hole pair-propagators introduced in
Eq. (2.29) (which correspond to Eq. (3.4) for k = 2) this can be achieved by
tabulating the values of Π˜phσ,−σ(Ω) and Π˜
pp
σ,−σ(Ω) for different values of Ω. To
achieve the optimal compromise between precision and performance we used a
un-evenly spaced grid with points distributed like x2, and carried out the inter-
polation using a cubic Lagrange polynomial [106, p. 118].
For higher k, tabulating Π˜
(k)
σ;s(Ω1, . . . ,Ωk) is not as straightforward. We dis-
cuss only the k = 3 case, noting that the curse of dimensionality will impose
prohibitive memory requirements for higher k. We remark that, while the k = 3
version of the propagator in Eq. (3.4) seems to be a function of three variables,
we can perform a substitution and reduce it to a function of two variables. This
allows us to set up a two-dimensional grid on which we will tabulate the values
of the propagator. To achieve this, we need to consider the cases s1 = 1 and
s1 = −1 separately, whilst allowing s2 and s3 to be arbitrary. We write
Π˜
(3)
σ;(1,s2,s3)
(Ω) = i3
∫
dω
2π
G˜(0)σ1 (ω)G˜
(0)
σ2 (s2ω +Ω2 − s2Ω1)G˜(0)σ3 (s3ω +Ω3 − s3Ω1),
Π˜
(3)
σ;(−1,s2,s3)(Ω) = i
3
∫
dω
2π
G˜(0)σ1 (−ω)G˜(0)σ2 (s2ω +Ω2 + s2Ω1)G˜(0)σ3 (s3ω +Ω3 + s3Ω1).
(3.5)
The different possible configurations of the signs s have now to be considered
separately and a separate interpolation table constructed for each configuration.
Additionally, in a magnetic field one would have to account for all possible values
of σ. For the interpolation we used a two-dimensional cubic Lagrange polyno-
mial, which is discussed in Appendix C.
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Having defined the k-particle/hole propagator we now describe an algorithm
to identify instances of it from the information encoded in the f -matrix. Our
strategy will be to first inspect the f -matrix and identify groups of Green’s
functions that can be combined to form a product of the form of Eq. (3.4).
We accomplish this by traversing the f -matrix column-by-column — since each
column corresponds to an integration variable — and examining each column’s
non-zero entries. Ultimately, our goal is to delete from the f -matrix the columns
which correspond to integration variables that have been absorbed in Π˜
(k)
σ;s, and
to delete the rows that correspond to Green’s functions that comprise Π˜
(k)
σ;s. To
avoid modifying the f -matrix while we are traversing it we will maintain a list Lc
of columns and a list Lr of rows which are to be removed, both of which are empty
at the start of the search, and we will only delete the rows and columns after
all possible simplifications have been identified. We will refer to the resultant
simplified matrix as the g-matrix, to distinguish it from the original f -matrix.
To identify instances of Π˜
(k)
σ;s we scan each column m of the f -matrix and
identify the columns with exactly k non-zero entries µ1, . . . , µk on the rows
r1, . . . , rk
7. If m 6∈ Lc and r1, . . . , rk 6∈ LR then column m indeed corresponds
to a k-particle/hole propagator; if not, and either m ∈ Lc or at least one of
r1, . . . rk ∈ LR, it means that the corresponding Green’s function has already
been absorbed into another propagator, and we proceed to the next column.
With the jth k-particle/hole propagator8 we will associate a matrix qj , which
encodes its dependence on the remaining integration variables, and vectors σj ,
sj describing the spin and sign configuration respectively. The k frequency ar-
guments of Π˜
(kj)
σj ;sj will therefore be given by the rows of qj . Furthermore, we
construct a k-dimensional vector Ωqj that contains the external frequency de-
pendence of the rows r1, . . . , rk, i.e. Ωqj = (Ω
(p)
r1 , . . . ,Ω
(p)
rk ). In other words, the
ωi that appear in Eq. (3.4) can be obtained from the ith component of
qjǫ
′ +Ωqj , (3.6)
where ǫ′ denotes the free variables that remain after all propagator simplifica-
tions. After constructing the q−matrix we add m to Lc and all of r1, . . . , rk to
Lr and examine the next column. When the columns of the matrix have been
exhausted we delete all columns in Lc and rows in Lr from the original f -matrix,
7Since we are using the LLL algorithm to find f we also know that |µ1| = . . . = |µk| = 1,
since any non-zero entry will be ±1.
8The variable j here is merely a label; the first k-particle/hole propagator we identify is
labelled j = 1, the second is j = 2 and so on.
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Figure 3.4.: One of the two diagrams that contribute to the self-energy to third
order in U˜eff.
to obtain its final form g. Furthermore, to account for the fact that components
of the original Ω(p) have been absorbed into the various Ωq we delete all the
rows in Lr from Ω
(p) to obtain its final form, which we denote Ω(g). Finally, we
eliminate the columns in Lc from the provisional q matrices.
For each diagram we thus arrive at an expression for the amplitude of the form
ID = PD
∫
dǫG˜[l1]σ1 G˜
[l2]
σ2 . . . Π˜
(k1)
σ1;s1Π˜
(k2)
σ2;s2 . . . , (3.7)
where PD is a complex prefactor containing powers of U˜eff, i and 2π. In Eq. (3.7)
it is understood that the argument of G˜
[li]
σi corresponds to the ith row of
ω = gǫ+Ω(g), (3.8)
which is similar to Eq. (3.2) but involves g, the simplified form of the f -matrix,
and that the (vector) argument of the jth Π˜
(kj)
σj ;sj
is given by Eq. (3.6). We
remark that while the final integral of Eq. (3.7) is at least one-dimensional for
all self-energy diagrams, some four-vertex diagrams factorise completely.
An example
To illustrate this with an example consider the diagram of Fig. 3.4. We find that
the amplitude is proportional to∫
dǫG˜(0)σ (ǫ1 − ǫ3 +Ω)G˜(0)σ (ǫ2 − ǫ3 +Ω)G˜(0)−σ(ǫ1)G˜(0)−σ(ǫ2)G˜(0)−σ(ǫ3), (3.9)
or in matrix notation,
f =

1 0 −1
0 1 −1
1 0 0
0 1 0
0 0 1
 , Ω
(p) =

Ω
Ω
0
0
0
 . (3.10)
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We begin with the first column and identify the first particle-particle pair prop-
agator by the first and third row entries. The propagator is Π˜
(2)
σ,s, where σ =
(σ,−σ), because the first and third Green’s functions have spin σ and −σ re-
spectively, and s = (1, 1) because f11 = f31 = 1. Having ‘used’ the Green’s
functions in question, we mask their corresponding entries in f by appending ‘1’
to Lc and ‘1,3’ to Lr so that Lc = {1} and Lr = {1, 3}. We temporarily associate
this propagator with the matrices
q1 =
[
1 0 −1
1 0 0
]
, Ωq1 =
[
Ω
0
]
, (3.11)
constructed from the first and third rows of f and Ω(p) in Eq. (3.10). We now
examine the second column of f in Eq. (3.10) and note that the two non-zero
entries are contained in the second and fourth rows, neither of which is in Lr.
This is thus another instance of Π
(2)
(σ,−σ);(1,1), and after updating Lc = {1, 2},
and Lr = {1, 3, 2, 4}. We associate this propagator with a q2 matrix equal to
Eq. (3.11). We proceed to the third column and examine the possibility that
it corresponds to a triple propagator. We conclude that it does not, since its
non-zero elements appear on rows 1, 2, 5, the first two of which are already in
Lr. Having exhausted the columns of f , the final step is to remove all columns
in Lc and all rows in Lr from f to obtain g, and all column in Lc from q1, q2 to
obtain their final simplified form and remove the references to the variables of
integration that have been eliminated. To conclude the procedure we also delete
all rows in Lr from Ω
(p), to obtain Ω(g). We thus have f = [1], Ω(g) = [0] and
q1 = q2 =
[
1
0
]
, Ωq2 = Ωq1 =
[
Ω
0
]
, (3.12)
and the amplitude in Eq. (3.9) simplifies to∫
dǫ1G˜
(0)
σ (ǫ1)
[
Π
(2)
(σ,−σ);(1,1)(ǫ1 +Ω, 0)
]2
. (3.13)
3.2.4. Reducing the number of diagrams
In the absence of a magnetic field it is possible for diagrams to be topologically
distinct, yet numerically equal. For example, if we consider the diagrams aris-
ing from insertions of the second-order self-energy to the second-order skeleton
diagrams (Fig. 3.5), we find that both have the same numerical value when the
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(a) (b)
Figure 3.5.: An example of two diagrams that are numerically equal in the ab-
sence of a magnetic field but which yield different results when h 6= 0.
magnetic field is zero. To prove this, one can appeal to their f -matrices before
any simplifications take place, and show that they are equal up to permutations
of the rows and columns.
In practice, implementing this approach is unnecessarily complicated from
a computational viewpoint. Instead, a more straightforward technique was
adopted: a quick integration is carried out over all the diagrams individually,
at a randomly chosen non-zero frequency of order ∆˜. If two diagrams are found
to have real and imaginary parts equal to within a prescribed tolerance level,
they are assumed to be numerically equal. Thus, the correct result can be ob-
tained by removing one diagram from the list of the diagrams to be integrated
and doubling the prefactor of the other.
At particle-hole symmetry, an additional potential simplification arises, namely
that two diagrams may precisely cancel each other due to parity of the Green’s
function. Eliminating pairs that cancel is very advantageous from a computa-
tional point of view since the cancellation acts to increase the error in the inte-
gration stage (and is the limiting factor in the calculation of the high-frequency
sector of the spectrum). We deal with this in a similar manner to the case of
equal diagrams, by examining whether diagrams are numerically opposite at a
random frequency.
3.2.5. Numerical integration
The final step of the calculation is the numerical evaluation of integrals of the
form of Eq. (3.7). From a numerical point of view, this is a particularly challeng-
ing integral. Each Green’s function is discontinuous at zero frequency; for an
n-dimensional integral with 2n− 1 terms this implies that each Green’s function
is discontinuous on 2n−1 infinite (n−1)-dimensional hyperplanes defined by the
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roots of the sign(. . .) terms. At zero frequencies, these discontinuities contain a
common point, the origin, and one can exploit properties of convex polytopes to
devise a geometric integration algorithm. This idea is explored in Appendix D
but cannot be generalised to non-zero frequencies. The discontinuities present a
difficulty for most numerical integration algorithms, particularly adaptive ones
which rely on interval bisection. Around the origin, the integrand is sharply
peaked in both directions, which leads to loss of precision and is a manifesta-
tion of the sign problem commonly encountered in condensed matter physics.
Finally, the integrand of Eq. (3.7) also decays like 1/x in n−1 directions defined
by the roots of the off-diagonal sign(. . .) terms. This results in long ‘tails’ in
n-dimensional space, along which quadrature converges only logarithmically.
Generally speaking, there are three ways of handling such integrals: repeated
quadrature, cubature and Monte Carlo methods [106, p. 196]. Algorithms be-
longing to the first class constitute the oldest and most developed methods of
determining the area under a curve. However, the computational complexity of
applying them recursively restricts their application only to two-dimensional, or
maybe three-dimensional integrals. On the other hand, Monte Carlo methods
perform poorly in ‘few’ dimensions, particularly for integrals with the patholo-
gies described above. We thus chose to use the adaptive methods found in the
cubature [64] library.
For completeness, we note that integration algorithms such as those of Ref. [64]
cannot be readily applied to ❘n and one must construct a mapping h : ❘n →
[0, 1]n. This can be done in a number of ways [106] and one must generally
determine the optimal choice of f on a case-by-case basis. We achieved best
performance with the n-dimensional generalisation of the 1-dimensional rule∫
❘
dǫh(ǫ) =
∫
[0,1]
dt
(1 + t2)
(1− t2)2 (h(ǫ) + h(−ǫ)) . (3.14)
which led to faster convergence than the mappings ǫ = ǫ˜d + ∆˜ tan(y) and
ǫ = sinh(y). Though the latter factorise part of the integrand’s denominator,
this did not seem to compensate the additional computational effort required to
compute the trigonometric functions. We note that we made use of cubature’s
vector interface in combination with OpenMP [99] to parallelise the numeri-
cal integration. Further parallelisation can be trivially achieved by adopting a
hybrid OpenMP+MPI paradigm — when a plot of the self-energy against fre-
quency is required, each node can be assigned a different value of the external
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Figure 3.6.: An illustration of the discontinuities exhibited by the integrand of
the second-order diagram. We plot the real (top) and imaginary
(bottom) parts of G˜(0)(ω1)G˜
(0)(ω2)G˜
(0)(ω1+ω2−Ω), the integrand of
the second-order diagram, for an asymmetric model with ǫd = −1.2∆
and Ω = 0.4∆.
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frequency for which to carry out the calculation.
3.3. Assembling the RPT
3.3.1. Systematics
So far we have been working order-by-order in the effective interaction U˜eff =
U˜ + λ3, expressing the self-energy as
Σ˜(ω) =
∑
n=2
γn(ω)U˜
n
eff. (3.15)
Ultimately, we aim to obtain Σ˜(ω) as a power series in U˜ rather than U˜eff. To
accomplish this, we note that the counter-term λ3 is defined as in Eq. (2.16). By
calculating the renormalised four-vertex at zero frequency we can thus obtain U˜
as a power series in U˜eff,
U˜ = Γ˜↑↓(0, 0; 0, 0) = U˜eff +
∞∑
n=2
αnU˜
n
eff. (3.16)
Working order-by-order we can invert this equation:
U˜eff = U˜ +
∞∑
n=2
βnU˜
n. (3.17)
Working to O(U˜7eff) we find that
β2 = −α2,
β3 = 2α
2
2 − α3,
β4 = −5α32 + 5α2α3 − α4,
β5 = 14α
4
2 − 21α22α3 + 6α2α4 + 3α23 − α5,
β6 = −42α52 + 84α32α3 − 28α22α4 − 28α2α23 + 7α2α5 + 7α3α4 − α6. (3.18)
Thus, the calculation of the self-energy in terms of U˜eff can be rewritten as a
series in U˜
Σ˜(ω) =
∞∑
n=2
γn(ω)U˜
n
eff ⇒ Σ˜(ω) =
∞∑
n=2
δn(ω)U˜
n, (3.19)
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where
δ2(ω) = γ2(ω),
δ3(ω) = −2α2γ2(ω) + γ3(ω),
δ4(ω) = [5α
2
2 − 2α3]γ2(ω)− 3α2γ3(ω) + γ4(ω),
δ5(ω) = −14α32γ2(ω) + 9α22γ3(ω) + [12α3γ2(ω)− 4γ4(ω)]α2
− 3α3γ3(ω)− 2α4γ2(ω) + γ5(ω),
δ6(ω) = 42α
4
2γ2(ω)− 28α32γ3(ω) + [−56α3γ2(ω) + 14γ4(ω)]α22
+ [21α3γ3(ω) + 14α4γ2(ω)− 5γ5(ω)]α2 + [7α23 − 2α5]γ2(ω)
− 4α3γ4(ω)− 3α4γ3(ω) + γ6(ω). (3.20)
These relations enable us to deduce the renormalised expansion from the bare
one and show explicitly how the inclusion of counter-terms results in the re-
organisation of the series.
3.3.2. Checks
To check our calculation for the self-energy we can relate the renormalised per-
turbation expansion to the perturbation theory of Yamada and Yosida [137, 134,
138, 135] by replacing U˜eff in Eq. (3.19) with the bare U and the parameters
ǫ˜d, ∆˜ with their bare counter-parts and setting all the counter-terms equal to
zero. Similarly, we can check the four-vertex against the calculation of Ref. [51].
We find that the analytic results
∂ωΣ(ω)|ω=0 = −
(
3− π
2
4
)
u2 −
(
105− 45π
2
4
+
π4
16
)
u4 + . . . ,
Γ↑↓(0, 0) = U
[
1 +
(
15− 3π
2
2
)
u2 + . . .
]
, (3.21)
where u = U/π∆, are reproduced by our calculation.
3.4. Results
In this section we present numerical results for the irreducible self-energy and
resultant spectral density. For all the calculations we fix π∆ = D/100, where D
is the conduction band width, and U = 3π∆. In our discussion we consider the
following parameter configurations: (i) a symmetric model with ǫd = −U/2; (ii) a
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Figure 3.7.: The real (left) and imaginary (right) parts of the renormalised self-
energy for a symmetric model.
model with weak asymmetry ǫd = −1.2π∆; and (iii) a model with pronounced
asymmetry and ǫd = −3π∆.
3.4.1. Self-energy
For comparison purposes we will juxtapose the renormalised self-energy obtained
from RPT with the corresponding result obtained from the NRG. Since NRG
calculations are set up with the bare self-energy in mind, we have to use Eq. (2.7)
to relate the two quantities. We find that
Im Σ˜σ(ω) = zσ ImΣσ(ω). (3.22)
A similar equation can be derived for the real part,
ǫ˜d,σ + Σ˜σ(ω) = zσ (Σσ(ω) + ǫd,σ)− (1− zσ)ω. (3.23)
In practice however, it is of limited use; this is due to the fact that the renor-
malised parameters ǫ˜d and ∆˜ are not determined from the NRG using the def-
initions in Eq. (2.5), (2.6) but from the effective linear chain Hamiltonian (for
more information see the Appendix of Ref. [55]). Since the low-energy limit
of Eq. (3.23) relies crucially on the numerical cancellation between Σ(ω) and
(z − 1)ω, it is difficult to obtain a result for Re Σ˜(ω) with a vanishing deriva-
tive at zero frequency. It is for this reason that we only show NRG results for
Im Σ˜(ω). Note that due to the NRG’s successive elimination of higher energy
scales we expect that its estimate for Σ˜(ω) will only be accurate in the low
frequency sector.
We begin by discussing the symmetric model (case (i)) . As we have already
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Figure 3.8.: The real (left) and imaginary (right) parts of the renormalised self-
energy for a weakly correlated asymmetric model.
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Figure 3.9.: The real (left) and imaginary (right) parts of the renormalised self-
energy for a strongly correlated asymmetric model.
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remarked, in the presence of particle-hole symmetry ǫ˜d = 0 and the propagator
is an odd function of frequency. The parity of the Green’s function also results
in the cancellation of the particle-hole and particle-particle propagators
Π˜
(2)
↑↓;(1,1)(Ω1,Ω2) = Π˜
(2)
↑↓;(1,−1)(Ω1,Ω2) (3.24)
and consequently the odd-order terms of the self-energy vanish for all frequencies.
Using the method described in Ref. [55] we find that ∆˜ = 2.54 × 10−4 and
U˜ = 7.95 × 10−4, giving U˜/π∆˜ = 0.994. That this ratio is almost 1 is no
coincidence; in the Kondo limit a universal scale, the Kondo temperature TK
emerges and U˜ → 4TK , π∆˜→ 4TK [49].
In all cases, the RPT estimate of the renormalised self-energy will always be
exact in the limit ω → 0, in the sense of Eq. (2.16). At particle-hole symmetry,
and for small but finite frequencies |ωρ˜0| ≪ 1, the ω2 coefficient of Σ˜(ω) is
reproduced exactly [49] by the second-order calculation; the fourth order term
does not contribute terms of order ω2. As we increase |ω| the dominant term
is the ω4 term, which is not exactly given by the second-order calculation; this
is corrected by the fourth-order contribution, extending the domain of validity
of the RPT. At higher frequencies the disparity between the two RPT curves
suggests the breakdown of the expansion; to obtain reliable results one must
calculate the higher-order terms. We thus expect more elaborate approximations
within RPT to continually extend the domain of validity of the resultant Σ˜(ω).
Were we to somehow have the ability to take into account all Feynman diagrams
to all orders we would recover a Σ˜(ω) exact for all frequencies, though clearly
then we would also be able to calculate the Σ(ω) in the first place.
Next, we discuss a slightly asymmetric model with ǫd = −1.2π∆, for which we
find that ǫ˜d = 2.14× 10−5, ∆˜ = 2.93× 10−4 and U˜ = 9.18× 10−4. The non-zero
but small in magnitude ǫ˜d now gives rise to odd-order terms in Σ˜(ω). In Fig. 3.8
we see that the third and fifth order terms are small in value and essentially only
slightly modify the second and fourth order curves respectively. To determine
the stability of the series to order n we see that to simply look at the n+1 term
is not sufficient.
Finally, we turn our attention to Fig, (3.9) and case (iii). a very asymmetric
model with ǫd = −3π∆. For small |ω| we find again that the RPT is in good
agreement with the NRG and that the lower order contributions dominate the
result. A dramatic breakdown of the expansion, in both the real and imaginary
components, is evident for small negative value of ω in contrast to cases (i) and
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Figure 3.10.: The spectral density for the particle-hole symmetric model.
(ii) where it is reasonably well-behaved even around ωρ˜0 ≈ 0.5.
3.4.2. Spectral density
Recall the definition in Eq. (2.1) of the renormalised retarded interacting Green’s
function
G˜(+)σ (ω) =
1
ω − ǫ˜d + i∆˜− Σ˜+(ω)
, (3.25)
where the retarded self-energy Σ˜+(ω) differs from the causal Σ˜(ω) one obtains
from the diagrammatics only by a sign(ω) term in the imaginary part. We
now turn our attention to the quasi-particle spectral density, defined as ρ˜(ω) =
− 1π Im G˜(ω) and express it in terms of the renormalised parameters as
ρ˜(ω) = − 1
π
Im Σ˜+(ω)− ∆˜
(ω − ǫ˜d − Re Σ˜+(ω))2 + (∆˜− Im Σ˜+(ω))2
. (3.26)
Note that the spectral density is sensitive to the reducible self-energy. The low-
frequency properties of the nth order spectral density are thus the result of
competition between higher-order irreducible self-energies and powers of G˜(0)(ω)
combined with powers of lower-order irreducible self-energies.
Results for cases (i), (ii) and (iii) are shown in Figs. 3.10, 3.11a and 3.11b
respectively. To avoid the instability in the real part of Σ˜(ω) we do not use
Eq. (3.26) directly to extract the result from the NRG; instead we use the NRG
result for ρ(ω) and, from Eq. (2.3), ρ˜(ω) = zρ(ω).
For the particle-hole symmetric model of case (i) we find again that the second
and fourth order terms coincide for small ω and start deviating from each other
and the NRG result as |ω| is increased, with the RPT4 curve being in closer
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Figure 3.11.: The spectral density for model (ii), with some asymmetry (left)
and model (iii), with pronounced asymmetry (right).
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agreement with the latter. This picture persists in Fig. (3.11a) where, as in the
case of the self-energy, two two pairs of similar curves emerge. We remark that at
particle-hole symmetry ρ˜(ω = 0) = (π∆)−1; away from particle-hole symmetry
ρ˜(ω = 0) is given exactly by ρ˜(ω = 0) = ρ˜(0)(ω = 0) = 0.
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4. Renormalised parameters without
the NRG
In our discussion of RPT so far we have assumed that the renormalised param-
eters are always known, and we have used values obtained from the NRG to
obtain numerical results where needed. We return now to the difficulty noted
in Sec. 2.1.3, namely that of determining the renormalised parameters in the
first place. To apply the definitions of Eq. (2.5), (2.6), (2.9) one must know the
self-energy and four-vertex at zero frequency. But most quantities of interest,
for instance the susceptibilities, depend on precisely these quantities. Generally
speaking, one must have already ‘solved’ the model to obtain the renormalised
parameters, and in such cases the RPT provides little additional information to
what can already be deduced from the NRG.
Up to now, we have temporarily circumvented this problem by using the NRG
to determine the parameters. This however renders RPT a technique complemen-
tary to the NRG, rather than an alternative to it, and restricts the application
of RPT to problems that have already been solved with the NRG. Hence, if we
seek to obtain new insight into the model that does not follow from the NRG,
we must find another way of determining the renormalised parameters.
The flow equation method (FEM) seeks to address this problem. In this ap-
proach one first identifies the parameter α of the original model that will be
varied. Then, one has to determine a limit α→ α0 in which µ˜(α) can be analyt-
ically determined. The value of α0 does not need to be physically realisable or
experimentally relevant; this is a mathematical trick to obtain a solvable model.
Finally, RPT is used to derive a differential equation for dµ˜/dα, with µ˜(α0)
constituting the boundary condition to the differential equation at α = α0. By
integrating the system from α0 to more realistic values of α one can thus deter-
mine the renormalised parameters for a physically relevant model.
The FEM was introduced in Refs. [32, 33] where it was applied to the one-
channel Anderson model at half-filling by introducing a magnetic field h, which
played the role of the parameter α. The magnetic field breaks the SU(2) sym-
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metry of the model, and consequently suppresses the spin fluctuations which are
responsible for the bulk of the renormalisation effects. As a result, the h → ∞
limit of the model can be tackled using (bare) mean-field theory1 and the renor-
malised parameters can be deduced directly from their definitions. The RRPA
and a Ward identity were then used to construct a flow equation for ∆˜(h).
These were solved numerically and the renormalised parameters thus obtained
were found to be in very good agreement with the NRG over several orders of
magnitude of h. Furthermore, the exponential dependence of TK on U predicted
by the Bethe Ansatz (see Sec. 1.8) was reproduced.
An approach similar to the introduction of a magnetic field was pursued in
Ref. [34], where the parameter α was taken to be the impurity level ǫd. The
convergence of the bare perturbation theory is, generally speaking, controlled by
the dimensionless product Uρ0. In the limit of an infinite asymmetric model this
can be made arbitrarily small, eventually rendering mean field theory valid. Flow
equations are then constructed for µ˜(ǫd) and solved numerically. Note again the
recurring theme of symmetry breaking; the introduction of an asymmetry breaks
the particle-hole symmetry of the model, which is eventually restored by the flow
equations. We discuss this approach in more detail in Sec. 4.3.
In Sec. 4.4 we consider the possibility of varying ∆ for a symmetric model
without a magnetic field [102]. In this case the constraint of particle-hole sym-
metry and the absence of a magnetic field eliminate the need for calculating ǫ˜d,
which is zero. By taking ∆ → ∞ we put the model in the weakly-correlated
regime, where perturbation theory can be used to deduce the boundary condi-
tion. By slowly decreasing the hybridisation we slowly increase the correlation
effects and, by incorporating them into the renormalised parameters, we deduce
∆˜(∆) and U˜(∆).
Finally, in Sec. 4.5 we show how the scaling of the interaction can be controlled
by varying U directly [103]. For simplicity, our study is confined to the particle-
hole symmetric model where the scaling theory assumes a particularly simple
form. By construction, the bare perturbation is accurate as U → 0; we use it to
impose a boundary condition and adiabatically increase U to access the strong
correlation regime. This effectively constitutes a direct implementation of the
fundamental idea of Fermi liquid theory. Interestingly, the results we obtain
1In fact, Ref. [33], following Ref. [113], used the RPA-enhanced mean-field theory to determine
U˜ in the high-field regime. Though this allows one to account for the renormalisation of
U˜ at weak couplings, it breaks down and develops a pole when U ≥ π∆ (see Sec. 2.7). I
have found that this step is unnecessary and by taking large enough h one can neglect the
renormalisation of U˜ .
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using this technique are analytic and reliable even for strong correlations.
4.1. General formalism
We introduce the notation µ˜(µ) to denote the renormalised parameters µ˜ =
(ǫ˜d, ∆˜, U˜) corresponding to a model with bare parameters µ = (ǫd,∆, U); in the
presence of a magnetic field the notation generalises to µ˜ = (ǫ˜d,↑, ǫ˜d,↓, ∆˜↑, ∆˜↓, U˜).
We consider two models whose bare parameters differ infinitesimally by δµ,
and seek a relation between the corresponding renormalised parameters µ˜(µ)
and µ˜(µ + δµ). Our strategy is to start with the Lagrangian of a model with
parameters µ+δµ and rewrite it in two different ways, once in terms of µ˜(µ+δµ)
and once in terms of µ˜(µ). The two ways of expressing the bare Lagrangian in
the renormalised theory lead to two different expressions for the (same) bare
Green’s function. These, and their derivatives, can then be equated to deduce
the flow equations for the parameters.
Recall the standard way of re-expressing the Lagrangian in terms of renor-
malised parameters as per Eq. (2.11)
L(µ+ δµ) = L˜(µ˜(µ+ δµ)) + L˜ct(λ(µ˜(µ+ δµ))). (4.1)
We can expand around L(µ) by writing
L(µ+ δµ) = L(µ) + δµ · ∂L
∂µ
= L(µ) + Lr(δµ), (4.2)
where the notation Lr(µ) has been introduced for clarity. Note that in the case
of the Anderson model the Lagrangian is linear in the parameters, so Eq. (4.2)
is exact and furthermore Lr depends only on δµ. Recalling the partitioning of
the renormalised Lagrangian into an interacting and non-interacting component,
Eq. (2.13), we can rewrite the RHS of Eq. (4.1) as
L(µ+ δµ) = L˜0(µ˜(µ+ δµ)) +
[
L˜I(µ˜(µ+ δµ)) + L˜ct(λ(µ˜(µ+ δµ)))
]
. (4.3)
Similarly, by expressing L(µ) in Eq. (4.2) in terms of renormalised quantities we
have
L(µ+ δµ) = L˜0(µ˜(µ)) +
[
L˜I(µ˜(µ)) + L˜ct(λ(µ˜(µ))) + Lr(δµ)
]
. (4.4)
In Eqs. (4.3) and (4.4) we have two different ways of rewriting the same bare
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Lagrangian in terms of renormalised quantities. The set-up of Eq. (4.2) is stan-
dard, along the lines of Sec. 2.1.2; the Lagrangian L˜0(µ˜(µ + δµ)) describes
the non-interacting quasi-particles which interact through the term in square
brackets (the perturbation) and which gives rise to the renormalised self-energy
Σ˜+σ (ω; µ˜(µ+ δµ)). By contrast, in the set-up of Eq. (4.4) the free quasi-particles
are described in terms of µ˜(µ). This results in an additional interaction term,
Lr(µ) which generates a corresponding interaction vertex. This must be ap-
propriately included in the diagrammatic expansions which now give rise to a
self-energy Σ˜+σ (ω; µ˜(µ), δµ). In the trivial case of δµ = 0 this does not contribute
at all and we see that Σ˜+σ (ω; µ˜(µ), δµ = 0) = Σ˜
+
σ (ω; µ˜(µ+ δµ)).
We emphasise that Σ˜+σ (ω; µ˜(µ+ δµ)) implicitly involves the counter-terms as
functions of µ˜(µ + δµ) determined by the usual renormalisation conditions of
Eq. (2.16). By contrast, Σ˜+σ (ω; µ˜(µ), δµ) is assembled using the counter-terms
determined by imposing the renormalisation conditions to Σ˜+σ (ω; µ˜(µ), 0), and
will only satisfy them when δµ = 0. Nevertheless, Σ˜+σ (ω; µ˜(µ), δµ) is structurally
similar to Σ˜+σ (ω; µ˜(µ)) and so shares the same Fermi liquid properties
Im Σ˜+σ (0; µ˜(µ), δµ) =
∂ Im Σ˜+σ (ω; µ˜(µ), δµ)
∂ω
∣∣∣∣∣
ω=0
= 0. (4.5)
To relate the two self-energies we express the bare propagator in two different
ways:
G+σ (ω) =
zσ(µ+ δµ)
ω − ǫ˜d,σ(µ+ δµ) + i∆˜σ(µ+ δµ)− Σ˜+σ (ω; µ˜(µ+ δµ))
(4.6)
=
zσ(µ)
ω − ǫ˜d,σ(µ) + i∆˜σ(µ)− Σ˜+σ (ω; µ˜(µ), δµ)
. (4.7)
By equating the real parts of the two expressions for ω = 0 and we deduce that
ǫ˜d,σ(µ+ δµ) = zσ(µ; δµ)
[
ǫ˜d,σ(µ) + Σ˜σ(0; µ˜(µ), δµ))
]
, (4.8)
where zσ(µ; δµ) = zσ(µ + δµ)/zσ(µ); equating the imaginary parts does not
yield additional information. Furthermore, by taking the reciprocal of Eq. (4.7),
equating the derivatives at zero and taking the real part we find
zσ(µ; δµ) =
[
1− ∂ Re Σ˜σ(ω; µ˜(µ), δµ)
∂ω
∣∣∣∣∣
ω=0
]−1
. (4.9)
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Further differentiation yields
∂2
∂ω2
Σ˜σ(ω; µ˜(µ+ δµ)) = zσ(µ; δµ)
∂2
∂ω2
Σ˜σ(ω; µ˜(µ), δµ)). (4.10)
By expanding the denominator of Eq. (4.9) in δµ and retaining the leading term
we find that
zσ(µ; δµ) = 1 + qσ(µ˜(µ)) · δµ, (4.11)
where
qσ(µ˜(µ)) =
∂
∂µ
∂ Re Σ˜σ(ω; µ˜(µ), δµ)
∂ω
∣∣∣∣∣ ω=0
δµ=0
. (4.12)
From the definition of zσ(µ; δµ) and Eq. (4.11) we find that
∂ ln zσ(µ)
∂µ
= qσ(µ˜(µ)), (4.13)
or equivalently
∂ ln ∆˜σ(µ)
∂µ
= qσ(µ˜(µ)). (4.14)
This constitutes the flow equation for ∆(µ). To derive a flow equation for ǫ˜d,σ(µ)
we define
pσ(µ˜(µ)) =
∂
∂µ
Re Σ˜σ(0; µ˜(µ), δµ)
∣∣∣
δµ=0
. (4.15)
and find
∂ǫ˜d,σ(µ)
∂µ
= pσ(µ˜(µ)) + ǫ˜d,σ(µ)qσ(µ˜(µ)). (4.16)
4.2. Calculating Σ˜σ(ω; µ˜(µ), δµ)
We see that the flow equations are determined by the quantity Σ˜σ(0; µ˜(µ), δµ)).
The previous section discussed how this can be deduced diagrammatically from
the Lagrangian. Alternatively, we can also deduce this directly from the bare
self-energy through a Taylor expansion
Σσ(ω,µ+ δµ) =Σσ(0,µ) + ω
∂Σσ(ω,µ)
∂ω
∣∣∣∣∣
ω=0
+
(
∂Σσ(0,µ)
∂µ
+ ω
∂2Σσ(0,µ)
∂ω∂µ
∣∣∣∣∣
ω=0
)
· δµ
+Σremσ (ω,µ+ δµ) (4.17)
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(a) (b) (c)
Figure 4.1.: The possible ways in which an infinitesimal one-particle vertex can
enter the calculation of the bare self-energy. In Fig. 4.1b and 4.1c we
see how the diagrams representing the corrections from δǫ−σ and δǫσ
respectively can be expressed exactly in terms of the bare interacting
Green’s function and four vertex. The dotted line in 4.1a denotes
the bare interaction U .
which we use to rewrite the bare propagator at µ+ δµ in the form of Eq. (4.7).
We thus find
Σ˜σ(ω; µ˜(µ), δµ) =zσ(µ)
(
∂Σσ(0,µ)
∂µ
+ ω
∂2Σσ(0,µ)
∂ω∂µ
)
+zσ(µ; δµ)Σ˜σ(ω, µ˜(µ+ δµ)) (4.18)
We thus deduce the following equations
pσ(µ˜(µ)) = zσ(µ)
∂Σσ(0,µ)
∂µ
(4.19)
qσ(µ˜(µ)) = zσ(µ)
∂2Σσ(ω,µ)
∂ω∂µ
∣∣∣
ω=0
(4.20)
Our problem is effectively the following: Given exact knowledge of Σ(ω,µ)
and Γ(ω,µ), how can one obtain Σ(ω,µ+ δµ)? To answer this question we have
to separately consider the cases of a one-particle vertex, as occurs during flows
in ǫd, ∆ and h, and the case of a two-body interaction implied by a scaling in
U . The ways in which one-particle vertices and two-particle vertices can enter
the calculation are shown in Fig. (4.1) and Fig. 4.2 respectively. We will only
discuss the latter in detail; the former can be treated in a similar manner.
Let Σσ(ω), Gσ(ω) and Γσ,−σ(ω1, ω2;ω3) be the the self-energy, interacting
Green’s function and four-vertex for a model with interaction constant U . Con-
sider now the effects of introducing an additional δU term into the Hamiltonian
(or Lagrangian), and the two-fold effect it will have on the diagrammatics of the
calculation. First, it will obviously introduce an infinitesimal two-particle vertex
similar to the interaction. More subtly, the infinitesimal vertex will generate an
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(a) (b)
(c) (d)
Figure 4.2.: The three possible ways in which a single instance of an infinitesimal
two-body vertex can enter the calculation of the bare self-energy.
The lines represent the interacting bare propagator and the shaded
square represents the four-vertex in the bare theory. For models
away from particle-hole symmetry the tadpole diagram discussed in
the main text will also have to be taken into account.
infinitesimal tadpole diagram, which is of a one-particle nature. If we do not
simultaneously vary ǫd as we vary U , we will have to explicitly take this into
account in our diagrammatic treatment. To eliminate the tadpole diagrams and
simplify the discussion we will assume particle-hole symmetry for the rest of this
section. Our discussion thus applies to the transformation U → U + δU and
ǫd → ǫd − δU/2. The extension to asymmetric models is therefore straightfor-
ward, if a bit tedious, and requires that we simultaneously take into account the
genuine two-body term, in the manner that will be described in this section, and
the implicit one-body term as per Fig. 4.1.
We now turn our attention to the infinitesimal two-body vertex. In the bare
theory this can be taken into account exactly by calculating the three diagrams
of Fig. 4.2, with the lines corresponding to the exact propagator G(ω), which
represent all possible ways a two-particle interaction can enter the calculation.
We consider first the diagram of Fig. 4.2a, from which we have
δΣσ(Ω) = δU
∫
dω¯′dω¯′′Gσ(Ω + ω′′)G−σ(ω′)G−σ(ω′ + ω′′)Γσ,−σ(Ω, ω′ + ω′′;ω′),
(4.21)
where dω¯′ = dω′/2π. At zero frequency this becomes
∂Σσ(0)
∂U
=
∫
dω¯′dω¯′′Gσ(ω′′)G−σ(ω′)G−σ(ω′ + ω′′)Γσ,−σ(0, ω′ + ω′′;ω′). (4.22)
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To express this in terms of renormalised quantities we write Gσ(ω) = zσG˜σ(ω)
and Γσ,−σ(ω1, ω2;ω3, ω4) = zσz−σΓ˜σ,−σ(ω1, ω2;ω3, ω4). Using Eq, (4.19), we ob-
tain an expression for pσ(µ˜(µ)) containing factors of z, which is exact
∂Σσ(0)
∂U
= z−σ
∫
dω¯′dω¯′′G˜σ(ω′′)G˜−σ(ω′)G˜−σ(ω′ + ω′′)Γ˜σ,−σ(0, ω′ + ω′′;ω′).
(4.23)
We will now perform similar manipulations on the frequency derivative of
Σσ(ω). Differentiating with respect to the external frequency Ω, we find that
∂Σ′σ(Ω)
∂U
=
∫
dω¯′dω¯′′∂ΩGσ(Ω + ω′′)G−σ(ω′)G−σ(ω′ + ω′′)Γσ,−σ(Ω, ω′ + ω′′;ω′)+∫
dω¯′dω¯′′Gσ(Ω + ω′′)G−σ(ω′)G−σ(ω′ + ω′′)∂ΩΓσ,−σ(Ω, ω′ + ω′′;ω′).
(4.24)
Note that the derivative2 of the propagator can be expressed as [50, p. 119]
∂ωGσ(ω) = −G2σ(ω) (1− ∂ωΣσ(ω))− 2iρσ(0)δ(ω). (4.25)
Furthermore, the derivative of the self-energy can be expressed as [50, p. 119]
∂ωΣσ(ω) = −
∫
dω′Γσ,−σ(ω, ω′)G2−σ(ω
′)− iρσ(0)Γσ,−σ(ω, 0;ω). (4.26)
Combining Eqs. (4.24), (4.25), (4.26) and setting Ω = 0 we find that
∂Σ′σ(0)
∂U
=−
∫
dω¯′dω¯′′G2σ(ω
′′)G−σ(ω′)G−σ(ω′ + ω′′)Γσ,−σ(0, ω′ + ω′′;ω′)
−
∫
dω¯′dω¯′′iρσ(0)G2σ(ω
′′)Γσ,−σ(ω′′, 0;ω; )G−σ(ω′)
×G−σ(ω′ + ω′′)Γσ,−σ(0, ω′ + ω′′;ω′)
+
∫
dω¯′dω¯′′dω¯′′′G2σ(ω
′′)Γσ,−σ(ω′′, ω′′′;ω′′)G2−σ(ω
′′′)G−σ(ω′)
×G−σ(ω′ + ω′′)Γσ,−σ(0, ω′ + ω′′;ω′)
−
∫
dω¯′2ρσ(0)G2−σ(ω
′)Γσ,−σ(0, ω′;ω; )
+
∫
dω¯′dω¯′′Gσ(ω′′)G−σ(ω′)G−σ(ω′ + ω′′)∂ΩΓ(0, ω′ + ω′′;ω′). (4.27)
2Note that the causal self-energy is differentiable just like the retarded self-energy. Though
their imaginary parts differ by a sign(ω) term, this is only relevant to O(ω2) and thus does
not complicate the discussion.
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As before, we express this in terms of renormalised quantities to find the exact
equation
∂Σ′σ(0)
∂U
= −zσz−σ
∫
dω¯′dω¯′′G˜2σ(ω
′′)G˜−σ(ω′)G˜−σ(ω′ + ω′′)Γ˜σ,−σ(0, ω′ + ω′′;ω′)
−zσ
∫
dω¯′dω¯′′iρ˜σ(0)G˜2σ(ω
′′)Γ˜σ,−σ(ω′′, 0;ω; )G˜−σ(ω′)
× G˜−σ(ω′ + ω′′)Γ˜σ,−σ(0, ω′ + ω′′;ω′)
+z2σ
∫
dω¯′dω¯′′dω¯′′′G˜2σ(ω
′′)Γ˜σ,−σ(ω′′, ω′′′;ω′′)G˜2−σ(ω
′′′)G˜−σ(ω′)
× G˜−σ(ω′ + ω′′)Γ˜σ,−σ(0, ω′ + ω′′;ω′)
−z−σ
∫
dω¯′2ρ˜σ(0)G˜2−σ(ω
′)Γ˜σ,−σ(0, ω′;ω; )
+z−σ
∫
dω¯′dω¯′′G˜σ(ω′′)G˜−σ(ω′)G˜−σ(ω′ + ω′′)∂ΩΓ˜σ,−σ(0, ω′ + ω′′;ω′),
(4.28)
where ρσ(0) = zσρ˜σ(0). The obvious difficulty in working with the above equa-
tion is that we only have an approximation to the renormalised self-energy and
the four-vertex. To leading order in U˜ , however, we can replace G˜(ω)→ G˜(0)(ω),
and Γ˜→ U˜ .
∂Σ′σ(0)
∂U
= −zσz−σU˜
∫
dω¯′dω¯′′[G˜(0)σ (ω
′′)]2G˜−σ(ω′)G˜
(0)
−σ(ω
′ + ω′′)
−zσU˜2
∫
dω¯′dω¯′′iρ˜σ(0)[G˜(0)σ (ω
′′)]2G˜−σ(ω′)G˜
(0)
−σ(ω
′ + ω′′)
+z3σU˜
2
∫
dω¯′dω¯′′dω¯′′′[G˜(0)σ (ω
′′)]2[G˜(0)−σ(ω
′′′)]2G˜(0)−σ(ω
′)G˜(0)−σ(ω
′ + ω′′)
−z−σU˜
∫
dω¯′2iρ˜σ(0)[G˜
(0)
−σ(ω
′)]2
}
. (4.29)
Furthermore, noting that z = 1 + O(U˜2), we can ignore the factors of z if we
only seek to calculate the leading term. Retaining only the terms of order U˜ we
find that
∂Σ′σ(0)
∂U
= U˜
∫
dω¯′dω¯′′[G˜(0)(ω′′)]2G˜(0)(ω′)G˜(ω′ + ω′′)− U˜ ρ˜(0)
∫
dω
2π
′
2[G˜(0)(ω′)]2.
(4.30)
Note that in the RHS we have recovered the analytic expression for the derivative
of the second-order renormalised self-energy. From our discussion it follows that
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to calculate the leading term, we need not consider diagrams of the form of
Fig. 4.2 which involves two instances of Γ will therefore be at least of order U˜2.
Furthermore, the treatment presented here can be applied without modification
to the class of diagrams in Fig. 4.2b, simply introducing a factor of two into our
calculations. The full derivative of Σ(ω) at U + δU includes a term that does
not involve the infinitesimal interaction at all:
Σ′(0, U + δU) = Σ′(0, U) + δU
∂Σ′(0)
∂U
+O(δU2). (4.31)
We now straightforwardly find that
z(U + δU) =
1
1− Σ′(0, U + δU) =
1
z−1(U)− δU∂UΣ′(0) (4.32)
and deduce that ∆˜(U) must satisfy Eq. (4.14) with
q(U) = z
∂Σ′(0)
∂U
, (4.33)
with ∂Σ
′(0)
∂U given by Eq. (4.30).
4.3. Flow equations in ǫd
We first consider the possibility of varying ǫd relative to the Fermi level. We will
take the limit ǫd → −∞ to put the model into the tractable double-occupancy
regime. Another possibility, which leads to equivalent results, is to use the
opposite limit ǫd →∞. In either regime mean-field theory [9] is applicable and,
assuming the absence of a magnetic field, gives
ǫ˜MFTσ = ǫd +Σ
MFT
σ , (4.34)
∆˜MFTσ = ∆, (4.35)
U˜MFT = U, (4.36)
where following Sec. 1.2
ΣMFTσ = U
[
1
2
− 1
π
tan−1
(
ǫd,−σ +ΣMFT−σ
∆
)]
. (4.37)
Our aim is to incrementally increase ǫd from −∞ to obtain the renormalised
parameters as a function of ǫd. Note that the renormalised parameters have a
105
symmetry with respect to the point of half-filling, ǫd = −U/2, with ∆˜ and U˜
being even with respect to it and ǫ˜d being odd. In presenting our results it is
thus not necessary to increase ǫd to values larger than ǫd = −U/2. Furthermore,
note that this provides a check for an implementation of the flow equations, for
they too must exhibit the same symmetry. We remark that, as ǫd is increased,
U˜ renormalises before the other parameters, and can differ appreciably from its
unrenormalised value even though ∆˜ ≈ ∆ and ǫ˜d ≈ ǫd. To use the boundary
Eq. (4.36) we must therefore ensure we start with a sufficiently large value of |ǫd|.
We found ǫd = −10π∆ to be adequate (the sensitivity to the initial value of |ǫd|
can be controlled by increasing it until it no longer bears on the final results).
As we move out of the mean-field regime — that is, for slightly less asymmetric
models, but whose occupation is still close to 0 or 2 — we are forced to go beyond
the mean-field approximation in order to account for the renormalisation of U˜ .
In this regime the problem can be treated as a Fermi gas with short-range forces
and the low-density approximation [39, 40, 113] is applicable. Consequently, we
expect particle-particle correlations to be responsible for the bulk of the strong
correlation effects. By resumming the bare particle-particle ladder [113, 32] using
mean-field propagators, it is possible to extend the range of validity Eq. (4.36).
The modified expression reads [113]
U˜MFT+RPAPP =
U
1 + U
πǫ˜MFT
tan−1
(
ǫ˜MFT
∆˜
) . (4.38)
We clarify that, for the purposes of imposing a boundary condition on the flow
equations, we found it sufficient to work with Eq. (4.36).
As ǫd is increased yet more, the frequency-dependence of the self-energy will
start to play an important role and will have to be incorporated in a more
sophisticated approximation to Σ˜σ(ω). For values of ǫd for which the dynamic
nature of the self-energy cannot be disregarded, but still far from the particle-
hole symmetric point, the low-density approximation can be used to describe
the dynamic effects when the correlations are not too strong. However, it is
expected to break down for sufficiently symmetric models and predict a local
moment. A more suitable description is provided by RPA-PP approximation,
which is the analogous to the low-density approximation, but formulated in terms
of renormalised quantities, and, as discussed in Sec. 2.7, retains its validity even
in the strong correlation regime.
With this in mind, we seek to formulate flow equations based on the RPA-PP
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approximation. The infinitesimal Lagrangian that generates the flow is
Lr(δǫd) =
∑
σ
dσ(τ)δǫddσ(τ). (4.39)
Given the renormalised parameters, we construct the RPA-PP as per Eq. (2.76)
and find qσ(µ˜(ǫd)) as per Eq. (4.12), where the derivative with respect to µ→ ǫd
is evaluated numerically by substituting
ǫ˜d → ǫ˜d + δǫd (4.40)
in Eq. (2.76). We thus obtain the first equation
∂ ln ∆˜σ(ǫd)
∂ǫd
= qσ(µ˜(ǫd)). (4.41)
To deduce the second flow equation, we appeal to the Ward identity of Eq. (1.63),
(2.42), from which we obtain
p(µ˜(ǫd)) = 1− U˜ ρ˜−σ′ . (4.42)
We emphasise that this is an exact relation. It is only to determine q, which
depends on ∂ωΣ(ω)|ω=0, that we have to resort to the RRPA-PP; the renor-
malised parameters alone suffice to determine p(µ˜(ǫd))
3. Finally, to derive a
flow equation for U˜ recall Eq. (2.46), an exact expression for the transverse
charge susceptibility in terms of ρ˜ and U˜ . Through a re-arrangement we obtain
U˜ =
1
ρ˜(0)
[
1− χ
t
c(0)
ρ˜(0)
]
, (4.43)
i.e. an expression for U˜ involving ρ˜(ω) and χtc(0), which can be calculated from
χtc(0) =
n− 1
2ǫd + U
, (4.44)
where n = n↑ + n↓ can be deduced in the renormalised theory from the Friedel
sum rule in Eq. (2.44). We can therefore use Eq. (4.43) to deduce U˜ from ǫ˜d and
3Mysteriously, the RRPA-PP estimate for p(µ˜(ǫd)) does not agree with Eq. (4.42) and does
not correctly describe the renormalisation of ǫ˜d. A similar discrepancy was observed in
Ref. [32, p. 98], where it was attributed to a ‘numerical instability’, though no supporting
evidence is offered. The author of the present thesis does not agree with this conclusion
and attributes the discrepancy to a material deficiency in the RRPA, at least in its present
formulation.
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∆˜ at every step of the flow process, and the flow is described by a 2× 2 system
of differential equations.
Our results for ǫ˜d, ∆˜ and U˜ for U = 3π∆ are shown in Fig. 4.3a, 4.4a and
4.5a respectively, where they are referred to as ‘RPT1’. The values of ∆˜ are
very well reproduced in the weakly correlated region, where they are in close
agreement with the NRG result. As ǫd is increased, this agreement progressively
deteriorates, and starts to differ appreciably from the NRG values at ǫd+U/2 ≈
−1.8π∆. Since the determination of U˜ is sensitive to the value of ∆˜, the error
in ∆˜ is also reflected in the results in Fig. 4.4a4; we also note in passing that the
relative renormalisation of U˜ is stronger than ∆˜ for ǫd + U/2 < −π∆.
An improvement
In the previous section the flow equations were deduced by performing the substi-
tution ǫ˜d → ǫ˜d+ δǫd in the RPA, which spoils the cancellation with the counter-
terms and results in a non-trivial flow. To improve on our results, we remark that
the non-interacting propagator in the renormalised theory can be interpreted as
a mean-field propagator
G˜(0)(ω) =
1
ω − ǫ˜d + i∆˜ sign(ω)− Σ˜MFTσ
,
where Σ˜MFTσ consists of a static component determined self-consistently follow-
ing Sec. 1.2 and a λ1 counter-term that precisely cancels this so that Σ˜
MFT
σ = 0.
When the impurity level is shifted infinitesimally the component of Σ˜MFTσ de-
termined self-consistently will change value, giving a residual Σ˜MFTσ 6= 0 equal
to
Σ˜MFTσ → −
U˜ ρ˜−σ
1− U˜2ρ˜σρ˜−σ
δǫd (4.45)
Adding this to the original δǫd we obtain the effective substitution
ǫ˜d → ǫ˜d + δǫd
1− ρ˜U˜ , (4.46)
which reduces to Eq. (4.40) in the weak correlation limit. To include self-loops
originating from the λ3 counter-term we can work in terms of the effective inter-
4This cause-and-effect can also be verified by tracing the flow of the parameter ∆˜ while
interpolating ǫ˜d and U˜ as a function of ǫd from NRG results.
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Figure 4.3.: The renormalised parameter ǫ˜d obtained from the flow equations in
ǫd for the (a) U = 3π∆ model and (b) U = −3π∆.
action and use
ǫ˜d → ǫ˜d + δǫd
1− ρ˜U˜eff
. (4.47)
The results obtained using Eq. (4.46) and Eq. (4.47) are shown in Fig. 4.3a, 4.4a
and 4.5a, where they are labelled ‘RPT2’ and ‘RPT3’ respectively. In all cases,
‘RPT2’ constitutes an improvement over the ‘RPT1’ approach, though it is again
unable to describe models with |ǫd+U/2| < 1.5π∆, a region where the parameters
deviate considerably from the NRG values. In this region, ‘RPT2’ fails to even
capture the general behaviour of the parameters and the parameters ∆˜ and U˜
diverge when |ǫd + U/2| < π∆. In this respect, ‘RPT3’ marks a considerable
improvement on the previous approximations. It gives an ǫ˜d → 0 as ǫd → 0, and
finite values for ǫ˜d and ∆˜ in the strong correlation regime which are in qualitative
agreement with the NRG. However even this approximation fails to reproduce
the parameters close to particle-hole symmetry with any degree of accuracy.
Despite these limitations, we note the very good agreement between the ‘RPT3’
results for the charge susceptibility and the NRG calculation, where the approx-
imation remarkably succeeds in capturing the local maximum at ǫd + U/2 ≈
−1.5π∆, and only starts to depart considerably from the NRG values at |ǫd +
U/2| < −0.6π∆. Furthermore, we see that ‘RPT3’ also reproduces the general
shape of the spin susceptibility. However, this depends on 1− U˜ ρ˜, which is sen-
sitive to the value of U˜ ρ˜, whereas χtc, which depends on 1 + U˜ ρ˜, is not. As a
result, χs is not as well described.
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Figure 4.4.: The renormalised parameter U˜ obtained from the flow equations in
ǫd for (a) U = 3π∆ model and (b) U = −3π∆.
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Figure 4.5.: The renormalised parameter ∆˜ obtained from the flow equations in
ǫd for (a) U = 3π∆ and (b) U = −3π∆.
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Figure 4.6.: The charge (left) and spin (right) susceptibilities for a model with
U = 3π∆.
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Extension to a magnetic field
In this section we discuss the implementation of the flow equations in ǫd for
a model in a non-zero magnetic field. When h 6= 0, the self-energy and its
derivatives become spin-dependent; consequently ˜ǫd,↑ 6= ˜ǫd,↓ and ∆˜↑ 6= ∆˜↓. De-
spite these apparent complications, one can still carry out the flow approach de-
scribed in this section by taking the spin dependence of p(µ˜(ǫd))σ and q(µ˜(ǫd))σ
and solving a 4× 4, rather than 2× 2 system of equations.
Negative-U models
The Anderson impurity model is typically discussed in the context of a posi-
tive Coulomb constant U . This is reasonable, since it reflects the energy cost in
localising two test charges of the same sign, which of course repel each other.
Nevertheless, the model remains mathematically consistent and, despite its ap-
parent unphysical character, has been useful in describing the physics of impu-
rities in semi-conductor glasses [10, 90], the properties of heavy-fermion sys-
tems [123], superconductivity [88] and the transport properties of molecular
quantum dots [3, 69, 6], where it can arise as a result of potential inversion
due to the coupling of the orbital to the molecular vibrational modes.
The flow equation method described in this section makes no assumptions
on the sign of the interaction. To probe this parameter regime we carry out
the previous comparison to the NRG, this time setting U = −3π∆. From
Fig. 4.3b, 4.4b, 4.5b we see that the results of the method are in much closer
agreement with the NRG than they were for a positive-U model. In particular,
we see that both ‘RPT1’ and ‘RPT3’ are both very close to the correct values,
with ‘RPT2’ now constituting the least accurate approximation.
Recall from Sec. 1.4 that a negative-U , asymmetric, Anderson impurity model,
in the absence of a magnetic field, can be mapped onto a positive-U , symmetric
model with a non-zero field. This mapping allows us to relate the method outline
here to the flow equation method outlined in Ref. [32], where a symmetric Ander-
son model was studied by considering the scaling in the magnetic field. In fact, it
shows that the two approaches are equivalent, since under the spin-isospin trans-
formation the particle-hole ladder of Ref. [32] maps onto the particle-particle
ladder used here. Consequently, the faithful reproduction of the renormalised
parameters for the negative-U model in Fig. 4.3b, 4.4b, 4.5b) is hardly surprising,
a merely a re-statement of results already obtained in Ref. [32]. This confirms
that the comparatively inferior results obtained here for the positive-U model
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are not due to an oversight in implementing the method, but are indicative of a
genuine weakness in the theory. Furthermore, we can infer that the method of
Ref. [32] will not perform as well for symmetric negative-U models in a magnetic
field.
4.4. Flow equations in ∆
In this section we focus on the symmetric model and construct flow equations by
varying ∆ [102]. Since the convergence of the perturbation theory depends on
the ratio U/π∆, taking ∆ → ∞ allows us to use ordinary perturbation theory
to deduce the boundary conditions for the renormalised parameters5. We thus
have, from the results of Yamada and Yosida [137, 134, 138, 135] that when
∆→∞
∆˜ = ∆
[
1−
(
3− π
2
4
)(
U
π∆
)2
. . .
]
, (4.48)
U˜ = U
[
1− (π2 − 9)( U
π∆
)2
. . .
]
. (4.49)
We highlight that ǫ˜d = 0 in the particle-hole symmetric limit. We thus need to
derive only two flow equations, for ∆˜ and U˜ . To determine q(µ˜(∆)) we note that
the particle-hole symmetry of the model must be reflected in the diagrammatic
expansion, which should treat particles and holes similarly. In this limit, previous
work [32] employed the RRPA-PH expansion (Sec. 2.7), which additionally has
the advantage of featuring terms to all orders in U˜ . We thus adopt the RRPA-
PH to calculate q(µ˜(∆)). To calculate the flow equation for U˜ we consider the
effects of the infinitesimal vertex on the pair propagator alone, and find that
∂U˜
∂∆
=
U˜2eff/2π∆˜
2(
1− Π˜ph↑↓(0)U˜eff
)2 . (4.50)
Our results are shown in Fig. 4.7; for comparison, the results from bare per-
turbation theory in Eq. (4.49) are also shown. We see that ∆˜(∆) is reproduced
very well for weak and intermediate couplings but begins to depart from the
NRG results for U/π∆ > 1.5. By contrast, the results for U˜(∆) start to depart
from the NRG results at U/π∆ ≈ 0.5, approximately the same coupling strength
5Note that this limit should be taken so that the conduction band width remains the dominant
scale.
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Figure 4.7.: The renormalised parameter obtained from the flow equations in ∆.
at which the bare perturbation theory becomes unreliable. Nevertheless, some
qualitative agreement is maintained even into the strong correlation regime.
To improve the results, a more sophisticated treatment of the infinitesimal
one-body vertex is needed. It is likely that better results can be obtained by
deducing q(µ˜(∆)) with the method outlined in Sec. 4.2 coupled to either the
second-order renormalised theory or the RRPA-PH considered here. To obtain
a flow equation for U˜(∆) one could then use Eq. (4.10) (this method is used in
the next section).
4.5. Flow equations in U
A final possibility is to carry out the flow in the interaction constant. We remark
that this constitutes a direct implementation of the Fermi liquid theory frame-
work, where, starting from a non-interacting system, one considers the effects of
‘adiabatically’ turning on the interactions. In Fermi liquid theory, the system
is described in terms of effective Fermi liquid parameters, which can be directly
related to the parameters of the renormalised perturbation theory. Thus, by car-
rying out the flow in U one can also deduce the flows of the Fermi parameters.
4.5.1. Particle-hole symmetry
To derive a flow equation for U˜(U) we make use of Eq. (4.10), evaluated at
ω = 0, and exploit the fact that U˜(U + δU) will inevitably appear on the LHS.
We can then solve for U˜ to obtain a flow equation. In the special case of particle-
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hole symmetry6 we can exploit the analytic result of Eq. (2.52) for the second
derivative of the renormalised self-energy to obtain the LHS. Equation (2.52)
can also be used to deduce the RHS of Eq.(4.10). Following the recipe for
Σ˜σ(ω; µ˜(U), δU) which dictates the substitution U˜(U)→ U˜(U) + z(U)U˜(U), we
can deduce the leading-order relation
U˜2(U + δU)
∆˜3(U + δU)
= zσ(U ; δU)
(U˜(U) + zδU)2
∆˜3(U)
. (4.51)
By retaining only terms linear in δU we derive the flow equation for U˜(U)
∂U˜(U)
∂U
= 2q(U)U˜(U) + z(U). (4.52)
To determine q(U) we appeal to the discussion of Sec. 4.2. By evaluating the
expression in Eq. (4.30) at particle-hole symmetry we deduce that
q(U) = −z × (6− π2/2) U˜
(π∆˜)2
, (4.53)
to leading order in U˜ . We can now combine Eq. (4.52) and Eq. (4.14) to derive
the complete system of differential flow equations
∂∆˜
∂U
= ξU˜
∂U˜
∂U
= 2ξ
U˜2
∆˜
+
∆˜
∆
, (4.54)
where
ξ = −(6− π2/2) 1
π2∆
< 0. (4.55)
We proceed by eliminate U˜ , finding
∆˜
d2U˜
dU2
= 2
(
dU˜
dU
)2
− κ2∆˜2,
where κ =
√|ξ|/∆. We thus obtain a simple closed form expression for ∆˜(U)
∆˜(U) = c2
1
e−κU + eκU+c1
(4.56)
6Note that, as discussed in Sec. 2.5, this relation is conjectured to be exact even away from
particle-hole symmetry, though we have not rigorously proven this claim. This opens up the
possibility of using this equation to determine U˜ even away from particle-hole symmetry.
114
 0
 0.5
 1
 1.5
 0  1  2  3  4  5
U~
/∆
U/pi∆
RPT
NRG
 0
 0.25
 0.5
 0.75
 1
 0  1  2  3  4  5
∆~ /
∆
U/pi∆
RPT
NRG
Figure 4.8.: The renormalised parameters obtained from the flow equations for
the symmetric model (Eq. (4.58)) plotted against the NRG results.
where c0, c1 are arbitrary constants. We fix these by requiring that ∆˜(0) = ∆
and that ∆˜(U) be quadratic in U for U → 0. The result is
∆˜(U) = ∆sech(κU), (4.57)
U˜(U) =
sinh(κU)
κ cosh2(κU)
. (4.58)
These equations are compared to data from the NRG in Fig. 4.8. We find that
at small values of U/π∆ both renormalised parameters are in excellent agreement
with the NRG. From the plots we also confirm that the maximum of U˜(U) is
faithfully reproduced by Eq. (4.58) — from Eq. (4.58) we find that the stationary
point of U˜(U) occurs at
Us =
atanh
(
1√
2
)
√
6− π2/2 , (4.59)
which is indicated by the vertical line in Fig. 4.8. As U increases further a small
discrepancy arises and becomes more severe with U . We attribute this to the
fact that U˜/π∆ is approaching one so higher-order terms in the renormalised
series start to contribute. The ratio U˜/π∆ is plotted alongside data from the
NRG in Fig. 4.9. In the Kondo limit we obtain that
lim
U→∞
U˜(U)
π∆˜(U)
=
1√
6− π2/2 ≈ 0.9689, (4.60)
which is close to 1, the exact result.
Given the renormalised parameters, the spin and charge susceptibilities can
be computed from Eq. (2.47), (2.48); the results are shown in Fig. 4.10. Both
quantities are reproduced very well at weak coupling, where they are in excel-
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Figure 4.9.: The ratio of U˜/π∆˜ for the symmetric model.
lent agreement with the NRG results. When U > π∆ we observe that the RPT
result for the spin susceptibility becomes less accurate, eventually predicting an
entirely erroneous dependence on U when U > 2π∆. By contrast, the charge
susceptibility is in excellent quantitative agreement with the NRG values even
well into the strong correlation regime. The reason for this difference in be-
haviour can be traced to Eq. (2.47), (2.48), from which we see that the charge
susceptibility is rather sensitive to the precise value of U˜ ρ˜, which tends to one,
whereas the spin susceptibility is not.
Given the renormalised parameters, we can write the impurity conductance
as [49]
σ(T )/σ(0) = 1 + (kBT )
2φ, (4.61)
where
φ =
π2
3∆˜2
1 + 2( U˜
π∆˜
)2 . (4.62)
This is shown in Fig. 4.11, where we find that RPT and NRG results are in very
good agreement even for large values of U .
Extensions
In the previous section we discussed the scaling behaviour in U , for the symmet-
ric model to leading order in U˜ . Two natural extensions of this work present
themselves: the extension to asymmetric models, and the inclusion of terms
involving higher powers in U˜ .
In considering asymmetric models, a 2× 2 system will not suffice — one must
also consider ǫ˜d, which will be non-zero and exhibit a non-trivial flow. To study
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Figure 4.12.: The value of U˜ for the symmetric model, as calculated from
Eq. (4.52) with ∆˜(U) given by the NRG. Numerical instability
issues prevented the continuation of the plot to higher values of U .
such model, one can choose whether the original model is to be specified in terms
of ǫd, or the impurity occupation n
7. In this case, it seems that the latter choice
lends itself, for if n is fixed one can determine ǫ˜d exactly from the Friedel sum
rule (2.44), and deduce the exact flow equation
dǫ˜d
dU
=
ǫ˜d
∆˜
d∆˜
dU
.
As discussed in Sec. 4.2, away from particle-hole symmetry one must also consider
the one-particle tadpole terms that the infinitesimal vertex will give rise to.
Finally, we note that Eq. (4.51) assumes that the RPT estimate of the imaginary
part of the second frequency-derivative of the self-energy is exact; as discussed
in Sec. 2.5, this is only been proven at particle-hole symmetry, but is likely to
hold away from it too.
To extend the calculation to include terms of higher powers in U˜ , we must
return to Eq. (4.28) and truncate the resultant series to the appropriate power.
In principle, one must also calculate the higher-order terms on the RHS of
Eq. (4.52), which for δU 6= 0 will not be precisely cancelled by the counter-
terms. We remark, however, that Eq. (4.52) seems accurate even for U as large
as 12π∆, suggesting that higher-order terms are not very important. We sub-
stantiate this claim by interpolating ∆˜(U) from the NRG results, and using
Eq. (4.52) to deduce U˜(U). Our results are shown in Fig. 4.12, where we see
that the resultant U˜(U) is in virtually exact agreement with the correct values.
7These two are not independent, but determining n given ǫd, or vice-versa, requires knowledge
of Σ(0), which we cannot compute for large values of U .
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Finally, we note the possibility of further extending this approach to other
impurity models. One could, for instance, consider the effects of a finite band-
size, or study the model in the narrow band limit. It is also likely that minimal
modifications would be needed to apply this treatment to the pseudo-gap Ander-
son model, or to the calculation of the susceptibility of the Mattis model. More
ambitiously, one could conceivably use this method to study models of more
than one impurity, for example by combining our approach with the DMFT, to
study lattice models, or implementing the scaling in U12 to study the two-channel
model.
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5. Conclusion
This chapter concludes the discussion on renormalised perturbation theory. We
have shown how the ideas of quasi-particles and renormalised parameters can be
used to construct a useful perturbation expansion, even when the interactions
are too strong to be handled within ordinary perturbation theory. The static
properties of the resulting theory are largely exact, and can be used to calculate
experimentally measurable properties of the Anderson impurity model such as
the conductance. As a practical application, we calculated the conductance of
a single quantum dot, and of a double quantum dot. Next, we discussed the
automation of high-order self-energy and four-vertex calculations in the renor-
malised theory and presented a calculation of the U˜5 term in the self-energy
expansion. Finally, we considered the question of determining the renormalised
parameters by tracing the flow in one of the model’s parameters and using the
parameters of a weakly correlated model to deduce those of models with increas-
ingly stronger correlations.
The renormalised perturbation theory is undoubtedly a powerful method with
which to study systems in condensed matter. At present, the most reliable
way of computing the parameters is through the Numerical Renormalisation
Group. This constitutes, in the author’s opinion, the central limitation of the
theory, for it requires the model to be tractable through the NRG and a method
of determining the parameters from Numerical Renormalisation Group results.
The development of a general, reliable method of determining the renormalised
parameters without such external methods must thus be a priority for the future.
In the course of this thesis we have applied the flow equation method to the
single impurity Anderson model, where we explored all different ways of 1 tran-
sitioning from a weakly correlated model to a strongly correlated model. Future
effort could focus towards refining and implementing the systematic framework
presented in Sec. 4.2. This general method of deducing the flow equations in any
parameter ought to be, in principle, applicable to any model. When carried out
to fixed order in U˜ , flow equation schemes are not expected to generally yield
1We did not however consider simultaneous changes to more than one parameter.
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results accurate for very large values of U . However, the possibility of combining
such an approach with all-orders resummations based on the RPA, or an elab-
orated form of it, opens up the possibility of developing a reliable method for
calculating the renormalised parameters in all regimes, regardless of the strength
of the correlations.
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A. Leading temperature dependence
of the self-energy
In this Appendix we use the Matsubara formalism of Sec. 1.5 to calculate the
temperature dependence of Σ˜σ(ω) for a general, potentially asymmetric, Ander-
son model. Some parts of this calculation have appeared in Ref. [51], where
furthermore identity Eq. (2.66) was exploited to isolate the T 2 term of the tem-
perature dependence. We will begin by discussing the single-channel case and
then proceed to discuss the two-channel model.
A.1. Calculation in the Matsubara formalism
A.1.1. Single channel model
Consider the second-order diagram of Fig. A.1, with the internal lines represent-
ing the non-interacting renormalised thermal Green’s function of Eq. (1.59). In
addition to this diagram, away from particle-hole symmetry one must also take
into account the tadpole diagrams that contribute due to the incomplete cancel-
lation at finite temperatures with the λ1 counter-term, which is defined at zero
temperature.
After an application of the Feynman rules we find that
Σ˜[2a]σ (Ωm, T ) = −U˜2T 2
∑
n1
even
∑
n2
odd
G˜(0)σ (ωn1 +Ωm)G˜(0)−σ(ωn2)G˜(0)−σ(ωn1 + ωn2). (A.1)
Figure A.1.: The sole dynamic self-energy diagram of order U˜2.
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We can express G˜σ(ωn, T ) in terms of a spectral density as follows
G˜(0)σ (ωn, T ) =
∫
dǫ
ρ˜
(0)
σ (ǫ)
ǫ− iωn , (A.2)
where ρ˜
(0)
σ (ω) = − Im G˜(0,+)σ (ω, 0)/π is the usual spectral density at T = 01.
We substitute Eq. (A.2) into Eq. (A.1) and carry out the summations over the
Matsubara frequencies using the useful identity [24]
T
∑
n
F (iωn) =
∮
C
dz
2πi
F (z)f(z), (A.3)
where f(z) = (eβz + 1)−1 is the analytic continuation of the Fermi function and
C is a contour that encloses the poles of F (z) and has a counter-clockwise sense.
We then find that the imaginary part of the self-energy is given by [51]
Im Σ˜[2a]σ (ω, T ) = −πU˜2
∫
dǫ1dǫ2ρ˜
(0)
−σ(ǫ1)ρ˜
(0)
−σ(ǫ2)ρ˜
(0)
σ (ω − ǫ1 − ǫ2)D(ω, ǫ1, ǫ2, T ),
(A.4)
where D(ω, ǫ1, ǫ2, T ) = (1−f(ǫ1, T )−f(ǫ2, T ))f(ǫ1+ǫ2−ω, T )+f(ǫ1, T )f(ǫ2, T ).
Since Σ˜σ(ω) is an analytic function which vanishes at least as fast as 1/|x| as
x→ ±∞, we can deduce its real part from the Kramers-Kronig relation
Re Σ˜[2a]σ (ω) = P
∫
dω′
π
Im Σ˜
[2a]
σ (ω′)
ω − ω′ = P
∫
dω′
π
Im Σ˜
[2a]
σ (ω′)− Im Σ˜[2a]σ (ω)
ω − ω′ ,
(A.5)
where the second relation is less susceptible to numerical instabilities when im-
plemented on a computer. We now consider the tadpole diagram of Fig. A.2.
Starting with Fig. (A.2a), and tacitly including a counter-term subject to the
usual renormalisation conditions of Eq. (2.16) at T = 0, we find that
Σ˜[1]σ (T ) = U˜
∫ ∞
−∞
dǫρ˜
(0)
−σ(ǫ)u(ǫ, T ), (A.6)
u(ǫ, T ) = f(ǫ, T )− f(ǫ, 0), (A.7)
where f(ǫ, 0) = θ(−ǫ), where θ(x) denotes the Heaviside step function. Turning
1We can verify this identity by substituting iωn → ω + i0
+ and applying the Sokhotsky
identity. It is easy to see then that the imaginary parts are equal, and the real part follows
from the Kramers-Kronig relation.
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(a) (b)
Figure A.2.: First (a) and second (b) order tadpole diagrams that contribute to
Re Σ˜σ(ω, T ) for T 6= 0 away from particle-hole symmetry.
now our attention to Fig. A.2b we find that
Σ˜[2b]σ (T ) = U˜ Σ˜
[1]
−σ(T )
∫
dǫ1dǫ2ρ˜
(0)
−σ(ǫ1)ρ˜
(0)
−σ(ǫ2)Q(ǫ1, ǫ2, T ), (A.8)
Q(ǫ1, ǫ2, T ) =
u(ǫ1, T )− u(ǫ2, T )
ǫ1 − ǫ2 , (A.9)
where again we have included the counter-term by subtracting the amplitude of
the diagram at T = 0. We remark that the static diagram of Fig. A.2a factorises
entirely . The total self-energy to order U˜2 is thus
Σ˜σ(ω, T ) = Σ˜
[1]
σ (T ) + Σ˜
[2b]
σ (T ) + Σ˜
[2a]
σ (ω, T ) + ωλ2 + λ1, (A.10)
where the counter-terms λ2, λ1 are set as per Eq. (2.16) at T = 0 (note that we
are only interested in Σ˜σ(0, T ) and can therefore ignore the λ2 counter-term).
A.1.2. Two channel model
In the case of the two-channel model, we have to consider, in addition to the
on-site impurity interaction U˜ , the effects of the intra-impurity repulsion U˜12.
This generates additional diagrams that contribute to Σ˜σ(ω, T ) and which can
be trivially calculated in analogy to the SU(2) case. To leading order in U˜ and
U˜12 we find
Σ˜[1]σ (T ) =
∫ ∞
−∞
dǫ
[
(U˜ + U˜12)ρ˜
(0)
−σ(ǫ) + U˜12ρ˜
(0)
σ (ǫ)
]
u(ǫ, T ). (A.11)
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To second order in U˜ and U˜12 we have
Σ˜[2b]σ (T ) =
∫
dǫ1dǫ2
[
(U˜ + U˜12)ρ˜
(0)
−σ(ǫ1)Σ˜
[1]
−σ(T )ρ˜
(0)
−σ(ǫ2)
+U˜12ρ˜
(0)
σ (ǫ1)Σ˜
[1]
σ (T )ρ˜
(0)
−σ(ǫ2)
]
Q(ǫ1, ǫ2, T ). (A.12)
Finally we generalise Eq. (A.4), which will also contribute to Σ˜σ(0) away from
particle-hole symmetry, finding
Im Σ˜[2a]σ (ω, T ) = −π
∫
dǫ1dǫ2ρ˜
(0)
σ (ω − ǫ1 − ǫ2)D(ω, ǫ1, ǫ2, T )
×[(U˜2 + U˜212)ρ˜(0)−σ(ǫ1)ρ˜(0)−σ(ǫ2) + U˜212ρ˜(0)σ (ǫ1)ρ˜(0)σ (ǫ2)],
(A.13)
with the real part following from Eq. (A.5).
A.2. Extracting the temperature dependence
In this section we discuss the extraction of the T 2 term from the full temperature
dependence of the results of the previous section. First, we consider the one-
dimensional integrals arising from the tadpole diagrams and then proceed to
discuss the temperature-dependence of the second-order diagram. For simplicity
we begin by discussing the single-channel model and then transfer our results by
analogy to the two-channel model.
A.2.1. Single-channel model
One-dimensional integrals
Consider the expression in Eq. (A.7); it is clear that the T dependence is solely
due to u(ǫ, T ), which tends to zero when T → 0. The naive approach of con-
structing a Taylor expansion by differentiating f(x, T ) around T = 0 is not
possible, since f(x, T ) is not differentiable at T = 0 and so another approach is
needed2. Fortunately, the structure of Eq. (A.7) is particularly simple, and we
2In extracting the temperature dependence from integrals like Eq. (A.15) one must be careful
using the substitution x = (ǫ− µ)/T . A direct substitution yields∫
∞
−∞
dǫH(ǫ)f(ǫ) = T
∫
∞
−∞
dxH(xT )f(ǫT ). (A.14)
Here the Fermi function involves xT , so it does not depend on T , and one may be tempted
to Taylor-expand H(xT ) to obtain an expression involving powers of T . This is however an
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can use the following lemma known as the Sommerfeld expansion [120].
Lemma: Let H(ǫ) be a smooth function that vanishes as ǫ → −∞ . and
which diverges at worst polynomially as ǫ → ∞. In the limit T → 0 it can be
approximated as∫ ∞
−∞
dǫH(ǫ)f(ǫ, T ) ≈
∫ µ
−∞
dǫH(ǫ) +
π2T 2
6
H ′(µ) +O(T 4). (A.15)
Proof : Let K(ǫ) =
∫ ǫ
−∞ dǫ
′H(ǫ′). We can then integrate the LHS by parts to
find ∫ ∞
−∞
dǫH(ǫ)f(ǫ, T ) =
[
H(ǫ)f(ǫ)
]∞
−∞
−
∫ ∞
−∞
dǫK(ǫ)f ′(ǫ, T ). (A.16)
where
f ′(ǫ, T ) = − 1
T
e(ǫ−µ)/T
(e(ǫ−µ)/T + 1)2
. (A.17)
From our assumptions on H(ǫ) as ǫ → ±∞ we conclude that the surface term
in Eq. (A.16) vanishes. Note furthermore that at zero temperature f(x, 0) =
θ(µ− x), and that raising the temperature will only have a significant effect on
f(x, T ) in the vicinity of x = µ. We can therefore expand K(ǫ) around this point
K(ǫ) =
∑
n=0
(ǫ− µ)n
n!
dnK(ǫ)
dǫn
∣∣∣∣
ǫ=µ
,
and, upon substituting this in Eq. (A.16) and performing the substitution x =
(ǫ− µ)/T , obtain∫ ∞
−∞
dǫH(ǫ)f(ǫ, T ) = −K(µ)
∫ ∞
−∞
dǫf ′(ǫ) + TK ′(µ)
∫ ∞
−∞
dx
xex
(ex + 1)2
+
1
2
T 2
∫ ∞
−∞
dx
x2ex
(ex + 1)2
+ . . . . (A.18)
The lemma then follows by noting that the first integral is trivial, that the second
integral vanishes due to its integrand being odd, and that the third integral can
be carried out with magic and is equal to π2/6. 
illegitimate operation, since ∫
∞
−∞
dxf(ǫT )→∞.
So it would be incorrect to conclude that the correction to the Eq. (A.7) is linear in T . Note
that the substitution is well-defined, in the sense that one can simply take ±∞/0+ = ±∞
to deduce the new limits of integration.
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Using the lemma we find that
Σ˜[1]σ (T ) = U˜
π3T 2
3∆˜−σ
ǫ˜d,−σρ˜2−σ(0). (A.19)
Additionally, since Σ˜
[1]
σ (T ) ∼ T 2 we see that the integral of Eq. (A.8) will con-
tribute a leading term of order T 4, and can thus be ignored entirely — this
follows from the fact that u(ǫ, 0) = 0, from which we automatically have that
Q(ǫ1, ǫ2, 0) = 0 and that therefore Q(ǫ1, ǫ2, T ) = O(T ).
Note that the statement of the Sommerfeld expansion is general and does not
assume that µ = 0. In the nearly-free electron theory [13, p. 30] this is crucial
in establishing the correct temperature dependence of various quantities, since
µ − µ0 ∼ (T/EF )2 . Technically, one must take this effect into account in the
impurity case too; note however that in Eq. (A.19) the scale is set by ρ˜(0)≪ EF ,
and the temperature dependence involves powers of T/ρ˜. Consequently we can,
to an excellent approximation, ignore the chemical potential entirely.
Multi-dimensional integrals
We now turn our attention to the dynamic diagram, considering first the con-
tribution from Im Σ˜
[2b]
σ (0, T ). This was studied in the particle-hole symmetric
case in Ref. [51], where an expression for the T 2 coefficient of Im Σ˜σ(ω, 0) was
deduced3. Strictly speaking, one does not need to explicitly calculate this, for
we can invoke the Fermi liquid property that
∂2 Im Σ˜σ(ω, 0)
∂ω2
∣∣∣
ω=0
=
∂2 Im Σ˜σ(0, T )
∂(πT )2
∣∣∣
T=0
(A.20)
to reduce the question of finding the T 2 coefficient to that of finding the ω2
coefficient (see Sec. 2.5). In the presence of particle-hole symmetry this is suf-
ficient to determine the temperature dependence of Σ˜σ(0, T ) at low T , since
Re Σ˜σ(0, T ) = 0 [137, 134]. (see also Eq. (B.4).
Away-from particle-hole symmetry Re Σ˜σ(0, T ) is non-trivial and temperature-
dependent (the general form at finite temperatures is given by Eq. (B.4)). Since
Re Σ˜σ(ω, T ) is deduced from the imaginary part using Eq. (A.5), we seek an
expression for the T 2 coefficient of Im Σ˜σ(ω, T ) at finite frequencies. This cannot
be deduced as in Ref. [51] or through Eq. (A.20), which is only valid at ω = 0. We
will therefore organise the calculation in a manner that permits the application
3Note that Eq. (34) in Ref. [51] has the wrong sign.
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of the Sommerfeld expansion. To proceed we rewrite D(ω, ǫ1, ǫ2, T ) as
D(ω, ǫ1, ǫ2, T ) =f(ǫ1 + ǫ2 − ω, T )− f(ǫ1, T )f(ǫ1 + ǫ2 − ω, T )
− f(ǫ2, T )f(ǫ1 + ǫ2 − ω, T ) + f(ǫ1, T )f(ǫ2, T ) (A.21)
and Eq. (A.4) as Im Σ˜
[2a]
σ (ω, T ) = −πU˜2 (I1(ω, T ) + I2(ω, T ) + I3(ω, T ) + I4(ω, T )),
where
I1(ω, T ) =
∫
dǫ1ρ˜
(0)
−σ(ǫ1)
∫
dǫ2ρ˜
(0)
−σ(ǫ2)ρ˜
(0)
σ (ω − ǫ1 − ǫ2)f(ǫ1 + ǫ2 − ω, T ),
(A.22)
I2(ω, T ) =
∫
dǫ1ρ˜
(0)
−σ(ǫ1)f(ǫ1, T )
∫
dǫ2ρ˜
(0)
−σ(ǫ2)ρ˜
(0)
σ (ω − ǫ1 − ǫ2)f(ǫ1 + ǫ2 − ω, T ),
(A.23)
I3(ω, T ) =
∫
dǫ1ρ˜
(0)
−σ(ǫ1)
∫
dǫ2ρ˜
(0)
−σ(ǫ2)ρ˜
(0)
σ (ω − ǫ1 − ǫ2)f(ǫ2, T )f(ǫ2 + ǫ1 − ω, T ),
(A.24)
I4(ω, T ) =
∫
dǫ1ρ˜
(0)
−σ(ǫ1)f(ǫ1, T )
∫
dǫ2ρ˜
(0)
−σ(ǫ2)ρ˜
(0)
σ (ω − ǫ1 − ǫ2)f(ǫ2, T ). (A.25)
In fact, it is easy to see by swapping the labels on the integration variables that
I2(ω, T ) = I3(ω, T ), and so only three cases have to be examined. All three can
be dealt with in a similar manner: apply Sommerfeld’s expansion to the inner
integral and retain only the T 2 term; then perform the outer integral, and in
the case of I2(ω), T ) and I4(ω, T ) apply Sommerfeld’s expansion to the outer
integration too. We thus obtain
I1(ω, T )− I1(ω, 0) = π
2T 2
6
g
(1)
σ,−σ(ω), (A.26)
I2(ω, T )− I2(ω, 0) = I3(ω, T )− I3(ω, 0) = π
2T 2
6
g
(2)
σ,−σ(ω), (A.27)
I4(ω, T )− I4(ω, 0) = π
2T 2
3
g
(3)
σ,−σ(ω), (A.28)
giving in total
Im Σ˜[2a]σ (ω, T )− Im Σ˜[2a]σ (0, 0) = −
π3U˜2T 2
6
Qσ,−σ(ω), (A.29)
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where
Qσ1,σ2(ω) = g
(1)
σ1,σ2(ω)− 2g(2)σ1,σ2(ω) + 2g(3)σ1,σ2(ω), (A.30)
g(1)σ1,σ2(ω) = ρ˜
(0)
σ1 (0)
∫ ∞
−∞
dǫρ˜(0)σ2 (ǫ)∂ωρ˜
(0)
σ2 (ω − ǫ)
− ∂ωρ˜(0)σ1 (ω)|ω=0
∫ ∞
−∞
dǫρ˜(0)σ2 (ǫ)ρ˜
(0)
σ2 (ω − ǫ), (A.31)
g(2)σ1,σ2(ω) = ρ˜
(0)
σ1 (0)
∫ 0
−∞
dǫρ˜(0)σ2 (ǫ)∂ωρ˜
(0)
σ2 (ω − ǫ)
− ∂ωρ˜(0)σ1 (ω)|ω=0
∫ 0
−∞
dǫρ˜(0)σ2 (ǫ)ρ˜
(0)
σ2 (ω − ǫ)
− ρ˜(0)σ2 (0)
∫ ∞
0
dǫρ˜(0)σ1 (ǫ)∂ωρ˜
(0)
σ2 (ω − ǫ)
+ ∂ωρ˜
(0)
σ2 (ω)|ω=0
∫ ∞
0
dǫρ˜(0)σ1 (ǫ)ρ˜
(0)
σ2 (ω − ǫ), (A.32)
g(3)σ1,σ2(ω) = ∂ωρ˜
(0)
σ2 (ω)|ω=0
∫ 0
−∞
dǫρ˜(0)σ2 (ǫ)ρ˜
(0)
σ1 (ω − ǫ)
− ρ˜(0)σ2 (0)
∫ 0
−∞
ρ˜(0)σ2 (ǫ)∂ωρ˜
(0)
σ1 (ω − ǫ) (A.33)
These integrals can be evaluated analytically but the result is rather lengthy and
is not reproduced here. At particle-hole symmetry, and assuming the absence of
a magnetic field the spectral density is an even function of ω. Exploiting this,
we find when ω = 0 that
g(1)(0) = 0, g(2)(0) = −ρ˜3(0), g(3)(0) = ρ˜3(0)/2, (A.34)
where ρ˜(0) = 1/π∆˜, and conclude that
Im Σ˜[2a](0, T )− Im Σ˜[2a](0, 0) = −π
3U˜2T 2
2(π∆˜)3
(A.35)
which agrees with Ref. [51], except for a sign as we have already noted, and with
Eq. (A.20).
Finally, we return to the evaluation of the real part for a general model, and
find from Eq. (A.5) that
Re Σ˜[2a]σ (ω) =
π3U˜2T 2
6
P
∫
dω′
π
Qσ,−σ(ω)−Qσ,−σ(ω′)
ω − ω′ . (A.36)
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A.2.2. Two channel model
The results of the previous section trivially generalise to the two channel model.
One finds for the static contribution
Σ˜[1]σ (T ) =
π3T 2
3
[
(U˜ + U˜12)
ǫ˜d,−σρ˜2−σ(0)
∆˜−σ
+ U˜12
ǫ˜d,σρ˜
2
σ(0)
∆˜σ
]
, (A.37)
while Σ˜
[2b]
σ (T ) = O(T 4). The imaginary part of the dynamic contribution is
given by
Im Σ˜[2a]σ (ω, T )− Im Σ˜[2a]σ (0, 0) = −
π3T 2
6
[
(U˜2 + U˜212)Qσ,−σ(ω) + U˜
2
12Qσ,σ(ω)
]
,
(A.38)
and the real part can be evaluated with the help of Eq. (A.5)
Re Σ˜[2a]σ (ω) =
π3T 2
6
P
∫
dω′
π
(U˜2 + U˜212)Wσ,−σ(ω, ω
′) + U˜212Wσ,σ(ω, ω
′)
ω − ω′ , (A.39)
where
Wσ1,σ2(ω, ω
′) = Qσ1,σ2(ω)−Qσ1,σ2(ω′). (A.40)
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B. Renormalised perturbation
theory at finite temperatures
B.1. Renormalisation of the Green’s function
This section generalises the formulation of Renormalised Perturbation Theory
to the case of finite temperature. Our starting point is the Matsubara formalism
and the (interacting) thermal propagator
Gσ(ωn) = 1
[G(0)σ (ωn)]−1 − ΣMσ (iωn;T )
, (B.1)
where
G(0)σ (ωn) =
1
iωn − ǫ˜d + i∆sign(ωn) . (B.2)
and ΣMσ (iωn;T ) denotes the self-energy, defined on the imaginary frequency axis.
Before considering the effects of non-zero temperature, it is instructive to con-
struct the RPT in the Matsubara formalism at T = 0. We emphasise that the
self-energy that appears in Eq. (B.1) is the quantity one calculates diagram-
matically in the Matsubara formalism, and it is technically defined only at the
discrete Matsubara frequencies. Ultimately, we are interested in the retarded
self-energy ΣRσ (ω, T ) which can be deduced from Σ
M
σ (iωn;T ) using the transfor-
mation iωn → iω + δ, where δ → 0+ [1, p. 147-149].
We are now interested in generalising this treatment to finite temperatures.
Contrary to the zero-temperature case, at finite temperatures the imaginary
part of ΣRσ (ω;T ) and its derivative do not vanish at zero frequency
1. This is
generally true in Fermi Liquid theory; here we can see a particular manifestation
of this behaviour by inspecting the leading-order perturbative results for the
1Equivalently, the real part of
∂ΣM
σ
(ω;T )
∂ω
does not vanish.
143
asymmetric model at finite temperatures [57, 58].
ReΣRσ (ω;T ) ∼ (ψ0(θ) + ψ1(θ)ω + . . .) + T 2
(
ψT0 (θ) + ψ
T
1 (θ)ω + . . .
)
(B.3)
ImΣRσ (ω;T ) ∼ φ0(θ)ω2 + T 2
(
π2φ0(θ) + φ1(θ)ω + . . .
)
(B.4)
where ψi(θ), ψ
T
i (θ) and φi(θ) are real functions of the asymmetry factor θ =
(ǫd + U〈n〉HF )/∆ defined in terms of the Hartree-Fock occupation.
To proceed in analogy to the T = 0 case we perform a Taylor expansion similar
to Eq. (2.2)
ΣRσ (ω;T ) = Σ
R
σ (0;T ) +
∂ΣRσ (ω;T )
∂ω
∣∣∣∣∣
ω=0
ω +Σ(R,rem)σ (ω;T ), (B.5)
where now the quantities ΣRσ (0;T )) and
∂ΣRσ (ω;T )
∂ω
∣∣∣
ω=0
are complex valued, with
both ImΣRσ (0;T ) and Im ∂ωΣ
R
σ (0;T ) being of order T
2. To accommodate them,
we absorb them into the definition of the renormalised hybridisation. We thus
define the temperature-dependent renormalised parameters
zσ(T ) =
[
1− Re ∂Σ
R
σ (ω;T )
∂ω
∣∣∣
ω=0
]−1
(B.6)
ǫ˜d,σ(T ) = zσ(T )
[
ǫd +ReΣ
R
σ (0;T )
]
(B.7)
∆˜σ(T, ω) = zσ(T )
[
∆− ΣRσ (0;T )− ω Im
∂ΣRσ (ω;T )
∂ω
∣∣∣∣∣
ω=0
]
(B.8)
U˜(T ) = Γ˜σ,−σ;σ,−σ(0, 0; 0, 0;T ), (B.9)
and obtain a temperature-dependent renormalised Green’s function
G˜σ(ω) =
zσ(T )
ω − ǫ˜d(T ) + i∆˜(T, ω)− Σ˜Rσ (ω;T )
. (B.10)
From this, we can deduce the corresponding Matsubara Green’s function
G˜σ(ωn) = zσ(T )
iωn − ǫ˜d(T ) + i∆˜(T, ω) sign(ωn)− Σ˜Mσ (iωn;T )
. (B.11)
We see that non-zero temperatures result in a linear frequency dependence of
the hybridisation ∆˜(ω). Consequently, this can be written in the form
∆˜(ω) = ∆˜0 + ω∆˜1, (B.12)
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where ∆˜0 = zσ(T )(∆−ΣRσ (0;T )) and ∆˜1−ω Im ∂ωΣRσ (ω;T )
∣∣
ω=0
. In other words,
the Green’s function at finite temperatures (and in the absence of a magnetic
field) depends on three parameters ǫ˜d, ∆˜0, ∆˜1, with ∆˜→ 0 as T → 0.
B.1.1. Flow equations at finite temperatures
In this Section we discuss the derivation of flow equations in the finite-temperature
theory. As discussed in Chapter 4, for the RPT to be useful as a method for
solving problems with strong correlations there must exist a way of determining
the parameters independently of the NRG. This is particularly true in the finite-
temperature case, where it is harder to extract the parameters from the NRG
results.
This section is a straightforward generalisation of Sec. 4.1 for a hybridisation
that is a linear function of frequency. We begin by expressing the retarded
propagator in two different ways, using the renormalised parameters at µ and
µ+ δµ.
Gσ(ω, T ) =
zσ(µ+ δµ, T )
ω − ǫ˜d,σ(µ+ δµ, T ) + i∆˜σ(ω,µ+ δµ, T )− Σ˜σ(ω; µ˜(µ+ δµ), T )
(B.13)
=
zσ(µ, T )
ω − ǫ˜d,σ(µ, T ) + i∆˜σ(ω,µ, T )− Σ˜σ(ω; µ˜(µ), T ; δµ)
. (B.14)
We invert Eq. (B.14), differentiate with respect to ω and equate the real and
imaginary parts of the resultant expression to find
zσ(µ, T ; δµ) =
[
1− ∂ Re Σ˜σ(ω; µ˜(µ), δµ)
∂ω
∣∣∣∣∣
ω=0
]−1
(B.15)
∆˜1,σ(µ+ δµ, T ) = zσ(µ, T ; δµ)
(
∆˜1,σ(µ, T )− Im Σ˜σ(ω, µ˜(T ), δ; δµ)
∂ω
∣∣∣∣∣
ω=0
)
,
(B.16)
where we have introduced the notation of Eq. (B.12) for the components of
∆σ(ω). By equating the two propagators in Eq. (B.14) at ω = 0 we find
ǫ˜d,σ(µ+ δµ, T ) = zσ(µ, T ; δµ)
[
ǫ˜d,σ(µ, T ) + Re Σ˜σ(0µ˜(µ), T ; δµ))
]
, (B.17)
∆˜0,σ(µ+ δµ, T ) = zσ(µ, T ; δµ)
[
∆˜0,σ(µ+ δµ, T )− Im Σ˜σ(0µ˜(µ), T ; δµ)
]
.
(B.18)
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We introduce the notation
qσ(µ˜(µ), T ) =
∂
∂µ
∂Σ˜σ(ω; µ˜(µ), T, δµ)
∂ω
∣∣∣∣∣
ω=0
, (B.19)
pσ(µ˜(µ), T ) =
∂
∂µ
Σ˜σ(0; µ˜(µ), T, δµ), (B.20)
where now qσ(µ˜(µ), T ) and pσ(µ˜(µ), T ) are complex-valued quantities. We thus
have the closed system
∂ ln ∆˜0,σ(µ)
∂µ
= Reqσ(µ˜(µ)), (B.21)
∂ǫ˜d,σ(µ)
∂µ
= Repσ(µ˜(µ)) + ǫ˜d,σ(µ)Reqσ(µ˜(µ)). (B.22)
Note that the candidate flow variables now include the temperature itself;
one could potentially take the T →∞ regime as the boundary condition where
mean-field theory is applicable, and consider the effects of adiabatically lowering
T . We do not pursue such an approach here, as it is not clear how to calculate
the resultant Σ˜(ω, µ˜(T ), δ; δµ).
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C. Particle/hole propagators
C.1. Pair propagators
In Chapter 2 we defined the pair propagators (Eq. (2.29))
Π˜ppσ1,σ2(Ω) = i
∫
dω
2π
G˜0σ1(ω)G˜
0
σ2(Ω− ω)
Π˜phσ1,σ2(Ω) = i
∫
dω
2π
G˜0σ1(ω)G˜
0
σ2(Ω + ω). (C.1)
It is easy to show that Π˜phσ1,σ2(Ω) = Π˜
ph
σ2,σ1(−Ω) for any ǫd in the absence of a
magnetic field. Furthermore, note that Π˜phσ1,σ2(0) =
1
2 .
The evaluation of the pair propagators is lengthy, but straightforward — one
divides the region of integration into three intervals and carries out the inte-
gration in each region separately. Note that in the case of the particle-hole
propagator one need only consider the case Ω > 0, whereas for the particle-
particle propagator the cases Ω > 0 and Ω < 0 have to be considered separately.
Assuming, in the interests of generality, that ǫ˜d,↑ 6= ǫ˜d,↓ and ∆˜↑ 6= ∆˜↓ we find for
Ω > 0
Π˜phσ1,σ2(Ω) = −
i
2π
{
Ln(−Ω− ǫ˜d,σ1 − i∆˜σ1)− Ln(−ǫ˜d,σ2 − i∆˜σ2)
ǫ˜d,σ1 − ǫ˜d,σ2 +Ω+ i(∆˜σ1 − ∆˜σ2)
+
Ln(−ǫ˜d,σ1 − i∆˜σ1)− Ln(−Ω− ǫ˜d,σ1 − i∆˜σ1)
ǫ˜d,σ1 − ǫ˜d,σ2 +Ω+ i(∆˜σ1 + ∆˜σ2)
+
Ln(−ǫ˜d,σ2 + i∆˜σ2)− Ln(Ω− ǫ˜d,σ2 + i∆˜σ2)
ǫ˜d,σ1 − ǫ˜d,σ2 +Ω+ i(∆˜σ1 + ∆˜σ2)
+
Ln(Ω− ǫ˜d,σ2 + i∆˜σ2)− Ln(−ǫ˜d,σ1 + i∆˜σ1
ǫ˜d,σ1 − ǫ˜d,σ2 +Ω− i(∆˜σ1 − ∆˜σ2)
}
, (C.2)
where Ln(z) = |z|+ iArg(z), is the complex logarithm. The case Ω < 0 can be
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deduced from Π˜phσ1,σ2(Ω) = Π˜
ph
σ2,σ1(−Ω). Similarly, we find for Ω > 0 that
Π˜ppσ1,σ2(Ω) = −
i
2π
{
Ln(ǫ˜d,σ1 − i∆˜σ1)− Ln(−Ω+ ǫ˜d,σ2 − i∆˜σ2)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω+ i(∆˜σ1 − ∆˜σ2)
+
Ln(Ω− ǫ˜d,σ1 + i∆˜σ1)− Ln(−ǫ˜d,σ1 + i∆˜σ1)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω− i(∆˜σ1 + ∆˜σ2)
+
Ln(−Ω+ ǫ˜d,σ2 − i∆˜σ2)− Ln(ǫ˜d,σ2 − i∆˜σ2)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω− i(∆˜σ1 + ∆˜σ2)
+
Ln(ǫ˜d,σ2 − i∆˜σ2)− Ln(Ω− ǫ˜d,σ1 − i∆˜σ1)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω+ i(∆˜σ1 − ∆˜σ2)
}
(C.3)
and for Ω < 0
Π˜ppσ1,σ2(Ω) = −
i
2π
{
Ln(Ω− ǫ˜d,σ1 − i∆˜σ1)− Ln(ǫ˜d,σ2 − i∆˜σ2)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω+ i(∆˜σ1 − ∆˜σ2)
+
Ln(−ǫ˜d,σ1 − i∆˜σ1)− Ln(Ω− ǫ˜d,σ1 − i∆˜σ1)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω+ i(∆˜σ1 + ∆˜σ2)
+
Ln(ǫ˜d,σ2 + i∆˜σ2)− Ln(−Ω+ ǫ˜d,σ2 + i∆˜σ2)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω+ i(∆˜σ1 + ∆˜σ2)
+
Ln(−Ω+ ǫ˜d,σ2 + i∆˜σ2)− Ln(−ǫ˜d,σ1 + i∆˜σ1)
ǫ˜d,σ1 + ǫ˜d,σ2 − Ω− i(∆˜σ1 − ∆˜σ2)
}
(C.4)
C.2. n-particle/hole propagators
The concept of a pair propagator can be generalised to include more particles
(or holes). In Eq. (3.4) we defined the n-particle/hole propagator as
Π
(n)
σ;s(Ω1, . . . ,Ωn) = i
n
∫
dω
2π
Gσ1(s1ω +Ω1)Gσ2(s2ω +Ω2) . . . Gσn(snω +Ωn),
(C.5)
where si ∈ {−1, 1}. Due to the sign term in the causal Green’s function, the
integrand can be thought of as a piecewise function in ω. We begin by identifying
the branch points ωi, which we will call nodes where siω+Ωi = 0. We can ensure
by appropriate labelling of the nodes that −∞ ≥ x1 ≥ x2 . . . ≥ xn. For brevity,
we write the ith Green’s function in the form
Gσi(ω) =
si
ω − αi(ω) , (C.6)
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where αi = si [−Ωi + ǫd,σi − i∆sign(siω +Ωi)]. We temporarily make the as-
sumption, which will be lifted later, that all the αi are distinct. Thus written,
the integrand depends on ω explicitly but also implicitly through the dependence
of the α. Having identified the nodes we can rewrite Eq. (C.5) as
i−nΠ(n)σ;s(Ω1, . . . ,Ωn) = J(ω1, ωn) +
n−1∑
i=1
F (ωi, ωi+1), (C.7)
where
F (ωi, ωi+1) =
∫ ωi+1
ωi
dωGσ1(s1ω +Ω1) . . . Gσn(snω +Ωn)
J(ω1, ωn) = lim
Λ→∞
{∫ ω1
−Λ
dωGσ1(s1ω +Ω1) . . . Gσn(snω +Ωn) (C.8)
+
∫ Λ
ωn
dωGσ1(s1ω +Ω1) . . . Gσn(snω +Ωn)
}
. (C.9)
The decomposition of the real axis into intervals on which the integrand does not
change form means that we can perform a partial fraction decomposition with
coefficients specific to the region. Hence we can write
1
(ω − α1)(ω − α2) . . . (ω − αn) =
n∑
i=1
βi
ωi − αi , (C.10)
where βj = 1/f
′(αj), f(ω) = (ω−α1) . . . (ω−αn). We can now simply integrate
each partial fraction separately. Let α(i) and β(i) denote the values of the relevant
quantities in the region (ωi, ωi+1). Then
F (ωi, ωi+1) =
n∑
j=1
β
(i)
j Ln
(
ωi+1 − α(i)j
ωi − α(i)j
)
J(ω1, ωn) =
n∑
j=1
[
β
(0)
j Ln
(
ω1 − α(0)j
)
− β(n+1)j Ln
(
ωn − α(n+1)j
)]
, (C.11)
where Ln(z) denotes the principal branch of the complex logarithm defined as
ln |z|+ iArg(z), −π < Arg(z) < π and the labels 0, n+1 denote the values of the
underlying quantities in the intervals (−∞, ω1) and (ωn,∞) respectively. The
expressions given above are numerically stable under the assumptions made in
the beginning, so long as one does not try to combine the logarithms into one
logarithm.
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In practical applications we may encounter numerical difficulties if the Ω are
such that any two αi in a particular region coincide, or nearly coincide This
will cause our partial fraction to break down. We deal with this in a crude
yet effective manner: when any αi, αj are too close to each other, we separate
them by a very small, arbitrary constant. After separating the offending αi, αj
it is important to update the values of the corresponding Ωi,Ωj to ensure the
consistency of the calculation.
C.3. Interpolation formulae
In the main body we discussed how the pair propagator can be written as a
univariate function and how the triple particle/hole propagator can be similarly
written as a function of two variables. This is useful as it enables us to tabulate
the function and use an interpolation scheme, a process that significantly speeds
up our calculation.
For functions of one variable, the simplest method is to interpolate linearly
from known function points (x1, y1), (x2, y2) according to the formula
y(x) ≈ y1 x− x2
x1 − x2 + y2
x− x1
x2 − x1 . (C.12)
Whilst trivial to implement, the obvious drawback of this method is that it
does not take any curvature into account. There are many ways to improve
on this but the simplest extension is to add a quadratic term. Given the points
(x1, y1), (x2, y2), (x3, y3) we must now construct a polynomial that passes through
all three. Waring, Euler and Lagrange solved this problem in the general case
and the result is known as the Lagrange interpolating polynomial. For three
points, we have
y(x) ≈ y1 (x− x2)(x− x3)
(x1 − x2)(x1 − x3) + y2
(x− x1)(x− x3)
(x2 − x1)(x2 − x3) + y3
(x− x1)(x− x2)
(x3 − x1)(x3 − x2) .
(C.13)
One can keep adding more terms but it does not necessarily follow that the
higher-order polynomial will be more accurate.
For functions of two variables, the simplest possible scheme is that of bilinear
interpolation. Multi-dimensional interpolation formulae can be constructed by
interpolating in each direction separately. The bilinear interpolation scheme just
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does that, using Eq. (C.12) in each direction.
f(x, y) ≈ 1
(x2 − x1)(y2 − y1)
(
f(x1, y1)(x2 − x)(y2 − y)
+ f(x1, y2)(x2 − x)(y − y1) + f(x2, y1)(x− x1)(y2 − y)
+ f(x2, y2)(x− x1)(y − y1)
)
. (C.14)
Note that the qualification bilinear is somewhat misleading. As before, we would
like to take curvature into account. This tedious but straightforward to do, by
using Eq. (C.13) in each direction. Interpolating along x we have
f(x, yk) ≈ f1k (x− x2)(x− x3)
(x1 − x2)(x1 − x3) + f2k
(x− x1)(x− x3)
(x2 − x1)(x2 − x3)
+ f3k
(x− x1)(x− x2)
(x3 − x1)(x3 − x2) (C.15)
for k = 1, 2, 3 and with the shorthand notation fi,j = f(xi, yj). We now interpo-
late along y to find
f(x, y) ≈ f(x, y1) (y − y2)(y − y3)
(y1 − y2)(y1 − y3) + f(x, y2)
(y − y1)(y − y3)
(y2 − y1)(y2 − y3)
+ f(x, y3)
(y − y1)(y − y2)
(y3 − y1)(y3 − y2) . (C.16)
The process of tabulating a function and then interpolating from known values
absolves us from the burden of calculating complex logarithms. An undesirable
effect is that it reduces the effectiveness of the CPU cache by filling it up with
the interpolation table. Nevertheless this method drastically reduces the running
time of our program.
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D. Multi-dimensional integration of
functions with planar
discontinuities
(An expanded version of this section will appear in the journal ‘Transactions On
Mathematical Software’ published by the Association for Computing Machinery.)
It relies on the observation that in the case of zero external frequency the
hyperplanes on which the integrand of Eq. (3.3) is discontinuous all meet at the
origin. These planes define open infinite regions in ❘N on which the integrand
is smooth. Through a rather involved process described in the Appendix we
partition ❘N in smaller regions on which the integrand in question is smooth.
We then make use of HIntLib’s adaptive cubature routines to integrate over each
region separately and sum the individual results to obtain an estimate for ID.
However, we have already remarked that the self-energy itself at zero frequency
is not an interesting quantity. We expect our calculation to produce, at the very
minimum, an estimate of the derivative of the self-energy. Interestingly, it is
possible to reformulate the perturbation theory in such a way that it reproduces
∂ΩΣ(ω)|ω=0 directly, rather than through a finite-difference on Σ(Ω). Neverthe-
less this approach was abandoned as it proved to be slow, complicated and could
not produce the spectral density at finite frequencies.
In one dimension discontinuities are easily accommodated within an adaptive
framework simply by dividing the region of integration into sub-regions on which
the integrand is smooth. In this appendix we show how this process can be
extended to higher dimensionalities. Our method is applicable to integrals which
are discontinuous on any number of hyperplanes that contain the origin, and in
any number of dimensions. We limit our attention to integrals over the entire ❘N
— this is not a material limitation as integrals over a proper hyperrectangle can
be straightforwardly mapped onto ❘N . We assume that the discontinuities in
question arise from terms of the form sign(Cx) where Cx is any linear combination
of the coordinates. These is precisely the form of the discontinuities encountered
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in the Green’s functions of fermionic systems.
D.0.1. The method
Let S be the set of all M ×M diagonal matrices with diagonal components ±1
(|S| = 2M ). To determine the regions on which the integrand is continuous we
thus have to solve the homogeneous system of simultaneous inequalities
CSix ≥ 0, (D.1)
for every Si ∈ S. Each inequality defines a closed-half space; the solution to the
system is the intersection of these half-spaces which can be interpreted geomet-
rically as a convex polytope in its half-space representation (see [44, p. 31]). In
the case of a homogeneous system the resultant polytope is in fact a polyhedral
(infinite) convex cone [143].
Let P be the set of cones obtained by solving Eq. (D.1). A set of vectors
WK = {w1,w2, . . . ..wp} is a skeleton of a cone K if x =
∑p
i=1 λiwi belongs to
K for every λi ≥ 0 [143]. The duality in the representation of a cone as either
a system of linear inequalities or a conical combination of the skeleton is the
essence of the well known Weyl-Minkowski theorem on cones. As we are only
interested in subspaces of ❘N with dimension N — lower-dimensional subspaces
correspond to polyhedral facets which do not contribute to the integral — we
can assume that p ≥ N . The skeleton of an acute cone is unique up to scalar
multiplication of the vectors [143]. Once the normalisation of the skeleton is
fixed, each point in K can be specified through its λ coefficients (λ1, . . . , λp).
Having achieved our goal of partitioning ❘N into regions where the integrand
is continuous we now have to consider how to perform the integration over a
cone K ∈ P . When p = N the polytope constitutes an N -simplex which can
be readily mapped onto the positive orthant by exploiting the bijection between
x ∈ K and λ. When p > N the situation is more complex, for the skeleton
is linearly dependent and there is no bijection to be exploited. To overcome
this problem, each cone K is decomposed into N -simplices γK1 , γ
K
2 ., . . . which
can then be individually mapped onto the positive orthant. The set of all sim-
plices ̥ =
{
γK1 , γ
K
2 , . . . |K ∈ P
}
evidently partitions ❘N ; the original integration
problem has thus been broken down into multiple, separate integrations, one over
each simplex in ̥. The method is inherently parallel — barring error control
considerations each region of integration can be processed independently of the
others.
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To control the precision of the calculation we use an unsophisticated two-pass
scheme. The first pass consists of a crude integration over every simplex γ ∈ ̥,
with a relative precision of 10%, yielding a result µ
(1)
γ with an associated error
σ
(1)
γ . From the µ
(1)
γ we determine the simplex which contributes the most; let
µmax = max {|µγ |, γ ∈ ̥}. To achieve a requested relative precision f on the
entire integral I we then repeat the integration, now evaluating each simplex
to an absolute precision given by ǫabs = fµmax/
√
ν, where ν = |̥| denotes the
total number of simplices, ensuring obviously we do not re-evaluate the regions
for which σ
(1)
γ < ǫabs. The end result I =
∑
µ
(2)
γ is then associated with an
absolute error
σI =
√∑
γ∈̥
(σ
(2)
γ )2/ν. (D.2)
In practice small deviations of the resultant precision for the requested precision
may occur when there are significant cancellations. This is not a particularly
grave disadvantage as the actual error is always known.
Finally, we return to the question of the number of constraints. We have
been assuming that the number of rows M of the constraint matrix C is larger
than the dimension of the integral, ignoring the case of an integrand which has
discontinuities on fewer than N planes. This is dealt with by padding the rows
of C with arbitrary vectors (so long as they are not parallel to any other vectors)
until M ≥ N . This trick has the disadvantage of causing unnecessary divisions
of the region of integration but is necessary to guarantee the existence of cones.
D.0.2. Implementation
The process outlined above is implemented in C++ with support for matrices
provided by GSL [38]. The input is the integrand and the matrix C construct
as above specifying the discontinuities. The first step is the decomposition of
❘
N into the polyhedral cones P . To this end we use skeleton [143] which
implements a modified version of the Motzkin-Burger algorithm. This package
is called from our code and returns the vectors comprising the skeleton of the
polyhedral cones in P .
To cut the polyhedral cones in K into N -simplices we first project the vectors
in WK onto the cone’s (N − 1)-dimensional base. By ‘base’ here we mean the
subspace obtained by subtracting from all w ∈ Wk their components along the
axis of the cone and then expressing them as linear combinations of (N − 1)
orthonormal vectors. We can then construct the desired decomposition of K
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into N -simplices by triangulating the points in the (N−1)-dimensional base and
then adding the origin to these (N − 1)-simplices. In general this triangulation
is not unique. There are several algorithms to handle the triangulation of the
base. We use the Quickhull algorithm implemented in Qhull [14].
Each point x of the simplex can be written as a conical combination of the (λ)
and its skeleton vectors. To map the positive orthant onto the unit hypercube
we use the rule λi = 1/ui − 1. Depending on the integrand other rules may be
more suitable but this was chosen for its simplicity.
The final step is the integration itself. We use HintLib [115, 116], a sophisti-
cated C++ library that among other things implements adaptive cubature with
a variety of rules and a range of Monte Carlo methods. It would be perhaps
more efficient to use an adaptive code that can directly handle the simplicial ge-
ometry, such as CUBPACK [25, 41] but for practical reasons this approach was
not followed here. The integrations are performed in parallel using OpenMP
(HIntLib’s native parallelisation is not used).
D.0.3. Note on floating point round-off
We return to the point made at the end of Section 3.2.2 regarding the round-off
error in the determination of the null space of system Eq. (3.1) which we chose
to determine using the Lenstra-Lenstra-Lova´sz lattice basis reduction algorithm
rather than the more conventional Singular Value Decomposition in an effort to
reduce floating point error.
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E. Feynman diagrams
In Sec. 3.3 we described how the renormalised perturbation theory can be con-
structed by explicitly re-arranging the bare series expansions. This was achieved
by taking advantage of properties of the skeleton diagrams, which were calcu-
lated order-by-order in U . This Appendix explicitly lists the skeleton diagrams
of the bare perturbation theory, arranged in power of U . Note that to condense
their presentation the interaction vertices have been contracted to a point, with
the colour of the lines denoting their spin.
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E.0.5. Fifth order
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