Abstract-Visual (image and video) database systems require efficient indexing to enable fast access to the images in a database. In addition, the large memory capacity and channel bandwidth requirements for the storage and transmission of visual data necessitate the use of compression techniques. Vector quantization (VQ) is an efficient technique for low bit-rate image and video compression. In addition, the low complexity of the decoder makes VQ attractive for low power systems and applications which require fast decoding. In this paper, we present an indexing technique for compressed video using vector quantization. Here, a video sequence is first compressed using VQ. Each frame is represented by a usage map, a set of VQ labels, and a set of motion vectors. The video sequence is partitioned into shots and the various camera operations and motion within each shot are then determined by processing the VQ label maps. Each shot is indexed using a spatio-temporal index. The spatial index refers to the spatial content of the representative frame of a shot, while the temporal index represents the temporal content of the shot. The spatial index is based on the codewords used to compress the representative frame, while the temporal index is based on motion and camera operations within the shot. The proposed indexing technique is executed entirely in the compressed domain. This entails significant savings in computational and storage costs resulting in faster execution.
I. INTRODUCTION
A DVANCES in computing and communication technology have led to the proliferation of multimedia information systems that allow users to store, retrieve, and manipulate different types of information. There are several applications including distance learning, digital libraries, telemedicine, interactive television, and multimedia news which are expected to involve visual information systems. One of the key features required in a visual information system is efficient indexing to enable fast access to the stored data. A video index serves as a descriptor of the video, thus enabling fast access to the video clips stored in a multimedia database.
Typically, a video sequence is first segmented into elemental scenes called shots. A shot is a sequence of frames generated during a continuous operation and therefore represents a continuous action in time or space [10] . The purpose of the segmentation process is to partition the video stream into a Manuscript received September 30, 1996 ; revised January 31, 1997. set of meaningful and manageable segments, which then serve as basic units for indexing. The features derived from a shot are used as indexes to search and retrieve video segments of interest.
The large channel bandwidth and memory requirements for the transmission and storage of image and video necessitates the use of compression techniques. Hence, the visual data in future multimedia databases is expected to be stored in the compressed form. In order to avoid the unnecessary decompression operations in indexing and/or searching processes, it is efficient to index the image and video in the compressed form.
The International Standards Organization has proposed the JPEG [11] and MPEG [12] standards for image and video compression, respectively. Compressed domain image and video indexing techniques based on compression parameters such as discrete cosine transform (DCT) coefficients, subband coefficients, motion vectors, etc., have been reported in the literature [19] . We note that at low bit rates, DCT-based techniques suffer from both blocking effects and mosquito noise. Mosquito noise results from the quantization error of the high frequency components, which exist at the edge of an object but span across the block in transform domain [17] .
Vector quantization (VQ) is an efficient technique for low bit-rate image and video compression [13] - [15] . In addition, VQ has the following advantages: i) fast decoding which makes it attractive for systems based on software only playback of video such as Intel's Indeo, Apple's QuickTime, and Microsoft's Video and ii) reduced hardware requirements due to the simplicity of the decoder which makes it attractive for low-power applications such as portable video-on-demand in wireless communications [16] .
In VQ [13] , the image to be compressed is decomposed into -dimensional vectors. Using a nearest neighbor rule, each input vector is mapped onto the label of the closest codeword as shown in Fig. 1 . The labels of the codewords are used to represent the input image. Image reconstruction is implemented by a simple table look-up procedure, where the label is used as an address to a table containing the codewords. In other words, VQ is naturally an indexing technique [32] , where each subimage (vector) is mapped into an index (label). Hence, it is a promising approach for combining compression with indexing.
In this paper, we present an indexing technique for compressed video using vector quantization. Here, a video sequence is first compressed using VQ. Each frame is represented by a usage map (which indicates the subset of codewords in the codebook that were used in compressing the frame), a set of labels, and a set of motion vectors as shown in Fig. 2 . The video sequence is then partitioned into shots using a metric based on the histogram of the label maps as shown in Fig. 2 . Each shot is indexed using a spatio-temporal index as shown in Fig. 3 . The spatial index represents the spatial content of the representative frame of a shot. We propose to employ the usage map corresponding to a representative frame of a shot as the spatial index. The temporal activity within a shot is represented by the temporal index which is essentially the motion information and camera operations within the shot as shown in Fig. 3 . In this paper, the motion activity is detected by tracking the trajectories of the motion vectors of the labels, while camera operations are detected by analyzing the directionality of the spatio-temporal patterns of the label maps. We note that the proposed spatio-temporal index is generated entirely in the VQ compressed domain. This entails significant savings in computational and storage costs for decompression resulting in faster execution. This paper is organized as follows. Section II presents a review of related work in the area of video indexing. The algorithm for video compression using VQ is presented in Section III. In Section IV, the proposed algorithm for scene change detection is presented. This follows in Section V with the details of the proposed algorithm to generate the spatial index. The generation of the temporal index based on the detection of motion and camera operations is presented in Section VI. Finally, the conclusions are presented in Section VII.
II. RELATED WORK
We now present a brief review of the related work in the literature in the areas of: 1) shot boundary detection, 2) spatial indexing, 3) motion-based indexing, and 4) detection of camera operations.
1) Shot Boundary Detection:
We recall from Section I that the first step in video indexing is to partition a video into elemental scenes called shots. Several algorithms for scene change detection based on global attributes such as the sum of difference magnitude [21] and the intensity/color histograms [22] have been reported. To reduce the effects of camera flashes, motion, and noise, techniques based on local attributes have also been proposed [23] . Here, each frame is partitioned into a set of blocks. Instead of comparing a pair of frames, corresponding blocks in the two frames are compared. We note that the previous techniques are based on uncompressed data. Recently, algorithms for video segmentation in the compressed domain have been reported [24] - [26] . This eliminates the need for decompression, resulting in faster execution. Arman et al. [24] have proposed a technique for scene change detection in motion JPEG using DCT coefficients. For each frame, a number of connected regions are chosen a priori. A set of coefficients is selected from each DCT block. A vector is formed by concatenating the sets of coefficients selected from the individual blocks. The normalized inner product is used as a metric to judge the similarity of successive frames. In case of false positives, which result from camera operations and motion, the sequence is decompressed and color histograms are compared to detect camera breaks. Sethi et al. [25] have presented a technique based on the luminance histogram of the dc coefficients of I-frames. It is assumed that every sixth frame is an I-frame. Yeo et al. [26] have proposed a unified approach for scene change detection in motion JPEG and MPEG. This algorithm is based on the use of the dc coefficients. To start with, for every frame in the sequence, a dc frame is constructed. The dc coefficients in JPEG and Iframes in MPEG are obtained directly from each block. For Band P-frames in MPEG video, the dc coefficients are estimated. The sum of the difference magnitude of the dc frames is used as a measure of similarity between two frames. We note that the performance of these algorithms may degrade at low bit rates. In Section IV, we present a technique for shot boundary detection in compressed video using vector quantization. Simulation results confirm the superior performance of the VQ-based technique at both low and high bit rates.
2) Spatial Indexing: After the shot boundary has been detected, each shot may be indexed using a spatial index. A set of representative (reference) frames are selected to represent each shot to be stored in the database. Image indexing techniques [1]- [8] are then applied on the reference frame(s). Arman et al. [27] have proposed a technique where each video shot is represented using the shape and color features of a reference frame. The reference frame is the tenth frame in the shot. The shape and color properties are represented using moments (the mass and the moments of inertia around the horizontal and vertical axes) and color histogram, respectively. Zhang et al. [28] have presented an algorithm where the reference frame(s) is first segmented based on the prominent color. In addition, the reference frame is partitioned into nine subframes (3 3). Each frame is indexed using the size, color, shape, and location of the segmented regions and the color histograms of the frame and the nine subframes. Chang et al. [29] have proposed a texture-based indexing technique in the transform domain (DCT, subband, and wavelet) where the energy of the subbands is used to define the texture feature sets. In Section V, we propose a spatial indexing technique in the VQ compressed domain based on the usage map of the codewords used to compress the representative frame. This technique provides fast access to the database without the need for additional cost to compute and store the indexes.
3) Motion-Based Indexing: The major drawback of spatial only video indexing techniques is that the video sequences are treated as still images, thus the temporal activities contained in a sequence are not adequately represented. This results in unsatisfactory retrievals for queries which involve temporal information. For example, the user may not only ask queries like: retrieve all the video sequences in which there is a pedestrian and a car, but also queries that involve the movement and position of the pedestrian and the car. To satisfy such queries, the temporal activity of a video sequence should be adequately represented. Here, image sequences are indexed based on the motion and/or camera operations within a shot. Ioka et al. [30] have presented a method for retrieving sequences using motion information as a key. To start with, motion vectors are derived from the image sequences using block matching. These vectors are mapped into spatio-temporal space and the motion of each block is then represented as a single vector in the feature space. The vectors are clustered and a representative trajectory is generated for each group of vectors. Although this technique does not address the problem of correspondence of trajectories, it can be incorporated as a low-level tool into a complete video data management system for raw feature-based retrieval. Dimitrova et al. [31] have proposed a technique based on the motion compensation component of the MPEG video encoder. The trajectory of a macroblock is computed from the forward and backward motion vectors that belong to the macroblock. The macroblock trajectories are the feature vectors used for indexing. in the Hough space, where ( ) is the point of divergence/convergence. The least squares method is used to fit the transformed motion vectors to the curve represented by (1) . Seven categories of camera operations have been estimated: pan, zoom, tilt, pan and tilt, pan and zoom, tilt, zoom and pan. We note this technique based on motion vectors is noise sensitive and has a high computational complexity.
4) Detection of Camera
An alternate approach in detecting camera operations is to examine what are known as the X-ray images [20] . An edge detection is first performed on all the frames within a shot. A horizontal X-ray image is then obtained by taking a weighted integral of the edge frames in the horizontal direction. Similarly, a vertical X-ray image is obtained by taking a weighted integral of the edge frames in the vertical direction. Camera operations are obtained by approximating the spatial distribution of the edge angles of the horizontal and vertical X-ray images. We note that performing edge detection on all images in the sequence is time consuming. In addition, this technique may not be applicable to compressed video. In Section V, we propose an efficient technique for the detection of camera operations based on the label maps of a video sequence in VQ domain. The proposed technique is less sensitive to noise and has lower computational complexity.
III. VIDEO COMPRESSION USING VQ
Several algorithms for image and video compression using VQ have been reported in the literature [13] . VQ techniques can be broadly classified, with respect to training and codebook generation, as universal and adaptive. Universal VQ employs a fixed codebook generated using a large set of training vectors selected from different types of images. To ensure a good image fidelity, the codebook must be large, which in turn increases both the bit rate and the coding complexity. In addition, if the input images have different statistics, a good coding performance may not be achieved for a variety of applications. The codebook size can be reduced using techniques such as classified VQ, predictive VQ, finite state VQ, multistage VQ, tree structured VQ, and address VQ which exploit the local image statistics.
In adaptive VQ, the codebook is adapted in order to match the local image statistics. For example, a new codebook can be generated using the vectors of the input image as a training set. The new codebook or part of it is transmitted, followed by the labels corresponding to the vectors of the image. The adaptive codebooks better match the local image statistics, however, the major drawback in the adaptive techniques is that the improvement in image quality is achieved at the expense of increasing the computational complexity.
Panchanathan et al. [18] have presented an adaptive image compression algorithm which provides a good compromise between the coding performance and computational complexity. Here, a large universal codebook is employed and the subset of the "used" codewords in the large codebook, which are required to compress the input image, are identified resulting in a reduced codebook. To start with, the image to be coded is decomposed into -dimensional vectors. For each image , the labels are determined using the codebook. A usage map where is generated to indicate the "used" codewords. A reduced codebook consisting only of the "used" codewords is formed as shown in Fig. 5 . In other words, the reduced codebook consists of a subset of the codewords in the universal codebook. This reduces the bit rate for label coding. The new labels and the usage map are used to represent each image. This technique requires only bits to represent the used codewords, where is the codebook size. In our approach, we extend the above algorithm to video compression by exploiting the temporal redundancy in the labels of successive frames. To start with, the frame to be compressed is decomposed into -dimensional vectors. For each vector in the current frame , the label of the nearest codeword is first determined using the universal codebook. The usage map where is updated to indicate that codeword is used. The label corresponding to in the current frame is compared with the label at the same spatial location in the previous frame . If they match, a flag is transmitted to the receiver. Otherwise, a match is sought within a search area in . If a match within the search area is obtained, a flag followed by the displacement (motion) vector of is transmitted. However, if a match is not obtained even within the search area, the label corresponding to in the reduced codebook is used to encode the input vector. The algorithm can be expressed in pseudo code as follows:
Begin
Decompose the input frame into -dimensional vectors;
For each vector Do = the label of the nearest vector in the universal codebook; update the usage map; = the label corresponding to the vector at the same spatial location of the input vector; if ( matches ) then send a flag else = the nearest label within a search area; if ( matches ) then send followed by the motion vector; else send a flag followed by the label corresponding to in the reduced codebook; End for End.
We note that the codebook is first generated using the LBG algorithm. The codebook is then rearranged in the ascending order of the average and standard deviation of the codewords. By ordering the codebook, similar vectors map to neighboring labels, and hence the label map of an image produces a scaled version of the image. For example, the label map of the Lena image using nonordered and ordered codebooks is shown in Fig. 6 . The ordering of the codebook has two advantages: i) the label map of an image produces a scaled version of the image which can be used for browsing purposes and ii) the label maps of a video sequence are used to extract the camera operations as will be discussed in Section VI.
Computer simulations were carried out on the Miss America sequence with a frame size of 288 360 pixels and 8 b/pixel. 1 The coding performance of the proposed algorithm is evaluated using the rate distortion criterion. For an image of size 1 The sequence is obtained from "ftp://ftp.ipl.rpi.edu/image/sequence/". and a maximum pixel value of 255, the peak signalto-noise ratio (PSNR) of the reconstructed image is calculated by PSNR (2) Fig. 7 . The total bit rate as a function of frame number. where and are the intensity of the pixel ( ) in the original and the reconstructed image, respectively. The total bit rate is calculated by (3) where , and are the codebook size, the number of labels, the number of exact matches ( flags), and the number of motion vectors, respectively. In our experiments, the values of the flags , and are , respectively. A codebook of size 256 codewords is generated using the LBG algorithm. A search area of size 3 3 is used. The results of applying the compression technique on every other fourth frame of the Miss America sequence are shown in Figs. 7 and 8, respectively. Note that the intermediate frames are skipped to allow for larger changes between successive frames. The average bit rate and PSNR are 0.3 b/p and 33.3 dB, respectively. It can be seen from Fig. 7 that when there are significant changes between the frames (e.g., frames 79 to 91) the bit rate increases. It can be seen from Fig. 8 that the proposed compression technique maintains a relatively constant quality throughout the sequence. The overhead for storing the usage map is 0.0025 b/pixel. It can be seen from Fig. 7 that the overhead ranges from 0.7-1% of the total bit rate. The overhead of the usage map as a function of codebook size for some typical image sizes is shown in Fig. 9 . 
IV. SCENE CHANGE DETECTION
Video has both spatial and temporal dimensions, and hence a good video index should capture the spatio-temporal content of the scene. We recall that, in order to achieve this, a video is first segmented into elemental scenes called shots. Shots can be joined together in either an abrupt transition mode in which two shots are simply concatenated or through gradual transitions, in which additional frames may be introduced using editing operations such as dissolve, fade-in, fade-out, and wipe. In general, video segmentation is achieved by employing a difference metric to measure the changes between two frames. A scene change is declared if the difference between the two frames exceeds a certain threshold.
In our approach, video sequences are compressed using VQ as described in Section III. The histogram of the labels of a frame is the -dimensional vector where is the number of labels in the compressed frame, and is the number of codewords in the codebook. The difference between two frames and is measured using the -metric: (4) A large value of indicates that and belong to different scenes. An abrupt scene change is declared if the difference between two successive frames exceeds a threshold. A gradual transition is detected if the difference between the current frame and the first frame of the present shot is larger than a threshold.
Simulations were executed using three music video sequences. We refer to the video sequences as "S1," "S2," and "S3." Each sequence has a frame size of 120 160 pixels. The first sequence, S1, has 201 frames and contains seven abrupt scene changes. The second sequence, S2, has 201 frames and contains 21 cuts, and has many special effects. The third sequence, S3, has 500 frames and contains a total of 13 gradual scene changes with very smooth transitions.
In the first experiment, the video sequences were compressed as described in Section II, using a codebook of size 256 codewords and 16-D vectors corresponding to a compression ratio of 16 : 1. Segmentation results are tabulated in Table I . We note that , and are the number of detected, missed, and false cuts, respectively. It can be Table I that one cut is missed and there are some expected false alarms. We note that the largest number of false alarms is for the sequence S2. This due to the fact that S2 is characterized by a large number of special effects and camera operations.
In the second experiment, the video sequences were compressed using VQ (Section III) at a compression ratio of 64 : 1 using a codebook of size 256 and 64-D vectors. Detection results are tabulated in Table II. Comparing Tables I and II, it can be seen that at a compression ratio of 64 : 1, there are few misses and the number of false alarms increases. The number of false positives has increased from 19% at a compression ratio of 16 : 1 to 32% at a compression ratio of 64 : 1. However, false cuts do not cause problems as the frames within such segments satisfy the requirements of a shot. Hence, the proposed algorithm has an excellent performance at both low and high compression ratios.
In the third experiment, the sequences were compressed using motion JPEG at compression ratios of approximately 16 : 1 and 27 : 1. The -metric applied to the histogram of the dc coefficients is used for scene change detection. The detection results at a compression ratio of 16 : 1 and 27 : 1 are tabulated in Tables III and IV , respectively. The number of missed cuts increases from 10% at a compression ratio of 16 : 1 to 24% at a compression ratio of 27 : 1, while the number of false cuts increases from 36 to 61%.
It can be seen from Tables II and IV that scene changes were detected at a rate of 90% in sequences compressed using VQ at a high compression ratio of 64 : 1, while cuts were detected only at a rate of 75% in sequences compressed using motion JPEG at a lower compression ratio of 27 : 1. Hence, segmentation of compressed video sequences using VQ is efficient at both high and low compression ratios. However, the performance of the segmentation algorithm degrades using motion JPEG at low bit rates.
V. SPATIAL INDEX
We recall from Section II that after a video sequence has been partitioned into shots, a representative frame for each shot is selected, and image indexing techniques are then applied to the reference frame. VQ is a mapping from a vector indimensional space into a finite set (codebook) of reproduction vectors (codewords). We note that the information conveyed by a set of quantized vectors is also encoded in the set of codeword labels. Hence, similar images map to similar codewords. We propose to employ the usage map as a feature vector to index the representative frame of a shot. We recall from Section III that during the compression of a frame, a usage map where is generated to indicate the used codewords as shown in Fig. 4 . We note that the reduced codebook corresponding to an image reflects the contents of the image, and similar images have similar reduced codebooks. The usage map corresponding to an image constitutes a feature vector which is used as an index to store and retrieve the image.
The similarity between two images and is measured using the following equation: (5) where is the XOR operation. Using this metric, the comparison of two indexes requires bit operations. The number of bits required to store an index is bits. This technique does not require any additional operations to calculate the indexes as the usage map is generated during the compression stage. Hence, the proposed technique provides fast access to the compressed images in the database and has lower storage requirements.
Simulation were performed using approximately 500 images each of size 256 256 pixels. The images are compressed to form two databases, namely: B2 and B3. The images in B2 and B3 are compressed using adaptive VQ (Section III) at compression ratios of 15.9 : 1 and 62 : 1, respectively.
Retrieval results are shown in Table V . We note that B0 and B1 refer to the databases in which the images are indexed using the histogram of the pixels (uncompressed domain). The images in B0 are indexed using the histogram of pixels with 256 bins, while in B1 each histogram is quantized to 64 bins. Using the usage map as a spatial index at compression ratios of 15.9 : 1 and 62 : 1, the retrieval rates were 91.3% and 90.2%, respectively. Using the histogram of the pixels as an index, the images were retrieved at a rate of 88.6%.
For an image of size , indexing using the histogram of pixels requires additions, increments, and operations for comparing a pair of histograms, where is the number of gray levels. The number of operations and the number of bits required to calculate and store the histogram of pixels for some typical image sizes are shown in Table VI . For a codebook of size 256 with 16-dimensional vectors, the number of operations required to calculate a single index in each database is 256. It can be seen that the proposed technique has very low computational and storage requirements. It is important to note that indexing using the histogram of pixels requires arithmetic operations (additions and multiplications), while indexing using the usage map involves only bitwise operations.
VI. TEMPORAL INDEX
We recall from Section I that the temporal index consists of two parts: the first represents motion activity while the second represents camera operations within a shot. In this section, the generation of the temporal index is detailed.
A. Motion
We recall from Section III that during the compression of a video sequence, motion estimation on each label has been performed. This information can be exploited to describe the motion within each shot. To start with, the motion vectors are used to track each label. Each track can be thought of as an -tuple of motion vectors. The tracking operation is performed as follows: Given , the coordinate of a label in frame , and the motion vector ( ) between and , the coordinate of the label in frame is ( ). If during the tracking procedure the initial label moves out of its position, then we have to generate a new track for the new label whose position coincides with the coordinates of the initial label. The track of a label is represented by (6) where , , and are a set of points representing the absolute frame coordinates, the number of the first frame in which the track started, and the number of the last frame in which the track ended.
B. Detection of Camera Operations
The basic camera operations are: fixed, panning (horizontal rotation), tracking (horizontal transverse movement), tilting (vertical rotation), booming (vertical transverse movement), zooming (varying the focusing distance), and dollying (horizontal lateral movement) as shown in Fig. 10 . Camera operations include the basic operations and all the different possible combinations [19] . For indexing purposes it is not essential to know exactly how much pan or zoom occurred (quantitative camera parameters); the important requirement is to recognize which camera operations have occurred in a given shot. Therefore, the purpose of the proposed technique is to extract qualitative camera operations.
1) Camera Model:
A video camera projects the threedimensional (3-D) space onto the two-dimensional (2-D) image plane. Using the notation in Fig. 11 , the point at coordinates in the 3-D space is mapped onto in the image plane. The coordinates and are related by the perspective transformation (7) where is the focal length. a) Zoom: A zoom is the change of the camera focal length and results in a change which manifests itself as a radial motion toward (zoom out) or away (zoom in) from the center of the image. Let ( ) denote the image plane coordinates of the point ( ) with a focal length of , and ( ) is the image plane coordinates of the same point with a focal length (after the zoom). Using (7), the following relation is derived: (8) We note ( ) is independent of the distance between the camera and the object (the depth ).
b) Pan: A pan is a rotation of the camera around the -axis by an angle . Let ( ) and ( ) be the image plane coordinates of a point ( ) before panning and after panning, respectively. The relation between ( ) and ( ) can be expressed as follows:
Assuming the value of is small and , (9) reduces to (10) Hence, a pan operation results in a shift by a constant amount. c) Tracking: A tracking operation along the horizontal axis results in a horizontal shift of the image. The shift depends on the distance of the objects from the camera (depth). However, for the purpose of indexing, the tracking effect can be approximately considered to be identical to that of the pan operation.
d) Tilt: A tilt is a rotation of the camera around theaxis by an angle . Let ( ) and ( ) be the image plane coordinates of a point ( ) before tilting and after tilting, respectively. The relation between ( ) and ( ) can be expressed as follows: (11) Hence, a tilt operation results in a vertical shift by . e) Booming: A booming operation along the vertical axis results in a vertical shift of the image. The shift depends on the distance of the objects from the camera (depth). However, to obtain qualitative information for indexing, the booming effect can be approximately considered to be identical to that of the tilt operation.
Based on the previous camera model, the qualitative camera operations in a shot can be determined by analyzing the spatiotemporal patterns which are discussed in the following section.
2) Generation of Spatio-Temporal Patterns: The proposed technique for the extraction of camera operations is based on analyzing the direction of spatio-temporal patterns. Two types of spatio-temporal patterns are distinguished: vertical and horizontal. A vertical spatio-temporal pattern of size labels at location ( ) is generated by first selecting from each label map the subimage of size at ( ). The subimages are then placed next to each other from left to right as shown in Fig. 12 . This can be expressed as follows:
where VST is the ( ) pixel of a vertical spatiotemporal pattern, and is the th label map.
A horizontal spatio-temporal pattern of size labels at location ( ) is generated by first selecting from each label map the subimage of size at ( ). The subimages are then placed next to each other from top to bottom as shown in Fig. 13 . This can be expressed as follows:
HST (14) where HST is the ( ) pixel of a horizontal spatiotemporal pattern. 3) Analysis of Spatio-Temporal Patterns: Camera operations within a sequence can be detected by analyzing the directionality of a set of spatio-temporal patterns. Three vertical spatio-temporal patterns are selected. The first at the left side (left pattern), the second at the center (center pattern), and the third is at the right side (right pattern). Similarly, three horizontal spatio-temporal patterns (top pattern, central pattern, and horizontal pattern) are selected as shown in Fig. 14 . The directionality of a spatio-temporal pattern can be estimated from the power spectrum of the pattern. If the directionality of a pattern is , then the energy is concentrated in the direction perpendicular to . Fig. 15 shows a spatio-temporal pattern and its power spectrum. Let , and be the directionality of the top, central, and bottom horizontal spatio-temporal patterns, respectively. Let , and be the directionality of the left, central, and right vertical spatio-temporal patterns, respectively. From our simulations, fixed, pan, and tilt camera operations can be detected from the directionalities of the spatio-temporal patterns as shown in Tables VII and VIII . We now illustrate how pan and tilt operations are determined. Consider the sequence which involves a pan to the right operation as shown in Fig. 16 . The sequence is compressed as described in Section III. Three spatio-temporal patterns of the label maps are shown in Fig. 17 . The top, central, and bottom horizontal spatio-temporal patterns are generated at (6, 1), (18, 1) , and (30, 1), respectively. It can be seen from Fig. 17 that the directionality of the three patterns are approximately the same, i.e., and is less than 90 . In case of a pan to the left, we note that and is larger than 90 .
Consider the sequence shown in Fig. 18 which involves a tilt up camera operation. The left, center, and right vertical spatio-temporal patterns are shown in Fig. 19 . It can be seen from Fig. 19 that the directionality of the three patterns are approximately the same, i.e., and is larger than 90 . In case of a tilt down, we note that and is less than 90 . To illustrate how a zoom camera operation is detected, consider the zoom in sequence shown in Fig. 20 . The corresponding horizontal spatio-temporal patterns are shown in Fig. 21 . It can be seen from Fig. 21 that the first half of each pattern has a directionality less than 90 , while the second half has a directionality greater than 90 . In case of a zoom out camera operation, the first half of each pattern has a directionality greater than 90 , while the second half has a directionality less than 90 .
Qualitative description of camera operations and motion within a shot, and the spatial index of the representative frame of the shot, are combined to form the spatio-temporal index of the shot.
VII. CONCLUSIONS
In this paper, we have presented an indexing technique for compressed video using vector quantization. The video sequence is partitioned into shots using a metric based on the histogram of the label maps. Each shot is indexed using a spatio-temporal index. The spatial index is the usage map corresponding to a representative frame of the shot. The temporal activity within a shot is essentially the motion information and camera operations within the shot. The motion activity is detected by tracking the trajectories of the motion vectors of the labels, while camera operations are detected by analyzing the directionality of the spatio-temporal patterns of the label maps. The spatio-temporal index provides an efficient representation of the content of a video shot. In addition, it is generated entirely in the VQ compressed domain which entails significant savings in computational and storage costs for decompression and recompression resulting in faster execution.
