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We investigate in this paper the cycle structures induced on cyclic permuta- 
tions by disjoint transpositions or, equivalently, the decomposition of a state- 
cycle by interchanging the successors of disjoint state pairs. 
In both cases we relate the number of resulting cycles to a binary matrix 
which in a simple manner describes the interaction of the modifications. A 
possible application to an outstanding problem in shift-register cycle structures 
is described. 
I. PERMUTATION CYCLES 
In this section we consider the effect of transpositions on cyclic permuta- 
tions. In particular, we are interested in the number of disjoint cycles which 
result when a single cycle on m symbols is left-multiplied by a sequence of 
symbol-disjoint transpositions. We treat the case of n transpositions 
operating upon a cycle of length m > 2n, observing that symbols occurring 
in the m-cycle but in no transposition do not affect the outcome. They are 
simply carried along with the earliest succeeding symbol in the m-cycle 
which also occurs in a transposition. With no loss of generality, we may 
choose the m-cycle to be 
(1, 2, 3 ,..., m). 
We define a transposition fi = (Xi , yJ to be a 2-cycle which interchanges 
the successors of xi and yi in the operand permutation. Disjoint cycles 
have no symbols in common. The effect of n disjoint transpositions upon 
an m-cycle can be written in cycle notation as 
i 1 nl ti (1, 2, 3,..., m) 
= (xn , Y&&H , h-J .-* (x2 , Y& , ud(L 2,3,..., 4, 
where the x’s and y’s are distinct members of the set {1,2, 3,..., m}. 
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We next define a relation among transpositions which describes their 
interaction with respect to an operand permutation. We say that transposi- 
tions ti and tj link in P if they are interlaced in some cycle of P, that is, if 
the four symbols of ti and tj appear in the same cycle of P, and their cyclic 
order in that cycle is either xi , Xj , yi , yj , or xi , yj , yi , xj . Finally we 
define the n x n link relation matrix 
L = Ll, Lij = I 
if i # j and ti links tj , 
3 otherwise; 
L is a symmetric, O-diagonal, binary matrix. 
To begin our investigation we assume that at least one pair of the 
transpositions in equation (1) link in (1, 2,..., m); since all the trans- 
positions are disjoint, they commute with one another, and we can call 
our linking pair tl and t, . Moreover, we can arrange that 
1 < xl <x2 <yl <y2 < m 
and label sequences of integers as follows: 
A = (x1 + Lx1 + %...,xz), 
B = <x2 + 1, x2 + Z...,Yl), 
c = (Yl + l,y,+ Z...,Y2), 
D = <v2 + 1, y2 + 2,..., m, L..., xl>. 
(2) 
Figure 1 may be helpful here. Now the cycle (1,2,..., m) can be abbreviated 
to (A, B, C, D), and clearly 
(XI > YIW, B, C, D> = (4 NC, 01, (3) 
(~2 ,vz>h ,Y,)M B, CD> = (44 CB), (4) 
as shown in Fig. 2. The crucial question, as the reader may have surmised, 
is what effect transpositions 1 and 2 have on the links among the remaining 
n - 2 transpositions. In other words, given the links in (A, B, C, D), 
which of the remaining transpositions link in (A, D, C, B) ? 
There are many cases to be considered, but by the use of symmetry and 
other shortcuts one can verify that the link relation between any pair ti and 
tj is altered (complemented) if and only if the submatrix 
[:;; 
13 
; :] 
23 
of L is non-singular. Letting L* be the (n - 2) x (n - 2) link relation 
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FIG. 1. Regions of operand cycle. 
FIG. 2. Regions in (x2 , y&x1 , y&l, 2 ,..., m>. 
matrix for transpositions 3 through n in the cycle (A, D, C, II), the condi- 
tion in logical notation is stated as: 
LEMMA 1. The fink relationship between any pair of transpositions 
ti , tj , 3 < i, j < n, after a linking pair t, , t, have been performed, is given 
by 
L; = Lij f L(lLj, + LiZLi,, 
where addition is modulo 2. 
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It will be useful also to note the effect of a sequence of disjoint trans- 
positions, none of which link. 
LEMMA 2. A sequence of n disjoint, unlinked transpositions decompose 
a cycle into n + 1 disjoint cycles. 
Proof. The first transposition decomposes the original cycle into two 
disjoint cycles, as seen in equation (3). Since the transpositions are 
unlinked, both symbols of the next transposition appear in the same cycle, 
which is thus decomposed into two disjoint cycles, and so on. 
We are now ready to prove our main result, relating the cycle structure 
of the permutation (1) to the link relation matrix. 
THEOREM 1. A cycle of m > 2n elements is decomposed by n disjoint 
transpositions into v(L) + 1 cycles, where v(L) is the nullity of the link 
relation matrix over GF(2). 
Proof. The proof is by induction on the number of transpositions, in 
increments of 2. Consequently, the basis consists of two cases, n = 1 and 
n = 2. For n = 1 we have L = [0], v(L) + 1 = 2 and, clearly, a single 
transposition applied to a cycle results in two cycles. For n = 2 there are 
two cases represented by the matrices 
L’ = (8 8, and L” = (i ,$, 
with v(L’) + 1 = 3 and v(L”) + 1 = 1. 
The case of L’ is covered by Lemma 2 (no links among the transposi- 
tions) and the case of L”, where there is a single linked pair of transposi- 
tions, was shown above (see eq. 4) to result in a single cycle. 
Now assume the theorem true for n - 2 disjoint transpositions on an 
m-cycle and consider the case of n transpositions on an m-cycle. If no 
transpositions link, there will be n + 1 cycles, by Lemma 2. But L will be 
the n x n all-zero matrix, whose nullity is n, so the theorem holds. If some 
pair of transpositions does link, call them tl and t2 . The matrix L can be 
partitioned as 
01 ’ B L = ---I--- , [ 1 BT I E (5) 
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where 
and t is a matrix consisting of the last n - 2 rows and columns of L. Now, 
let 
Since S is non-singular, the nullity of the matrix 
a: I 0 
&q‘s7 = __-I-_------ 
0 I L + pa-y3 1 
(with all operations over GF(2)), is the same as the nullity of L. Finally, 
since the first two rows of SLST are linearly independent of the remaining 
II - 2 rows and, therefore, contribute nothing to its nullity, we have 
v(L) = .(L + fl~ccy3). (6) 
Recalling the definitions of a! and /3, the typical element in ,? + /?T~-lp 
is seen to be 
Lj + LilLj2 + -&&jl 7 
which is Lz of Lemma 1. In other words, the (n - 2) x (n - 2) matrix 
f, + fiTa-lp is the link relation matrix for transpositions t, through t, 
after tl and t, have been applied. By inductive hypothesis and equation (6), 
the theorem is proved. 
An important special case of this theorem is stated beIow: 
COROLLARY 1.1. A sequence of disjoint transpositions preserves a cycle 
if and only if their link relation matrix is non-singular over GF(2). 
II. GRAPHIC INTERPRETATIONS 
The diagrams in Figs. 1 and 2 suggest an obvious graphic interpretation 
of the permutations in Section I. Indeed, such diagrams have been used 
by many authors [l-5] to describe the joining and splitting of cycles, where 
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the labels arranged around the cycle denote states in a process, or symbols 
in a sequence, or words in a code, and so on. 
To apply our results, we adopt the convention, shown in Fig. 3, that a 
FIG. 3. Chord notation. 
chord ci in a cycle represents an interchange of successors, so that xi is 
followed by yi + 1 rather than by xi + 1, and yi is followed by xi + 1 
rather than by yi + 1. Two states in a process will be referred to as COIZ- 
jugate states if the process can be modified so as to interchange their 
successors. As shown, such a modification appears to be a “split” of a 
cycle, but in the presence of others it might actually be a “join,” hence the 
neutral name “chord.” 
Clearly, chords on a cycle correspond to the transpositions discussed 
in Section I, and linking, disjoint transpositions correspond to end-disjoint 
intersecting chords. Consequently we can state without further argument 
the analog of Theorem 1. 
THEOREM 1’. A set of end-disjoint chords decompose a cycle into v f 1 
disjoint cycles, where v is the nullity of the chord intersection matrix over 
GF(2). 
III. DE BRUIJN DIAGRAMS 
The results of the previous section bear on the question of decomposing 
de Bruijn diagrams into the maximum number of disjoint cycles [2,4,5]. A 
de Bruijn diagram describes all the possible state transitions of a feedback 
shift register. When a shift register length and a particular non-singular 
feedback function are chosen the resulting state diagram is a subgraph of 
the appropriate de Bruijn diagram, consisting of disjoint cycles. Alter- 
natively, the decomposition can be achieved by starting with a feedback 
function which yields a maximal-length cycle, and modifying this function 
to induce interchange of successors among conjugate pairs of states on the 
cycle. In any event, it has been conjectured by Golomb [2] that the maxi- 
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mum number of disjoint cycles which can be achieved is the number of 
generalized cyclotomic cosets for the given dimension. It is possible that 
the results of the present paper can aid in the resolution of the conjecture. 
Let a maximum length shift register cycle be drawn, and connect all 
conjugate state pairs by chords. Then if L is the intersection matrix of 
these chords. Theorem 1’ implies that the maximum attainable number of 
disjoint cycles exceeds by one the greatest nullity to be found in any 
principal sub-matrix of L. Also, the number of distinct decompositions 
of the de Bruijn diagram into k cycles is the number of distinct principal 
submatrices of nullity k - 1. 
In the hope of implementing these observations, the chord-intersection 
structure of de Bruijn cycles is currently under investigation. 
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