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Abstract—The mean shift tracker has achieved great
success in visual object tracking due to its efficiency being
nonparametric. However, it is still difficult for the tracker
to handle scale changes of the object. In this paper, we
associate a scale adaptive approach with the mean shift
tracker. Firstly, the target in the current frame is located
by the mean shift tracker. Then, a feature point matching
procedure is employed to get the matched pairs of the
feature point between target regions in the current frame
and the previous frame. We employ FAST-9 corner detector
and HOG descriptor for the feature matching. Finally,
with the acquired matched pairs of the feature point, the
affine transformation between target regions in the two
frames is solved to obtain the current scale of the target.
Experimental results show that the proposed tracker gives
satisfying results when the scale of the target changes, with
a good performance of efficiency.
Keywords-object tracking; mean shift; feature point match-
ing; scale adaptation
I. INTRODUCTION
Real-time object tracking plays a very important role
in many computer vision applications such as video
surveillance [1], driver assistance [2], human-computer
interaction [3], and robotics [4].
The mean shift tracker [5], although over a decade old,
has proven its great success in real-time object tracking
with its remarkable efficiency. However, as for tracking
the object with scale changes, the traditional mean shift
tracker shows its weakness. Collins [6] proposes to carry
out mean shift algorithm through scale space generated
by the Difference-of-Gaussian (DOG) filters to obtain the
spatial location and scale. Jiang et al. [7] extend the
bandwidth of the kernel to the density estimator in the
mean shift algorithm and deduce the bandwidth matrix in
the current frame directly, which gives the scale value of
the object. In Jiang’s method, multiscale images generated
by Gaussian pyramid help to locate the target. Ning
et al. [8] calculate the moment features in the sample
weight image after mean shift localization, and obtain the
covariance matrix of the samples to estimate the scale
of the target. However, these methods may fail when the
quality of weight images is low or the scale initialization
is not accurate. Recently, Vojir et al. [9] propose a gradient
method to optimize the scale parameter, similar to the
locating procedure of the mean shift algorithm, to update
the target scale in tracking.
Feature point presents local distinctiveness of an ob-
ject and can be extracted for tracking. A famous work
of feature-based tracking is [10], where Shi & Tomasi
extract features presented by small patches in each frame,
and calculate the affine transformation for each patches
between consecutive frames. The property of the feature
is evaluated by measuring feature dissimilarity between the
first and the current frame. In [11], the authors integrate a
new term which could represent the similarity measure by
SIFT features to the classical probability density function
of the object in the image, and apply the Expectation-
Maximization (EM) algorithm to estimate the mean shift.
More recently, a feature called ORB is developed and used
for real-time feature tracking in [12].
In this paper, we propose to combine an efficient feature
point matching procedure with the mean shift tracker for
obtaining the scale adaptability. In the matching procedure,
FAST corners [13] are extracted within a region containing
the target in each frame. The corners are described by His-
togram of Oriented Gradient (HOG) [14] and get matched
using K-L divergence. Once we get the accurate matching
of the features between two frames, the scaling could
be identified by solving an affine transformation model,
which is used to determine the scale of the target. The
most similar work to ours is [15], where the authors extract
Harris corners and use a simple color feature of the center
pixel for corner description. We utilize FAST instead of
Harris corners because efficiency is important for real-time
tracking applications. As for corner description, HOG is
more reliable than color feature and the matching can be
accelerated by look-up tables. Thus, our method is more
efficient and stable than the method in [15].
The rest of the paper is organized as follows. Section II
gives an overview of our tracking method. Section III
briefly depicts the mean shift tracker. The method for scale
determination of the object is described in Section IV. In
Section V, the method for updating the target model is
given. We present experimental results and discussions in
Section VI. Conclusions are given in Section VII.
II. METHOD OVERVIEW
Generally, an object tracking method consists of two
parts, the target modeling and the target tracking. In our
method, two stages are utilized in the part of the target
tracking. In the first stage, the mean shift algorithm is
carried out for target localization. In the second stage, a
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Figure 1: An overview of our tracking method.
feature point matching approach is employed for object s-
cale calculation. The whole process of the tracking method
is shown in Fig. 1. Since our main focus is on the tracking
of the object, we assume that the location of the target in
the first frame is known by giving the bounding box.
III. THE MEAN SHIFT TRACKER
In this section, we briefly describe the mean shift tracker
used in our method. Basically, it is similar to the object
tracker used in [5].
The target is represented by a histogram q^ =
fq^ugu=1;:::;m with m bins weighted by a spatial kernel:
q^u = C
nX
i=1
k

kxi k2

[b(xi )  u] (1)
where fxi gi=1;:::;n denotes the normalized locations of the
pixels inside the target bounding box, b(xi ) denotes the
index of its bin in the histogram, and  is the Kronecker
delta function. Similarly, the candidate object histogram
p^(y) = fp^u(y)gu=1;:::;m is calculated by:
p^u(y) = Ch
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where fxigi=1;:::;nk is the locations of the pixels inside
the candidate object bounding box centered on y, and h
denotes the bandwidth of the kernel. These histograms are
normalized histograms.
To locate the target in each frame, the algorithm search-
es for the location y where p^(y) is closest to q^. The dis-
tance between the target q^ and the candidate object p^(y) is
defined as d(y) =
p
1  ^(y), where ^(y)   [p^(y); q^] =Pm
u=1
p
p^u(y)q^u is the Bhattacharyya coefficient of the
two histograms.
An iteration process is generated to maximize the coef-
ficient. In each iteration, a higher value of the coefficient
is reached by shifting the old location y^0 of the candidate
object to a new location y^:
y^ =
Pnk
i=1 xiwig
 y^0 xih 2Pnk
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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with the weight in the equation
wi =
mX
u=1
s
q^u
p^u(y^0)
[b(xi)  u] (4)
and the function g(x) =  k0(x). The iteration process
ends when the distance between y^0 and y^ is very small.
In our method, a color histogram is used for the tracker.
On the weighting function, we use a single kernel with
Epanechnikov profile [16], that is:
k(x) =

1  x 0  x  1
0 x > 1
(5)
After the mean shift procedure, the position of the target
is located, with the initial scale of the previous frame.
IV. OBJECT SCALE CALCULATION
In this section, our approach on calculating the scale of
the target is presented. Since the image motion can be well
defined by an affine model, we develop a feature matching
procedure to solve it for identifying the scaling between
frames.
A. Feature Extraction
Considering the limited computing time for real-time
tracking, we employ FAST-9 detector [13] to detect cor-
ners as the feature points. FAST corner detector tests a
number of the contiguous pixels which are all brighter or
all darker than the center pixel to find corners. With the
acceleration by machine learning, the detector is highly
efficient to detect corners.
As for feature description, we propose to use a local
Histogram of Oriented Gradient (HOG) descriptor [14]
to describe the detected corners. The HOG feature is
computed in a small neighborhood around each corner.
The neighborhood is a block containing L1L1 cells, with
the cell size of L2  L2 pixels. For all the pixels in each
cell, the values of gradient direction samples are mapped
into [0; ) regardless of the opposite direction, and they
are distributed into adjacent histogram bins using linear
interpolation. In other words, if the angle of the gradient
direction is ,  2 [0; ), then the angle +  contributes
the same as  to the histogram H, with the voting weight
calculated by:8<: W (H(i)) = ((i+ 1)0   )  kH

kxk2

W (H(i+ 1)) = (   i0)  kH

kxk2
 (6)
where i denotes the index of the bins, 0 denotes the step
angle of the quantization,  2 [i0; (i+1)0]. If (i+1)0 =
 thenH(i+1) becomesH(0). The kernel function kH(x)
is the spatial weight and is set to be the same function as
equation (5) in our implementation. Since the direction is
unstable for the description when the gradient magnitude is
smaller than 5, we put it into an extra “invalid” bin with the
weight of 0 kH

kxk2

. After the voting, the histogram
of each cell is normalized separately. The corners detected
in an object and the HOG description of one corner are
shown in Fig. 2.
Applying local HOG descriptor to represent the object
has several advantages. Gradient implies edge information
for an object, which is often used for describing the shape
appearance of the object. It also complements with the
Figure 2: Feature extraction of an object. The image in the top shows the
corners detected in the object. The second row shows the procedure of
the feature description. The figure shows the case that L1 equals 3, and
the histogram of each cell contains 5 bins, which is used in our method.
color information we have used for the mean shift tracker
on representing the object. The distribution of the gradient
directions discard the position information of the edge,
which is more efficient and robust to well characterize the
object appearance.
In the input frame (i.e.,current frame), the position
and the scale of the target has changed with respect to
the previous frame. To make sure the same corners on
the target in the previous frame could be detected for
matching, the region for corner detection in the current
frame should be enlarged. As the position of the target
has been located by the mean shift tracker, we create a
box centered on this position that is a little larger than
the bounding box of the target in the previous frame as
the region of interest (ROI), and the corner detection and
description is applied in this ROI.
B. Feature Matching
To solve the affine model between frames, a feature
matching procedure is necessary. Now that we get two
sets of HOG features, which are the feature set of the
target in the previous frame Fp = ffp1 ; fp2 ; : : : ; fpN g and
that of the ROI region in the current frame denoted by
Fc = ffc1 ; fc2 ; : : : ; fcM g, the task is to find Nf feature
matches between these two sets.
Our algorithm uses symmetrized Kullback–Leibler di-
vergence to measure the similarity between two HOG
features:
DKL = DKL(H k G) +DKL(G k H)
=
lP
i=1
ln
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!
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where H and G are the two features with l bins, and
 is a small value ( is set to be 0.001 in our work) that
prevents dividing by zero or computing the log of zero. To
accelerate the matching process, we quantize the feature
bins and establish a look-up table for the indexing of K-L
divergence, making the matching process more efficient
than SIFT-like descriptors.
After all the divergence values between each fea-
ture in Fp and each feature in Fc are calculated, we
use a bidirectional matching algorithm similar to [17]
to match the features. Suppose the divergence between
fpi(i = 1; 2; : : : ; N) and fcj (j = 1; 2; : : : ;M) is denoted
as DKL(pi; cj) (equals to DKL(cj ; pi)), then the feature
fpi0 and the feature fcj0 are considered as a match
if DKL(pi0 ; cj0) is smaller than a threshold Dt, and it
is the smallest value among all the divergence values
DKL(pi0 ; cj)(j = 1; 2; : : : ;M) and DKL(pi; cj0)(i =
1; 2; : : : ; N). Our algorithm adds a spatial constrain that
the position of the corner represented by fcj0 in the
current frame is within d0 pixels away from the position
of the corner represented by fpi0 in the previous frame to
convince that fpi0 matches fcj0 . The threshold d0 depends
on the moving speed of the object, and a value of 20 is
appropriate for most tracking cases.
C. Scale Determination
As the target changes slightly in consecutive images,
an affine transformation model is sufficient to describe the
changes between frames. In object tracking, the scaling,
2-D rotation and translation are taken into consideration
in the affine model [18]. In this way, the 2-D coordinates
transformation of the image from the previous frame to
the current frame could be calculated by the following
equation, using the homogeneous coordinates of the point:0@ xcyc
1
1A =
0@ sx cos   sx sin  txsy sin  sy cos  ty
0 0 1
1A0@ xpyp
1
1A
=
0@ a1 a2 a3a4 a5 a6
0 0 1
1A0@ xpyp
1
1A = A
0@ xpyp
1
1A
(8)
where xp and yp denote the coordinates in the previous
frame; xc and yc denote the corresponding transformed
coordinates in the current frame; sx and sy are the scaling
along the two axes;  is the rotation angle; (tx; ty)T is the
translation vector.
The pairs of the matched corners are used as the
corresponding points between the two frames. The affine
transformation matrix A could be solved by substituting
the coordinates of the matches. Then the scaling vector
between the frames is computed by S = (sx; sy)T =
(
p
a21 + a
2
2;
p
a24 + a
2
5)
T .
Note that at least three pairs of the matches, of which
not all the points are in a straight line, are needed to
solve the model since the model has five unknowns. It
means that Nf should be no less than three. When it is
less than three, we compare three scalings for the object,
(1; 1)T , (1; 1)T +S, (1; 1)T  S, and choose the one
that yields the largest Bhattacharyya coefficient between
their histograms and that of the target model, denoted by
SE . On the other hand, more pairs of matches means more
accurate affine model we could obtain. Hence, our method
uses the strategy below to obtain the scaling of the target:
S’ =
8>>>><>>>>:
SE Nf < 3
Nf
Nt
 S+
 
1  Nf
Nt
!
 (1; 1)T 3  Nf  Nt
S Nf > Nt
(9)
where S’ = (s0x; s0y)T is the final scaling vector. Nt is the
minimum number of the matching pairs above which the
scaling may not be modified.
Once the scaling of the target between frames is calcu-
lated, a posterior confirmation process is set up to decide if
the scaling is a better option for the target. We calculate the
color histogram within the scaling bounding box, and get
the Bhattacharyya coefficient between the histogram and
that of the target model. If the coefficient is smaller than
the one calculated by the bounding box without scaling,
then the bounding box should not be scaled to make sure
that most of the target is inside the box.
V. UPDATING THE TARGET MODEL
A robust update of the target representation is required.
In our algorithm, the target is simultaneously represented
by two separate modules, the color histogram and the point
features.
In the first frame, since the bounding box of the target
is given, the color histogram is computed within the box
and the corners are also detected and described within
this image region, for initializing the target model. After
locating the target, the appearance of the target may
change. To remain the initial information of the target
as well as the current information, we update the color
histogram of the target in the following equation:
Hm = Hc + (1  )H0 (10)
where H0 denotes the initial histogram, Hc denotes the
histogram computed within the target region in the current
frame,  is the update rate. If the target in the image
sequence changes fast,  could be set to a high value.
Meanwhile, the corners detected inside the target region is
kept as the model of the target, which could well represent
the local appearance of the target in the current frame.
VI. EXPERIMENTAL RESULTS
In this section, we first briefly describe the establishing
of the proposed tracker, and then give the tracking results
compared with other scale adaptive trackers in various
image sequences to show the performance of the proposed
tracker.
In our implementation, the target histogram is calculated
in the RGB color space quantized with 16 16 16 bins.
For describing the corners, a block of 3 3 cells with the
cell size of 77 pixels is used in the HOG descriptor. The
gradient directions are quantized into 4 bins in addition
to the “invalid” bin, which means that the step angle is

4 . The threshold Dt is set to be 3 to achieve accurate
matchings. The adjustment vector for the scaling is S =
(0:1; 0:1)T in the experiments.
(a) (b)
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Figure 3: The illustration of different steps in our method. (a)The
bounding box in the previous frame and the corners detected inside the
box. (b)The locating result of the mean shift tracker in the current frame.
(c)The matched corners between the two frames within the ROI of the
current frame. (d)The final bounding box of the target with scaling. The
scaling of the object between the frames is about 1.04. To better illustrate,
a part of the image region containing the target is shown in each picture.
The processing stages of the proposed tracker is shown
in Fig. 3, where the two consecutive frames are sampled
from the car sequence. The mean shift algorithm only
gives a location with the largest probability that the target
appears, in previous scale. With the feature point matching
procedure, the scaling of the object is calculated and used
to obtain a more precise bounding box for the target.
To give an evaluation of our method, the proposed
tracker is compared with the adaptive mean shift tracker
(AMST) described in [7], the mean shift blob tracker
(BT) [6] and the feature-point-based object tracker (F-
POT). As for AMST and BT, the target is represented
by 16  16  16 RGB histogram as well. For BT imple-
mentation, the sample weight images are calculated using
the weight value for the mean shift procedure (calculated
by Equ.(4), as described in [6]). The FPOT tracker merely
uses the feature matching method described in our paper
to solve affine model between frames to locate the target,
without the mean shift procedure. The dice coefficient
metric described in [19] is employed as the evaluation
measurement. This measurement indicates the tracking
accuracy by measuring the overlap area between the esti-
mated rectangle yield by the tracker and the groundtruth
rectangle. Three representative image sequences are used
to evaluate the trackers, where the target changes scale
quickly between frames. They are the Face sequence
(an image sequence from SPEVI dataset [20]), the SUV
sequence (a sequence from PETS2001 dataset [21]) and
the Walk sequence (a sequence from CAVIAR Test Case
Scenarios [22]).
The average dice coefficients of different trackers in
each image sequence are shown in Table I. Our proposed
tracker accurately tracks the target in all the test sequences.
An intuitive comparison between the four trackers in the
Face sequence is shown in Fig. 4. In this sequence, the
target moves quickly in clutter and changes the scale fast.
The AMST tracker locates the target well, but shows its
weakness in handling the scale changes of the object.
The BT tracker is designed for the blob tracking in the
Figure 4: Tracking comparison of AMST (first row), BT (second row), FPOT (third row) and the proposed tracker (fourth row). The tracking results
in frame number 1, 74, 156, 250 of the image sequence are shown. The red rectangles in the first column indicate the initialization of the target. For
column two to column four, the red rectangles in each image indicate the tracking results of each tracker, and the green ones indicate the groundtruth.
Image Sequences AMST BT FPOT Ours
Face 0.6807 0.6523 0.2023 0.7277
SUV 0.7942 0.5718 0.7013 0.7754
Walk 0.6637 0.4014 0.8317 0.8572
Table I: Accuracy of different trackers. The highest value in each row is
shown in bold, and the second highest value is underlined.
image. Usually, the sample weight image is obtained
by calculating the probability that the pixel belongs to
the target, which determines the accuracy of the tracker.
Therefore, the BT tracker is likely to be distracted by
the background with similar color of the target. The
FPOT tracker could not well locate the target, since the
pair number of the matched feature points in the target
region between frames are sometimes too few to solve the
affine transformation model. On the contrary, our tracking
method could give both a good location of the target and a
satisfying scale of the target even in the motion blur (#74),
with the update rate  = 0:05. Fig. 5 shows the tracking
results of our proposed tracker in the SUV sequence and
the Walk sequence. The numbers of the frames in these
two sequences for testing are 256 and 190, respectively.
The figure illustrates that our tracking method yields good
results for the scale change of the target.
The computing time of the Face sequence is shown
Trackers AMST BT FPOT Ours
Time per frame(ms) 3.78 77.61 0.44 0.55
Table II: Average time cost of different trackers
in Table II for each tracker. This test is carried out in
C++ implementation on a desktop with an Intel Core 2
Duo 2.66GHz CPU, 2GB RAM. The number of the test
frames is 309 with the image size of 320  240. Among
the four trackers FPOT is the most efficient. Our tracker
performs about seven times faster than the AMST tracker,
meanwhile far more efficiently than the BT tracker, which
has a firm ability to deal with real-time processing tasks.
VII. CONCLUSIONS
A scale adaptive tracking method which combines an
efficient feature point matching approach with the mean
shift tracker is described in the paper. We have illustrated
that with accurate matching of the feature points of two
consecutive frames in image sequences to solve the affine
transformation between them, the scaling of the object
can be well calculated. Experimental results show that the
proposed method is able to handle fast scale change of
the target, with a real-time efficiency. Our future work
will focus on the auto selection of the update rate for the
target histogram.
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Figure 5: Tracking results of the proposed tracker in different image
sequences. The frame number is given below each image.
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