With respect to multiple attribute group decision making (MAGDM) problems in which both the attribute weights and the expert weights take the form of real numbers, attribute values take the form of intuitionistic linguistic numbers, the group decision making methods based on some generalized dependent aggregation operators are developed. Firstly, score function and accuracy function of intuitionistic linguistic numbers are introduced. Then, an intuitionistic linguistic generalized dependent ordered weighted average (ILGDOWA) operator and an intuitionistic linguistic generalized dependent hybrid weighted aggregation (ILGDHWA) operator are developed. Furthermore, some desirable properties of the ILGDOWA operator, such as commutativity, idempotency and monotonicity, etc. are studied. At the same time, some special cases of the generalized parameters in these operators are analyzed. Based on the ILGDOWA and ILGDHWA operators, the approach to multiple attribute group decision making with intuitionistic linguistic information is proposed. Finally, an illustrative example is given to verify the developed approaches and to demonstrate their practicality and effectiveness.
comprehensive membership degree to the ideal solution for each alternative. The intuitionistic linguistic variables have the following advantages.
(1) The intuitionistic linguistic variables are more accurate to express fuzzy information than the uncertain linguistic variables. The linguistic variables are easy to deal with qualitative information, in general, we need assign a linguistic set which contains some linguistic terms, but in practical application, we may not select a linguistic term from the linguistic set to accurately express the evaluation information for an evaluation objective, it may be between two terms, we can express it by the uncertain linguistic variables, but this is not accurate. Now we can use the intuitionistic linguistic variables to more accurately express it, we select a linguistic term, which is closest to the evaluation information, from the linguistic set firstly. Then we give the membership degree and non-membership degree to this linguistic term. This constitutes an intuitionistic linguistic number. For example, we can evaluate the performance of a car by the linguistic set S = (s 1 , s 2 , s 3 , s 4 , s 5 , s 6 , s 7 ) = {extremely poor, very poor, poor, slightly poor, fair, slightly good, good, very good, extremely good}. Perhaps, we think the performance evaluation result is higher than "good" (s 5 ) and lower than "very good" (s 6 ), generally, we can use the uncertain linguistic number [s 5 , s 6 ] to express this evaluation result, but this is not accurate, because it merely provides a range. In this situation, we can use an intuitionistic linguistic number for the car evaluation; firstly, we can give a linguistic term (s 6 ), then we give the membership degree (0.8) and non-membership degree (0) to s 6 . So, the intuitionistic linguistic number is s 6 , (0.8, 0.0) . Of course, if we use a linguistic term (s 5 ), it will not fully express the evaluation information, because the membership degree will be 1 and non-membership degree is 0. If we use linguistic term (s 7 ), the membership degree to s 7 may be 0.7 and non-membership degree to s 7 may be 0.1, etc. So, we think the intuitionistic linguistic variables can express the evaluation information more accurate than the uncertain linguistic variables.
(2) The intuitionistic linguistic variables are easier to express fuzzy information than intuitionistic trapezoidal fuzzy information. The intuitionistic linguistic variables are built based on intuitionistic trapezoidal fuzzy numbers, in practice, it is difficult to give an intuitionistic trapezoidal fuzzy number for an evaluation objective by experts, because trapezoidal fuzzy number cannot be given directly and it is usually transformed from the linguistic variable. So, the intuitionistic linguistic variables can express fuzzy information more direct than the intuitionistic trapezoidal fuzzy information.
The information aggregation operators are an interesting research topic, which is receiving increasing concern. Yager [17] introduced the ordered weighted averaging (OWA) operator which is a useful tool for aggregating the exact inputs. The key of the OWA operator is to determine its associated weights. Yager [18] introduced some approaches to generating the dependent weights associated with the OWA operators. Xu [19] gave a detailed state-of-the-art description of the field, and developed a simple method to obtain the OWA weights based on the normal distribution (Gaussian distribution). Yager [20] further proposed the generalized ordered weighted averaging (GOWA) operator which is an extension of the OWA operator. Li [21] , Zhao et al. [22] further proposed the generalized aggregation operators for intuitionistic fuzzy sets. Merigó and Casanovas [23] presented the generalized hybrid averaging (GHA) operator. It is able to generalize a wide range of mean operators such as the HA, the hybrid geometric averaging (HGA), the hybrid quadratic averaging (HQA), the generalized ordered weighted averaging (GOWA) operator and the weighted generalized mean (WGM). A key feature in GHA operator is that it is able to deal with the weighted average and the ordered weighted averaging (OWA) operator in the same formulation. Merigó and Casanovas [24] introduced the fuzzy generalized hybrid averaging (FGHA) operator for the multi-attribute decision making problems in which the attribute values take the form of the fuzzy number; this expanded the application scope of GHA operator. However, most of the existing aggregation operators do not take into account the relationship between the values being fused. Xu [25] proposed some dependent OWA operators, in which the associated weights depend on the aggregated arguments. The prominent characteristic of this dependent OWA operator is that it can relieve the influence of unfair arguments on the aggregated results. Furthermore, Xu [26] developed some dependent uncertain ordered weighted aggregation operators, including dependent uncertain ordered weighted averaging (DUOWA) operators and dependent uncertain ordered weighted geometric (DUOWG) operators, in which the associated weights only depend on the aggregated interval arguments. Wei [27] developed a dependent uncertain linguistic ordered weighted geometric (DULOWG) operator to aggregate uncertain linguistic variable.
The intuitionistic linguistic variables are very suitable to be used for depicting uncertain or fuzzy information, and research on the multiple attribute group decision making problems based on the intuitionistic linguistic variables has a great significance. Motivated by the idea of dependent aggregation operator proposed by Xu [25, 26] and the generalized aggregation operators proposed by Yager [20] and Zhao et al. [22] , this paper proposes some operators, such as an intuitionistic linguistic generalized weighted average (ILGWA) operator, an intuitionistic linguistic generalized dependent ordered weighted average (ILGDOWA) operator and an intuitionistic linguistic generalized dependent hybrid weighted average (IL-GDHWA) operator. Furthermore, some desirable properties of the ILGDOWA and ILGDHWA operators are studied. At the same time, some special cases of the generalized parameters in these operators are analyzed.
Preliminaries

The linguistic set and its extension
Suppose that S = (s 0 , s 2 , . . . , s l−1 ) is a finite and totally ordered discrete term set, where l is the odd value. In real situation, l is equal to 3, 5, 7, 9 etc. For example, when l = 9, a set S could be given as follows:
= {extremely poor, very poor, poor, slightly poor, fair, slightly good, good, very good, extremely good} Usually, for any linguistic set S, it is required that s i and s j must satisfy the following additional characteristics [30, 31] Furthermore, in order to preserve all the given information, Herrera et al. [30] proposed that the discrete linguistic label S = (s 0 , s 2 , . . . , s l−1 ) is extended to a continuous linguistic labelS = {s α | α ∈ R} which satisfies the above characteristics.
For any linguistic variables s i , s j ∈S, the operations are defined as follows [32, 33] :
The intuitionistic linguistic set (ILS)
Here
The numbers u A (x) and v A (x) represent, respectively, the membership degree and non-membership degree of the element x to linguistic index h θ(x) .
For each ILS
an intuitionistic linguistic number, and A can also be viewed as a collection of the intuitionistic linguistic number (ILN).
So, it can also be expressed as
represents the hesitancy degree, and it can also be called the intuitionistic linguistic fuzzy degree. For convenience, denote an ILN bỹ
) be two ILNs and λ 0, then the operations of ILNs are defined as follows [16] 
In order to compare two intuitionistic linguistic numbers, motivated by the formulas proposed by Refs. [28, 29] , we can give the comparison method by Definitions 3, 4 and 5.
) be an ILN, the expected value E(ã 1 ) and score function S(ã 1 ) of an ILNã 1 can be represented as follows
) are any two ILNs, then:
) be any two ILNs, then the normalized Hamming distance betweenã 1 andã 2 is defined as follows:
GOWA operator
Definition 7.
A GOWA operator of dimension n is a mapping GOWA:
The intuitionistic linguistic generalized dependent ordered weighted aggregation operators
. . ,n) be a collection of the ILNs, and ILGWA :
where Ω is the set of all intuitionistic linguistic numbers, and
λ is a parameter such that λ ∈ (0, +∞), then ILGWA is called the intuitionistic linguistic generalized weighted aggregation operator. According to the operations of ILNs, formula (15) can be transformed into the following form by using mathematical induction on n:
Some properties of the ILGWA operator are shown as follows.
(
The ILGWA operator reduces to the intuitionistic linguistic weighted geometric (ILWG) operator.
The ILGWA operator reduces to the intuitionistic linguistic weighted aggregation (ILWA) operator.
. . ,n) be a collection of the ILNs, then we define the mean of these
Motivated by Ref. [26] , we can give the definition of similarity degree between two ILNs shown as follows. 
the degree of similarity between the jth largest ILNã δ( j) and the meanx, where
In real-life decision making problems, the decision making experts may have personal biases, some individuals may give unduly high or unduly low preference values to their preferred or repugnant objects. In such a case, we shall assign a lower weight to a biased evaluation, that is to say, the closer a preference value is to the mid one(s), the more the weight is [26] . So, based on (20), we can define the weights as 
. . ,n) be a collection of the ILNs, and letx
. . ,n) be a collection of the ILNs, and ILGDOWA :
where w = (w 1 , w 2 , . . . , w n ) T is a weight vector which is defined by formula (21)
. . ,n, λ is a parameter such that λ ∈ (0, +∞), then ILGDOWA is called an intuitionistic linguistic generalized dependent ordered weighted aggregation operator.
By formula (21), formula (22) can be expressed as
So we can replace (23) by (24) Consider that the aggregated value of the ILGDOWA operator is independent of the ordering, thus it is also a neat operator [26, 18] .
According to the operations of ILNs, formula (24) can be transformed into the following form by using mathematical induction on n:
Some properties of the ILGDOWA operator are shown as follows.
(1) When λ → 0,
The ILGDOWA operator reduces to the intuitionistic linguistic dependent ordered weighted geometric (ILDOWG) operator.
(2) When λ = 1,
The ILGDOWA operator reduces to the intuitionistic linguistic dependent ordered weighted aggregation (ILDOWA) operator.
The ILGDOWA operator has the following properties:
Proof. Sinceã j =ã, for all j, we have
Theorem 4 (Boundedness). The ILGDOWA operator lies between the max and min operators:
The ILGWA operator only considers the object weight, and in ILGDOWA operator, we assumed that all of the objects (a 1 , a 2 , . . . , a n ) being aggregated were of equal importance. However, in many cases, the importance degrees should not be treated as equally important, thus, need to be assigned different weights. Here, we shall consider the effect on the dependent operations of having differing importance of the objects. Assume that each being aggregated has a weight ω i ∈ [0, 1] indicating its importance. So, we can define a new aggregation operator to process this case. 1, 2, . . . ,n) be a collection of the ILNs, and ILGDHWA :
Definition 12. Letã
where Ω is the set of all intuitionistic linguistic numbers, and ω = (ω 1 , ω 2 , . . . , ω n )
T is the weight vector ofã So we can replace (27) by
1/λ (29) According to the operations of ILNs, formula (29) can be transformed into the following form by using mathematical induction on n:
1/λ (30) Some properties of the ILGDHWA operator are shown as follows.
The ILGDHWA operator reduces to the intuitionistic linguistic dependent hybrid weighted geometric (ILDHWG) operator.
The ILGDHWA operator reduces to the intuitionistic linguistic dependent hybrid weighted aggregation (ILDHWA) operator.
Theorem 5.
The ILGDOWA operator is a special case of the ILGDHWA operator.
This completes the proof of Theorem 5. ∈ S. Then, the ranking of alternatives is required.
In the following, we apply these operators, such as the ILGWA operator, the ILGDOWA operator and the ILGDHWA operator, to multiple attribute group decision making based on intuitionistic linguistic information.
The methods involve the following steps:
Step 1. Calculate the comprehensive evaluation values of each alternative for each expert by ILGWA operator. The evaluation information given by three experts. Step 2. Calculate the degree of similarity s(r
wherex i is mean of (r andx i defined in Definition 6.
Step 3. Calculate the comprehensive evaluation value of each alternative for collective group. If the expert weight is not assigned, we can use the ILGDOWA operator to aggregate this information, otherwise, we can use the ILGDHWA operator.
Step 4. Rankz i (i = 1, 2, . . . ,m) in descending order by using the ranking method of intuitionistic linguistic number described in Definition 7.
Step 5. Rank all the alternatives and select the best one(s) in accordance with the ranking ofz i (i = 1, 2, . . . ,m).
Step 6. End. Table 1 .
Illustrative examples
Two examples
The steps of decision making are shown as follows.
(i) Calculate the comprehensive evaluation values for each expert byr This result shows that the technology innovation capability of the enterprise is between s 3 and s 4 , i.e. between "slightly good" and "good". Example 2. Let us suppose an investment company, which wants to invest a sum of money in the best option. There is a panel with four possible alternatives in which to invest the money:
(1) A 1 is a car company; (2) A 2 is a computer company; (3) A 3 is a TV company; (4) A 4 is a food company.
The investment company must make a decision according to the following four attributes (suppose that the weight vector of four attributes is ω = (0.32, 0.26, 0.18, 0.24)
(1) C 1 is the risk analysis; (2) C 2 is the growth analysis; (3) C 3 is the social-political impact analysis; (4) C 4 is the environmental impact analysis. 
(v) Rank all the alternatives.
According to the ranking of score function S(z i ), the ranking is A 2 A 4 A 1 A 3 .
Discussion
In order to illustrate the influence of the parameter λ on decision making of this example, we use the different values λ in steps (i) and (iii) to rank the alternatives. The ranking results are shown in Table 7 .
As we can see from Table 6 , the ordering of the alternatives may be different for the different values λ in ILGWA and ILGDHWA operators. Thus, the organization can properly select the desirable alternative according to his interest and the actual needs. In addition, in order to verify the validity of this method, we use the method proposed by Wang and Li [16] to this example, the alternatives can be ranked as A 2 A 4 A 1 A 3 . It has the same ranking result. 
Conclusion
The traditional dependent OWA operator and the generalized aggregation operators are generally suitable for aggregating the information taking the form of numerical values, and yet they will fail in dealing with intuitionistic linguistic variables. In this paper, with respect to multiple attribute group decision making (MAGDM) problems in which both the attribute weights and the expert weights take the form of real numbers, attribute values take the form of intuitionistic linguistic numbers, the group decision making methods based on some generalized dependent aggregation operators are developed. These operators include an intuitionistic linguistic generalized dependent ordered weighted average (ILGDOWA) operator and an intuitionistic linguistic generalized dependent hybrid weighted aggregation (ILGDHWA) operator. Furthermore, some desirable properties of the ILGDOWA operator, such as commutativity, idempotency and monotonicity, etc. are studied. At the same time, some special cases of the generalized parameters in these operators are analyzed. Based on the ILGDOWA and ILGDHWA operators, the approach to multiple attribute group decision making with intuitionistic linguistic information is proposed. Because the associated weights only depend on the aggregated input arguments, these methods can relieve the influence of unfair input arguments on the aggregated results by assigning low weights to those "false" and "biased" ones. Finally, an illustrative example has been given to show the steps of the developed methods. In the future, we shall continue working in the extension and application of the developed operators to other domains.
