Abstract-Iu this paper we consider the problem of controlling a mhotic system using the projection of 3D lines in the image plane of central catadioptric systems. Most of the eNort in visual servaing are devoted to points, wly few works have investigated the use of lines in visual semoing with traditional cameras and none has explored the case of omnidirectional cameras. First a generic central catadioptric interaction matrix for the projection of 3D straight lines is derived fmm the projection model of an entire class of camera. Then an image-based contml law is designed and ralidated thmugh simulation results.
I. INTROINCTION
Vision-based servoing schemes are flexible and effective methods to control robot motions from cameras observations 1131. They are traditionally classified into three groups, namely position-based, image-based and hybridbased control [Ill, 1131, [15] . These three schemes make assumptions on the link between the initial, current and desired images since they require correspondences between the visual features extracted from the initial image with those obtained from the desired one. These features are then tracked during the camera (andlor the object) motion. If these steps fail the visually based robotic task can not be achieved [8] . Typical cases of failure arise when matching joint images features is impossible (for example when no joint features belongs to initial and desired images) or when some parts of the visual features get out of the field of view during the semoing. Some methods have been investigated to resolve this deficiency based on path planning cameras. This paper is concerned with this last issue. We derive a generic analytical form of the central catadioptric interaction matrix for the image of 3D straight lines which can be exploited to design control laws for positioning task of a six degrees of freedom manipulator or for trajectory following task for a mobile robot.
The remainder of this paper is organized as follows. In Section LI, following the description of the central catadioptric camera model, lines projection in the image plane is studied. This is achieved using the unifying theory for central panoramic systems introduced in [12]. In Section I11 the classical image-based control law we have used, is briefly presented. We derive then a generic analytical form of the interaction matrix for projected lines (conics) and finally, we focus on the case of cameras combining a parabolic mirror and an orthographic camera. In Section IV, simulated results are presented.
CENTRAL CATADIOPTRIC PROJECTION OF LINES
In this section, we describe the projection model for central catadioptric cameras and then we focus on 3D lines features. 
A. Camera model
As noted previously, a single center of projection is a desirable property for an imaging system. A single center implies that all lines passing through a 3D point and its projection in the image plane pass through a single point in 3D space. Conventional perspective cameras are single view point senson. As shown in [2], a central catadioplric system can be built by combining an hyperbolic, elliptical or planar mirror with a perspective camera and a parabolic mirror with an orthographic camera. To simplify notations conventional perspective cameras will be embedded in the set of central catadioptric cameras. In I121, a unifying theory for central panoramic systems is presented. According to this generic model, all central panoramic cameras can be modeled by a cenual projection onto a sphere followed by a central projection onto the image plane (see Fig. 1 ). This In the sequel, we will assume without loss of generality that the matrices K and M are equal to the identity matrix, the mapping function describing central catadioptric projection is then given by x = f(X)
B. Prujection of Lines
In order to model lines projection in the image of a central imaging system, we use the Plucker coordinates of lines (refer to Fig. 2) . Let P be a 3D point and U = Let us note that the equation (4) is defined up to a scale factor. We thus normalize (4) using A5 to obtain unambiguous representations, the quadratic equation is thus rewritten as follow:
Box2 + Bly2 + 2B2xy + 2B3x + ZB4y + 1 = 0 (6) with Bi = 2, The case n2 = 0 corresponds to a degenerate configuration of our representation where the optical 
Since nTu = 0, note also that U ; can be rewritten as : 
In order to compute the control law (9) it is_necessary to provide an approximated interaction matrix J . In the sequel, a generic analytical form of the interaction matrix for central catadioptric system is derived from the projection model of lines.
B. Generic Image Jacobian
jected line (conic) in the central catadioptric image as:
Let us first define the observation vector 6, for a pro- where [n] denotes the antisymetric matrix associated to the vector n. The Jacobian J,,j is obtained by computing the partial derivative of (10) with respect to ni and using (7):
The interaction matrix can finally be computed by combining the equations (12) and (13) according to relation (11).
Note that the rank of the interaction matrix given by (1 1) is 2. At least three lines are thus necessary to control the 6 dr,S of a robotic ann. As can be seen on equation (12), only the 3D parameters U= and uy have to be introduced in the interaction matrix. As usual when visual informations are used in image-based control, these parameters only act on the translation velocities. As previously explained, a chosen estimation of the interaction matrix is used to design the control law. The value of J at the desired position is a typical choice. In this case, the 3D parameters have to be estimated only for the desired position. In the next pan,
we study the particular case of paracatadioptric camera (parabolic mirror combined to orthographic camera).
C. A case study: paracamdioptric coweras
In the case of paracatadioptric cameras, we have E = 1, a = 0 and 7 = 1. The lines are projected onto the image plane as circles. It can be noticed that A2 = 0 and Aa = A1 = -As and thus the observation vector can he reduced as si = [B3 B4IT. Note also that a line'is projected as a circle of center xe = B3. y, = BI and radius (8; +Bi + l)l/z. Minimizing the task function e can thus he interpreted as minimizing the distance between current and desired centers of circles by moving the camera.
According to equation (13). the Jacobian J,,, can he reduced as follow:
The rank of the image Jacobian is 2. The six degrees of freedom of a robotic ann can thus be fully controlled using three projected lines as long as the lines define three different interpretations planes.
Iv. SIMULATION RESULTS
In this section, we present simulation results of central catadioptric visual servoing from lines. In the first simulations, we have considered two positioning tasks of a 6 dof robotic arm. The last simulation concerns a task of line following with a mobile robot.
A. Positioning task
The value of J at the desired position has been used. We have considered two positioning tasks. From an initial position, the robot has to reach a desired position expressed as a desired observation vector. The hrst simulation concerns a camera combining an hyperbolic mirror and a perspective camera (Figs. 4, 5 and 6 ). The second simulation concerns a camera combining a parabolic mirror and an orthographic camera (Figs. 7, 8 and 9 ). Figures 6 and 9 showing the errors between desired and current obsemation vectors, the positioning task is correctly realized as well for the hyperbolic-perspective camera as for th; parabolic-orthographic camera. Note finally, that these results confirm that visual servoing schemes can benefit from the use of central catadioptric vision systems to cope with visibility constraints.
E. Line following
Catadioptric image-based visual servoing from lines can he used to achieve trajectory following with a mobile robot. In this simulation, the angular deviation of a mobile robot with respect to a straight line is regulated to a desired value using its projection in the paracatadioptric image (parabolic mirror and orthographic projection), In this case, only one ; /--': 3 degree of freedom has to be controlled and thus one feature I . . !extracted from the image is necessary. The camera frame !is supposed confounded with the robot control frame. In this configuration, the camera frame and the mobile robot /are thus subjected to the same kinematic constraints. The kinematic screw is only composed with a linear velocity i , :
along the x-axis and an angular velocity about the optical L--=*raxis. To drive the mobile robot parallel with respect to a 3D line (see Fig. lO(d) ), the linear velocity can be taken as a constant and only the lateral deviation (the rotation about the z-axis) has to be controlled. 
V. CONCLUSIONS
Visibility constraints are exmemely important for visual servoing applications. To Overcome these constraints, tbe wide field of view of central catadioptric cameras can be exploited. We have addressed the problem of controlling a robotic system by incorporating observations from a central catadioptric camera. A generic image Jacobian which can be used to design image-based control laws, has been derived from the model of line projection. Future work will be devoted to integrate in the control law nonholonomic constraints and to study path planning in central catadioptric image space.
