Let J.l be the Jacobi measure on the interval [-I, I] and introduce the discrete Sobolev-type inner product '(c) where c E (1,00) and M, N are non negative constants such that M + N > O. The main purpose of this paper is to study the behaviour of the Fourier series in terms of the polynomials associated to the Sobolev inner product. For an appropriate function f, we prove here that the Fourier-Sobolev series converges to f on the interval (-I, I) as well as to f( c) and the derivative of the series converges to f' (c). The term appropriate means here, in general, the same as we need for a function f(x) in order to have convergence for the series of f(x) associated to the standard inner product given by the measure J.l. No additional conditions are needed.
INTRODUCTION
Let J1 be a finite positive Borel measure on the interval [-1, 1] such that supp J1 is an infinite set and let c be a real number on (1, 00). For f and g in L 2 (J1) such that there exits the first derivative in c we can introduce the Sobolev-type inner product In order to obtain this result we need previously some estimates for Bk(X) in [-1, 1] U {cl and also for B,,(c). They are obtained in Section 3 not only for the Jacobi measure but for any measure J1 which belongs to Szego class. We start with a representation of Bk(X) in terms of the polynomials (qnCx)):o orthonormal with respect to the measure (c -x)2dJ1(x). In Section 2 we prove that and that the constants An, Bm Cn have limit points provided that the measure Il has ratio asymptotics. One consequence of this result is the asymptotics for the polynomials Bk(X) and the asymptotic behaviour of their zeros. This is well known from papers by G. Lopez, F. Marcellan and W. Van Assche ( [2] , [4] ) where they solved this problem using a different representation of the polynomials Bk(X).
(j, g) = f/(x)g(X)dJ1(X) + A({(c)g(c) + Nf'(c)g'(c)
The fact that the point c is outside the interval [-1, 1] plays an important role in the whole paper because it allows the function Ij(x -ci to be continuous in the interval and the Sobolev space behaves as a vector space with two real components and the other on L2(1l). Notice that some estimates of polynomials Bk when c = 1 have been obtained in [1] . It remains open the problem of the estimates when c E (-1, 1).
ASYMPTOTIC FORMULAS
We will denote by (Pn(x»:o the sequence of orthononnal polynomials with respect to dll(x) and by (/In(x)):o and (qn(x»:o the orthononnal sequences with respect to (c -x)dll(X) and (c -xidll(x) respectively. We will also denote by k(1tn) the leading coefficient of any polynomial 1tn(x) and Bn(x) the orthononnal polynomials with respect to the inner product (1) as it was said.
Since there are important differences for the different choices of M and N, we will start with M > 0 and N > 0 and, in the next subsection, cases N = 0 and M = 0 will be studied separately.
Case
In this paragraph, we assume that Il' > 0 a.e., i.e., the polynomials Pn(x), qn(x) and qn(x) have ratio asymptotics. 
On the other hand, since 
because Bn(c) and B~(c) are bounded from the orthonormality of Bn(x).
Let A be a family of non negative integers such that limnEA An = a and lirnnEA Bn = h. As it is well known, (see [5] and [6] ), if J1,' > 0 a.e. then lirnnEA Cn = 1/4a (notice that a> 0 because Cn are bounded) and
where Tk(X) = cos(kO), x = cos 0, are the Tchebichef polynomials of the first kind.
As a consequence, from (2) and (3) and Theorem 2.1 we obtain Bn(x)
.2 as well as the definition in page
.. , n -3 and the asymptotic formula i).
The Sobolev polynomials satisfy a five term recurrence relation and its coefficients behave as the ones of standard orthogonal polynomials. THEOREM 
There are constants (Xn,Pn' Yn such that
2'" " ,.. ,.. " (x -c) Bn(x) = (XnBn+2(X) + PnBn+I(X) + YnBix) + Pn_1Bn-I(X) + (Xn-2Bn-2(X), n 2: O. Man'over, if /1' > 0 a.e. then
I . 1
Proof Recurrence relation is a straightforward consequence of the fact that
For the asymptotic behaviour of the coefficients we have
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Finally, from we get
for any continuous function on [-1, 1] .
From the properties of qix) and taking into account that
In the same way, this relation holds for k = 0 and k = 1.
Cases N = 0 and M = 0
Because our goal is to study Fourier series in Jacobi-Sobolev polynomials, from now on we will assume that the measure It belongs to the Szego class, i.e.,
In case N = 0 this is not important because the same proof given in Theorem 2.1 works here. However, in case M = 0, the proof given here needs strong asymptotics for the polynomials qn(x). lim Rn = -c.
Since Bn(c) are bounded because of the orthononnality condition, and 
Bn(c) . (iin(c) )
for a family of non-negative integers A, where A is a limit point of An.
Then A2 = C -~/2 and i) is proved.
In case ii) we have
From the boundedness of B~(c) and the asymptotic properties of qnCx) we have Let A be a sequence of non negative integers such that limneA An = A and limneA Bn = B which exist because An, Bn and Cn are bounded.
where <p(c) = c + ~.
On the other hand,
and hence IB~(c)1 :::: K/n(ep(c)t-I for some constant K. As a consequence, limn->oc B~(c)qn-I (c) = 0. Taking into account that the last relation yields
and thus we have
After some calculations, equations (7) and (8) 
and limn~oo IXn = ;\, limn~oo f3n = -c, limn~oo Yn = c 2 + t •
In both cases we get COROLLARY 
Iff(x) is a continuous function in [-1, IJ then
Finally, we include here the maximality of the polynomials in the Sobolev space for the different possible choices of M and N.
iii) When N > 0, the family 4> U {1,x -c} is maximal in the Hi/bert space associated with the Sobolev product given in (1) . 
./i)dv(t) J[(c-li,(c+li]
which means that !f(c + 0 • We need a Christoffel-Darboux type formula which was proved in [3] . THEOREM 
When N > 0, the Sobolev polynomials B,,(x) satisfy the following Christoffel-Darboux type formula
2 2 " A A [(x -c) -(y -c) ] L Bix)Bj(y) j=O
= (J(,,[B"+2(X)B,,(y) -B,,(x)B,,+2(Y)] + (J(,,-l[B,,+l (X)B"_l (y) -B,,-l(X)B,,+l(Y)] + p"[B,,+1 (x)B,,(y) -B,,(x)B,,+l (y)]
where (J(" and P" are the coefficients of the five term recurrence relation of B" (x)
• In case N = 0, we have standard orthogonality as well as the standard
Christoffel-Darboux formula. • In particular, if Il is the Jacobi measure we know the function h(x) and it will be very useful for the study of Fourier series. Also in order to study Fourier series of Sobolev polynomials, we need estimates for Bn(c) and B~(c). . . . . . Moreover for any polynomial1tn_l(x) of degree at most n -1. Then
ESTIMATES FOR SOBOlEV POLYNOMIALS
Then, for a measure in Szego class, we get with the associated nonn 1I·lIs derived from the Sobolev inner product
is also a Hilbert space because Ilf(x)lI; = Ilf(x)lI~
and a Cauchy sequence in S is a Cauchy sequence in L 2 (Jl) and in the point c. Moreover, the maximality of the polynomials was seen in 
n-+oo n-+oo
If we apply this to the functionsJi(x) andh(x) defined by
and N L~o iJ~(c)ih(x) respectively. Thus, we get
k=O From now on, the Jacobi measure, dJ1.
f3 > -1, will be considered, and the behaviour of the corresponding Fourier-Sobolev series will be studied. We know that the Jacobi orthonormal polynomials p~rx.P)(x) satisfy (see [7] , Theorem 3.14 in page 101) 
and iii) are proved, so we only have to prove i). Let us denote
On the other hand, Christoffel-Darboux formula gives (f.1,) . Hence, it also belongs to L2«t -cidf.1,(t» and
follows from Theorems 2.1 and 2.4. As a consequence, each term in the last sum tends to zero and the theorem is proved. Proof In the same way as before, we only have to prove that J~lf(t)Dn(x, t)dJ1(t) converges to f(x). Moreover,
Ix-II::::c5
where X~-.5,x+.5)(t) is the characteristic function of the interval, belongs to L (Jl), using the Christoffel-Darboux formula and with the same procedure as in the last Theorem, the term I~I)(x) tends to zero uniformly in closed sub intervals of (-1, 1) . For I; (x) we can write I~2)(x) ::.: as well as L~n dkdk-I :::: (L~n df)I/2(L~n dLI)I/2 and the estimates for Bk(e) and for B~(e), we get
J(x?-J(t) 2 Bn+1 (t»dJl(t) I

Ix-tl<.5 (x -c) -(t -c) + IPnIIBn+1(X)IIJ J(x? -J(t) 2 Bn(t)dJl(t) I
Ix-tld (x -c) -(t -c) + IPnIIBn(X)IIJ J(x? -J(t) 2 Bn+1(t»d Jl (t)l·
As a consequence (see Theorem 3.3 in pag. 137 of [7] ), L~o e~ log2 k < 00 and it yields (see Theorem 2.5 in pag. 126 of [7] ), L~=OekBk(x) converges a. 
