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ABSTRACT 
 
Demand for miniaturized electronic devices has given rise to new challenges in thermal 
management. Integration with graphene, a two-dimensional (2D) material with excellent thermal 
properties, allows for further reduced sizes and combats thermal management issues within novel 
devices. Moreover, due to its wide availability and adequate thermal properties, liquid water is 
commonly used within traditional thermal systems to enhance cooling performance; as such, water 
is expected to yield similar performance in smaller-scale applications. However, at reduced sizes 
descending to the nanoscale realm, system behaviors deviate from traditional macroscale-based 
theory as interfacial effects become amplified. Employing insight provided by molecular dynamics 
simulations, this thesis investigates momentum and thermal transport characteristics, stemming 
from interfacial interactions, of graphene/water systems to unravel their nanoscale contributions 
on system-wide thermal performance. 
The convective heat transfer process for a laminar flow of liquid water in graphene 
nanochannels is emphasized as a joint assessment of momentum and thermal transport, with 
understandings obtained from initial investigations. In preliminary momentum transport analysis, 
wettability assessments identified graphene/water system behavior as highly dependent on 
interfacial surface interactions. Extension to flow simulations further revealed that surface 
interactions significantly impact momentum transport of flowing water behavior and slip 
development; attributing to the anatomically smooth nature of 2D graphene, slip flow is observed 
even in cases of extreme hydrophilicity. In thermal transport assessments, increasing surface 
interactions are shown to enhance heat transfer due to decreased interfacial thermal resistance. In 
convection heat transfer analysis, momentum and thermal transport are found to be strongly 
correlated; however, thermal transport was determined to be more influential on resultant system 
characteristics than momentum transport. Additionally, system size dependence on momentum 
and thermal transport is observed, with convective performance suggested as the ratio of thermal 
slip length to system size. 
Findings presented in this thesis are expected to enhance knowledge of the physics behind 
solid/liquid interfacial phenomena and establish more accurate descriptions of nanoscale 
momentum and thermal transport. Although constrained by limited dimensional/time scales, this 
work is anticipated to aid in laying the ground work for understanding nanoscale thermal 
characteristics, with aim at developing novel thermal systems. 
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INTRODUCTION 
Demand for miniaturized, high power and efficient electronics devices has spurred many 
research efforts and beneficial innovations within the industry. However, as researchers push 
towards sizes descending into the micro- and nano-scale level, difficulties in thermal management 
and heat dissipation become of increasing concern [1]. To combat these issues, investigators have 
looked to new materials and techniques as potential avenues to mitigate excessive heat build-up. 
At the turn of the century, new developments in experimental synthesis presented new 
opportunities in the form of exploration into the characteristics of two-dimensional (2D) materials 
(e.g., graphene, h-BN, MoS2, etc.). From initial and subsequent research endeavors, graphene, in 
particular, was hailed as a “novel” material with immense applicational potential due to its 
excellent thermal and electrical conductive properties [2-4]. Parallel to these events in the early 
2000s, computational capabilities also exploded during this time period. Allowing for more 
affordability and thus, accessibility to numerically-based studies, researchers capitalized on 
utilizing computational means to circumvent the costly procedures of experimental efforts. 
Moreover, computational simulations afforded researchers a vast number of investigational 
possibilities into the exploration of numerous dimensional and time scales (i.e., quantum, 
molecular, meso, etc.) for insight on minute details otherwise unaccounted for within experiments. 
Stemming from this, many different methods have been proposed as solutions to scientific and 
engineering conundrums; namely, the utilization of nano-/micro- structuring and material 
interactions with fluids to alleviate excessive heat buildup within small dimensional scales [5, 6]. 
When dimensional sizes are decreased to the nanoscale level, the fundamental principles 
of fluid and thermal dynamics are shown to deviate from their theorized macroscale or continuum 
behavior [7-17]. Therefore, fundamental understandings of the mechanisms behind these 
phenomena must be uncovered to enable utilization of past research developments within 
innovative applicational areas. 
1.1 Significance of Transport Phenomena in Nanoscale Systems  
Transport phenomena pertains to the exchange of energy, mass, and momentum transfer 
within a system of interest. All of which are based on similar mathematical frameworks to provide 
fundamental analysis within engineering, physics, chemistry, etc. Over the past few hundred years, 
investigations into the interworkings of energy, mass, and momentum transfer have developed 
extensive mathematical behavioral descriptions of transport phenomena and processes (e.g., heat 
conduction [energy transfer], molecular diffusion [mass transfer], and fluid flow [momentum 
transfer]). These investigations have led to universally accepted conservation laws and theories 
based on continuum approximations such as the Laws of Thermodynamics, Fourier’s Law of Heat 
Conduction, the Navier-Stokes equations, Newton’s Laws of Viscosity, Fick’s Laws of Diffusion, 
and many more. 
 Developments in computational abilities and numerical assessments have enabled for 
evaluations of fundamental particle behaviors at decreased dimensional scales. The conduct and 
mannerisms of particles and atomistic interactions act as the basis for outward macroscale 
characteristics of any particular media, and are what provides the foundation for theoretical laws 
and continuum descriptions. As researcher began to investigate the application of macroscale 
2 
theories for the description of nanoscale molecular behavior, many studies found deviations from 
hypothesized conduct [12, 16]. Within studies of individual solid and liquid media interactions, in 
addition to interactions between the two, contact interfaces were found to be of critical importance 
within the determination of thermal properties and resultant momentum-based characteristics [18]. 
Namely, nonconformity to the continuum based no-slip boundary condition was observed within 
viscous flows on incompressible liquids [8, 9, 12, 13, 19-21], and temperature discontinuity was 
reported to occur at nanoscale interfaces [22-26]. As such, contributions of interfacial interactions 
and their effects can significantly affect observed material properties; these effects become 
amplified within nanoscale systems and can lead to considerable property augmentation relative 
to that of bulk materials. Thus, as dimensional scales of thermal and electronic devices continue 
to decrease, it is of great importance to understand the fundamental mechanisms behind interfacial 
effects on momentum and thermal transport, and their subsequent projection of influence on 
systems outward expression of observed properties. 
1.2 Scope of Work 
Within the scope of this thesis, momentum and thermal transport phenomena between 
graphene and liquid water are investigated via MD simulations utilizing LAMMPS [27]. Graphene 
is chosen for its highly conductive properties and 2D nature that allows for its structure to be 
manipulated for specific applicational requirements. Liquid water is selected as the investigated 
fluid due to its widely common use within traditional thermal transport and heat dissipation 
systems. In order to achieve successful exploration of thermal and momentum transport 
interworkings, one must acquire and build upon knowledge necessary to implement and 
accomplish an effective investigation. This thesis first details the principles behind molecular 
dynamics simulations, of which is extensively employed to conduct this research. Next, a layout 
of MD algorithm implementation and the simulated systems of interest, are described. The next 
two chapters describe simulation methods and analysis of investigations into wettability, fluid flow 
in nanochannels, and heat transfer within graphene – water interacting systems; these Chapters act 
as the building blocks to conducting and analyzing the following chapter detailing convective heat 
transfer in graphene nanochannels. Following these, ongoing and future work on convection in 
carbon nanotubes, confined – water phase change, and desalination is presented. Lastly, this thesis’ 
concluding remarks are stated. 
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METHODOLOGY: MOLECULAR DYNAMICS 
2.1 Introduction 
In the world of computational simulations and numerical research that span a vast range 
span time and length scales, molecular dynamics (MD) provides an ability to investigate the 
nanoscale time evolution of Newtonian-based atomistic movements and subsequent interactions. 
Within an MD simulation, for any given molecular system of interacting particles (governed by 
potential models), Newton’s equations of motion are numerically integrated to yield atom 
trajectories and other quantities (thermodynamic, force, pressure, etc.) for the evaluation of 
properties of interest. The uniqueness of MD resides in its capability to “bridge-the-gap” between 
quantum- and meso- scales, in addition to theory and experiment as it facilitates the direct 
observation of simulated molecular-level phenomena. MD investigations have broad application 
to inter-disciplinary study, including, but not limited to, biomechanics, polymers and materials, 
chemistry, fluid dynamics, heat transfer and thermodynamics, and phase transitions. 
 MD simulations have been widely employed for the analysis of the individual behaviors of 
both graphene [28-31] and water [32-35], in addition to contacts between the two media [36-39]. 
Within numerous research efforts, MD has emerged as the method of choice to investigate 
graphene’s fundamental properties and uncovering its applicational abilities. Water properties of 
all (solid [40, 41], liquid [34, 35], and gaseous [42, 43]) phases have been extensively investigated 
with MD techniques, and more recently simulations have begun to explore graphene – water 
interactions to characterize graphene surface characteristics [44-48], fluid flow behaviors [21, 49], 
and heat transfer performance [23, 50]. 
 This chapter seeks to form a detailed understanding of the methodologies and approaches 
required for simulations of complex molecular systems (i.e., a vast number of interacting atoms 
within a system of dissimilar media) in three-dimensional space. Central to the implementation of 
MD simulation procedures, the force calculations that dictate resulting atomistic interactions and 
their ensuring behavior are first introduced; time integration techniques used to update subsequent 
particle positions after interaction are then discussed. Furthermore, avenues of simulation 
optimization are presented as increasingly complex systems can become more computationally 
demanding. The chapter concludes with explanations of statistical sampling thermodynamic 
properties for data acquisition and reliability, and modeling systems of interest, in MD. 
2.2 Molecular Interactions 
2.2.1 Force Calculations 
The core tenant of molecular dynamics simulations relies upon numerically solving the 
classical Newton’s equations of motion in a step-by-step manner to obtain realistic predictions of 
particle movements and interactions therein. As each atom (or molecule) within a system must 
satisfy Newton’s Law, F = ma, particle motion (represented by particle position, velocity, and 
acceleration) is determined from subsequent interaction forces acting on atoms by: 
),(rUF       (2.1) 
and 
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rdU
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rd
m       (2.2) 
where m is the particle mass, a is a particle’s acceleration, t is time, r is the set of 3N coordinates 
and U(r) is the potential energy function. The potential energy function characterizes system-wide 
energy produced from particle interactions described by the interatomic potential, and is a 
fundamental constraint within the determination of system behavior as forces are derived from 
resulting potential energy. Therefore, the interatomic potential model must accurately characterize 
particle interactions to correctly estimate system behaviors. 
2.2.2 Force Fields/Pair Potentials 
Many interatomic potential models exist within MD to provide the potential energy 
function, U(r), with the essential physics of particle-particle interaction characteristics [51]. Based 
on the N-body problem where each body is representative of a finite particle [52], r = (r1, r2, …, 
rN), interaction potential models range in form and are selected to describe numerous systems of 
interest, with each delivering varying levels of accuracy and computational efficiency. Interatomic 
potential models can be loosely broken down into two main classifications: Pair Potentials and 
Many-Body Potentials (these also encompass Bond Order Potentials).  
 
Pair Potentials: Utilization of pair potentials is most simple and computational efficient method 
of describing non-bonded interactions between two particles. In this model, only pairwise 
Lennard-Jones (LJ) [53] interactions between two particles of interest are considered with the 
potential energy depending on the distance, or cutoff radius, between the two entities. Although 
pair potential models can lack in accurately describing all essential behaviors and properties of 
some materials and fluids, these models can sufficiently represent vital physics necessary in 
simulations of complex fluids and systems. Therefore, pair potentials are utilized with the 
modeling of inter layer graphene – graphene and graphene – water interactions, in addition to 
interatomic interactions between water molecules. Although employing mixing rules and 
procedures are of common use for describing nonhomogeneous molecular interactions, more 
accurate parameters from literature are utilized in this thesis to better characterize system 
behaviors. Specific modeling parameters and values characterizing all interactions that employing 
the pair potential type will be later identified. 
Within force calculations, pair potentials are employed to determine the resultant potential 
energy function between two interacting bodies; in particular, this potential type is employed for 
determining water – water and graphene – water interactions. As previously mentioned, pair 
potentials are employed over that of more complex many-body potentials for computational 
efficiency and their ability to accurately represent physics in a sufficient manner. Potential energy 
for interactions between two bodies, the simplest pair potential function for describing atomistic 
interactions, is defined as the sum of pairwise interactions between two particles i and j, at their 
respective positions, ri and rj, by: 
,)()( 


i ij
ijijLJ rUrU     (2.3) 
where rij = ri – rj and rij = |rij|. 
 The most commonly used pair potential function is the 12-6 Lennard-Jones (LJ) [54] 
potential as a representation for repulsion and van der Waals forces, written as: 
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where εij and σij are the LJ interaction energy strength and distance at which the potential energy 
is zero between two particles, and rij is the distance between the two particles. Although simple in 
form, the 12-6 LJ potential is adequate in the of description of non-bonded interactions between 
two bodies. Moreover, this potential function can be varied with modifications to better describe 
long and short ranged intermolecular interactions by means of truncation and/or including 
electrostatic charges. As is required by most water model descriptions [55], for additions of 
molecular charge within the potential function, a Coulombic (or electrostatic) potential term for 
pairwise interactions is included as: 
,
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where qi and qj are the respective charges of two particles, i and j, ε0 is the permittivity of free 
space. 
 
Many-Body and Bond-Order Potentials: Many-body “pairwise” potentials are widely employed 
to describe interactions involving bonded elements (e.g., metals and biological materials) within 
MD simulations. These types of potentials (EAM [56], Stillinger-Weber [57], AIREBO [58], 
Brenner [59, 60], Tersoff [61], etc.) can take into account potential energy changes attributed to 
bond bending by atom displacement from subsequent acting forces, as well as local atoms within 
the neighboring environment. Moreover, as an offshoot of many-body potentials, bond-order 
potentials (AIREBO, Brenner, Tersoff, etc.), which are particularly employed within this thesis, 
also take into account neighboring atoms and bond bending; they further this by describing atom 
bonding states and bond strength between two atoms and also account for environmental 
influences on atom and bond behaviors within the potential energy [58]. Derived from density 
function theory (DFT) simulations and quantum mechanical data, bond-order potentials are 
primarily employed in the modeling of chemical reactions and strongly bonded materials as they 
can accurately replicate bond breaking/formation [58, 59, 61, 62]. Thus, as graphene, being a 
strongly covalently-bonded material, is extensively simulated within this thesis’ investigations, 
these types of bond-order potentials are employed to model the intralayer C-C interactions within 
a graphene sheet. It must be noted that many-body potentials are not further covered as they do 
not fall within the scope of this thesis. 
In cases of more complex systems, bond-order potentials, as an offshoot of many-body 
potentials, are employed for force calculations of bonded elements. Many bond-order potentials 
exist and range in description of bonded element behaviors; in particular, the Adaptive 
Intermolecular Reactive Empirical Bond Order (AIREBO) potential was developed by Stuart et 
al. [58] to characterize a system of interacting carbon and/or hydrogen atoms. This bond-order 
potential was developed to describe carbon-containing nanostructures and is well suited for the 
modeling of carbon nanotubes and graphene [47, 63, 64], and is utilized in this thesis. Represented 
by the sum of pairwise interactions and consisting of three separate terms, the AIREBO potential 
includes covalently bonded interaction energy, LJ terms, and torsional terms, written as: 
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In this equation, the REBO energy term [59] is employed to describe covalently bonded 
pairwise interactions as: 
,Aijij
R
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where Uij
R and Uij
A are the repulsive and attractive pairwise potentials between atoms i and j of the 
specified atom type (carbon in the instance of this thesis), and bij is the bond order term used to 
modify the bonding strength between atoms i and j due to local environmental changes. Moreover, 
the repulsive and attractive pairwise potentials within the REBO energy term of Eq. (2.7) are 
respectively defined as: 
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where Qij, Aij, αij, Bij(n), and βij(n) depend on the atom type (carbon); these parameter values are 
given in Table 2.1. As the REBO energy term is short-ranged in nature, the wij term acts as a flag 
to either include and exclude REBO interactions when the distance between atoms pairs exceed 
that of their bonding distance. 
 
Table 2.1. AIREBO potential parameters of Stuart et al. [58] employed in the REBO [59] description of graphene 
intralayer carbon interactions. 
CC Interaction Parameter CC Value* Eq. No. 
Qij (nm) 0.031346 (2.8) 
αij (nm-1) 47.465391 (2.8) 
Aij (kJ/mol) 252594.6609 (2.8) 
Bij(1) (kJ/mol) 285692.2576 (2.9) 
Bij(2) (kJ/mol) 405.1060393 (2.9) 
Bij(3) (kJ/mol) 708.3029777 (2.9) 
βij(1) (nm-1) 47.204523 (2.9) 
βij(2) (nm-1) 14.332132 (2.9) 
βij(3) (nm-1) 13.826913 (2.9) 
εij (kJ/mol) 0.065491939 (2.4) 
σij (nm) 0.340 (2.4) 
*Original values given in units of (Å) and (eV) are converted to (nm) and (kJ/mol) for consistency 
 
 The Lennard Jones (LJ) energy term in Eq. (2.6) includes the LJ energy contribution to the 
pair of atoms i and j, and is written as: 
           ,1)()( * ijijijijrijijijijbijrijLJij rUCrtSrUCbtSrtSrE    (2.10) 
where Uij is the LJ term defined in Eq. (2.4), which is modified by switching functions, S(t), to 
adaptively switch on or off the LJ interaction term depending on atom distance, bond strength, and 
connecting bonds. The S(tr(rij)) term adjusts LJ interactions between two atoms based on their 
distance apart, and the S(tb(bij
*)) term modifies LJ interactions of an atom pair depending on their 
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bond strength. tr(rij) and tb(bij
*) act as scaling terms; bij
* is the bond order term for nonbonded 
interactions. 
 The energy attributed to the torsion term in Eq. (2.6) accounts for dihedral angle 
contributions to the total energy as: 
      ),( kijlTORSIONjljlijijkikiTORSIONkijl wUrwrwrwE    (2.11) 
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where wkijl(rkijl) are the bonding weights that are employed to efficiently remove dihedral angle 
torsional energy when bonds are broken; the value of parameter εkijl is given in Table 2.1. 
While the AIREBO potential was employed for initial assessment, this description was 
found to be exceed the requirements of this thesis’ investigations as it caused unnecessary 
computational efforts due to its long-ranged nature and inclusion of torsion terms. Thus, the 2nd 
Generation Tersoff-Brenner potential (also known as REBO) [59] is selected to replace the use of 
the AIREBO potential to model graphene. With the exception of a few spline fitted values [59], 
the REBO and AIREBO potentials are closely related and very similar in recreation of graphene 
behaviors (energies, forces, statistical averages, etc.) as REBO employs the same REBO and LJ 
energy terms from the AIREBO potential. However, the major difference between the two falls on 
REBO being short-ranged in nature where AIREBO is long-ranged [58, 59]. Since graphene – 
water interactions are modelled via the pairwise 12-6 LJ potential (as hydrogen atoms are 
accounted for within SPC/E and TIP4P-iteration water models), and as torsion contributions 
associated with C-C bond breaking are not expected to occur within the scope of these 
investigations, the use of REBO to sufficiently model intralayer C-C interactions that constitute a 
single layer graphene sheet, is justified. 
2.3 MD Algorithm Implementation 
2.3.1 Time Integration  
Within solving the previously aforementioned force calculations, MD utilizes integration 
methods to accurately forecast system evolution and behavior over time. Adhering to the 
satisfaction of Newton’s laws, while taking into consideration prescribed initial and boundary 
conditions, interatomic potential models, and thermodynamic constraints, MD generates atomistic 
trajectories for a system of interacting particles to predict subsequent accelerations a(t), positions 
r(t), and velocities v(t) of each particle. 
 The Velocity Verlet [65] algorithm is widely employed for time integration within MD 
simulations, and within the scope of this thesis, is selected as the method of choice to determine 
atomistic trajectories due to excellent performance at energy conservation [51]. This Verlet 
algorithm employs particle accelerations, positions, and velocities from the previous time step, Δt, 
to generate new particle accelerations, positions, and velocities at each time step iteration. 
Accelerations are determined from the subsequent forces obtained by solving Newton’s seconds 
law of motion at any particular time, t, by: 
 
  
.
m
trF
ta iii       (2.13) 
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Employing Eq. (2.13) leads to the determination of updated particle positions and velocities as: 
        ,
2
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Furthermore, the Verlet integration method directly includes computations of the velocity 
component to provide velocities at every time step for each particle; thus, calculations of kinetic 
energy can be implemented with a high order of accuracy, which is vital statistical sampling 
within MD. 
2.3.2 Boundary Conditions   
Crucial to most all experimental examinations, no matter the field of study, is the initial 
setting of boundary conditions to aid in determining mathematical solutions; molecular dynamics 
investigations are no exception to this. The ultimate goal of MD is to evaluate underlying physics 
at the atomistic scale for translational application to larger dimensions; however, when simulating 
an increasing number of atoms, computational resources can become very costly and lack in 
meaningful results when simulation times are insufficient to fully realize system behaviors. To 
combat this, MD employs the core concept of modeling a simulation cell of atoms as an infinite 
system by means of introducing periodic boundary conditions (PBCs). 
 
 
Figure 2.1. Simple 2D schematic of simulated atom image replication using periodic boundary conditions. 
 
PBCs allow for small sample sizes to have increased translational ability of results while 
retaining computational and cost efficiency that would otherwise be increased when assessing 
larger sample sizes. PBCs are introduced by surrounding the initial simulation cell box with replica 
boxes in the x-, y-, and z- axis directions to form an infinite array of the simulated cell, similar to 
that shown in Fig. 2.1. When particles interact and the resulting collision sends a particle toward a 
periodic wall, the moving particle will continue across the periodic boundary and re-enter on the 
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opposite side of the box, or its periodic image. Within this, particles interact with neighboring 
particles at a specified distance, rc, from the boundary; this also includes interactions with particles 
across the periodic image. Moreover, prescribing correlated long-range interactions can lead to the 
negative influence of a particle interacting with multiple periodic images; thus, care must be taken 
to account for the influence of periodic phenomena by considering these effects in the time 
integrated force calculations. 
2.3.3 Neighbor Lists   
Bearing in mind all the computational expensive constraints an MD algorithm must 
consider to determine interaction forces between two particles (e.g., potential models, time 
integration, boundary conditions, etc.), neighbor lists are introduced as a form of bookkeeping to 
evaluate pairwise calculations. As the distance between any two particles/atoms within a 
simulation cell increases, their projection of influence on one another becomes increasingly 
insignificant within force calculations; if one considered forces for all atom pairs, unneeded 
computational efforts would be wasted as these contributions would be miniscule within resultant 
force calculations. Thus, neighbor lists are built to only consider atom pairs within a specified 
cutoff distance, rc, and exclude interactions beyond that value to increase computational efficiency. 
This is done by considering each atom, i, and iteratively determining its minimum separation 
distance, rij, from all other atoms, j. If long range interactions are specified within the potential 
definition, pairwise interaction forces will be considered while taking into account their separation 
distance. If a short-ranged interaction potential is specified where rij > rc, force calculations beyond 
this range are ignored and the program loops to the next particle, j; however, as all atom pairs must 
be considered, this method is still computationally demanding. 
To increase computational efficiency, Verlet [65] developed a technique to further the use 
of the separation length, rij, for neighbor list construction by introducing an additional distance (or 
“skin” distance), Δr, to the potential cutoff sphere, rc, as rij = rc + Δr where only atoms within the 
sphere of rij are considered for their contribution to force calculations, while all other are excluded. 
It is obvious that the addition of a skin distance increases an atom’s sphere of influence, rij. 
However, in the process of iteratively identifying neighbors and determining interacting pairs for 
the resultant list build of rij over a specified period of timesteps, this Δr term acts as a buffer to 
ensure that no new atom pairs are added to the pairwise neighbor list over the next few timesteps. 
By safeguarding against the addition of new interacting atom pairs within the looping process, 
computational efficiency is increased. 
2.4 Statistical Sampling Methods 
Statistical sampling methods are utilized as a key metric within MD simulations to 
determine thermodynamic properties of interest (e.g., temperature, pressure, energy, etc.). To do 
this, properties are calculated via some form of averaging to obtain key values from the time and/or 
ensemble averaging methods introduced in statistical mechanics [51]. For the determination of an 
arbitrary property, A, evolving over a period of time, M, the time average is defined as: 
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In the case of the ensemble average of an arbitrary property, A, 
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where r is representative of position vectors, p is linear momentum, and ρ is the probability density 
function. Primarily, ensemble averaging is employed for assessments where conditions are in 
equilibrium as the probability density function is known; in the case of non-equilibrium situations 
time averaging is typically employed as ρ is unknown. However, in accordance with the Ergodic 
hypothesis, 
EnsembleTime
AA  when the process is in steady-state [66]. Therefore, as this thesis 
primarily evaluates non-equilibrium simulation conditions to investigate the final steady-state 
behaviors of complex systems, time averaging is used to statistically sample results. 
Within MD simulations, the type of ensemble can be prescribed based on specific 
investigational needs and include various thermostating and/or barostating techniques. Although 
many more exist, the microcanonical (NVE), canonical (NVT), and isothermal-isobaric (NPT) 
ensembles are primarily employed in this thesis. In the NVE ensemble, the number of particles, 
simulation domain volume, and energy are held constant throughout the implementation of MD 
algorithm methods to effectively measure changes in a systems total energy. In cases where 
temperature and pressure are required to be kept constant, the NVT (constant number of particles, 
volume, and temperature) and NPT (constant number of particles, pressure, and temperature) 
ensembles can be utilized. However, vital to most MD investigations is the monitoring and 
collecting of changes in system-wide total energy. As the sum of kinetic and potential energy, 
kinetic energy is obtained by rewriting and solving Eq. (2.15) as: 
     ,
2
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where mi and vi are the respective mass and velocity of particle i, and t is the timestep iteration. 
Employing kinetic energy calculations and the total potential energy from the potential energy 
function, total energy can be determined for further data processing. Moreover, when 
considerations of constant temperature, pressure, etc. are required, these will also be taken into 
account within ensemble calculations. 
2.5 Modelling of Graphene – Water Systems 
The methods presented within this section seek to describe the various modeling features 
of simulated graphene – water systems by detailing construction of initial structural geometries 
and presenting the parameters used to simulate graphene and water behaviors in a realistic manner. 
This section is complimented by the earlier discussions of interatomic potentials, and the 
implementation of LAMMPS (see Appendix). Moreover, since each investigation (Chapters 4, 5, 
and 6) requires unique simulation constraints, specified parameters will be given for each case. 
2.5.1 Water: Structure and Modelling 
In constructing initial geometries with many thousands of water (H2O) molecules, the open 
source software Packmol [67] is employed fill a specified dimensional volume with water 
corresponding to a chosen density. To do this, a .pdb file is created to detail the coordinates of a 
single water molecule; included in the file are the positions of hydrogen and two oxygen atoms 
that form the tetrahedral shape of water, corresponding to their specific O-H bond length of 0.96 
Å and observed H-O-H angle of 104.52° (some water models employ the ideal tetrahedral angle 
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of 109.47° rather than the observe value; LAMMPS corrects these angles based on input 
parameterization). Packmol then processes this file to replicate the single water molecule (Fig. 
2.2a) and fills the selected volume with a specified density of water molecules (Fig. 2.2b); for the 
purposes of this thesis, geometries are filled with water at a density of ρ = 1000 kg/m3 (note: this 
is the density of only that specific water volume, not the entire simulation cell volume). 
 
 
Figure 2.2. (a) Simulated water molecule, and (b) a box of water molecules; the black line defines the periodic 
boundary of the simulation cell. 
 
In simulating the constructed water molecules, many different pair potential models exist 
to describe water behavior, with each having a particular characterizing ability for specific areas 
of interest. Generally speaking, there is no one go-to water model that can accurately represent all 
behavioral facets of water due to the shear complexity of water mannerisms across multiple phases 
and corresponding thermodynamic properties therein. However, researchers have developed 
numerous models, such as the SPC/E [68], TIP3P [55], TIP4P [55], TIP4P/2005 [69], TIP4P/Ice 
[70], etc., water models, to recreate desired behavioral aspects of water (e.g., density, viscosity, 
conductivity, water phase diagram, and other thermodynamic properties). As such, these models 
range in complexity and vary based on the number of interaction point sites, rigidity or flexibility, 
and polarization effects. 
Water models can be classified based on the number of interaction sites; this can range 
from 2-site to 6-site models, with 3-site and 4-site being the most common and employed in this 
thesis (i.e., SPC/E and TIP4P-iteration water models) due to their computational affordability and 
replication accuracies. Within a simulated water model, each site has a point charge and 
corresponds to an interaction point at each atom in a water molecule. As the name implies, the 3-
site model has three different interaction sites at the location of the O and two H atoms. However, 
in 4-site (or more) models, “dummy” atoms with a negative charge are added near the oxygen 
atom so to improve electrostatic distribution around the water molecule. These models can either 
be kept rigid or allowed to be flexible. The common choice is make water molecules reliant upon 
non-bonded interactions by specifying rigid molecular bonds between the O and H atoms; this 
method is widely selected as it increases computational efficiency. In some cases, however, 
allowing bonds to be flexible (i.e., anharmonic O-H bond stretching) has shown to more accurately 
describe some water properties [71], but at the expensive of computational efficiency; thus, only 
rigid models are utilized [72]. 
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Table 2.2. Parameter values defining tested water model properties from Refs. [55, 68, 69]. 
H2O Interaction Parameter SPC/E TIP4P TIP4P/2005 
Type 3-Site 4-Site 4-Site 
qo (ec) -0.8476 -1.040 -1.1128 
qH (ec) 0.4238 0.520 0.5564 
ro-M (nm) --- 0.15 0.1546 
ro-H (nm) 1.0 0.9572 0.9572 
θH-o-H (°) 109.47 104.52 104.52 
εo-o (kJ/mol) 0.6497 0.6485 0.7748 
σo-o (nm) 0.3166 0.31536 0.31589 
    
For the purposes of this thesis, polarized water models are not included within this study 
as non-polarizable models are found to effectively describe water behavior [70, 73]. Thus, the non-
polarized SPC/E, TIP4P, and TIP4P/2005 water models are employed in this thesis’ investigations. 
Included in each model are long-range electrostatic interactions and dispersion forces using 
Coulomb’s law and the Lennard-Jones potential, respectively. Outside of varying by charge site, 
these models primarily differ in LJ ε and σ value, and O and H charge; detailed parameters for 
each water model are listed in Table 2.2. Inter- and intra- molecular interactions of all three models 
are simulated via the pair potential description from Section 2.2, and are represented by combining 
Eqs. (2.4) and (2.5) as: 
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2.5.2 Graphene: Structure and Modelling 
Graphene’s structure consists of a single layer of carbon atoms in a hexagonal 
“honeycomb” lattice structure (Fig. 2.3a). Each of the six atoms that form a hexagonal ring is 
separated by an intralayer carbon spacing (or bond length) of 1.41 Å [74]; additionally, as this 
thesis investigates systems composed of single- and multi-layer graphene, a distance of 3.35 Å 
[75] is specified as the interlayer spacing between multiple graphene sheets (Fig. 2.3b). 
 
 
  
Figure 2.3. (a) Magnified image of graphene’s honeycomb structure, and (b) multiple graphene layers. 
 
Employing the physical details of graphene’s structure, initial geometries are built with the 
aid of the open source software Visual Molecular Dynamics (VMD) [76] and its “Nanotube 
Builder” function. VMD allows for specification of graphene size, edge configuration (armchair 
or zigzag), and number of layers; once created, atomic coordinates can then be exported as many 
different file formats (.xyz, .lammpstrj, .pdb, .js, etc.). These various formats allow for simulation, 
visualization, and/or additional modification; namely, the .pdb file is used for further processing 
(a) (b) 
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to complete fabrication of graphene – water systems (later discussed). Additionally, as each 
simulation calls for particular initial geometries, further details for each investigation regarding 
their specific dimensions and configurations will be provided. 
As earlier detailed, graphene is modeled by the 2nd generation Tersoff-Brenner (REBO) 
bond-order potential to effectively characterize carbon atoms constrained by strongly covalent sp2 
C-C bonds. In this description, while also considering C-C bond length, intralayer carbon behavior 
is defined by the LJ and other parameters in the previously presented Table 2.1. Moreover, 
interlayer C-C interactions between multiple layers of graphene are modeled by the 12-6 LJ pair 
potential parameters [Eq. (2.4)] obtained from Ref. [77]; no charge is associated with interlayer 
graphene interactions. 
It must be noted that the only commonality among simulated graphene structures is the use 
of the armchair edge configuration; this was selected by default as there is no difference between 
the two configurations when graphene is periodically modeled as an infinite sheet. Moreover, 
while graphene can be twisted, rolled, and manipulated to form three-dimensional nanotubes, 
nanostructures, etc., only flat 2D graphene structures are employed for use within the scope of this 
thesis. 
2.5.3 Graphene – Water Systems: Structure and Modelling 
Once the processes for constructing individual graphene and water structures is known, 
fabrication of integrated systems only requires a few more simple procedures. The .pdb files for 
both graphene, obtained from VMD’s nanotube builder function, and water (single water 
molecule) are then combined through processing with Packmol. Three-dimensional (3D) 
coordinates of graphene sheet(s) position, in addition to desired water block dimensions and 
coordinates are speficied in the Packmol input script and then submitted for processing. Packmol 
outputs a new .pdb file of the combined structures with their corresponding positions; this file is 
then uploaded to VMD, and employing VMD’s Tk Console, a LAMMPS readable data file is then 
produced that specifies atom/molecule coordinates and definitions as well as angle and bond 
definitions. This acts as the data file of initial atom configurations employed in LAMMPS 
simulations; further details will be provided in the Appendices. 
Modeling interactions between dissimilar media can be a difficult task. Many studies have 
sought to parameterize graphene – water interactions by means of mimicking experimental 
graphene wettability (characterized by the wetting contact angle, WCA, and is discussed later in 
Chapter 3) results, in addition to analyzing fundamental assessments employing MD and DFT 
simulations. The main focus of these studies were to precisely characterize C-O and C-H 
interaction strength, distance, and cutoff radius for LJ term (εij, σij, and rc) definition, so to 
accurately describe graphene – water interactions within MD simulations. From these past 
investigations, although the terms of σc-o and rc were shown to have some influence, it was 
determined that the interaction strength (εc-o) between graphene and water was the primary 
mechanism inducing wetting appearances, as illustrated by resulting atom configurations. 
Furthermore, studies found that while inclusion of C-H characterization can indeed have some 
effect on carbon – water relations, interactions of this type are usually deemed negligible due to 
their weak influence and thus, neglected from parameterization [78]. Therefore, for the purposes 
of this thesis, all graphene – water interactions are accounted for by the 12-6 LJ potential [Eq. 
(2.4)], where only the interactions between graphene carbon atoms and oxygen atoms of a water 
molecule are defined with no associated electrostatic description. 
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Employed by many studies in the past, this method of modeling C-O interactions via 
dispersion (or van der Waals) forces is primarily utilized as an effort to increase computational 
efficiency and thus, is employed within the scope of this thesis. Characterizing LJ parameter values 
for surface – water interactions are specified in Table 2.3; moreover, the cutoff value for all (no 
matter the atom type, material, etc.) LJ interactions is specified as rc = 10 Å. Detailed simulation 
techniques employing MD algorithms and structural characterizations will be further described in 
Chapters 3, 4, and 5; commands used for LAMMPS implementation are detailed in the 
Appendices. 
 
Table 2.3. Parameter values characterizing graphene – water interaction strength and distance. 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 
εc-o (kJ/mol) 0.1869 0.2834 0.3920 0.4763 0.5728 0.6693 0.7748 1.00553 
σc-o (nm) 0.319 0.319 0.319 0.319 0.319 0.319 0.319 0.319 
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SURFACE INTERACTIONS AND MOMENTUM TRANSPORT 
3.1 Introduction 
As the first iterative step in this thesis’ pursuit of unraveling momentum transport 
characteristics in nanoscale environments, fundamental graphene – water surface interactions are 
examined by means of assessing surface wettability. Understandings of wettability are then applied 
to the study of a Poiseuille flow of liquid water inside nanochannels to evaluate nanoscale flowing 
water behavior and viscosity. The topics presented in this chapter acts as building blocks that form 
a basis for fundamental momentum analysis; each topic is significantly crucial understanding the 
role of momentum transport within the overarching study of convective heat transfer with 
nanoscale graphene – water systems. 
3.2 Surface Interactions and Wettability 
3.2.1 Introduction to Wettability 
A surface’s ability to either attract or repel water is known as its wettability, and is defined 
by the its resulting wetting contact angle (WCA). Classified as either hydrophobic (> 90°) or 
hydrophilic (< 90°), surface wettability seeks to describe a material’s properties for functional 
application to diverse areas such as waterproofing [79], fluid transportation [80], thermal 
management [81, 82], and many others [83-87]. The evaluation of a material’s wetting properties 
is not a new task within research; many experimental and numerical (MD) studies have been 
conducted to evaluate the observable WCA on a wide range of materials and substrates (e.g., Si, 
glass, gold, silver, etc.). In addition, more recent studies have been performed to evaluate and 
effectively detail graphene wettability properties for effective applicational purposes. However, 
experimentalists have faced many challenges in isolating a single layer (or even multiple layers) 
of pure graphene to conclusively investigate graphene wettability (WCA ranging from 
approximately 85° to 100° [36, 44, 45], however new studies [88-90] suggest it could be as low as 
64° for water on an anatomically pure graphene sheet). 
Through numerical efforts utilizing DFT and MD simulations, researchers both aided in 
narrowing down the precise WCA value for a graphitic surface (roughly 90°), and developing 
potential models for replicating the range of experimentally determined WCA from literature. 
Therefore, understanding nanoscale wetting traits and behaviors becomes a necessity within 
nanoscale environments of interacting materials and fluids. In this study, the WCA is determined 
from the resulting configuration of MD simulated atoms; surface interaction strength will be 
studied by evaluating the interatomic potential between water molecules and constituent 2D-
material atoms (representing the force field). Simulations are primarily conducted to assessed the 
effects of varying levels of graphene – water interaction strength (εc-o) for understanding within 
future investigations. Tuning this LJ εc-o parameter allows for manipulation of resulting surface 
interactions as measured by the WCA; by increasing this value, the graphene wall is inferred to 
produce more hydrophobic tendencies, while decreasing this value is thought to yield more 
hydrophilic characteristics. Therefore, to understand graphene – water surface interactions, 
differing values of εc-o are selected and range from 0.1869 kJ/mol to 1.0553 kJ/mol as presented in 
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the earlier Table 2.3. Although varying number of water molecules and graphene layers are also 
investigated, this however is not of primary focus. 
3.2.2 Wettability Setup and Simulation Details 
Two graphene layers are employed for assessment and are the supporting substrate on 
which the liquid water molecules will be placed and interact (Fig. 3.1); graphene sheet dimensions 
are set as 11.011.0 nm2 in the x- and y- axis directions and correspond to 4680 carbon atoms in 
each graphene sheet. Moreover, previous studies vary in form by either keeping graphene sheets 
as a rigid slab or allowing them fluctuate normally; for increased data accuracy and more realistic 
graphene – water behaviors, this investigation allows the graphene sheets to fluctuate in a normal 
manner; this is done by holding in place the outer-most graphene layer (or base layer) at its original 
position using a weak harmonic spring constant; coupled with interlayer C-C interactions, this base 
sheet then acts as an anchor and to the above graphene layers, thus allowing them to behave in a 
realistic manner while remaining in their originally specified positions. A block of 1839 liquid 
water molecules (ρ = 1000 kg/m3) is then placed above (z-axis direction) these graphene layers; 
the water block volume is 5.05.02.2 nm3. PBCs are applied in all three dimensions; the z-axis 
dimension is extended to 8.0 nm to allow for droplet formation at high hydrophobicities, and 
negate potential cross-periodic image interactions along the z direction.  
 
 
Figure 3.1. Initial setup for WCA assessment showing 1839 water molecules above a two-layer graphene substrate. 
 
In all wettability simulations, only the TIP4P/2005 water model is employed to describe 
water behavior. The 12-6 LJ potential parameters characterizing graphene – water interactions are 
summarized Table 2.3, where the LJ εc-o is varied to assess differing levels of interaction strengths 
and their resulting WCA values. The interaction distance at which potential energy is zero is set 
as σc-o = 3.19 Å for all simulations.  
Each simulation requires a total run time of 2.0 ns with a 2.0 fs time step and is separated 
into two phases. The system is first equilibrated in the NVT ensemble for 0.5 ns at T = 300.0 K. 
After which, the system is then placed in the NVE ensemble with thermostated removed; this is 
implemented so to ensure that data collection is not distorted by thermostating techniques. Data is 
then collected by sampling atom trajectories every 0.1 ns. 
3.2.3 WCA Methodology 
WCA (θc) measurements for each surface condition are extracted by analyzing the resulting 
configuration of water molecules on the graphene surface via the methods of Refs. [91, 92]. First, 
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the water droplet boundary outline is found by determining the center-of-mass its resulting water 
density profile. With the interface location known, a tangent line is then fit to the solid – liquid 
interface; the angle is then measured as the angle made by the tangent at the surface-water interface 
as in Fig. 3.2, with θc is calculated as: 
,
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where (xc, zc) is the fitted circle centroid with a radius of r, z0 is the cutoff distance above the 
substrate, and xo is the radius of the boundary data [= xc – (r2 - |z0 - zc|2)1/2]. 
 
 
Figure 3.2. Sample illustration of fitting a tangent line to determine the resulting WCA. 
 
3.2.4 Wettability Analysis and Deductions 
 
 
Figure 3.3. Final water droplet configurations for: (a) εc-o = 0.2834 kJ/mol (θc = 114°), (b) εc-o = 0.4763 kJ/mol (θc = 
68°), (c) εc-o = 0.5728 kJ/mol (θc = 42°), and (d) εc-o = 1.0553 kJ/mol (θc = 0°). 
 
From its initial structure (Fig. 3.1), the system is allowed to relax over the simulation 
duration until the water droplet reaches its steady-state configuration on top of the graphene base. 
At very low εc-o values, water is seemingly repelled by the graphene sheet; in these instances, the 
inter-molecular interactions between the water molecules and the graphene sheet are not overcome 
by their attraction to one another (expressed by the εc-o term). However, as shown in the snapshots 
of Fig. 3.3, increasing this term gives way to greater graphene – water affinities that yield receding 
(a) (b) (c) (d) 
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contact angles; Fig. 3.4 better illustrates the drastic changes in wetting behavior attributed to the 
manipulation of graphene – water interaction strength. 
Consistent with previous reports, this is further characterized by the almost linear 
relationship between εc-o and resultant WCA value in Fig. 3.4. Additionally, respective WCA 
values for εc-o = 0.3920 kJ/mol and εc-o = 0.4762 kJ/mol are found to be 91° and 68°, which are in 
similar agreement with previous determinations [36, 89, 90]. Moreover, past the value of εc-o = 
0.7748 kJ/mol, complete wetting is observed as WCA values yield an angle of 0°. At larger εc-o 
values, the interaction energy is insufficient to surpass the inter-molecular attractions within the 
separate interactions between water molecules and intra-layer graphene sheet carbon atoms. As 
this value is increased, atomic affinities within each media are overcome to produce increasing 
attraction and thus, decreasing WCA values. This study is utilized for understanding slip flow and 
heat transfer behaviors and mechanics in subsequent sections and chapters. 
 
 
Figure 3.4. WCA decrease with carbon – oxygen interaction strength; not shown is the value for εc-o =1.0553 kJ/mol, 
which is θc = 0°. 
 
3.3 Poiseuille Flow and Viscosity 
In conjunction with understandings of surface interactions obtained from wettability 
analysis in the previous Section, this study seeks to provide insight into the mechanisms of 
momentum transport at the nanoscale level. To evaluate nanoscale momentum transfer, a 
Poiseuille flow of liquid water inside nanochannels is employed as a two-pronged investigation to 
assess flowing water behavior and viscosity. Moreover, this study of momentum transfer is highly 
important to later chapters as understanding flow behavior and employed water model viscosity 
replication are critical to the ultimate study of nanoscale convection heat transfer. 
3.3.1 Introduction to Poiseuille Flow and Viscosity 
Key to momentum transport analysis of solid and liquid media in contact is that of the 
fluids density and viscosity, as these intrinsic properties are highly influential on the resulting flow 
behavior. Viscosity (μ, Pa-s), defined as a ratio of shear stress to a velocity gradient in a fluid, 
represents a fluids internal resistance (or friction) to the transfer of momentum to adjunct fluid 
layers (or its surroundings), and is critical in understanding nanoscale fluid flow. To assess 
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momentum transport in MD, fluid flow can be generated by either a wall-driven Couette flow to 
shear the liquid or a pressure/force -driven Poiseuille flow, and assessed via post-processing 
velocity profiles and other recorded data, with each type of flow having its own advantages and 
drawbacks. For the purposes of this research, investigation of Poiseuille flow was selected for its 
less-demanding translational ability to future heat transfer assessments than of that offered by 
Couette flow. However, no matter the type of induced flow, fluid flow behaviors are shown to 
deviate from macroscale theory with the appearance of liquid slip flow as dimensional scales 
decrease [49]. 
We begin this section with investigating a Poiseuille flow of liquid water flow in graphene 
nanochannels to characterize flow behavior and the appearance of slip for later chapters. As slip is 
found to arise in cases of flowing water interaction with graphene, we detail our methods employed 
to circumvent these issues to determine the viscosities of various water models over a range of 
temperatures. 
3.3.2 Details and Analysis of Water Flow in Graphene Nanochannels 
Graphene nanochannels are composed of two parallel walls fixed into position at 5.0 nm 
apart along the z-axis direction; this distance is specifically chosen account for liquid layering 
effects as augmented fluid behaviors arise in very narrow channels [93]. Walls are modeled with 
the REBO potential, and the length and width of the channel are 3.0 nm in both the x- and y- axis 
directions. Each wall is comprised of two graphene sheets (or double-layer graphene, DLG) 
consisting of 832 carbon atoms, with intralayer C-C interactions modeled by the parameters of 
Ref. [77]. A 3.03.05.0 nm3 block of 1848 liquid water molecules (ρ = 1000.0 kg/m3) is placed 
in-between the DLG walls with Fig. 3.5 illustrating this systems setup; for the purposes of this 
investigation, only the TIP4P/2005 water model is employed. To assess differing levels of surface 
effects, the interaction strength between graphene and water varies by the range of LJ εc-o values 
in Table 2.3. 
 
 
Figure 3.5. Setup of water flow in between two parallel graphene plates; flow is generated by adding a body force, fb,x, 
to each water molecule. 
 
Non-equilibrium molecular dynamics (NEMD) simulations are performed for a total 
duration of 2.0 ns using a 1.0 fs timestep. An initial equilibration phase is conducted for 0.5 ns. 
fb,x 
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Once equilibration is complete, further simulation is implemented for 1.5 ns in the NVT ensemble; 
here, the system temperature is controlled by Nose-Hoover [11, 12] thermostating methods at a 
temperature of T = 300 K.  In this NEMD simulation phase, Poiseuille flow is generated by 
applying a flow-driving body force, fb,x = 1.3810-13 N/molecule (corresponding to a velocity of 
20 m/s for the εc-o value of water on an uncontaminated graphitic surface), in the x-axis direction 
to each liquid water molecule. With PBCs applied in the x- (flow direction) and y- axis directions, 
and fixed in the z-axis with the 2D slab method, the body force will cause the flowing water 
molecules to exit one side of the periodic box and re-enter from the opposite side of the periodic 
image. As the system evolves, a velocity profile of the liquid water molecules will begin to emerge; 
velocity and density data are frequently recorded into equally spaced bins distributed across the z-
axis. 
 
 
Figure 3.6. Velocity profiles with parabolic fitting for water flow with different LJ εc-o values.  
 
In analyzing water flow behavior, as depicted by the resulting velocities profiles in Fig. 
3.6, it is apparent that slip is a prevalent factor across the entire range of interaction strengths. To 
quantify the magnitude of slip in NEMD Poiseuille flow for each case, the slip length, ls, is 
determined by: 
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where us is the water velocity at the surface (or wall interface) and ∂ux/∂z is the velocity gradient 
in the liquid at the wall. In concurrence with previous reports [94] and as detailed in this student’s 
recently published study [95], flowing water interaction with atomically smooth graphene-walled 
nanochannels is found to induce large magnitudes of slippage, even at increasing interaction 
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strengths that yield extremely hydrophilic (WCA = 0°) surface conditions (Fig. 3.7); this is further 
summarized in the later Chapter 5. 
Moreover, as the aim of this Section is to not only study flowing water behavior, but to 
also determine water viscosity. In the case of Poiseuille flow, viscosity is given by: 
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where ρ is the liquid water density. As viscosity determinations are reliant upon the velocity 
gradient in the fluid, the presence of hydrodynamic slippage at the graphene – water interface is 
indicated to be a very significant inhibitor to evaluations when post-processing resultant velocity 
data; consequently, a no-slip environment is required for precise evaluations of viscosity 
calculations. 
 
 
Figure 3.7. Resulting hydrodynamic slip lengths at the range of interaction strengths (black squares), and their 
corresponding WCA values (red circles). To better guide the eye and identify trend behavior, curve fitting is applied 
to slip length relations. 
 
3.3.3 Setup and Evaluation of Water Viscosity in MD 
Increased research into liquid water interactions at the nano-scale level has led to an 
emphasis on the need to accurately replicate water’s viscosity within MD simulations and 
ultimately, the development of many different water models with varying behaviors. As the water 
models presented in Chapter 2 vary in charge site number, LJ potential parameters, and charge 
value (see Table 2.2), it is imperative to pin-point the best suited water model for any given 
simulation requirements. Viscosity can be determined through various avenues within MD 
simulations. Some previous investigations into viscosity using the Green-Kubo [96, 97] and 
Stokes-Einstein [98] methods utilizing an autocorrelation function of the stress tensor have been 
reported, however these techniques require extensive computational resources. Employing a 
similar methodology as Section 3.3.2, a Poiseuille flow of liquid water through a nanochannel is 
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generated and resulting velocity profiles assessed; the viscosity of the SPC/E, TIP4P, and 
TIP4P/2005 water models various water models at the temperatures of T = 280, 300, 320, 340, and 
360 K is then determined. It is from this assessment on which we base our selection of water model 
for the study of thermal transport. 
To properly assess water properties and circumvent issues of slip within viscosity 
calculations, we modify our investigation with the methodology of Markesteijn et al. [32] and that 
of a previous report that studied the viscosity of liquid argon [99]. In these modifications, the 
simulation setup/methods and data recording techniques detailed in the previous section are held 
constant (e.g., channel dimensions, number of water molecules, etc.), however the anatomically 
smooth graphene walls are replaced by topographically rough 3D walls, modeled as silicon, fixed 
into position. Each Si wall consists of 576 atoms and interacts with oxygen atoms with the LJ 
values obtained from Lorentz Berthelot mixing rules of εSi-o = 2.787 kJ/mol and σSi-o = 0.324 nm 
[100]. 
 
 
Figure 3.8. Water densities across the channel for the range of temperatures using the TIP4P/2005 water model. 
 
Density across the channel must be considered in viscosity calculations, particularly at 
nanoscale dimensions, due to the influence of solid – liquid interactions on liquid layering near the 
walls. These effects decrease in influence when sufficiently far away from the walls; as depicted 
in Fig. 3.8, density fluctuations are seen near the walls in which the water molecules congregate 
due to the Lennard-Jones interactions between the wall and oxygen atoms. The bulk density is 
seen in the middle of the nanochannel, away from the walls at a distance of approximately 0.12 
nm (or roughly 10 molecular diameters); in this region is where continuum conditions are found. 
Bulk densities for all water models and at various temperatures are a constant ρ = 1000.0 kg/m3 
due to a constant volume, however, temperature differences are shown to produce an effect on 
liquid layering densities at the wall. As illustrated by Fig. 3.8, densities for the TIP4P/2005 water 
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model are seen to decrease at the wall as temperatures increase, indicating the influence of liquid 
laying density of viscosity. At the continuum distance (0.12 nm), and utilizing the obtained density 
and velocity profiles for the differing cases of varying interaction strengths, velocity profiles can 
be approximated with quadratic fitting to determine viscosity by rewriting Eq. (3.3) as: 
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where d2ux/dz
2 is the second derivative of the velocity profile fit with respect to the channel height. 
At the same amount of applied force, maximum velocities vary at the range of temperatures; this 
is attributed to decreased density at the wall due to higher temperatures allowing for increased 
velocities inside the channel. The resulting velocity profile and quadratic fitting line for the 
TIP4P/2005 water model at T = 300 K is shown in Fig. 3.9. 
 
 
Figure 3.9. Velocity profiles of the TIP4P/2005 water model at the range of temperatures; quadratic fit lines employed 
for viscosity calculations are show to better guide the eye. 
 
The previous MD study of various viscosity values by Markestijn et al. [32] compared their 
found values with that of experimental data [101]; they found that the TIP4P displayed the most 
amount of error in recreating water viscosity, while the SPC/E water produced a moderate error 
and the TIP4P/2005 yielding the least error as compared to experimental viscosity values. As the 
purpose for this assessment is to evaluate viscosity at temperatures of T = 280, 300, 320, 340, and 
360 K, and due to the lack of experimental viscosity data at these exact temperatures, experimental 
values are interpolated to provide approximate viscosity values at these exact temperatures. 
In analyzing resultant viscosity values of the various tested water models and their relation 
to temperature, it is revealed that the TIP4P/2005 water model recreates a viscosity of μ = 0.892 
mPa-s at T = 300 K, which is within an error of 5.4% of interpolated experimental value at the 
same temperature. At the same temperature (T = 300 K), the SPC/E and TIP4P water models 
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recreated water viscosities of μ = 0.756 mPa-s and μ = 0.486 mPa-s, respectively. The SPC/E water 
model gives a reasonable error of roughly 19.86%, however the TIP4P model displays a large 
deviation from experimental data with underestimation of 48.48%. Thus, for the investigated water 
models over a range of temperatures, the TIP4P/2005 model is shown to more accurately follow 
experimental viscosity data, as illustrated in Fig. 3.10. 
 
 
Figure 3.10. Viscosity values as a function of temperature as compared to the interpolated experimental viscosity 
values; curve fit lines are added to better identify viscosity changes with temperature for each water model. 
 
Moreover, this thesis finds that the TIP4P water model exhibits the most amount of error 
ranging from 27% to 53%, while SPC/E water produced moderate error of roughly 12% to 29%; 
the TIP4P/2005 water model was shown to yield the least amount with an error of only 4% to 9%. 
These error ranges are found to be consistent with Ref. [32] and are shown in Table 3.1. 
 
Table 3.1. Dynamic viscosities for the SPC/E, TIP4P, and TIP4P/2005 water models over a range of temperatures. 
Error is calculated by (μ-μext)/μext. 
 SPC/E TIP4P TIP4P/2005 Interpolation 
T (K) μ (mPa-s) Error (%) μ (mPa-s) Error (%) μ (mPa-s) Error (%) μext (mPa-s) 
280 1.016 -29.32 0.677 -52.90 1.301 -9.49 1.437 
300 0.756 -19.86 0.486 -48.48 0.892 -5.44 0.943 
320 0.511 -12.36 0.358 -38.60 0.539 -7.56 0.583 
340 0.368 -14.13 0.302 -29.53 0.393 -8.30 0.428 
360 0.304 -22.45 0.283 -27.92 0.375 -4.62 0.393 
        
3.3.4 Viscosity Conclusion 
The SPC/E, TIP4P, and TIP4P/2005 water molecules are investigated via MD simulations 
to determine which model is best suited for recreating experimental viscosity values at the 
temperatures of T = 280, 300, 320, 340, and 360 K. The resultant water velocity gradient at the 
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wall is obtained from MD outputted velocities profiles; using this data along with the determined 
water density inside the nanochannel, and the known values of nanochannel height and flow-
driving body force, viscosity values for these three water models are determined. Calculated values 
are compared to interpolated experimental results. Although we note that interpolation can 
influence exact percent error determinations, it is found that the TIP4P model greatly 
underestimates viscosity values, while the SPC/E model performs adequately in the recreation of 
viscosity behavior over the range of employed temperatures. As the TIP4P/2005 water model is 
found to produce the most realistic recreation of water behavior to obtain accurate viscosity values 
at the range of investigated temperatures; therefore, this model is recommended for use in MD 
simulations investigating momentum transport within liquid water flow. 
3.4 Surface Interactions and Momentum Transport Conclusion 
 In this chapter, surface interactions were found to be highly influential to the resulting 
configuration of water molecules on a graphene substrate as represented by the WCA. Application 
of wettability assessments to analysis of water flow behavior in a graphene nanochannel 
demonstrated that slip flow arises, even at highly hydrophilic surface conditions. Thus, 
methodology was modified to facilitate a no-slip boundary condition to determine the viscosity 
and flow behavior of several different MD simulated water models; it was found that the 
TIP4P/2005 model best replicated water viscosity over a range of temperatures. Knowledge of 
surface interactions on graphene – water and flow behavior, and of water model property 
replication, are utilized for application and understandings in Chapters 4 and 5. 
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THERMAL TRANSPORT I – INTERFACIAL HEAT TRANSFER 
4.1 Introduction to Interfacial Heat Transfer 
Interfacial heat transfer between two dissimilar media is investigated to characterize heat 
flow behaviors within a graphene – water system. Interfacial contact between two nanoscale media 
is indicated to heavily influence system properties and performances [23, 102, 103]. More 
specifically, diminished (or in some cases, enhanced) heat transfer behaviors are thought to arise 
in nanoscale environments where interfacial phenomena can amplify temperature discontinuities. 
In particular, interfacial thermal boundary (Kapitza) resistance, as the reciprocal of thermal 
boundary conductance, is the measure of an interface’s resistance to thermal flow, and is an avenue 
used to characterize heat transfer within many types of systems. In nanoscale graphene – water 
environments, previous studies found interfacial thermal resistance to be dependent on the number 
of graphene layers and liquid layering density, while varying water block dimensions had little 
effect. As the ultimate goal of this thesis is to evaluate nanoscale convective heat transfer, 
understanding these previously studied interfacial heat transfer behaviors must be understood as 
they become integral components within future evaluations. The influence of differing interfacial 
conditions, as characterized by surface hydrophobicity/hydrophilicity, on thermal transport are 
evaluated by employing the same range of carbon – oxygen interaction strength values (Table 2.3) 
used to assess surface interactions and momentum transfer in Chapter 3. Thus, NEMD simulations 
are employed to evaluate thermal conduction and resistance at the interface between graphene and 
stationary liquid water by imposing a temperature gradient across the system and evaluating heat 
addition/subtraction to the system. 
4.2 Setup and Simulation Details 
In this particular study, the TIP4P/2005 water model is employed for heat transfer 
assessments as it was found to more accurately replicate water viscosity values over a wide range 
of temperatures (Chapter 3.3); this is of the upmost importance for later studies on convection. 
Employing the earlier stated parameters for graphene and water, and the method of Alexeev et al. 
[23], a 3.03.05.0 nm3 block of liquid water molecules (corresponding to 1734 water molecules 
of ρ = 1000 kg/m3) is sandwiched between two blocks of four graphene layers (3.03.0 nm2, with 
an x-axis interlayer spacing distance of d = 0.335 nm between each sheet) along the x direction. 
Two supplementary layers, are added to each graphene block to act as the “hot” and “cold” heat 
baths (or thermostating layers) for establishing a temperature gradient. In generating a temperature 
gradient in a periodic system, induced energy will travel in both the positive and negative (+x and 
-x, in this case) directions from its place of origin. Thus, to account for heat flow across the periodic 
image, a symmetric copy of the aforementioned system is introduced along the x-axis. This 
effectively renders the system to behave as if each water block is confined between eight total 
graphene sheets. The inner-most four graphene layers are selected for thermostating to negate the 
effects of water in direct contact with a thermostating layer. 
The 2D-slab method is not employed in this investigation; PBCs in all three axis directions 
are utilized. Systems are relaxed and equilibrated in the NPT ensemble at a temperature of T0 = 
300 K and pressure of 1.0 bar for 0.5 ns with a 1.5 fs timestep. After relaxation, Nose-Hoover 
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thermostating techniques are applied to the “hot” (Th) and “cold” (Tc) graphene layers as Th,c = T0 
± δ/2 where δ = 100 K, respectively. Heat flux and temperature data are periodically collected 
throughout the duration of this phase (t = 2.5 ns); graphene and water temperature data are recorded 
into 100 equally spaced bins along the x-axis direction. A schematic of the system is shown in Fig. 
4.1. 
 
 
Figure 4.1. Setup schematic for the determination of interfacial thermal resistance. Heat periodically flows from Th to 
Tc with the black outline defining the periodic boundary. 
 
Upon analysis of results, the interfacial resistance, Rw/f, can be determined as an extension 
of Fourier’s law, written as: 
,/
J
T
R rw

       (4.1) 
with 
 ,5.0 tE
dt
d
J       (4.2) 
where ΔT is the temperature jump at the interface and J is the heat flux across the interface. 
Evaluation of resulting temperature profiles (Fig. 4.2a) enable for analysis of the water temperature 
gradient across the system and thus, temperature jump at the wall; heat flux across the system (Fig. 
4.2b) is calculated from the recorded energy addition/subtraction by the thermostating layers. As 
the system is periodic in nature and heat flows in both the positive and negative directions, heat 
flux, being a measure of per unit time and area (W/m2), is determined as half the energy conducted 
from the Th to Tc heat baths. 
 
 
Figure 4.2. (a) Temperature across one side of the periodic domain, and (b) energy injected/extracted by the 
thermostated graphene layers. 
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4.3 Interfacial Heat Transfer Analysis 
As respectively illustrated in Figs. 4.2a and 4.2b, the resultant temperature profiles and the 
recorded energy injection/extraction from the thermostated graphene layers are analyzed to 
compute Rw/f via Eq. (4.1). As clearly seen in Fig. 4.2a, statistical fluctuations in recorded 
temperature inhibits pin-pointing an exact value of water temperature at the graphene interface, 
thus hindering the determination of temperature jump at the “hot” and “cold” sides of the water 
block. As surmised by a previous study [23], these fluctuations primarily arise due to influences 
of interfacial phenomena on liquid layering densities at the wall; to circumvent these issues, a 
linear regression is fit to the bulk region of water temperature profiles to obtain an approximate 
interfacial temperature. As detailed in Chapter 3, the bulk region is roughly 10 molecular diameters 
away from the interface and is outside the area affected by large density fluctuations caused by 
interfacial phenomena. For each surface condition, the recorded energy from the “hot” and “cold” 
thermostats (Fig. 4.2b) are evaluated to compute the heat flux, J [Eq. (4.2)], across the system. 
Analysis of each surface condition yields significant influence on resulting interfacial heat 
transfer behaviors, as illustrated in Fig. 4.3. Rw/f is seen to decrease in an exponential manner by 
roughly one order of magnitude for the range of tested C-O interaction strength values. In a 
comparable study employing the SPC water model and Tersoff potential for graphene description, 
interfacial thermal resistance was found to decrease in similar form as a relation between Rw/f and 
WCA. Moreover, and although the same study also found interfacial thermal resistance to be 
dependent on the number of graphene layers, we only investigate the use of two graphene sheets 
as the number of layers is not this thesis’ current focus. However, the behavior of interfacial 
thermal resistance, no matter the number of graphene layers, is shown to be highly dependent on 
surface interactions. 
 
 
Figure 4.3. Interfacial thermal resistance decrease as a function of interaction strength. 
 
To understand this behavior, we look to assess the liquid layering density at the interface 
for each εc-o value. In conjunction with this thesis’ previous study on wettability and as suggested 
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by the interfacial water density profiles shown in Fig. 4.4, graphene and water have an increased 
affinity for one another at larger interaction strengths producing more hydrophilic conditions; this, 
in turn, allows for a greater number of liquid water molecules to populate the areas closest to the 
walls. In agreement with previous findings [19, 23, 104], increased interfacial densities allow for 
more molecules to interact with the graphene wall, thus enabling for energy to be more easily 
transferred to the bulk water and yielding less thermal resistance across the interface. Conversely, 
at more hydrophobic surface conditions stemming from lower interaction strengths, a decrease in 
water density at the interface inhibits effective heat transfer due to a smaller amount of molecules 
available to receive heat from the wall; hence, Rw/f is increased at higher values of εc-o. 
 
 
Figure 4.4. Magnified liquid water density at the interface for varying levels of C-O interaction strengths (εc-o). 
 
4.4 Interfacial Heat Transfer Conclusion 
Surface interactions are shown to be highly influential on heat transfer in nanoscale 
environments as characterized by the interfacial thermal resistance between graphene and water. 
Energy is found to be more easily transferred across the solid – liquid interface when there is a 
higher density of available energy carriers, whereas lower interfacial liquid densities act as a 
barrier inhibiting heat from across the system. Thus, nanoscale heat transfer is shown to be highly 
dependent on interfacial phenomena; this study is highly critical the examinations of Chapter 5, 
where thermal transport is further explored.  
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THERMAL TRANSPORT II – INVESTIGATION INTO THE 
MICROSCOPIC MECHANISMS INFLUENCING CONVECTIVE HEAT 
TRANSFER OF WATER FLOW IN GRAPHENE NANOCHANNELS 
A version of this chapter was originally published by Drew C. Marable, Seungha Shin, and Ali 
Yousefzadi Nobakht: 
 
D.C. Marable, S. Shin, A. Yousefzadi Nobakht, “Investigation into the Microscopic Mechanisms 
Influencing Convective Heat Transfer of Water Flow in Graphene Nanochannels,” International 
Journal of Heat and Mass Transfer, 109 (2017) 28-29. 
 
With the exception of formatting changes, the removal of Equation 1 (in the published version), 
and abstract modifications to better suit this thesis, this article is as published in the listed 
publishing journal; no revisions to data or findings have been made. This student, Drew Champion 
Marable, acted as the principal investigator and led all research efforts including simulation setup, 
testing, analysis, and writing; Dr. Suengha Shin, the student’s advising professor and lead principal 
investigator, facilitated the means to conduct this investigation and guidance in the form of topic 
direction, analysis, and writing. Ali Yousefzadi Nobakht acted as a co-principal investigator and 
assisted in final analysis and manuscript writings. 
5.1 Abstract 
This chapter both furthers the investigations of Chapter 4 on thermal transport, as well as 
a combined assessment of momentum (Chapter 3) and thermal transport. In this study, convection 
heat transfer is assessed for laminarly flowing liquid water through graphene nanochannels. As 
MD simulations provide insight on atomistic physical motion, the minute details and mechanisms 
influencing overall heat transfer behaviors can be directly assessed. Thus, despite the presence of 
unrealistic axial conduction from temperature resetting and periodic boundary conditions within 
MD, hydrodynamically and thermally fully-developed water flow conditions are observed. It is 
indicated that the physics of convective heat transfer deviate from traditional macroscale theory as 
the no-slip boundary condition is violated with dimensional sizes descending towards the 
nanoscale; investigation into hydrodynamic slip and thermal slip, termed microscopic 
mechanisms, is performed for their influence on nanoscale convective outcomes. The parameters 
of graphene-water interaction strength, channel height, water velocity, and wall temperature are 
manipulated to evaluate resultant convection behaviors while comparing the effects of differing 
magnitudes of microscopic mechanisms imposed under various test conditions. This study finds 
microscopic interfacial mechanisms to significantly augment momentum and thermal behaviors 
and thus the conduct of convective heat transfer. Hydrodynamic and thermal slip are strongly 
correlated in all test case scenarios with the exception of velocity manipulation; the influence of 
thermal slip is found to dominate over that of hydrodynamic slip as surface advection is 
insignificant in high heat flux environments. Convective performance correlation is suggested as 
the ratio of thermal slip length to system size. 
31 
5.2 Introduction 
The development of nanoscale electrical and mechanical devices has presented new 
challenges in thermal management and heat dissipation as these issues become important at smaller 
dimensional sizes [1]. The incorporation of nanochannels as a cooling method to efficiently 
remove excess heat is one avenue suggested for thermal management in these small scale devices 
[5, 7, 105, 106]. Through previous works [6, 107], graphitic materials, and in particular the two-
dimensional (2D) material graphene, has been identified as a material to improve microchannel 
thermal performance due to its excellent thermal conductivity, high surface-to-volume ratio, and 
ability to most effectively reduce the overall thermal resistance, as compared to that of more 
common silicon and aluminum substrates, when used as the primary substrate material of a 
microchannel heat sink [24]. Integration of graphene presents itself as a unique material for liquid 
cooling devices as 2D materials enable for the possibility of a single-layer channel wall and thus, 
effective heat dissipation devices at further reduced dimensional scales. In graphene-applied fluid 
cooling systems, graphene interlayer interactions are much weaker than intralayer interactions, 
therefore more emphasis and influence is placed on graphene-fluid interactions to dictate overall 
system performance. 
The process of convection heat transfer in the macroscale realm has been thoroughly 
studied and is well established based on the no-slip boundary condition in which it is theorized 
that the fluid velocity at the wall should be equivalent to the wall velocity [108]. However, in 
contradiction to this theory, numerous studies have shown that at much smaller scales (or 
nanoscale) the no-slip boundary condition in liquids does not hold true and gives way to the 
development of slip flow as a result of surface effects dominating fluid flow behavior [8, 9, 11, 12, 
17, 19-21, 109, 110]. Furthermore, the convection heat transfer process, characterized by the 
dimensionless Nusselt number, Nu, has been observed to deviate from that of traditional theory as 
dimension sizes decrease into the micro- and nanoscale realm [7, 11, 14-16, 111]. Reports indicate 
that temperature discontinuity (or temperature jump) at the wall due to interfacial thermal 
resistance decreases interfacial fluid temperature gradients and ultimately yields deviated 
convective behaviors from that of the macroscale [16, 22, 24-26]. 
Although the study of nanoscale fluid flow characteristics and deviations from established 
theory have been extensively studied [13, 19-21, 112], investigation into nanoscale convection 
heat transfer has been relatively unexplored. The study of sub-micrometer environments is 
necessary to fully understand momentum and heat transfer deviation from traditional theory [18]. 
Convection by monatomic molecules (e.g., Ar) has been the subject of a previous MD study [16]; 
however, the convective behaviors of complex liquid flows must be characterized and better 
understood within the nanoscale realm as liquid water is predominately employed as a liquid 
cooling media in many macroscale and microscale heat dissipation apparatus. In addition, 
convection in high-slip liquid fluid flows, as with 2D materials and increasingly hydrophobic 
interfaces, must be examined to improve understandings of momentum and energy transport within 
nanoscale systems [18]. 
Therefore, the behaviors and underlying mechanics within the nanoscale convective heat 
transfer process of liquid water, a complex fluid, flowing through nanochannels with double-layer 
graphene (DLG) acting as the channel walls are evaluated using non-equilibrium molecular 
dynamics (NEMD) techniques utilizing the LAMMPS package [27]; the majority of simulations 
relied on Extreme Science and Engineering Discovery Environment (XSEDE) resources [113]. 
32 
The effects of various fluid-wall interaction strengths, channel heights, water velocities, and wall 
temperatures, in addition to their subsequent interfacial phenomena, are discussed. 
5.3 Methodology 
5.3.1 Simulation Details 
Nanochannels consist of two parallel walls held into position using weak harmonic springs 
at a specified z-axis spacing, with each wall of the nanochannel being composed of double-layer 
graphene (DLG). From initial assessments of single-, double-, and triple- layer graphene for viable 
system wall composition, DLG is selected for its ability to ensure that the fluid-interacting wall is 
not directly thermostated, which can potentially result in molecular movement distortions and the 
reduction of data accuracy, as in the case of single-layer graphene. Moreover, in addition to 
increased computational efficiency over that of triple-layer graphene, DLG is chosen as multiple 
interlayer interactions are excluded to allow for a more direct focus on interfacial interactions and 
their subsequent effects. 
The TIP4P/2005 [69] model is employed for the simulation of liquid water due to its 
predictable replication of ambient bulk water properties [114] with O-H bond length of 0.09572 
nm, H-O-H bond angle of 104.52°, and charges of O (-1.04ec) and H (0.52ec), where ec is the 
charge of an electron. Here, a dummy atom (or massless charge site) M is introduced 0.01546 nm 
away from the O atom to improve electrostatic distribution around the water molecule. In addition 
to electrostatic forces, the dispersion/repulsion force is considered for intermolecular interactions 
and is modeled as the 12-6 Lennard-Jones (LJ) potential mode using Eq. (2.6). For the 
dispersion/repulsion force between water molecules, only O-O interactions are considered with 
parameters of εo-o = 0.7748 kJ/mol and σo-o = 0.3159 nm. Water molecules are kept rigid, 
maintaining bond length (O-H) and angle (H-O-H) constant using the SHAKE algorithm [72]. 
Liquid water molecules corresponding to a density of ρ = 1000 kg/m3 are placed in-between the 
two nanochannel walls; an additional 0.25 nm of spacing between the block of liquid water 
molecules and each nanochannel surface is added so to account for the water unoccupied volume 
[104, 115, 116]. 
Intralayer carbon interactions are modelled with the Tersoff-Brenner [59] potential, and 
interlayer carbon interactions are modeled by the 12-6 LJ potential with parameters from Ref. [77]. 
Water-carbon interactions are also described by the 12-6 LJ potential, where only the interactions 
between the carbon and oxygen atoms are defined so to increase computational efficiency; LJ 
interactions between carbon and hydrogen atoms were not introduced as these types of interactions 
are deemed negligible [78]. Moreover, previous investigations [45, 117], in which interactions 
between carbon and hydrogen atoms are neglected by modelling interactions between the water 
molecules and graphene atoms via dispersion (or van der Waals) forces, also employ this method 
of accounting for all water-graphene interactions by the LJ carbon-oxygen potential. The LJ values 
characterizing carbon-oxygen interactions were selected as εc-o = 0.4763 kJ/mol and σc-o = 0.319 
nm to obtain the most recent experimental water contact angle on a contaminant-free graphitic 
surface [88-90]. The cut-off distance for all Lennard-Jones interactions is rc = 1.0 nm. 
The Verlet algorithm [65] is employed to integrate Newton’s equations of motion within 
the simulation domain. In an effort to increase computational efficiency, periodic boundary 
conditions are applied to the x- and y- axis directions while the z-axis is fixed as non-periodic. The 
particle-particle particle-mesh (PPPM) technique [118] is utilized to compute Coulombic 
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interactions. The 2D-slab method [119] is employed to prevent Coulombic computations in the z-
axis by adding a vacuum space and an electrostatic layer correction above and below the simulation 
domain to exclude wall-wall interactions across the z-axis boundary. 
A channel height of H = 5.0 nm is chosen for the nanoscale evaluation of convection heat 
transfer. To ensure that fully-developed laminar flow inside the nanochannel is achieved, the 
corresponding channel length, L, for this height is determined through the inverse Graetz number, 
Gz-1 = L/(DHRePr), as a function of the Reynolds number, Re, Prandtl number, Pr, and hydraulic 
diameter, DH = 4Ac/P = 2H, where Ac is the cross-sectional area and P is the wetted perimeter. Re 
and Pr were determined for each test case and calculated using characteristic lengths (2H) and the 
various required properties that were independently found from separate simulations (e.g., 
viscosity, thermal conductivity, etc.); properties were verified for consistency with previous 
reports and traditionally accepted values [69, 120, 121]. Re was found to be in the range of Re = 
0.065 – 1.21 and Pr was determined as roughly Pr = 4.8.  Statistical (or continuum) behavior of 
nanoscale fluid flow is expected to influence thermal and hydrodynamic development; in our 
system, this is characterized through the dimensionless Knudsen number, Kn = λ/DH, as a ratio of 
the molecular mean free path, λ, to a characteristic length set as the hydraulic diameter. Since a 
liquid is employed as the working fluid within our simulations, we approximate the mean free path 
of liquid water as the average intermolecular distance between two water molecules as δ ~ λ ~ 
(Vm/NA)
1/3 ~ 0.3 nm, where Vm is the molar volume and NA is Avogadro’s number [122, 123]; thus, 
we find our system Knusden (Kn, ~ 0.03) number value to be neither fully in the free molecular 
nor continuum regime [124, 125]. In addition to the possibility of size effects rending the no-slip 
boundary condition, based on continuum Navier-Stokes approximations, difficult to predict and/or 
invalid at the nanoscales [126-128], we hypothesized that continuum fluid behaviors may be 
observed with considerable influences from microscopic mechanisms (the potential presence of 
slip flow). From this, we anticipate potential slip flow behavior to require a larger channel entry 
length than of the length determined from setting Gz-1 = 0.05 for the continuum regime; hence, to 
ensure full flow development inside the nanochannel, a large value of Gz-1 = 0.4 is chosen [123, 
129, 130]. Moreover, considering the potential effects of axial conduction as well as the areas of 
the liquid pumping and temperature rescaling regions, the respective channel length is found to be 
L = 12.0 nm. It must be noted that we do not claim for our molecular system (and others later 
described) to fully or statistically satisfy the aforementioned continuum based non-dimensional 
numbers, however to a certain extent, they do have the ability to be representative of similar 
physical description of continuum fluid behavior and is evidenced in the following sections by the 
observance of resulting laminar flows and the formation of fully developed velocity and 
temperature profiles. A channel width of W = 3.0 nm is selected and does not vary across all 
simulations; this value is chosen for computational efficiency as it was found that an increased 
channel width (W = 4.0, 5.0, and 6.0 nm) produced no influence on resulting convective behaviors. 
5.3.2 Fluid Flow Method 
Flow simulations typically utilize periodic boundary conditions coupled with a constant 
flow-driving body force in the x-direction, fb,x, applied to each water molecule; this allows for the 
liquid to exit one side of the periodic box (outlet) and re-enter across the periodic boundary (inlet). 
However, due to the additional energy of the body force and the presence of a temperature gradient 
within the channel, the energy between the inlet and outlet is not conserved, thereby distorting the 
convective heat transfer process. In order to effectively simulate convective heat transfer, the 
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thermal pump method [16, 131] is introduced to the fluid domain. The thermal pump method 
divides the fluid domain into three separate regions: a forcing region, a temperature reset region, 
and a data collection region, as depicted in Fig. 5.1. 
 
 
Figure 5.1. Schematic of the simulation domain separated into three regions: (i) forcing region, (ii) temperature 
rescaling region, and (iii) data collection region. 
 
The forcing region is applied to the x-directional coordinates of 0.0 nm < x < 0.8 nm and 
is kept constant for all simulations; the water molecules inside this region experience a constant 
body force of fb,x to drive flow. Temperature resetting is performed only for water molecules inside 
the region of 0.8 nm < x < 1.4 nm; as with the forcing region, these x-directional coordinates are 
held constant for all simulations and test cases. In order to reset the water inlet temperature while 
maintaining the average velocity of water, thermal velocities are rescaled after removing the 
streaming velocity bias from the forcing region and then the previously removed streaming 
velocity bias is added back to the liquid water molecules. After the water molecules undergo 
temperature rescaling, molecules enter into the data collection region in which the convective heat 
transfer process is observed with water flowing from the inlet at a specified initial temperature and 
heated by the thermostated walls. Simulations are performed for a total duration of 7.0 ns using a 
1.0 fs time step. An initial equilibration phase is implemented in the NVT ensemble (constant 
number of particles, volume, and temperature) [132, 133] for 1.0 ns to thermally relax the system. 
After the relaxation period (i.e., negligible fluctuation in T and uf profiles), further simulation is 
carried out for 6.0 ns in the NVE microcanonical ensemble (constant number of atoms, volume, 
and energy) to update the velocities and coordinates of the fluid atoms; in this simulation period, 
the outer-most graphene walls are heated to specified constant thermostated temperature, Tw, while 
only the specified fluid domain area is rescaled to a constant inlet temperature, Tinit, using Langevin 
thermostats [134]. 
The assessment of convection heat transfer is evaluated by means of collecting and 
analyzing velocity and temperature distributions, in addition to heat flux through the water-
interacting walls. Velocity and temperature data are collected into equally distributed bins across 
the x- and z-axis directions while surface heat flux data in the z direction is recorded at similarly 
spaced channel subsections only along the x-axis (or flow) direction. Simulation data is collected 
over the simulation duration, after relaxation. 
The use of thermostats to control temperature in MD simulations, as an artificial procedure 
of energy addition and extraction within systems, has the potential to cause unrealistic system 
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behaviors. However, as shown in Fig. 5.2, velocity distributions of the fluid agree well with the 
Maxwell-Boltzmann velocity distribution at a temperature of 300 K; thus, validating our use of 
the thermal pump method to effectively simulate the convective heat transfer process. 
 
 
Figure 5.2. Maxwell-Boltzmann (MB) velocity distributions. The blue open circles and red cross markers represent 
that of the x- and z-axis distributions from MD, respectively; the black solid line corresponds to the MB distribution 
curve at 300 K. 
 
5.3.3 Governing Equations 
The convective heat transfer process is evaluated based on the local heat transfer 
coefficient, h(x), at a x-directional position according to: 
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where qs”(x) is the local heat flux across the channel surface (interface between water and 
graphene, W/m2), Tw is the wall temperature, and Tm(x) is the local mean temperature at x, defined 
as: 
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where H is the channel height, c is the specific heat capacity and is assumed to be constant, ρ is 
the fluid density, uf,x(z) is the fluid velocity in the x-direction, and T(x, z) is the fluid temperature 
along the x-axis. Using the local average velocity and kinetic energy obtained from MD allows for 
the determination of uf,x(z) and T (x, z). The heat flux across the channel surface is calculated as 
[51]: 
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where Q is the total energy that passes through the non-thermostated walls, AS is the wall surface 
area interacting with water, Δt is the elapsed time, V is the volume of the simulation domain, ei is 
the internal energy of the atom, ui,z is the i-th atom velocity in the z direction,  ui and uj are the 
velocities of atoms i and j, fij is the pairwise force vector between different atoms, and zij is the 
directional position vector between atoms i and j. Traditional determination of convection heat 
transfer by internal flow is characterized through the non-dimensional Nusselt number, NuD, as a 
ratio of convection to conduction normal to the interface. By combining Eqs. (5.1), (5.2), and (5.3), 
we evaluate NuD as: 
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where kf is the thermal conductivity of the fluid. Without advection effects, qs” is equivalent to 
water conduction heat flux in the z direction at the channel surface; i.e., qs” = -kf (∂T/∂z)|z=0. h and 
NuD are also calculated by using the conduction heat flux based on the temperature gradient at the 
wall as: 
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The use of these two methods allow for comparative evaluation of nanoscale convective 
phenomena by accounting for heat flux across the channel surface, interfacial water conduction, 
and heat changes due to local advection. In addition, hydrodynamic and thermal slip at the wall 
are used to characterize and better identify underlying microscopic mechanisms contributing to 
the behavior of convection heat transfer within tested systems. The hydrodynamic slip length is 
utilized to identify the flow behaviors within each system and characterized as: 
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where ls is the slip length, Δuf,w/f is the difference between the fluid velocity at the wall and the 
wall velocity (uw = 0 m/s), or slip velocity, and (∂uf,x/∂z)|z=0 is the velocity gradient in the fluid. 
Similar to the hydrodynamic slip length, fluid thermal behaviors at the interface are identified by 
the thermal slip length to relate the effect of temperature jump at the interface and interfacial 
thermal resistance, or Kapitza resistance, according to: 
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where lk is the thermal slip length, Rw/f
 is the interfacial thermal (Kapitza) resistance, ΔTw/f is the 
difference between the fluid temperature at the wall and the wall temperature or the fluid 
temperature jump at the wall, and (∂T/∂z)|z=0 is the fluid temperature gradient at the wall. 
Extrapolating a quadratic function to the wall allows for the determination of ΔTw/f and (∂T/∂z)|z=0. 
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5.3.4 Control Parameters 
Previous reports [7, 16, 135] indicate that microscopic mechanisms, characterized by 
hydrodynamic and thermal slip at the interface, alter channel flow characteristics at smaller scales 
to yield deviated convective behaviors from that of the theoretical macroscale NuD value for fully-
developed laminar flow in-between two parallel plates at constant wall temperature [136, 137]. 
Varying magnitudes of microscopic mechanisms are expected to emerge as flow characteristics 
are known to differ with wall wettability (εc-o), channel height (H), water velocity (uf,avg), and wall 
temperature (Tw). Therefore, the influence of hydrodynamic and thermal slip on subsequent 
nanoscale convection heat transfer behaviors are assessed for the imposed test conditions of εc-o, 
H, uf,avg, and Tw.  
Characterized by the wetting contact angle on the wall surface, the influence of wall 
wettability is performed by means of controlling the LJ εc-o parameter [36]. Manipulation of this 
parameter allows for tuning the graphene wall to become either more hydrophobic or hydrophilic; 
decreasing the LJ εc-o value leads to reduced water-carbon interaction and produces to more 
hydrophobicity, while an increase in εc-o value enhances interactions to yield more hydrophilicity. 
Selected values εc-o of 0.1869, 0.2834, 0.3920 (Werder et al. [36]), 0.4763, 0.5728, 0.6693, 0.7748 
(εc-o = εo-o), and 1.0553 kJ/mol were found to represent contact angles of 135°, 114°, 91°, 68°, 42°, 
18°, 0°, and 0°, respectively, to assess varying magnitudes of hydrophobic and hydrophilic 
graphene wall interactions with water. 
Channel heights in the range of H = 4.0 to 8.0 nm are chosen to assess convection heat 
transfer size dependence in nanochannels; this range of channel heights was selected so to ensure 
the appearance of regions with constant bulk density of water and for computational affordability. 
Moreover, systems with channel heights of less than 4.0 nm were found to be unstable and produce 
unreliable data; we attribute instabilities in this range to large temperature and pressure gradients 
imposed by the thermal pump method in these smaller volumes. In the same manner as determining 
the initial dimensions of 12.0×3.0×5.0 nm3, Knusden numbers for the range of selected channel 
heights are also in the slip flow regime with values of Kn = 0.0375, 0.0300, 0.0250, 0.0214, 0.0188 
for channel heights of 4.0, 5.0, 6.0, 7.0, and 8.0 nm, respectively. Thus, we maintain a constant 
Gz-1 = 0.4 for each channel height to obtain the resulting dimensions of 8.0×3.0×4.0 nm3, 
12.0×3.0×5.0 nm3, 16.0×3.0×6.0 nm3, 22.0×3.0×7.0 nm3 and 28.0×3.0×8.0 nm3 and correspond to 
3282, 6117, 9897, 15736, and 22959 water molecules included in the system, respectively. Due to 
the varying amount of water molecules in each channel height simulation, the added flow-driving 
body force is specifically chosen for each channel height to ensure that the resulting water 
velocities are a constant 20 m/s across all tests of channel height variations; this is implemented 
for accurate comparison and evaluation of results. 
The water flow velocity inside the graphene nanochannel is generated by means of 
applying a flow-driving body force to the forcing region of the liquid pump setup. The magnitude 
of the flow-driving force is incrementally increased from a minimum value of 9.610-15 
N/molecule to a maximum value of 5.610-14 N/molecule in order to observe linearly increasing 
average water velocity (uf,avg) from 10 m/s to 105 m/s, respectively. 
 Wall temperature effects on the convective heat transfer process within nanochannels are 
observed by increasing the thermostated wall temperature from a minimum temperature of Tw = 
350 K to a maximum temperature of Tw = 1000 K. Wall heating via thermostats is only applied to 
the outer-most graphene sheets so that the potential effects of direct thermostating on the fluid-
interacting wall will not cause distortions in the molecular movements of water. 
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Table 5.1. Simulation test case parameters. 
Control Parameters εc-o (kJ/mol) H (nm) uf,avg (m/s) Tw (K) 
Control Range 0.1869 – 1.0553 4.0 – 8.0 10.0 – 105.0 350.0 – 1000.0 
Constant* 0.4763 5.0 20.0 400.0 
*Common simulation among all test cases 
 
 In order to allow for a common test case across all four investigated areas, unless otherwise 
stated simulation parameters are as follows: LJ interaction energy strength and distance are 
specified as εc-o = 0.4763 kJ/mol and σc-o = 0.319 nm, respectively, channel dimensions are kept 
constant as 12.03.05.0 nm3 to correspond to 6117 water molecules filling the nanochannel, a 
flow-driving body force of 1.5210-14 N/molecule is applied to the molecules in the forcing region 
which equates to a water velocity of approximately 20 m/s for these dimensions, the inlet 
temperature is held constant at Tinit = 300 K, and the walls are thermostated to a temperature of Tw 
= 400 K. The tested control parameters are summarized in Table 5.1. Moreover, the amount of 
error is expected to be low with the level of uncertainty ranging from roughly 3% to 5%, which is 
estimated from three separate simulations for three different test cases (H = 4.0, 5.0, and 6.0 nm). 
5.4 Results and Discussion 
5.4.1 Velocity and Temperature Development 
 Resultant velocity and temperature distributions from MD are utilized to describe 
hydrodynamic and thermal development within simulated systems for the characterization of 
convection heat transfer. In each system setup, hydrodynamic flow fields are formed as water 
molecules exit the liquid pump and temperature rescaling regions; velocity distributions are 
determined from MD and in all test cases the flow is laminar with Re on the order of 1. As expected, 
velocity distributions remain invariant in the flow direction, which gives indication that fully-
developed hydrodynamic conditions have been achieved. Fully-developed flow characteristics are 
observed to vary when manipulating the parameters of εc-o, H, uf,x, and Tw; most noticeable are 
changes in flow behavior and average velocity distribution for differing magnitudes of wettability 
(Fig. 5.3). In this case, lower interaction strengths (more hydrophobic) result in a high velocity 
plug-like flow with little distribution curvature, whereas increasing εc-o (more hydrophilic) possess 
a more parabolic velocity distribution curvature and exhibit lower average velocities. In analyzing 
velocity distributions and as portrayed in Fig. 5.3, slip flow behavior is present within all simulated 
test cases; slip effects and their influences on system behavior will be discussed later. 
 Water temperature distributions characterize thermal development inside the nanochannels 
as cold (Tinit = 300 K) water leaves the inlet and flows past the heated walls; temperature 
distributions are the primary avenue used for the evaluation of convection heat transfer within the 
various system parameter configurations. Thermal development for each tested case is illustrated 
by its resulting isotherm, mean temperature distribution, and temperature evolution at various 
points along the x-axis as in Fig. 5.4; for visualization purposes, a nanochannel with dimensions 
of 22.0×3.0×7.0 nm3 is chosen for depiction. While typically neglected in macrochannels, axial 
conduction is clearly present within the liquid water as shown in Figs. 5.4a and 5.4b. To an extent, 
the nature of our employed simulation method can induce unrealistic axial conduction as a 
temperature gradient will be imposed across the system domain due to water molecules interacting 
across the periodic image. However, while physical influences of the simulation setup and 
procedure must also be considered,  the  presence  and  magnitude  of  axial  conduction  is  largely  
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Figure 5.3. Velocity distribution across the dimensionless channel height (z* = z/H, and H = 5.0 nm) with various 
wall-fluid interaction strengths (εc-o). With increasing εc-o, average velocity decreases while the parabolic curvature 
increases. 
 
 
Figure 5.4. Temperature development inside a nanochannel with dimensions of 22.0×3.0×7.0 nm3. (a) Isotherm 
diagram of temperature development (isothermal lines are inverted to better guide the eye.) (b) Non-dimensional mean 
temperature (θm) development in the x-axis flow direction. (c) Development of non-dimensional (θ) temperature 
profiles across the channel height (z-axis) at various x-directional points in the direction of the flow. 
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facilitated by the fluid flow and heat transfer behaviors of the nanoscale liquid media [138]. 
Therefore, the influence of axial conduction on thermal development is considered for all test cases 
within this assessment of the nanoscale convection process. 
 
 
Figure 5.5. Flow development with axial conduction at different Peclet numbers showing (a) mean dimensionless 
temperature (θm) development, (b) dimensionless temperature gradient (∂θ/∂z*) at the wall, (c) comparison of local 
surface (qs”), surface water conduction (qk”), change of surface advection (qu”), and viscous (qv”) heat flux and (d) local 
Nusselt number (NuD). 
 
 Axial conduction can arise in instances of low Re and Pr, where thermal diffusion is more 
important than advection due to small inertia and high thermal diffusivity, to effectively distort the 
development of mean fluid temperature. Therefore, the significant parameter is the Peclet number, 
Pe = RePr; in laminar flows, previous reports indicate that axial conduction emerges at Pe < 10 
and its influence decreases as Pe increases in micro and nanochannels [130, 138]. Since Pe 
numbers range from 0.8 to 6.0 for the varying parameters of εc-o, H, uf,x, and Tw, axial conduction 
is indicated to be a present factor within all test cases. Thus, a decrease in mean fluid temperature 
downstream is expected due to the influence of axial conduction and the temperature rescaling 
region (low T) across the periodic image. Fig. 5.5a, showing the dimensionless Tm [θ = (T ‒ 
Tinit)/(Tw ‒ Tinit); θ = θm when T = Tm] with respect to dimensionless channel distance from the 
entrance (x* = x/L) for varying Pe, confirms the lessening influence of axial conductions influence 
within nanochannels at higher Pe. Despite the presence of unrealistic effects, the fluid temperature 
gradient at the surface decreases from the inlet and trends to a flattened profile that displays little 
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deviation as in Fig. 5.5b; this indicates that the internal flow is thermally fully developed. Although 
observation limitations within thermal development of internal flow may be present, this MD 
approach allows for the analysis of fully-developed convection behavior. 
Local heat flux (qs
”) values must be determined according to Eq. (5.4) in order to evaluate 
the local Nusselt number (NuD) that characterizes convection. When utilizing the no-slip boundary 
condition in macroscale analysis, interfacial water conduction, as determined from the surface 
temperature gradient [qk
” = -kf (∂T/∂z)|z=0], can replace surface heat flux (qs”). However, slip flow 
exists in all tested systems. Thus, the supplied heat from the wall (qs
”) is unable to be replaced by 
interfacial conduction (qk
”) as slip flow contributions facilitate an increase in advection heat flux 
(qu
”) due to non-zero flow velocity at the surface, as in Fig. 5.3. qu
” is calculated from the surface 
fluid velocity (or slip velocity, uf,s) and temperature change (ΔTf/w) with an approximation of 
constant ρ and c (qu”= ρuf,scΔTf/w). Fig. 5.5c shows that qu” is at least one order of magnitude 
smaller than both qk
” and qs
”, therefore qu
” is negligible in the data collection region for fully-
developed NuD calculations. As prescribed simulation conditions in MD induce large amounts of 
heat, heat flux with respect to viscous dissipation, qv
” = μ(∂u/∂z)2 where μ is the dynamic viscosity 
of the water and is found from Ref. [32], is insignificant to influence qk
” or qs
” and can be ignored. 
Fig. 5.5c also shows close agreement between the determinations of qk
” and qs
” with a difference 
of only 9.32%; this comparatively small difference is attributed to negligible qu
” and qv
”. 
Additionally, variations in water thermal conductivity near the interface are anticipated to 
influence the qk
” calculation, however this contribution is expected to be minor as qk
” and qs
” are 
in relative agreement [139]. Therefore, due to the close agreement of heat flux calculation 
approaches and the computationally expensive procedure of determining localized heat fluxes (qs
”) 
within small regions, qk
” is employed for calculations of the local Nusselt number in Fig. 5.5d. 
This method also displays the axial conduction’s effect on the local Nusselt number in which NuD 
trend profiles are almost flat at lower Pe; conversely, higher Pe values give way to more 
exponential and traditional NuD trends. Here, we focus on fully-developed convection behaviors, 
rather than flow development in the entry region, which are properly characterized by the local 
Nusselt number, NuD,fd, due to attenuated axial conduction, as illustrated in Fig. 5.5d. Average NuD 
can also be calculated using 
L
D dxxhkNu
0
)()/1( , as it approaches that of local fully-developed 
NuD if the channel length is sufficiently long. However, as inclusion of entrance regions under the 
influence of unrealistic axial conduction may distort resulting values for average NuD (due to the 
limited simulation cell size), we report fully-developed Nusselt numbers, NuD,fd, for all test cases 
in the following sections. 
5.4.2 Microscopic Mechanisms 
 In addition to hydrodynamic and thermal development, velocity and temperature 
distributions are employed to enhance clarity and understanding of microscopic mechanisms 
influencing simulated system behavior. Characterizing these mechanisms, or microscopic 
interfacial interactions, allows for hydrodynamic and thermal slip lengths, Eqs. (5.6) and (5.7), 
respectively, to be considered for their influence of system outcomes within convection 
assessments. Hydrodynamic slip length provides information describing fluid flow behavior, the 
potential effects of surface advection and friction heating, and slip flow magnitude; the thermal 
slip length relays the significance of temperature jump and Kapitza resistance to system 
performance. We report deviation from the no-slip boundary condition in all tested simulation 
cases with the emergence of hydrodynamic and thermal slip at the interface as characterized by ls 
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and lk, respectively, in Fig. 5.6. In consistency with our water volume definition, although there is 
a small amount of uncertainty, the first liquid layer or slab closest to the wall was defined as the 
liquid-solid boundary [49, 94] with Fig. 5.6 displaying omission of the water unoccupied volume. 
We acknowledge that a previous report indicates [140] hydrodynamic slip length to be independent 
from the shear rate in the linear regime. From this, we clarify that although our findings are 
seemingly in contrast to the mentioned reference, we attribute reported changes in hydrodynamic 
slip length to manipulation of our control parameters. 
 
 
Figure 5.6. Thermal (lk) and hydrodynamic (ls) slip lengths for varying (a) interaction strengths (εc-o), (b) channel 
heights (H), (c) velocities (uf,avg), and (d) wall temperatures (Tw); fit lines are added to better guide the eye. 
 
 Among all tested parameters, varying wall wettability produces the most dramatic changes 
in hydrodynamic and thermal slip lengths as in Fig. 5.6a. As a result of increasing hydrophilicity 
due to larger surface interaction strengths, and thus increased friction at the interface [10], 
hydrodynamic slip at the boundary decreases from ls = 133.17 nm for highly hydrophobic 
interactions to ls = 5.64 nm for highly hydrophilic interactions. Likewise, Kapitza resistance is 
seen to follow in a similar manner with thermal slip lengths exponentially decreasing from 14.55 
and 2.05 nm for the largest variations of εc-o; we note that this observation of thermal slip length 
exponentially varying with liquid-solid interaction strength is consistent with previous reports 
[141, 142], however further assessment should be performed to validate this exponential trend in 
nanoscale liquid flows. This behavior stems from a larger accommodation of water molecules and 
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stronger coupling with the wall interface as interfacial interactions increase; therefore, temperature 
jump at the wall and thus, Rw/f will decrease to allow for more effective heat transfer. Even with 
increasing interaction strengths past that at which results in a WCA of 0° (εc-o = 0.7748 and 1.0553 
kJ/mol) the no-slip boundary condition is still violated; this is attributed to the atomically smooth 
nature of 2D graphene sheets acting at the channel walls [94]. 
 In Fig. 5.6b, an increase in channel height from H = 4.0 to 8.0 nm is shown to yield 
decreasing hydrodynamic slip lengths from ls = 41.45 to 29.27 nm; this observation is consistent 
with a previous report [143] that attributes this behavior to the lessening effects of microscopic 
mechanisms at the interface projecting their influence on fluid behavior as dimensional scales 
increase. In comparable form, a similar decrease is observed for thermal slip length from lk = 8.10 
to 5.24 nm at the same range of channel heights. We further the referenced suggestion and infer 
this to also be true with regard to thermal behaviors; the significance of temperature jump at the 
wall and Kapitza resistance will cease to interfere with heat transfer behaviors as size trends 
towards macroscale.  
 In concurrence with previous reports [13, 94, 144], due to larger momentum difference at 
the liquid-solid boundary, hydrodynamic slip length increases with higher water velocities from ls 
= 37.37 to 43.78 nm for the channel velocities of uf,avg = 10 and 105 m/s, respectively. However, 
unlike all other thermal slip length trends in other test cases, lk with respect to changing velocity 
is seen to remain relatively constant at 7.13 ± 0.228 nm in Fig. 5.6c. While an increase in thermal 
slip length is expected as with hydrodynamic slip length, we propose that momentum changes at 
the surface due to increasing velocity are not significant enough to produce noticeable effects on 
the resulting thermal diffusion within the channel. To further support this claim, channel velocities 
are significantly smaller than calculated thermal velocities on the order of 680 m/s for resulting 
simulation water temperatures; therefore, it is inferred that manipulation of channel velocity will 
produce no meaningful change in thermal slip length until the fluid media velocity is on the order 
of its thermal velocity. 
 A decrease in hydrodynamic slip length from ls = 38.78 to 31.41 nm is observed for 
increasing wall temperatures from 350 to 1000 K (Fig. 5.6d). This is contrary to conventional 
knowledge in which it might be assumed that higher fluid temperatures will yield increased water 
velocities, and thus increased slip lengths. While average velocities (at the same magnitude of 
prescribed flow-driving force) are seen increase from 18.47 to 34.17 m/s for Tw = 350 and 1000 
K, respectively, this behavior is attributed to the fact that as temperature increases, atom kinetic 
energy and thus momentum transfer due to collisions will become enhanced to allow for 
decreasing slip lengths [145]. Similarly, enhanced heat transfer due to increased collisions at 
higher temperatures will allow for decreased Kapitza resistance [146] and thus more effective 
diffusion of heat from the wall to the water. Subsequently, with increasing thermostated wall 
temperature from Tw = 350 K to Tw = 1000 K thermal slip lengths are observed to decrease from lk 
= 7.68 to 5.61 nm. 
5.4.3 Fully-Developed Heat Transfer 
Due to their negligible influence within macroscale convection analysis, the microscopic 
mechanisms of hydrodynamic and thermal slip at the interface are unaccounted for. Conversely, 
as dimensions decrease and efforts are made to assess nanoscale thermal analysis, microscopic 
mechanisms must be considered for their role within the convection process as their influence 
becomes magnified and projected on overall heat transfer performance. Subsequently, for all 
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simulated test cases the resulting behavior of convection heat transfer displays reduced Nusselt 
values from that of the theoretical macroscale fully-developed laminar flow, NuD,fd = 7.541, as 
seen in Fig. 5.7. The presence and magnitude of hydrodynamic and thermal slip at the interface 
are shown to impede heat transfer from the graphene wall to the water and dictate the extent of 
convection effectiveness. 
 
 
Figure 5.7. Fully-developed Nusselt number (NuD,fd) trends for varying (a) interaction strength (εc-o), (b) channel height 
(H), (c) water velocity (uf,avg), and (d) wall temperature (Tw). 
 
Manipulation of the water-graphene surface interaction strength yields significant 
enhancement to the convection heat transfer process as wall wettability is tuned from hydrophobic 
to hydrophilic (Fig. 5.7a); our results are consistent with previous reports [7, 16] which indicate 
that the microscale convection process will become enhanced as increased interactions between 
the wall and water allow for improved heat transfer. Results show an order of magnitude increase 
in heat transfer performance from NuD,fd = 0.594 for the case of extreme hydrophobicity (εc-o = 
0.1869 kJ/mol) to NuD = 2.771 corresponding the extreme hydrophilicity case (εc-o= 1.0553 
kJ/mol). This conduct stems from stronger interactions allowing more water molecules to come 
into contact with the wall, thus inhibiting momentum and advection effects at the interface as 
illustrated by decreasing hydrodynamic slip lengths. Likewise, thermal slip lengths are seen to 
decrease because of more wall-fluid interactions enhancing heat transfer at the surface as more 
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water molecules are available to remove heat from the wall, which is in agreement with previous 
findings [19, 23]. Density profiles for corresponding εc-o values in Fig. 5.8, which are similar to 
that of another report [104], displays this increasing water molecule density near the interfacial 
regions that enable for enhanced heat transfer at higher interaction strengths. 
 
 
Figure 5.8. Density profiles for increasing values of solid-fluid interaction strengths (εc-o). The inset is a magnified 
image of density at the interfacial region. 
 
 As system size increases with channel height from H = 4.0 to 8.0 nm, convection 
performance displays enhancement with an increase towards that of macroscale behavior from 
NuD,fd = 0. 97 to 1.88 as in Fig. 5.7b. It is known in conventional theory that as dimensional scales 
increase in size within fluid flow applications, Kn will decrease and cease to display slip flow 
characteristics with trends towards that of continuum behavior. In concurrence with theory and as 
supported by the aforementioned Kn calculations, hydrodynamic slip lengths, and thus momentum 
at the interface, are observed to decrease as the influence of solid-fluid interfacial mechanisms 
weaken with increasing channel dimensions. The same is true in relation to thermal slip; at 
nanoscales, increasing surface-to-volume ratio permits Kapitza resistance to become a substantial 
factor that distorts convective performance [11]. Contrary to the previous report by Ge et al. [16] 
indicating nanochannel size effects produce no detectable change in heat transfer behavior, our 
observations indicate that as dimensions increase, interfacial mechanisms (i.e., hydrodynamic slip 
and thermal slip, characterizing temperature jump and Kapitza resistance) gradually become 
insignificant to allow for more effective heat transfer and thus a trend of convective behaviors 
towards that of macroscale theory. Convection heat transfer is estimated to achieve macroscale 
behavior for water flow in graphene nanochannels at a channel height of 32.81 nm and/or 605.72 
nm using linear and logarithmic fitting, respectively. 
With respect to the influence of increasing water velocity inside the nanochannel from 10 
m/s to 105 m/s, convection heat transfer behavior is observed to remain relatively constant and 
only deviates from NuD,fd = 1.23 by 1.2% in Fig. 5.7c. Conventional knowledge of nanoscale flow 
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indicates that increasing channel velocity will yield increased slip lengths as a result of amplified 
momentum at the interface. Initially, it was assumed that this in turn would enable for more 
effective diffusion from the graphene wall to the water. However, we now suspect that 
insubstantial changes in momentum are not enough to produce noticeable effects on the resulting 
thermal diffusion within the channel. As a result, Kapitza resistance is left unaffected by 
momentum transport behaviors and produces no change in thermal performance. 
As atom kinetic energy increases with thermostated wall temperature, more collisions at 
the wall-fluid interface occur to allow for enhanced momentum and heat transfer rates; this is 
verified by the observance of decreases in both hydrodynamic and thermal slip lengths. Signified 
by the behavior of these microscopic mechanisms, this subsequent improvement in energy transfer 
allows for enhancement to convective behaviors inside the nanochannel with an increase from 
NuD,fd = 1.19 to  NuD,fd = 1.47 for the thermostated wall temperatures of Tw = 300 K and Tw = 1000 
K, respectively (Fig. 5.7d). It is noted that although temperatures exceed that at which water would 
normally experience boiling, no phase change is observed due to the constrained simulation 
volume and rescaling of temperatures at the channel inlet [147]. 
 
 
Figure 5.9. (a) Fully-developed NuD,fd trends for increasing channel heights (H) at different carbon-oxygen interaction 
strengths (εc-o). (b) Comparison of ls and lk for all test parameters. (c) NuD,fd values corresponding to normalized 
hydrodynamic slip lengths. (d) Fully developed NuD,fd trend for normalized thermal slip length values. 
 
To further validate and understand the microscopic phenomena influencing convective 
behaviors (Fig. 5.9), we investigate increasing channel heights of H = 4.0, 5.0 and 6.0 nm at 
varying carbon-oxygen interaction strengths, or magnitudes of wettability, (εc-o = 0.392, 0.4763 
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and 0.5728 kJ/mol) in Fig. 5.9a. As found above in Fig. 5.6, increasing interaction strength 
produces the most drastic changes in the resulting values of ls and lk, and thus NuD,fd. However, 
manipulation of εc-o yields that at smaller channel dimensions, the effects of surface interactions 
are magnified and project their influence over fluid-fluid interactions within the system to induce 
more noticeable modifications to overall convective outcomes. Conversely, as dimensional size 
increases we see a lessening influence of surface mechanisms to the convective heat transfer 
coefficient, which is consistent with the concept that convective behaviors deviate at nanoscales 
due to dominating surface effects. Therefore, convection heat transfer is dependent on relative 
magnitudes of microscopic mechanisms (hydrodynamic and thermal slip) when compared with 
dimensional size. 
Hydrodynamic and thermal slip (ls and lk) under various test conditions display good 
correlation (Fig. 5.9b) although varying uf,avg, which has minor influence on lk, causes slight 
deviation as in the inset of Fig. 5.9b. This good correlation is attributed to similar control 
mechanisms in both interfacial momentum and thermal transport, such as strength and frequency 
of interactions between water molecule and surface. To evaluate the influence of size effects and 
these ls and lk together, NuD,fd is plotted with respect to normalized slip lengths, ls/2H and lk/2H, as 
respectively shown in Figs. 5.9c and 5.9d. Both collective NuD,fd trends are well correlated with 
the normalized slip lengths and indicate that larger ls/2H or lk/2H results in greater discrepancies 
from macroscopic convective behavior; i.e., as slip lengths increase or system size decreases, 
NuD,fd decreases. However, the correlation with ls/2H contains more deviation from the overall 
trend than that with lk/2H; specifically, the deviation appears in the same area (dashed boxes) in 
Fig. 5.9b while no such deviation and better agreement is found in the trend of NuD,fd with respect 
to lk/2H. Therefore, lk is inferred to be the dominant factor, particularly when surface heat flux is 
large enough to overcome the surface advection effects imposed by slip flow as in our simulation 
conditions. Correlation between NuD,fd and lk/2H is identified as the black trend line equation of 
NuD,fd = 7.544 – 5.595(1 – e-lk/10.838H) – 5.554(1 – e-lk/0.2308H) in Fig. 5.9d; furthermore, the red trend 
line of NuD,fd = 0.9452(lk/2H)
-0.7313 is identified as a simple fit with roughly 5% error, when 0.2 < 
(lk/2H) < 1.2, to estimate the macroscale value of NuD,fd. 
5.5 Conclusions 
Molecular dynamics simulations of water flowing in graphene nanochannels allows for 
investigations of the microscopic mechanisms influencing fully-developed convective heat 
transfer despite the presence of unrealistic axial conduction. Hydrodynamic and thermal slip are 
shown to be key manipulating factors in the characterization of nanoscale thermal performance. 
Strength and frequency of fluid-surface interactions influence both hydrodynamic and thermal slip, 
and thus lead to their strong correlation. However, microscopic mechanisms can be selectively 
controlled; for example, variation of average fluid velocity smaller than that of thermal velocity 
only has an effect on hydrodynamic slip (with negligible change in thermal slip). Therefore, 
although seemingly congruent, hydrodynamic and thermal slip are only partially related to one 
another as each factor possesses traits that uniquely affect convective behaviors, depending on 
simulation constraints. As found within our simulations, in environments where the surface heat 
flux is much larger than that of advection, thermal slip length is the dominating factor that governs 
resultant convective behavior at nanoscales. By nondimensionalizing slip lengths with system 
dimensions (i.e., channel height), size effects are incorporated for assessment into the relationship 
between NuD,fd and slip lengths; correlation between NuD,fd  and lk/2H is found and suggested.  
48 
Careful assessment of these analogous microscopic mechanisms enables for accurate 
description of heat transfer behaviors in system sizes descending into the nanoscale realm. Based 
on enhanced understandings of the mechanisms influencing and dictating nanoscale convection 
heat transfer within graphene-liquid water systems, this study pertains to various applications such 
as micro-sized heat exchangers, electric cooling systems, flow and flow boiling enhancement, 
primary/secondary reactor cooling loops, etc. Future work should seek to further the correlation 
between hydrodynamic and thermal slip, and nanoscale convection, in addition to assessment of 
nanochannel dimensions at which the theoretical NuD,fd value is obtained for optimal design and 
convective heat transfer performance. Additional studies should seek to evaluate the effects of 
graphene wall thickness on convective heat transfer similar to that of a recent study by Alexeev et 
al. [23]. We anticipate future assessment and validation of reported results through extrapolation 
of data and provided fit equations via simulation of larger dimensional scales and experiments of 
sub-micrometer (< 1.0 μm) characteristic length microchannels, similar to the methods and 
techniques performed by Refs. [6, 148-150]. 
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CONCLUSIONS 
6.1 Summary and Contributions 
Momentum and thermal transport within interacting graphene – water systems are explored 
via utilization of molecular dynamics simulations. Acting as building blocks of fundamental 
knowledge used to lay the foundation for unraveling nanoscale convective heat transfer 
phenomena, graphene wettability, flow liquid water behavior and simulated water viscosity, and 
heat transfer across a graphene – water interface are preliminary investigated. Examinations of 
graphene wetting properties showcase the influential effects surface interactions have on resultant 
atom configurations and observable behavior. Initial fluid flow studies both observe and confirm 
previous findings by exploring deviation from the theorized no-slip boundary condition within 
nanoscale environments. Moreover, as viscosity is a key fluid property employed in convection 
studies, simulations of liquid water flow in nanochannels is employed to assess accurate replication 
of simulated viscosity provided by differing water models. Vital to understanding the transfer of 
heat within the convective process, interfacial heat transfer is investigated to determine conduction 
and resistance across graphene – water systems. Employing these preliminary understandings, 
convective heat transfer of water flow in graphene nanochannels is investigated. It is found that 
nanoscale behaviors significantly deviate from that hypothesized by macroscale theories as 
momentum and thermal mechanisms, characterized by hydrodynamic and thermal slip, are 
amplified by nanoscale interfacial effects. Although resulting conclusions are only as reliable as 
simulation input parameters, simulation constraints are thoroughly vetted and corroborated with 
numerous numerical, experimental, and theoretical studies that range in investigated scales from 
the quantum to macroscale level. 
6.2 Possible Extensions 
Current work seeks to apply nanochannel convection findings to investigations of the 
convective heat transfer process within carbon nanotubes (CNTs). Moreover, the study of 
momentum and thermal transport is not only applicable to thermal management in nanoscale 
electronic devices; extension to numerous fields of study can also benefit from these types of 
fundamental investigations. In particular, are the areas of phase change for directional 
solidification and synthesis of nano- and micro- structures, and desalination. This chapter seeks to 
detail this student’s ongoing and planned work in furthering his exploration into graphene water 
systems. 
6.2.1 Ongoing Work: Convective Heat Transfer in CNTs 
Exploring convection heat transfer within carbon nanotubes is one area this student is 
currently investigating. While previous evaluations of nanoscale convection where more abstract 
as they sought to understand behaviors with water flow between two infinite parallel plates, this 
study is expected to yield fundamental insight on heat transfer behaviors when liquid water is fully 
confined. Moreover, fully confined water, as in the case of CNTs, the conduct of bulk liquid water 
is indicated to differ from that in nanochannels [20, 50] as CNTs allow for an increased surface 
area for water to interact with. Therefore, the simulation methodology of convection heat transfer 
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in nanochannels from Chapter 5 is modified and applied to studies on water flow in CNTs (Fig. 
6.1). The parameters of CNT diameter (D), graphene – water interaction strength (εc-o), water 
velocity (uf,x), CNT wall temperature (Tw), and other effects are planned for study. Findings are 
anticipated for publication in the coming months. 
 
 
Figure 6.1. Setup of water in a CNT for convection assessment. 
 
6.2.2 Ongoing Work: Phase Change 
In this section detailing current work on phase change, the method of Ref. [151] is first 
investigated to effectively boil water in contact with a graphene sheet (Fig. 6.2). To further 
investigate phase change behavior, this technique and others are employed to simulate water 
freezing. The ultimate goal of this work is to uncover a directional freezing mechanisms for 
nanostructure and graphene aerogel synthesis. Accordingly, graphene flakes are placed in liquid 
water to study resulting configurations after the freezing process is complete. 
 
 
Figure 6.2. Snap shots of water boiling on a heated graphene substrate over a period of time, t. 
51 
In conjunction with the methodology utilized for boiling and that of Carignano et al. [152], 
liquid water freezing is investigated. Employing the TIP4P/Ice water model [70] for its ability to 
more accurately replicate ice melting temperature (T = 272 K), a solutions of graphene flakes in 
liquid water is then evaluated for its freezing behavior over a period of time, as in Fig. 6.3. 
 
 
 
Figure 6.3. Periodic freezing of a graphene flake – water solution over a span of time, t. 
 
However, as Figs. 6.3b and 6.3c illustrate, freezing occurs across the periodic image due 
to the application of PBCs, thus inhibiting exploration of directional freezing. To effectively 
simulate the process of directional freezing, and to enable for proper volume changes during 
solidification, systems are modified to account for periodic image effects. Studies on this topic are 
expected to investigate mechanisms of directional freezing through assessment of freezing 
temperature, graphene – water attractions, and flake-to-volume ratio. 
6.2.3 Future Work: Desalination 
Although this is not his current area of investigation, this student plans to explore utilization 
of graphene nanostructures for the effective desalination of water. This will include the use of 
nanochannels, nanopores, CNTs, graphene charge, doping, etc., in the graphene structure to 
effectively separate the Na+ and Cl- ions from bulk liquid water. In the shown preliminary 
investigation (Figs. 6.4a and 6.4b), various layers of charged graphene nanopores are studied to 
effectively remove and/or sort ions within a salt water solution. Pursuit of these types of studies 
are planned to take place after investigations of convective heat transfer in carbon nanotubes and 
directional freezing. 
 
 
 
Figure 6.4. (a) Initial setup of salt water solution on top of a porous graphene structure, and (b) ion migration through 
porous graphene structure. 
 
6.3 Outlook 
Though nanoscale MD investigations can at times seem far removed from the macro-, and 
even micro-, scale realms for functional application purposes, fundamental understandings of 
nanoscale environments and their interworkings become increasingly vital as both new and old 
(a) (b) (c) 
(a) (b) 
52 
difficulties arise and persist. With increasing computational abilities, fundamental atomistic 
endeavors will continue to uncover key principles that dictate and influence observable behaviors 
at larger scales. Knowing the possibilities MD can provide, this student seeks to contribute to 
unraveling previously unsolved and undiscovered enigmas that plague advanced manufacturing 
techniques, novel electronics devices, and even basic humanitarian needs, through his ongoing and 
future endeavors of investigating CNT convection heat transfer, directional freezing mechanisms, 
and desalination. 
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LAMMPS 
The Large-scale Atomic/Molecularly Massive Parallel Simulator [27] (LAMMPS, 
December 7, 2015 version) is exclusively employed for classical molecular dynamics simulations 
in the scope of this thesis’ investigations. Developed by Sandia National Laboratories, LAMMPS 
is an open source software written in C++ and is the foremost software used to conduct 
investigative MD simulations through its implementation of MD algorithm methods presented in 
Chapter 2. 
 LAMMPS software relies upon two main input files: 1) A data file containing simulation 
domain specifications, atom types, coordinates, masses, and charges, molecule definitions, bonds, 
angles, and dihedral and improper quadruplets, and 2) an input file detailing initiation procedures, 
defined settings, and simulation execution commands. 
Simulation Setup and Pre-Processing 
Data File 
As described in Chapter 2, the VMD outputted data file of the desired graphene – water 
system fabricated with the use of Packmol is employed for the initial atom configurations within 
LAMMPS simulations. This file specifies the number of atoms, bonds, and angles, and their 
respective “types” for atom/molecule identification. Additionally, atom masses and the length, 
width and height of the simulation box boundaries in the x-, y- and z- axis dimensions are also 
defined. Atom and molecule type, charge, and coordinates in the specified 3D space of the 
simulation box are also defined. This is followed by angle and bond details that ensure proper 
formation and interconnecting of atoms within molecules. The definition of dihedral and improper 
quadruplets were not employed as they are unneeded within the scope of this thesis. 
Input File: Initialization 
LAMMPS requires initialization commands in order to define and implement proper 
simulation conditions for a successful run. These commands are as follows: units, dimension, 
boundary, atom, bond and angle style, and Newton. 
 
units: The “units” command identifies the type of units employed for MD simulations; the selected 
type sets the units of all input and output values. These can be set to lj, real, metal, si, cgs, electron, 
micro or nano, and each specifies differing unit systems. For the purposes of this thesis, the unit 
system “metal” is employed; this is due to the AIREBO and Tersoff potential files used for 
graphene description being specifically parameterized for use with “metal” units (please note that 
reported value units have been converted for presentation with energy units of kJ/mol as this unit 
is more commonly used within this field of study). “Metal” units are specified as the following: 
mass = grams/mole, distance = Angstroms, time = picoseconds, energy = eV, velocity = 
Angstroms/picosecond, force = eV/Angstrom, torque = eV, temperature = Kelvin, pressure = bars, 
dynamic viscosity = Poise, charge = multiple of electron charge (1.0 is a proton), dipole = 
charge*Angstroms, electric field = volts/Angstrom, and density = gram/cmdimension. 
 
dimension: The “dimension” command specifies the simulation systems dimensionality and in 
every investigation simulation, this is set as “3”. 
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boundary: The “boundary” command sets the simulation domain boundary conditions. Set as 
either periodic (p), non-periodic and fixed (f), non-periodic and shrink-wrapped (s) or non-periodic 
and shrink-wrapped with a minimum value (m), this allows for specification of simulation box 
periodicity. Depending on the investigated case, simulations are either conducted with the 
boundary set as “p p p”, specifying periodic boundaries in all three dimensions, or as “p p f” that 
defines the x- and y- axis directions as periodic but fixing the z-axis direction as non-periodic 
(boundary conditions will be specified for each investigation in this thesis). A periodic boundary 
allows for particles to exit one end of the simulation box by crossing the defined boundary and re-
enter at the opposite end of the simulation cell. Conversely, when a particle crosses a fixed 
boundary and moves outside of the simulation domain, the particle will be deleted. Although the 
“p p f” boundary definition is not ideal for many other studies as it leads to deleted particles, this 
specification can be coupled with other LAMMPS methods to significantly enhance computational 
efficiency; specified use of boundary conditions is detailed in each investigation. 
 
atom_style; bond_style; bond_coeff; angle_style; angle_coeff: The “atom_style”, “bond_style”, 
and “angle_style” determine what parameters are read from the data file and stored by each atom 
definition. For the purposes of this thesis, the atom style “full”, bond style “harmonic”, and angle 
style “harmonic” are selected. The atom style “full” command is selected to define molecules and 
charges, and signals for the input file to read bond and angles from the data file. In reading these 
bonds and angles, water molecule bond and angle styles are selected as “harmonic” so to keep 
equilibrium bond and angle distance/position for the modeling of bond and angle vibrations. 
Moreover, and although these commands are primarily employed in conjunction with force field 
specification, the “bond_coeff” and “angle_coeff” further atom/molecule behavioral description 
with the arguments of “N, Kbond, r0” and “N, Kangle, angle”, respectively; these are only defined for 
water molecules as graphene bonds and angles are determined by the earlier discussed AIREBO 
potential file. N corresponds to the bond/angle number for identification, Kbond and Kangle are the 
force energies of the respective O-H bond and H-O-H angle for flexible water molecules, r0 is the 
O-H bond length, and angle is the H-O-H angle. With values taken from the previously discussed 
literature on water models, the arguments for “bond_coeff” are “1” “0.0” (eV/Å2) and “0.9572” 
(Å), and the “angle_coeff” arguments are “1” “0.0” (eV/Å2) and “104.52” (°); Kbond and Kangle are 
set to zero as this thesis employs the use of the SHAKE [72] algorithm (later discussed) to model 
rigid bonds and angles. 
 
Newton: Lastly the command “Newton” determines whether or not to include Newton’s 3rd law 
for pairwise and bonded interactions. As all simulations employ potential models that require this, 
the command “Newton” is set to “on”.  
Input File: Atom Definition 
read_data: “Read_data”, combined with the data file name as an argument, is the command used 
to signal for the input file to read the atom coordinates, masses, charge, topology information, etc. 
provided by the data file. LAAMPS uses this data for further processing and simulation. 
 
group; region: In complex molecular systems with more than one type of molecule or atom, the 
commands “group” and “region” are used to define specific sets of atoms with the assignment of 
a group ID or region ID. Within the usage of the “group” command, atoms can be classified based 
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on their atom number, type, molecule assignment, etc., and are assigned a group ID; these atoms 
stay in their assigned group unless a “delete group” command is implemented. Conversely, the 
“region” command enables for the definition of set regions to allow for atoms to be selected based 
on their position, rather than atom classification. Moreover, these regions can be converted to a 
fixed “group” (as previously described), or to a “dynamic group” that allows for selective atom 
grouping based on their current location; these dynamic groupings can be updated periodically to 
include or not include atoms at a specific time iteration throughout the simulation duration. These 
group/region IDs are what is used by the later described commands of “velocity”, “fix”, 
“compute”, “dump”, etc., to prescribe various conditions and implementation methods. 
Input File: Simulation Settings 
timestep: Vital to most all MD simulation (LAMMPS) procedures is the usage of the “timestep” 
command; choosing an inadequate timestep (prescribed in the chosen time units) value can cause 
highly unstable simulation environments or yield insufficient sampling times to collect data. Too 
large of a timestep can produce conditions where atoms become missing from moving too far and 
too fast for the various algorithms to keep track of; conversely, specifying too small of a timestep 
value can yield insufficient access to system evolution characteristics and result in unneeded 
computational efforts. A time step of “0.001” (ps, or 1.0 fs) is typically chosen to avoid 
discretization errors as well as allow for sufficient system development within the simulation 
duration; however, some cases employ timesteps of 1.5 fs and 2.0 fs, and are specified. 
 
neighbor; neigh_modify: Within MD simulations, particles and interactions need to be tracked 
for accurate and efficient computations; to do this, the “neighbor” and “neigh_modify” commands 
are used to affect the building of pairwise neighbor lists. All atom pairs within a neighbor cutoff 
distance equal to their force cutoff plus the skin distance are stored in the MD simulation neighbor 
list, where the skin distance determines how often atoms migrate to new processors. The “bin” 
style is chosen as the algorithm used to build these lists in all investigations; this style constructs 
neighbor lists by binning as an operation that linearly scales with N/P, where N is the total number 
of atoms and P is the number of processors. To effectively avoid dangerous neighbor list builds, 
the skin distance is set as the recommended value of “2.0” (Å). Moreover, to further avoid 
problems with neighbor list builds, the arguments for the “neigh_modify” command are specified 
as “every 1 delay 0 check yes” to instruct the MD algorithm to build neighbor lists on every 
iterative step if any one atom has moved more than half the skin distance since the last list build. 
Input File: Force Field Specifications 
As outlined in Chapter 2, force calculations are of vital importance to accurate and realistic 
results and behaviors. These types of specification commands primarily govern interactions 
between simulated atoms and are the primary users of computational time and resources with 
LAMMPS simulations. 
 
pair_style; pair_coeff: The “pair_style” and “pair_coeff” commands are employed in the 
determination of pairwise interactions. Pair potentials, defined between atom pairs within a cutoff 
distance, are employed as the arguments for these commands. The “pair_style” command sets the 
formulas employed by LAAMPS to compute pairwise interactions. As a combination of models 
are employed within complex graphene – water systems, the “pair_style” command is chosen as 
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“hybrid” for all investigations; this allows for the setup of specified atom-type pairs to interact via 
differing pair potentials. Within investigations employing the TIP4P water model iterations and 
the 2nd generation Tersoff Brenner graphene potential, the “pair_style” is set as “hybrid 
lj/cut/tip4p/long ‘otype’ ‘htype’ ‘btype’ ‘atype’ ‘qdist’ ‘cutoff’ lj/cut ‘cutoff’ rebo”. In this 
statement defining a hybrid pair style system, the Lennard Jones terms describe long-range 
interactions [55] while the REBO term describes short-ranged C-C interactions within the 
graphene sheet. To model inter- and intra- molecular interactions for water molecules, the 
“lj/cut/tip4p/long” term specifies arguments of which atom types to model as water (otype, htype), 
their bond and angle types (btype, atype), the distance from the oxygen atom to the massless charge 
(qdist), and their global cutoff for LJ interactions (cutoff). Moreover, the “lj/cut” term is also 
employed the determine long-range interactions between graphene and water, and between the 
intra-layer C-C interactions of the graphene sheet. The short-ranged inter-layer C-C interactions 
within a graphene sheet are defined with the “rebo” term; its potential formulation (provided by 
its described below “pair_coeff” argument) specifies this cutoff to be set as the default “2” (Å). 
In conjunction with setting the computing formulas by the “pair_style” command, the 
“pair_coeff” command further specifies the pairwise force field coefficients for the various pairs 
of atom types. For the long-range atom interactions earlier described, the “pair_coeff” has the 
arguments: ‘I’ ‘J’ ‘style’ ‘εIJ’ ‘σIJ’; these correspond to setting the coefficients for interaction 
between atom type ‘I’ and type ‘J’, followed by their interaction style (or formula as either 
“lj/cut/tip4p/long” or “lj/cut”, within the scope of this thesis), and their defined interaction energy 
strength (εIJ) and corresponding distance at which their potential energy is zero (σIJ). The 
“pair_coeff” arguments for the short-range C-C interactions within a graphene sheet are defined 
by calling the location of the AIREBO potential file. As described in Chapter 2, REBO is 
essentially the same as AIREBO with the exception of a few spline fitting procedures that only 
describes short-ranged C-C interactions. As such, the defining arguments of “I, J, style, filename, 
N element names”, where (for the purposes of this thesis) I and J are the carbon atom types, the 
style is specified as “rebo”, the calling command that locates the AIREBO potential file for C-C 
description, and the mapping of AIREBO elements to simulation atom types. This file contains the 
necessary information to parameterize graphene sheet inter-layer C-C interactions; interaction 
parameters employed within the scope of this thesis are found in Table 2.1. 
 
kspace; kspace_modify; slab: The “kspace” command dictates which solver to use to compute 
long-range Coulombic interactions; the particle-particle particle-mesh solver (PPPM) [118] is 
primarily employed for these types of calculations. Using Poisson’s equation to solve Coulombic 
interactions, the PPPM technique maps atom charge to a 3D mesh and then interpolates electric 
fields. When simulating a TIP4P-iteration water model, the PPPM method is corrected as 
“pppm/tip4p” to account for the massless site incorporated within each water molecule. 
Essential to simulations conducted in this thesis, the simulation kspace can be modified 
with the “kspace_modify” command and specifying the “slab” option [119] with arguments stating 
a volume factor. Since the PPPM solver requires periodic dimensions (“p p p”), this slab option 
allows for the PPPM solver to be employed in systems that are periodic in the x- and y- axis 
directions, but non-periodic in the z-axis direction via specification of “p p f” boundaries; 
essentially, the system is treated as if it were periodic in the z-axis direction to allow for PPPM 
computations. In doing this, the slab option inserts an empty volume extending along the z-axis 
corresponding to the set volume factor value (3.0 is used as recommended), and adds an 
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electrostatic correction layer above and below (± z direction) the simulation domain to prevent z-
axis Coulombic computations; thus, interactions across the z-axis boundary are effectively 
removed. 
Input File: Fix Options 
Commands employed with the “fix” and/or “fix_modify” prefix are used in a variety of 
different ways to set simulation constraints, and calculate global, per-atom, and local values for 
outputted data collection. The “fix_modify” command simply helps to better define on what atoms 
(or group, region, etc.) the fix should be applied and how values are determined. 
 
shake: As previously mentioned, the SHAKE [72] algorithm is employed to apply bond and angle 
constraints to those specified for water molecules, while the bonds and angles of graphene are 
modeled with the AIREBO potential. Implemented as “fix, ID, group-ID, style, tol, iter, N, b, a, t, 
m”, this fix defines the fix ID, group on which to impose the fix, the fix style (i.e., shake), accuracy 
tolerance of the SHAKE solution, the maximum number of iterations in each SHAKE solution, 
printing of SHAKE statistics at every N timesteps, bond type, angle type, atom type, mass values”. 
In all simulations, this is specified as: “fix”, “fix-ID” (user specified name), “group” (for water), 
“shake”, “1e-4”, “100”, “0”, “b”, “1”, “a”, “1”; the arguments of “t” and “m” did not require 
specification within these investigations. 
 
velocity; NVT; NPT; NVE; Langevin: As methods for prescribing simulation ensembles and 
thermostats, the following described “fix” options and methods are central to determining 
simulation environment conditions and are essential for realistic representations of atom behaviors 
and accurate data acquisition. In this thesis, the employed “fix” options will vary based on 
investigational needs and computational efficiency, and are further identified for their use in each 
chapter. 
The command “velocity”, coupled with its “create” style, generates an ensemble of 
velocities at a specified temperature through the use of a random number generation seeding input. 
The ensemble of velocities is generated to create a “Gaussian” distribution with a mean of 0.0 and 
a scaled sigma value to produce the desired temperature. Moreover, it should be noted that this is 
not the global simulation “ensemble” for statically sampling data (as described below); this is 
employed to speed up the initial system equilibration processes before data collection. 
LAMMPS employs a variety of different fix options to perform time integration for 
generating positions and velocities for data sampling. In particular, this thesis utilizes the fix 
“NVT”, “NPT”, and “NVE” terms to specify the simulation ensemble used for integrating and 
updating atom positions and velocities. Although conceptually similar, these three fix options 
greatly differ as they can employ thermostating and/or barostating, or be used in conjunction with 
outside thermostat/barostat methods. 
The fix “NVT” (constant number of particle, volume, and temperature) command, 
corresponding to the canonical ensemble, performs time integration on Nose-Hoover style non-
Hamiltonian equations of motions to update atom positions and velocities every timestep for data 
collection. Intrinsic to this command is the use of Nose-Hoover [132, 133] thermostating with the 
“temp” setting, which applies thermostating methods only to particles’ translational degrees of 
freedom within a specified group. Within this fix, atom velocity/positions are updated to relax 
temperature to its desired value, as specified by the “temp” (temperature units, K) command. 
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Similar to fix “NVT” is the “NPT” (constant number of particles, pressure, and temperature) 
command, which corresponds to the isothermal-isobaric ensemble. This ensemble performs Nose-
Hoover thermostating and barostating to the simulation domain by adding dynamic variables that 
are coupled to particle velocities (thermostating) and the simulation volume dimensions 
(barostating). In addition to setting the desired “temp”, a “press” (pressure units, bars) value is also 
identified as the desired pressure; this can be specified for the entire simulation domain or only a 
specific group of atoms. 
The fix “NVE” (constant number of particles, volume, and energy) command, 
corresponding to the microcanonical ensemble, does not include intrinsic thermostating or 
barostating methods like those found in the fix “NVT” and “NPT” commands. However, it is 
similar in that atom positions and velocities are updated within a specified group; this can be 
particularly useful within system equilibration, and more importantly within setting specific 
environmental conditions of complex interacting systems. “NVE” possesses the unique ability to 
set the entire simulation domain as the microcanonical ensemble, and employ external 
thermostating and barostating fixes to differing groups of atoms or regions (or the global volume) 
while others are left unaffected. Based on investigative needs, the fix options of “temp/rescale”, 
“temp/berendsen”, “langevin”, “press/berendsen”, etc., can be coupled with “NVE” usage as 
external thermostating or barostating methods to achieve/maintain a desired temperature and/or 
pressure by means of employing various forms of dynamical models/formulas. Within the scope 
of this thesis, only the fixing option “langevin” is employed for coupling with instances of “NVE” 
usage; these instances are identified in each chapter. Langevin [134] thermostats (e.g., fix 
“langevin”) employ Brownian dynamics to modify forces acting on each atom; this effectively 
performs/effects thermostating to a desired temperature. However, as solely a thermostating 
method, fix “langevin” requires the use of “NVE” to perform time integration for updating 
positions and velocities. 
 
spring/self: The “spring/self” fix command applies a spring force to each independent atom in a 
group to tether it to its initial position. Employed as “fix, fix-ID (user defined name), group (spring-
applied group), spring/self, K (eV/Å), dir (xyz, or any direction combination), this command is 
used to tether the outer-most graphene wall layers into position to keep dimensions set in place. 
The spring constant magnitude, K, varies with the number of carbon atoms in a graphene wall and 
will be specified in each instance of use; “dir” is left as its default argument of “xyz”, allowing 
atoms to be tethered in the x-, y-, and z- axis directions.  
 
addforce: The fix command “addforce” does precisely what its name implies, which is that it adds 
a force. Within the use of this command, a user-defined amount of force is applied at each timestep 
to each atom in a particular group; this force is exerted on all or any combination of an atom’s x-, 
y-, and z- axis force components. Employed as “fix, fix-ID (user defined name), group (force-
applied group), addforce, fx (eV/Å), fy (eV/Å), fz (eV/Å)”, this fix command is exclusively used to 
apply a flow-driving force within investigations of Poiseuille flow and convection heat transfer. 
Force magnitudes vary depending on the number of water molecules in a simulation and are 
specified in each investigation employing this “addforce” command; however, in all cases, forces 
are only applied in the x-axis (fx) direction, with fy and fz specified as “NULL”. 
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ave/time; ave/spatial: Defined as “fix” commands to time- or spatially- average global or group-
specific values of interest over long periods of time, these fixes are primarily employed to output 
resultant heat flux, velocity, and temperature data. Data is averaged every specified N number of 
timesteps and printed at set time intervals (as in the case of “ave/time”); “ave/spatial” furthers this 
to print spatially averaged values in a specific region in 3D space (areas of interest are defined by 
specifying x-, y-, and z- axis dimensions). Utilization of these fixes allow for enhanced detailing 
of atomic behavior for data processing and analysis. 
Input File: Compute Commands 
temp: The “compute temp” command is used to identify temperatures of specific atom groups and 
regions for more in-depth data processing and understanding of atomistic behaviors. Although the 
global temperature of the simulation domain is computed and printed (as later described in the 
section detailing LAMMPS output options), this is employed provide outputted temperature data 
on particular groupings and/or regions (e.g., thermostated graphene walls). 
 
ke/atom; pe/atom; stress/atom; heat/flux: The commands of compute “ke/atom”, “pe/atom”, and 
“stress/atom” calculate kinetic energy per atom (eV), potential energy per atom (eV), and the 
amount of stress per atom (bars*Å3), respectively; these can be determined for the global 
simulation domain or only a specified atom grouping. More importantly, these three terms compute 
terms are employed as arguments for the compute “heat/flux” command; set as “compute, 
compute-ID (user defined name), group (compute group), heat/flux, ke-ID, pe-ID, stress-ID”, this 
measures the amount of heat flux into or out of an atom reservoir. This is extensively used within 
this thesis’ heat transfer investigations. Although this compute is typically employed within Green-
Kubo methods for thermal conductivity calculations, this thesis utilizes compute “heat/flux” to 
directly print heat flux data to outputted files for post-processing. 
Input File: Output Options 
thermo; thermo_style: The “thermo” command is used in conjunction with “thermo_style” to 
print/output calculated data. Formatting of “thermo_style” as “custom”, allows the user to 
manually specify desired information for printing to the log file; data can include global simulation 
data of: “step”, “temp”, “press”, “ke”, “pe”, “etot”, “volume”, “dens”, etc., in addition to other 
specifically computed data as detailed in previous sections (i.e., computed temperature, pressure, 
kinetic energy, potential, energy, etc.). Moreover, this data is periodically printed to the log file 
every N time steps as defined in the “thermo” command. 
 
dump: From implementation of the “dump” command, LAMMPS can output snapshots of atomic 
trajectories (i.e., positions/configurations) at a user defined interval of ever N timesteps. This file 
is formatted as “custom” to include atom/molecule “id”, “type”, and 3D “x-”, “y-”, and “z-” axis 
atom positions; further constraints can also be applied. These outputted trajectories can then be 
visualized with software (e.g., VMD and Ovito), and post-processed for further data acquisition. 
 
run: After setting all simulation initializations, definitions, etc., the “run” command relays the 
number of timesteps LAMMPS needs to simulate. Simulation durations typically range from 
2,000,000 to 10,000,000 (2.0 ns to 10.0 ns), depending on the investigated area. 
70 
Data Acquisition and Post-Processing 
Although LAMMPS has a variety of techniques and options to directly output values of 
interest (e.g., thermal conductivity, viscosity, etc.), these become unusable within complex 
systems having many different tasks and interactions being performed. Therefore, once 
simulations are complete with the desired information printed to output files, post-processing must 
be performed to gain a more in-depth perspective on simulation results and to correctly determine 
values of interest. This thesis employs the software of VMD, Ovito [153], Excel [154], OriginLab 
[155], and MATLAB [156]. VMD and Ovito are utilized for the visualization of system evolution 
and subsequent atom positions; Excel, OriginLab, and developed MATLAB codes are all used for 
sorting and calculating data. 
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