Statistical modeling of animal movement is of critical importance. The continuous trajectory of an animal's movements is only observed at discrete, often irregularly spaced time points. Most existing models cannot handle the unequal sampling interval naturally and/or do not allow inactivity period such as resting or sleeping. The recently proposed moving-resting (MR) model is a Brownian motion governed by a telegraph process, which allows periods of inactivity in one state of the telegraph process. It is promising in modeling the movements of predators with long inactive periods such as mountain lions, but the lack of accommodation of measurement errors seriously prohibits its applications in practice. Here we incorporate measurement errors in the MR model and derive basic properties of the model. Inferences are based on a composite likelihood using the Markov property of the chain formed by every other observations. The performance of the method is validated in finite sample simulation studies. Application to the movement data of a mountain lion in Wyoming illustrates the utility of the method. Statistical modeling of animal movement is of great importance in addressing fundamental questions about space use, movement, resource selection, and behavior in animal ecology (Hooten et al., 2017). The explosion of telemetric data on animal movement from the recent advancements in tracking and observation technologies presents a storm of opportunities and challenges (Cagnacci et al., 2010; Patterson et al., 2017). Due to battery life limitation, the continuous trajectory of an animal's movement is typically only observed at discrete, often irregularly spaced time points. As a result, discrete-time models such as the state space model (e.g., Jonsen et al., 2005; Patterson et al., 2008; McClintock et al., 2012) are not realistic. Continuous-time models based on stochastic differential equation (SDE) (e.g., Preisler et al., 2004; Horne et al., 2007; Brillinger, 2010) can handle the irregular spacing naturally. Nonetheless, most existing works assume perpetual motion and cannot accommodate periods of inactivity. On the time scale of most telemetry data, most animals alternate between periods of continuing movement (foraging) and periods of rest (e.g., eating or sleeping) (Mashanova et al., 2010; Ueno et al., 2012). Realistic continuous-time models that accommodate inactive periods are needed.
segments. Implementation of likelihood based inferences for the MR process based on dynamic programming is publicly available in an R package smam .
A major limitation in applying the MR model to animal movement data is that it does not accommodate the measurement error of telemetric devices. Adding measurement error to a Brownian motion model is not crucial as long as the measurement error is small in comparison to the total standard deviation of the increments of the Brownian motion between two consecutive time points . In such cases, discarding the measurement error would not produce significant bias. The impact of the measurement errors on inferences about MR processes, however, is much greater. For a given sequence of hidden states, the likelihood is a product of both densities and probabilities. If two observed locations are exactly the same, that is, the trajectory is flat over time, then the animal is known to be motionless between the two time points. The likelihood contribution is the probability of staying in the motionless state instead of the density of the increment at zero. Adding even a tiny bit of noise would remove those flat pieces of the trajectory and, hence, cause drastic bias in the likelihood estimator of the parameters. One possible approach is to round the observed locations, which introduces flat pieces. The number of such pieces, however, depends greatly on the rounding level, which there are no obvious rules to choose. A detailed illustration of the issue is in the next Section.
Dealing with added noise in the MR process is challenging because it invalidates the Markov property of the joint location-state process. The transition density from one time to the next time point can in principle be obtained from convoluting the results of the MR process with normally distributed measurement errors, although computationally very intensive. Lack of Markov property of the joint location-state process means the true likelihood cannot be easily formed by multiplying these transition densities. Because the measurement errors are continuous, the dynamic programing tools of HMM based on a finite number of hidden states (Cappé et al., 2005) are not applicable. The generic simulation based inferences such as iterated filtering (Ionides et al., 2011 (Ionides et al., , 2015 or particle Markov chain Monte Carlo (Andrieu et al., 2010) , available in R package pomp (King et al., 2016) are not feasible from our investigation due to the complexity of the MR process with measurement error.
Our contribution is a toolbox for applying the MR process with measurement error to animal movement modeling. First, we show that discarding the measurement error, even tiny bit ones, cause severe bias in estimation, and that rounding does not provide any satisfactory solution. To make inferences for MR process with measurement error, we establish that, after thinning every other observation, the remaining observations are location-state Markov. This facilitates a composite likelihood which contains two true likelihood components, one based on odd-numbered observations and the other based on even-numbered observations. The true likelihood of each component is computed with dynamic programing. The variance of the maximum composite likelihood estimator can be estimated by a sandwich variance estimator or through parametric bootstrap. The validity of the approach is confirmed in a simulation study. We then apply the approach to model the movement data of mountain lion in Wyoming, whose trajectory is known to have long inactive periods. Discussed methods were implemented as R package smam with efficient C++ code.
Moving-Resting Process
The MR process is a Brownian motion with an infinitesimal variance that is governed by an alternating renewal process with two different holding times. Let random variables {M i } i≥1 be independent exponential variables with rate λ 1 , and {R i } i≥1 be independent exponential variables with rate λ 0 . These are the holding times. There are two possible alternating sequences of the holding times, (M 1 , R 1 , M 2 , R 2 , . . . ) or (R 1 , M 1 , R 2 , M 2 , . . . ). Which one represents a particular realization depends on an initial distribution. A continuous time state process, S(t), t ≥ 0, takes only two values, 0 and 1, and it is defined by the holding times. In particular, for sequence (
then S(t) = 0, otherwise, S(t) = 1. It is well-know that the state process is stationary, if the initial probability of {S(0) = 1} is set as
and the initial probability of {S(0) = 0} is set as p 0 = 1 − p 1 .
An MR process X(t), t ≥ 0, is defined by a stochastic differential equation
where B(t) is the standard Brownian motion, and σ is a volatility parameter. It is important to note that {X(t)} t≥0 itself is not Markov, but the location-state process {X(t), S(t)} is with stationary increments.
Properties and inferences of the MR process has been studied in Yan et al. (2014) and Pozdnyakov et al. (2019) . A key elements is the distribution of occupation times, that is, the total time spent in the moving state by time t M (t) = t 0 S(s)ds, and the total time spent in the resting state R(t) = t − M (t). Let P i (·) be the conditional probability P (·|S(0) = i). Zacks (2004) derived computationally efficient formulas for the following (defective) densities
Having this at hand, one can derive the marginal distribution of the increment X(t) − X(0). Without loss of generality, let X(0) to be 0, and X(t) becomes the increment from time 0 to time t. Then, the joint distribution of the increment X(t) and S(t), t > 0, is given by P 1 (X(t) ∈ dx, S(t) = 1) = h 11 (x, t)dx,
where δ 0 (x) is the delta function with an atom at 0, x ∈ R, and h ij (x, t), i, j ∈ {0, 1}, are functions derived in Yan et al. (2014) :
with φ(·; σ 2 ) being the density function of normal distribution N (0, σ 2 ). The marginal distribution of increment X(t) can be obtained by summing our S(t) and S(0), which forms the basis of the composite likelihood in Yan et al. (2014) . The full maximum likelihood estimation algorithm based on dynamic programming was developed in Pozdnyakov et al. (2019) .
For animal movement data In practice, we may never observe the exact values of X(t), but X(t) with added measurement errors. For an MR process, the probability of observing a zero increment is strictly positive. With added noise, even a tiny bit, this feature is destroyed -the probability becomes zero. Rounding can help, but it is not trivial to come up with an appropriate rounding level. Figure 1 and moving are readily apparent, which can hardly be captured by any existing model that assumes perpetual movements. The other three panels of Figure 1 show the coordinates of a simulated MR path without noise and with noise of two levels. The pattern is very similar to that in the left panel for the female mountain lion. The similarity is obvious, suggesting that an MR process may be a good model, but as shown next, ignoring the noise is disastrous in estimating the model parameters.
We demonstrate the impact of noise on estimation by a simulation study. Consider an MR process with parameters λ 1 = 1/hr., λ 0 = 0.5/hr., σ = 1km/hr. 1/2 . The measurement errors were independent Gaussian noise with standard deviation 0.05km (1/20 of volatility) and 0.01km (1/100 of volatility). The time intervals between consecutive observations was 5 hours. We generated 100 dataset, each with 200 observations. The maximum likelihood estimates based on the MR process were obtained for dataset with and without noise, where for data with noise, three levels of rounding were considered, 10, 50, and 100 meters. Table 1 summarizes the parameter estimates based on the 100 replicates. The point estimates are acceptable for the data without noises. For data with noises, however, severe biases are seen for all three parameters. As the rounding becomes coarser, the biases decrease but remain notable. This is true even for the case with noise standard deviation 0.01km. It is indeed unclear how to choose an appropriate rounding level. An elegant estimation should handle the measurement errors directly. Table 1 : Influence of measurement error on moving-resting process parameter estimation. The true parameter of moving-resting process is λ 1 = 1/hr, λ 0 = 0.5/hr, σ = 1km/hr 1/2 . The measurement error is set as Gaussian noise with standard deviation 0.05 and 0.01. The length of the time intervals between consecutive observations is 5. The number of observations is 200. The number of replication is 100. The mean and empirical standard deviation of estimators under different setups are recorded. Suppose the observations are recorded at times t 0 = 0, t 1 , . . . , t n . Let { k } k=0,...,n be independent and identically normally distributed random variables with mean 0 and variance σ 2 . An MR process with measurement error (MRME) Z(t) at each time point is the superimposition of a measurement error and the exact location. That is, the observed location at t k ,
where k 's are independent N (0, σ 2 ) noises.
Some properties of the process {Z(t k )} k=0,...,n are in order. Obviously, it is not Markov.
Neither is the location-state process {Z(t k ), S(t k )} k=0,...,n . Nonetheless, the discretely ob-
Markov. This is an important property which is used to construct a composite likelihood in the next section. We show this property by demonstrating that the distribution of (Z(t 2k+2 ) − Z(t 2k+1 ), S(t 2k+2 )) depends only on state S(t 2k ).
First, let us calculate the marginal distribution of
. Without loss of generality, we assume that
. Then, we get that
where, as before, φ(·; σ 2 ) is the density function of N (0, σ 2 ). Similarly, one can get that
Next, let us denote
It is easy to see
H(t, n, λ 1 , n + 1, λ 0 ).
Here, {M i } i≥1 and {R i } i≥1 are defined in Section 2, and a summation over an empty set is 0. The functions H(t, n, λ 1 , n + 1, λ 0 ) were investigated in Hu et al. (2019) , where a computationally efficient algorithm for computing these functions was derived. Using similar technique, we obtain that
H(t, n, λ 1 , n, λ 0 ).
Finally, we are ready to present the transition density at (Z(t) − Z(u), S(t)) given S(0), where 0 < u < t, Z(u) = X(u) + ξ, Z(t) = X(t) + η, and xi and η are independent measurement errors with N (0, σ 2 ) distribution. Using the Markov property of the locationstate process (X(t)), S(t)) and independence of the added noise, one can get that
In conclusion, let us note that real-world animal movement data sets are two-dimensional.
The formulas from above can be generalized to a d-dimensional case. They are given in Appendix A.
Composite Likelihood Estimation
Since the full likelihood is unavailable, we resort to composite likelihood to estimate the parameters (Lindsay, 1988) . A composite likelihood is a weighted product of likelihood
where L k is the true likelihood of the k-th data segment with a non-negative weight w k , k = 1, . . . , K, and K is the number of segments depending on the construction of the CL.
The weights can useful, for example, in pairwise likelihood when some pairs with stronger dependence contribute more than other pairs. Suppose that the location-state observations are denoted as
The observed data only contains Z. We propose two ways to construct composite likelihood.
Two-piece Composite Likelihood
The likelihood of increment-state observations at even time points
where [·] is the integer function, θ = (λ 1 , λ 0 , σ, σ ) and ν(S(t 0 )) is the initial distribution that is assumed to be stationary. In practice, S even are hidden states. So, we need the likelihood of the increment process Z even . This can obtained by taking sum over all possible state trajectories:
L (Z even , S even ; θ) .
The cardinality of the set of the state trajectories is 2 [n/2]+1 . But it is still can be efficiently evaluated with help of dynamic programming, specifically, by the forward algorithm.
First, let us define the forward variables by
where Z even (t 2k ) = (Z(t 0 ), Z(t 2 ), . . . , Z(t 2k )) and k = 1, . . . , [n/2], and the initial forward variable α (Z even (t 0 ), S(t 0 ), θ) = ν(S(t 0 )). Then, it is easy to see that the forward variables satisfy the following recursive relationship:
This allows us to compute the likelihood in linear time with respect to n time, because L(Z even ; θ) = S(t 2[n/2] )∈{0,1}
α Z even (t 2[n/2] ), S(t 2[n/2] ), θ .
Now, when the sample size n is large, the likelihood tends to be too small to be distinguished from zero by computer. To address the underflow problem, one should use the normalized forward algorithm. More specifically, let us introduce the normalized forward variables as
Then, the update formulas for normalized forward variableᾱ (Z even (t 2k ), S(t 2k ), θ) and d (Z even (t 2k+2 ); θ) are given bȳ
Finally, the likelihood function is given by
In a similar fashion, one can compute the likelihood of the observed increments at the odd time points Z odd = Z 1 , Z 3 , . . . , Z 2[(n+1)/2]−1 . Adding two log-likelihoods together we get the following composite log-likelihood:
cl ((Z(t 0 ), . . . , Z(t n )); θ) = log (L(Z even ; θ)) + log (L(Z odd ; θ)) .
( 3) The maximum composite likelihood estimator (MCLE) of θ is the maximizerθ of (3).
Marginal Composite Likelihood
The second approach is to use the one-step transition density with the dependence between two consecutive increments discarded. If S were observed, for i, j ∈ {0, 1}, the likelihood of each pair of consecutive location-state observations
where ν(·) is the stationary distribution of state process {S(t)} t≥0 . Since S is unobserved, the likelihood of (Z(t k−1 ), Z(t k )) is
The marginal composite log-likelihood is
Since the dependence among the increments is descarded, the resulting estimator is expected to be less efficient if the dependence is stronger.
Variance Estimation
To make inferences about θ, we need the variance ofθ. It can be estimated by parametric bootstrap with the time points fixed easily because simulating from the MRME process is simple. The general approach of parametric bootstrap is given as Algorithm 1.
Algorithm 1: Estimated standard error from parametric bootstrap input : Observed data; number of resampling M . · Fit model to get the parameter estimates; for m = 1 to M do · Use the estimated parameters to generate a bootstrap sample on the observed time grids; · Fit model to the bootstrap sample to get bootstrap estimate; end · Make inference based on empirical distribution from these bootstrap estimators.
Alternatively, we can estimate the variance by inverting the observed Godambe information matrix (Godambe, 1960) 
Practically, H(θ) is estimated by the Hessian matrix of the negative composite likelihood evaluated atθ. Calculation of J(θ) is more difficult as there is no replicated data to estimate this variance. Parametric bootstrap can be applied to evaluate J(θ) as the empirical variance of gradient of composite likelihood from a large number of bootstrap samples. Finally, Var(θ) can be obtained by the inverse of G(θ) (e.g., Varin et al., 2011) . However, according to our simulation result, this approach does not perform as good as parametric bootstrap approach.
Simulation Study
We ran several simulations to check performance of the MCLE based on both the marginal composite likelihood and the two-piece composite likelihood. The objective of this study is threefold: (1) to see if the procedures successfully recovers the model parameters, (2) to verify that standard errors can be obtained with help of parametric bootstrap, and (3) to compare performance of the marginal method to the two-piece one.
First, we generated movement data using MRME model described by equation (1). The model parameters were set to be λ 1 = 1, λ 0 = 0.5, σ = 1, and σ ∈ (0.01, 0.05). This is the same setup that was used for simulations in Section 2. For each configuration, we generated 200 two-dimensional datasets on a time grid from 0 to 1000, with sampling interval 5. The resulting data has length n = 200. Table 2 . Once again we can see that both the marginal method and the twopiece method recover the true parameters well. Their empirical standard errors are similar.
This tells us that two methods have comparable efficiency for these setups. Moreover, the standard errors were estimated by parametric bootstrap procedure. As we can see, the estimated standard errors are reasonably close to empirical ones.
Finally, let us note that the performance of two methods is similar in two simulation studies described above. It is a bit surprising because the marginal method basically ignores the dependence of the MRME process and treats its increment as they are independent. One possible explanation is that if the distance between two consecutive observation is relatively long then the dependence between two consecutive increments of the MRME process is weaker. To see that one can easily calculate the correlation of absolute values of consecutive increments via simulation by employing the auto-correlation function with lag 1 (ACF(1)).
For example, for the same parameter set as in the above simulations and a long time horizon 100000, the ACF(1) for the sampling interval 5 is 0.02, but the ACF(1) for the sampling interval 0.1 is 0.46. The results of simulation with small sampling interval 0.1 are presented in Table 3 . This simulation suggests that the two-piece procedure is preferable for datasets with shorter sampling intervals (more frequent observations). the GPS tracking collar has about 10 to 20 meters measurement error and the error is twice higher in summer than it in winter, that is consistent to the knowledge from ecologist (Owari et al., 2009 ). The result from marginal method is similar (Table 4) .
Discussion
Inactive periods and measurement errors are both desired features of animal movement models. Handling measurement errors added to the MR process is especially critical because, if discarded, a microscopic amount of measurement error would cause substantial bias in estimation. Rounding the observed data is too ad hoc. The issue is rooted in that the flat pieces in the trajectory of an MR process would disappear when noises are present.
Our approach based composite likelihood is the first to make the MRME model practically feasible. For movement data from predators that are known to have long inactive periods, the MRME model has great potential in revealing insights for animal ecologists.
The MRME model can be extended to meet further practical needs. For some predators, an inactive period may have different purposes such as resting and food handling for predators. Pozdnyakov et al. (2020) introduced the moving-resting-handling (MRH) process that allows two different types of motionless states. Introducing measurement errors to the MRH model would be useful. Nonetheless, even without measurement errors, evaluating the likelihood of the MRH model is extremely computationally demanding. The moving period may be of different types too to accommodate different moving behaviors (Benhamou, 2011; Kranstauber et al., 2012) . This can be done by allowing the volatility parameter to have multiple levels. More generally, it can depend on terrain, weather conditions, or other covariates. Our MRME model provides a benchmark for these more realistic extensions.
(Z 1 (t k ), . . . , Z d (t k )) = (X 1 (t k ) + 1k , . . . , X d (t k ) + dk ). The density h ij is the d-dimension case is given by
φ(x i ; σ 2 w)p 10 (w, t)dw.
Then we get that
Similarly, we also have
Let us mention that these formulas do not require numerical multiple integral evaluation and, as a consequence, are computationally efficient.
