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Abstract
This paper treats a class of linear entire matrix function equations which appear naturally in the study of
Kreı˘n orthogonal matrix functions. Necessary and sufficient conditions for solvability are given in terms of
root functions of the coefficients.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Matrix function equation; Entire matrix function; Root function; Kronecker product
1. Introduction
This paper concerns matrix function equations of the form
X(λ)B(λ) +D(λ)Y (λ) = G(λ), λ ∈ C. (1.1)
The coefficient functions B and D in (1.1) are entire n × n matrix functions given by
B(λ) = In +
∫ 0
−ω
eiλtb(t)dt, D(λ) = In +
∫ ω
0
eiλtd(t)dt. (1.2)
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Here b ∈ Ln×n1 [−ω, 0] and d ∈ Ln×n1 [0, ω]. The right hand side is assumed to be known, and of
the form
G(λ) =
∫ ω
−ω
eiλtg(t)dt, with g ∈ Ln×n1 [−ω,ω]. (1.3)
The problem is to find entire n × n matrix functions X and Y ,
X(λ) =
∫ ω
0
eiλtx(t)dt, Y (λ) =
∫ 0
−ω
eiλty(t)dt, (1.4)
with x ∈ Ln×n1 [0, ω] and y ∈ Ln×n1 [−ω, 0], such that (1.1) is satisfied. When such functions X
and Y exist, we shall say that Eq. (1.1) is solvable. The next theorem is the main result of this
paper.
Theorem 1.1. In order that Eq. (1.1) is solvable it is necessary and sufficient that for each
common zero λ0 of detB(λ) and detD(λ) the following holds: if ϕ is a root function of B(λ) at
λ0 of order p and ψ is a root function of D(λ) at λ0 of order q, then the function
ψ(λ)G(λ)ϕ(λ) (1.5)
has a zero at λ0 of order at least min{q, p}.
Let us clarify the notation and terminology used in the above theorem. First of all, given a
matrix M the symbol M stands for the transpose of M . Next, let H(λ) be an n × n matrix
function which is analytic at λ0 ∈ C. A Cn-valued function ϕ is said to be a root function of H(λ)
at λ0 of order at least k, where k is a positive integer, if (see Section A.1 of the book [9]) the
function ϕ is analytic at λ0, the vector ϕ(λ0) is non-zero, and H(λ)ϕ(λ) has a zero at λ0 of order
at least k. Note that for such a root function to exist it is necessary and sufficient that det H(λ)
has a zero at λ0. Using the Taylor expansions of H(λ) and ϕ(λ) at λ0,
H(λ) =
∞∑
ν=0
(λ − λ0)νHν, ϕ(λ) =
∞∑
ν=0
(λ − λ0)νϕν,
we see that ϕ is a root function of H(λ) at λ0 of order at least k if and only if we have
ϕ0 = 0,
r∑
j=0
Hjϕr−j = 0, r = 0, . . . , k − 1.
In this case we also say that the vectors ϕ0, ϕ1, . . . , ϕk−1 form a Jordan chain of length k of H(λ)
at λ0.
For scalar functions the notion of a root function is trivial. Indeed, for n = 1 the condition that
H(λ) has a root function at λ0 of order at least k is just equivalent to the statement that H(λ) has
a zero at λ0 of order at least k. Moreover, in that case a scalar function ϕ, analytic at λ0, is a root
function of H(λ) at λ0 of order at least k if and only if ϕ(λ0) /= 0.
Now let us return to Eq. (1.1). First we note that in order to apply Theorem 1.1 one does not
have to check that the conditions are satisfied for every root function ϕ ofB(λ) at λ0 and for every
root function ψ of D(λ) at λ0. In fact, for both B(λ) and D(λ) one can restrict the checking of
the conditions to root functions from so-called canonical systems, and hence only a finite number
of root functions will be involved. We shall not elaborate on this issue any further; the definition
of a canonical system of root functions can be found in Section A.1 of [9].
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In the forthcoming paper [8] we shall show that Theorem 1.1 is very useful in solving the
inverse problem for Kreı˘n orthogonal matrix functions (relative to the real line) in terms of Jordan
chains.
Finally, we remark that a result similar in nature to Theorem 1.1 also holds for equations in
matrix polynomials. Namely, if B(λ) and D(λ) are n × n matrix polynomials of degrees β and
δ, respectively, such that detB(λ) and detD(λ) do not vanish identically, and if G is an n × n
matrix polynomial of degree β + δ − 1, then the same condition as in Theorem 1.1 is necessary
and sufficient for the existence of matrix polynomials X and Y of degrees δ − 1 and β − 1,
respectively, such that (1.1) holds true. The proof of this result will be the topic of a further
publication. Note that for B(λ) and D(λ) in (1.2) the condition that detB(λ) and detD(λ) do
not vanish identically is automatically fulfilled because of the Riemann–Lebesgue lemma, and
therefore this condition does not appear in Theorem1.1, but for matrix polynomials it has to be
assumed.
Quasi-commutativity and the proof of Theorem 1.1. When one interchanges the positions of
D(λ) and Y (λ) in Eq. (1.1), which can be done in the scalar case (i.e., when all matrices are of
order n = 1), one arrives at the equation
X(λ)B(λ) + Y (λ)D(λ) = G(λ), λ ∈ C. (1.6)
For B and D in (1.2) this equation has been studied in [7]. The following result is an immediate
corollary of Theorems 1 and 2 in [7]; it will play an essential role in the proof of Theorem 1.1.
Theorem 1.2. Assume that the entire matrix functionsB andD in (1.2) are quasi-commutative,
and let the right hand side of (1.6) be given by
G(λ) =
∫ ω
−ω
eiλtg(t)dt, with g ∈ L1×n1 [−ω,ω]. (1.7)
Then there exist 1 × n matrix functions X and Y of the form (1.4), with x ∈ L1×n1 [0, ω] and
y ∈ L1×n1 [−ω, 0], satisfying Eq. (1.6) if and only if for each common zero λ0 of detB(λ) and
detD(λ) the following holds: if  is a root function of B(λ) at λ0 and of D(λ) at λ0, both of
order at least r, then G(λ)(λ) has a zero at λ0 of order at least r.
Recall (see [7]) thatB andD in (1.2) are called quasi-commutative whenever one can find two
additional entire n × n matrix functionsA and C of the form
A(λ) = In +
∫ ω
0
eiλsa(s)ds, C(λ) = In +
∫ 0
−ω
eiλsc(s)ds,
where a ∈ Ln×n1 [0, ω] and c ∈ Ln×n1 [−ω, 0], such that
A(λ)B(λ) = C(λ)D(λ), λ ∈ C. (1.8)
From Theorems 1 and 2 in [7] it also follows that the quasi-commutativity condition in Theorem
1.2 is not only sufficient but also necessary. That is, the condition “for each G in (1.7) Eq. (1.6)
has solutions X, Y of the form (1.4) whenever G(λ)(λ) has a zero at λ0 of order at least r for
each  which is a root function ofB(λ) at λ0 and a root function ofD(λ) at λ0, both of order at
least r” implies that the pair B, D is quasi-commutative.
Note that the quasi-commutativity property is automatically fulfilled in the commutative case,
when B(λ) and D(λ) commute for each λ ∈ C. Indeed, in that case one can take A = D and
C = B. This remark together with the statement in the second paragraph after Theorem 1.1
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allows one to show that in the scalar case (when n = 1) Theorem 1.1 is an immediate corollary
of Theorem 1.2. For n > 1 the proof of Theorem 1.1 will also be reduced to Theorem 1.2. This
will be done by using the theory of Kronecker products of matrices.
The proofs of Theorems 1 and 2 in [7], and therefore also the proofs of Theorems 1.1 and
1.2 above, depend in an essential way on our study of the continuous analogues of the classical
Bezout and Sylvester resultant matrices for matrix valued functions (see [5,6]). In this study the
notion of quasi-commutativity plays a crucial role.
The classical Bezout and Sylvester resultant matrices have been extensively used in single-
input/single-output system theory (see, e.g., [15,4] for new interpretations and applications within
the framework of polynomial models). The need of matrix polynomial generalizations of these
notions came from demands of multi-input/multi-output system theory, and led to the idea of
involving complementary functions as in (1.8) (see [1], also [3,14]). Involving complementary
functions turned out to be quite useful in the study of various common zeroes problems concerning
matrix and operator valued functions (see [19,20,18,12], and also Chapter 9 in the book [21]).
A result similar in nature to Theorem 1.2 also holds for equations in matrix polynomials. This
will be the topic of a further publication.
This paper consists of three sections including the present introduction. In the next section we
shall present an auxiliary result that will be useful in proving Theorem 1.1. The proof of Theorem
1.1, using Theorem 1.2, is given in the final section.
2. An auxiliary result
Let B and D be as in (1.2), and let λ0 ∈ C be a zero of both detB(λ) and detD(λ). We say
that condition SC(λ0) is satisfied for (1.1) if for each root function ϕ ofB(λ) at λ0 and each root
function ψ of D(λ) at λ0, the function
ψ(λ)G(λ)ϕ(λ) (2.1)
has a zero at λ0 of order at least min{q, p}, where p is the order of ϕ as a root function of B(λ),
and q is the order of ψ as a root function of D(λ), both at λ0.
The letters SC stand for solvability condition. Indeed, if Eq. (1.1) is solvable, then obviously
condition SC(λ0) is satisfied for (1.1) for each common zero λ0 of detB(λ) and detD(λ). To
prove Theorem 1.1 we have to establish the reverse implication. For this purpose we present the
following auxiliary result.
Proposition 2.1. Let λ0 ∈ C be a zero of both detB(λ) and detD(λ), and assume that condition
SC(λ0) is satisfied for (1.1), and letM(λ) be ann × nmatrix function which is analytic atλ0.Then
B(λ)M(λ) and M(λ)D(λ) have a zero at λ0 of order at least m implies that trace(G(λ)M(λ))
has a zero at λ0 of order at least m.
Proof. We split the proof into two parts. The result of the first part shows that without loss of
generality we may replace the functionsB andD by their local Smith form at λ0. For the definition
of the latter notion we refer to Section A.1 in [9].
Part 1. Let EB, FB, ED, FD be n × n matrix functions that are analytic in some open neigh-
borhood  of λ0, and assume that the values of these matrix functions at λ0 are invertible. For
λ ∈  consider
B˜(λ) = EB(λ)−1B(λ)FB(λ)−1, D˜(λ) = ED(λ)−1D(λ)FD(λ)−1,
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G˜(λ) = ED(λ)−1G(λ)FB(λ)−1, M˜(λ) = FB(λ)M(λ)ED(λ).
We shall show that the functions B˜, D˜, G˜, M˜ satisfy the conditions assumed for B, D, G, M in
our proposition. It is clear that B˜, D˜, G˜, M˜ are analytic on . Note that
B˜(λ)M˜(λ) = EB(λ)−1B(λ)M(λ)ED(λ), λ ∈ ,
M˜(λ)D˜(λ) = FB(λ)M(λ)D(λ)FD(λ)−1, λ ∈ .
SinceB(λ)M(λ) and M(λ)D(λ) have a zero at λ0 of order at least m, we see that B˜(λ)M˜(λ) and
M˜(λ)D˜(λ) also have a zero at λ0 of order at least m.
Next, let ϕ˜ be a root function of B˜(λ) at λ0 of order p, and let ψ˜ be root function of D˜(λ) at
λ0 of order q. We shall show that
ψ˜(λ)G˜(λ)ϕ˜(λ) has a zero at λ0 of order at least min{q, p}. (2.2)
Put ϕ(λ) = FB(λ)−1ϕ˜(λ) and ψ(λ) = (ED(λ)−1)ψ˜(λ). Then
B(λ)ϕ(λ) = EB(λ)B˜(λ)ϕ˜(λ), D(λ)ψ(λ) = FD(λ)D˜(λ)ψ˜(λ).
Recall that the matrices EB(λ0) and FD(λ0) are invertible. It follows that ϕ is a root function of
B(λ) at λ0 of order p, and that ψ is a root function of D(λ) at λ0 of order q. Since condition
SC(λ0) is satisfied for (1.1), we conclude that ψ(λ)G(λ)ϕ(λ) has a zero at λ0 of order at least
min{q, p}. Note that
ψ˜(λ)G˜(λ)ϕ˜(λ) = ψ(λ)ED(λ)(ED(λ)−1G(λ)FB(λ)−1)FB(λ)ϕ(λ).
Thus ψ˜(λ)G˜(λ)ϕ˜(λ) = ψ(λ)G(λ)ϕ(λ), and hence (2.2) is proved.
Finally, using the fact that the trace of a matrix does not change under a similarity transforma-
tion, we have
trace(G˜(λ)M˜(λ)) = trace((ED(λ)−1G(λ)M(λ)ED(λ))
= trace(G(λ)M(λ)), λ ∈ .
Thus, in order to prove our proposition, it suffices to show that the function trace
(
G˜(λ)M˜(λ)
)
has
a zero at λ0 of order at least m.
Part 2. We continue to use the notations of the previous part. In this part we choose (cf.,
Theorem 1.2 in Section A.1 of [9]) the functions EB, FB, ED, FD in such a way that B˜(λ) and
D˜(λ) are equal to the local Smith forms at λ0 of B and D, respectively. In other words, in what
follows
B˜(λ)=diag((λ − λ0)p1 , (λ − λ0)p2 , . . . , (λ − λ0)pn), (2.3)
D˜(λ)=diag((λ − λ0)q1 , (λ − λ0)q2 , . . . , (λ − λ0)qn). (2.4)
Here p1, p2, . . . , pn and q1, q2, . . . , qn are non-negative integers, and without loss of generality
we may assume that
p1  p2  · · ·  pn  0, q1  q2  · · ·  qn  0.
For convenience we set pj = 0 and qi = 0 whenever i, j  n + 1. Next, we define nB and nD
to be the non-negative integers, between 0 and n, determined by pnB > pnB+1 = 0 and qnD >
qnD+1 = 0. In other words,
nB = min{0  j  n|pj+1 = 0}, nD = min{0  i  n|qi+1 = 0}.
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In particular, nB = 0 if all indices pj are zero, and nB = n if all indices pj are non-zero. An
analogous statement holds for nD and the indices qi .
In what follows, given a scalar function h which is analytic at λ0, we write η(h) for the order
of λ0 as a zero of h. Furthermore, for i, j = 1, . . . , n we let g˜ij (λ) and m˜ij (λ) denote the {i, j}th
entries of G˜(λ) and M˜(λ), respectively. Thus
g˜ij (λ) = ei G˜(λ)ej , m˜ij (λ) = ei M˜(λ)ej .
Here and in the sequel e1, . . . , en is the standard basis of Cn.
For j = 1, . . . , n put ϕ˜j (λ) ≡ ej , and for i = 1, . . . , n put ψ˜i(λ) ≡ ei . Using the special form
B˜(λ) in (2.3) we see that for 1  j  nB the function ϕ˜j is a root function of B˜(λ) at λ0 of order
pj . Similarly, using (2.4) and the fact that D˜(λ) = D˜(λ), we see that for 1  i  nB the function
ψ˜i is a root function of D˜(λ) at λ0 of order qi . Using (2.2) we conclude that g˜ij = ei G˜(λ)ej
has a zero at λ0 of order at least min{qi, pj } whenever 1  j  nB and 1  i  nD. Thus, since
pj = 0 for j > nB and qi = 0 for i > nD, we have proved that
η(g˜ij )  min{qi, pj }, j, i = 1, . . . , n. (2.5)
Next we use the fact that B˜(λ)M˜(λ) and M˜(λ)D˜(λ) have a zero at λ0 of order at least m. Define
integers k and 
 such that
pk  m > pk+1, q
  m > q
+1.
For the extreme cases, when all pj  m or all pj < m, we have k = n and k = 0, respectively.
An analogous convention is used for 
 and the indices qi . Using the special form of B˜ in (2.3)
and the fact that B˜(λ)M˜(λ) has a zero of order at least m we see that
η(m˜ij )  m − pi, i > k, j = 1, . . . , n. (2.6)
Similarly, using the special form of D˜ in (2.4) and the fact that M˜(λ)D˜(λ) has a zero of order at
least m we see that
η(m˜ij )  m − qj , j > 
, i = 1, . . . , n. (2.7)
We are now ready to prove that trace(G˜(λ)M˜(λ)) has a zero at λ0 of order at least m. Note that
trace(G˜(λ)M˜(λ)) =
n∑
r=1
n∑
s=1
g˜rs(λ)m˜sr (λ) =
4∑
ν=1
∑
(r,s)∈ν
g˜rs(λ)m˜sr (λ),
where
1 = {(r, s)|1  r  
, 1  s  k},
2 = {(r, s)|1  r  
, k < s  n},
3 = {(r, s)|
 < r  n, 1  s  k},
4 = {(r, s)|
 < r  n, k < s  n}.
Using (2.5) we see that
(r, s) ∈ 1 ⇒ η(g˜rsm˜sr )  η(g˜rs)  min{qr , ps}  min{q
, pk}  m.
From (2.5) and (2.6) we see that
(r, s) ∈ 2 ⇒ η(g˜rsm˜sr )  η(g˜rs) + η(m˜sr )  ps + m − ps = m.
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From (2.5) and (2.7) we see that
(r, s) ∈ 3 ⇒ η(g˜rsm˜sr )  η(g˜rs) + η(m˜sr )  qr + m − qr = m.
Finally, using (2.5)–(2.7) we have
(r, s) ∈ 4 ⇒ η(g˜rsm˜sr ) η(g˜rs) + η(m˜sr )
 min{qr , ps} + max{m − qr ,m − ps} = m.
Thus, for all possible pairs (r, s) we have η(g˜rsm˜sr )m, and hence, as desired, trace(G˜(λ)M˜(λ))
has a zero at λ0 of order at least m. 
3. Proof of Theorem 1.1
To prove Theorem 1.1 we shall use the theory of Kronecker products of matrices (see, e.g.,
[11, Chapter 16] or [17, Chapter 12]). First we rewrite Eq. (1.1) in the following equivalent form:
r(X(λ))(B(λ) ⊗ In) + r(Y (λ))(In ⊗D(λ)) = r(G(λ)), λ ∈ C. (3.1)
Here ⊗ is the usual (right) Kronecker product, and for a k × 
 matrix M the symbol r(M) denotes
the one row matrix
r(M) = [m11 · · · mk1 m12 · · · mk2 · · · · · · m1
 · · · mk
] .
In other words, r(M) = vec(M), where vec(M) is the one column matrix which one obtains by
stacking the columns of M one under the other starting from the first. It follows that for each k and

 the map r is a bijective linear transformation from Ck×
 onto C1×k
. Note that for each λ ∈ C
the Kronecker products B(λ) ⊗ In and In ⊗D(λ) commute. In particular, the entire n2 × n2
matrix function B(λ) ⊗ In and In ⊗D(λ) have the quasi-commutativity property.
The idea to use Kronecker products in studying matrix (function) equations is common; see,
e.g., Section 12.3 in the book [17], or the papers [2,10,13,16]. We begin our analysis with a lemma.
Lemma 3.1. Fix λ0 ∈ C, and assume that condition SC(λ0) is satisfied for (1.1). Let  be a root
function ofB(λ) ⊗ In at λ0 and of In ⊗D(λ) at λ0, both of order at least m. Then r(G(λ))(λ)
has a zero at λ0 of order at least m.
Proof. Let (λ) be a root function of both B(λ) ⊗ In and In ⊗D(λ), and assume that in both
cases the order is at least m. Note that (λ) is a Cn2×1 vector function which is analytic at λ0. It
follows that (λ) is the vec of an n × n matrix function. More precisely, in a neighborhood of λ0
we can write (λ) as
(λ) = vec(M(λ)), (3.2)
where M(λ) is an n × n matrix function which is analytic at λ0. Using the representation (3.2)
we have
vec(M(λ)B(λ)) = (B(λ) ⊗ In)(λ), (3.3)
vec(D(λ)M(λ)) = (In ⊗D(λ))(λ), (3.4)
trace(G(λ)M(λ)) = r(G(λ))(λ). (3.5)
Formulas (3.3)–(3.5) follow directly form the definitions of the maps vec and r. For formulas
(3.3) and (3.4) this may be seen by applying formula (2.10) in Chapter 16 of [11]. For (3.5) the
proof is given in the next paragraph.
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Write
G(λ) =
⎡
⎢⎣
g11(λ) · · · g1n(λ)
...
...
gn1(λ) · · · gnn(λ)
⎤
⎥⎦ , M(λ) =
⎡
⎢⎣
m11(λ) · · · m1n(λ)
...
...
mn1(λ) · · · mnn(λ)
⎤
⎥⎦ .
Then
r(G(λ)) = [g11(λ) · · · gn1(λ) · · · g1n(λ) · · · gnn(λ)] ,
and
vec(M(λ)) = [m11(λ) · · · m1n(λ) · · · mn1(λ) · · · mnn(λ)] .
It follows that
r(G(λ))(λ) = r(G(λ))vec(M(λ))
=
n∑
i=1
n∑
ν=1
giν(λ)mνi(λ)
=
n∑
i=1
(G(λ)M(λ))ii = trace(G(λ)M(λ)).
Since (B(λ) ⊗ In)(λ) and (In ⊗D(λ))(λ) both have a zero at λ0 of order at least m, we see
from (3.3) and (3.4) that B(λ)M(λ) and M(λ)D(λ) have a zero at λ0 of order at least m. Since
condition SC(λ0) holds, we can apply Proposition 2.1 to show that these properties imply that the
function trace(G(λ)M(λ)) has a zero at λ0 of order at least m. But then (3.5) gives the desired
result. 
Proof of Theorem 1.1. As noted in the second paragraph of the previous section, we have only
to prove the sufficiency part.
Assume that for each common zero λ0 of detB(λ) and detD(λ) condition SC(λ0) is satisfied
for (1.1). According to Lemma 3.1 this implies that for each common root function ofB(λ) ⊗ In
and In ⊗D(λ) at λ0, each of order at least m, the function r(G(λ))(λ) has a zero at λ0 of order
at least m. This allows us to apply Theorem 1.2. Recall (see the end of the first paragraph of the
previous section) thatB(λ) ⊗ In and In ⊗D(λ) commute for each λ ∈ C, and hence the entire
n2 × n2 matrix functionB(λ) ⊗ In and In ⊗D(λ) have the quasi-commutativity property. Thus
Theorem 1.2 shows that there exist entire 1 × n2 matrix functions X˜(λ) and Y˜ (λ) such that
X˜(λ)(B(λ) ⊗ In) + Y˜ (λ)(In ⊗D(λ)) = r(G(λ)), λ ∈ C,
and X˜(λ) and Y˜ (λ) are of the form
X˜(λ) =
∫ ω
0
eiλt x˜(t)dt, Y˜ (λ) =
∫ 0
−ω
eiλt y˜(t)dt.
Here x˜ ∈ L1×n21 [0, ω] and y˜ ∈ L1×n
2
1 [−ω, 0]. From the special form of x˜ and y˜ we see that there
exist x ∈ Ln×n1 [0, ω] and y ∈ Ln×n1 [−ω, 0] such that
r(x(t)) = x˜(t), r(y(t)) = y˜(t) (t ∈ R).
Put
X(λ) =
∫ ω
0
eiλtx(t)dt, Y (λ) =
∫ 0
−ω
eiλty(t)dt, λ ∈ C.
442 I. Gohberg et al. / Linear Algebra and its Applications 425 (2007) 434–442
Then r(X(λ)) = X˜(λ) and r(Y (λ)) = Y˜ (λ) for each λ ∈ C. Hence for this choice X(λ) and Y (λ)
we see that the identity (3.1) holds. But this is equivalent to the statement that X, Y satisfy equation
(1.1), which completes the proof of Theorem 1.1. 
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